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A B S T R A C T
This thesis describes the development of an experimental apparatus for
time- and angle-resolved photoemission (tr-ARPES) at high repetition rates.
The first part of the work describes a new, high-repetition rate, extreme-
ultraviolet (EUV) light source and the second part, studies the excited-state
dynamics in 2H-WSe2, thereby demonstrating the experimental capabilities
of the machine. tr-ARPES follows the evolution of the electronic structure
in non-equilibrium: EUV photon energies grant access to the whole Bril-
louin zone and high repetition rates improve statistics and mitigate det-
rimental space-charge effects. Femtosecond EUV pulses are obtained in a
highly-nonlinear process called high-harmonic generation (HHG), which re-
quires energetic driving pulses to produce a good flux. Commonly adopted
Ti:Sapphire lasers have a limited scalability in average power, resulting in
limited EUV flux above 100 kHz. In this thesis, this limit is overcome by
developing a 500 kHz optical parametric chirped pulse amplifier (OPCPA).
A high power picosecond Yb:YAG laser is used to amplify 1.55 eV pulses
with an energy of 30 µJ and a duration below 20 fs, representing an order
of magnitude improvement from the past technology.
A single harmonic is selected for photoemission: this is simplified by the
higher spacing of neighboring harmonic in the case of UV-driven HHG. The
OPCPA is frequency doubled (3.1 eV) and tightly focused in a high-pressure
argon gas jet. An EUV optical setup selects the 7th harmonic at 21.7 eV, pre-
serving a temporal resolution close to 50 fs. HHG efficiency and linewidth
scale favorably in the UV: a photon flux of more than 1011 photons/s is
achieved, with an energy resolution of 110 meV.
tr-ARPES experiments were performed on the layered semiconductor 2H-
WSe2. First, the conduction band is mapped throughout the Brillouin zone,
100 fs after an excitation well above the material’s single-particle band gap.
The evolution of the excited state is followed, revealing the microscopic
energy relaxation pathways and the band gap renormalization effects.
In addition, pumping the system at an excitonic resonance, many-body
effects are addressed. The peculiar band-structure of 2H-WSe2 allows one to
observe simultaneously resonant and non-resonant two-photon photoemis-
sion features, modeled by optical Bloch-equations. The energy and shape of
the resonance differs from the single-particle conduction band, suggesting
that excitons are created. Inter-valley electron-phonon scattering is identi-
fied as a possible mechanism of exciton decay to optically-dark states, which
occurs on a sub-20 fs time-scale.
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K U R Z FA S S U N G
Diese Arbeit beschreibt die Entwicklung eines experimentellen Aufbaus für
zeit- und winkel-gelöste Photoemission (tr-ARPES). Im ersten Teil wird eine
extrem ultraviolette (EUV) Laserquelle mit einer hohen Wiederholfrequenz
beschrieben. Die Untersuchung der ultraschnellen Elektronendynamik im
angeregten Zustand von 2H-WSe2 mit diesem neuen Experiment wird im
zweiten Teil berichtet.
Mittels tr-ARPES lässt sich die Evolution der elektronischen Struktur in
Nicht-Gleichgewichtszuständen verfolgen: EUV-Photonenenergien ermögli-
chen den Zugang auf die gesamte Brillouin-Zone, und eine hohe Wieder-
holfrequenz reduziert Raumladungseffekte. Femtosekunden EUV-Impulse
werden durch Hohe-Harmonischen-Erzeugung (HHG) erzeugt. Dieser Pro-
zess erfordert energetische Laserpulse, um einen guten Photonenfluss zu
erzeugen, welche bisher nicht mit Ti:Saphir-Lasertechnologie bei Repetiti-
onsraten über 100 kHz erzielbar sind. In dieser Arbeit wurde diese Grenze
durch die Entwicklung eines 500 kHz optischen parametrischen chirped-
Puls-Verstärkers (OPCPA) überwunden. Laserpulse mit einer Photonener-
gie von 1.55 eV, einer Pulsenergie von 30 µJ und einer Dauer unter 20 fs
werden mit einem Yb:YAG Pikosekundlaser mit hohe Leistung verstärkt.
Für die Photoemissionexperimente muss eine einzelne Harmonische iso-
liert werden: hierzu wurde HHG mit ultravioletten Laserpulsen, der zwei-
ten Harmonischen des OPCPA-Ausgangs, betrieben, welche mit einer kurze
Fokuslänge in einem Hochdruckgasstrahl fokussiert werden. Der Abstand
zwischen benachbarten Hohen-Harmonischen ist dadurch 6.2 eV, und die 7.
Harmonische mit einer Photonenergie von 21.7 eV wurde mit hohem spek-
tralen Kontrast isoliert. Ein Photonenfluss von mehr als 1011 Photonen/s
und eine Energieauflösung von 110 meV wird erreicht.
Mit dieser neuen Laserquelle wurden tr-ARPES-Experimente an dem Halb-
leiter 2H-WSe2 durchgeführt. Zunächst wurde die Struktur der angeregten
Zustände des Materials 100 fs nach einer Anregung mit 3.1 eV Photonen in
der ganzen Brillouin Zone vermessen. Die zeitliche Entwicklung der ange-
regten Zustands-Population wurde Energie- und Impuls-aufgelöst verfolgt.
Damit lassen sich auf mikroskopischer Ebene sowohl Energiedissipations-
pfade als auch dynamische Änderungen der Elektronischen Struktur auf-
grund von Renormalisierungseffekten direkt beobachten.
Das Material würde zudem in einer exzitonischen Resonanz optisch an-
geregt, um Vielkörpereffekte zu erforschen. Resonante und nichtresonante
Zweiphotonphotoemissionen wurden gleichzeitig beobachtet und durch op-
tische Bloch-Gleichungen modelliert. Die Energie und Form des angeregten
Zustands nach Anregung der exzitonischen Resonanz unterscheidet sich
von dem Einzelteilchen-Leitungsbandzustand. Das wird als Signatur von
Exzitonen in tr-ARPES interpretiert. Intervalley Elektron-Phonon-Streuung
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I N T R O D U C T I O N
1.1 motivation and aim of the this work
Electro-magnetic radiation is our main probe of the internal struc-
ture of matter. When light interacts with a solid, the macroscopic
response is the result of many-body interactions between the constitu-
ent quanta: the microscopic understanding of this complex interplay
is one of the cornerstones of solid-state physics.
The payoff of century-long struggles to solve this problem, are
groundbreaking applications at the intersection of photonics and elec-
tronic. Opto-electronic devices, such as solar cells, LEDs, lasers, fiber
optical communication technology shapes our everyday life.
To tackle the overwhelming theoretical problem of describing many-
body effects in matter is often convenient to divide the problem into
various subsystem: the electrons, the lattice and the spins. The cou-
pling of different subsystems is often weak enough to treat them
in the perturbative limit: powerful ab-initio theories such as den-
sity functional theory, are routinely adopted to study the electronic
structure of matter along these lines. However, when light brings a
many-body system out-of-equilibrium, the relaxation dynamics fol-
lows complex pathways where all the couplings have to be conside-
red: we are still far to describe from first-principles what happens in
this case. The timescales of the fundamental scattering mechanisms
involved span several order of magnitude starting from few femtose-
conds.
Our ability to create light pulses lasting a time comparable to the
fundamental microscopic motions is an invaluable tool for our under-
standing of the problem. On the other hand, the availability of such
femtosecond light sources is a driver to develop new technologies
where information is processed on the ultrafast timescale.
Several excitations in materials could be exploited to build devices.
Foreseeable applications are not simply based on the charge state of
the electrons, but also on its spin [1], the band topology [2], or novel
quantum numbers, which could be broadly grouped under pseudo-
spins [3, 4].
Transition-metal dichalcogenides (TMD) are a perfect example il-
lustrating these trends. TMDs are a broad-class of compounds which
grows in a layered structures [5]: they have been studied since deca-
des as they can exhibit exotic electronic properties, stemming from
their bidimensionality [6].
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It was eventually discovered that isolated single layers of these ma-
terials could be produced and studied [7]. In particular, atomic-thick
semiconductors approaching the ultimate limit for electronic minia-
turization have been isolated. The lack of inversion symmetry of a
single-layer has profound consequences: circularly polarized radia-
tion can produce spin-polarized electronic populations, localized in
specific valleys of the conduction band [8], this valley degree of free-
dom, is an example of pseudo-spin. Layers of chemically different 2d
materials can even be stacked to generate heterostructures [9], where
the layer degree of freedom is now part of the functionality [4]. In such
heterostructure, the dwell-time of a photo-generated carrier within a
single layer is less than 100 fs [10], below the carrier-phonon relaxa-
tion times.
In bidimensional materials, light-matter interaction is also modi-
fied [11]: the absorption of a photon generates an electron-hole pair,
which, thanks to Coulomb interactions, might form a bound-state cal-
led exciton. The screening of the electric field by the surrounding
medium is very different in a bidimensional system, giving rise to
strongly bound excitons or excitonic molecules, formed by three or
more electrons and holes. The formation of these many-body states
and their interplay with the pseudo-spins have to be understood in-
depth, both for practical and fundamental reasons.
Experimental probes capable of following the carrier evolution in
such systems are thus strongly desirable. Ideally, these probes should
be able to directly observe a valley-specific population in reciprocal
space. In other words, there is the need of an experimental techni-
que combining femtosecond temporal resolution with energy and mo-
mentum resolution.
1.1.1 Time resolved-spectroscopies and related technology
The spirit of time-resolved spectroscopies is to observe the loss of
order as a function of time and the subsequent relaxation after an
impulsive optical perturbation (called pump). As soon as it is driven
out of equilibrium, the system tends to recover its original ground
state: this occurs via scattering events between the fundamental con-
stituents. The timescales involved range from few femtoseconds, for
instance in the case of electron screening and electron-electron scatte-
ring, increasing toward several tens to hundreds of fs in the case of
nuclear motions. After the optical pump, the system is investigated
by a second probe pulse, delayed by a well defined amount. The ex-
periment is repeated for a range of delays: all the snapshot are then
brought together to reconstruct a stroboscopic movie of the system’s
response.
As the majority of femtosecond laser sources operates at visible
to near-infrared (NIR) frequencies, it is most common to study the
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transient reflectivity or absorption changes (and hence the dielectric
function) in this spectral range. Optical spectroscopies, however, can-
not provide any information on where in reciprocal space the scat-
tering events occur, in other words the optical response results form
an integration over the momentum components fulfilling optical se-
lection rules. Also, due to the long wavelengths, optical probes cannot
provide microscopic insights into the atomic arrangement. As a mat-
ter of fact the microscopic scattering mechanisms under study are
momentum-dependent, and at the same time lattice and electronic
structure are fundamentally entangled. Hence, novel techniques com-
bining time and momentum or spatial resolution are highly desirable.
Nowadays, new time-resolved spectroscopies are being developed
following two main directions. The first direction is to use of probe
light pulses of different frequencies, or electrons pulses of different
energies. The second direction is to act on the pump photon energy,
addressing specific modes of the system resulting in different relaxa-
tion pathways. All these approaches relies on converting the VIS-NIR
frequencies of a femtosecond light source to the desired range (VUV
to MIR) or on synchronizing a femtosecond light source with a probe
of different nature, such as femtosecond electron pulses or x-rays pro-
duced by a free-electron laser. Frequency conversion processes, owing
to intrinsically low efficiencies, compel intense and energetic driver
pulses. The maximum measurement repetition rate, νr, is determined
by the time required from the sample to return to equilibrium, which
depends on the excitation fluence (radiant energy per unit area) and
on the material parameters. For many materials, experiments are per-
formed with a fluence in the range between tens of µJ/cm2 to tens
of mJ/cm2, νr then lies in a range between few kHz to the MHz.
One of the challenges in the field is to develop novel femtosecond
lasers, capable of achieving the optimum duty cycle for maximizing
the signal-to-noise ratio.
1.1.2 Thesis aim: a novel femtosecond source for tr-ARPES and proof-of-
concept experiments.
The main topic of this thesis is the development and commissioning
of a novel femtosecond light source for time- and angle-resolved
photoelectron spectroscopy (tr-ARPES). In this technique the probe
pulses have sufficient photon energy to photo-emit the sample’s elec-
trons, which are then measured in an analyzer capable of detecting
both the electron’s kinetic energy and emission angle. Thanks to mo-
mentum and energy conservation (Equation 1 and Equation 2) the
emitted electrons retain information about the binding energy EB and
crystal momentum of the initial state k‖:







where Ekin is the photoelectron’s kinetic energy, hν is the photon
energy, φsample is the sample’s work function, me is the electron mass
and θ is the angle of emission relative to the surface normal. The bin-
ding energy is typically referenced to the Fermi level, where EB = 0
and increases for more strongly bound states below the Fermi level,
where EB > 0 . One of the great appeal of the technique compared
to optical spectroscopies is that it combines momentum and time re-
solution, allowing to observe specific locations of the Brillouin zone,
an introduction to this spectroscopy will be given in this chapter, in
Section 1.3.
A photon energy exceeding the workfunction φsample of the sample
is a fundamental prerequisite: as typically φsample > 5 eV, the mini-
mum photon frequency are in the deep-ultraviolet (DUV λ . 200
nm). Moreover the kinetic energy of the photoelectrons determines
the escape angle from the sample surface: high-momentum states can
only escape the surface if they have a sufficient kinetic energy. From
eq. 2 and 1 it is apparent that high photon energies are required for
accessing higher momentum states. Energies above 10 eV grant access
to the whole Brillouin zone of most materials: this spectral range is
called extreme-ultraviolet, in short EUV, and covers the range 10.25
eV - 124 eV (121 nm - 10 nm)1. Owing to high absorption, EUV pulses
cannot be generated in bulk materials with high photon fluxes: the al-
ternative approach is a non-linear interaction with a gas. By focusing
a laser in a gas to peak intensities in excess of 1014 W/cm2, a process
called high-order harmonic generation can take place.
In this regime, the electric field of light competes with the intra-
atomic potential and tunnel-ionization becomes possible. The ioni-
zed electrons, quiver coherently with the driving light and have non-
zero chance to recombine with the parent atom, releasing the excess
energy gained in their motion as a photon. This radiation comes as
a set of odd-order harmonics up to a certain cut-off energy in the
EUV range. In the temporal domain, this corresponds to a train of
bursts of sub-femtosecond duration contained in the driver pulse
temporal envelope. The inherent synchronization and the short pulse
duration makes high-harmonics ideally suited for pump and probe
experiments. The drawback of this approach lies in the very low con-
version efficiency (typically worse than 10−5) and the very high peak
intensity needed, which typically limits experiments to laser ampli-
fiers operating at repetition rates up to 10 kHz. It must be noted that
light sources designed for this purpose and operating at to 50 kHz
- 100 kHz have already been demonstrated [12, 13] and static HHG-
photoemission experiments have been performed up to 4 MHz [14].
1 ISO 21348 Definition
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As mentioned in the previous section, the excitation density poses a
limitation (see section 1.6.2) on the maximum repetition rate at which
tr-ARPES experiments can be performed. For an ideal data acquisi-
tion system, the count rate (expressed in counts/s) is independent
on the repetition rate, and depends only on the average power of the
probe. This means that in principle a 1 Hz laser providing 108 photons
per pulse is equivalent to a 1 kHz laser with 105 photons per pulse.
However, one important factor has been neglected: due to the charged
nature of photoelectrons and the short duration of the photoelectron
pulse, Coulomb interactions limit the amount of usable photons per
pulse above which the PES spectrum is distorted beyond use. This
effect is known as space-charge and will be describe in Section 1.6.1:
a very important point is that to minimize space-charge effects the
number of photoelectron per pulse have to be minimized. This means
that for a given experiment is always better to work at the maximum
repetition rate which the sample can tolerate.
The most widespread femtosecond lasers are based on Ti:Sapphire:
upscaling this technology toward the desired repetition rate, while
preserving the necessary peak intensity is extremely challenging. First,
this imply that an increasingly higher optical power of tens of Watts
has to be dissipated in the amplifier crystal, imposing the complica-
tion of cryogenic cooling. Second, there is simply a lack of commerci-
ally available pump lasers suited for the task. In the past decade, big
progress has been made on high-power lasers based on Ytterbium do-
ped glass fibers or solid state Yb:YAG lasers. This novel class of laser
can reach kW level average power with picosecond pulse duration
[15–17]. This suggests an alternative path: by making use of optical
parametric amplification (OPA) in a non-linear crystal, such sources
can be used to amplify femtosecond pulses. Thanks to the comple-
tely different physics of OPA compared to a conventional laser, it is
now possible to scale the repetition rate of single-pass HHG to the
MHz level while having sufficient flux for time-resolved experiments
[18]. The main result of this work is a photoemission setup operating
at 500 kHz, capable of achieving a temporal resolution below 50 fs
in proof-of-concept experiments on transition metal dichalcogenide
semiconductors. To achieve this, an optical parametric chirped pulse
amplifier (OPCPA) was developed, based on a combination of Yb fi-
ber and and Yb:YAG slab amplifiers. The OPCPA has been described
in a publication [19] and will be presented here in more detail.
1.1.3 Thesis structure
The first part of this thesis (Part i) is devoted to the description and
characterization of the newly developed light source: after reviewing
the fundamentals of OPA, the description and characterization of the
laser will be presented in Chapter 2. To increase the photon energy
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of the developed NIR laser to the EUV a setup capable of HHG
was developed: this will be subject of Chapter 3. The chapter focu-
ses also on the development of the experimental beamline, where a
single harmonic at 21.7 eV is isolated and refocused on an ultra-high
vacuum ARPES chamber. The second part (Part ii) of the thesis is
finally devoted to experimental tr-ARPES results. The experimental
ARPES chamber is described in Chapter 4, together with the charac-
terization of the source for tr-ARPES experiments. In the last chapter,
tr-ARPES is applied to study the transition metal dichalcogenide 2H-
WSe2. This layered material already in his bulk form can show valley-
and layer-specific physics [20]. First, a novel application of tr-ARPES
is demonstrated, thanks to the increased rate of data acquisition. By
populating the conduction band of the semiconductor with a 3.1 eV
UV pulse, it will be shown how it is possible to map excited states
across the Brillouin zone of the material: these states are unaccessi-
ble by static photoemission. The experimental data will be compared
with density functional theory (DFT). Last, the excitonic physics in
the system will be explored, resolving exciton formation and decay
to optically-dark states.
1.2 angle-resolved photoelectron spectroscopy
Angle-resolved photoemission (ARPES) is a well-established experi-
mental technique based on the photoelectric effect. ARPES experi-
ments and theory are subject of numerous review publications [21]
and books [22–24], here the main results will be summarized. An ap-
pealing feature of ARPES is the possibility of mapping the Fermi sur-
face or other relevant electronic band-structure features in reciprocal
space: in this respect one can regard ARPES as a sort of momentum-
space microscopy. Moreover, by achieving high resolution, it is possi-
ble to study many-body interactions which appear as renormalization
effects in the band-structure of materials.
By shining photons of sufficient energy on a crystalline surface,
photoelectrons are emitted along well defined angular directions, de-
termined by their single-particle initial state |ψi〉 and modulated by
matrix elements, in turn determined by the experimental geometry,
the light polarization and the sample’s symmetry. The electron kine-
tic energy is measured by an electron energy analyser; if the analyser
has a small angular acceptance, or if it operates in a mode where the
photoemission angles are measured simultaneously, the three compo-
nents of the photoelectron momentum ~K in vacuum are completely
















2mEkin cos θ. (3c)
The angles θ and φ are defined in Figure 1, where the experimental
geometry used in this thesis is depicted. In the setup, the angle bet-
ween the incoming radiation (linearly polarized in this work) and the
energy analyser is fixed. The sample is mounted on a manipulator
capable of rotations along 3 axes. The sample frame of reference is ty-
pically chosen such that the z-axis coincide with the surface’s normal;
the choice of the x and y axis is arbitrary and is convenient to align
them to high-symmetry directions on the surface. In this frame of re-
ference, the direction of the outgoing electrons is determined by the
polar and azimuthal angles θ and φ. The electron energy analyser em-
ployed in this work is an hemispherical electron energy analyser2. In
such a device, the kinetic energy dispersion of the photoelectrons is
realized by the electrostatic field of a spherical capacitor. The photoe-
lectrons are collected by a first set of electrostatic lens and refocused
on an entrance slit. In the lens the electrons are decelerated (or accele-
rated) by a fixed amount so that the kinetic energy of interest, travels
along a circular trajectory at the center of the hemispherical capacitor
with a defined pass energy. The electrons finally hit an imaging de-
tector, composed by a micro-channel-plate (MCP) electron multiplier,
followed by a phosphor screen to convert the electronic cascade into
photons, which are finally imaged on a CCD panel. Electrons of diffe-
rent kinetic energies are spatially-separated on the detector along the
radial direction (axis KE in Figure 1). Electrons entering the analyser
with different angles along the slits long axis are instead displaced
along the α axis. This allows for efficient parallel detection of multi-
ple emission angles and kinetic energies. The collected image on the
detector corresponds to an energy versus momentum intensity distri-
bution curve.
The measured ~K and Ekin are related to the initial state momentum
~ki and binding energy EB by the conservation rules of equations (1)
and (2). The two relations are, however, insufficient to completely
determine the initial state, as they don’t provide information for the
~k⊥: to determine this momentum component it is necessary to know
the final state |ψ f 〉, this will be explained in greater detail in the next
section.






















Figure 1: The experimental geometry for ARPES adopted in this work. The
incoming EUV light is p-polarized, kph is the photon wavevector,
Eph photon energy; k is the photoelectron wavevector, and k‖ is
the projection parallel to the surface, E is the pass-energy of the
analyser. The z-axis is oriented along the surface normal, which
defines the photoemission angle θ.
1.2.1 The three step model of photoemission
The three step model is one of the first theoretical pictures used to des-
cribe the photoemission process and it is still widely used because it
provides an intuitive picture. As shown in Figure 2 the photoemission
process can artificially divided in three distinct steps:
1. Photoexcitation of the electron
2. Transport to the surface
3. Penetration through the surface
1.2.1.1 Step 1: excitation in the solid and nearly free-electron approxima-
tion
In the simplest picture, the photo-excitation is described as an op-
tical transition between two single-particle Bloch states. The initial
state |ψi〉 has momentum~k and energy Ei; the final state |ψ f 〉, has an
energy E f and momentum ~k f . The photoemission cross-section will
be treated in more detail in section 1.2.2. The energy conservation
relation imposes E f − Ei = h¯ω where ω is the photon’s angular fre-
quency. The simplest choice for |ψ f 〉 is a nearly-free electron state.
The photon momentum h¯kph for an EUV energy of 20 eV is about
0.01 Å−1 which is negligible compared to a typical Brillouin zone
size: for example for a typical lattice parameter a = 5 Å of Si one has
2pi
a u 1.25 Å
−1. For a strictly free electron final state the energy and
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Figure 2: The three-step model compared with a single-step model, from
reference [22].
momentum conservation cannot be simultaneously fulfilled due to
the different photon and electron energy-momentum dispersion rela-
tions. This highlights the role played by the periodic lattice potential:
in a nearly-free electron final state (i.e. a free electron perturbed by
a weak periodic potential [25]) the extra momentum necessary to ful-
fill momentum conservation is provided by a reciprocal lattice vector
~Q. The process is illustrated in Figure 3(a): the optical transition is
approximately vertical in a reduced zone scheme, but the extended
zone scheme provides a more intuitive picture of the parallel momen-
tum conservation. The energy of the final state in this approximation
can be written as:




and the momentum conservation relation is:
~k f =~k + ~G. (5)
The treatment of the photoelectron final state as nearly-free beco-
mes increasingly justified for higher kinetic energies, when the lattice
potential become comparatively negligible; however the approxima-
tion might break down for low kinetic energy photons, such as the
one produced by crystal-based laser sources around 6 eV.
1.2.1.2 Step 2: transport to the surface and surface sensitivity
During its travel toward the surface the photoelectrons strongly inte-
ract with the rest of the system, experiencing inelastic scattering and
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Figure 3: The photoemission kinematics, adapted from reference [21]. a) Is
the first photoemission step: a direct optical transition withing the
solid. Here G is a reciprocal lattice wavevector, necessary to con-
serve momentum. V0 is the inner potential a φ is the workfunction.
Ei initial state energy, E f final state energy, EF Fermi level, EV va-
cuum level, EB photoelectron energy in the bulk. b) The free elec-
tron final state in vacuum has a wavevector p/h¯. c) The photoelec-
tron spectrum.
energy losses. This generates a tail of inelastically scattered photoelec-
trons at lower kinetic energies. Due to these strong interactions, the
photoelectron escape depth is generally very short, which translates
into a strong surface-sensitivity for the technique. The electron mean-
free-path roughly follows an universal curve [26], which shows that
the EUV photon energy range exhibits the largest surface sensitivity.
This second step highlights two important aspects for this work: the
first, is an important experimental requirement of a having a surface
clean from contamination, therefore ARPES experiments has to be
conducted in ultra-high vacuum conditions (UHV), this will play an
important role in the design of the experimental beamline in chapter
3. Second, in the experimental interpretation is always important to
remember that the measured (surface) properties do not necessarily
reflect the bulk behavior of the material (see chapter 5)
1.2.1.3 Step 3: transmission through the surface and photoemission kine-
matics
The photoelectron traveling in the solid has to overcome the surface
potential energy barrier V0 = |E0| + φ (see Figure 3) and escape in
vacuum toward the detector. The bulk Bloch nearly-free final state
|ψ f 〉 with momentum ~k f = ~k f ,‖ +~k f ,⊥ has to be matched to the free
electron final state in vacuum with momentum ~K = ~K‖ + ~K⊥. As
a consequence of the translational symmetry along the surface (x-y
plane) the parallel momentum component is conserved:
~k f ,‖ = ~K‖. (6)
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Figure 4: Electron escape depth from reference [27]: highlighted are the re-
gions 20-50 eV, typical for EUV based ARPES and the 6 eV region
typical for laser based ARPES.
The translational symmetry in the perpendicular direction is bro-
ken, therefore~k f ,⊥ is not a conserved quantity. To determine ki,⊥ one
can make use of energy conservation E f = Ekin + φ, together with eq.










2me(Ekin cos2 θ +V0). (8)
Despite the approximations made, equation (7) has proven to work
remarkably well for a number of systems and is commonly employed.
Since the surface potential step V0 is experimentally unknown, the
best way of determining it is to first determine the lattice parameter
along the surface normal and then match the experimental data to
the expected periodicity, using V0 as a fit parameter.
The parallel momentum relation (Equation 7) implies that the elec-
tron is refracted to higher angles upon crossing the surface, as shown
in Figure 5. This has some very important consequences, when dea-
ling with laser-based photoemission. As mentioned in the Section 1.1,
it is difficult to convert the frequency of the laser sources to the EUV
range and often the energy is limited to about 6 eV. For practical rea-
sons, the maximum angle accessible in a setup similar to the one em-
ployed in the thesis is of the order of 45◦. For a typical workfunction
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of 4.5 eV and for an electron at the Fermi level, this gives the follo-
wing limits for the accessible momentum space: k‖(6 eV, 45◦) = 0.44
Å−1 while k‖(20 eV, 45 ◦) = 1.42 Å−1. The border of the first Brillouin
zone (FBZ, typically ≈ 1.25 Å−1) can therefore be reached only by
EUV photons.
Figure 5: Parallel momentum conservation at the crystal surface, from refe-
rence [22]. ~K is the wavevector inside the solid, ~p/h¯ is the wavevec-
tor outside the solid. The parallel components ~K‖,int and ~p‖/h¯ are
conserved. z is the direction of the surface’s normal and θ and θ′
are the internal and external photoelectron angle respectively.
The three-step model provides an intuitive picture, which grasps
many of the fundamental aspects of photoemission. Further refine-
ments of the theory, treat photoemission as a single, coherent step
(see Figure 2). In this case the surface effects have to included and the
optical transition occur to a final state which for z → +∞ behaves as
a free wave, but has a non vanishing bulk component, damped away
from the surface to account for the escape depth. A frequently used
class of final states are the so called time-reversed LEED (Low Energy
Electron Diffraction) states [22].
1.2.2 Photoemission cross section, matrix elements and correlations
So far the presented treatment of PES has neglected most many-body
effects - besides the phenomenological mean free path in step 2 - and
took into account only the kinematics of the photoemission processes.
To properly account for the measured signal, several other aspects
have to be taken into account. First, one has to realize that the pho-
toemission signal intensity is modulated by matrix elements effects
which depend on the symmetries of the states involved in the transi-
tion, on the scattering geometry and on the light polarization. Due to
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this matrix elements, it is often difficult to interpret the signal inten-
sity as simple population of the measured bands. Second, signatures
of many-body interactions in the initial state can be in many cases
extracted from the PES signal. To show this effects, in this section an
expression of the photoemission transition rate will be presented. By
treating the light field as a perturbation, the transition probability wi f




∣∣∣〈ΨNf |Hint|ΨNi 〉∣∣∣2 δ (ENf − ENi − hν) . (9)
Equation (9) describes an optical transition between two N-electron
states, where |ΨNi 〉 is the N-electron initial state and the N-electron
final state |ΨNf 〉 contains a photoelectron propagating away form the
surface. Given wi f , the photoemission intensity can be calculated by
summing over the possible initial and final states:
I(~k, ekin) =∑
i, f
wi f . (10)
The interaction Hamiltonian is treated as a perturbation to the N-
electron Hamiltonian describing the system (which can be thought










~A · ~p. (11)
The last approximation in Equation 11 amounts for neglecting so
called surface photoemission effects [22]. Besides the use of pertur-
bation theory and the dipole approximation, there were so far no
approximations in writing equation (9). However, the problem in its
current form is quite difficult to solve. One needs to first solve the
unperturbed N-body Hamiltonian describing the system, including a
proper description of the surface, in order to determine the possible
initial and final states. Finally the response of the N-1 electron sy-
stem to the creation of photo-electron and photo-hole has to be taken
in account. All this tasks are especially hard for strongly correlated sy-
stems where many of the commonly used theoretical approximations
break down.
1.2.2.1 The sudden approximation
In order to treat the problem it is convenient to factor out from the N-
body states the photoelectron wavefunction, separating it from the re-
maining N-1 electrons. As soon as the photo-hole and photo-electrons
are generated, the remaining N-1 electrons will react by screening
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the charges. A common simplification in this respect, is the sudden
approximation: in this case one assumes that the photoemission pro-
cess is instantaneous, i.e. that the photoelectron is removed instanta-
neously generating a sudden, step-like change in effective potential.
The higher the kinetic energy of the photoelectron, the better justified
is this approach, there are however studies that show that even at
6 eV this picture does not break down [27]. In this approximation one
can factor out from the N-electron states |ΨNf 〉 and |ΨNi 〉, the single-
electron state involved in the transition.
|ΨNf ,m〉 = A |φ~kf 〉 |ΨN−1f ,m 〉 , (12)
|ΨNi 〉 = A |φ~ki 〉 |ΨN−1i 〉 . (13)
In eq. (13) A is an anti-symmetrization operator to satisfy the Pauli
exclusion principle. In the final state, the index m indicates that in
general the photoemission process leaves the residual N-1 electrons
in a set of eigenstates of the new Hamiltonian after the sudden change






|〈ΨN−1f ,m |ΨN−1i 〉|2





|cm,i|2δ(Ekin + EN−1m, f − ENi − hν).
(14)
The first element in eq. (14) is the one-electron dipole matrix ele-
ment M~ki, f , responsible for the photoemission selection rules. By a
symmetry analysis, it is possible to predict such selection rules in
many practical cases: this is reviewed in the work of Moser et al.,
where the interested reader can find further informations [28]. The
second part of the equation can be interpreted as follows: if correlati-
ons in the wavefunction can be neglected for most of the coefficients,
then |cm,i|2 ≈ 0. In this case one recovers the one-particle picture
and the ARPES spectrum will consists of a single delta-like peak. If
instead correlations becomes important, satellites peak will appear in
the spectrum (so-called shake-up states), for example in the photoe-
mission from molecules vibronic peaks will become apparent. In the
framework of many-body system, a different language and mathema-
tical formalism is used, which will be described in the next section.
1.2.2.2 Spectral function and quasi-particles
In many-body theories, the Green function’s formalism is one of the
most powerful and commonly used tools. In this contest, the effects of
many body interactions on a single electron are calculated in term of a
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so-called self-energy correction Σ(~k,ω) = Re(Σ(~k,ω))+ i Im(Σ(~k,ω))
to the Green function G of the electron. In a non-interacting system






where e is an infinitesimal normalization constant. In the interacting






One important result is that it is possible to compare the theory re-
sults quite directly with the photoemission data, provided that some
conditions are met, as will be discussed in section 1.2.3. Following




|〈φ~kf |Hint|φ~ki 〉|2 A(~k,ω) =∑
i, f
|M~ki, f |2 A(~k,ω), (17)
where the spectral function is related to the system’s single particle





A(~k, E) describes the probability of removing an electron with energy
E and wavevector ~k from the system below the Fermi energy E f . In
the non-interacting case one has:
A(~k, E) = δ(E− E0(~k)). (19)
This is equivalent to eq. (14) with all the |cm,i|2 = 0, except the ground






(E− E0(~k)−Re(Σ(~k, E)))2 + Im(Σ(~k, E))2
. (20)
In the limit of weak interactions (Im(Σ(~k, E)) small), the spectral
function can be separated in two components, with a relative ratio
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(E− E1(~k))2 + Γ2k
+ Ainch. (21)
The electron is modified by the many-body interactions: it can still
be thought as a particle, but dressed by the excitation, also called a
quasi-particle. The fist (coherent) component of the spectral function
has a Lorentzian shape: the linewidth Γk = Im(Σ(~k, E = E0(~k)) re-
presents the finite lifetime and depends on the imaginary part of the
self-energy. The quasi-particle has a renormalized energy and mass
E1(~k) = (E1(~k) +Re(Σ(~k, E = E0(~k))) which depends on the real part
of the self-energy. The incoherent component appears as an tail at lo-
wer energy to the main quasi-particle peak, caused by the inelastic
scattering of the quasi-particle, in analogy, for example, with the vi-
bronic peaks in a molecular photoemission spectrum. The incoherent
tail is not structureless and depends on the details of the underlying
many-body interactions. The calculations of self-energy corrections
are a complicated task and can often be performed only on model
systems: one of the very attractive features of ARPES is that it gives
the opportunity to take a glimpse at the many-body interaction in
complex strongly-correlated matter.
1.2.3 Photoemission lineshape analysis
In the previous section, the connection between ARPES and many
body physics was highlighted: the lineshape reflects the renormali-
zation effect on the quasi-particle lifetime and is related to the ima-
ginary part of the self-energy; whereas the deviation from the bare
particle dispersion and energy relates to the real part. In order to ex-
tract this kind of information from the spectrum, however, also the
effects of the lifetime of the final state (the photoelectron) have to be
taken in account, which was so far neglected. This lifetime is related
to the scattering processes which might occur to the photoelectron
as it leaves the solid i.e. step 2 in the 3-step model. This effect can







here, λ = (k(2)⊥ )
−1 is the escape depth of the photoelectron. This can




(k(1)i,⊥ − k(1)f ,⊥)2 + (k(2)f ,⊥)2
A(~k,ω). (23)
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It is apparent from this equation that the finite escape depth en-
ters as a Lorentzian-like broadening of the measured signal. This is
also related to the relaxation of momentum conservation rules per-
pendicular to the surface, which means that several initial states with
distinct k⊥ will contribute to the intensity at a given photon energy.
Intuitively, one can think in the following way: as a result of the
reduced mean free-path, the unscattered photoelectrons come mostly
from the surface, the initial state position is hence well determined
in the z direction (small ∆z); from the Heisenberg indeterminacy rela-
tion, the complementary momentum indeterminacy increases corre-
spondingly ∆k⊥ > 1/∆z.
It is not possible to distinguish between the two lifetime broade-
ning effects in general. Luckily, there are particular conditions where
the bare initial-state line-shape can be measured: to show this, one
can follow the simplified derivation of reference [29], where both ini-
tial and final state have a Lorentzian width, respectively Γi and Γ f .
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in this equation, h¯vi,⊥ = ∂Ei/∂ki,⊥ and h¯v f ,⊥ = ∂E f /∂k f ,⊥ are the
group velocities in the initial and final band, respectively. One can see
from eq. (24) that Γm → Γ f when Γi → 0. In this case, the initial states
has a long life-time (for example for states very close to the Fermi
level): the dominant contribution to the width comes from the final
state. On the other hand if vi,⊥ → 0 one has Γm → Γi: in this case the
measured linewidth reflects the initial state single-particle lifetime.
The condition ∂Ei/∂ki,⊥ ≈ 0 is fulfilled if the initial states is inherently
bidimensional, for example this is the case for surface states or for
some states in layered materials with very weak interlayer coupling.
This last case is very important as low-dimensional materials tend to
exhibit strong-correlations: the width measured by ARPES can in this
case be related to the underlying many body effects.
The finite momentum- and energy-resolution plays a very impor-
tant role on the ability of resolving the aforementioned effects in the
band-structure. Measurements are affected both by momentum and
energy broadening: to include these effects, the theoretical intensity
has to be convoluted by the experimental energy and momentum re-
solutions, indicated as R(E) and Q(~k).
Iexp(~k, E) =
∫
dE′d~k′ I(~k′, E′)R(E− E′)Q(~k−~k′) (25)
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1.2.4 ARPES experimental state-of-the-art
The advances in electron analysers and the development of third-
generation light sources and high-resolution laser-based sources con-
tributed to the advent of high E-k-resolution ARPES in the past de-
cades. A present-day state-of-art laser source [30] can produce up to
2× 1012 photons per second at 11 eV and enables photoemission with
energy and momentum resolutions better than 2 meV and 0.012 Å−1,
respectively. A newly developed synchrotron beamline (beamline I05
at the Diamond synchrotron radiation source in the United Kingdom),
offers broadly tunable radiation with optimal high-resolution perfor-
mance between 18 eV < hν < 240 eV. In this range, a flux of up to
1012 ph/s is obtained (peak flux at 120 eV) with a resolving power of
E/∆E = 25000.
The flux at about 20 eV, useful for a comparison of our light source,
is 1.5× 1011 ph/s with resolution of 0.1 meV. For a fair comparison
with the typical energy resolutions of HHG-tr-ARPES however, one
have to worsen the energy resolution to about 100 meV. In this arti-
ficial conditions one can estimate a flux of 1.1× 1013 ph/s. On the
other hand the duration of synchrotron pulses is on the order of
tens of picoseconds, three orders-of-magnitude longer than the time
resolution achievable with time-resolved photoemission (tr-ARPES).
The concepts used for describing static ARPES, will still apply for
tr-ARPES, which is the subject of the next section.
1.3 time-resolved photoemission
In a dynamic or time-resolved photoemission experiment, the light
source operates in pulsed mode, typically with pulse temporal-widths
ranging from tens to several hundreds of femtoseconds. The expe-
riment is performed by shining two light pulses on the sample, a
pump pulse is used to drive the system out of equilibrium, a probe
pulse arrives at well defined temporal delay and is responsible for
the photoelectric transition. By changing the delay and repeating the
experiment, a temporal evolution of the perturbed system can be re-
corded. Every delay point can be essentially considered as an inde-
pendent photoemission experiment. The time-resolution of this pump
and probe technique is given by the temporal cross-correlation of the
pulse’s temporal-widths; for simplicity both pulses will be treated as
Gaussians with a width given by their full-width at half maximum
(FWHM). In this introductory section, some of the novelty and appli-
cations of tr-ARPES will be shortly summarized. By gaining femtose-
cond time-resolution it is possible to study the relaxation mechanisms
of complex systems. The timescales and the energy-scales of typical
interactions in condensed matter are summarized in figure 6.
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Figure 6: Time-scale and corresponding line-widths of various elementary
processes in matter, from reference [31]
The quasi-particle dynamics span time and energy-scales covering
several decades, depending on the particular interaction: the fastest
processes are related the charge screening, which occurs on time-
scales determined by the plasma frequency (ωp) of the system. For
metals this can reach the sub-femtosecond regime or attosecond re-
gime [32]. Electron-electron correlations are at the basis of electron
localization observed in the Mott metal to insulator transition: one
therefore ideally expect that the temporal dynamics in such cases
could exhibit transients as short as few femtoseconds [33]. Electron
transfer processes across interfaces, for example from a bulk state to
a surface or to a image potential state, occur on timescales well below
100 fs: studying the temporal evolution of these surface states, scree-
ning phenomena can also be studied [34]. It is worth noting that on
these short time-scales, due to the coherent nature of the laser light,
light-matter interaction has to be treated via optical Bloch equations,
to account for coherent evolution of the interacting states [35]. This
is particularly true for weakly interacting states at surfaces, while for
system with stronger interactions (for example metal bulk states) de-
coherence is so fast that these effects are hard to observe and often
negligible. Electron-electron scattering events dominate the relaxation
of a perturbed system in the first few hundreds of femtoseconds, fol-
lowed by the scattering with phonons which instead persists in the
picosecond regime. For magnetic systems, the collective spin motions
(magnons) must be included in the picture, as they can scatter both
with electrons and phonons. This range of timescale (fs-ps) which is
the most widely studied by tr-ARPES.
One of the most important relations to keep in mind for tr-ARPES
is the so-called time-bandwidth product. The pulse width in the time
domain is inversely proportional to the spectral bandwidth (see 2.2):
from eq. (1) follows that this bandwidth is directly transferred to the
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experimental energy resolution R(E). When investigating the fastest
dynamics, it is physically impossible to achieve simultaneously a high
spectral resolution. On the other hand, as suggested in Figure 6, pro-
cesses with a very fast dynamics will have a correspondingly broad
line-width.
1.3.1 Two-photon photoemission and tr-ARPES
It is useful to distinguish two experimental situations: in the first one,
the photon energy of both pump and the probe is lower than the
sample’s workfunction. In this case, direct photoemission from either
the two pulses is not possible and only nonlinear photoemission is
possible: the lowest order of this nonlinear process is known as two-
photon-photoemission (2PPE).
The probed states are in this case unoccupied states with energy
lying between the Fermi energy and the vacuum level, transiently
populated by either one of the two pulses. This field is more well-
established than tr-ARPES and gives important information on the
dynamics of hot-electrons on metal surfaces [36], the lifetime and dep-
hasing mechanisms of surface Shockley states and image potential
states [35, 37], and can be used to study electron-transfer processes in
molecular adsorbates on surfaces [38].
The second case, considered by this work, is the one where at le-
ast one of the two pulses has a photon energy exceeding the work-
function. In the case of tr-ARPES even without a pump the direct pho-
toemission signal is always present. The probed states are the occu-
pied states between h¯ω− φsample and e f , together with transiently po-
pulated states below the vacuum level. The latter is essentially 2PPE:
the operated distinction between 2PPE and tr-ARPES is arbitrary in
this respect. It is worth noting that while in 2PPE experiments one
typically uses optical excitation densities F = 1-10 µJ/cm2, the excita-
tion densities used so far in the case of tr-ARPES experiments have
been typically F > 0.1 mJ/cm2 [31]. In time-resolved experiments
probing the occupied states, one studies small variations of the di-
rect photoemission signal, this translates in an overall lower signal to
background ratio.
1.3.2 tr-ARPES experiment and observables
tr-ARPES uses angle-resolved detection to gain momentum resolu-
tion (it has to be noted that often also 2PPE experiments can be per-
formed with momentum-resolution). A schematic of the experiment
is shown in Figure 7.
This is nothing more than the already described ARPES experi-
ment, now performed with VUV-EUV pulses and a perturbing pulse




















Figure 7: The tr-ARPES geometry: here a pump pulse in red is followed by
the probe pulse in blue. An ARPES experiment is performed for
multiple values of the temporal delay.
range, from the MIR to the DUV (between 20 µm- 200 nm ) or pho-
ton energies between 6-6000 meV (Section 1.6). In practice, readily-
available NIR wavelengths around 800 nm, the fundamental frequency
of the Ti:Sapphire laser, are the most widely used. In a typical tr-
ARPES experiment one induce a perturbation of the ground state
of the material of interest. The response of some specific spectral-
function feature and their relaxation, ar then followed as a function of
pump and probe delay. These features can be the binding energy, the
line-width, or the intensity of coherent and incoherent quasi-particle
peaks. The perturbation is almost always accomplished by popula-
ting states unoccupied under equilibrium conditions (see Section 1.4).
It is often difficult to disentangle the population dynamics from to
the dynamics of the underlying bare-band-structure. In tr-ARPES is
possible to observe states inaccessible by direct photoemission. As it
will be shown in section 1.5.4, these unoccupied states can be mapped
and their relaxation can be followed in real time.
1.4 pump interaction mechanisms and ultrafast scat-
tering phenomena
There are several ways in which the pump can interact with the sy-
stem. Most commonly, the pump induces a direct optical transition
between occupied and unoccupied electronic states. In this category
fall for example the excitation of carriers across the bandgap of a
semiconductor or the excitation of hot-electrons in the conduction
band of a metallic sample. In both cases, the generate hot electron-
hole-pair population relaxes his excess energy via several microscopic
scattering channels. The electrons can scatter among themselves and
with the other degree of freedom, for example phonons, magnons etc.
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Energy and momentum conservation determine the available phase
space for scattering, and hence the scattering rate in various situati-
ons. For example, in a material possessing a band-gap, the electron
relaxation times are typically slower compared to metals, due to the
reduced amount of states around the Fermi level. It sometimes use-
ful to classify scattering processes between quasi-elastic or inelastic
[33], depending whether the energy loss (or gain) experienced by the
electron is below the instrumental resolution or not. For example scat-
tering with an acustic phonon will lead to a small change of energy
for the electron (quasi-elastic) and the main change will be in the
electron’s momentum.
Immediately after the photo-absorption, the excited electrons have
a non-thermal distribution, therefore cannot be described by the Fermi-
Dirac statistic. Depending on the specific problem, the excited car-
riers might be localized in specific position of the Brillouin zone, i.e.
at a specific momentum. In the first few hundreds of femtoseconds,
electron-electron and electron-phonon scattering acts to bring the sy-
stem away from this highly non-equilibrium state towards a thermal
distribution, typically with a high electronic temperature. Electron-
phonon scattering events heat the lattice, which has a higher specific
heat. Both forms of scattering also redistribute momentum, popula-
ting different regions of the unoccupied band structure. The electron-
phonon scattering can be often be regarded as quasi-elastic, therefore
more scattering events are required to relax a given amount of energy
as compared to purely electronic mechanisms and the process has
inherently slower effective observed time-constants. After several pi-
coseconds, the temperature in the electronic and lattice sub-systems
equilibrates. The dynamics of these quasi-thermal processes can be
related to an effective electron-phonon coupling, which can be stu-
died by these means: some examples are presented in Section 1.5.1.
The nearly-instantaneous perturbation by the optical excitation can
as well trigger a coherent motion of the lattice modes, as described in
Section 1.5.2.
The second excitation mechanism is the direct photon absorption
by an infrared-active vibrational mode of the sample. In this case the
observables are the indirect modifications on the spectral function
due to the coupling of the excited mode to the electrons. This exci-
tation scheme is often referred as phonon-pumping: due to the typical
low energies of the phonon excitations in solids, this has so far been li-
mited to few studies [39], since it is technically challenging to convert
the laser frequency in this spectral regions.
Finally, the last interaction mechanism consists in the so-called
photon-dressing of the initial state or the final state. Here, replicas of
the band structure appear in the measured photoelectron spectrum
during pump and probe temporal overlap: this mechanisms will be
explained in more detail in section 1.5.3.
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1.5 a short summary of tr-arpes results
Richard Haight is generally acknowledge as the pioneer of the field:
his studies mainly concentrated on dynamics on semiconductor surfa-
ces and are summarized in reference [40]. Smallwood et al. reviewed
some of the most recent advances in the technique [41], and classified
the tr-ARPES studies essentially in four categories: incoherent and
coherent dynamics, dressed-states and mapping of the unoccupied
structure. This division will be followed here and some relevant ex-
amples will be highlighted, useful to understand part ii of this thesis.
1.5.1 Incoherent non-equilibrium dynamics
In this context, incoherent dynamics refers to the lack of a coherent
oscillatory- response of the photo-excited system to the impulsive ex-
citation. This is the most common case and one can typically observe
the electron population relaxation or the response of the spectral
function.
In one of the first studies of tr-ARPES on cuprates superconductors,
the hot electron thermalization was followed in the time domain and
fitted to a set of coupled differential equation including the dynamics
of electrons, strongly coupled phonons and a phonon bath (extended
two-temperature model) [42]. From this kind of analysis, an avera-
ged electron-phonon coupling in the system can be extracted. After
this seminal work, many other studies on cuprates were carried on
(for a review see reference [41] ): one relevant example is reference
[43] showing how time-dependent studies of the self-energy can be
performed in tr-ARPES.
Another example is the one of 1T-TiSe2, a transition-metal dichal-
cogenide exhibiting a charge density wave (CDW) phase transition
at low temperature. Here, the low temperature phase is characteri-
zed by a back-folded valence band at high-momenta, absent in the
high temperature phase. To reach the band location at the Brillouin
zone border a HHG-based tr-ARPES setup was employed. A time-
resolution below 35 fs was exploited to show that the response of
the CDW feature does not show any bottlenecks in its time constant,
which was interpreted as an indication that the mechanism behind
the CDW formation is purely electronic [44]. The optical excitations
does not transfer population directly from the CDW band, which is
influenced mainly by the different screening conditions after pertur-
bation: 1T-TiSe2 is therefore an example where population dynamics
and spectral function intensity can be separated. tr-ARPES results on
other CDW system are summarized in reference [45].
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1.5.2 Coherent non-equilibrium dynamics
A sudden pump excitation can trigger the coherent motion of a lattice
mode (or in general a mode coupled to the electronic system), provi-
ded that the pulse duration is shorter than 1/4 of the mode period.
This time is considered the minimum time to start such a coherent lat-
tice motion. The coherent response is often coupled to very specific
quasi-particle bands: the appearance, dephasing and decay of cohe-
rent oscillations can be used to study the coupling of the mode to
the single-particle states. An important example is the case of the tri-
telluride TbTe3 [46]. In this CDW system the band-gap responds in an
oscillatory fashion to the optical perturbation, highlighting the role
of lattice coupling in the formation of the CDW. A similar coherent
response in the spectral function of the CDW gap was also demon-
strated in the case of 1T-TiSe2 [47]: this is an example of how, by
adopting a different pump wavelength one can observe in the same
system both coherent [47] and incoherent dynamics [44]. Other exam-
ples of coherent dynamics were observed in the Mott-insulator TaS2
[48], in Pnictides superconductors [49, 50], and thin films of FeSe on
SrTiO3 [51].
1.5.3 Dressed states
Photon-dressing of either the initial or the final-state has been obser-
ved in photoemission. The latter case, is the most commonly reported,
and is also called laser-assisted photoemission (LAPE). LAPE is rela-
ted to the absorption or the emission of photons at the energy of the
pump laser by the free electron final state, mediated by the surface.
Experimentally, LAPE signals appears as replicas (or side-bands) of
the main photoemission transition. Its peak amplitude in time is the
most precise definition of temporal overlap between pump and probe,
this time-zero might not always be otherwise clearly defined in the ex-
periment. Following the analysis of references [52, 53], for a given
pump electric field amplitude ~E0, frequency ωir and photoelectron
momentum ~p, it is possible to calculate the relative strength of the





Jn is a Bessel function. For the first side-band, and for the typical






where I is the laser intensity and Ekin is the photoelectron kinetic
energy. The temporal intensity of LAPE signal, can be taken as a me-
asure of the cross-correlation between the pump and the probe beam.
It is also clear that the observation of this kind of dressed state is
more difficult for low photon energy probes and is strongly enhan-
ced using shorter wavelength pump.
Photon dressing of the initial state has been observed in topological
insulators using an infrared pump [54]. In this case one talks about
Floquet-Bloch states: this second case can be experimentally distin-
guished from the first one as overlapping sidebands can interact and
band-gaps open in the spectrum. These side-bands are the result of
a periodical perturbation of the Hamiltonian, which can be descri-
bed using Floquet theory. An appealing feature is the possibility to
realized coupled light-matter states, existing only out-of-equilibrium,
which can be controlled by the driving laser field. For a more exten-
sive description the reader is referred to the work of Mahmood et al.
[55].
1.5.4 Unoccupied band structure mapping
Time-resolved photoemission spectroscopies have the ability to popu-
late and probe unoccupied states of matter. For example, in semicon-
ductors excited by a pump photon-energy sufficiently larger than the
band-gap, one can populate and observe the conduction band. The
carrier excess energy is relaxed by scattering events which transiently
populate bands at different momenta and finally accumulate at the
conduction band bottom. Here the carriers dwell for longer time be-
fore finally recombining at equilibrium. By probing the system at in-
termediate times, the conduction band can be mapped in reciprocal
space thanks to this transient occupation.
Another experimental technique providing access to unoccupied
bands is inverse-photoemission (IPES) [22]: here one shines electrons
of a well defined energy on the surface, while recording the emitted
radiation. The cross-section for the process is however considerably
lower as compared to direct photoemission (PES), the ratio between










r ≈ 10−5 for the VUV photon energies at which IPES experiments
are typically performed. An experimental disadvantage compared to
direct photoemission is the lack of efficient parallel detection sche-
mes, which imply long acquisition times. An important distinction
between the IPES and PES measurement is that the final state is diffe-
rent: in IPES one has a N+1 electron final state in the solid, whereas in
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PES an N-1 one. Therefore a direct comparison between the two me-
asurements is not possible. Unoccupied state mapping by tr-ARPES
is essentially a two-photon photoemission experiment. An elegant ex-
amples of this approach was demonstrated for BiSe2 in ref [57]. Here
a degenerate 6 eV pump / 6 eV probe was adopted, allowing to ob-
serve unoccupied states up to the vacuum level. Higher photon ener-
gies grant access to the conduction band at higher momenta: this has
been already shown for semiconductors in the transition metal dichal-
cogenide family [58–61]. In this thesis an advance of this method will
be presented in Chapter 5: thanks to the higher photon flux and re-
petition rate, this scheme can be combined with angular scanning of
the tr-ARPES signal. By doing this, it is possible two extract a three-
dimensional map of the conduction band, and compare the findings
with density functional theory and with inverse-photoemission.
1.5.5 Quasi-particle lifetimes and tr-ARPES decay rates
Often, one is interested in characterizing the ground state of a com-
plex material: is it possible to extract equilibrium information from
tr-ARPES data?
In a static ARPES experiment, the equilibrium spectral function is
probed, whereas in time-resolved experiments a out-of-equilibrium
state is induced by the pump. Out-of-equilibrium, the fundamental
interactions might be significantly altered, masking the equilibrium
quantities. A theoretical analysis form Sentef et al. [62] showed how
the equilibrium self-energy can be used to describe the relaxation
dynamics in tr-ARPES. This analysis, valid in the limit of weak exci-
tations and low temperatures, suggests a method for measuring the
equilibrium electron-phonon coupling in tr-ARPES. For this compari-
son one should extract the single-particle lifetime τsp from tr-ARPES:
τsp is related to the imaginary part of the self energy 2Im(Σ) = h¯/τsp,
which can be calculated by theory.
Observing the decay of signal intensity in a tr-ARPES experiment
for a given state, one does not directly measure the single particle
lifetime, but rather a population lifetime τpop. An open question for
the interpretation of the data, is whether this population lifetime can
be directly compared to the fundamental single-particle life-times. τsp
can be measured independently by the linewidth of high-resolution
ARPES peaks in many important cases (Section 1.2.3).
Along these lines, Yang et al. systematically compared the ARPES
quasi-particle life in a cuprate superconductor with the tr-ARPES-
derived population relaxation times [63]. The comparison reveal dis-
crepancies of up to two orders-of-magnitude, showing how the popu-
lation and the single-particle lifetimes are generally non-equivalent,
even in the very small perturbation regime. This was taken as an in-
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dication that the electron-phonon coupling alone cannot explain the
relaxation, and other scattering channels must contribute in this case.
It is of great interest to find special cases where tr-ARPES directly
measures the quasi-particle lifetime and quantitatively compare the
data with ab-initio calculation. This might be simpler for materials
without strong correlations and with simpler ground states: in this
case, ab-initio methods can be used to calculate a realistic self-energy.
In the last chapter of this thesis (Section 5.4.7), the lifetime of 2H-
WSe2 will be compared with ab-initio calculations of the electron-
phonon coupling, revealing a reasonable agreement with the experi-
ment.
1.6 practical aspects of tr-arpes
In the final section of this chapter, some experimental aspects of tr-
ARPES will be reviewed, highlighting the important requirements
for the light source developed in this thesis (Part i). A driving force
for the development of tr-ARPES experiments is the availability of
suitable laser sources for producing the femtosecond pulses at high
photon energy and at high repetition rate. As shown in the previous
sections, VUV photon energies are required for direct photoemission,
while EUV energies allow to reach the complete Brillouin zone zone.
The importance of high repetition rates is in the reduction of space-
charge-induced spectral distortions: the space-charge problem will be
discussed in more detail in Section 1.6.1.
After the first observation of EUV high-order harmonics from a
350 fs KrF* laser (248 nm) [64] and from a picosecond Nd:YAG laser
(1064 nm) [65] , it was realized that the radiation could be used for
time-resolved spectroscopies. In this first demonstrations, the laser
operated at repetition rate of few Hz, non-ideal for tr-ARPES. Dye
laser technology, by providing broader gain bandwidths, allowed to
reach shorter pulse durations and hence higher conversion efficien-
cies. The first implementation of tr-ARPES on surfaces appears in the
work of Height [40] using such lasers at a repetition rate of 100 Hz.
After the nineties, the fast development of Ti:Sapphire lasers rou-
tinely provided powerful femtosecond pulses, determining a wider
diffusion of laser-based ultrafast spectroscopies. In particular, both
low-order harmonics produced in the perturbative regime [66] and
high-order harmonics in the non-perturbative regime [67] were de-
monstrated in gases using Ti:Sapphire lasers, now with repetition ra-
tes above 1 KHz. The application of Ti:Sapphire technology to EUV
photoemission is reviewed by Bauer [68].
Parallel to these EUV photoemission experiments, an increasing
amount of tr-ARPES studies at VUV energies, were performed at re-
petition rates of hundreds of kHz and with energy resolution in the
sub-100 meV regime. In this case, the frequency conversion was at-
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tained in non-linear crystal, thereby limiting the maximum energy
to ≈ 7 eV, due to lack of suitable nonlinear optical materials. This
crystal-based tr-ARPES, owing to the superior energy resolution and
better statistics, has become a mature-technique, adopted in many
laboratories. The opportunity of extending the energy range while
maintaining the high repetition rate has attracted increasing atten-
tion in the past years. By boosting the HHG conversion efficiency in
several ways, several Ti:Sapphire-based high-repetition-rate sources
for photoemission were demonstrated [12, 13]. These sources were
applied for static photoemission experiments [14] and for tr-ARPES
[61].
A second, more radical approach, is to change the adopted laser
technology, overcoming the past limitations by increasing the avai-
lable average power. In this work it will shown how OPA techno-
logy allows to bridge the technology gap between high-repetition-
rate crystal-based tr-ARPES and high-energy HHG-based tr-ARPES
experiments.
1.6.1 Space charge
In time-resolved PES, an electron wavepacket of duration compara-
ble to the probe pulse is emitted in vacuum. The initial charge dis-
tribution is strongly localized in the vertical direction: if the average
number of photoelectrons per pulse is greater than one, Coulomb-
repulsion starts to become important and the electron trajectories and
velocities are modified. The measured photoelectron peaks result bro-
adened and shifted in energy and at the same time the angular dis-
tribution is distorted. While the way to avoid space charge effects
all-together is to limit the incident flux to be in the limit of a sin-
gle photoelectron per pulse, this approach is not always possible. In
tr-ARPES, one is most often interested in a subset of the sample’s
bands, typically close to the Fermi level. Most of the photo-emitted
charge is coming from other allowed transitions and secondary elec-
trons: if one would limit the emission rate to a single photoelectron
per pulse, the count-rate on the detector would be orders of magni-
tude lower, resulting in longer integration times. The effect is wor-
sened at higher photon energies, as the window of allowed transi-
tions is increased and deeper levels participate to the emission. A
limited space charge can be accepted as long as the experimental re-
solution (∆Echarge  ∆Eresolution) is not hindered and the energy shifts
are moderate (few meV). This is particularly true in time-resolved ex-
periments where the energy resolution is already necessarily reduced
by the short temporal resolution. Several studies have quantified the
effect of space charge in different regimes. For the case of femtose-
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cond pulses, Passlack et al. [69] derived the following equation for










In this equation me is the electron mass, e0 is the vacuum dielectric
constant, r0 is the EUV spot radius, v0 is the group velocity of the
photoelectron wavepacket and finally N is the number of photoelec-
trons in the pulse. As the amount of photoelectrons per pulse incre-
ases linearly with the number of probe photons per pulse, ∆Ekin ∝
ν−1/2rep . Equation (29) shows how, by approaching the single electron
per pulse












Figure 8: Calculated energy broadening from space charge, using Equa-
tion 29. N is the number of photoelectrons per pulse.
The case of picosecond pulses deviates from this and has been tre-
ated in reference [70].
1.6.2 Sample relaxation
tr-ARPES experiments are performed by averaging results over time
using a train of pulses produced by a mode-locked femtosecond laser:
such a pulse train is illustrated in Figure 9. Every pulse has a duration
τpulse and is separated from the next one by the duty cycle of the laser
Trep = 1/νrep, where νrep is the repetition rate of the light source.
In order for the experiment to provide a meaningful picture of the
dynamics of the ground state, it is necessary for the system to achieve
full recovery after photo-excitation. Therefore, for the relaxation time
Trelaxation the inequality Trelaxation < Trep must hold. So far only the
non-thermal and quasi-thermal dynamics in the first few tens of pi-
coseconds have been introduced: after these short time-scales, equi-
librium is not yet reached and new relaxation processes occur. An
overview of the scattering processes and the respective timescales in


















Figure 9: The pulse train of a femtosecond laser, the pulse duration FWHM
is τpulse and the repetition rate is νrep.
Figure 10: Scattering events and relaxation mechanisms in a semiconduc-
tor, from reference [71]. a) Single- and Multi-photon absorption.
b) Free-carrier absorption, mediated by a phonon. c) Auger or
impact ionization. d) Carrier-carrier scattering and distribution
thermalization. e) Intra-valley carrier-phonon scattering. f) Inter-
valley carrier-phonon scattering. g) Radiative recombination. h)
Non-radiative Auger recombination. i) Diffusion of excited car-
riers. j) Thermal diffusion. k) Ablation. l) Resolidification and
condensation.
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Immediately after photo-absorption (Figure 10-a,b), free carriers
are created in the system and scattering events (Figure 10-d,e,f) act to
bring back the system energy distribution to a thermal one. The total
amount of carriers is not a constant and effects as impact ionization
(Figure 10-c) might promote additional carriers to the valence band
[71]. After the initial thermalization, an excess of free carriers and an
excess of energy in the lattice (heath) have still to be removed from the
excited area. The main mechanisms for carrier removal are radiative
recombination, non-radiative recombination (Auger recombination)
and carrier diffusion (Figure 10-g,h,l). Provided that the excitation
density is below the damage threshold (i.e. no irreversible changes
of the sample are produced), the main thermal relaxation mechanism
to be considered is heat diffusion (Figure 10-j). The timescales of all
these processes, as a function of the carrier density, are summarized
in Figure 11 for GaAs: in the case of a bulk semi-conductor they ex-
tend up to the µs regime, showing that the maximum repetition rate
which can be tolerated, is in the order of hundreds of kHz for high
fluences. In general, besides being fluence-dependent the timescales
are material-dependent, hence depend on materials properties such
as carrier mobility, and heat diffusion coefficients. In general one can
expect a metallic system to exhibit faster relaxations as compared to
semiconductors and a bulk material to relax faster than a layered ma-
terial: the maximum repetition rate depends on the specific problem,
but typically ranges from several kHz to few MHz. A final aspect
which should be mentioned is sample heating: for a given an excita-
tion density, a high-repetition-rate source deposits a larger amount of
energy per unit time on the whole sample. If the thermal conducti-
vity and the cooling power of the sample holder are not sufficient, a
constant temperature increase of the sample might also occur.
Figure 11: Timescales of relaxation for GaAs, from ref [71]. The green bars
show time ranges for excited carrier densities between 1017 −
1023cm−3.
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1.6.3 Pump space charge
As the excitation density increases, multi-photon photoemission from
the pump pulses might take place. The additional photoelectrons con-
tribute to the overall space charge and might even dominate the direct
photoemission contribution. This is particularly true for higher pump
photon energies. Pump-induced space charge effects where studied in
detail by Oloff et al. [72]. The effects of pump-induced space charge
are additional broadening and shifts of the photoemission peaks. The
magnitude of the shifts scales linearly with the pump photo-electron
linear density; the scaling with intensity follows a power law ∝ In,
where n is the lowest number of photons necessary to overcome the
workfunction. Due to the different propagation speed of the probe
photoelectrons and the low-energy pump photoelectron cloud, the
shifts are time-delay dependent, being maximum at zero delay and
decaying at longer times. The observed behavior is asymmetric bet-
ween negative delays (probe pulse arrive before the pump) and po-
sitive delays: for positive delays the probe photoelectrons are first
repelled by the pump electrons which took off first, then, thanks to
their higher speed, they take over the pump charge cloud and are
accelerated toward the detector. The dynamics involved are relatively
slow compared to many case of interest, but still not negligible. The
experimental results of Oloff, for a UV pump energy of 3.16 eV are
shown in figure 12.
Figure 12: Pump space charge dynamics for positive delays, for a pump
energy of 3.16 eV and various pump spot sizes, from ref [72].
The dynamics can be simulated by a mean-field model, taking in
account the pump image charge in the sample. The rationale is that,
when analyzing long-delay dynamics, special care has to be taken:
either one has to limit itself to excitation densities where pump-space
charge is negligible, or numerical simulation can be used to disen-
tangle the real and space charge-induced dynamics.
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1.6.4 ARPES hardware
This last section describes the main features of a tr-ARPES experimen-
tal setup, and summarizes the characteristic of different setups found
in the literature. Figure 13 sketches the fundamental components of a
tr-ARPES setup. The hearth of the system is a femtosecond laser: most
of the current setups employ Ti:Sapphire amplifiers with sub-100 fs
pulse duration and repetition rates higher than 1 KHz and with a wa-
velength centered in the NIR, at about 800 nm or 1.55 eV. The output
pulses are split in two arms: a pump arm and a probe arm. By sharing
a common origin, (optical synchronization) the timing jitter between
pump and probe is at a few-femtosecond level, and only depends on
optical path length fluctuations. This inherent synchronization is an
advantage of table-top systems when compared to storage ring facili-
ties or free electron lasers (FELs), where jitter between the pump laser
and the FEL radiation worsen the temporal resolution. Delay-control
on a femtosecond level is achieved with a high precision mechanical
stage, typically with resolution of few hundreds of nanometers.
Femtosecond Laser
τ  < 100 fsP 
ν  > 1 kHzrep
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Figure 13: Conceptual scheme for a tr-ARPES experiment, comparing
crystal-based and HHG-based setups.
In the probe arm, two approaches are commonly followed to con-
vert the frequency to the DUV/EUV. Either the non-linear conversion
is performed in a crystal [73–76] or in a gas [67, 77–79, 13, 80–82] .
In crystal-based tr-ARPES, the maximum achievable photon energy
is about 7 eV: here, the limiting factor is the lack of suitable nonlinear
crystals supporting phase-matching beyond this level. In order to re-
ach the desired photon energy two nonlinear conversion steps are
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needed, with a typical overall-efficiency on the order of 10−4. One ty-
pically has to reduce the flux of the source to limit space charge [75]:
a situation which can be referred as space-charge-limited source. Non-
linear frequency conversion and the related phase matching will be
explained in more detail in the Chapter 2. The DUV beam is separa-
ted from the fundamental radiation either by employing non-collinear
interaction geometries (spatial separation) or in a angular dispersive
element within the pulse compressor. Such pulse compressor follows
the DUV generation setup, and is used to minimize the pulse bro-
adening due to transmission though optical elements, such as the
focusing lenses and the window of the UHV ARPES chamber.
Gas-based tr-ARPES is technically more complex as the EUV ra-
diation is strongly absorbed in air. EUV generation is performed in
a vacuum chamber containing a gas target (see Chapter 3 for more
details). The laser pulses, typically more powerful than the crystal-
based setups, are incoupled in the chamber and focused in the gas
target, to intensities up to 1013 W/cm2 fot the perturbative regime, or
on the order of 1014 W/cm2 in the case of high-harmonic generation.
EUV radiation is propagating collinearly with the driver radiation
and several odd harmonics of the driver laser might be simultane-
ously present. A single harmonic has to be selected while preserving
the intrinsic femtosecond duration of the pulses. The conversion ef-
ficiency is on the order of 10−6, therefore the strong fundamental
radiation background has to be suppressed to avoid parasitic multi-
photon photoemission. Moreover, the gas load has to be minimized
via a differential pumping gradient, to avoid contamination of the
UHV ARPES chamber.
The harmonic selection is performed in two ways: the most straig-
htforward is the use of EUV multilayer mirrors [67, 13, 81] designed
for having a high reflectivity for a single harmonic. In the EUV range
all materials are strongly absorbing: the efficiency of multilayer optics
in this range is low (typically . 10%). Mirrors are used in combina-
tion with thin (hundreds of nm) metal foils to completely suppress
the fundamental wavelength and part of the harmonic spectrum, de-
pending on the metal’s photoemission cross-section. Temporal pulse
broadening effects are in this case limited. The main complication is
to achieve a good contrast between neighboring harmonics, which of-
ten requires the use of several, lossy, mirrors. The drawback in this
case is the lack of tunability of the source: this limits the experimental
access to state with different k⊥; at the same time unfavorable matrix
element might hinder some experiments. The use of grating-based
monochromator is complicated by pulse-broadening effects, mainly
due to the pulse front tilting (the arrival time of the light pulse chan-
ges along the transverse direction of the beam) induced by the light
diffraction. Special designs have to be implemented to minimize the
effects in single grating setup [83] or in double-grating configuration
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[84]. The design is further complicated (but this is not specific of tr-
ARPES) from the fact that the optics have to operate in grazing in-
cidence geometry to provide sufficient reflectivity in the EUV range.
Thanks to the appeal of such a source tunability, several tr-ARPES
experimental setup with single [78–80, 82] and double grating [77]
configurations have been demonstrated, with resolving powers of up
to 100.
The overall transmission of these two harmonic-selection approa-
ches is comparable and on the order of about 10%. By driving the
HHG with the fundamental of a Ti:Sapphire a monochromatic flux
up to 1011 ph/s and energy resolution of ≈ 200meV can be achieved
on the sample [82]. This flux, although already comparable with what
is achieved with ARPES beamlines (see section 1.2.4), cannot be fully
used. Due to the low repetition rate, high space charge is reached well
before exploiting the true capabilities of the source.
It has been realized that, in HHG with an UV driver-wavelength
[85, 13], both the efficiency for the lower-order harmonics and the
energy resolution can be enhanced. The advantage of using a shorter
driver-wavelength are multiple: first, the overall efficiency is incre-
ased by up to two order-of-magnitude [13]. Second, the frequency
spacing of the harmonics is increased, making the selection of a sin-
gle harmonic an easier task. Third, due improved phase-matching,
an intrinsically narrower bandwidth is produced (these effects will
be explained in more detail in Chapter 3). The repetition rate of the
tr-ARPES beamlines described ranges from 1 kHz to 100 kHz. For the
case of static photoemission a compact HHG-based setup operating at
4 MHz has also been demonstrated [14, 86, 87]. The flux of these light
sources drops above 50 kHz due to an unfavorable scaling of average
power for Ti:Sapphire lasers. For example, reference [13], presents a
setup based on a Ti:Sapphire cryo-regenerative amplifier with 12 W
average power and 50 fs pulse duration while reference [60] uses a
modified commercial regenerative amplifier delivering 45 fs pulses
at 100 kHz, with an average power of 1 W. Table 1 and Table 2 sum-
marizes the parameters of the existing tr-ARPES light sources, for
HHG-based and crystal-based solution, respectively. The table inclu-
des as a comparison also the parameters of the OPCPA-based setup
described in the next chapters.
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reference hν (eV) ∆E (meV) ∆t (fs) Flux (ph/s) νr (kHz)
[40] 10-50 N.D N.D. N.D. 0.54
[67] 41.85 800 N.D. 8× 106 1
[78] 20-50 900-390 28-60 1.6-0.9 ×1010 1
[77] 20-36 400-600 N.D. 1010 10
[79] 10-100 150 100 3.6×107 10
[85] 22.3 150 32 1011 1
[81] 22.1 170 13 1010 1
[13] 22.3 72 N.D. 3×1011 50
[60] 23.25 N.D. 80 9×108 100
OPCPA 21.7 130 40 > 1011 500
Table 1: HHG-based tr-ARPES light sources
reference hν (eV) ∆E (meV) ∆t (fs) Flux (ph/s) νr (kHz)
[73] 6.2 60 N.D. N.D. 1
[75] 6.28 70 65 1× 1013 250
[74] 5.93 23 310 2 ×1012 1-(5.4×103)
[76] 6.05 50 85 N.D. 100
[88] 5.92 10.5 240 N.D. 250
OPCPA 6.3 100 50 > 1012 500
Table 2: Crystal-based tr-ARPES light sources
The final experimental aspect concern the pump pulses: the wa-
velength of the pump pulse in most setup is restricted to the fun-
damental harmonic (FH) of the driver laser, or its second and third
harmonics (SH, TH). Ideally however, the probe wavelength should
be tuned to address specific resonances of the sample. The sample it-
self imposes fundamental limitations on the maximum fluence which
can be adopted at a given repetition rate. Such limit is reached when
multi-photon-photoemission from the pump results in resolution los-
ses and spectral shifts, or when the sample does not relax between
successive pulses. This limit can be easily achieved by the harmo-
nics of the driver laser, however it is hard to achieve high fluences at
longer-wavelengths (NIR-MIR).
Continuous pump-frequency tunability between 200 nm and 20 µm
is reported in reference [78]. This is achieved using a commercial fre-
quency conversion setup3 which exploits a very high pulse power
(780 nm, 7.7 mJ, 30 fs).
The conversion efficiencies in the MIR are low: for 10 µm one has
an overall efficiency on the order of 1.3× 10−3, after several cascaded
3 HE-TOPAS
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nonlinear conversion steps. For a given power, producing similar wa-
velengths for a high-repetition rate systems is even more challenging
and one would expect even lower efficiencies.
Tunability in the visible range is more readily achieved via opti-
cal parametric amplification: several high-repetition-rate sources are
equipped with tunable VIS pump pulses [60, 76]. An independent
pulse compressor for the pump exists in several setups, for example
[79].
1.6.5 Conclusion
In this introductory chapter the major features of tr-ARPES experi-
ments have been illustrated. In order to combat space charge, repe-
tition rates of several hundreds of kHz are desirable, together with
fluxes exceeding 1011 ph/s to optimize data-acquisition-rate. This per-
formance are easily reached by VUV crystal-based sources, however,
due to technical limitations, they are yet unavailable for gas-based
EUV sources. The latter are desirable for accessing the whole Bril-
louin zone of material.
The aim of this thesis is to bridge this technology gap and develop a
space-charge-limited EUV source operating at hundreds of kHz. The
development of a laser system beyond Ti:Sapphire is the subject of the
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2
H Y B R I D Y T T E R B I U M F I B E R - S L A B O P T I C A L
C H I R P E D P U L S E A M P L I F I E R
2.1 introduction
Light pulses with duration below one picosecond are commonly re-
ferred as ultrashort pulses (Section 2.2). The pulse duration, defined
here as the temporal full-width at half maximum of the light-field
intensity, is one of the most important parameters when dealing with
time-resolved spectroscopies such as tr-ARPES: the temporal resolu-
tion of the experiment is the width of the cross-correlation between
the pump and the probe pulses, and has to be shorter than the pro-
cess investigated, which in a condensed matter system can last few
femtoseconds (section 1.3). Today’s state-of-the-art laser technology
has broken into the femtosecond regime, thanks to well-established
Ti:Sapphire chirped pulse laser amplifiers which reliably provide fem-
tosecond pulses centered at a photon energy close to 1.5 eV (section
2.3).
While this photon energy is bound to the laser’s gain material, dif-
ferent photon energies are needed for many spectroscopies, including
tr-ARPES (section 1.1.2). A route to overcome this limitation and pro-
duce femtosecond pulses at different wavelengths is the use of nonli-
near optical interactions (section 2.2.1). In nonlinear optics, the phy-
sical limitations of the gain medium are replaced by less stringent
constrains, given by phase matching (section 2.4.1). A wider photon
energy range is achievable, which spans a range from the THz to the
EUV.
In particular, photoelectron spectroscopies rely on the availability
of femtosecond DUV to EUV pulses. The known laser gain media in
this energy range are based on excimers, unfortunately, the level struc-
ture of these unstable molecules limits the pulse duration to hundreds
of femtoseconds. As an alternative, free-electron lasers are becoming
an established source of short EUV pulses. The drawback in this case
is the limited access to these large-scale facilities. A laboratory-scale,
table-top source for tr-ARPES has to rely on nonlinear frequency con-
version to produce femtosecond EUV pulses.
The pulse energy divided by the pulse duration is the pulse po-
wer, which is a good order-of-magnitude measure of how easy is for
a light pulse to trigger a nonlinear response of matter. EUV photons
can be generated starting from the near-infrared (NIR) in a process
called high-harmonic generation (HHG, Chapter 3). HHG relies on
atomic ionization by very strong electric fields: to produce a usa-
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ble EUV flux for photoemission experiments, a pulse power of se-
veral hundreds of MW is desirable. This is currently attainable with
Ti:Sapphire lasers at a repetition of few tens of kilohertz: ideally too
low for many tr-ARPES experiments (section 1.3). Further scaling in
average power of Ti:Sapphire lasers is very complex (section 2.3.2),
however, another class of ultrafast lasers is better suited to reach very
high average powers: Ytterbium lasers (section 2.3.3). The gain band-
width of Ytterbium laser amplifiers cannot directly compete with the
on of Ti:Sapphire lasers. This problem can be circumvented by a se-
cond order nonlinear-optical interactions (section 2.4), known as opti-
cal parametric amplification (OPA).
In an optical parametric amplifier, the optical power of a laser can
be transferred to a weaker broadband pulse. By using special non-
collinear phase-matching techniques (section 2.6), the bandwidth of
the process can surpass the one attainable in conventional laser am-
plifiers. Moreover, it is possible to achieve wavelength and bandwidth
control by acting on the spectral phase of the amplified pulse (section
2.7). Such an amplifier is called optical chirped pulse parametric amplifier,
OPCPA in short, and will be the central subject of this chapter.
At the hearth of the system that will be presented, there is an
ultrafast Ytterbium laser, based on a combination of an Ytterbium
fiber amplifier and an Yb:YAG slab amplifier (section 2.7.4). The band-
width of the Ytterbium fiber laser is frequency broadened in a process
known as white-light generation (section 2.7.2) which produces a relati-
vely weak spectral supercontinuum, covering the visible range and see-
ding the OPCPA. The average power is then raised to the final value
of more than 20 W thanks to the picosecond Yb:YAG slab amplifier,
used to pump the parametric amplification process. As this second
laser is seeded by the fiber laser, the white light pulses are optically
synchronized to the pump (section 2.7.1). This hybrid amplification
scheme (section 2.7.1.4), ensures good long-term power and spectral
stability. Section 2.7.6 is devoted to a thorough characterization of the
OPCPA performance and to its wavelength and bandwidth tunability.
The OPCPA output is recompressed to less than 20 fs, with a final
energy of more than 30 µJ at 500 kHz. These gigawatt pulses can be
easily focused to intensity exceeding 1014 W/cm2 and are capable of
high-harmonic generation.
2.2 ultrashort laser pulses
This section provides a minimal mathematical background to des-
cribe ultrashort pulses: the definitions presented in the following
sections will be used throughout the thesis to estimate the effects
of linear propagation of ultrafast pulses in dispersive materials. A
temporally narrow pulse exhibits a broad spectrum in the frequency
domain: while propagating through matter, due to the frequency-
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dependent complex refractive index n˜(ω), different frequencies travel
at different phase velocities and are attenuated by different amounts.
The light pulse, initially short, spreads in time, reducing its intensity.
In practice, the ultimate goal is to know - and possibly control - the
pulse’s time duration throughout the optical system, achieving mini-
mal temporal spread where nonlinear interaction have to be realized
or when a pump and probe experiment investigates ultrafast dyna-
mics in matter. For simplicity, one can first assume that the electric
field has a plane wave spatial dependence, linearly polarized along
the x axis, and propagating along the z direction:
E(x, y, z, t) = E(t) sin(kz +Φ0)xˆ. (30)
This is a good approximation in the case of a collimated laser beam:
in order to describe the temporal behavior of the light pulse, one can
restrict the analysis to the temporal function E(t). The mathematics
can be simplified by introducing several auxiliary quantities [89, 90]:
E(t) = A(t)exp(i [ω0t−Φ(t)]) + c.c. (31)
Here one defines a central carrier frequency of the pulse ω0, which
modulates a temporal envelope function A(t). A(t) is assumed to
vary slowly in time as compared to the carrier frequency ω (formally
one talks about a slowly varying envelope approximation , |∂A/∂t| 
ω0|A(t)|. The complex electric field amplitude is defined as:
E˜(t) = A(t) exp(iΦ(t)), (32)
where the quickly-oscillating carrier factor is dropped. The optical
intensity, also called irradiance, is defined as the radiant power per










It is common to define the pulse duration as the full-width at half-
maximum of the function I(t). In the frequency domain one defines






Since E(t) is a real function, the negative frequency part of E˜(ω) does
not contain extra information (E˜(−ω) = E˜∗(ω)) and is typically neg-
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lected when plotting the spectral amplitude. By extracting the ampli-




S(ω) = |E˜(ω)|2, (37)
S(ω) is proportional to the spectral intensity measured with a spectro-
meter, and φ(ω) is the so-called spectral phase.
The temporal and spectral distribution of a signal are not inde-
pendent of each other: for given a temporal width, the spectral width
must be greater than a certain limit, set by the so-called time-bandwidth
product. The following relation holds in general [90]:
〈t2〉 〈ω2〉 ≥ 1
4
, (38)














The knowledge of either E˜(ω) or E˜(t) yields to a complete know-
ledge of the pulse. Depending on the encountered problem, one of
the two representation might yield to easier results.
The pulse propagation in a lossless optical material can be comple-
tely determined by the knowledge of the refractive index as function
of frequency, n(ω). This comes from an approximate solution of the
wave equation (eq. (51)) in the frequency domain [90]. The temporal
pulse envelope moves across the medium at a speed given by the







The spectral amplitude of the electric field, after propagating across a
length z of a dispersive material with refractive index n(ω) becomes:



















The temporal envelope can be easily determined by inverse Fourier
transform. Equation (42) shows that to include the effects of material
dispersion on the pulse propagation it is sufficient to calculate the
first few derivatives of the wavevector k(ω). The second and third
derivative, respectively known as group velocity dispersion (GVD) and
third-order dispersion (TOD) suffice in most cases, unless dealing with
pulses approaching the few-cycles regime (one optical cycle for an
800 nm carrier frequency is about 2.7 fs). In this extreme case, a know-
ledge of the phase across the whole spectrum is necessary to describe
the pulses.
It is common practice to approximate the spectrum as a Gaussian
with a given bandwidth and use this simple mathematical form to
estimate the pulse duration upon propagation. In this case one has:







In the case of a constant spectral phase, it is straightforward to derive















The FWHM pulse duration of a Gaussian pulse is related to the para-
meter σ, and one has τp = 2
√
2 ln 2σ; the FWHM spectral bandwidth
∆ω is related to τp by the uncertainty relation τp∆ω = 1/2, which
attains the minimum possible value in the general inequality (38), for
the case of a Fourier-limited Gaussian pulse. Figure 14 shows the tem-
poral and spectral amplitudes of a Gaussian pulse, before and after
propagation through 5 mm of fused silica, a commonly used optical
material.
So far the spatial dependence of the field has been described by sim-
ple plane-waves: in actuality a laser emits an highly-directional and
collimated beam, which can be focused to high intensities. When dea-
ling with a focused beam, the spatial light distribution is better descri-
bed by a Gaussian beam [91]. Assuming that the electric field spatial
and temporal components are not coupled, an ultrashort laser beam
can be described by the product of a Gaussian beam and a Gaussian
temporal envelope. This approximation breaks down for broadband
pulses as it neglects the frequency dependence of diffraction. Still,
in many practical cases, the spatio-temporal Gaussian pulse can be
used to calculate the peak intensity. In the waist plane of a diffraction-
limited Gaussian beam, and for a Fourier-limited Gaussian temporal










































Figure 14: Left side: a Fourier-limited femtosecond pulse in the time dom-
ain, the thick blue line is the temporal envelope, while the thin
line is the oscillating electric field amplitude underneath. The red
trace describes the same pulse after traveling through 5 mm of fu-
sed silica. Right side: frequency-domain description of the pulses,
showing the spectral phase (top) and spectral amplitude (bottom).
The latter is unchanged upon chirp, the pulse chirp results in a
non-linear spectral phase (dot-line traces).
Where r is the radial distance from the beam axis, τ is the FWHM
pulse duration and w0 is the Gaussian beam parameter (correspon-
ding to the 1/e2 radius of the intensity profile). The pulse power P0
appearing in this equation can be calculated from the pulse energy e








The optical fluence (radiant energy per unit area) is obtained from







The peak intensity of the pulse obtained from equation (46) corre-





In a similar fashion, the peak fluence is twice the pulse power divi-






2.2.1 The wave equation and nonlinear polarization
The demonstration of the first ruby laser dramatically increased the
accessible nonlinear optical interactions: a laser beam can be focu-
sed more easily compared to a conventional light source, moreover
by concentrating the field in a shorter time duration, even moderate
pulse energies result in strong electric fields and high optical intensi-
ties. This is specially true in the case of ultrashort pulses, where in a
temporal window of few femtoseconds, an energy of few microjoule
can produce peak intensities of several gigawatt. As a result, light can
drive non-linearly the response of matter, generating new light waves
at different frequencies. This will be exploited throughout this thesis
to generate ultrashort laser pulses and to convert light pulses to shor-
ter wavelengths. The interaction of an electric field with matter can














E(x, y, z, t) = µ0
∂2
∂t2
P(x, y, z, t). (51)
The medium polarization, driven by the electric field, act as source
term. When a high-intensity optical field E interacts with matter, the
resulting polarization field P depends non-linearly on the applied
field. As a result, the polarization term radiates at different frequen-
cies compared to the driving field. It is common to divide the polari-
zation into linear and non-linear terms:
P = PL + PNL. (52)
The first term describes conventional linear optical effects, such as
refraction, dispersion and so on; the second is related to the nonli-
near effects. The nonlinear polarization PNL depends on the optical
intensity, the wavelength and on the material properties: it is often
sufficiently well described by a perturbative expansion in powers of
the electric field amplitude E [93].
PNL(t) = ε0[χ(2)E2(t) + χ(3)E3(t) + ..]. (53)
Depending on the exponent of the electric field, one speaks of second-
order interactions, third-order, and so on: higher-order interactions
are typically several orders of magnitude weaker than the previous
orders. The interaction strength is determined by the optical suscepti-
bility χ(n), which becomes increasingly smaller as the order n increa-
ses. Equation (53) is in a more general case a vector relation and χ(n)
is a tensor of rank n. The expansion is based on the idea that the elec-
tric field can be treated perturbatively in the Hamiltonian describing
light-matter interaction. The intensity of optical fields generated by
n-th order effects scale as In times the nonlinear susceptibility χ(n):
as soon as this intensity dependence breaks down, one speaks of non-
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perturbative regime. An example of this breakdown is the phenome-
non of high-harmonic generation, which will be described in more
detail in the next chapter(Section 3.1).
The first term of the expansion, describes second-order nonlinear ef-
fects: the induced polarization is proportional to the square of the
electric field. If E(t) is the sum of two plane waves with frequency
ω1 > ω2, the resulting P = ε0(t) oscillates also at the sum-frequencies
ωs f = ω1 + ω2 and difference frequency ωd f = ω1 − ω2. Second-
order interactions will be explored in detail in Section 2.4: thanks
to the development of optical materials with high damage threshold
and strong response to the applied field, second-order interactions
are the most efficient way of converting the photons of a pulsed laser
source to different frequencies via processes known as sum-frequency
generation and difference-frequency generation. A striking example is the
generation of the second-harmonic of a laser, a particular case of sum-
frequency: two photons of the driving electric field are annihilated
and a photon at twice the frequency is created. By making use of
suitable crystals, efficiency on the order of ≈ 70 % have been demon-
strated between NIR wavelengths around 1 µm and visible 0.5 µm
photons [94]. For an efficient nonlinear interaction, the maxima of the
phase fronts of the interacting waves have to coincide over a macrosco-
pic distance. Achieving this phase-matching condition is of uttermost
importance in nonlinear optics.
In third-order interactions, four photon beams interact exchanging
energy and momentum. An example of third-order processes are so-
called self-phase-modulation and self-focusing effects, both the effect can
be described by an effective intensity-dependent refractive index:
n = n0 + n2 I. (54)
In this case, all the four interacting photons are taken from the same
fundamental beam, and phase matching is automatically satisfied
[93]. Although smaller in magnitude when compared to second order-
effects, these self-action effects (Kerr effect) are important because they
are far more common than the former. Third-order interactions are
symmetry-allowed in all materials, whereas second-order interacti-
ons are canceled in inversion-symmetric media. The phase matching
of these self-processes don’t require particular strategies: they tend
to accumulate when a very intense optical pulse propagates for long
distances. The intensity-dependent refractive index has two main con-
sequences: spatially, the change of intensity across the laser mode act
as an effective lens (Kerr-lensing), leading to self-focusing of the beam.
The second effect, related to the temporal variation of the intensity, le-
ads to self-phase-modulation of the pulse: the central frequency of the
pulse is modified and new spectral components are created. An exces-
sive self-phase modulation may lead to pulse distortions during light
amplification, which ultimately limit the pulse power achievable in a
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laser. On the other-hand, self-phase modulation can be exploited to
broaden the spectrum of a laser. The process of white-light generation
in an insulator (section 2.7.2) exploit the Kerr effect in both ways: a ba-
lance between Kerr-lensing and the defocussing effect of free carriers
induced in the material give rise to filamentation. The beam size stays
constantly small for a long propagation distance compared to the
depth of focus: due to the high-intensity, new optical frequencies are
efficiently generated (efficiencies are ≈ 10−3). These new frequency
components can potentially lead to shorter optical pulses.
Beyond third-order processes, as the interaction order is increased,
the efficiencies become increasingly lower. This complicates the gene-
ration of EUV photons: at a fundamental photon energy of 1.5 eV the
lowest order above a photon energy of 20 eV is the 14th. Very high
order processes are usually observed in gases, where some transpa-
rency for EUV photons is retained and where higher intensities can
be applied without irreversible photo-damage1. Toward the end of
the eighties, at optical intensities higher than 1013 W/cm2, the pro-
cess of high-order harmonic generation was first observed [64, 65].
The perturbative description of nonlinear optical interactions breaks
down and the intensity scaling of harmonic generation no longer
follows the expected In power law. After more than thirty years of
studies, non-perturbative high-harmonic generation (HHG) is well
understood and light sources for spectroscopy based on HHG are
widespread. The maximum reported conversion efficiencies for high-
harmonic generation are on the order of 10−5. Strong losses are also
inevitable in the EUV photon range when transporting the beam to
the sample. Realizing a working tr-ARPES experiment is therefore
a demanding task in term of the driving laser source, which has to
combine high average power with high pulse power.
2.3 chirped pulse amplification in solid state lasers
Ultrashort-pulses can be generated by a mode-locked laser oscilla-
tor [90]. A lasing medium is enclosed in a resonant optical cavity
where amplification can occur for several longitudinal modes. If by
some mean many of these modes are made to oscillate in phase,
mode-locking occurs and a short pulse circulates in the cavity. In the
temporal domain the laser output consists of a train of pulses, separa-
ted by a period Tc, determined by the travel time of the pulse in the la-
ser cavity. The maximum frequency bandwidth is determined by the
gain bandwidth, which is an intrinsic property of the optical transition
where lasing occurs and of the lasing medium [96]. Ultrafast oscilla-
tors operating in the femtosecond regime require gain bandwidths
of several THz, which were first achieved in liquid solutions of Dye
molecules. The pulse energy of an oscillator is usually not sufficient
1 see reference [95] for an overview on optical parametric processes in gases
49
to drive the strongest nonlinear interactions and further laser amplifi-
cation stages must be employed. The repetition rate is decreased and
higher energies are extracted from a second medium with a popu-
lation inversion. Two technological milestone marked the advent of
today’s ultrafast laser technology: the invention of chirped-pulse am-
plification and the development of lasers based on Ti:Sapphire cry-
stals.
2.3.1 Chirped-pulse amplification
Chirped pulse amplification (CPA [97, 98] ) is a method to increase
by orders of magnitude the achievable pulse power in a laser ampli-
fier. As a pulse grows in energy, its increasingly higher power drives
non-linear effects in the amplifier’s optical components, distorting
the pulse temporal shape and ultimately leading to optical damage.
To quantify nonlinear self-effects, it is customary to define a dimen-
sionless coefficient, the B integral, which is the integrated nonlinear







It is clear from equation (55) that B is minimized as the intensity is
reduced. In CPA, the pulses are temporally stretched: for the same
output energy, the pulse power is strongly reduced and nonlinear ef-
fects are minimized. The technique of CPA was originally devised
for microwave power-electronics in radar applications. In this optical
counterpart, an suitable pulse stretcher introduces a controlled amount
of group delay dispersion, followed, after the amplification, by a pulse
compressor introducing the same amount of dispersion but with a re-
versed sign, in order to recover the original pulse duration.
It is possible to introduce large amounts of normal dispersion by
propagating the optical pulses through very long paths in a trans-
parent material. The first demonstration of the technique used a 1.4
km-long optical fiber for this task [97]. Materials with opposite (ano-
malous) dispersion aren’t in general available, moreover, a large B-
integral would be accumulated if the high-energy amplified pulses
had to travel through large amounts of material for re-compression.
Negative dispersion can be artificially produced using diffraction gra-
tings [99]. After diffraction, different wavelengths are propagate at
different angles: in a grating compressor one exploits the difference
in optical-path-length to introduce a controlled amount of group-
delay-dispersion. Angular dispersion also results in spatial chirp (the
central frequency varies across the laser beam) and pulse front tilt
(the arrival time of the pulse fronts changes across the beam). To re-
move these two spatio-temporal distortions, four successive diffracti-
50
ons from identical and parallel gratings are required. To simplify the
setup, the beam is typically back-folded along the same path after
the second grating. Dispersion tuning is obtained by changing the
distance between the two gratings. A similar concept is exploited in a
prism compressor [100], however the amount of dispersion introduced
by prism-based setups is significantly lower for the same size. For ex-
ample a 30 fs pulse at 800 nm is stretched to a duration on the order
of 50 ps by two 600 lines/mm gratings two meter apart, whereas a
two meter-long prism compressor based on quartz prism increases
the pulse width to about 0.3 ps. Martinez showed how a grating-
based setup could be also used to introduce positive dispersion: the
grating stretcher [101] is a compact device (≈ 1 m) which introduces
similar amounts of dispersion of a very long fiber. The calculations
of the dispersion effects in stretcher/compressor pairs in this thesis
were performed with the freely available software lab22.
The application of CPA to the amplification of ultrashort pulses
faces several problems: the broader the pulse bandwidth, the more
difficult is to re-compress the pulse with high fidelity. In order to
obtain a clean pulse, free of pedestal and other temporal structures
before the main peak, high-order phase distortions introduced by the
stretcher-compressor unit have to be corrected [102]. The additional
phase due to transmission through the optical materials in the ampli-
fier also play an important role and has to be accounted. As the power
(both average power and peak power) and the bandwidth are upsca-
led, also the size of the gratings have to be accordingly increased: this
means that very homogeneous optical gratings of considerable size
have to be produced, increasing cost and complexity. The diffraction
efficiency ηd also plays a very important role: the total transmission
of the compressor is T = η4d . For broadband pulses, carefully opti-
mized metal gratings exhibit a diffraction efficiency comparable to
the reflectivity of the bare substrate (≈ 95 %) over the broad pulse
spectrum [103]: this translates to a maximum transmission T ≈ 80 %.
For narrower bandwidths, (on the order of 10 nm) transmission or
dielectric gratings with higher diffraction efficiency can be produced
[104]. In this case, an overall compression efficiency well-above 80
% can be obtained. A frequency-narrower pulse is also considerably
less sensitive to higher order phase distortions, which can often be
neglected for picosecond pulses. In this work a home-built grating
compressor was developed for CPA of a picosecond Ytterbium laser:
the setup will be described in greater detail in Section 2.7.5.4.
2 LAB2-A virtual femtosecond laser laboratory, B. Schmidt, M. Hacker, G. Stobrawa, T.
Feurer, http://www.lab2.de
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2.3.2 Power scaling of Ti:Sapphire ultrafast lasers
Ti:Sapphire is the solid state material with the broadest gain band-
width known, covering the 660-1180 nm region [96] with about 230
nm FWHM [102]. Pump absorption is rather efficient in a region
around 0.53 µm, where powerful diode-pumped Neodymium lasers
are available. The replacement of the liquid dye gain medium with a
solid state one was a greatly improved the reliability of femtosecond
lasers, leading to widely-adopted commercial products. The diffusion
of these new systems was not straightforward as it required the de-
velopment of suitable mode-locking technologies. Mode-locked dye
lasers relied on the low saturation fluence of the gain medium to
initiate passively mode-locking in a process based on gain depletion
[105]. The saturation fluence, Jsat, is a measure of the optical fluence
at which the energy stored in the upper level starts to be insufficient
to support an exponential growth of the signal intensity. In a medium






Solid-state materials have greater saturation fluencies, preventing the
application of the same mode-locking strategies of dye lasers. The bre-
akthrough came with the discovery of Kerr-lens mode-locking, which
is based on a coupling between cavity modes induced by self-focusing
effects. The newly-available Ti:Sapphire oscillators not only improved
the energy and pulse duration considerably, but also provided a very
reliable seed for Ti:Sapphire chirped-pulse-amplifiers. The shortest
laser pulses which have been directly obtained from a Ti:Sapphire
oscillator have a duration of less than 5 fs ([106]).
The saturation fluence in Ti:Sapphire is ≈ 0.9 J/cm2, which is com-
bined with a very high damage threshold (8-10 J/cm2) and a high
thermal conductivity ≈ 46 W/mK at 300 K. In comparison, the satu-
ration fluence of dye lasers is on the order of few mJ/cm2, making the
amplification of high power pulses more difficult. Most of the high-
power high-repetition-rate (= 1 kHz) table-top CPA Ti:Sapphire am-
plifiers share a common architecture [102]. First, a femtosecond pulse
train is generated in a mode-locked oscillator: the repetition rate is
usually on the order of 100 MHz, with pulse energies of nanojoules
and durations around 10 fs. The pulses are then stretched to 40-200
picoseconds in a grating stretcher and further amplified. Depending
on the available pump laser several passes through an amplifier cry-
stal are required to reach the saturation fluence and deplete the pump
energy, the gain per pass is usually in the 2-100 range. Amplification
can be performed in a regenerative amplifier: a fast optical shutter
(an acoustic-optical or electro-optical modulator) in-couples the stret-
52
ched pulse in an optical cavity and out-couples it after several tens of
round-trips through a Ti:Sapphire crystal. Low-gain per pass is nee-
ded to suppress amplified spontaneous emission from the cavity. This
scheme enables high optical-optical conversion efficiencies (up to 40%
[107]) but the multiple passes through the modulator material incre-
ase the linear and non-linear phase accumulated. Another approach,
sometimes following a regenerative pre-amplifier, is to use a multi-
pass configuration where the beam is folded several times in the cry-
stal. The efficiency can be up to 30 % for a high-power, low-gain
amplifier stage. Finally, the pulses are compressed in a grating-based
compressor. The pulse duration which can be ultimately achieved is
in the range 25-50 fs, depending on the total gain, on the amount
of uncompensated phase and on possible spectral cuts by the finite
aperture of the stretcher-compressor optics. Amplification affects the
pulse duration by an unavoidable gain-narrowing: the spectrum nar-
rows significantly when the original ultra-broad oscillator pulse un-
dergoes order-of-magnitude amplification in a non-uniform gain pro-
file. Nowadays, an optimized 1 kHz commercial amplifier can relia-
bly deliver about 20 W (20 mJ) with 25 fs pulse duration3, whereas
commercially-available amplifiers in the 10-50 kHz range4 reach an
average power of 10 W.
The highest average power amplifier demonstrated to date exhibit
an output of 40 W at 10 kHz [107]. The compressed pulse width was
in this case about 40 fs, with a compressor throughput of 26 W. As re-
ported by the authors, thermal distortions in the grating compressor
limited the beam quality, leading at best to M2 ≈ 1.8 at 20 W, when
using air-cooling. At higher repetition rates, toward the hundreds of
kHz, regenerative amplifiers employing continuous-wave pump la-
sers have been demonstrated [108]. In this case, a power of about 3.5
W in a range between 500 kHz and 1.7 MHz (7-2 µJ) was demonstra-
ted for 40 fs pulses; a higher seed energy was is in this case necessary,
imposing the adoption of a cavity-dumped femtosecond oscillator as
a seed.
The upscaling in power for high-repetition-rate Ti:Sapphire ampli-
fiers is limited by several factors: on the technological side, suitable
pump lasers are not easily found. The most common pump lasers
are Q-switched Neodymium lasers, intra-cavity frequency-doubled
to ≈ 0.53 µm, with a pulse duration of several nanoseconds. In the
10 kHz range these nanosecond green lasers are commercialized with
average powers of hundreds of watts5, however at high repetition rate
the power drops to about 50 W in the 50-500 kHz range and to about
20 W for continuous-wave lasers. Even assuming a high conversion
efficiency of 40 %, at 500 kHz the maximum output of an hypotheti-
cal amplifier (not compressed) is around 20 W. It is worth mentioning
3 Legend Elite Cryo, Coherent, www.coherent.com
4 Wyvern, KM labs, http://www.kmlabs.com
5 DM-527 Series, Photonix http://photonix.com
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that more complicated (and expensive) laser designs, based for exam-
ple on the Nd:YAG innoSLAB technology can produce about 200 W
of power with nanosecond duration at 0.53 µmat 150 kHz 6, another
alternative is the use of thin-disk lasers7. To the best of the author
knowledge, such lasers where never tested for such an application.
Another intrinsic technical problem is the construction of a suitable
pulse compressor: the broad bandwidths impose the use of metal gra-
tings to achieve good efficiency, which so far seems to be practically
limited to about 20 W of average power in table-top systems [107].
Different approaches, based on down-chirped amplification, could
potentially solve the issue: here the pulses are stretched with negative
dispersion and afterwards re-compressed by transmission through a
transparent optical material [108]. The gain narrowing effects, toget-
her with the phase accumulated during the CPA, hardly allow for
sub-25 fs pulses at a 20 W power level.
Although all these aspects play an important role, the biggest chal-
lenge for reaching the highest powers in solid-state lasers is thermal
management. In order to produce population inversion in a laser gain
material, a three- or four-level level configuration is exploited. In a
four-level system for example (see figure 15, panel a) ) the pump exci-
tes a population in an upper-level which quickly decays by collisions












hνp =  + hνs hνi
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Figure 15: Comparison of Light Amplification by Stimulated Emission of
Radiation (LASER) and Optical Parametric Amplification (OPA).
δQD = quantum defect; the index s,p,i stand for signal, pump and
idler respectively
sion is stimulated and population is transferred to the lower laser
level, the population has to quickly decay to the ground state, favo-
ring the population inversion. In both steps some energy is dissipated
6 Innoslab1, Edgewave, http://www.edge-wave.de
7 Trupulse, Trumpf lasers, http://www.de.trumpf.com
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in the host material. The photon energy difference between the pump
and amplified photon is called quantum defect:






The quantum defect energy has to be removed to minimize the tempe-
rature increase of the laser medium. The refractive index of a material
varies as a function of the temperature (thermo-optical effect): due to
the non-uniformity of the thermal load, a temperature gradient is ty-
pically established within the crystal. These so-called thermal-lensing
effects have to be considered when designing the laser and might
considerably affect the beam quality. It is important to mention that
all the previous examples of very high-power Ti:Sapphire employed
sophisticated cryogenic cooling mechanism for the amplifier crystal:
this exploit a favorable increase in thermal conductivity of the mate-
rial at low temperatures. Unfortunately, the gain bandwidth is redu-
ced by the correspondingly lower vibrational broadening. The repor-
ted cryo-cooling power for the highest power system is on the order
of 200 W [107]: scaling the same concept to higher powers has yet to
be demonstrated.
In figure 15, panel b) the level scheme of an optical parametric
amplifier (OPA) is compared to the conventional four-level system:
in an OPA the pump photon energy is entirely divided between the
amplified beam and an auxiliary beam, called the idler, which is ge-
nerated in the process (Section 2.5). Optical parametric amplification,
can support very high gain bandwidths and even shorter pulses than
Ti:Sapphire (Section 2.6). Provided that the crystal is transparent for
all the three wavelengths, there is no energy deposited in the crystal
and no cooling is needed, even when dealing with pump beams with
hundreds of watts. Although the process can be rather efficient (≈
20% a the Ti:Sapphire wavelength), the difficulty is that OPA is a non-
linear effect requiring high intensity for good efficiency. This is not
easily achieved with nanosecond pulses because the fluence needed
to achieve such high intensity is often beyond the damage threshold
of the nonlinear material (Section 2.5). For picosecond pulses howe-
ver, this constrain is loosened, making OPA a more viable approach.
Compared with conventional pump lasers for Ti:Sapphire, the ge-
neration of picosecond-high energy pulses is considerably more com-
plex and often requires CPA. The beam quality of the pump is quite
closely transferred to the amplified beam in parametric amplification:
this means that a nearly diffraction-limited pump has to be used to
compete with the beam quality of a Ti:Sapphire laser (on the order of
M2 = 1.5 or better). A shift of femtosecond technology toward optical
parametric amplifiers had therefore to wait the availability of suitable
high power picosecond lasers.
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2.3.3 High power Ytterbium ultrafast lasers
High-power picosecond Ytterbium lasers have applications in micro-
machining: picosecond pulses lead to better-defined material abla-
tion compared with longer pulses, and high power ensures a high-
throughput production. This application lead to a rapid adoption and
advance of such lasers in the past decade. Gain media based on Yt-
terbium ions present several advantages for the construction of high-
power laser amplifiers. The absorption band of Ytterbium, typically
between 940-980 nm, match well with the emission of commercially-
available InGaAs laser diodes: these efficient and reliable semicon-
ductors lasers reach powers of several kW in the form of stacked
diode bars. Ytterbium has one of the most favorable quantum de-
fects between all the known solid state laser materials. When the host
medium is YAG, the lasing is centered around 1.030 µm, which trans-
lates in a quantum defect below 10%. As a comparison, Neodymium
lasers emit around 1.064 µm and can be pumped by GaAs laser dio-
des emitting around 800 nm: the thermal performance is significantly
worse, with a defect on the order of 25%. Ti:Sapphire amplifiers, emit-
ting around 0.8 µm and pumped by the second harmonic of diode-
pumped Nd lasers, have an even higher defect, on the order of 30%
[96]. The amplification linewidth of an Yb:YAG crystal, which is the
host medium with the best thermal and optical quality for high po-
wer operation, is on the order of only 1-2 nm, which is still able to
support pulses below one picosecond.
Thanks to this favorable properties, it was possible to demonstrate
nearly diffraction-limited mode quality with kilowatt-level average
power and sub-picosecond pulse duration [16, 17, 15]. To reach such
power levels, the most critical aspect is to achieve a good thermal ma-
nagement for the quantum-defect heat. At the same time, one must
compensate thermo-optical effects which distort the mode profile,
preventing diffraction-limited single-mode beams. Three main types
of chirped-pulse laser amplifiers have been developed for this scope:
fiber, slab and thin disk laser amplifiers [109, 110].
To reach a saturated amplification, a minimum seed power is nee-
ded, often well-above a typical oscillator: suitable pre-amplification
stages are required and different amplifier geometries might be adop-
ted at different stages of amplification. For example, the laser system
adopted in this work is based on a fiber laser followed by a slab am-
plifier: the laser will be described in greater detail in the Section 2.7.4);
here the main characteristics and specific advantages of each of the
three amplifiers will be quickly summarized. The common idea be-
hind these high-power amplifiers is to improve the thermal characte-
ristic by adopting a favorable geometry for very effective cooling of
the gain medium.
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2.3.3.1 High power fiber lasers
A fiber laser can be though as the ultimately long crystal rod having
the most convenient surface to volume ratio, allowing for a very effi-
cient heat extraction. The radiation propagates in the core of a glass
fiber, guided by total internal reflection at the interface of a cladding
layer (step-index fiber). The amplification occurs in fiber sections en-
riched with the desired dopant ions. Diffraction limited output for
this type of laser is achieved when the propagating radiation is in the
fundamental transverse spatial mode of the fiber (single-mode pro-
pagation in the LP01, the fundamental linearly-polarized mode). The
waveguide-nature of the amplifying medium allows to virtually neg-
lect thermal effect on the beam quality which is power-independent.
The light is confined in a small area (with a typical mode diameter
of about 10 µm), therefore high intensity is achieved for distances
much longer compared to free-space counterparts: this helps achie-
ving high gains and good optical-optical conversion efficiency which
can be higher than 80% [111]. The core diameter of a step-index fi-
ber, determines whether only the fundamental mode propagates or
not: larger cores allow higher order modes to propagate. The pump
radiation is produced by inherently non-diffraction limited high po-
wer diodes: to achieve good guiding of the pump radiation, the diode
radiation is confined in a larger diameter outer cladding (pump clad-
ding), concentric to the inner-core; the reduced overlap between the
pump and the gain medium is compensated by the long length over
which the absorption can occur. Fiber lasers represent a very viable
approach for reaching high CW powers and simultaneous high beam
quality in a compact and environment-insensitive setup, however the
small cross-section of the fiber core and the long medium potentially
results in unwanted high B-integrals. Up to some hundreds nJ, is pos-
sible to build femtosecond amplifiers where all the components are
spliced together and the propagation only occurs in fibers, resulting
in a monolithic and environment-insensitive laser. Above this level,
CPA becomes challenging in these system and the possibility of achie-
ving multi-µJ pulse energies using conventional fibers is hindered.
So-called photonic-crystal fibers can circumvent this problem: with
single mode diameters of several tens µm is possible to reach mJ ope-
ration with practically-achievable stretching factors on the order of 1
ns [16]. Photonic-crystal fibers are micro-structured fibers with perio-
dically spaced holes in the region surrounding the core: for particular
values of the spacing and of the diameter of the holes, the fiber beco-
mes endlessly single-mode [112]. In this case one the higher modes leak
through the sieve-like structure and are unable to propagate, allowing
diffraction-limited operation with a larger mode size. A power of se-
veral ten watts with pulse energies in the multi-µJ range are easily
achievable with a stretched pulse duration on the order of 100 ps. In
the range of hundreds of watts, photonic fibers run into multi-mode
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instabilities, limiting further scalability. On the CPA side, the stret-
ching required to reach the mJ level is at least one order of magnitude
higher compared to the other amplifier geometries. Finally, it is im-
portant to mention that the gain bandwidth of Ytterbium:glass fiber
system is considerably broader than the one of Yb:YAG, supporting in
principle pulse duration as short as 30 fs [111]: for amplified system
250 µJ pulses with 120 fs pulse duration have been demonstrated. At
this peak powers, an alternative route for producing ultrashort pul-
ses becomes viable: this approach is based on post-compression after
broadening into gas-filled hollow-core fiber [113]. At 50% transmis-
sion, this method has overall a better efficiency compared to OPA, but
is inflexible in terms of frequency tunability. Nonlinear-compression-
based EUV light sources are currently promising cost-effective solu-
tion for high repetition rate HHG [114].
Fiber lasers represent probably the ideal solution to produce ul-
trashort pulses at moderate power levels below 100 W. The higher
B-integral makes the further scaling less attractive relative to other
amplifiers, nonetheless mJ pulses at kW level are possible [16]. In this
thesis a fiber amplifier system was developed in collaboration with
the university of Hanover and Venteon laser systems (Section 2.7.5).
The system is used both as a pre-amplifier for a slab amplifier and as
a driver for a broadband white-light generation (Section 2.7.5.3).
2.3.3.2 Slab amplifiers
Slab amplifiers tackle the thermal management problem by shaping
the crystal in a thin slab (typically on the order of 10x10x1 mm3) sand-
wiched between two heat sinks. Compared to a rod-like geometry,
thermo-optical aberrations in a thin slab are reduced by a factor 30
[109]. A successful, commercially-available design is the innoSlab[110],
illustrated in figure 16. The pump radiation of high power diode bars
(up to about 1 kW per laser crystal can be used), after suitable ho-
mogenization and relaying, is focused in a line inside the crystal,
defining a pump absorption plane parallel to the heat-sinks This es-
tablishes a one dimensional heat flow along the thinner dimension
of the crystal and produces a well-defined cylindrical thermal lens.
The beam passes several time across the pump plane, without over-
lap with the previous passes and covering the most of the pumped
region to optimally extract the energy deposited by the pump laser di-
odes. The beam bounces back and forth on two end-mirrors (unstable
resonator), and is finally out-coupled passing close to the end mirror
edge after several passages. The two cylindrical end-mirrors expand
the beam in one direction at every passage, leaving the intensity con-
stant after (the gain per passage is of the order of 10). The resonator
length (given by the two end-mirror distance) is matched to the cylin-
drical thermal lens arising in the crystal. The amplified beam is very
asymmetric, being magnified several times in a single direction: a set
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of cylindrical and spherical telescopes reshape the beam to correct for
astigmatism and ellipticity of the beam, restoring a nearly diffraction-
limited beam. In the direction of the beam expansion (horizontal in
figure 16), a slightly worse beam parameter M2h is typical, especially
at very high powers. Up to 660 W can be extracted in a single ampli-
fier and the power can be boosted above 1 kW placing two stages in
tandem [15]. The big advantage, compared to fiber lasers, is the mode-
rate B-integral: the laser can operate even without CPA reaching 100
µJ and can reach the mJ level with a fraction of the chirp of a fiber
laser. When compared with fiber lasers, this comes with an increased
complexity and a lower pointing stability, associated with free-space
propagation. In addition, the pulse duration is not as good, because
of the lower amplification bandwidth of the Yb:YAG crystal, which
support a Fourier limit of about 700 fs. State-of-the-art commercial sy-
stem can be carefully engineered and offer mode quality and stability
comparable to fiber amplifiers. In this thesis a commercial innoSlab
Figure 16: Schematic of the unstable resonator of a slab amplifier, adapted
from reference [15].
system8 [115] was adopted to produce the pump radiation for the
OPCPA (Section 2.7.5.4).
2.3.3.3 Thin disk lasers
The third category of high-power Ytterbium amplifiers is based on the
thin disk geometry. The overall amplifier can be thought as an active
mirror: an extremely thin Yb:YAG crystal, is fixed on a heat-sink. A
mirror coating is embedded at the back side of the Yb:YAG crystal,
reflecting the beam after every amplification pass. The thermal flow
is one-dimensional, in the same direction of the beam amplification,
with minimal thermo-optical effects. This kind of amplifier was not
used in this work and is mentioned here for completeness: a more in-
depth description can be found in several reviews [116, 117]. When
compared to the previous two amplifier geometries, the thin-disk has
8 Amphos 200, Amphos gmbh
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the lowest optical nonlinearity. Thin-disk amplifier can compete on
any parameter with fiber and slab lasers and are the most promi-
sing in scalability in the multi-10 kW range. Due to the low gain per
pass, typically several tens of reflections are needed in regenerative
amplification setups to reach the multi-100 W regime. This makes the
synchronization of thin-disk-based OPCPAs more complex, as will be
illustrated in Section 2.7.1. A promising strategy is to use this kind
of laser to boost the power output of an already-existing high-power
source: this hybrid solution has been suggested as an optimal route
to reach the multi kW regime [110] and demonstrated [118] in view
of pumping OPCPAs.
2.4 χ (2) effects and phase matching
In this section elements of the theory of second order nonlinear opti-
cal interactions will be introduced: the resulting phenomena of opti-
cal parametric amplification is the physical basis of the operation of
the laser system developed in this work. The nonlinear polarization
(equation (53)) can be expressed more conveniently in the frequency
domain and generalized including the vector nature of the interacting
waves: in general χ(n) are n-th rank tensors. The i-th Cartesian com-
ponent of the second order nonlinear polarization, generated by two
fields of frequency ω1 and ω2, can be written as [119]:






where D(2) = 1 if ω1 = ω2 or D(2) = 2, otherwise. The non-linear
polarization can be exploited to convert the frequency of a laser field,
or to transfer energy between different laser fields to build a so-called
parametric amplifier. The even-order susceptibilities are automatically
zero for inversion-symmetric media. For applications, it is desirable
to exploit non inversion-symmetric crystals with high nonlinear op-
tical coefficients. The crystals must posses a high optical quality, in-
tended as a combination of transparency and high damage threshold.
One of the most widely adopted nonlinear crystals is β-barium bo-
rate or BBO [120, 121]: its transparency ranges from the deep-UV to
the near-infrared (see figure 17) and is combined with one of the hig-
hest nonlinear optical coefficients. In this work this will be the only
nonlinear crystal adopted, so its properties will be described in some
detail.
As shown in equation (58), the second-order susceptibility in gene-
ral mediates the interaction of three wave of frequency ω1, ω2 and
ω3. Two specific cases are worth mentioning: if ω1 = ω2 = ω, the re-
sulting wave is either the second harmonic ω3 = 2ω (second harmonic
generation) or a DC field ω3 = 0 (optical rectification). The former effect
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Figure 17: Transparency range of a BBO crystal: over-imposed are the
spectra of a 800 nm signal with 50 nm FWHM and of its cor-
responding idler at 1450 nm.
of Ytterbium lasers to 0.515 µm. In the case of narrow-bandwidth
(few nm linewidth), picosecond pulses, conversion efficiencies excee-
ding 50% can be reached. The general case of ω1 6= ω2 results either
in the generation of a wave at the sum-frequency ω3 = ω1 + ω2 or
at the difference-frequency ω3 = ω1 − ω2. All together, these proces-
ses are known as three-wave-mixing processes. The easiest approx-
imation of the wave equation (paraxial approximation), which des-
cribes three-wave mixing in a material, for the case of plane waves
Aiexp(−i(ki +ωit) is the following [122]:
dAi
dz
= −i de f fωi
cni
A∗s Apexp (−i (∆k)) (59a)
dAs
dz
= −i de f fωs
cns
A∗i Apexp (−i (∆k)) (59b)
dAp
dz
= −i de f fωp
cnp
Ai Asexp (i (∆k)) (59c)
Here the three frequencies have been replaced with a new notation
ωp, ωs and ωi, and are known as pump, signal and idler waves, which
is the nomenclature adopted in the framework of optical parametric
amplification (OPA). Nonetheless, they can be used to describe any
three-wave mixing process, by a proper selection of the boundary
conditions and frequencies. ωp is by definition the beam at the highest
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frequency, whereas there is no general rule for the frequencies of idler
and the signal wave. It is common to call idler, the wave which at the
beginning of the mixing process has zero amplitude Ai(z = 0, t =
0) = 0. The energy conservation of the process imposes:
h¯ωp = h¯ωs + h¯ωi (60)
The process of sum-frequency generation involve the absorption of
two photons via a virtual state and the emission of a higher-frequency
photon; conversely, difference frequency generation involves the ab-
sorption of a photon and the emission of two as depicted in figure
15.
An analytic solution of equation (59) exists in the undepleted pump
approximation. This assumes that the amplitudes of the high-intensity
waves driving the interaction are not considerably reduced, or in
other words that the conversion efficiency η is low. For three-wave-
mixing processes, it can be shown that the efficiency is η ∝ sinc(∆kL/2)
[119]. In this formula, L is the interaction length and ∆k = kp− ks− ki
is the phase mismatch of the interacting plane waves, which has to be
minimized for the process to be efficient. This is the so-called phase-
matching condition, which closely reflects the microscopic momentum
conservation for the interacting photons:
h¯kp = h¯ks + h¯ki (61)





The condition (62) cannot be fulfilled in normally-dispersing, isotro-
pic media. Assuming, as it will be the case for the OPA process con-
sidered here, ωp > ωs > ωi, one has in the normal dispersion case
n(ωp) > n(ωs) > n(ωi). Luckily this inequality does not always hold
in an anisotropic crystal.
2.4.1 Critical phase matching
One of the most adopted phase-matching strategies make use of the
anisotropy of the nonlinear optical medium. The lower symmetry of
a nonlinear crystal also translates into birefringence: the refractive in-
dex of the medium depends on the polarization of the propagating
wave [91]. In the simplest case, the crystal has a single optical axis:
linearly polarized waves with the electric field orthogonal to the opti-
cal axis (ordinary waves) have an index of refraction (ordinary refractive
index, nop) distinct from the ones having the electric field parallel to
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the axis (principal extra-ordinary wave, n = nep). For the intermediate










Here θm is the angle between the optical axis and the propagation
direction of the extraordinary-wave. By properly choosing the pola-
rization and the crystal orientation, it is possible to achieve phase
matching for the three-wave-mixing processes. BBO is a negative uni-
axial crystal (nep < nop): assuming that both the idler and the signal
wave are ordinary polarized waves (type-I, oo → e, phase matching
[119]) the phase-matching condition can be recast as:
nep (θm)ωp = nosωs + noiωi. (64)










Knowing the refractive index of BBO, expressed as a Sellmaier’s equa-
tion [121], it is possible to calculate the phase-matching angle for the
desired interaction. Figure 18 illustrates the results for two important
cases, the SHG of 0.8 µm and the SHG of 0.515 µm.
2.4.2 Effective nonlinear optical coefficient
Under critical phase-matching conditions, the geometry of the inte-
racting waves is known and the polarization of the waves is fixed:
in this case equation (58) is simplified by performing the summation
and introducing an effective nonlinear optical coefficient de f f . Assu-
ming that the energies of the interacting photons are away from reso-
nances (which is often true in the case of VIS-NIR wavelengths), de f f





















 BBO refractive index principal ordinary axis
 BBO refractive index principal extraordinary axis
 BBO refractive index at 22.5°, 1.030->0.515
 BBO refractive index at 29.2°, 0.8->0.4
Figure 18: Illustration of critical phase matching for second harmonic gene-
ration in BBO. Two wavelengths are considered: 1030 nm and 800
nm. In black the ordinary optical index for BBO as a function of
frequency, in purple the extraordinary. At a propagation angle of
22.5◦the extraordinary refractive index (dotted green line) at 515
nm is the same as the ordinary for 1030 nm. At 29.2◦(dotted blue
line) the same hold true for 400 nm and 800 nm.
bility of BBO is proportional to the following tensor [123], expressed
in units of pm/V:
d =
d11 d12 d13 d14 d15 d16d21 d22 d23 d24 d25 d26
d31 d32 d33 d34 d35 d36
 =
 0 0 0 0 0.08 2.22.2 −2.2 0 0.08 0 0
0.08 0.08 n.d. 0 0 0
 .
Given the phase-matching angle one can calculate the de f f of BBO
using the following relation, valid for type I phase matching [93] :
de f f = d31sin(θm)− d22cos(θm)sin(3φ), (66)
here θm and φ determine the orientation of the optical axis relative
to the propagation axis: as shown in Figure 19, for a given phase-
matching condition the φ angle which maximizes de f f is chosen. In
the case of type I phase matching, φ is chosen for convenience to be
90◦(although a slightly higher value could be obtained at φ =30◦). The
nonlinear crystal’s faces are then cut at this specific angles, ensuring
phase matching for normal-incidence waves. The phase-matching an-
























Figure 19: Calculated effective non-linear optical coefficient for BBO (De f f ).
The De f f decreases for increasing crystal propagation angle θ. At
a fixed θ, the crystal is cut at φ angle which maximizes the De f f ,

























Figure 20: Calculated type I phase matching angle in BBO for SHG (left) and
DFG for a pump-wavelength of 0.515 µm (right), as a function of
the signal wavelength.
of an Ytterbium laser) is calculated in Figure 20 as a function of the
signal wavelength . The theory described in this section was used to
calculate the phase-matching angles and the nonlinear coefficients for
the relevant cases treated in this thesis and are summarized in table
3.
Type λs (µm) λi (µm) λp (µm) θm (◦) de f f (pm/V)
SHG 1.030 1.030 0.515 23.4 2.01
SHG 0.8 0.8 0.4 29.2 2.00
DFG 0.8 1.446 0.515 22.7 2.02
SHG 0.780 0.780 0.390 30 1.99
SFG 0.390 0.780 0.260 45.9 1.84
SFG 0.260 0.780 0.195 69.2 1.24
Table 3: Calculated phase-matching angles θm and effective nonlinear optical
coefficient de f f for several processes, at the signal, idler and pump
wavelength λs, λi, λp.
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2.5 optical parametric amplification
The possibility of amplifying light by means of difference frequency
generation was soon realized in the history of nonlinear optics [124].
When describing optical parametric amplification, the wave equation
(59) can be cast in a more illustrative form, known as Manley-Rowe
relations, expressing the coupled equations in term of the optical in-




















The Manley-Rowe relations describe the energy flow between the in-
teracting waves in a three-wave-mixing process: the flow has two pos-
sible directions, either the pump is depleted in favor of the idler and
signal waves or vice versa. In the first case, relevant for optical para-
metric amplification, the initial conditions are a strong pump beam at
the shortest wavelength and a weak signal beam. The pump photons
are lost to multiply the photons of such weak signal. In the process,
idler photons are also generated, conserving energy and momentum.
This auxiliary beam is what makes OPA essentially different compa-
red to amplification in a laser: the excess energy is never stored in the
crystal as there is no population in real states of the system. Provided
that the crystal is transparent for all the three interacting waves, no
energy is dissipated as heat. Detrimental thermal lensing effects are
therefore considerably relaxed, enabling in principle easier scaling to
high average power when compared with Ti:Sapphire. The missing
ingredient to assess if an OPA can produce sufficient gain and gain
bandwidth to compete with existing Ti:Sapphire technology.
To get insights in this direction some of the basic theoretical results
will be discussed. The final goal is to use OPA for producing sub-30 fs
pulses at high average power (≈ 20 W), the central wavelength for the
OPA is chosen to be 0.8 µm for direct comparison with Ti:Sapphire la-
sers. The pulses produced from an Ytterbium laser cannot be directly
used as a pump for the interaction, as their 1.030 µm wavelength is
too long. The second harmonic of the laser at 0.515 µm is well suited
for this task. The idler wave has in this case a wavelength of 1.45 µm
still in the transparency range of BBO (figure 17). The coupled wave
equation admits a simple analytical solution, valid for the following
conditions:
• negligible pump depletion, i.e. dIp/dz = 0





















Figure 21: Calculated small-signal gain in BBO, from Equation 71, for diffe-
rent pump intensities, as a function of the crystal length L and in
phase-matched conditions (∆k = 0).
In this case (small-signal gain), the solution becomes [122]:


























2ωiωsd2e f f Ip
ninsnpc3
=
8pi2d2e f f Ip
ninsnpλiλse0c3
. (72)
It is easy to calculate the gain of an optical amplifier from equation
(69), the results are shown in figure 21, as a function of crystal length
and pump intensity.
In our specific case, the seed radiation for the signal is produced
using white-light generation (Section 2.7.5.3): a power on the order
of ≈ 1 mW is produced around the signal wavelength. The gain for
achieving a power on the order of 10 W is G > 104. In the plot cry-
stal lengths below 5 mm are shown: this is well below the maximum
thickness of commercially available BBO of ≈ 25 mm. It is anticipa-
ted here that the crystal length has to be considerably shorter than the
pulse splitting length (Section 2.5.2) which is the distance after which
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Figure 22: Threshold intensity ITH for damage in BBO, as a function of the
pulse duration. The blue line is the damage of the bulk-material,
the red is the specified damage threshold for the optical coating.
The two dots indicate the damage threshold for 700 fs and 1.2 ps.
in time anymore. In the case of interacting pulses with picosecond
duration, this length is shorter than 10 mm. By limiting the maxi-
mum thickness at 5 mm, from this simple analysis its apparent that
to achieve a sufficient gain in a single amplification stage a minimum
pump intensity & 10 GW/cm2 has to be achieved.
This intensity has to be compared with the damage threshold of
the employed nonlinear crystal. In this respect, an important parame-
ter is the duration of the pulse: typically the laser fluence at which
damage occurs is lower for shorter pulses. The threshold was experi-
mentally determined to scale as the square root of the pulse duration
τ for pulses longer than few ps[125]. For shorter pulses, this threshold
fluence scales as τ0.3 [126]. For a given fluence F, the peak intensity
Ipeak ∝ F/τ, so overall the threshold intensity scales a τ−0.5 above 10
ps and as τ−0.7 for ps to sub ps pulses. The threshold intensity for
BBO damage a 0.532 µm is 7 GW/cm2 for pulses of a duration of 250
ps [127]: the estimated damage threshold is plotted in figure 22, assu-
ming that the τ−0.7 scaling also holds between 10 and 1 picoseconds.
Pulses longer than 100 ps cannot provide sufficient parametric gain
in a short crystal: picosecond and sub-picosecond pulses are instead
suitable for reaching hundreds of GW/cm2. The Ytterbium amplifier
used as a pump in this thesis provide ≈ 700 fs pulses, at a wavelength
of 1.03 µm. In this case, the theoretical damage threshold exceeds
200 GW/cm2, however other aspects limit the maximum intensity.
BBO is hygroscopic, therefore it is typically coated to avoid damage
from moisture: to limit the reflection losses, the coating is designed
to be anti-reflective for the pump wavelength (or a combination of























Figure 23: Pulse splitting length originating form temporal (or longitudinal)
walk-off in BBO between the pump and the idler beams, for sig-
nal, idler and pump wavelengths at 0.8, 1.450 and 0.515 µm re-
spectively.
0.532 µm from a BBO manufacturer (Castech) is specified to be > 0.3
GW/cm2 for 1 ns long pulses: the corresponding damage threshold
is also plotted in figure 22, showing that in a coated crystal much
shorter pulses become necessary to achieve the required gain. The es-
timated pump intensity used for the amplifier in this work was ≈ 35
GW/cm2, this ensures long-term-stable operation over several hours,
but is very similar to the estimated value for the damage threshold,
indeed resulting occasional crystal damages.
2.5.1 The longitudinal walk-off
The plane-wave theory used so far is not generally appropriate for
describing the interaction of short pulses: in this case the wave equa-
tion has to be modified to include pulse propagation effects [122]. An
important quantity which arises from this analysis is the so-called




, j = s, i (73)
The pulse splitting length is the distance after which, due to group
velocity mismatch, the interacting pulses (idler or signal) no longer
overlap temporally inside the crystal. This longitudinal walk-off li-
mits the maximum length of the crystal which can be used for a single
amplification stage. In the case of signal, idler and pump at 0.8, 1.450
and 0.515 µm respectively, the group velocities are νp = 1.76× 10−4
mm/fs, νs = 1.78× 10−4 mm/fs and νi = 1.79× 10−4 mm/fs. The
limiting factor is therefore the mismatch between the idler and the
pump. The walk-off length, as a function of the pulse duration of the














Figure 24: Calculated gain as a function of wavelength mismatch, for va-
rious BBO thicknesses, occurring when broad-band pulses are
amplified. The interaction considered is 0.515 µm → 1.450 µm +
0.800 µm
Two pulse durations were used in this work for the pump, 700
fs and 1400 fs: the pulse splitting length in this case is 6.3 mm and
12.5 mm, respectively. This values are an upper limit of the crystal
length for a single amplification stage. As soon as the crystal length
becomes comparable to the pulse splitting length, the solution provi-
ded by equations (69) are not accurate and for achieving quantitative
agreement with experiments, numerical solutions of the wave equati-
ons are necessary. In this thesis crystal lengths of up to 4 mm were
tested for the NOPA stage, therefore the simplified analysis presen-
ted here is not expected to quantitatively describe the NOPA process,
nonetheless it is useful to introduce the basic concept and considera-
tions for the amplifier design.
2.5.2 Phase-matching bandwidth in an OPA
In order to generate femtosecond pulses, the amplification gain band-
width is an important parameter: assuming phase-matching angle
θm = 22.7 ◦for the interaction 0.515 µm → 1.450 µm + 0.800 µm,
the small-signal gain equation (69) can be used to estimate the effect
of wavelength detuning from the phase-matching condition.
Figure 24 shows the normalized gain curve as a function of crystal
length: the width of the gain profile becomes increasingly narrow as
the crystal thickness is increased. The gain narrowing effect limits the
achievable pulse duration after amplification. The bandwidth for an
OPA processes can be estimated from equation (69) in the following
way: if for a given pump frequency ωp the phase matching is achieved
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Figure 25: Amplification bandwidth for the 0.515 µm→ 1.450 µm+ 0.800 µm
process, as a function of pump intensity and of crystal thickness.
The various lines represent the contours of an indicated constant
bandwidth.
∆ω the wavevector mismatch can be written to the first order in ∆ω
as













The wavevector mismatch is proportional to the group velocity mis-
match between signal and idler waves. In the large gain approxima-
tion G  1, the FWHM of the phase-matching bandwidth can be
written as:






)1/2 1∣∣∣ 1νgi − 1νgs ∣∣∣ . (75)
Equation (75) can be used to plot the gain bandwidth of the OPA
process under scrutiny:
Given the damage threshold and the gain derived in the previous
sections, a gain on the order of 104 can be achieved with a picosecond
0.515 µm pump with an intensity on the order of ≈ 10 GW/cm2, in
a crystal thickness of ≈ 3-4 mm. The gain bandwidth for an OPA in
this conditions is however below 15 nm: this translates in a Fourier-
limited pulse duration of about 60 fs, below the design goal of sub-30





Figure 26: Non-collinear phase-matching scheme: δ is the non-collinear an-
gle between the signal and pump wave-vectors ~ks and ~kp. The
angle between pump and idler (~ki) is Ω.
tch between idler and signal. To compensate for the mismatch, it is
possible to adopt a non-collinear geometry. This non-collinear OPA
or NOPA, maximizes the amplification bandwidth, while simultane-
ously allowing for efficient, phase-matched interaction.
2.6 non-collinear phase matching
It is possible to considerably enhance the phase-matching bandwidth
of OPAs by employing a non-collinear phase-matching configuration.
At an angle αnc the longitudinal group velocity mismatch between
signal and idler becomes zero, resulting in nearly achromatic phase
matching, with a bandwidth spanning several tens of THz, from the
visible to the near-infrared, supporting light pulses containing few
optical cycles. The phase-matching relation of equation 76 is a vector
relation:
∆k = kp − ks − ki. (76)
It is still possible to satisfy Equation 76 if the pump and the amplified
signal beams form an angle δ in the nonlinear crystal. The condition
∆k = 0 can be written as:
∆k‖ = kpcos (δ)− ks − kicos (Ω) = 0 (77a)
∆k⊥ = kpsin (δ)− kisin (Ω) = 0, (77b)
where Ω is the angle between the generated idler and the pump wa-
vevectors and δ is the angle between the pump and the signal: this
geometry is illustrated in figure 26. Close to the broadband phase-
matching conditions, the two orthogonal components ∆k‖ and ∆k⊥








cosΩ∆ω− ki sinΩ ∂Ω
∂ωi
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Figure 27: Phase-matching angle θs as a function of the wavelength for se-
veral non-collinear angles δ. The definition of the different geo-
metrical quantities is given in the panel.
One can easily show that this is equivalent to the following condition
for the group velocities of signal and idler:
νgs = νgi cosΩ (79)
The broadband phase-matching condition is achieved when the group
velocity of the signal and the projection of the group velocity of the
idler along the signal propagation direction are the same. As the idler
beam amplitude is by definition zero before amplification, it is more
convenient to express the non-collinear phase-matching relation as a
function of the signal and pump non-collinear angle δ, which is ex-
perimentally accessible. In this case one obtains for the non-collinear
angle αnc the following relation:
αnc = arcsin
 1− ν2gs/ν2gi






Figure 27 shows the calculated phase-matching angle of the signal as
a function of the non collinear angle δ: one can see how for an angle
of about 2.6 ◦, the phase-matching angle becomes independent on
wavelength. The idler photons will be generated at an angle Ω(ωi),
specified by the phase-matching condition equation (79). This idler
beam is therefore angularly dispersed and not readily usable. The
phase-matching bandwidth can now be estimated in a similar fashion
as what has been done for an OPA (equation (75)); however now the
expansion has to be performed to the second order:



































Figure 28: Phase-matching angle for a 515 nm pump in BBO, for a non-
collinear angle δ = 2.6◦, as a function of wavelength: the blue
line represent the signal, while the red line is the idler. The id-
ler photons are created at a wavelength-dependent angle θi to
fulfill momentum conservation. The bottom axis is the signal wa-
velength and the top axis is the corresponding idler wavelength.
The geometry is illustrated in the figure.
The calculated bandwidth for the processes 0.515 µm→ 1.450 µm+
0.800 µmis plotted in figure 29: an amplification bandwidth exceeding
40 nm is expected for a 3 mm crystal. This formula, although already
suggesting that the non-collinear OPA (nOPA) supports a much wi-
der phase-matching bandwidth, is not accurate in determining the
experimentally observed bandwidth as it assumes small energy de-
partures from the central wavelength. A more accurate description
requires a proper numerical treatment of the nOPA gain: for instance,
in the framework of Ytterbium-based optical parametric amplifiers,
simulations show that ultra-broad band spectra covering hundreds
of nanometers can be amplified [129, 130], with good agreement with
experimental results [131]. For the spectra reported, supporting few
cycle pulses, a simple expansion around the central frequency is not
a good description for pulse propagation and dispersion calculations:
one has to take into account the full ω-dependence of the refractive
index and spectral phase.
2.6.1 The spatial walk-off
The non-collinear configuration minimizes temporal walk-off effects
(also called longitudinal walk-off), enabling broad-bandwidth ampli-
fication in longer crystals. It must be kept in mind that the angle
between the three interacting waves results in a lateral walk-off in
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Figure 29: Gain bandwidth of a NOPA, calculated using Equation 81 for the
process 0.515 µm→ 1.450 µm+ 0.800 µmin BBO. The labeled lines
represent constant bandwidth contours.
no longer overlap in the region of maximum intensity, giving rise to
a mode asymmetry along the direction of non-collinearity. A useful
parameter to quantify this effect is the walk-off length, defined as the
distance after which the signal and the pump beam are separated by
the Gaussian beam parameter w0 of the pump. The calculated angu-
lar walk-off is plotted in figure 31: as expected, the length increases
for higher non-collinear angles and is reduced for larger pump spot
sizes.
An important aspect of the problem, so far neglected, is that the
beam propagations occurs in an anisotropic medium, in our case the
nonlinear crystal BBO. The necessary condition for achieving non-
critical phase matching, as discussed in section 2.4, is indeed bire-
fringence. The direction of the Poynting vector of an extraordinarily-
polarized wave in a birefringent crystal is not parallel to the direction
of the wave-vector [91]. The Poynting vector’s direction corresponds
to the direction of optical energy flow and hence the direction along
which the beam propagates, whereas the wavevector~k is orthogonal
to the phase fronts. BBO is a negative uniaxial crystal: in this case
a birefringence walk-off occurs for the extraordinarily-polarized pump
wave (Type I interaction). The Poynting vector has an angle ρ relative
to~kp in a direction opposite to the optical axis. This gives rise to two
inequivalent non-collinear phase-matching configurations, illustrated
in figure 30. If the wavevector of the signal wave lies between the opti-
cal axis and the pump wave, the angular walk-off between the signal
and the pump is further accentuated by the birefringence, one speaks
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Figure 30: Phase-matching configuration in presence of spatial walk-off. ρ
is the walk-off angle, δ is the angle of non-collinearity between
the signal wavevector ~ksignal and the pump wavevector ~kp. The
position of the optical axis in the two configurations is indica-
ted: when the optical axis is located counterclockwise from the
pump, one has a walk-off-compensated configuration and vice-
versa. αWOC and αTPM are the walk-off angles for the walk-off-
compensated and tangential phase matching configuration, re-
spectively.
in this case of tangential phase-matching configuration (TPM). On the
other hand, when the crystal is rotated by 180◦, the so called walk-off
compensated (WOC) phase-matching configuration is realized. In this
case the effect acts to increase the effective interaction length of the
process. The walk-off length, corrected for the birefringent effect is
indicated in figure 30, for both cases.
For a realistic beam parameter w0 of about 0.5 mm, the WOC
geometry ensures an interaction length above 10 mm, considerably
higher than the TPM case. The values are significantly above the
thickness of 3 mm required by the bandwidth analysis (Section 2.6),
showing that the geometrical effects introduced in the NOPA are not
a limiting factor for the configuration under study. Other aspects have
to be taken into account when comparing the two configurations, in
particular in Section 2.7.3.3, it will be shown that parasitic nonlinear
optical processes are different in the two cases.
2.7 optical chirped pulse parametric amplification
Optical parametric amplification is a powerful tool to convert the fre-
quency of femtosecond lasers, enabling tunable femtosecond pulses
from the visible to the infrared [122] and removing the constrains im-
posed by the laser gain bandwidth. Very energetic and moderately






























Figure 31: Spatial walk-off as a function of the walk-off angle for different
Gaussian beam parameters of the pump beam. The red line-dot
trace indicates the tangential phase-matching configuration, the
white line-dot trace shows the walk-off for a compensated geo-
metry. The diagonal lines mark contours of a constant walk-off
length, indicated in the labels.
chirped pulse amplification of mode-locked Nd and Yb lasers: opti-
cal parametric amplification can also be performed with these sources
to amplify femtosecond pulses [132]. In this case a narrow-bandwidth
source amplify a second, weaker source with a broad-bandwidth. In
this way the pulse power can be enhanced, thanks to the shorter final
pulse duration.
This extension of OPA is generally called optical parametric chirped-
pulse amplification (OPCPA): this name is due to an analogy with the
technique of chirped-pulse amplification (Section 2.3.1) in conventio-
nal quantum amplifiers [133]. Due to the nearly-instantaneous nature
of the induced nonlinear polarization, the parametric process is possi-
ble only during temporal overlap of the pump and the signal pulses.
The signal pulse has a broad bandwidth, supporting a pulse duration
in the femtosecond range: in order to achieve an efficient energy ex-
change, it has to be stretched to match the duration of the pump pulse.
Here lies the analogy with CPA: the amplified pulse is chirped in a
controlled way before amplification and subsequently re-compressed,
although in this case not to reduce the B-integral of the amplifier.
The stretching ratio in OPCPA is of few picoseconds, on the order
of the duration of the pump pulse, whereas for conventional CPA it
amounts to several tens to hundreds of picoseconds.
A conceptual scheme of an OPCPA is depicted in figure 32: the
seed radiation produced by a broadband light source is stretched in
a stretcher, in this example just by transmission through a dispersive
medium; the seed is amplified in a non-linear crystal by the pump ra-
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diation, which is produced by a synchronized laser source. The beam
interact non-collinearly to ensure broadband phase matching and an
idler beam is generated, removing the excess energy from the crystal.
The amplified beam is re-compressed in a suitable compressor, for ex-
ample a prism pair. This very basic OPCPA setup is also the one adop-
ted in this work, and will be described in more detail in Section 2.7.4.
Different OPCPAs, besides differing for the adopted pump and seed
lasers and their synchronization, might include several amplification
stages and adopt different choices for the stretcher-compressor pair,













Figure 32: General scheme of an OPCPA. The different parts are explained
in detail in the main text. The external angle between pump and
signal is indicated as α and the pump-idler angle is Ω.
The nearly-instantaneous temporal gating effect of the pump has
several implications which lie at the base of the distinction between
an OPCPA and a conventional OPA. Nowadays a typical OPCPA has
a pump pulse of several hundreds of femtoseconds (200 fs - few ps)
and is used to amplify a pulse supporting 5-30 fs [134, 135]. A conven-
tional OPA typically converts the sub-100 fs output of a Ti:Sapphire
laser to produce tunable visible or infrared pulse of comparable dura-
tion [122]. Recently, Ytterbium lasers with pulse duration below 300
fs, have become common and this has triggered the development of
commercial OPAs and nOPAs based on these systems. In this case, the
duration of the chirped amplified pulses lies in between the previous
two examples: as the pump pulse duration approaches the duration
of the amplified pulse, the distinction between OPA and OPCPA be-
comes artificial.
OPCPAs are increasingly popular due to their superiority in re-
spect to Ti:Sapphire for several key parameters. Different nonlinear
crystals are available allowing efficient amplification across a broa-
der frequency domain, from the near UV [136] to the infrared [137].
This represent a great advantage for several spectroscopic applica-
tions where resonant excitation of the system is desirable. The co-
herent combination of several broadband OPCPAs spanning several
octaves of radiation allow to synthesize the shortest controlled light
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waveforms [138]. Another field where OPCPAs have opened new pos-
sibilities, is the generation of extremely short (down to the attose-
cond scale) EUV /soft X-ray pulses via high-order harmonic genera-
tion (see Chapter 3). In general, several strong-field physics applica-
tions can benefit from the shorter pulses that a parametric amplifier
can support, since the highest peak powers are instantaneously app-
lied to the matter, before detrimental ionization occurs. The lack of a
quantum defect solves the thermal problems not allowing Ti:Sapphire
to reach simultaneously high repetition rate and high pulse energy:
by adopting adopting OPCPA technology, many experiments can be
performed in a fraction of the time. The success of this technology
strongly relies on the developments in the last two decades of high-
power and high-repetition-rate Ytterbium solid-state lasers, as the
ones described in Section 2.3.3. The current state-of-the-art promi-
ses to be able to surpass the Ti:Sapphire standards in every parame-
ter (pulse duration, energy and repetition rate), hence representing
a new generation in femtosecond laser technology. Dye lasers allo-
wed the first breakthroughs in the world of femtosecond physics, the
adoption of Ti:Sapphire amplifiers represented the second era of fem-
tosecond laser technology, greatly increasing pulse power and reliabi-
lity [105]. OPCPA today represent the third and newest generation of
ultrafast lasers [117].
2.7.1 Synchronization of seed and pump laser sources
To achieve a stable operation condition in a parametric amplifier, the
pump and seed have to be synchronized within a fraction of the pulse
duration. The various strategies to achieve such pump-signal synchro-
nization are the subject of this section. In particular, the focus will be
put on OPCPAs operating in the visible and near-infrared range and
based on Ytterbium pump lasers.
2.7.1.1 Electronic Synchronization
When the pump and the signal beams are derived from indepen-
dent lasers, it is necessary to synchronize the two laser oscillators
electronically. The most precise electronic synchronization is achie-
ved by locking the repetition rate of the two laser oscillators to a
high-frequency electronic oscillator, therefore requiring the adoption
of pricey GHz electronics. The current technology enables root-mean-
square fluctuations in the arrival time of the pulses on the order of 100
fs [139], sufficient when working with pulses lasting several tens of pi-
coseconds, but too high for sub-picosecond pulses. An electronically-
synchronized OPCPA has the advantage that the choice of the pump
laser is relatively decoupled to the seed laser oscillator, which is not
the case for optical synchronization.
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2.7.1.2 Seeding by Ti:Sapphire broadband oscillators
To build OPCPAs based on sub-picosecond pump lasers, the pump
laser is seeded directly using a fraction of the signal laser. The bro-
adband signal pulses can be provided by a Ti:Sapphire oscillator: the
challenge in this case is that the Ti:Sapphire laser line barely covers
the amplification bandwidth of the Yb and Nd lasers. Only the broa-
dest oscillators available [106] have a sufficient spectral power around
1 µm to directly seed an Ytterbium laser [131, 140–144]. For more con-
ventional Ti:Sapphire oscillators, a fraction of the pulses have to be
frequency shifted to match the Ytterbium gain profile. This can be
achieved using a technique called soliton self-frequency shift, attainable
via nonlinear propagation in a photonic crystal fiber [145]. In both
cases, the effective seed energy is rather low: a long optical path in re-
generative amplifiers or in fiber lasers might be necessary to rise the
pump pulse energy to desired level. This poses the problem of long-
term drifts on the relative optical path length which require active
delay stabilization [140, 141].
2.7.1.3 Supercontinuum seeded OPCPAs
An alternative to Ti:Sapphire seeding is to use an Ytterbium femtose-
cond oscillator, directly seeding the pump amplifier chain. To reach
a sufficient bandwidth the pulses have to be frequency-broadened
using nonlinear optical techniques. The weak oscillator pulses can
be focused into a large-mode-area micro-structured fiber [146–149]
where self-phase modulation over long interaction lengths produces
the desired broadening. If this fiber-based spectral supercontinuum re-
tains its phase coherence, it can be re-compressed to a duration of
few optical cycles. This is not always true due to soliton fission [150],
an effect which hinders the temporal coherence of the pulse train.
It is worth mentioning in this context that also Erbium-based fiber
lasers equipped with similar frequency conversion mechanisms are
promising for seeding of OPCPAs [128], these systems will not be
considered in this work.
Supercontinuum generation is also possible in transparent bulk ma-
terials, if higher-power pulses of an amplified femtosecond laser are
available. In this case the broadening process is usually called white-
light generation (WLG, Section 2.7.2). Efficient and stable WLG in bulk
materials was for a long time thought to be exclusive of sub-100 fs
pulses: further research in the field and the use of different optical ma-
terials such as YAG, proved that even picosecond lasers can produce
stable broadband spectral continua [151]. This is a tremendous sim-
plification in term of pump-signal stabilization, as part of the pump
laser can be split immediately before the OPCPA to produce the seed
radiation, virtually eliminating the drift problems. This approach is
largely adopted in ultrafast fiber amplifiers, where the pulse duration
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is well below 500 fs and a high quality continuum can be produced
without efforts [152, 153, 136, 154–156]. For longer pulse durations,
typical of Yb:YAG systems (about 1 ps), the approach is still feasible,
at a cost of a somewhat increased complexity: in the work of Schulz
et al., the authors report that the crystal has to be continuously trans-
lated to avoid long-term damage of the crystal [157, 158].
2.7.1.4 Hybrid seed
A high-power amplifier can consist of several stages, where the fi-
nal amplification is sometimes performed in a booster stage, prece-
ded by pre-amplifiers: this is also the case of the Ytterbium ampli-
fier described in this work (see Section 2.7.4), where a picosecond
Yb:YAG innoSlab amplifier is seeded by a high-power fiber amplifier.
In this case, the overall path length in the power amplifier is only a
few meters and an hybrid approach can be successfully implemented
[159, 160]. In this case, the fiber amplifier is used to generate a white
light continuum, which is then stretched and amplified by the pico-
second power amplifier. The pointing stability and the mode quality
are better for the fiber system, at the same time the pulse duration is
shorter: the generated broadband signal is therefore more stable than
the one obtained with the power amplifier pulses [158].
2.7.2 White light generation in bulk materials
When a light pulse of sufficient intensity travels through an opti-
cal material, nonlinear phase modulation produces new frequency
components. The effect can be quite dramatic for high-intensity near-
infrared femtosecond pulses, which may produce an extremely broad
continuum spanning both the blue and the red side of the original
spectrum: this phenomenon of supercontinuum generation occurs both
in condensed and gaseous media and was intensively studied for its
applications as broadband light source [161].
The very short Fourier limit of supercontinuum light is particularly
attractive: the broadened light can potentially be compressed to very
short pulse durations, provided that temporal coherence is retained in
the process. Broadening of high-intensity femtosecond lasers in gases
is routinely employed to generate few-cycle pulses, a technique called
nonlinear compression [162]. Nonlinear compression allows dramatic
pulse shortening with relatively good efficiency (on the order of 50
%). In the case of OPA or OPCPA seeding, the broadening is most
often performed with pulses of lower power in a bulk transparent
material, for which the intensity threshold is reduced. On the other
hand such white light generation results in few nJ of white light at
most [151].
Supercontinuum generation is a rather complex phenomenon which
involves several nonlinear optical effects [163]: a full understanding
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of the various broadening mechanisms requires extensive simulati-
ons of the pulse evolution in a dispersive, ionized, nonlinear medium,
beyond the scope of this thesis.
Qualitatively, the key-component for spectral broadening is self-
phase modulation (Section 2.2). Two effects contribute to the time-
dependent index of refraction: the optical Kerr effect and the pre-
sence of a time-varying plasma density due to ionization of the me-
dium. The overall broadening becomes larger if the pulse propagate
at high intensity for longer distances: it is therefore maximized when
diffraction is compensated, for instance by propagating the beam in
a waveguide or in a fiber. In the case of white-light generation, a phe-
nomenon called filamentation is responsible of this long interaction
length. Filamentation is the result of an interplay between the Kerr ef-
fect and the generated plasma, but this time occurring in the radial di-
rection of the beam. Kerr lensing induces a self-focusing effect which
increases the intensity and thereby the level of ionization. The hig-
her plasma density at the beam center, counteracts the self-focusing
by plasma defocusing. A filament occurs when the beam geometrical
parameters are such that a perfect balance between the two effects
is achieved, a condition known as intensity clamping. The increased
length of such filament, compared to the usual depth of focus set by
diffraction, is at the base of the extreme bandwidth of the white light.
Thanks to its high damage threshold, sapphire has been the most
widely used material for white light generation to seed nOPAs. The
development of Ytterbium lasers has pushed the investigation of alter-
native materials, capable of efficient and long-term stable continuum
generation when irradiated with the comparatively longer pulses of
these lasers [151, 157, 164]. The material’s key parameters for WLG
are the damage threshold, the third-order susceptibility, responsible
for the Kerr effect, and the band gap, which governs the multi-photon
absorption leading to free carriers [151]. In the case of continuum ge-
neration with ytterbium lasers, YAG is well established: thanks to the
lower band gap compared to sapphire, the threshold for white light
is lower and stable continua can be produced either with pulses of
duration of few hundreds of femtosecond [151] or with picosecond
pulses [157, 164]. The experimental results of WLG in YAG will be
presented in Section 2.7.5.3.
2.7.3 OPCPA bandwidth engineering
The amplified spectrum is one of the most important parameter of
an OPCPA: the desired wavelength-tunability range determines the
choice of nonlinear crystals as well as the wavelength of the seed and
pump lasers.
The spectral bandwidth is selected during the chirped pulse ampli-
fication: due to the temporal gating effect of the pump, the relative
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duration of the broadband signal and the pump is what matters in
this respect. The duration of the pump laser is usually most often
kept as short as possible to maximize the intensity: this allows to
reach the same gain with larger spot sizes, minimizing the fluence,
simultaneously, the threshold intensity for optical damage increases
with pulse duration (Section 2.5). Shorter pump pulses also minimize
the overall stretching of the seed, thereby simplifying the compres-
sion. The bandwidth of the laser is therefore usually controlled by a





Figure 33: Schematic illustration of optical chirped pulse parametric ampli-
fication. The pump temporal FWHM is Tpump and the signal du-
ration is Tsignal a) The signal is compressed relative to the pump;
b) the duration of the interacting pulses is matched c) the signal
is considerably longer relative to the pump. By delaying the two
pulses by ∆T, different frequency components are amplified.
The seed pulse has a bandwidth supporting pulse durations of few
femtoseconds: when chirped to a duration approaching the picose-
cond level, the instantaneous frequency changes monotonically with
time, increasing (decreasing) for positive (negative) chirp. If the pump
duration is overall longer than the seed (figure 33-a) all the frequency
components are within the pump temporal envelope, and the full
spectrum undergoes amplification. However, only a small portion of
the pump is effectively seeded, resulting in a poor efficiency. In case
b) the duration of the pump and the seed is matched: again all the fre-
quency components can be potentially amplified, but now the availa-
ble pump will be more effectively depleted. In case c) the seed stretch
is increased further: only the frequency components below the pump
temporal envelope are amplified, resulting in a narrower bandwidth
at a certain wavelength.
A situation like b) is desirable when amplifying the shortest pul-
ses and thus fully exploiting the non-collinear achromatic phase mat-
ching. Situation c) instead results in flexibility in the selection of the
central wavelength and the bandwidth of the OPCPA. By changing
the relative delay between the two pulses one can change the central
wavelength. The amplified bandwidth can be increased or decreased
by changing the amount of chirp in the seed.
The efficiency of the process does not change significantly as long
as enough seed photons are present to saturate the gain and deplete
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the pump. However, as the stretch grows, increasingly less power per
unit frequency seeds the OPCPA, ultimately preventing saturation. If
the pump cannot be fully depleted in a single pass, more amplifica-
tion stages are required: a high power seed helps to simplify the setup
by reducing the number of stages.
2.7.3.1 Parametric superfluorescence
Another important aspect speaks against low seed power and the
corresponding high gain factors: the presence of parametric superfluo-
rescence. Vacuum fluctuations of the electric field are always present:
these photons can initiate spontaneous down-conversion of the pump
into idler and signal photons. These can in turn be further ampli-
fied and compete with the seed photons for gain (see for more detail
reference [165] and references therein). The random nature of these
quantum fluctuations makes the superfluorescence temporally inco-
herent, therefore resulting in an incompressible temporal pedestal of
the duration of the pump pulse, detrimental in several applications.
To minimize the amplified superfluorescence is better to split the total
gain between several stages. This helps because the divergence of the
superfluorescence and the amplified light are different, allowing to
remove some of the unwanted superfluorescent by spatially filtering
the beam before the final amplification stages [166].
2.7.3.2 Optimization of OPCPA efficiency
The simplified theory presented in this work does not account for
the pump depletion which occurs when high conversion efficiencies
are reached. Numerical solution of the coupled differential equations
governing the process are necessary for a more realistic description
(for a relevant example on VIS-NIR OPCPA pumped by picosecond
Yb:YAG lasers, reference [130] can be consulted). The non-uniformity
of the pump profile, both in space and in time, determines a different,
time-dependent gain for various frequency components. For example
when the frequency components below the temporal maximum are
already experiencing saturation, the ones under the wings still un-
dergo high gain.
A more in-depth analysis [167, 168] reveals that there are trade-offs
between the conversion efficiency and the achievable bandwidth: a
precise chirp control of separate stages and temporal shaping of the
pump pulses [169] can be used to optimize the amplification process
for maximizing the final peak power. The same considerations hold
also for the spatial profile, where again the non-uniformity of the
gain and later walk-off effects can reduce the conversion efficiency
[170]. Spatio-temporal shaping can indeed increase the conversion
efficiency of OPCPAs, however the losses and the complexity of pump
shaping optics may in practice overcome the benefits.
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The typical efficiencies reported for OPCPAs operating in the VIS-
NIR range, pumped by the second harmonic of sub-picosecond diffraction-
limited Yb:YAG amplifiers ranges between 15 % [160] to 25 % [171,
144], without recurring to pump shaping.
2.7.3.3 Parasitic second harmonic generation and thermal effects.
Several parasitic effects can occur in an OPCPA, especially when
extremely high bandwidths have to be realized. These effects are
three-wave mixing processes which are also phase-matched during
amplification and produce radiation at different wavelengths, com-
peting with the signal growth [129, 131]. In the case of parametric
amplification in BBO in the range between 650 nm and 1000 nm, a
recognized problem is parasitic second harmonic generation of the
signal, which becomes particularly efficient around 900 nm for the
walk-off compensated (WOC) phase matching scheme [172]. The pa-
rasitic effect can be reduced by selecting a tangential phase mat-
ching (TPM) scheme, for which the phase-matching wavelength is
red-shifted: broadband amplifiers covering this range have to adopt
TPM to limit severe losses and spectral distortions in the NIR. The
TPM however limits the usable crystal thickness and generally wor-
sen the mode shape. In the case of narrower bandwidths centered
around 800 nm, such as the one considered in this thesis, the two con-
figurations were compared and the WOC configuration was found
to give better results with only a modest residual parasitic second
harmonic (Section 2.7.6)
Even though OPA is more thermally-efficient than a conventional
laser, the average powers of the pump is still exceptionally high, with
the possibility to be scaled to the kilowatt level. Residual thermal
effects due to the finite transmission of the crystal, the possible ab-
sorption of the idler wave and of the parasitic waves is expected to
rise the temperature in the crystal non-uniformly. The thermo-optical
effect, already before observing distortions due to thermal lensing,
disturbs the phase matching. To model the residual absorption of a
given nonlinear crystal, a knowledge of the absorption coefficient is
necessary. The study of reference [173] reveals that the major role
is played by residual absorption of the pump and of the idler wave
above 2 µm. In the cited work, a broadband signal covering a range
from 600 to 1230 nm was amplified in BBO: the study revealed a tem-
perature increases by more than 150 K for megahertz repetition rate
and a 200 W Ytterbium pump laser. By restricting the amplification
range above 690 nm, only the pump absorption plays a role: the same
study reported a increase of around 50 K in this case. This has to be
compared to temperature acceptance bandwidth of the mixing pro-
cess: this quantity is defined as the temperature change necessary for
which the product L∆k varies form −pi to pi, where L is the crystal
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length and ∆k is the phase mismatch9. In the case of amplification of
800 nm radiation in BBO this is 39.82 K cm 10.
In the case of a few-millimeters-long crystals studied by reference
[173], 50 K are not yet sufficient to disrupt the OPCPA process noti-
ceably. The absorption coefficient for the pump can be several hund-
reds 10−6 cm−1, with some variability depending on the manufactu-
rer [158]. Riedel et al. characterized several crystals and found the
lowest absorption coefficient to be 13 × 10−6 cm−1. In this case a
marginal temperature increase below 1 K was measured for a 160
W Ytterbium pump lasers and bandwidth of about 240 nm, with the
spectrum entirely above the mentioned short wavelength cut-off.
Even when the phase-matching process is not severely disturbed
by the temperature increase, a mechanical tensile stress can build up
in the crystal and potentially lead to fracture. In the case of BBO
this occurs at an estimated temperature of 470 K [173]. In respect of
the thermal management, LBO is a better candidate for scaling to
high average powers: the limiting power achievable in LBO using a
realistically available Ytterbium pump laser of 1.6 kW is about 181 W
at 100 kHz with 7 fs pulses [130].
2.7.4 Laser system overview
The laser system developed in this thesis has two main design go-
als: the first is to achieve a high average power, enabling HHG at
very high repetition rates. The second goal is to have a tunable band-
width, giving the choice between high temporal resolution and nar-
rower spectral width, for experiments requiring a better energy re-
solution. The goal for the temporal resolution was set under 20 fs,
below conventional high-power Ti:Sapphire amplifiers. In the narrow
bandwidth mode, the target was to achieve a time-bandwidth pro-
duct comparable to a conventional, high-repetition-rate Ti:Sapphire11,
but at a considerably higher average power. A central wavelength
of 800 nm, similar to the widespread Ti:Sapphire laser, was chosen
because reliable and cheap optical components are available out-of-
the-shelf.
The technology of choice was described in the first part of this
chapter: the ultrafast amplifier is an OPCPA, based on an ultrafast
Ytterbium laser with an hybrid (section 2.7.1.4) architecture. The fre-
quency/bandwidth tuning is performed using the methodology des-
cribed in section 2.7.3. The laser system is based on a combination
of Ytterbium:fiber amplifier, which has a pulse duration of 350 fs for
which the generation of a stable white-light continuum in YAG is well
9 this is about 13% larger than the FWHM of the sinc function for the phase-matching
bandwidth introduced in Section 2.4
10 SNLO, nonlinear optics code available from A. V. Smith, AS-Photonics, Albuquerque,
New Mexico, USA, http://www.as-photonics.com/snlo
11 RegA, Coherent, https://www.coherent.com
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established (section 2.7.2). The high-average-power pump is based on
a commercial Yb:YAG innoSlab amplifier 12. An important require-
ment for the OPCPA is to achieve stability over the course of several
hours, to enable extended HHG-based tr-ARPES data acquisition.
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Figure 34: Scheme of the laser system.
The laser system is schematized in figure 34. The fiber laser produ-
ces pulses with an 8 nm FWHM bandwidth at an average power of
9.2 W at a repetition rate of 500 kHz. A part of this power is compres-
sed to 360 fs and is used to generate a white-light continuum in YAG.
At least 4 nJ of radiation between 650-950 nm seed the OPCPA. The
second part of the fiber laser output is further amplified in the innoS-
lab amplifier: due to the advantageous design of this laser, the CPA
can be kept at a minimum level. The output pulses, with about 20 ps
pulse duration at an average power of 200 W are re-compressed to 1
ps in a home-build grating compressor and frequency doubled. The
result is more than 90 W of 515 nm radiation to be used for pumping
the OPCPA. To match the duration of the picosecond pump pulses,
the white light is stretched in a glass block: the use of different glass
thicknesses allow to tune the amplifier bandwidth. The seed energy
is sufficient for using a single stage of amplification, therefore greatly
simplifying daily operation. Finally, the pulses are re-compressed in a
prism compressor. The final output power exceeds 15 W; when tuned
to 800 nm and with a bandwidth of approximately 45 nm, the pulses
could be re-compressed to a sub-40 fs pulse duration. The next secti-
ons will describe in greater detail the specifications of the Ytterbium
12 AMPHOS 200, Amphos, http://www.amphos.de
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Table 4: Requirements for the fiber laser for a repetion rate of 500 kHz: λc =
central wavelength; ∆λ = FWHM bandwidth; ∆t = pulse duration;
Ep = pulse energy
Task λc (µm) ∆λ (nm) ∆t (ps) Power (W) Ep (µJ)
White light ∼ 1 & 5 . 0.4 & 0.5 & 1
Slab seed 1.030 1.5 > 20 > 1 > 2
laser system and the experimental results. Some of the data presented
on this chapter was published in reference [19].
2.7.5 The Ytterbium fiber laser system
The fiber laser is based on a master-oscillator power-amplifier (MOPA)
architecture: a master oscillator produces weak pulses, which are pre-
amplified in conventional fibers before seeding a power amplifier ba-
sed on a large-mode-area fiber. The laser system operates at a repe-
tition rate of several hundreds of kHz to one MHz and produces a
broadband continuum spanning the visible to seed the OPCPA, si-
multaneously, it is able to seed the innoSlab amplifier. The minimal
requirements are summarized in table 4 for a repetition rate of 500
kHz:
2.7.5.1 All-normal dispersion fiber oscillator
It is rather difficult to scale the pulse energy of an ultrafast fiber oscil-
lator: high B-integral disturb the intra-cavity pulse evolution, making
the design of fiber oscillators rather different than their solid state
counterparts [174]. Another challenge comes from the fact that the
gain profile of an Yb doped glass fiber is not maximum at the wave-
length 1.030 µm which is required to seed the Yb:YAG system.
Driven by the increased demand of femtosecond fiber lasers, rese-
arch in the field have brought to the development of oscillators ope-
rating in the all-normal-dispersion regime (ANDi lasers) which are
capable of achieving nJ pulses, with tunable wavelength and band-
widths supporting ≈ 100 fs [175]. The nonlinear pulse evolution in
such laser is itself part of the design: spectral broadening effects are
used together with intra-cavity spectral filtering. This allows to center
the wavelength within the gain in Yb:YAG, to produce bandwidths
supporting pulse durations below 200 fs and to promote pulse for-
mation. An important feature of these lasers is that they operate in
a chirped-pulse regime, therefore their output is not Fourier-limited
and require an external compression mechanism to reach the ultimate
pulse duration. In our system, a 25 MHz mode-locked Ytterbium fiber
oscillator working in all normal dispersive regime provides a spectral
bandwidth of 10 nm full width half maximum (FWHM) at a central
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wavelength of 1030 nm [176]. The scheme of the oscillator is shown
in figure 35: it comprises of a fiber-only part, together with a free-
space-propagation section. One of the benefit of an all-fiber design is
the alignment insensitivity: unfortunately, due to the lack of suitable
components such a solution was not possible. The free-space propa-
gation in the laser oscillator has a length of only about 50 cm, embed-
ded in an actively temperature-controlled, monolithic breadboard of
a footprint of about 50× 40 cm2. The laser operates 24/7 for several
months without need for re-alignment.
BSλ/2 λ/4
λ/2
  λ Filters
LD
Figure 35: Ytterbium:fiber oscillator, LD is the pump laser diode, λ/2 half-
waveplate, λ/4 quarter-waveplate, λ filter = birefringent band-
pass filter; BS beam splitter
The free-space part of the cavity contains three waveplates (two
half-waveplates, labeled λ/2 in figure 35 and a quarter-waveplate, la-
beled λ/4), a polarizing beam splitter used as output coupler, an op-
tical isolator defining the circulation direction of the ring cavity and a
wavelength filter (indicated as λ filter in figure 35). These wavelength
filters are a combination of birefringent plates of different thickness
and a thin-film polarizer, used to reject part of the spectrum based
on the different polarization rotation for different wavelengths. The
filter is the main component used to set the central wavelength of the
laser at 1.030 µm. Mode-locking is achieved by nonlinear polarization
evolution: during propagation in the fiber, an intensity-dependent po-
larization rotation occurs, a polarizer can promote mode locking in a
similar fashion of the aperture of a Kerr-lens-mode-locked laser. Self
phase modulation and spectral filtering in the wavelength filter parti-
cipate in the pulse formation too: the self phase modulation produces
new frequency components at the wings of the spectrum which are re-
jected by the λ filter. Due to the high chirp of the pulse, such spectral
filtering is equivalent to a temporal gating.
The pump of the laser is a laser diode, which is fiber-coupled to
the pump core of the Ytterbium-doped fiber through a wavelength
division multiplexer. The oscillator’s output power and bandwidth
depend on the settings of the waveplates and on the current in the
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pump laser diode. Up to 500 mW of output power in mode-locked
operation can be achieved, with pulses than could be re-compressed
to about 250 fs, measured with an autocorrelation technique.
2.7.5.2 Fiber amplifier
The overall scheme of the fiber CPA is shown in figure 36.
Yb fiber oscillator
 > 0.5 W 
Stretcher - 135 ps 
Yb DC 65 µm rod  



















Compressor - 350 fs 
Figure 36: Schematic of the Fiber laser. λ/2 half-waveplate; λ/4 quarter-
waveplate; BS beam splitter; CVBG chirped volume Bragg grating;
AOM acusto-optical modulator; LD pump laser diode.
After the oscillator, a fiber pre-amplifier is used to raise the energy
and reduce the repetition rate. The stretcher for the chirped pulse am-
plification is based on a chirped volume Bragg grating13. The pulse
duration is ≈ 130 ps before amplification. About 40 mW are neces-
sary to seed the dual-stage preamplifier14. The pump laser consists
of a pair of fiber-coupled laser diodes with up to 10 W CW po-
wer each; the amplification is performed in double-clad polarization-
maintaining large-mode-area fiber. Active temperature control ena-
bles to tune the wavelength of the pump diodes to maximize the
absorption by Ytterbium and stabilize the gain. The whole assembly
is embedded in a water-cooled aluminium housing. Between the two
amplification stages, a fiber-coupled acusto-optical modulator redu-
ces the repetition rate to range between 0.3 and 1 MHz. The final out-
13 CVBG, Optigrade 12.55 ps/nm
14 VENTEON | PULSE : THREE PRE-AMP 3
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put power is above 150 mW in the whole range and the bandwidth,







Figure 37: Left: image of the end-facet of the seeded ROD-type fiber, sho-
wing the active core and the photonic structure. Right: entrance
face of the ROD-type fiber, showing the pump radiation mode
(the fiber is end-pumped) and the stress-rods for polarization
maintaining operation.
The main amplification stage consists of a 80-cm-long photonic cry-
stal fiber15, designed to have a very large mode area of 76 µm, thereby
capable of amplifying the pulses to a ten-watts level, without exces-
sive distortion. An image of the output of the fiber is shown on figure
37: on the left side, the seed radiation in the active core is imaged
on a CCD camera. Around the core, a photonic structure given by
periodic holes ensure single-mode operation and diffraction-limited
output for this large mode size. On the right-hand side, the same
image is taken for the pump radiation, highlighting the pump core,
overlapping with the active core. The fiber is end-pumped by a laser
diode with up to 50 W power. A pre-amplifier power of 136 mW is
sufficient to saturate the gain of the last amplification stage and an
average power up to 10 W is reached at a pump power of 23 W. After
amplification the spectral bandwidth is about 7 nm FWHM centered
at 1030 nm.
The output of the ROD-type laser is split: the first part is used to
seed the slab amplifier (see section 2.7.5.4). The rest of the output is
sent into a two-stage compressor: first, a CVBG of the same disper-
sion rate of the stretcher, but of opposite sign, compensates most of
the chirp. As the pulses have travelled several meters of fibers, and
due to the fact that the oscillator output was originally chirped to
several picoseconds, this is not yet sufficient to achieve full compres-
sion. The second part of the compressor consists of a transmission
grating in a four-pass geometry, which reduces the pulse duration to
360 fs (inferred from intensity autocorrelation). The overall compres-
sor transmission is about 50%: this leaves a compressed output of
15 NKT, DC 285/100 PM-Yb-ROD
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about 2 W (4 µJ), sufficient for the generation of a stable white-light
continuum, as will be shown in the next section.
2.7.5.3 White light generation results
The short pulses of the fiber system are well suited for white light
generation in YAG (see section 2.7.2 ). To establish the optimal condi-
tions for white light generation, several crystal thickness (4, 8, 16 and
20 mm) and different focusing geometry were compared. The goal
of the study is to find the best compromise between long-term sta-
bility and sufficient efficiency to seed the OPCPA. If the white light
power is sufficiently high, it is possible to saturate the OPCPA gain in
a single amplification stage, thereby decreasing the complexity and
potentially improving the overall stability.
The setup consists of an iris followed by respectively 75, 100, 200
mm focal-length plano-convex lenses, the beam diameter (2w0) at the
curved front face of the lens was approximately 2 mm. The crystal
is installed on a translation stage, a 1030 nm high-reflective dielectric
mirror is used to remove the driving wavelength; the transmission of
the separator is flat across the visible range until a cut-off at about 940
nm. The power and the spectrum of the white light were measured
simultaneously, using a power meter and a fiber spectrometer. During
the experiment, for every optical fluence the position of the crystal
is re-optimized to achieve the best total power yield. By closing the
iris, it is possible to fine-tune the focusing conditions [151], however
this simultaneously introduces interference effects and reduces the
power. In order not to introduce such an uncontrolled effect, in this
comparison the beam was always left unclipped. The effects of the
iris were tested and did not yield sizeable improvements.
At a peak intensity of about 330 GW/cm2, the crystal degrades af-
ter a few seconds: the intensity was therefore limited well below this
value. To achieve long-term stability, with virtual no degradation over
days, it was possible to use a fluence of up to 200 GW/cm2 in our la-
boratory conditions. Several studies report that continuously moving
the crystal [157, 158] improves the lifetime, so also fluences above 200
GW/cm2 where considered in the comparison. Figure 38 compares
the spectra of typical white-light supercontinua in a 4 mm and a 20
mm YAG crystal, for an input pulse energy of 1.4 µJ and at repetition
rate of 500 kHz. The spectrum extends between 500 and 920 nm; the
long wavelength cut-off is determined by the spectral filter used to re-
move the fundamental: the conversion efficiency in this spectral range
is on the order of 10−3. The filter most-likely introduces the peak-like
structure around 515 nm, which is not relevant for the OPCPA as it
is outside the amplification bandwidth. It is not clear if the ripples
seen around 900 nm are due to oscillations in the filter reflectivity or
to the white light generation process itself, but the fact that they ap-
pear already close to the threshold power for white light generation
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and that their position is fixed, points toward the first option. The
spectrum was normalized to the power measured with a calibrated
power meter. The fiber spectrometer response was tested comparing
direct sunlight with a reference solar spectrum, the factory calibration
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Figure 38: Spectral power density for the white-light measured in two con-
figurations indicated in the figure. The red shaded region repre-
sents a window of 50 nm around 800 nm, used for calculating the
effective-seed power.
For our application, the spectral area around 800 nm has a particu-
lar interest. In the following section, the absolute power within this
region was also extracted from the calibrated spectra as a reference.
As the input power is increased, multiple competing filaments deve-
lop in the crystal, resulting in spectral interference, power instability
and in a reduced mode quality. This is shown in Figure 39 for a 20
mm crystal and 200 mm focal length, the beam diameter 2w0 at the
lens was approximately 2 mm: above a power of 1200 mW (2.4 µJ)
strong spectral modulations arise indicating multiple filaments.
The results are summarized in Figure 40, reporting the total white
light power as a function of incident power for the different focal
lengths and crystals; on the right hand side of the same figure the
power in a window of 50 nm around 800 nm is extracted form the
spectra. For all the investigated parameters the total output power
tend to increase as the incident power increases. For the shorter focal
length the output is quickly saturated when the crystal length is in-
creased: there is no significant improvement in total power by using
crystals above 4 mm for focal lengths of 100 mm or below, however
as can be seen in 40, there is an overall spectral shift toward the NIR
spectrum around 800 nm for longer crystals. At 200 mm focal length,





































Figure 39: White light spectrum for increasing power of the fiber amplifier:
above a threshold of about 1.2 W (2.4 µJ), red thick line, strong
spectral modulations arise. This effect is understood as interfe-
rence between multiple filaments. The spectra have been measu-
red using a 20 mm thick YAG crystal and using a 200 mm focal
length
mm; longer focal length were not tested, however, it is plausible that
a longer focal length might still improve the yield. The presence of
multiple filaments for longer crystals, as can be seen in figure 39 is
highlighted by the discontinuity in the total power around 1300 mW;
for a 16-mm-long crystal the multi-filament behavior occurs only at
the highest fluence investigated. The highest efficiency, before the on-
set of multiple filaments, was recorded with the longest crystal at a
focal length of 200 mm and 1200 mW power. In this conditions, the
white light has an energy of more than 20 nJ, and a seed of 3 nJ for
an 800-nm OPCPA. This is more than enough for saturating a single
stage OPCPA based on a 4 mm BBO crystal, when operating at band-
width of 50 nm FWHM: the seed power finally used was around 2 nJ
at 800 nm for stable longe-term operation.
2.7.5.4 Picosecond pump laser
The picosecond pump laser consists of an Yb:YAG innoSlab16 (see
section 2.7.5.4): the laser was seeded by the uncompressed output
of the fiber amplifier. Experimentally, about 3.6 W are sufficient to
seed the innoSlab amplifier, which has an output power exceeding
200 W at 500 kHz repetition rate; the spectrum is centered at 1030
nm with a FWHM of 1.6 nm. The very high powers involved require
special care for long-term stability: water-cooled beam dumps where
employed whenever possible to catch any high-power beam (such as
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Figure 40: Systematic measure of white-light total power (left column) and
effective seed power (right column) for the focal lengths of 75 mm,
100 mm and 200 mm (line a),b),c) respectively). For every configu-
ration, four different YAG crystals where tested, with thicknesses
of 4, 8, 16 and 20 mm.
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the depleted pump beams) and any residual reflections from optical
components; moreover an active beam stabilization unit was deve-
loped to compensate slow drifts of the pointing over time, thereby
ensuring optimal overlap between pump and signal in the OPCPA.
The chirp of the seed pulses is about 12.5 ps/nm: this translates
into an output pulse duration of about 20 ps after amplification in
the innoSlab. Two home-built Tracey compressors [99] were develo-
ped for the laser: the first implementation is based on dielectric trans-
mission gratings with 1000 lines/mm17. The pulse compression in
this case was about 1.25 ps, with a transmission close to 75%. An up-
grade was successively installed, employing newly-developed high-
reflective dielectric gratings18 with a measured diffraction efficiency
of more than 98% and 1600 lines/mm. This upgrade increased the
total transmission to 96%. In this second case, due to a more compact
and easy-to-align setup, and possibly thanks to the reduced thermal
effects in the compressor, the pulse duration was measured to be as
short as 0.7 ps. Up to 190 W were frequency doubled in a 1-mm-thick
BBO crystal (the details of the crystal’s cut angle are given in table
3) with 55% efficiency, in line with similar results found in literature
[177]. The resulting 105 W average power19, at a wavelength of 515
nm, were used for pumping the OPCPA.
2.7.6 OPCPA characterization
Thanks to the high-power white light, optical parametric amplifica-
tion was performed in a single stage: the overall setup is schematized
in figure 34.
The seed and the pump beams are overlapped non-collinearly for
achromatic phase matching in a BBO crystal (θ = 24.3◦, internal an-
gle 2.4◦, Type I). A minimum seed power of 2 mW (0.1 mW in the
800± 25 nm spectral region) was necessary to saturate the OPCPA
power. The seed was generated in a 20-mm-thick YAG crystal, focu-
sing the compressed output of the fiber laser with a plano-convex lens
of 200 mm focal length. The typical seed power was 6.3 mW (1 mW
or 2 nJ in the 800± 25 nm spectral region): no degradation of the YAG
crystal was observed over more than one year of operation. Several
tests were performed to find the optimum pump spot size and cry-
stal length. A pump FWHM of 815 µm (4σ diameter = 1340 µm) and
4-mm-thick BBO20 gave a good compromise between high gain, no
detrimental self-focusing effects and long-term stability. The typical
lifetime of the crystal is several days of continuous operation, depen-
17 LightSmyth Tech.
18 AMO
19 82.5 W were measured with the first compressor in a 2-mm-thick BBO crystal.






Figure 41: Measured FWHM of the pump and seed mode for optimized
operation of the OPCPA.
ding largely on the quality of the coating. The intensity in this case21
is about 35 GW/cm2. The seed pulses are stretched by transmission
through approximately 60 mm fused silica glass: an amplified band-
width of 145 nm (-10 dBc) was obtained for 1.2-ps-long pump pulses.
By improving the compression, the very same settings lead to an am-
plified bandwidth of about 60 nm (-10 dBc) as illustrated in Figure 42.
The different results are easily explained in a time domain picture:
in figure 43, the temporal pulse shape of the spectra of figure 42 was
calculated using the Sellmaier equation for the dispersive materials in
the beam path, the same calculation was performed for a white light
spectrum. The result are compared with two Gaussian pulses with
the same time width of the pump. The temporal width of the stret-
ched pulses is in good agreement with the pump duration, illustra-
ting how temporal gating by the pump controls the OPCPA spectrum
(Section 2.7).
The spot size of the white light was varied to optimize the con-
version efficiency, the optimal white light spot had a FWHM of 1080
µm, the optimum mode ratio was therefore 0.75 seed/pump22. An
maximum average power output of 28 W was measured for the am-
plified signal. This corresponds to a pump-to-signal conversion ef-
ficiency of 25% in the single-stage OPCPA. A slight change of the
phase-matching angle of the BBO is observed with increasing pump
power. The phase-matching drift stabilizes within a few minutes and
is likely caused by thermal effects. Therefore, the phase-matching an-
gle is finally optimized after thermalization. It was hard to reproduce
the maximum power output on a daily basis due to several factors,
mainly related to damage of the optical coatings exposed to the 0.515
µm beam; the situation was improved by reducing the power of the
21 To achieve the same intensity with the old compressor, a FWHM spot size of 575 µm
was adopted [19]
22 For the long pulses the results were pump FWHM 575 µm; seed 650 µm, with a ratio

















Figure 42: Spectrum of the OPCPA for two pump pulse durations: 1.2 ps
(black line) and 0.7 ps (blue line). The upper-plot has a linear
intensity scale, normalized to the peak of the spectrum: the indi-
cated width is the FWHM. The lower plot present the same data
on a logarithmic scale, used to compute the -10 dBc width. The
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Figure 43: Simulated temporal envelopes of the interacting OPCPA pulses.
The amplified signal is plotted in red for a 1.2-ps-long pump
pulse (top) and for 0.7 ps (bottom). The pump pulses are represen-
ted by Gaussian pulses having the experimental temporal FWHM
(gree curves). The white light seed temporal profile is plotted
with a rainbow shading.
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amplifier to 180 W, which lead to a reproducible power of about 22
W.
A walk-off-compensated configuration was adopted for achieving
the best beam quality, the mode profile is shown in figure 44 b); in
this configuration a modest parasitic second harmonic was present
in the spectrum. In the case of broader bandwidths (black curve in
figure 42) the second harmonic was more noticeable due to the stron-
ger components in the longer wavelength side (see section 2.7.3.3):
using a dichroic mirror, out of an output of about 18.3 W, 260 mW
were measured to be parasitic second harmonic. For the narrower
spectrum (blue curve in figure 42) 1% can be considered an upper es-
timate of parasitic second harmonic. Tangential phase matching was
also tested, but resulted in a reduced power output, likely due to
lateral walk-off effects in the 4-mm-long crystal.
The beam quality was checked at a central wavelength of 750 nm,
for an average power of about 19 W. The near field spot profile is
shown in panel b) in figure 44. The beam quality was measured using
the D4σ method and a calibrated beam profiler23. A nearly diffraction-
limited quality of M2x = 1.12 was obtained in the plane defined by the
non-collinear wavevectors of pump and signal waves, in the orthogo-
nal direction the mode quality was M2y = 1.28. The measured values
agree well with the M2-value of the pump laser of 1.10 and 1.36 for
the x and y directions, respectively [19].
2.7.6.1 Wavelength tunability and pulse compression
One of the most attractive features of OPCPAs is the wavelength and
bandwidth tunability: the non-collinear phase matching allows bro-
adband phase matching down to about 650 nm for a pump with a
wavelength of 515 nm. In Figure 44, the wavelength tunability of the
system is reported, in the case of 1.3 ps pump pulses: the output po-
wer is above 15 W when tuning the central wavelength in the range
680 nm - 900 nm .
The highest output power of 19.7 W is achieved around 750 nm,
close to the seed WLG maximum used for the tuning experiment
(shaded gray curve in figure 44). Tuning the system toward the near-
infrared increases the bandwidth due to lower material of the fused
silica glass stretcher in this spectral range. In order to achieve a com-
parable bandwidth around 900 nm, an additional 50-mm-long glass
block of fused silica was added, which also reduced the average po-
wer to 15 W due to the lower seed level. The spectrum was tuned
around 790 nm and recompressed to sub-20 fs in a Brewster-cut fu-
sed silica prism compressor. Frequency-resolved optical gating [89]

































Figure 44: a) Spectrum tuning of the OPCPA with a 1.2 ps pump pulse, the
average power corresponding to each spectrum is indicated; the
seed white light spectrum is the shaded gray area. b) Near-field
spot profile, at 790 nm, calibrated in intensity from the measured
power.
measurement allows to retrieve the spectral phase of ultrashort pul-
ses, fully characterizing the pulse shape.
An home-built FROG setup was set up in order to measure pulses
shorter than 20 fs. The beam was split in two paths using a pelli-
cle beam-splitter to minimize phase distortions; each pulse replica is
overlapped in a 25-µm-thick BBO crystal to generate a non-collinear
second harmonic. The setup is equipped with metallic mirrors only,
ensuring broadband reflectivity and no additional spectral phase. The
second harmonic spectrum is measured as function of the replica’s de-
lay: the resulting FROG traces are used to retrieve the spectral phase.
Pulses as short as 16.8 fs FWHM where measured; the results are
shown in Figure 45. Due to the uncompensated higher-order phase,
the pulse is approximately 10% longer than the calculated Fourier
limit of 15 fs. The final compressed output power is 15 W, at a repeti-
tion rate of 500 kHz with a peak power exceeding 1 GW. No thermal
effects were observed from the prism compressor. By changing the
insertion of the second prism in the compressor, it was possible to
obtain pulse durations below 20 fs in the whole wavelength tuning
range, besides the red-tuned spectrum at 900 fs, which had a frog
trace of 22 fs, likely due the different amount of dispersion in the
stretcher. The OPCPA can achieve a comparable output power for
broad optical spectra supporting few-cycle pulses: by shortening the
FS stretcher to 10 mm, an output with a bandwidth of approxima-
tely 300 nm (-10 dBc) at an average power of 16.5 W is demonstrated,
as shown in figure 44. The resulting M-shaped spectrum supports a
Fourier-limited pulse duration of 5.4 fs. In the case of the narrower-
bandwidth spectrum obtained with the 0.7-ps-long pump, a commer-
cial FROG24 has a sufficient bandwidth to measure the pulse duration.
24 Swamp optics, Grenouille 8-20-USB
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In this case the results is 30 fs, with a retrieved bandwidth of 39 nm
FWHM, in good agreement with the measured spectrum.












































Figure 45: Frequency Resolved Optical Gating (FROG) traces. Top left: mea-
sured trace, top right: simulated FROG trace. Bottom left, retrie-
ved temporal envelope with a FWHM of 16.6 fs. Bottom right: re-
trieved spectrum (red) and spectral phase (blue) compared with
the measured spectrum (black dots).
2.7.6.2 Long term spectral and average power stability
The overall optical path length for the pump pulses in the slab am-
plifier and the compressor is less than 10 m: owing to the stability of
the InnoSlab design, no active synchronization with the fiber-based
seed is necessary. To show this, the long-term average power stability
was monitored over a period of 1.5 hours, together with the optical
spectrum. The results are shown in Figure 46. For an output of 19 W
centered at 730 nm, the average power standard deviation is 0.3%.
The spectrum-centroid standard deviation is on the order of 0.2%.
This can be used to give an estimate of the timing jitter between the
two arms: figure 47 shows the measured OPCPA output spectrum as
a function of the temporal delay. The centroid of the spectrum was
extracted for each delay: this follows a linear behavior with a slope of
0.09 nm/fs.
The observed spectral fluctuations imply timing fluctuations bet-
ween the two arms below 35 fs on average, proving that the adopted
































Figure 46: Left: Spectral stability of the OPCPA, tuned to a central wave-
length of 730 nm. The black line is the calculated centroid. Right:
average power stability as a function of time, the blue dotted lines


















 Fit : 0.09 nm/fs
Figure 47: Amplified signal spectrum as a function of pump and seed de-
lay for the OPCPA pumped by a 1.2 ps pump. The centroid is
calculated (green dots) and fitted with a line (green line).
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tween pump and signal, in contrast with other OPCPA architectures
[141].
2.7.6.3 Conclusions
In summary, a conceptually-simple high-power OPCPA was demon-
strated. The light source is based on optically synchronized Yb-lasers
and relies on an hybrid Yb:fiber/innoSlab architecture: the OPCPA
is seeded by a broad white light continuum generated from the fem-
tosecond Yb:fiber laser system and pumped by the high-power pi-
cosecond Yb:YAG innoSlab amplifier. A pump-to-signal conversion
efficiency of 25% is achieved in a single-stage amplifier providing up
to 28 W of output power. Long-term power and spectral stabilities
are possible, without resorting to active delay stabilization. Sub-20
fs, 30 µJ pulses are obtained with a simple prism compressor. The
measured characteristics of the system are suitable for HHG at high
repetition rate [12]: this will be the subject of the next chapter, the
application of the source to tr-ARPES will be instead demonstrated




U V- D R I V E N 5 0 0 K H Z H I G H - O R D E R H A R M O N I C
G E N E R AT I O N
The femtosecond light source developed in the Chapter 2 can now
be put into test for the generation of EUV radiation. In this chap-
ter, a setup for generating and isolating a single harmonic around 21
eV will be presented, preserving a temporal resolution close to 50 fs.
The first part of this chapter recap the fundamental theoretical results
of HHG (Section 3.1.1), focusing on the problem of optimizing this
process with high repetition rate, modest pulse energy and an UV
driver wavelength (Section 3.2). These theoretical considerations will
be applied to develop the EUV generation setup, which will be des-
cribed and characterized. In view of the later tr-ARPES experiments,
emphasis will be put on the characterization of the single harmonic
time-bandwidth properties (Section 3.3). The generated EUV photon
flux exceeds 1011 photons/s at 500 kHz, with a duration reaching the
sub-20 fs regime, ideal for tr-ARPES. The light is delivered to the ex-
perimental chamber through a beamline, including diagnostic tools,
fundamental for the success of the experiment Section 3.5.
3.1 introduction
Powerful femtosecond laser pulses can be tightly focused to very high
intensities, creating transient electric fields otherwise not achievable.
When the field becomes comparable with the microscopic electrosta-
tic fields in matter, a perturbative description of the interaction fails.
To understand if a perturbative expansion of the nonlinear polariza-
tion (section 2.2.1, Equation 53) converges, the magnitude of the elec-
tric field have to be compared to the relevant microscopic parameters
characterizing the system. If one assumes that the light frequency is
non-resonant to any quantum transition in the system and disregards
bound to free transitions, the ratio between the (k+1)-th and k-th or-







E0 is the peak electric field amplitude, e is the electron charge, ∆ =
|ωi f − ω| is the detuning of the laser frequency to the transition be-
tween a ground state i to an excited state f. aB is a generalized Bohr
radius for atomic numbers higher than one: aB = h¯/
√
me Ip. In this
expression me is the electron mass and Ip is the ionization energy, the
minimum transition energy from the least bound state to the conti-
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nuum of free states. In order for the series to converge, αbb must be
sufficiently small. In the case of transitions to free states, the relevant












If both αb f  1 and αbb  1 the perturbative approach used in
the previous chapter is valid. In practice, this starts to fail for typi-
cal intensities on the order of 1013 W/cm2: above this threshold, the
contributions of multi-photon processes of different orders start to vi-
olate the Ik intensity scaling law. In this regime, the Coulomb field of
light is comparable to the nuclear attraction for the least bound elec-
trons: as a result, ionization by field tunneling become relevant. The
electrons, stripped from their parent atom, are driven by the field and
produce a non-negligible nonlinear polarization. Among several phe-
nomena arising in this high-field environment, the most important in
the context of this work is high harmonic generation. HHG is a characte-
ristic radiation produced by field-ionized electrons re-colliding with
their parent atoms.
3.1.1 High-harmonic generation
High harmonic generation (HHG) was first observed at the end of the
eighties, studying the nonlinear interaction of noble gases with newly
developed high power pulses from picosecond to sub-picosecond la-
sers [64, 65]. At high intensities, short-wavelength radiation is gene-
rated, corresponding to odd-orders of the driving laser’s frequency.
Most strikingly, such harmonics do not obey an intensity scaling with
order k of the form Ik: instead, the harmonics form a plateau of nearly
constant conversion efficiency, until a cutoff energy is reached. It was
immediately realized that such a radiation could be readily applied
as a coherent table-top source for scientific applications, in particular
for photoelectron spectroscopies [178]. Figure 48 illustrates a prototy-
pical HHG spectrum: a set of equally spaced peaks extends well into
the EUV spectral range and terminates in a continuum-like cutoff re-
gion.
The harmonics are temporally synchronized to the laser, they are
therefore suited for time-domain pump and probe photoemission ex-
periments, provided that a single harmonic can be isolated from the
plateau. As the field progressed, an important characteristic of HHG
became apparent: the radiation is not produced continuously during
the laser pulse envelope but possess time structures appearing with
an half-light cycle periodicity. This is reflected in the frequency dom-
ain by a 2ω harmonic-spacing. These sub-cycle light bursts are to-date
some of the shortest light pulses that can be artificially produced and
their isolation and use as a spectroscopic tool is the goal of attose-
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Figure 48: A prototypical high-harmonic spectrum, showing Plateau harmo-
nics and a cutoff region.The spectral selection for a HHG-based
tr-ARPES experiment selects a single harmonic of the Plateau,
here at ≈ 20 eV.
cond science [32]. Not long after the first observation of HHG, a sim-
plified picture, the three-step-model succeeded in capturing the main
features of the process [179]. Shortly after, Lewenstein introduced a
model [180] following the same spirit, but based on formally more
correct theoretical grounds. The model provided better quantitative
agreement with non-approximated solutions of the time-dependent
Schrödinger equation.
The next sections are devoted to describe the basic physic of HHG.
Particular attention will be devoted in highlighting the differences
arising when HHG is driven by the fundamental ω and generates an
harmonic qω, compared with the situation where the driver is a UV
beam of frequency 2ω and generates an harmonic at a comparable
energy ≈ (q/2)2ω, the comparison is not possible at the exact same
harmonic energy as in inversion-symmetric media only odd harmo-
nics are generated.
3.1.2 The three step model of high-harmonic generation
The three-step-model (also known as simple man’s picture) divide HHG
in an optical-field-induced ionization step, followed by an energy
gain of the electron in vacuum under the action of the electric field
and finally a recombination step, where the electron recombines with
the parent atom, releasing its excess energy through the emission of
a EUV photon (Figure 49).
For the simple case of noble gases, the calculation of the ioniza-
tion rate in the first step can be performed with good accuracy using
analytical models. If the Keldysh parameter γ < 1, the dominant
ionization mechanism is optical-field ionization. The instantaneous
ionization rate can be calculated as a function of time using the so-
called Ammosov-Delone-Kane (ADK) model [181]. As γ approaches
unit, also multi-photon ionization processes contribute to the total
rate: an alternative model, based on the theory of Yudin and Ivanov
[182] and known as adiabatic ionization model, is better suited in this
case. In the three-step model, while the ionization probability is de-
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ħω
Figure 49: The three step model: ~E electric field, Ip ionization potential,
WKIN ponderomotive electron energy. The black line represents
the unperturbed atomic potential as a function of position, the
red line is the potential modulated by the strong field. A photon
of energy h¯ω is generated in the recombination step.
field is described in a fully classical way and neglects the field of the
parent atom all-together. For linear polarization, the problem is one
dimensional and it is easy to compute the electron’s trajectories as
function of the phase of the field at the time of ionization, here seen
as an instantaneous process [32].
Part of the electrons does not return to the atom and continue its
motion in the continuum after the light field ceases, however, some
trajectories return at the origin: these are the electrons which might
recombine with the atom releasing high-harmonic radiation. This is
illustrated in the upper panel of figure 50: depending on the time of
ionization, the electrons follows different paths x(t), interacting with
the light field EL(t). The field ionization probability, also indicated
in the figure, is maximum at the peak of the electric field amplitude,
where most of the electrons are liberated, and quickly decreases away
from the turning points. The kinetic energy can be computed as a
function of the arrival time: this is expressed in units of the pondero-
motive energy Up defined in equation 84 and plotted in the lower
panel of figure 50. In the third step of the model, the electrons recom-
bine with the atom emitting photons of energy h¯ω = Wkin + Ip, given





The maximum kinetic energy is obtained by electrons traveling for
slightly less than a cycle in the field: this trajectory defines the cutoff
energy, expressed in equation 85:
Ecut ≈ Ip + 3.2Up (85)
Electrons arriving before or after this time have a lower energy and
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Figure 50: Top: the re-colliding electron trajectories, as function of the elec-
tric field EL(t) phase. The ionization probability (in green) is max-
imum at the pulse peak. Bottom: the trajectories return energy as
a function of return time in units of the optical cycle. The trajecto-
ries are classified in long and short, depending if their return time
is longer or shorter than the trajectory producing the maximum
energy. Adapted from reference [32].
in the harmonic spectrum, except at the cutoff, there are contributions
from both long and short trajectories.
The cutoff energy is proportional to the ponderomotive energy Up:
in order to extend the cutoff, either a higher laser intensity has to be
achieved (I ∝ E2) or the frequency ω has to be reduced. It is indeed
true that the soft X-rays energy range can be reached by focusing mid-
infrared ultrashort laser to high intensities in the lightest noble gases
(He, Ne) [183]. In most of the experiments where the generation of
a high photon flux is the main goal, noble gases are chosen because
they can sustain high intensities before the medium is completely
ionized: a condition preventing good conversion efficiency, as will be
shown in section 3.2.
The presence of peaks in the spectrum at the odd harmonic fre-
quencies has the following intuitive explanation: every half-cycle of
the driving field the three-step process repeats, leading to T/2 perio-
dicity (T is the light period). The frequency components at twice the
driving frequency 2ω constructively interfere giving rise to peaks in
the frequency domain. This is the analogue of the optical frequency
comb produced by the pulse train of a mode-locked laser oscillator,
just now the pulses have durations in the attosecond range (harmo-
nics are emitted during a fraction of T/2, which is ≈1.3 fs at 0.8 µm)
and the periodicity is half a cycle.
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The process is illustrated in figure 51: from basic consideration of
Fourier analysis [85], the bandwidth of an harmonic is inversely pro-
portional to the number of half-cycles contributing to it. If the fun-
Figure 51: a) Red trace, temporal envelope and oscillation of the funda-
mental laser.Purple trace, attosecond pulse train (APT) produced
during HHG. b) Frequency domain picture: the HHG spectrum
has an overall bandwidth ∆ω inversely proportional to the time
width ∆t of the attosecond burst, the harmonics are spaced by
2ωlaser and the single harmonic bandwidth δω is inversely pro-
portional to the APT total duration δt. From reference [85]
damental frequency increases, for the same peak intensity, more half-
cycles contribute to the same harmonic, one therefore expects narro-
wer linewidths. This effect was experimentally verified [85, 13] and is
of great interest for photoelectron spectroscopy.
A more accurate treatment of HHG is based on the so-called Le-
wenstein model [180], which approximate the solution of the Schrö-
dinger equation using the strong-field approximation, valid when the
Keldysh parameter is considerably lower than unity. The Keldysh pa-






A thorough description of the Lewenstein model and the strong-
field approximation will not be presented here (see for example [92]).
Simulations based on the Lewenstein model can provide quantitative
agreement with the time-dependent Schrödinger equation if γ  1;
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the results improve for photon energies much higher than Ip, as the
model neglects the Coulomb force exerted by the left-over atom.
It can be anticipated here that neither assumption is well justified
for the parameters used in our experiments, nonetheless the model
provide some useful insights in the underlying physics. In a quantum-
mechanical description, the harmonic emission is generated by the
fast interference between the ground state wavefunction and the wa-
vefunction of the electron liberated in the continuum. Following Le-
wenstein original treatment [180] the dipole moment can be written






× d∗q(p−A(t))exp[iS(p, t, t′)], (87)
here, A = (Ecos(t), 0, 0) is the vector potential, p the canonical mo-
mentum and q represent the harmonic order. The phase S in the inte-
gral is the so-called action integral, defined as:










Within this model, it is shown how the main contribution to the
action integral are given by the classical trajectories of figure 50, lin-
king the classical picture to the quantum one. An important results
provided by the quantum-mechanical picture is that every harmonic
acquires a certain phase relative to the electric field, which has to
be accounted for, when computing the macroscopic phase-matching
properties in the generating medium (section 3.2). The phase of the





′ − S(p, t, t′). (89)
This single-atom phase is order- and trajectory-dependent: its influ-
ence on the phase-matching gives an experimental access to these
degrees of freedom, allowing to reinforce selectively spectral compo-
nents arising from the different trajectories. The intensity scaling for
the phase of a given trajectory leads to different far-field properties in
the generated harmonic beam: the short trajectories tend to produce
better spatial beam quality, more suited for applications [185].
The liberated electron’s wave packed experiences quantum diffu-
sion: this is reflected in a reduced dipole amplitude for longer propa-
gation times of the electron in the continuum [180]. Intuitively, this
can be understood as a reduced overlap between the ground state
and the unbound electron. The practical consequence of this is that
the efficiency of HHG increases for a driving field with a shorter pe-
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riod. The scaling of efficiency with wavelength was determined to be1
[186]:
η ∝ λ−6.9±0.2 NIR, 0.8 < λ < 2.0 µm (90)
η ∝ λ−4.7±1.0 VIS, 0.5 < λ < 0.8 µm. (91)
The single atom dipole described is the fundamental source of har-
monic radiation, however efficient formation of an EUV beam can
only occur if a large number of such dipoles radiate coherently from
a macroscopic gas volume within the laser beam. The next section
explains the basic physics of such phase-matching problem.
3.2 the phase matching problem for high-harmonic ge-
neration
To obtain an observable macroscopic polarization, the radiation of sin-
gle atomic dipoles has to add in phase over a sizable volume of the
illuminated gas. For this to occur, the driving laser and the harmonic
have to be in phase (∆k = 0) for an extended length: this is the very
same principle which allowed high conversion efficiencies for three-
wave mixing processes in birefringent non-linear crystals (chapter 2).
The situation is however more complex in the case of high-harmonic
generation in gases. The harmonics have the same polarization of the
driving light and the noble gas itself is isotropic, hence critical phase
matching (section 2.4) is impossible. Following the derivation of refe-
rence [187, 188, 13], here for simplicity limited to on-axis emission, it
is possible to calculate the number of photons in the q-th harmonic
produced by a specific trajectory as:








w(z, t)ρ(P)(1− p(z, t))×
exp[−αq(z)]exp[iz∆kq(z, t)]dz|2, (92)
the factor η(q,λ) is related to the single dipole response for the par-
ticular trajectory and for the driver wavelength: the microscopic re-
combination probability is contained in this factor, whereas the effect
of the extended medium are all separated in the integral ξ(q, P).
The laser beam can be described as a spatio-temporal Gaussian
beam, incident on an uniform gaseous region of length Lmed of den-
sity ρ(P) at a pressure P. The integration is performed across the gas
region in the range zmin to zmax, as illustrated in figure 52. The on-axis
1 the efficiency scaling was determined by changing the wavelength while keeping the








Figure 52: Definition of the HHG focusing geometry for a Gaussian beam
with waist at z=0. The gas occupies an uniform region of length
Lmed, between zmin and zmax.





The function w(z, t) is the strong-field ionization rate, which can be
calculated according to the first step of the model in section 3.1.2. The
rate w is completely determined by the function I(z, t): the ionization
probability is easily computed as [92]:








The presence of the factor (1− p(z, t)) in Equation 92 accounts for
the depletion of the ground state which might occur when the ioni-
zation is progressively higher. The last terms in the integral represent
the re-absorption of the q-th harmonic and the phase mismatch bet-
ween the driver and the EUV beam. The harmonics energy exceeds
the photoionization energy, this means that the medium itself is not
transparent and re-absorption limits the maximum signal build-up.
Assuming that the harmonic energy is below the ionization energy of













In equation 95 the absorption cross-section for the harmonic is σq. Fi-
nally, the term exp[iz∆kq(z, t)] describes the phase matching between
the fundamental radiation at frequency ω and the harmonic qω. The
wavevector mismatch ∆kq = k(qω)− qk(ω) has four contributions to
2 this derivation neglects the effect of HHG from ionized species, which can in some
condition have important contributions [189]
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the total phase that must be considered for phase matching. All these
terms vary as a function of position and time.
3.2.1 The single atom phase
The single-atom phase ∆ka comes from the quantum phase collected
during the particular trajectory considered. Besides the field ioniza-
tion rate w, it is the only non-classical term in the phase matching
integral ξ(q, P) and depends in principle on the solution of the TDSE.
Luckily, the atomic phase scales linearly with intensity for plateau
harmonics [184] as φqj = −αq I, with the constant αq > 0; the corre-
sponding wavevector mismatch ∆kn = ∂φ
q
j /∂z can be obtained inser-







The coefficient αq can be calculated once for all for the trajectory of
interest, avoiding a time-consuming calculation at every step. The
atomic mismatch vanishes at the beam focus (z=0), where both tra-
jectories contribute. The coefficient αq is remarkably larger for the
long trajectories: this translates into larger spatial phase modulations
across the generation medium. As a result, the far-field properties
of the long trajectories are typically worse, leading in stronger diver-
gence of the EUV: to enhance or decrease the relative contribution
of the different trajectories is therefore possible to use an aperture to
clip the beam. The magnitude of the coefficient αq increases linearly
with harmonic order q, which should be considered when the gene-
ration of similar photon energies by different driving wavelengths is
compared: the order q ≈ 1/2 when driving HHG with the second
harmonic.
3.2.2 The neutral medium dispersion
In the neutral gas the refractive index is different for the driver and for





[n(qω, P)− n(ω, P)]. (97)
This phase term can be controlled by changing the pressure in the
interaction region: this is one of the most important experimental
parameters which can be controlled to achieve phase matching. The
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complex refractive index n˜ is related to the medium density ρ and
polarizability α through the Lorentz-Lorenz relation:







n˜(ω) ≈ 1+ piρα Fundamental (100)
The third relation holds for the driver frequency, and assumes weak
polarizability and negligible absorption. The refractive index in the vi-
sible range for Argon, the gas used in this work, can be found using
the Sellmaier equations of reference [190], whereas for the EUV range,
theoretical data from reference [191] can be used to calculate n, star-
ting from α(qω). In the EUV range the real part of the refractive index
is n . 1, making the overall contribution of the neutral atoms to the
mismatch negative.
3.2.3 The plasma dispersion
Not all the electron trajectories return with the parent atom and most
of the electrons reaching the parent atom don’t recombine: the re-
sidual ionization of the medium plays a fundamental role in phase
matching because free carriers have a different refractive index com-
pared to the neutral medium. The electron-ion plasma do not recom-
bine within the ultrafast duration of the pulse (recombination occur
in the nanosecond range): after ionization the plasma density can be
approximated as constant on a femtosecond range. The dielectric con-
stant of a free-electron plasma can be written as:










where ωP denotes the plasma frequency. Overall, the ionized gas re-










Where the approximate expression holds when the frequency ω 
ωP. The plasma-induced mismatch is positive and quickly becomes
the dominant term for higher ionization fractions. As it is apparent
from the expression 103, the absolute plasma mismatch tends to de-
crease with the order q, meaning that it is easier to compensate for
the ionization-induced mismatch using an UV-driver.
115
Table 5: The sign of the different ∆k contributions, the relative refractive
indexes and phase velocities.




Neutral Negative n(ω) > 1 > n(qω) c(ω) < c(qω) < 1
Plasma Positive n(ω) < n(qω) < 1 c(ω) > c(qω) < 1
Geometric Positive
3.2.4 The geometric phase
To reach high intensities, the beam is often tightly focused: the addi-
tional phase of a Gaussian beam, relative to the simpler plane-wave
case, becomes important in this geometry. The mismatch due to the







For a given harmonic energy, the geometrical mismatch decreases
with the driver wavelength because the order q is reduced.
3.2.5 The total wavevector mismatch
The resulting total phase mismatch is given by the sum of the previ-
ous terms, weighted by the ionization probability:
∆k = ∆ka + (1− p(z, t))∆kn + p(z, t)∆kp + ∆kg (105)
The phase-matching condition ∆k(z, t) = 0 is time and space depen-
dent, strongly changing with the ionization of the medium. Moreo-
ver, phase matching is order-dependent: the relative weight of the
harmonics originating from a single dipole changes in the observable
macroscopic HHG spectrum. It is generally not possible to achieve a
perfect phase matching across all the interaction volume and for the
whole pulse duration. The flux is optimized when ∆k(z, t) ≈ 0 over
the widest volume of gas and for the longest fraction of pulse possi-
ble. The relative signs of the different contributions are summarized
in table 5.
A realistic analysis of the phase matching in the general case can
only be performed numerically, but some general guidelines can be
deduced from the signs of the different components. In the beam
focus the atomic dipole phase is zero; assuming that the geometric
phase can be neglected (loose focusing), only the plasma and neutral
dispersion contribute. The two have always opposite signs: to maxi-
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mize the flux for a given ionization level, the gas pressure must be
increased. Phase matching is achievable only below a certain critical
ionization probability pcr [12, 192].
To produce a certain harmonic, the intensity has to be higher than
the cutoff intensity. For high harmonic orders, this condition might
be attained only close to the maximum of the electric field envelope.
If the ionization by the leading edge of the pulse exceeds already
the critical point, it is not possible to phase-match the high order
harmonic. This is especially challenging when trying to create photon
energies in the soft X-ray regime. A possible solution in this respect
is to use longer driver wavelengths [193], for which the ionization
rate is lower [182] and the ponderomotive energy higher. A second
possible route is to employ light pulses of only few cycles [194]: in
this case, the peak of the intensity is reached when the leading edge
has not ionized the medium significantly.
To asses the spatial extend of phase matching is common to intro-
duce the coherence length Lcoh = pi/∆k, which is the distance over
which a phase slip of pi has accumulated. As the generating medium
absorbs the radiation, a natural question is whether an optimum tar-
get size exists for a given coherence length and absorption length
Labs (defined in eq. 95). The analysis of Constant et al. [187] reveals
that the optimization conditions for eq. 92 of the generating medium
obeys the following relations:
Lmed > 3Labs (106)
Lcoh > 5Labs (107)
3.2.6 Phase matching in the tight focusing regime
When a small laser spot has to be used to achieve high intensities,
the presence of the geometric phase makes phase matching more dif-
ficult: the additional phase has to be compensated by an increased
pressure. By moving away from the target, the geometric wavevec-
tor mismatch tends to decrease, the atomic dipole phase becomes
however different from zero and might improve (worsen) the phase
matching, depending if the target is moved before (after) the focus.
In the pursue of high repetition rates, the efficiency scaling of HHG
in tight-focusing regime was studied extensively [195, 192, 12]. The
main result of the analysis is that the efficiency of HHG is invariant
in term of scaling of the focusing geometry, provided that the other
generation parameters are scaled using certain scaling rules (listed in
table 6).
According to these scaling laws, the same efficiency η can be rea-
ched with a smaller spot size w′0 = sw0, with s < 1. To do so, the
pulse energy has to be reduced by a factor s2, the gas target has to
be shrunk and the pressure must be increased (L′med = Lmeds
2 and
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Table 6: Coordinate scaling rules for invariant high harmonic generation.
Coordinate
Scaling factor s = w′0/w0
Longitudinal z z′ = z2
Transversal x x′ = xs
Transversal y y′ = ys
Quantity:
Wavelenght λ′ = λ
Pulse duration τ′ = τ
Intensity I′(x′, y′, z′) = I(x, y, z)
Medium Length L′med = Lmeds
2
Medium diameter d′ = ds
Pressure P = Ps−2
Pulse energy e′p = eps2
Harmonic energy e′q = eqs2
Efficiency η′ = η
p′ = ps−2 respectively). In this way the intensity is kept constant and
the exact same phase-matching conditions are reproduced. The main
challenge when trying to achieve efficient HHG in a tight focusing
geometry is to engineer a gas target which can provide high pressu-
res in small volumes, at the same time the target has to be combined
with a vacuum environment.
3.2.7 Plasma defocussing
Another important effect comes into play when the ionization beco-
mes considerable: plasma defocussing. The radial variation of inten-
sity translates into a non-uniform ionization which defocus the beam.
This in turn acts on intensity and phase along the propagation di-
rection, affecting the geometric phase by changing the beam’s dif-
fraction.
Indirectly, all the other terms are affected by the different ioniza-
tion rate, due to modified intensity. The wave equation should be
solved numerically adding a defocussing term induced by the field
ionization rate [188]; the calculated phase and ionization can then
be used in equation 92. The scaling analysis of reference [192] reveals
that the limiting factors in HHG conversion efficiency, such as plasma
defocussing and gas re-absorption, are also scale-invariant, therefore,
besides technical limitations, there is no theoretical hint that a tight-
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focusing geometry is intrinsically less efficient than a loose-focusing
one.
3.2.8 HHG using a 2ω driver
The conversion efficiency of a femtosecond NIR pulses to the UV via
second harmonic generation can be very efficient (ηSHG & 0.3). In
this respect, it is interesting to compare the closest high-harmonics
produced by the fundamental ωF = ω with the one produced by the
second harmonic ω′F = 2ω.
The energy of p-th harmonic in SH-driven HHG is similar to the
q-th harmonic of the fundamental, if the condition p = q/2± 1 is met,
where p and q are odd numbers. There are several benefits of using
a second harmonic driver (SH-HHG) which can be summarized as
follow:
• Wavelength scaling of the HHG efficiency: from Equation 91,
ηHHG ∝ λ−4.7±1.0, this represents a factor ≈ 26 for a wavelength
of 800 nm.
• Lower q order:
– reduced geometric phase mismatch (Equation 104)
– reduced plasma mismatch (Equation 103)
– more cycles may contribute to the generated signal for si-
milar phase matching conditions, resulting in narrower li-
newidths as discussed in Section 3.1.2
– the spacing between neighboring harmonics scales as 2ωF,
therefore for SH-HHG the harmonic are twice more spaced.
This is an advantage when trying to monochromatize the
source (Section 3.4.2)
Improved generation efficiencies for low harmonics (p=7, q=13,15)
where demonstrated in reference [13]. The reported conversion effi-
ciency at 0.4 µm is on the order of 5 × 10−5, which represents ne-
arly a two-order-of-magnitude increase compared to the fundamental.
Simultaneously, the generated harmonics indeed exhibit a narrower
bandwidth, well below 100 meV for a ≈ 75 fs pulses with 3 nm band-
width, centered at 390 nm.
In our experiments, both HHG with the fundamental and the se-
cond harmonic of the OPCPA were tested. The performance of UV-
driven HHG was better and SH-HHG was finally adopted for the
tr-ARPES experiments.
3.2.9 Noble gas choice
The most important properties of the generating medium are the io-
nization potential Ip and the intrinsic efficiency for generating an
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Table 7: Ionization potential and static dipole polarizabilities for the noble
gases, the ionization potential is expressed in eV, the polarizability
unit is [1.6488× 10−41 Cm2/V] from [196]
He Ne Ar Kr Xe
Ip 24.6 21.6 15.8 14 12.1
αdip 1.38 2.67 11.1 16.8 26.7
atomic dipole dat which radiates the harmonic. As a rough rule-of-
thumb, the static polarizability αdip can be used to compare the diffe-
rent gases. The properties of the relevant noble gases are summarized
in Table 7.
Generally the lighter gases are preferred when generating high pho-
ton energies because for a given intensity it is harder to ionize them.
Since this work will concentrate on the generation of a low energy
harmonic at ≈ 22 eV, He will not be considered because this photon
energy lies below the ionization threshold. The heavier noble gases
Xe and Kr have a higher polarizability αdip, but in practice their high
cost demands the use of a gas recycling system [60] for long-term
operation. Ne, Ar, Kr where tested (Section 3.4.3) and finally Argon
was adopted.
3.3 high-harmonic at high repetition rates
The global optimization of HHG flux can be performed by solving
equation 92 over a large set of parameters. Here, a more empirical
approach was followed, starting from literature results and from the
measured OPCPA parameters, several configuration were tested and
a setup capable of achieving fully phase-matched high harmonic ge-
neration was developed. The pulse energy of the system, in the tens
of µJ, outperforms conventional Ti:Sapphire systems by roughly a
factor ten in the range of several 100 kHz, however, it is still very
modest compared to the mJ-class femtosecond amplifiers for which
loose-focusing geometry in employed. The goal is to select and isolate
an harmonic around 20 eV: the minimum intensity which have to be













The parameters for the OPCPA considered in the following sections
are summarized in table 8. The threshold intensity and f-number for
an order q = 7 for SH-HHG and q = 15 for the fundamental (≈ 20
eV), are compared using equation 109.
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Table 8: Typical laser parameters used for the HHG experiments: λ wave-
length (nm) , E energy (eV), ∆E energy FWHM (meV), τ FWHM
pulse duration (fs), ep pulse energy (µJ)
λ (nm) E (eV) τ (fs) ep (µJ) It(q) (1014 ×W/cm2) f]
800 1.55 30 30 0.393 79
400 3.10 30 10 1.24 51
Assuming a beam diameter 2w0 = 5 mm, the equations imply that
the focal length should be f . 400 mm for 800 nm and f . 260 mm
for 400 nm. In a more realistic case, the beam is not diffraction-limited,
and non-compensated dispersion might lead to pulse lengthening,
which reduces the intensity. Moreover, good efficiency and narrow
bandwidths require the contributions of several light cycles: these two
extreme values shows that the expected focal lengths lie well below
500 mm, a typical number for loosely-focused mJ-class Ti:Sapphire
amplifiers [79].
In the past years, many high-repetition-rate HHG experiments have
been presented, based both on Ti:Sapphire systems and on new Ytter-
bium lasers. The last part of the section summarizes some of the most
important results in the literature.
The highest repetition rates for a Ti:Sapphire-based system where
reported by Chiang et al. in reference [87]: here MHz-level static
photoemission was also demonstrated. High-harmonic from a rege-
nerative amplifier at 100 kHz where demonstrated [198], and the
phase-matching was improved in the work of Heyl et al. [12]. Higher
pulse energies, available by cryo-cooled regenerative systems were
employed by Chen et al. [199] and by Wang et al. [13] employing the
fundamental and the second harmonic, respectively. The latter repor-
ted an efficiency of 5× 10−5: to the best of the author’s knowledge,
this is the highest efficiency reported.
One of the first applications of OPCPA technology with a NIR dri-
ver for HHG were reported by reference [200] and by reference [18],
concentrating on high-photon energies.
Ytterbium fiber lasers can be directly used for HHG, thanks to their
sub-500 fs pulse duration: the phase-matching in such systems was
studied by Cabasse et al. with an Ytterbium fiber laser at 100 kHz
[201], the MHz level was reached by Boullet et al. [202].
The pulse duration of femtosecond Ytterbium amplifiers can be gre-
atly enhanced by the technique of nonlinear compression, reducing it
to few-cycle pulses and enabling the production of soft X-rays [203].
A high-power femtosecond fiber laser was broadened to 30 fs and ge-
nerate harmonics up to 40 eV [204, 205, 114]. With a similar system,
phase-matched generation at 70 eV was reported by Rothhard et al.
[206]. By nonlinear broadening of a slab amplifier, HHG at 20 MHz
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was reported [207]: this is the highest repetition rate for single pass
harmonic generation reported.
Further scaling of repetition rate is possible in resonant cavities,
enabling access to EUV frequency combs at 100 MHz [208].
3.3.1 HHG geometry
For high-flux HHG, the choice of the gas target is very important:
for optimal phase matching the pressure and the length of the me-
dium have to be adapted for the focusing geometry (section 3.2.6. The
most commonly used gas target geometries are illustrated in figure








Figure 53: The different gas target geometries for HHG.
free-focus geometry. In this geometry, the beam is focused at the output
of a gas nozzle, from which a gas freely expands in vacuum. In this
configuration, the supersonic expansion is accompanied by a very
fast pressure drop: to achieve a good gas density in the focus, high
backing pressures are needed. The great advantage of this configu-
ration is the complete open-space geometry, which translates into a
higher tolerance for beam pointing instabilities and drifts.
In the cell geometry (fig: 53 b)) the laser is incoupled into a gas stag-
nation cell through holes drilled on the side walls. The backing pres-
sure is lower compared to the previous case, however in a tight-focus
geometry other challenges have to be faced. The optimum length for
the target becomes shorter and reaches the sub-mm range: cells with
a small inner diameter have to be produced. The entrance window’s
diameter need to be minimized in order to reduce the gas load, par-
ticularly severe due to high phase-matching pressures. The natural
choice are laser-drilled apertures, however, the small depth of focus
complicates laser drilling. Beam pointing drifts or mechanical instabi-
lities become critical, due to the high beam average power.
The third possible geometry, uses a waveguide instead of a freely
propagating beam: in this case the beam is focused into a hollow-
core fiber filled with gas at high pressure and differentially pumped
(fig: 53 c)). This method is well developed for kHz lasers and is usu-
ally helpful for the generation of high photon energies. Thanks to
the added phase of the waveguide mode, is possible to improve the
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phase-matching conditions and quasi-phase matching is also possi-
ble [194]. This technology is rather unexplored in the case of high-
average-power laser where stable damage-free incoupling is more
challenging3.
In our experiments, it was possible to produce harmonic in gas cells
consisting of thin glass tubes with walls ≈ 0.5 mm and inner diame-
ters ≈ 1 mm. However, the stability was undermined by the thermal
effects in the glass and by pointing instability. On such grounds, the
waveguide geometry was not considered and a gas jet was finally
adopted. The design of the gas target, together with the strategies for
achieving a sufficient pressure for phase matching will be described
in the following section.
3.3.2 The gas target design and characterization
A gas jet was produced with a convergent nozzle, which consists of a
glass tube which smoothly reduces its inner diameter toward a well
defined throat. The geometry is illustrated in figure 54, for a throat
diameter of 150 µm; the beam is focused as close as possible to the
gas outlet, where the atomic density is higher.
Nozzle diameter
Backing pressure 






Figure 54: The free-jet geometry adopted in this work, together with typical
dimension of nozzle opening and laser spot size.
Nozzles of similar form with throats ranging from 40 µm to 500
µm where tested. It is possible to estimate the on-axis pressure of












3 Recent advances in high-power fiber lasers [203] suggest the feasibility of non-linear
broadening in hollow-core fibers at hundreds of Watts: a similar setup might be
tested also for HHG
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In equation 110, P0 is the backing (stagnation) pressure, measured
far away from the converging section of the nozzle, κ = cP/cV is the
ratio of the specific heat at constant pressure and constant volume of
the noble gas, for an the ideal monoatomic gas κ = 5/3. The pressure
depends quadratically on the Mach number Ma of the gas, which is
the ratio between the gas velocity and the sound speed in the gas. The
Mach number can be calculated by solving numerically the gas flow
equations. In the case of a converging nozzle, a power expansion fits
well the numerical data. The Mach number along the nozzle axis can
be expressed in term of the dimensionless parameter ξ = x/d where
x is the distance from the nozzle. For values ξ < 1, close to the nozzle
exit one has [210]:
Ma = 1+ 3.337ξ2 − 1.541ξ3 (111)
Figure 55 a) reports the pressure in the interaction region Pint, as
function of the backing pressure Pback and of the nozzle diameter.
The spot size is assumed to be 25 µm and the interaction region is
defined as distance of 2w(z) with z = 0.5 mm to account for the beam
divergence and a nozzle outer diameter of 1 mm. The white lines
on the figure indicate the 500, 150 and 40 µm nozzle, respectively.
Figure 55 b) shows how the pressure in the interaction region Pint
increases linearly as function of backing pressure Pback. Figure 55 c)
shows the pressure drop along the nozzle axis as function of distance,
for a backing pressure Pback = 1 bar and a 150 µm nozzle.
In the work of Wang et al. [13], 400 nm pulses of about 50 µJ and
≈ 50 fs are used to achieve phase matching in a Kr glass cell with a
pressure of 100 mbar. Using the scaling relations of table 6, our pulse
energy yields a scaling factor s2 = 1/5, the phase matching pressure
is expected to be 500 mbar in the interaction region. This translates
into a backing pressure of 1.2 bar for a 150 µm nozzle, which can be
used as a first estimate for the requirements of the gas target.
3.3.2.1 High pressure gas catch characterization
Following the previous analysis, the vacuum pumps of the chamber
hosting the gas target have to sustain over long time a backing pres-
sure & 1.2 bar. The HHG chamber is pumped by a water-cooled 700
l/s turbopump4, backed by a 35 m3/hr scroll pump5: the base pres-
sure of the chamber is around 10−4 mbar. The nozzle is glued on a
gas line, whose pressure is controlled by an electronic pressure regu-
lator6 operating up to 6 bars. The maximum pressure specified for
the gas line components is 10 bars, a pressure achievable bypassing
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Figure 55: Calculated pressure for an ideal mono-atomic gas expanding
from a convergent nozzle. a) Pressure in the interaction region
Pint as function of backing pressure Pback and of the nozzle di-
ameter. The white lines indicate the 500, 150 and 40 µm nozzle
diameters. b) Pressure in the interaction region Pint as function
of backing pressure Pback. b) Pressure along the nozzle axis as














Figure 56: Physical dimensions of the gas-catch, compared with the gas noz-
zle holder. The clearance necessary for the laser beam is not in
scale and is discussed in the main text. The z axis parallel is the
beam propagation direction, while x is the vertical direction in
the laboratory frame of reference. Adapted from [211].
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the regulator. For the test, high purity Argon was used; the heavier
(lighter) noble gases are expected to put the pumps under a grea-
ter (lower) stress. The turbopump maximum current for long term
operation is about 2 Amperes: above this threshold overheating was
observed. The current drain of the turbopump and the chamber pres-































Figure 57: Turbopump current and HHG chamber pressure measured for a
150 µm nozzle as a function of the Argon backing pressure. The
blue curve represent the data collected for the nozzle without a
gas catch, the data in the red curve was collected with a gas catch
at a distance of 100 µm.
The limit current is reached for a backing pressure around 600
mbar, insufficient for phase matching. To overcome this limitation,
a gas catch was developed and implemented to improve the chamber
differential pumping. The gas catch consists of a skimmer facing the
nozzle to collect the gas. The skimmer opens in a smaller inner cham-
ber connected to a second scroll pump via a flexible bellow of diame-
ter φ = 40 mm. To center the skimmer aperture and get as close as
possible to the nozzle without clipping the beam, the whole assembly
is mounted on a three-dimensional manipulator (Figure 56).
The gas catch was tested under similar conditions and enables ope-
ration of the 150 µm nozzle for backing pressures up to 10 bars: the
results are reported in figure 57, red line.
Finally, to characterized the set-up, larger jets provided by a 500-
µm-diameter nozzle and a 800-µm-diameter glass tube were also tes-
ted. In this case, the limit current is reached at backing pressures of
400 mbar and 300 mbar, respectively (figure 58). According to our pre-
vious analysis, this is below the estimated 500 mbar phase-matching
pressure: the 500 µm nozzle was nonetheless tested for HHG in the
next sections.
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Figure 58: Turbopump current and pressure of the HHG chamber, measured
for three nozzles as a function of the Argon backing pressure.
3.4 source characterization
The capability of the OPCPA to achieve sufficient peak power was
tested in a preliminary HHG experiment with a 800-nm-wavelength
driver. In this case, 25 µJ pulses with a duration of about 17 fs (see
the FROG results in Section 2.7.6.1) were focused at the output of an
Argon gas jet with a 40-µm-diameter aperture. The divergent beam
was filtered with a an Aluminum foil with a thickness of 200 nm
(Section 3.4.2) before directly illuminating the slit of a VUV spectro-
meter7. Spectral filtering removes the fundamental radiation and har-




















17 19 21 23 25 27
Figure 59: High harmonic spectrum measured using sub-20 fs, driver pulses
with 800 nm wavelength, the vertical lines indicate the order of
the harmonics.
7 McPherson 234/302 equipped with an X-ray camera, Andor iDus 420
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Harmonics up to an order q=27 were observed, the strongest har-
monic was the 21st at 33.4 eV. The cutoff law suggests a pulse peak in-
tensity of around 1.4× 1014 W/cm2, away from the estimated peak in-
tensity of 8× 1014 W/cm2 for the focal length of the lens used ( f = 75
mm). As no particular care was taken to achieve phase matching in
the setup (the maximum backing pressure was about 1 bar in this
first attempt) this is easily explained by an excessive ionization level
at the pulse peak and lack of phase-matching due to tight focusing. It
is important to notice how the harmonics are relatively broad and sit
on a continuous EUV background: the relative harmonic spacing is
around 3.1 eV. The rich structure in this spectrum make the selection
of a single harmonic challenging: this will not be the case for a driver
with an energy of 3.1 eV, as it will be shown in the next section.
3.4.1 Source spectrum
After this initial demonstration, the setup was re-designed for SH-
HHG and the high-pressure target of 3.3.2 was incorporated in the
HHG chamber, the optical setup is sketched in figure 60.
EUV mirror Si waver 
Gas nozzle on 
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Figure 60: Experimental setup for UV-based high harmonic generation and
single-harmonic selection. The absolute flux after monochroma-
tization was measured with an EUV diode and the spectrum is
recorded with a grating spectrometer equipped with a CCD de-
tector.
The second harmonic of the OPCPA is generated by loosely focu-
sing the beam with a plano-convex lens of f = 1000 mm focal length
into a 100-µm-thick BBO crystal (see Table 3 for the phase-matching
angle details). The crystal was placed after the focus and translated
until an efficiency around 30% was achieved. At this intensity, no
long-term damage of the crystal was observed. The second harmo-
nic beam was not recollimated to avoid additional material disper-
sion. To avoid a long propagation in air, the frequency conversion
crystal was placed at ≈ 300 mm from the vacuum chamber. In this
narrow space, the second harmonic is isolated using two dielectric
dichroic mirrors, with a contrast better of 1% each. The beam trans-
mits through a 1-mm-thick CaF2 window and is directed on spherical
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mirror with a f=100 mm focal length and focused on the gas jet. The
beam path following the target consists of several optical components
to re-collimate the beam and isolate a single harmonic around 22 eV.
3.4.2 Single harmonic selection
The high-harmonic radiation propagates collinearly with the UV beam
and, when the best efficiency is reached [13], its average power amounts
at most for a fraction ≈ 10−5 of the total photons. For tr-ARPES stu-
dies, the fundamental radiation must be suppressed and a single har-
monic selected.
Most of the fundamental radiation is absorbed in a Silicon wafer,
set at the Brewster angle for the p-polarized 400 nm beam. The theore-
tical reflectivity, calculated using the Sellmaier equation of reference
[212], is plotted in figure 61 a). The Brewster angle is approximately
80◦ and the residual reflectivity, taking into account the 2◦ beam di-
vergence, is approximately 0.5%.
The estimation of the EUV reflectivity is a harder task, as the op-
tical constants are not well studied in this range and the radiation is
possibly strongly absorbed on any overlayer on the silicon surface. In
the case of a commercial high purity Si single crystal, a passivating
SiO2 layer of about 1 nm is expected [213]. The reflectivity of Si plus
1 nm SiO2 was simulated for p-polarized 57 nm radiation (the 7th har-
monic at 21.7 eV) using the free software IMD [214] and is plotted in
61 a). In this configuration (80◦ angle of incidence) the reflected po-
wer for the driving radiation is below 100 mW, while the reflectivity
for the 7th harmonic can be estimated to be above 80%.
After the Silicon wafer, the UV power load is considerably redu-
ced and the radiation is recollimated by a spherical mirror (f=200
mm). The mirror has a multilayer coating8 designed for reflecting the
7th harmonic. The q-th order EUV harmonic is considerably less di-
vergent (q times less, assuming diffraction-limited propagation) than
the fundamental beam, therefore a 25-mm-diameter mirror could still
be used without significant losses, even if the wings of fundamental
beam were clipped at the mirror borders. The mirror is mounted on
a motorized optical mount9 to adjust the beam pointing, and can
be translated along the bead by a linear translation stage, to either
re-collimate the beam (distance from the HHG source equal to the
mirror focal length) or to re-image the source on the sample for tr-
ARPES experiments. The theoretical reflectivity of the EUV mirror is
on the order of 30% and is plotted in Figure 61, b). The mirror’s co-
ating consists of a Silicon layer, covering a multilayer composed of
Cr/Sc/Cr/Si realized on an EUV-grade substrate10.
8 Reflective X-ray Optics LLC
9 Smaract STT-25.4-HV
10 Layertec, flatness λ/20, roughness < 0.2 nm RMS
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For an accurate measurement of the EUV flux and the spectrum,
the fundamental has to be completely suppressed: this was done by
transmission through free-standing metal foils (≈ 200 nm) either of
aluminum or tin. The calculated transmission for the metal foils is
shown in figure 61 b). Aluminum acts as a high-pass filter, transmit-
ting energies above ≈ 15.5 eV; Tin is instead a band-pass centered
around 22 eV and can be used to suppress the 5th and 9th harmonic
relative to the 7th.
Energy (eV)
 Al 200 nm
Sn 200 nm
 XUV mirror









































Angle of incidence (°)
b) Metal foils and XUV mirror
Figure 61: a) Reflectivity of a silicon wafer as a function of the angle of inci-
dence, for 3.1 eV and 21.7 eV p-polarized photons. b) Estimated
transmission of 200 nm Al and Sn metal foils, theoretical reflecti-
vity curve of the EUV mirror.
3.4.3 The harmonic spectrum
To characterize the EUV spectrum, the beam was reflected toward
an EUV spectrometer equipped with a 2400-lines/mm platinum gra-
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ting and an X-ray camera (Section 3.4), as illustrated in Figure 60). A
second chamber hosts a motorized iris, followed by a retractable Sn
filter. The iris is used to block some of the residual radiation at 400
nm wavelength and to attenuate the EUV beam in the experiments,
without changing the harmonic phase-matching conditions. A second
Al foil can be placed in front of the spectrometer: it was not possible
to measure the spectrum without suppressing the fundamental radi-
ation with a metal foil, due to the high sensitivity of the X-ray CCD
camera.
The beam was centered on the spectrometer’s slit and the EUV
spectrum recorded at a slit aperture of 0.01 mm. The ultimate resolu-
tion of the spectrometer with this settings was estimated to be & 0.6
nm, which translates into & 22 meV resolution broadening at 21.7
eV. The target pressure and position were optimized to achieve the
highest photon flux at the 7th harmonic: the spectrum, filtered with a






























Figure 62: 3.1-eV-driven HHG spectrum in Argon. The spectrum is recorded
using a 200-nm-thick Al filter for suppressing the residual funda-
mental radiation at the spectrometer’s input.
The data consists of three images, collected for different grating an-
gles, which were connected by normalizing the intensity of the same
harmonic in the regions of overlap between different scans. The wa-
velength axis was calculated taking into account the spectrometer’s
geometry and the grating equation: the wavelength is not exactly a li-
near function of pixel position, however, in the central portion of the
camera, the deviations are small. The harmonic order is calculated
starting from the OPCPA fundamental, to better compare with the
NIR-driven HHG shown in Figure 59, thus only even harmonics are
expected in this plot.
The highest observable harmonics is the 22nd (q=11 for the SH-
HHG process), unexpectedly some signal at the 11th and 9th order
is present. After closer inspection, it is clear that these harmonics are
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not generated by residual NIR radiation, but are the second-order
diffraction peaks of the 18th and 22nd harmonics. The spectral inten-
sity is normalized to the strongest harmonic, showing that the sup-
pression of the neighboring q=18 harmonic is on the order of 10−1,
still insufficient for tr-ARPES (Section 1.6.4). When comparing with
800-nm-driven HHG in Figure 59, it is clear that the UV-generated
harmonics are considerably narrower.
The same spectrum after the insertion of a 200-nm-thick Sn foil and
the removal of the Al foil is shown in figure 63: this clearly shows





























Figure 63: 3.1 eV - driven HHG spectrum in Argon. The spectrum is recor-
ded using a 200 nm-thick Sn filter for suppressing the residual
fundamental radiation at the spectrometer’s input.
with the 18th is now below 10−3. However, the lower energy nearest
harmonic at 80 nm, rises to the percent level, reflecting the higher
transmission for this photon energy in Sn. Nonetheless, this second
configuration is preferred in tr-ARPES experiments (Section 1.6.4).
The absolute flux of the harmonics was measured with EUV photo-
diode, mounted on a linear translation stage. The photodiode collects
the radiation just before the spectrometer’s slit. The current is read
by a picoamperometer11 and converted in photon flux using the fac-
tory specifications: the photo diode was not absolutely calibrate with
an independent light source. The flux, as a function of the gas pres-
sure, is shown in Figure 64, left panel. The flux peaks above 4 bars
at a value exceeding 1011 ph/s. A further increase of pressure does
not yields an improved signal, indicating that the EUV conversion is
absorption-limited.
The spectral resolution at the maximum flux is ≈ 110 meV FWHM
(Figure 64, left panel), well above the spectrometer resolution. The
right panel of Figure 64, reports the measured contrast for the nearest
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Figure 64: Left panel: monochromatic EUV flux at 21.7 eV at the sample’s
position. Right panel: Spectrum of the 7th harmonic, correspon-
ding to the flux in the left panel. At higher energies, the residual
higher order harmonics are plotted on a logarithmic scale (black
line). An additional 200-nm-thick Sn foil improves the contrast to
≈ 10−4 (red line).
is also the flux at the sample, as there are no other optical components
in the beam path. The FWHM of the harmonic was investigated as
function of the gas pressure in Figure 65. The bandwidth correspond
to a Fourier limit of about 16.5 fs for a Gaussian pulse. The analysis
reveals that the FWHM minimum is reached already around ≈ 2 bars.
Comparing with the pressure scaling of the flux, one sees that the
growth of the harmonic is close to linear already at this pressures.
At 1 bar the bandwidth is around 116 meV, showing how the phase



















Figure 65: Measured FWHM of the 7th harmonic as a function of the Ar
backing pressure. The instrumental resolution is ≈ 20 meV.
3.4.4 Comparison between different nozzles and gases
HHG was tested also in other noble gases: in each case, pressure
and nozzle position were optimized to maximize the EUV flux. The
relative intensities are listed in table 9. The best results were obtai-
ned with Ar, even if Kr was expected to have a stronger single-atom
133
Table 9: Comparison of the relative flux for the 21.7 eV harmonic with diffe-
rent gases for 150 µm nozzle throat diameter.
Noble gas Ne Ar Kr
Relative flux 0.02 1.0 0.78
Table 10: Relative maximum flux at 21.7 eV for different nozzle throat dia-
meter.
Nozzle throat (µm) 40 80 150 500
Relative flux 1.00 0.74 0.60 0.13
response. It is possible that the higher ionization in this case preven-
ted phase matching at the pulse peak, resulting in shorter coherence
lengths. Longer focal lengths could not be tested in the setup due to
geometrical constrains. The medium length was changed by trying
different nozzles, using the same focusing conditions and Argon as
gas target. The nozzle position and pressure were optimized to maxi-
mize the flux and the best results are reported in Table 10. Saturation
of the EUV flux was observed only for the 150-µm-diameter nozzle:
for the 500-µm-diameter nozzle, the turbopump overheated before sa-
turation, whereas for the 40-µm-diameter nozzle the signal was still
increasing at the maximum backing pressure withstood by the gas-
line components (≈ 9 bar). Overall, the flux was on the same order of
magnitude and the optimum backing pressure increased for smaller
throat diameters, as expected from the analysis of section 3.3.2. The
highest flux was observed for the smallest nozzle, indicating that for
a medium length of ≈ 100 µm the harmonic re-absorption is already
limiting the signal build-up. In practice, in view of the long-term tr-
ARPES measurements, a 150-µm-diameter nozzle was preferred as
it is more insensitive to misalignment and can be operated at lower
backing pressures.
3.4.5 Spot size characterization
A good mode quality of the probe beam is important for pump and
probe experiments. To characterize the 57 nm beam, the setup was
modified to incorporate a micro-channel-plate (MCP) electron multi-
plier with a phosphor screen. The experimental setup is illustrate in
Figure 66: in this case, the spectrometer is removed and replaced by
an evacuated tube with the imaging setup. The MCP si connected to
a bellow and can be translated along the beam’s axis: the final dis-
tance between the EUV mirror and the MCP was set at about 2.5 m,
to mimic the experimental beamline.
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Figure 66: Experimental setup for measuring the EUV beam profile at the
sample’s position. MCP = micro-channel plate.
The phosphor screen is imaged by an objective on a CCD camera12.
By translating the EUV mirror along the beam axis, the source is fo-
cused on the MCP. The measured mode profile is shown in Figure 67,
the image is acquired at maximum EUV flux after passing through a
Sn filter to minimize the contribution of neighboring harmonics and
to fully remove the fundamental. The FWHM of the spot is about 130
µm, given the magnification factor of the imaging system, the EUV
source size is on the order of 11 µm, approximately half the focal spot











Figure 67: EUV beam profile recorded with the setup in Figure 66 under
phase-matched generation conditions. The FWHM of the spot is
approximately 130 µm averaged from fits across the transversal
x and y direction.
3.5 the beamline for tr-arpes .
The EUV source at 21.7 eV, provides a good radiant flux for tr-ARPES
experiments. The setup described so far was extended and connected
to a surface science chamber, equipped with a manipulator and an
electron energy analyzer which will be described in greater detail
in the Chapter 4. The beamline, depicted in figure 68, includes the
12 Spiricon BGS-USB-SP620
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transmissive monochromator and an incoupling chamber for a se-
cond laser beam for pump-probe experiments. Diagnostic tools for
EUV optimization and alignment were also included.
The OPCPA output is split and 90% of the power is used for SHG.
The second harmonic is separated and incoupled in the first chamber
(HHG chamber), where the 7th harmonic is created in the high pres-
sure gas jet. The gas catch (removed from the drawing for clarity) is
aligned on top of the nozzle using a 3-axis manipulator.
After reflection from the Si wafer and the EUV mirror, the beam ar-
rives to a second chamber (filter wheel chamber), separated from the
first by a gate valve with a glass window, to be able to vent the HHG
chamber without breaking the vacuum in the rest of the beamline.
The base-pressure of this chamber is in the 10−8 mbar range, which
is increases to 10−4 mbar when the gas load is present. This chamber
hosts a motorized filter wheel with 5 slots13, containing additional Sn
and Al filters. Before the filter wheel, a manual 3-axis manipulator
holds a motorized iris with an encoder14. This reproducible aperture
to reduce the EUV flux without changing the phase-matching condi-
tions.
The next section of the beamline is used for HHG characterization.
After a first (blind) gate valve, a second gate valve hosts a Sn foil,
used as a window. A third valve (with a glass window) allows to ea-
sily vent the section for replacement of the fragile metal foil in case
of damage. After the Sn foil, a linear translation stage is used to slide
an EUV diode in the beam to measure the radiant flux on the sample.
The same linear translation arm holds a gold mirror without any pro-
tective coating. The mirror reflects at 45◦ the harmonics toward the
VUV spectrometer, whose opening slit is preceded by a gate valve to
isolate the section and a manual filter wheel for inserting additional
foils in the beam if necessary.
The third chamber along the beamline hosts a fixed mirror mount,
used to in-couple the pump beam at a low angle from the EUV to
avoid experimental time resolution broadening due to pulse front
mismatch. The chamber can be baked to reach a base-pressure in
the low 10−10 mbar range. When the gas load is running and the Sn
window is closed, the pressure in the chamber is as low as 10−8 mbar.
This enables to reach a pressure of some 10−11 mbar in the following
analysis chamber while measuring.
Just between the last two chambers, a cross joint holds a linear
translation stage with a metallic mirror: this can be inserted in the
beam path to simultaneously reflect the pump and the residual 400
nm HHG driver, which is still observable if the Sn foil is removed.








































Figure 68: The tr-ARPES beamline scheme. The dimensions of the compo-
nent have the correct scaling. The sample-EUV mirror distance is
approximately 2.5 m.
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to characterize the pump beam with a beam profiler, an important
step in determining the pump radiant fluence.
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Part II
T R - A R P E S O N T R A N S I T I O N M E TA L
D I C H A L C O G E N I D E S E M I C O N D U C T O R S

4
T I M E - A N D A N G L E - R E S O LV E D P H O T O E M I S S I O N
S E T U P
The tr-ARPES experiment is performed in a ultra-high vacuum (UHV)
chamber equipped with an electron energy analyser1. The sample is
installed on a manipulator2 which allows three-dimensional linear po-
sitioning and angular adjustments around three axis. The complete
UHV system is illustrated in figure 69. The beamline (Section 3.5)
is connected to the analysis chamber (in gold in figure 69), at the
same height of the analyser entrance. The manipulator, holding the
sample during the experiments, can be transferred to an upper cham-
ber (sample storage chamber, in blue), where samples are stored and
prepared before the measurements. The samples are inserted in va-
cuum through a load-lock (figure 69 b)) and are moved to the sample
storage chamber using transfer rods. The samples pass through a mo-
lecular beam epitaxy (MBE) growth chamber (in green in Figure 69),

















Figure 69: a) Overview of the whole experimental system for HHG-tr-
ARPES. b) Detail of the UHV sample-preparation and analysis
chamber, courtesy of Chris Nicholson, adapted for this thesis.
The material studied in this work, 2H-WSe2 (Section 5.1), is a lay-
ered semiconductor where the atomic planes along one direction
are held together by weak van der Waals interactions. To expose a
clean uncontaminated surface, the samples are cleaved in the sample
storage chamber under UHV conditions with the scotch-tape method.




The exploded sketch of the analysis chamber is given in figure 70. The
pump and the probe beam enter the chamber at a non-collinear angle
below 1◦. In the beam plane, at 40◦ from the EUV probe, the electron
energy analyser collects the photoelectrons, with an acceptance angle
of ±15◦. The sample’s surface is oriented using the motorized mani-
pulator: three angles determine the orientation of the surface normal
relative to the slit plane and allow to select only the photoelectrons
coming from a specific cut through the Brillouin zone. These angles
of rotation are the polar angle, θ, flip angle β and azimuthal angle φ.
The direction of rotation are sketched in Figure 70, panel b), for the
case of normal emission (sample facing the analyser entry, thereby
selecting electrons coming from the Γ point). The whole manipulator
can be translated in three directions (x,y,z in figure 70; the x and the
y axis form an angle of roughly 45◦with the direction of normal emis-
sion), allowing to move the photoelectron source spot in the focus of
the analyser and achieve maximum transmission with minimal distor-
tion. Moreover, thanks to the precision and reproducibility (< 10 µm)
of the movements, it is possible to move the photoemission region
across a non-uniform cleaved sample and to easily measure small
specimens.
 Motorized Manipulator: SPECS Carving





















Figure 70: a) Cutaway drawing of the analysis chamber, showing the di-
rection of the incoming pump and probe beams and the mea-
surement geometry. x,y,z are the physical translational degrees of
freedom of the manipulator. b) Rotational degrees of freedom of
the sample, relative to the analyser slit. c) k-space representation
of a cut in the Brillouin zone recorded by the analyser.
A set of electrostatic lenses accelerates the photoelectrons to a well-
defined pass energy, Epass which is the energy of the central trajectory
in the hemispherical electron analyser. The electrons are refocused
on an slit, oriented along the plane of the pump and probe beams.
The electrons then pass through the hemispherical capacitor, which
disperses the energy of the photoelectrons on the vertical axis and
preserves the in-plane angular distribution.
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The electrons are detected after the exit of the hemisphere, using
a combination of two micro-channel-plates (MCP) in a chevron ge-
ometry for spatially-resolved electron multiplication. The resulting
electronic cascade hits a phosphor screen which converts the signal
into visible light, which is imaged by an objective onto a cooled CCD
panel3.
The raw CCD pictures, are binned two by two by the internal ca-
mera firmware, before being read by a home-written Labview code.
Several sources of background are present: stray light and reflections
from the strong photoelectron signals can overlap on weaker signa-
tures; lower energy electrons in the analyser can be reflected in the
inner hemisphere and hit the MCP on the same arrival spot of the
features of interest. Finally, there is the intrinsic noise from the CCD
panel.
The effects of background and of stray signals are particularly det-
rimental for tr-ARPES: in this experiment one observes small signals
above the Fermi level and simultaneously order-of-magnitude brigh-
ter occupied-state features.
A grid with an electrostatic bias, set to about 80% of Epass, is in-
serted in the exit slit to remove most of the low-energy background
electrons. After subtracting a dark image, a thresholding algorithm is
implemented in the data-acquisition software on every image. In this
acquisition mode, a short exposure (typically 25 ms) is selected and
pixels below a certain threshold are discarded. This removes a large
portion of the stray light, while leaving the signal from true electron
counts mostly unaffected. These background subtraction tools allo-
wed a sufficient dynamic range to measure the occupied and unoccu-
pied bands of 2H-WSe2 simultaneously.
Many short-time acquisitions are integrated until a sufficiently good
statistic is achieved and the resulting images are finally saved for off-
line processing.
4.2 data post-correction
The image post-processing procedure consists of several steps which
are illustrated in Figure 71. The raw image (1) present periodic modu-
lations imposed by the rejection grid. These are removed by spatial
Fourier filtering, using a two dimensional Gaussian band-block fil-
ter at the spatial frequencies corresponding to the grid modulations.
The procedure was tested on photoemission data from a Au(111) sur-
face state, acquired at high-resolution with an Helium lamp, and did
not show significant losses of energy and angular resolution. At the
image borders (see the top side of the second image in figure 71) some




After the filtering, the photoelectron’s emission angle and energy
are calculated from the pixel position using factory-calibrated ray-
tracing functions (2).
The third step is the conversion of the angular distribution in units
of the reciprocal space wave vector. The angle between the slits’ center
and the sample normal has to be determined, starting from the three
manipulator angles. In general, every angle of detection corresponds
to a (k1,k2) pair in the surface Brillouin zone (SBZ). The analyser acqui-
res photoelectrons corresponding to a cut in the SBZ which does not
form a straight line for arbitrary (θ,β) pairs (see Figure 70, inset c).
When β = 0◦, the surface’s normal is in the plane defined by the slits’
long direction (this is the case of Figure 70, b) , (k1,k2) form a straight
line in k-space and the image can be displayed as function of the total
k‖: this is the case for all the images displayed in the thesis, except
from the three-dimensional maps of Section 5.2. In that case, to map
the SBZ, several images are collected at different (θ,β) manipulator
angles. The dataset is grouped in a three-dimensional matrix which































Figure 71: Illustration of the effects of data correction. a) Raw image. b)
Angular corrected and filtered image. c) Momentum-corrected
image.
4.2.1 Analyser resolution
The analyser lenses were operated in a wide-angular-acceptance mode
where multiple angles of emission are detected in parallel. In this
mode, the angular resolution at the exit plane of the hemisphere can
be estimated from the angular dispersion dα = 0.65 mm/◦. The finite
size of the source will be in first approximation neglected as the EUV
spot diameter is close to the 100 µm spot of the electron source used
for factory calibration (Section 3.4.5). All the data shown in this thesis
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was taken either with a slit 0.5× 20 mm2 (slit ]2) or 1× 20 mm2 (slit
]3) to increase the transmission by a factor of two. Both slits have a
length of 20 mm in the non-dispersive direction (parallel to longer
side of the slit): this translates in an angle of ±13◦displayed on the
CCD panel (the lens system collects photoelectrons coming from a
±15◦cone). The ultimate angular resolution in this direction is then
limited by the pixel spacing in the CCD camera4, and is about 0.13◦.
In the orthogonal direction, the angular resolution is determined by
the acceptance angle of the slit along its short side: 0.65◦and 1.3◦for
slit ]2 and slit ]3, respectively. For this reason the angular resolution
of maps collected by angular scans is generally not uniform.
The instrumental energy resolution is determined by the pass energy










Here, S is the shortest slit dimension (the energy dispersive direction,
orthogonal to the plane of the beams in our setup); R0 = 150 mm
is the mean radius of the hemisphere and α is the half-acceptance
angle of the slit’s shortest side. Using Equation 112, the calculated
energy resolution for different slits is shown in figure 72. Given a line-
width of 110 meV, the analyser broadening energies corresponding to
10% and 20% of the linewidth are indicated. The ultimate resolution
which can be achieved by the analyser is below 10 meV; however, it
is more convenient to accept some resolution broadening to improve
the transmission.
4.3 space charge analysis
The space charge effects depend on the sample photoionization cross
section and the photon energy (see Section 1.6.1). At a photon energy
of 21.7 eV, photoemission from a wide portion of the material’s va-
lence band is energy-allowed. When observing features close or above
the Fermi level, many of the photo-emitted electrons are not detected
but nonetheless contribute to the total space charge. For this reason
HHG-based EUV sources are more prone to space charge when com-
pared to 6-eV-based tr-ARPES.
When higher-energy pump photons are used, the pump itself can
generate strong nonlinear photoemission, even exceeding the direct
photocurrent from the probe. In this cases the pump-induced space
charge is important too and has to be independently characterized.
When measuring 2H-WSe2 the source flux was sufficient to gene-
rated thousands of photoelectrons every pulse. The resulting probe
space charge will be characterized systematically in the next sections.










































 WAM slit #1: 0.2x20 mm 
 WAM slit #2: 0.5x20 mm
 WAM slit #3: 1.0x20 mm
 WAM slit #4: 3.0x20 mm
Figure 72: Analyser resolution as a function of the pass-energy for different
slits in WAM (wide-angle acquisition mode), calculated using
Equation 112. The EUV linewidth is indicated, together with the
instrumental broadening necessary to worsen the resolution of
10% or 20%, given the probe linewidth.
4.3.1 EUV-induced space charge in 2H-WSe2
The K point valence band states in 2H-WSe2 have a bidimensional
nature (Section 5.1.2): these states are intrinsically narrow in energy
and provide a good reference for space-charge-induced effects. The
space charge was measured by keeping the phase-matching conditi-
ons for HHG constant and reducing the flux using a motorized iris
(Section 3.5), the results are summarized in figure 73.
The upper panel shows two EDCs for two different EUV fluxes.
The prominent effects of the space charge are an energy shift and a
broadening of the energy resolution.
The total photoelectron yield was estimated by measuring the drain
current from the sample using a picoamperometer5: from the current,
the amount of electrons per pulse can be easily calculated. A Gaussian
peak is fitted to the upper valence band, after a Shirley background
subtraction [215]. To properly account for the neighboring peak, a
second Gaussian was added to the fit. The width and the shift of the
top peak are displayed in the two lower panels of figure 73.
The broadening quickly grows until it saturates to about 80 meV,
when more than 500 electrons per pulse are emitted. The energy off-








































Figure 73: Effects of the space charge induced by the probe beams. Top
graph: photoelectron spectra collected at the K-point in 2H-WSe2
for the indicated average amount of photoelectrons per pulse.
Bottom, left: energy broadening of the higher energy peak, as
a function of the number of electrons per pulse. Bottom, right:
energy shift of the peak as a function of the number of electrons
per pulse.
a maximum of 80 meV. In the experiments, a compromise between
acquisition time and space charge has to be accepted: typically, the
flux was reduced below about ≈ 500 e−/pulse.
4.3.2 Pump space charge in 2H-WSe2
A pump photon energy of 3.1 eV will be used to populate the con-
duction band of 2H-WSe2; the work function of the material is about 4
eV [216], meaning that two-photon photoemission (2PPE) potentially
contributes to the space charge. The photoelectron flux as a function
of pump fluence is reported in figure 74, the pump and probe are not
overlapping in time (the probe arrives 1 ps before the pump) to avoid
that the broadening observed is induced by changes in the spectral
function of the material (see Section 5.3.1). As in the previous analy-
sis, the valence band’s width and position was fitted. Indeed, already
at a modest incident fluence of ≈ 100 µJ/cm2, the pump photoelec-
tron yield is close to 104 e−/pulse and surpasses the one of the probe
(≈ 600 e−/pulse).
The photoelectron total yield does not scale quadratically with flu-
ence as expected in a pure 2PPE case and, depending of the sample,
the amount of pump-induced photoemission changed significantly.
This indicates that surface inhomogeneity and defects contribute to


































Figure 74: Effects of a 3.1 eV photon energy pump in 2H-WSe2. Left graph:
number of pump photoelectrons per pulse as a function of the
pump fluence. Center graph: energy broadening ∆FWHM at the K
point high-energy peak, as a function of the number of photoelec-
trons per pulse. Right graph: energy shift ∆E as a function of the
number of photoelectrons per pulse.
reference [61]. Another possible effect is the sample’s re-absorption
of part of the photoelectrons, leading to a saturation of the photo-
current at higher fluences. As the pump-induced photo-voltage incre-
ases, part of the very low kinetic energy photoelectron might be re-
captured. The pump space-charge produces shifts and broadens the
spectrum, although the effect per photoemitted electron is smaller
compared the probe, likely because the pump photoemission cloud
has considerably less average kinetic energy than the measured elec-
trons.
The energy broadening stays nearly constant for charges below
104 e−/pulse and becomes ≈ 120 meV above 4× 104 e−/pulse. The
energy shift constantly increases, exceeding 100 meV above 4× 104
e−/pulse. In the experiments, the photoemission current was kept be-
low approx 104 e−/pulse (the corresponding maximum pump fluence
changes between different samples, with a typical value of ≈ 100-200
µJ/cm2): at this space charge level the broadening does not affect the
experimental resolution and the energy shift is below 30 meV.
4.3.3 Time-resolved mode
When measuring a time-dependent spectrum, the acquisition settings
are kept constant while several images are collected as a function of
the pump and probe delay. The images are corrected using the proce-
dure of Section 4.2 and joined in a three-dimensional dataset. From
the time-resolved data two quantities are extracted: the first are one
dimensional time traces, representing intensity as function of time in a
certain box around a point (E,k‖). The second type of dataset consists
of energy distribution curves EDC (or momentum distribution curves
MDC) as function of time, integrated in a certain range around a k‖
value (E value).
To determine the temporal resolution of the experiment, a laser-
assisted photoemission (LAPE, Section 1.5.3) signal was analyzed.
The corresponding time trace is shown in figure 75. The cross correla-
tion between the EUV and the near infrared is 43± 6 fs FWHM. The
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Figure 75: Cross-correlation between the NIR pump and the 21.7 eV probe
pulse, measured from a LAPE signal in 2H-WSe2.
NIR pulses FWHM was 35 fs, measured by FROG; this corresponds





T I M E - A N D A N G L E - R E S O LV E D P H O T O E M I S S I O N
O N 2 H - W S E 2
After describing the light source and the experimental setup for tr-
ARPES, the last chapter of the thesis is devoted to the study of 2H-
WSe2, a quasi-bidimensional semiconductor. After a brief description
of the physical properties of this material (Section 5.1), two different
tr-ARPES experiments will be performed, both exploiting the capabi-
lities of high-repetition rate HHG tr-ARPES.
The first experiment is a demonstration of excited-state mapping
(Section 5.2): carriers are prepared in the conduction band of 2H-
WSe2 by the absorption of 3.1 eV photons. Scattering redistributes
the population within few hundreds of femtosecond: during this tran-
sient state, the angular distribution of the photoemission from the
probe pulses reflects the energy dispersion of the conduction band.
EUV photons are required to access the whole reciprocal space Bril-
louin zone, whereas the high repetition rate combats the intrinsically
low signal arising from the low population in the excited states. The
mapping data is compared with DFT calculations and the results of
different experiments in Section 5.2.1.
The bidimensional nature of 2H-WSe2 (Section 5.1.1) is the origin
of several interesting physical properties, among which the presence
of strongly bound excitons. This is reflected by strong excitonic peaks
in the optical absorption spectrum (Section 5.3).
The carrier dynamic in the conduction band is described in detail
for the Σ valley (Section 5.3.1) and the bandgap evolution is follo-
wed in time by comparing the valence and the conduction band at
the K point in Section 5.3.2. A bandgap renormalization is observed,
possibly related to exciton formation.
The second experiment probes the effects of pumping the lowest
excitonic feature of the system with the OPCPA fundamental at a
photon energy of 1.55 eV. The resonance is associated with the A
exciton, which lies ≈ 50 meV below the conduction band minima
in the K valleyS˙everal effects can be observed in the tr-ARPES data
of the first few hundred femtosecond. Replicas of the valence band
appear in the bandgap and the topmost of these replicas overlaps
energetically with the A exciton peak. During the pump pulse, the
feature evolves in energy and moves upwards toward the A exciton
peak center. Simultaneous to these effects, ultrafast scattering occurs
between the K point and the Σ point: the time scale of the process is
below 20 fs (Section 5.4.3).
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The dynamics of the VB and CB were simultaneously observed as
a function of fluence, up to a level where the optical excitation is suf-
ficiently strong to drive the transition into saturation (Section 5.4.4).
Initially, the dispersion of the in-gap feature is hole-like, resembling
the valence band. On a time scale of few tens of femtoseconds, the fe-
ature flattens and flips sign, eventually becoming electron-like as the
conduction band (Section 5.4.5). The comparison of the electron-like
feature with the conduction band mapped by above-bandgap pum-
ping reveals a difference in energy. This observation suggests that the
signal in this case can be associated with a transient A exciton rather
than with a single-particle state. The data is in qualitative agreement
with a three-level-system model for the two photon-photoemission
process, the model is presented in Section 5.4.6.
Finally, the mechanism behind the ultrafast inter-valley scattering
is discussed in Section 5.4.7.
5.1 introduction : 2h-wse2 .
2H-WSe2 is a member of the transition metal dichalcogenide (TMD)
family. This vast class of compounds has the basic formula MX2,
where M is transition metal (groups III-XII of the periodic table) and
X is a member of chalcogen family (group XVI). The simplicity of
the chemical structure is not reflected by TMD’s exotic electronic and
optical properties, for which these compounds were investigated for
half a century [217]. Electrically, TMDs can be metallic, semi-metallic
(for example 1T-TiSe2), semiconducting or even insulators: the great
variability comes from the degree of filling of the transition metal’s d
states and the different crystal symmetries. Several TMDs exhibit bro-
ken symmetry ground states where lattice distortion and unexpected
electric behavior are concomitant: for example, charge density wave
and Mott physics are both observable in 1T-TaS2, while 1T-TiSe2 is a
proposed excitonic insulator [47, 218].
Group VI (Cr, Mo, W) TMDs are semiconductors which can be
thinned down to a single monolayer. Following the discovery of Grap-
hene and of its exceptional properties, these 2d semiconductors have
been intensively studied in the past few years: they are at the base of
a multitude of proposed electronic and opto-electronic applications,
both as monolayers or as atomic-scale heterostructures [219, 220].
The lack of inversion symmetry in the single layer unit cell, together
with time-reversal symmetry, imposes that the spin-orbit-split valence
bands at K have perfect and opposite spin polarization. This spin tex-
ture is reversed for neighboring K points. Circularly-polarized light
can selectively excite a spin-polarized carrier population with valley
selectivity [221]. This unique spin-valley locking is believed to be at
the base of a new paradigm for devices, where charge, spin and valley
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degrees of freedoms could be potentially combined into new functio-
nalities [4].
This is not the only exceptional optical property of the semicon-
ducting TMDs: in an isolated monolayer the electron-hole coulomb
interaction is screened in a totally different way compared to a bulk
material [222]. These excitons, forming after absorption of a photon,
exhibit exceptionally high binding energies and rich many-body phy-
sics. For example, excitonic molecules such as trions, electron and
hole three-body entities, can be observed at room temperature. The
excitonic resonance has a very high oscillator strength, which ma-
kes light-matter interaction particularly strong in TMDS: for exam-
ple samples with atomic thicknesses have unusually high absorption
(peak absorbance from 0.1-0.3 [220]).
It is possible to realize hetero-structures by stacking monolayers of
different TMDs: this artificial crystals promise to integrate multiple
functionalities of 2d materials in a single device.
Following these interesting developments, TMDs monolayers where
also investigated by tr-ARPES: when compared with optical spectrosco-
pies, ARPES has stricter requirements for sample preparation. The
spot size is typically larger (> 100 µm) and the sample has to be
in good electrical contact with the experimental ground to minimize
charging from the ionizing probe. This rules out the use of transpa-
rent dielectric substrates typical of optical experiments. The experi-
ment has to be performed under UHV conditions to minimize sur-
face contamination: these constrains limited the studies to epitaxially-
grown samples on conducting substrates such as gold [58, 223] or
bilayer graphene [59]. In the first case, the substrate screening is ex-
pected to hinder the strong excitonic effects: the study was nonethe-
less practically relevant to understand the dynamics of photo-excited
carriers in contact with a metallic lead. Recent measurements repor-
ted valley-selective optical excitation in a single-layer WS2 on a sil-
ver substrate [223]. Graphene bilayer substrates have a comparatively
low screening: this allowed to study the photo-induced bandgap re-
normalization in an heterostructure with a monolayer of MoS2 on top.
The inherent low repetition rate (1 kHz) of the HHG source of these
studies, imposed the authors to concentrate mainly on the case of
high incident optical pump fluences.
Spin-polarized bands in non-magnetic materials can arise from spin-
orbit coupling when the inversion symmetry is broken. This is the
case for surfaces, where one talks of Rashba effect or for non centro-
symmetric bulk materials, where one talks of Dresselhaus effect. A
TMD monolayer has no inversion points: this is at the base of the
reported valley-spin effects. A flipped layer stacking (Section 5.1.1)
in the bulk restores inversion symmetry and no spin polarization is
expected. This common notion was recently challenged in a theoreti-
cal work demonstrating that the spin polarization actually arises by
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specific atomic site asymmetries, predicting that spatially localized
spin polarization may arise even in centro-symmetric materials [224].
When studying TMDs, an unique feature of ARPES is that, due to
the limited escape depth of photoelectrons, the signal originates only
from the topmost atomic layers, whereas most of the optical studies
are inherently bulk-sensitive. Surface-sensitive spin-resolved ARPES
demonstrated that such spin polarization is observable in the top-
most layer of 2H-WSe2 [225, 226].
This study paved the way to the study of spin-valleytronic effects
also in bulk crystals: tr-ARPES is ideal in this case, being able to re-
solve ultrafast optical excitations at the surface with momentum reso-
lution (i.e. with valley selectivity). Spin-, valley- and layer-polarized
carriers were excited by a circularly-polarized pump and visualized
in reciprocal space using a HHG source [20]. Layer-dependent physi-
cal properties can be envisaged as another possible mechanism of sto-
ring and processing information, naturally embedded in multilayer
heterostructures.
Following this vision, understanding the evolution and decay of
such polarized currents is of great interest. This motivates further
studies, which exploits the newly-developed high-repetition rate tr-
ARPES apparatus to better visualize the excited states and map the
energy-momentum landscape where these processes take place: these
new results will be presented in Section 5.2.
Another interesting aspect is that the screening environment at the
surface of a TMD crystal is very different compared to the bulk: this
suggest that ramifications of the rich physics of excitons in TMD mo-
nolayers could also be observed in tr-ARPES on bulk samples, oppo-
site to conventional bulk-sensitive probes.
5.1.1 The crystalline structure of 2H-WSe2.
Among the semiconducting group-VI TMDs, 2H-WSe2 exhibits one of
the strongest spin-orbit coupling induced by the heavy tungsten atom.
The bulk material has been extensively studied both in theory and
in experiments and high-quality, millimeter-size crystals are readily
available1. Roughly half of the TMDs crystallize in a layered structure
whose building block consists of a tri-layer where an atomic sheet of
metallic atoms is sandwiched between two sheets of the chalcogen
atoms. The structure of such tri-layers is depicted in figure 76, a).
When speaking of a TMD monolayer, one refers to this basic unit.
WSe2 belongs to the 2H-polytype: the transition metal is covalently
bond to the chalcogen atoms in a trigonal prismatic coordination, re-
sulting in a lack of inversion symmetry for the isolated Se-W-Se mo-
nolayer. In the bulk crystal, the overall inversion symmetry is resto-
red thanks to the particular ABAB stacking order where every second



























Figure 76: a) Real-space lattice structure of 2H-WSe2. The red arrows indi-
cate the unit cell, containing two formula units of WSe2 (thick
lines). The trilayer structure and neighboring unit cells are re-
presented as transparent. b) Reciprocal space Brillouin zone and
projected surface Brillouin zone. The capital letters indicate the
high symmetry points nomenclature adopted in this work.
layer is laterally displaced; the unit cell spans two layers and contains
two WSe2 formula units. The lattice is characterized by two lattice
costants, a = 3.28 Å and c = 12.95 Å [227]; the thickness of a trilayer
(distance between the chalcogen planes) is about 3.6 Å and the inter-
layer distance is c/2. Successive layers are loosely bound by van der
Waals interaction resulting in a strong bidimensional character of the
compound. The reciprocal lattice unit cell is shown in Figure 76 b), to-
gether with the naming convention adopted in this work for the high
symmetry points. The surface-projected Brillouin zone is hexagonal,
with a reciprocal lattice unit vector b = 1.74 Å−1. The Γ¯-K¯ distance is
1.274 Å−1.
5.1.2 The electronic structure of 2H-WSe2.
The valence band of 2H-WSe2 was investigated by angle-resolved
photoemission in the past [228] and was also subject of recent high-
resolution ARPES studies [229, 230]. The conduction band along the
Γ¯-K¯ was measured with ARIPES (Angle-resolved inverse photoemis-
sion) [231]. An alternative method to measure the material’s con-
duction band bottom is to artificially move the Fermi level by alkali-
metal doping: the bandgap in this strongly doped regime was me-
asured by high-resolution ARPES [232, 233]. After a relative energy
alignment, there is generally good agreement when bands calculated
by density functional theory (DFT) are overlapped with the occupied
states measured by ARPES. The agreement between the experimen-
155
tal and the theoretical band gap is instead poorer (a well-known band
problem of DFT in the local-density approximation). When discussing
the results of many experiments, the theoretical bandgap is matched
a-posteriori to the experimental value.
The literature value of the workfunction of 2H-WSe2 is 4.03 eV
[216], in the case of slightly p-doped samples2
The material can be considered a good benchmark for excited-state
mapping with tr-ARPES as the electronic structure is rather well
known and ab-initio calculations are expected to be in good agreement
with experiments.
The DFT calculations shown in this work were provided by Hannes
Hubener and Angel Rubio3 and were performed using the PWSCF
code of the Quantum Espresso package [234] using the local density
approximation (LDA) [235] and norm-conserving relativistic pseudo-
potentials, including spin-orbit coupling for the W atoms. Structural
parameters were optimised for the bulk configuration and the Bril-
louin zone was sampled with 12× 12× 4 k-points.
The result of DFT calculations along the high-symmetry direction
Γ-K are plotted in Figure 77. The k-space cut along which the bands
are plotted is indicated on the right side, the kz component of the wa-
vevector, corresponding to the dispersion direction orthogonal to the
layers, has a constant value of kz = 0. The LDA underestimates con-
siderably the band gap: the maximum of the valence band at the K
point was chosen as zero of the energy and the over-lying conduction
bands were rigidly shifted to match the experimental bandgap in Fi-
gure 77.
The uppermost valence bands is characterized by two energy max-
ima: the first is located at the Brillouin zone center (Γ point). Away
from Γ, along the Γ-K direction, a set of two, well-distinguished bands
rise toward the second energy maximum, which occurs at the Bril-
louin zone boundary (K point). The splitting of the two bands ori-
ginates from the strong spin-orbit coupling and amounts to ≈ 500
meV, which compares well to the high-resolution results of reference
[230]. The three lowest computed conduction bands are also plotted:
the conduction band has two distinct minima (or valleys). The first
minimum is at the K point: the lowest direct optical transition (direct
bandgap) occurs between the K hill in the valence band and this K
valley. The absolute minimum of the conduction band is located at
the Σ valley, half-way between the Γ and the K points. The material
has an indirect bandgap occurring between the maximum Γ hill and
the Σ valley. While the CB minimum is unambiguously located at Σ
point, the assignment in ARPES experiments of the VB maximum be-
tween Γ and the K points was controversial [231, 229]. The probable
reason for these experimental discrepancies is the remarkable disper-
2 The commercial 2H-WSe2 crystals produced by HQ Graphene where p-type, with
typical charge carrier densities of ≈ 1015 cm−3 at room temperature.
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Figure 77: Calculated DFT bands of 2H-WSe2 along the Γ-Σ-K-M di-
rection of the Brillouin zonefor kz = 0, represented on the
left. The conduction bands have been shifted to account for the
experimentally-determined bandgap.
sion along the kz direction for the Γ point bands. Figure 78 shows the
calculated kz-dispersion of the two highest VBs and two lowest CBs,
along the high symmetry directions A-Γ-A, X-Σ-X, H-K-H.
Depending on the k-space location, the bands can exhibit conside-
rable dispersion (thick lines), indicating that the bands originate from
orbitals with components perpendicular to the layers and that there is
also some covalent component in the interlayer cohesive bond which
is a signatures of interlayer-coupling and three-dimensional behavi-
our. This is the case of the VB at the Γ point or the conduction band
at the Σ point. The opposite holds true for the valence and conduction
bands at the K point, whose kz dispersion is negligible.
The character of the VB bands and ARPES photoemission matrix
elements were investigate in depth in reference [230]. Indeed, it is
found that the spin-orbit split valence band at K originates from dxy
and dx2−y2 tungsten orbitals, which are confined in the layer plane.
The states at the Γ point have instead a strong Se pz and W dz2 cha-
racter.
The determination of the kz components in an ARPES experiments
requires a knowledge of the final state: the plane-wave final state
model was discussed in Section 1.2.1. This model was used to fit
energy-dependent ARPES data in the work of Finteis et al. [231]:
the inner potential was found to be V0 = 14.5 ± 0.5 eV and the ef-
















































Figure 78: Calculated kz dispersion along the high symmetry direction Γ-A-
Γ (left), Σ-X-Σ (center), K-H-K (right). The LDA-DFT data energy
zero was chosen at the average energy of the top valence band at
K. The CB was not offset relative to the VB. The indirect EIG (red
dotted lines and arrow) and direct EDG bandgaps are highlighted
(purple dotted lines and arrow)
Different photon energies probe different position along the A-Γ-A
direction: for some energies this band appears to be lower than the
H-K-H two-dimensional band. The two band maxima are very close
(the energy difference is below 50 meV) and matrix elements effects
can in some geometries cancel the contribution from one of the VBs at
Γ [231, 229]: this makes the assignment of the indirect bandgap expe-
rimentally challenging. The direct (EDG) and indirect (EIG) bandgaps
are indicated in Figure 78.
An important consequence of the short escape depth of photoe-
lectrons is that states dispersing in the direction orthogonal to the
surface, kz, are broadened by the indeterminacy in the final state mo-
mentum (Section 1.2.3). For this reason the best experimental energy
reference are the 2d states at the K point: in this work the zero of
energy will be set to the VB maximum at the K point.
The band structure of the material changes when approaching the
few-layer limit: states at Γ and Σ are the most affected and there is
a remarkable indirect to direct bandgap transition for monolayers,
where the Σ valley is at an higher energy than the K valley. The hal-
lmark of this transition is the appearance of strong photolumines-
cence after optical excitation, indicating that direct radiative carrier
recombination can now take place. Such a layer-resolved evolution
was measured by combining population of the CB with doping and
micrometer-scale ARPES [30, 236].
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5.2 excited state mapping
The ability to observe excited states with momentum resolution is a
strong advantage of tr-ARPES (Section 1.5.4). This section will des-
cribe an experiment to map the conduction band of 2H-WSe2: se-
veral features of the novel light source are used in this study. First,
the high repetition rate is fundamental to ensure sufficient statistic
at reasonably low pump fluence: as highlighted in Section 4.3.2, the
pump-induced space charge become severe already for a fluence &
100 µJ/cm2. The signal from the excited states is typically  10−2
relative to the valence band signal: to achieve a sufficient dynamic
range to measure the bandgap of the material in a single acquisition,
a background suppression method was adopted (Section 4.2). The mo-
torized sample manipulator was used to perform angular scans sam-
















a) Excitation b) ermalization c) Relaxation
Figure 79: Schematic representation of the excited-state mapping experi-
ment.
the conduction band of the material by means of direct photoemis-
sion, it is first necessary to populate it. The basic idea is illustrated in
Figure 79: after resonant optical excitation, a non-equilibrium distri-
bution of hot carriers is created in one or more regions of the Brillouin
zone (panel a). Electron-electron and electron-phonon scattering pro-
cesses redistribute energy and momentum as the hot electrons ther-
malize. This process is very rapid and in the first hundreds of fem-
toseconds the carriers populate most of the conduction band below
the energy of the optical transition. A short EUV pulse can now be
used to photo-emit the excited carriers and map the conduction band
(panel b).
Energy exchange occurs between the carriers and the lattice: owing
to the higher heat capacity of the lattice, the electronic distribution
swiftly cools and carriers tend to concentrate at the conduction band’s
bottom. Electron-phonon scattering contributes to the process at all
times and a non-thermal distribution of phonons accompanies the
carrier relaxation in the first few picoseconds. As soon as the carriers
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are concentrated at the band bottom, the fastest dynamics come to an
end as the phase space for further scattering is reduced (panel c).
The experimental setup is schematized in Figure 80. Femtosecond
pump pulses with a photon energy of 3.1 eV are obtained from SHG
of the driver laser: the temporal resolution in the experiments was
& 100 fs. Since the second harmonic is generated with a 100-µm-thick
BBO crystal, supporting ≈ 30 fs pulses, the main source of pulse
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Figure 80: Schematic of the experimental setup for tr-ARPES experiment.
SHG: second harmonic generation; BP: Brewster plate; ML: Mul-
tilayer mirror; HEEA: hemispherical electron energy analyser.
The sample is excited with a peak fluence of about 200 µJ/cm2
and the population relaxation is followed in time by the delayed XUV
probe4. By observing the system 100 fs after photoexcitation with the
short XUV pulse, a snapshot of the surface band structure can be
measured. The photo-excited band structure is remarkably compara-
ble to the one derived from density functional theory (Figure 77 and
Section 5.2.1). The energy analyser was set to acquire simultaneously
occupied and excited state’s photoelectrons. The same detector and
the same energy reference are used for both states: this strategy re-
moves any uncertainty of relative energy-level alignment, which is
typical in a comparison between direct and inverse photoemission.
An example of the acquired data is shown in Figure 81 a).
The plot corresponds to a line cut along the surface’s high-symmetry
direction Γ¯-K¯. The lower part shows a reference spectrum before pho-
toexcitation: after the energy is deposited there is a remarkable broa-
dening and a moderate bandgap closure (<50 meV, Section 5.3.2).
At high momenta, two spin-orbit split bands disperse toward the
apparent VB top at the K point: as illustrated in Section 5.1.2, these
two-dimensional bands have a narrow width, insensitive to the broa-
dening associated with kz-dispersion. The valence band energy max-
4 At this fluence some space charge effects were already observable, as observed in
Section 4.3.2, however, given the intrinsic broad energy-width of the excited states,
compared to the VB, to speed up data acquisition a broadening close to ≈ 100 meV













































Figure 81: Experimental results of the unoccupied band-structure mapping
in 2H-WSe2. a) Line-cut along Γ-Σ-K, showing both valence and
conduction band. b) Costant energy maps of the unoccupied sta-
tes. c) Sampling of the Brillouin zone.
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imum at K¯ was used as zero reference. There is an apparent discre-
pancy in the relative position of the Γ to the K point, compared to
DFT: this is the consequence of the kz dispersion and the experimen-
tal photon energy of 21.7 eV. The image in Section 5.1.2 consists of
two data acquisition at different emission angle, matched in intensity
for a clearer display: at the probe photon energy, the photo-emission
cone is too wide for the whole Brillouin zone to fit the analyser’s
angular acceptance.
Above the bandgap, and for a delay of 100 fs (see Section 5.3.1 for
the definition of time-zero), the conduction band is visible: in the fi-
gure, two different false-color scales where employed for clarity, since
the signal of the CB is about two orders of magnitude weaker. Both
the K and the Σ valley are visible and the conduction band bottom is
located at the Σ point: the sample’s surface layers have still an indirect
bandgap, as calculated for the bulk.
At this pump-probe delay, a large portion of the conduction band
can be observed: it is therefore feasible to attempt an angular scan and
combine several acquisitions to get a k-resolved picture of the excited
state throughout the Brillouin zone. The reciprocal space sampling is
schematized in Figure 81 b): it encloses the path Γ-Σ-K-M-K-Σ-Γ, the-
reby covering the first unit cell. For two θ angles of the manipulator
(see Section 4.1 for the definition of the scan angles), 10◦ (blue lines)
and 30◦ (blue lines), the β angle was scanned in 1◦steps to cover the
area of interest. The scan ranges are (θ, β) = (10◦,−20◦ : 13◦) and
(θ, β) = (30◦,−28◦ : 28◦); the acceptance angle along the θ direction
is ±15◦.
The results of such a mapping experiment are displayed in Fi-
gure 81 c). To produce such a plot it is necessary to properly merge
the two datasets and to convert the angular units into reciprocal lat-
tice vector. This kind of analysis is well-established in the ARPES com-
munity and a set of pre-existing routines within the software IGOR
pro5 were used for the task6. There is a region of overlap between
the datasets of approximately five degrees, which was used to re-
normalize the two datasets ensuring continuity of the intensity. Due
to the slightly different pump fluence for the two scans and the as-
sociated space charge, the dataset containing the Γ point was offset
in energy relative to each other by about 10 meV. The well-defined
energy of the valence bands dispersing toward the K point was used
in this case as a reference. The data conversion from angular units
to reciprocal lattice wavevectors was obtained re-sampling the data
on an uniform k-space grid with the same amount of points. For dis-
playing purposes, and only for the Figure 81 c), the data was slightly
over-sampled (about 50% more) and smoothed with a N=2 median
filter. For all the other plots no further data treatment was performed.
5 Igor Pro, WaveMetrics, Lake Oswego, OR, USA
6 originally developed by Felix Schmitt, Stanford University
162
The three-dimensional dataset cannot be displayed in a single plot:
the exploded view in Figure 81 c) corresponds to several cuts through
the datasets, representing intensity distributions at a constant energy
or constant energy maps. The energy range covers the area from 1.9 eV
to 2.5 eV in the unoccupied states, represented by the red transparent
area in panel b). The reciprocal space cell is overlaid on the second
cut, to indicate the position of the K and the Σ valley. This view re-
veals how the neighboring Σ valleys are connected at higher energies
along the Σ-Σ direction. Simultaneously, the occupied band structure
is also recorded: constant energy cuts in a different false color plot
represent the top of the valence band. The three-dimensional data-
set contains the full information about the k-space structure of the
material’s bandgap.
5.2.1 Comparison with density functional theory
The TMDs bandstructure can be calculated with ab-initio DFT met-
hods: these theoretical results are the key for interpreting experiments
lacking the full momentum resolution of ARPES, such as scanning
probe and optical spectroscopies. The occupied bands are typically
in good agreement with DFT results (Section 5.1.2) and theory can
account for the measured band dispersion and the relative energy
alignment of the K and Γ point maxima.
Density functional theory simplify the many-body problem of sol-
ving the N-electron Hamiltonian by mapping it into a tractable set
of single electron equations, the Kohn-Sham equations [237, 238]. In
principle, the solution of the equations produces the true ground state
energy and electronic density. The complexity of the many-body pro-
blem is hidden in the so-called exchange correlation potential, which
has to be approximated: at the most basic level this is replaced with a
functional of the local electronic density, in short LDA, local density
approximation. The numerical solution of the Kohn-Sham equations
is done self-consistently and produces a set of Kohn-Sham energies
and orbitals, from which the ground state density can be calcula-
ted. Taken alone, the KS energies cannot be generally interpreted as
the system’s single-particle energies (the energy for the removal or
the addition of an electron, measured by direct and inverse photoe-
mission in first approximation), nonetheless, they are often in good
agreement with experimentally determined band-structures and the
practice of using these results is widespread. DFT underestimates sys-
tematically a material’s bandgap, when the energy difference between
the lowest unoccupied and highest occupied KS orbitals is compared
to the experimentally-determined values (e.g. by measuring the opti-
cal absorption edge). This is the well-known bandgap problem of DFT,
which would persist even if the exact exchange-correlation potential
was known [239].
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A more correct description of quasi-particle energies can be obtai-
ned at a higher level of theory, correcting DFT using many-body per-
turbation theory: the most common approach is to use the so-called
GW method [240]. This method produces a band-structure which is
expected to describe well the quasi-particle energies measured in pho-
toemission (or inverse photoemission), however, it does not describe
correctly neutral excitation such as an optically excited state.
To calculate the optical properties of a material, in the form of its
dielectric function, the interaction of an electron-hole pair needs to be
considered. This can be done with a further refinement, involving the
solution of the Bethe-Selpeter equation [241]: at a higher computatio-
nal cost, BSE calculations predict improved statical optical properties,
including excitonic peaks.
In a tr-ARPES experiment one observes the temporal evolution and
the relaxation of a solid after an optical excitation. The interaction
with an optical field, the creation of electron-hole pairs, the forma-
tion of bound excitons, the scattering of carriers with the rest of the
electronic system and with the lattice: all these aspects come into play.
An ab-initio microscopic description of such a processes is beyond the
limit of current theories. There are ongoing strives to extend DFT to
describe excited states and temporal evolution in a computationally-
tractable manner: time-dependent density functional theory or TDDFT is
one of the most well-established [242], and it was also recently app-
lied for the description of tr-ARPES [20, 243, 244].
5.2.1.1 Comparison with the experiment
The data presented in the previous section is a rather interesting ben-
chmark: how well does the measured bandgap compare with the one
determined by other techniques and different theories?
The first step is to compare the experimental results with conven-
tional LDA-DFT calculations (see Section 5.1.2 for the computational
details). The simulations, performed on 12× 12× 4 grid in recipro-
cal space, was sampled using the internal packages of the Quantum
Espresso package to a 24 × 24 × 8 grid. The resulting KS energies,
where re-interpolated on the experimental grid and compared with
the data.
The first problem in doing this comparison is the relative energy
alignment of the bands: following the arguments in Section 5.1.2, the
VB maximum at the K point was used as a reference, both for the
experimental data and the DFT bands. The conduction bands were
rigidly shifted in energy to match the measured K valley: this opera-
tion, in jargon called scissor operator, is a crude way of accounting for
the bandgap problem. In the theoretical data, two nearly-degenerate
conduction bands appear at K (Figure 78): the average energy, inclu-
ding the small dispersion along kz, was used to align the theoretical
band with the experiment.
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The second problem is how to handle the kz dispersion. As shown
in Section 5.1.2, the lowest conduction bands exhibit considerable dis-
persion orthogonal to the layers. Using the free-electron final state
parameters from the literature (Section 5.1.2), it is possible to associ-
ate every measured point with a well defined kz, however, the mo-
mentum resolution in this direction is generally unknown. The mo-
mentum broadening should reflect the short escape depth, following
Heisenberg indeterminacy principle one expects δkz > 1/2λ, where
λ is the escape depth, section 1.2.3. Assuming that this depth is on
the order of c/27, half the unit cell in the z direction, the momentum
broadening in the orthogonal direction is & 0.08 Å−1. The size of the
reciprocal space Brillouin zone in this direction is 0.48 Å−1: the un-
certainty is therefore a considerable fraction of the zone size. It was
therefore decided to leave the whole kz bandwidth on the DFT bands,
which are displayed as bundles encompassing the energy dispersion
of the KS eigenvalue from which they originate. The comparison was
performed on line-cut along the symmetry direction Γ-Σ-K-M. The













































Figure 82: Comparison of 2H-WSe2 excited-state mapping and LDA-DFT
calculation. Left: costant energy intensity distributions with the
position of DFT bands. Right Γ-Σ-K-M cut through the data, com-
pared with the DFT bands, the shaded regions in the theoretical
bands represent the full energy dispersion in the kz direction. The
Γ-Σ-K-M path is indicated on the Brillouin zonein the panel.
On the right panel, the two lowest DFT conduction bands are supe-
rimposed with the experimental energy versus momentum intensity
distribution. The scissor operator used for the comparison was nearly
800 meV. On the left side, two constant energy maps are plotted with
the constant energy contours of the DFT results. The LDA bands are
in qualitative agreement with the data: in the case of strongly disper-
sing bands like the conduction band at Σ (CBΣ) and the valence band
at Γ (VBΓ), one can use the measured energy and emission angle to
7 The assumption is supported by the results of spin-resolved ARPES [229] and time-
resolved ARPES [20], where a nearly perfect spin polarization was observed at a
comparable probe photon energy.
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calculate the corresponding kz using the free-electron final state mo-
del. The kz are 0.46 Å−1 and 0.47 Å−1 for CBΣ and VBΓ, respectively.
The measured band position can be compared with the DFT energies
in Figure 78 at these kz values: after applying a 800 meV offset for
the conduction band, the energy difference from the experiment is
∆VB,Γ = −5 meV and ∆CB,Σ = 20 meV.
5.2.2 Bandgap comparison between different techniques
The bandgap of 2H-WSe2 was studied in several works in the litera-
ture, both experimental and theoretical. Figure 83 reports the litera-
ture value for the direct bandgap determined by optics [245, 246], by
comparing direct and inverse photoemission [231], or performing di-
rect photoemission on alkali-atom-doped samples [232, 233]. In this
work, we define the bandgap as the difference of the CB and VB cen-
ters, extracted from a Gaussian fit of the data. This definition was
chosen since the width of the photoemission bands is related to se-
veral physical mechanisms, not related to the on-set of band to band
transitions (see Section 1.2.2 for a discussion on the photoemission
lineshape).
To minimize the influence of space charge and the amount of photo-
generated carriers, a second experiment was performed and the flu-
ence was reduced to approximately 70 µJ/cm2, the estimated photo-
doping is ≈ 1.0× 1013 cm−2 (see Appendix A). Figure 83 a) shows a
line-cut at the K valley, extracted from this mapping dataset. The plot
includes also the VB, measured simultaneously. The absolute value
of the direct bandgap in 2H-WSe2 is 1.78 eV.
In the case of optical absorption, an analysis of the absorption edge
has to be performed to extract the onset of band to band transiti-
ons: the optical spectra at the absorption edge is strongly renormali-
zed by excitonic effects (which will be described in greater detail in
Section 5.3). In the case of ARIPES, the main complication is to define
a common energy reference with the ARPES data used for compari-
son: Finteis et al. report an error of about 100 meV for the procedure
[231]. In the case of atomic dopants, the estimated dopant density
was ≈ 2.6× 1013 and the bandgap was defined as the onset of the
intensity in the CB feature seen in the ARPES spectra, there is no
well-defined peak-like feature in this case [233]. A possible limitation
of this approach is that the alkali atoms can induce secondary effects
on the band-structure, such as the breaking of the symmetry of the
topmost trilayer and the appearance of new replica valence bands at
the K point [232].
The graph also reports theoretical results found in the literature, to-
gether with the one reported in the previous section: the first column
shows the results of DFT at the LDA level, where the diamond marker
represents our results, while the triangles are taken from the work of
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Roldán et. al. and references cited therein [247]. The second column
reports GW-corrected DFT for bulk [248] and for bilayer WSe2 [249];
the last columnt is the A exciton position calculated via the Bethe-
Selpeter equation for a bilayer [249]; the bilayer data can be identified

































































Figure 83: Left: mapping of the K point. Right: comparison of the measured
direct bandgap of 2H-WSe2 at the K-point between this work and
several experiments and theoretical results. From various referen-
ces, indicated in the text.
The measured direct bandgap compares well both with the ARIPES
and the optical gap, whereas the doping data reports a lower value
for the gap, possibly due to the discrepancy in the procedure for de-
termining the gap or for the modification induced by the dopants.
The biggest spread in results is observed for the LDA values, which
likely depend on the variability of functionals adopted, but in general
tend to underestimate the gap. The closest match is given by the GW
calculation of Jiang et al. [248], whereas the discrepancy in calculati-
ons of He et al. [249] might be due to the fact that the investigated
system was a bilayer. The BSE results for the bilayer were included
due to the current lack of a proper bulk reference. The bilayer data in
Figure 83 illustrates well how the BSE renormalizes the bandgap.
It must be noted that there is a 200 meV disagreement in the measu-
red band gap between the low fluence mapping data and the higher
fluence mapping of Section 5.2, the latter being almost 2 eV. A hig-
her fluence alone cannot explain this shift: as it will be shown in
Section 5.3.1), the band gap tends to close more for a higher incident
flux. Charging effects are expected, in a first approximation, to affect
the CB and the VB photoelectrons in a similar way, and should be
mostly cancelled out since the energy axis is referenced to the VB
position, making this discrepancy of 200 meV hardly explainable.
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Values closer to ≈ 1.8 eV were consistently reported for most of
the samples in several independent measurements: the 2.0 eV band-
gap was not reproducible, pointing either to some systematic error
in the analysis or to some specific feature of the sample, for example
the measurement could have been performed on a flake produced
by the cleaving procedure. The datasets of Section 5.2 and 5.2.1 still
demonstrate the feasibility of excited-state mapping. The comparison
with DFT of the low fluence dataset yields a reduced scissor operator
of 600 meV; the change in orthogonal momentum due to the lower
photoelectron’s kinetic energy increases the discrepancy with theory
at the Σ point (∆CB,Σ) by 8 meV.
The measurement performed so far present a snapshot of the band-
structure at fixed time: the comparison of this data with the static
calculations rely on the assumption that the excitation does not sig-
nificantly perturb the quasi-particle bands. At least at a qualitative
level, the exited states still resemble the DFT calculations and the me-
asured bandgap is in good agreement with static data. The following
sections concentrate on the temporal evolution of these excited sta-
tes and investigate the renormalization phenomena occurring in the
quasi-particle bands.
5.3 carrier and exciton dynamics in tmds
An optical excitation creates electron-hole pairs: in a semiconducting
or insulating environment, the Coulomb interaction between this two
oppositely charged quasi-particles is not perfectly screened. This at-
tractive potential, can give rise to bound electron-hole pairs, known
as excitons [250]. These bound states appear as resonances in the op-
tical absorption which renormalizes the optical bandgap, reducing it
from the value expected from a bare band-to-band transition. In a
bulk semiconductor, the exciton binding energies are typically rather
weak (e.g. 15 meV for silicon) and the exciton wave-function covers
several unit cells: one talks in this case about Wannier excitons. Wan-
nier excitons, forming between two bands with masses mVB = m∗h
and mCB = m∗e , can be described in an effective mass approximation.
The binding energies follows an hydrogen-like series [251, 252]:






where the reduced mass is defined as µ−1 = m∗h
−1 + m∗e
−1. The low
exciton binding energy, relative to the hydrogen case, come from the
high dielectric function (e ≈ 10) and the relatively small effective
masses (≈ 0.5 me) observed in most semiconductors. Due to these
low binding energies, only at the lowest temperature such resonances
appear as distinct peaks in the optical spectrum.
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The two-dimensional nature of the TMDs enhances these effects:
for example, excitons in bulk TMDs8 have a comparatively high bin-
ding energy & 50 meV [253, 245]. Once reduced to the few layer limit,
the screening is so weakened that the exciton binding energies are
one order of magnitude higher [222]. Excitons can form at any criti-
cal point where the electron and holes group velocities are the same
[250]:
5k[eCB(k)− eVB(k)] = 0. (114)
The condition is met for direct optical transitions between band ex-
trema (hills and valleys) and more generally where regions of the
bands are parallel to each other. Even if the word bound is often used
to describe excitons, it must be stressed that these quasi-particles are
transient in nature, and eventually electron-hole pairs will recombine
at equilibrium.
The measured optical absorption for bulk 2H-WSe2 at liquid-nitrogen
temperature is shown in Figure 84. The strongest resonances are the
so-called A and B excitons, originating from direct transition between
the spin-split valence band and the conduction band valley at the K
point. The VB splitting is about 500 meV, in good agreement with the



















Figure 84: Optical absorption spectrum of 2H-WSe2, adapted from reference
[253]. The red line shows the spectrum intensity in arbitrary units
of the OPCPA tuned at 800 nm. The blue line indicates the posi-
tion of the 3.1 eV pump. The data was normalized to the absorp-
tion at 3.1 eV.
8 The excitonic properties of 2H-WSe2 will be summarized in Section 5.4.1
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The A and B excitons can be observed with optical spectroscopies,
as they originate from direct optical transitions. These bright excitons
are in contrast to so-called dark excitons, which posses a total momen-
tum K 6= 0 and can only decay non-radiatively.
Figure 84 reports the position of the 3.1 eV optical pump used in
the previous experiment, together with the spectrum of the funda-
mental of the laser. The UV pump photons excite electron-hole pairs
well above the gap edge: in this case one expects that excitons do not
form directly but only after a certain amount of scattering events have
relaxed the system to the bottom of the conduction band. Due to the
lower sensitivity of tr-ARPES experiments, comparatively higher exci-
tation densities are used, resulting in a non-negligible perturbation of
the system: the presence of excited carriers modify the screening pro-
perties, dynamically reducing the exciton binding energy. Electron-
phonon coupling has also to be taken into account for non-radiative
exciton decay via phonon absorption or emission: optical excitation
results in a change in the system’s phonon distribution, thereby in-
directly changing the exciton dynamics. A quantitative simulation of
similar processes, including the ultrafast optical excitation was only
recently presented in the theoretical work of Selig et al. [254, 255]. In
such a simulation, which is not based exclusively on ab-initio met-
hods, one can follow in time the exciton formation and the evolution
of free carrier and exciton populations undergoing electron-electron
and electron-phonon scattering.
THz spectroscopy allows to distinguish between free-carrier-like
behaviour and bound excitons [256]. This is accomplished by measu-
ring the THz probe’s waveform, and determining the relative contri-
bution of free-carriers (Drude-like response) and the resonant transi-
tions of the excitonic series. The observation of such transitions do
not require an optically bright state: also dark excitons can be probed
directly, as long as the total momentum of the exciton is unchanged.
THz studies where performed on monolayer WSe2 (where the 1s-1p
transition energy is ≈ 170 meV [257]): the results show that there
is a non-instantaneous exciton formation time and a different evolu-
tion of the free-carriers and excitons [258]. This all-optical technique,
unlike tr-ARPES is missing direct informations on the quasi-particle
momentum.
5.3.0.1 tr-ARPES studies of excitons
Time-resolved photoemission from excitons was already reported: ex-
citons can either be observed after resonant excitation [259], or their
formation can follow inter-band excitation after longer times [260].
After ionization by photoemission, the exciton’s original hole is left
behind and the photoemission spectrum shows a peak below the con-
duction band, separated approximately by the exciton binding energy.
If such an energy difference is comparable with the experimental
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energy resolution, one can expect a bound exciton to appear more
like a broadening and shift of the conduction band signal toward the
lower kinetic energy side. There are however several other contribu-
tions to the quasi-particle band shape and position. One is the re-
normalization of the quasi-particle peak coming from the self-energy
of the photo-holes created in the conduction band by photoemission
Section 1.2.2.
A second possible effect can be observed when the optical excitati-
ons triggers a coherent lattice motion: in this case the energy position
of the bands might also follow a temporal evolution. In time-resolved
optical experiments, a coherent oscillation of the A1g optical phonon
mode was observed, triggered by a NIR pump resonant with the A
exciton [261] (see also Section 5.4). According to the calculation repor-
ted by the authors, to explain a shift of 100 meV, a lattice distortion
of more than 4% along the A1g phonon mode is required.
Finally, the increase in average temperature of the lattice following
the excitation is also a source of variation of the bare band position:
this is a well known effect and was investigated in 2H-WSe2 by Arora
et al. [246]. The authors fitted the following function on the experi-
mental data:




α = 3.44× 10−4 eVK−1
β = 170 K
Using the fitted parameters, the model predicts approximately a li-
near decrease above room temperature of 30 meV every 100 K. This
shifts might also play a role once a considerable fraction of the elec-
tron’s energy is transferred to the lattice, after several picoseconds.
These effects are all potentially time-dependent and non-trivial to di-
sentangle from each other in the experimental data.
5.3.0.2 tr-ARPES experiments on bulk TMDs.
Several photoemission experiments already exists on bulk TMDs and
in 2H-WSe2 in particular. One of the first time-resolved photoemis-
sion studies was actually performed by the group of Haight on 2H-
WSe2 with a 200 fs resolution [262]. A reduction of the CB signal over
time was observed and associated with transport of the photoexcited
carriers toward the bulk (in this seminal work, no parallel momen-
tum detection was implemented and only few specific positions in
the Brillouin zone were investigated). Recently, two studies on 2H-
MoS2 were reported, concentrating on the ultrafast dynamics of hot
electrons triggered by a pump with 400 nm wavelength[61], or on the
fast intra-valley scattering, following resonant pumping of the A exci-
ton [60]. The first work is the most relevant when comparing with the
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3.1-eV-induced dynamics: the main focus of the paper was to deter-
mine the carrier relaxation times for 2H-MoS2, it was however lacking
sufficient statistics to map the excited states. Bulk 2H-WSe2 was me-
asured by Bertoni et al. [20]: the emphasis of this work was on the
possibility of valley-selective excitation, using a circularly-polarized
pump resonant to the A exciton. The optical absorption at the K point
is followed by a fast inter-valley scattering toward the Σ valley: this
effect will be explored in a greater detail in Section 5.4.
5.3.1 Conduction band dynamics, 3.1 eV pump
The first step of our study concentrates on determining where the
optical excitation occurs in the Brillouin zone. Figure 85 reports a set
of snapshots of the unoccupied states collected as a function of time
along the Γ-Σ direction. At early delays the signal is localized close to
-0.3 Å−1, at an energy of 2 eV above the valence band maximum at the
K point9. By integrating a small portion of intensity in this area and
fitting the rising edge with a Gaussian pulse, it was possible to define
a reference for the pump and probe overlap. The temporal resolution
was approximately 100 fs FWHM. A background, particularly visible
at high energies in the -100 fs snapshot is coming from a residual
contamination of the 9th harmonic, as in this scan a second Sn foil
(Section 3.5) was not used.
The collected data shows how, within the pump pulse temporal en-
velope, the initially confined carriers quickly redistribute across the
conduction band as effect of thermalization. Simultaneously, the inte-
raction with the lattice start to quickly dissipate the overall hot elec-
tron’s energy: already after 1 picosecond, the scattering has relaxed
most of the carriers to the bottom of the Σ valley.
5.3.1.1 Momentum relaxation dynamics
To have a clearer overview of the temporal evolution of the carrier
population as a function of time, two energy-integrated, momentum-
resolved datasets were recorded, covering the Γ-Σ-K direction. The
results are shown in Figure 86: from this plot it is clear that after
the initial redistribution of electrons across the conduction band, for
t < 200 fs, the electron-phonon scattering start to narrow the momen-
tum distribution, as carriers scatter towards the local minima of the
K and Σ valleys. The mapping of the previous section was performed
around 100 fs when most of the k-states are populated. Within about
1.5 ps the inter-valley scattering is complete and no intensity is ob-
served at the K point. A line-cut through the data at the Σ point is
plotted on the right-hand side of Figure 86 and is fitted with a single
9 The VB position at the K point was measured in a previous scan and used to calibrate































































Figure 85: Dynamics along the Γ-Σ direction at short times after excitation,
for a 3.1 eV pump photon energy. The optical excitation occurs
close to the Γ point, located on the right hand side of the images.




























Figure 86: Left hand side: carrier momentum distribution as a function of
time delay. The data is collected along the Γ-Σ-K direction indi-
cated in the small box. Right hand side: line cuts of the data,
showing the intensity as a function of time at the K and Σ points.
The transparent line indicates a fit with a single exponential.
exponential decay, indicating an effective decay time of the intensity
at K of about 0.7± 0.1 ps. This time does not reflect the lifetime of
an electron at the bottom a the Σ valley, as different channels, such
as population coming from higher lying states or from the Σ valley
partially replenish the K point as it decays. The same trace extracted
at the Σ valley shows a more complicated temporal behavior which
could not be fitted by a single effective time constant.
5.3.1.2 Carrier relaxation in the Σ valley.
By observing the intensity in the left-hand side of Figure 86, it is
clear that the total signal is initially increasing and peaks at around
1-2 ps: this is due to the limited observation window which is re-
stricted to a line-cut through the k-space. As electrons cool within the
Σ valley contributions from carriers outside the observation window
tend to gather at the narrower band minimum. It is rather difficult
to interpret the intensity traces extracted from such data: both intra-
valley and inter-valley scattering within and outside the observation
window should be considered. As a first approximation, an isotropic
behaviour was assumed. The total energy within the Σ valley was in-
tegrated, increasing the statistical weigth of the points further away
from the central position of the band.
The Σ valley was approximated by a parabolic band (see Figure 87
a) centered at about -0.6 Å−1. Within an area of interest delimited by
the black curve in 87 a), the intensity Ii,j of every (i,j)-th pixel, was
multiplied by the energy difference from the band bottom ∆Ej and
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This rough estimate, assumes constant matrix elements, parabolic
band shape and neglegts kz dispersion, implicitly assuming that the
tr-ARPES data integrates over the whole three-dimensional Brillouin
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Figure 87: a) Snap-shot of the band-structure at the Σ point at 100 fs, 400 fs
and 3 ps with a 3.1 eV pump. In the panel an illustration shows
how a single measurement collects only a bidimensional cut al-
ong a specific k-direction. b) Energy, relaxation in the Σ valley
as calculated with (116). c) Mean square displacement obtained
with a femtosecond electron diffraction experiment, courtesy of
Roman Bertoni and Lutz Waldecker, Fritz-Haber Institute.
constant extracted with this procedure is 1.3 ps; which is in agreement
with the rise time of the Debye-Waller factor of the electron diffraction
peak, measured in an independent femtosecond time-resolved expe-
riment (Figure 87 c)). The carrier cooling within the Σ valley seems
to be compatible with the increase in lattice temperature in the dif-
fraction experiment.
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5.3.2 K-point dynamics, 3.1 eV pump
The photo-excitation transfers a significant population in the con-
duction band, leaving behind a non-equilibrium hole distribution in
the valence band. Figure 88 presents an overview of what occurs al-
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Figure 88: Dynamical response of 2H-WSe2 along the K-Σ direction after a
3.1 eV pump, with a fluence of 380 µJ/cm2. Each delay shows
simultaneously the VB and the CB, using two false color scales,
split around 1 eV.
ning in the VB occurs at time zero, making the two original bands al-
most indistinguishable. Within few picoseconds the bands become se-
parated again, although still significantly broadened. The brodening
nearly disappears after some tens of picoseconds, when the carriers
are only visible at the bottom of the Σ valley.
The two-dimensional states at the K point are well suited for ob-
serving the pump-induced broadening, as they reflect the true quasi-
particle linewidth (Section 1.2.3). An EDC at the K point, including
both VB and CB is shown in Figure 89. The VB was fitted by two gaus-
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Figure 89: Illustration of the fitting procedure on an EDC collected at the
K point. The CB and VB are fitted independently, the fit compo-
nents are indicated by dotted black lines, whereas the overall fit
function is represented by the thick gray line, imposed on the
data (circular markers). The vertical intensity scale of the VB (left
axis) and CB (right axis) is normalized to the same arbitrary units.
elastically scattered secondary electrons. The fit yields the position E,
the area A and the full width at half-maximum FWHM of the VB at
the K point as a function of time. All the collected time-resolved traces
included delay points well before the pump pulse arrival (t < -1 ps).
The unperturbed band was used as a reference: all the energies are
scaled rigidly to this value. The area of the topmost VB is also used
as a unit of area for the fits performed at later delays. The conduction
band is fitted with a single Gaussian, sitting on a linear background.
All the fit parameters are left free. The fitted position of the valence
band can be subtracted at every step from the CB energy, to obtain the
direct energy gap as a function of time: EGAP(t) = ECB(t)− EVB(t).
The results of the fits, are reported in Figure 90. The fluences used
were 62 µJ/cm2 and 380 µJ/cm2, corresponding to an excited carrier’s
surface density (electron-hole pairs or excitons) of respectively 4.6×
1012 cm−2 and 2.8× 1013 cm−2 (Appendix A).
During pump and probe overlap the FWHM doubles for a fluence
of 380 µJ/cm2 and the two bands become indistinguishable (see fi-
gure 88, at a delay of 0 fs). As a consequence, during this initial ti-
mes, the fit at the highest fluence might not be completely reliable, as
the high error bars seem also to indicate. After the pump and probe
overlap, an area loss of approximately 10% is observed, which slo-
wly relaxes to the original value within ≈ 25 ps. In the case of the
lower fluence the peaks don’t merge and the area have only a slight
decrease and a similar relaxation time.
At the highest energy densities, the perturbed system exhibits a VB
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Figure 90: Fit result as a function of time for the valence (left column) and
conduction band (right column) at the K point, for two fluences
of the 3.1 eV pump. The top row shows the fitted area A, norma-
lized by the area of the valence band before time zero AVB (t < 0).
The second row reports the Gaussian FWHM. The third row re-
ports the position of the VB relative to the maximum before time
zero E-EVBM; for the CB the plot reports instead the energy gap
EGAP(t) = ECB(t)− EVBM(t). The bottom plot reports the beha-
vior of the gap at approximately 75 fs, as a function of the incident
pump fluence, together with an extrapolation at zero fluence of
1.76± 0.03 eV.
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zero, which appears as a gap opening). After temporal overlap the
shift is clearly toward lower binding energies and relaxes on similar
time scales as the area. The shift of the lowest fluence is below 10 meV
throughout the investigated range.
The most striking feature in the VB is the increase of the FWHM,
which peaks close to 100 fs and decay at a similar rate as the Σ point
energy; the magnitude of the effect increases10 at the higher fluence.
The width of the photoemission peaks, as illustrated in Section 1.2.2,
is connected to the imaginary part of the self-energy of the generated
photo-hole: after the population transfer, new scattering channels are
possible, thereby reducing the lifetime of an hole at the K point.
Both electron-electron and electron-phonon scattering might contri-
bute to the width, and also an overall increase of lattice temperature
broaden the peaks. The FWHM follows closely the energy relaxation
of the carriers at the Σ valley (Section 5.3.1), which suggest that the
broadening is mainly related to an increased phase space for electron-
electron scattering.
5.3.2.1 Evolution of the conduction band
The right-hand column of the Figure 90 reports the temporal evo-
lution of the signal in the CB. The maximum time investigated was
about 1.5 ps, after which the signal was below the detection limit. The
area peaks at about 400 fs, reflecting the finite time to transfer popu-
lation from the area of photoexcitation (Section 5.3.2) to the K point.
The fit of the width is rather noisy, especially for the 60 µJ/cm2, re-
flecting the low signal. As a guide to the eye, the data was fitted with
an exponential decay function. The highest fluence trace appears to
have a slightly increased FWHM for all times. The same effect is seen
also in the VB fit, even before the pump arrival. This effect can be due
to an increased space charge.
The bandgap evolution as a function of time is reported, again
using two exponential functions as a guide to the eye. For both flu-
ences, the bandgap starts from a value of ≈ 1.85 eV and then decays
toward a value of approximately 1.7 eV.
Several factors might play a role in such bandgap renormalization
[263, 264], one being a simple increase of lattice temperature. During
the hot electron relaxation, before 1 ps, the lattice still hasn’t reached
a sufficiently high temperature to explain an effect of more than 100
meV: in the static case, equation 116 predicts such a shift when the
jump in lattice temperature is on the order of 300 K. No coherent
lattice motions where observed in the tr-ARPES data, so there is no
direct evidence that such the down-shift is related to a coherent oscil-
lation. Similar to the case of the Σ valley, one can imagine that what
is observed here are the carriers which quickly scatter to the bottom
10 The relative offset of the two traces is due to the higher amount of space-charge in
this case.
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of the band: all the DFT results however point to a two-dimensional
nature of the K valley [247] and according to our calculations the kz
band-width is approximately 10 meV (Figure 78). A possible source
of uncertainty is the finite integration window’s width: by collecting
signal from higher lying states at k‖ away from the minimum, an ap-
parent down-shift can be expected. The width of the EDC along the
Γ-Σ-K direction is 0.02 Å−1 and the momentum resolution broade-
ning coming from the finite slit size in the orthogonal direction was
calculated to be 0.02 Å−1 (Section 4.2.1). The measured band mass
from the mapping is 0.4 me, consistent with theory: a maximum off-
set of ≈ 8 meV is thus expected from a similar effect.
The formation of excitons could explain similar shifts: an ionized
exciton should appear below the electronic band at about the exci-
ton binding energy [260], which in the case of the bulk A exciton is
approximately 55 meV (Section 5.4.1). The electrons at the K point
might form several excitons, both dark and bright, depending on the
relative momentum of the hole and the electron [254, 255]: the bin-
ding energy of all these excitations is not known in detail, although
dark excitons where observed in EELS data [265]. One can also expect
(Section 5.4.1) the surface excitons to be more tightly bound than their
bulk counterpart.
The evolution of the gap with pump fluence was studied in a se-
cond experiment: the results are reported in the lower plot in Fi-
gure 90. As the bandgap is time-dependent, one must select a spe-
cific delay to compare the tr-ARPES bandgap as a funtion of fluence.
During the pump and probe overlap, VB broadening make the fit re-
sult less reliable; after few hundreds femtoseconds, the CB at the K
point is generally too weak to be measured at the lowest fluences. A
delay of 75 fs was chosen as a compromise, close to the time used for
excited-state mapping of 100 fs. It must be noted that there is some
uncertainty during the experiment in defining the time zero by ob-
serving the signal rise-time close to the Γ point11. The result of this
analysis is that the bandgap closes with increasing fluence: the extra-
polated zero-fluence gap is 1.76± 0.03 eV.
5.3.2.2 Preliminary conclusions: 3.1 eV pump experiments
It is useful to summarize the results collected so far, using an exci-
tation above the band gap. First, thanks to high-repetition-rate HHG-
based tr-ARPES it is possible to map excited states in reciprocal space.
The data is in qualitative agreement with DFT calculations. A detailed
map of the K point in 2H-WSe2 reveals a direct bandgap close to
1.8 eV, compatible with other experimental values, once the excito-
nic effects are taken into account. Second, the dynamical evolution of
carriers was followed throughout the Brillouin zone and the energy
11 An uncertainty of about 20 fs was found when comparing traces from different
experiments at 3.1 eV pump energy.
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relaxation timescale in the Σ valley can be well reproduced by time-
resolved diffraction results. A similar dynamic can be followed in the
broadening of the VB at the K point. The bandgap of the material
tends to decrease with time which might be explained by the forma-
tion of excitons during the first few hundreds of femtoseconds.
5.4 a-exciton dynamics
The final part of the chapter concentrates on experiments where the A
exciton peak is resonantly pumped. The evolution of the band struc-
ture is followed by tr-ARPES both in the occupied and unoccupied
states. Section 5.4.1 describes the main properties of excitons in 2H-
WSe2, Section 5.4.2 collects some relevant experimental results on
TMDs. The main results are presented in Section 5.4.3, including a
detailed pump fluence dependence of the evolution of the VB and CB.
A simplified two-photon photoemission model is used to reproduce
the main results in Section 5.4.6. Finally the mechanism of interval-
ley scattering is discussed and related to electron-phonon coupling in
Section 5.4.7.
5.4.1 Excitons in bulk and few-layer WSe2
The properties of the A exciton were studied in-depth using the Wan-
nier exciton model sketched in Section 5.3. A simplified Lorentz oscil-
lator model can be used to extract from the imaginary part of the die-
lectric function the exciton contribution on the absorption edge. Beal
et al. iteratively fitted the imaginary part of the dielectric function







(E2n − E2)2 + E2γ2
+ B(E), (117)
En = E∞ − Rn−2. (118)
An, R and E∞ are used as fit parameters. The funtion B(E) accounts
for the onset of the intraband transitions and e0 is the background die-
lectric function, assumed to be constant in the limited range of the ab-
sorption edge. The exciton series correspond to a three-dimensional
Wannier-Mott exciton, with binding energy Rn−2, where R can be
thought as a modified Rydberg constant, and the limit energy E∞ cor-
responds to the onset of band to band transitions. The radius and










Here es = 7.3 is an effective12 dielectric constant. The results are sum-
marized in table 11.
Table 11: A exciton properties in 2H-WSe2, adapted from reference [268]
E1 (eV) R (eV) E∞ r(Å) µ(me)
1.697 0.055 1.752 18 0.21
The exciton’s binding energy extracted from the fit is 55 meV, with
a fundamental absorption edge starting at 1.752 eV. The exciton Bohr
radius obtained from the model is about 18 Å, to be compared with
the inter-layer spacing c/2 ≈ 6.5 Å of an the intra-layer lattice para-
meter a ≈ 3.3 Å. The evolution of the optical resonances going from
bulk to monolayer is reported in the work of Arora et al. [246]: the
absolute position of the A exciton peak is relatively insensitive to the
layer number, however the binding energy of the exciton increases
considerably up to several hundreds of meV.
In monolayer TMDs, there are considerable deviations in the ener-
gies of higher excitonic states (n 6= 1) relative to the conventional
hydrogenic case [222]. This effect results from the different screening
in two-dimensions: when a hole and an electron confined in a 2d mo-
nolayer attract each other, the out-of-plane field lines don’t sense the
dielectric environment of a bulk material. The potential is non-local:
far-away charges are almost unscreened whereas nearby charges, ha-
ving more field lines in the material, have a screening closer to the
bulk case. In most experiments, the monolayers lie on a substrate
with a certain dielectric constant, which influences the dielectric en-
vironment. Stier et al. studied the evolution of the exciton binding
energy and radius of WSe2 monolayers with different capping layers
[269]. The exciton binding energy varies from 480 meV, in the case of
an uncapped monolayer on a silica substrate (e = 2.1), down to about
220 meV, when an hexagonal boron nitride capping layer is introdu-
ced (e = 4.5). The corresponding Bohr radius was determinated to
be respectively 8.5 Å and 11 Å, assuming an exciton reduced mass of
0.28 me.
Starting from these results, the surface-layer exciton of a bulk cry-
stal could also have an increased binding energy and reduced radius.
The monolayer and the bulk case are however not directly compara-
ble as the band structure presents considerable modifications due to
the interlayer coupling. In an ARPES experiment, unlike the optical
measurements, these surface effects could be enhanced relative to the
bulk counterparts. Excitons and dark excitons in 2H-WSe2 were also
studied by electron energy-loss spectroscopy [265]: the effective mass
of the exciton was reported to be 0.91 me.
12 The use of an effective dielectric constant comes from the optical anisotropy of the
material: es = (e‖e⊥)
1
2 , e‖ = 4.2 e⊥ = 12.7 [267].
182
5.4.2 Ultrafast dynamics in TMDs with exciton pumping
The dynamic of photo-excited carriers in TMDs was extensively inves-
tigated: most of the recent optical studies concentrate on monolayer
samples [264], often comparing the results obtained with multilayer
or bulk samples. Transient absorption microscopy for monolayer and
bulk WSe2 in the low excitation density limit (few µJ/cm2) was per-
formed by Cui et al. [270]. The system was excited with a 3.1 eV
pump and the reflectivity of a 750 nm beam was use as a probe. In
the bulk case, the decay of the differential signal had a lifetime of 160
ps, a spatially-resolved analysis revealed an in-plane diffusion coef-
ficient of 9 cm2/s for pump-induced carriers. In this low-excitation
density regime, four-wave-mixing spectroscopy was used to measure
the dephasing time for excitons, which is about 420 fs [271] for a
bulk sample. The authors identify as the main broadening mecha-
nism, exciton-phonon scattering.
The ultrafast optical response of TMDs under strong optical exci-
tation (>100 µJ/cm2), was also reported by several studies. In this re-
gime, the generated carriers behave more as an electron-hole plasma
until, at the critical Mott density, excitons are suppressed. Strong
bandgap renormalization and population inversion was reported by
Chernikov et al. in the case of a WS2 bilayer [272]. In WS2 monolayers,
Sie and coworkers reported the observation of valley-selective optical
stark effects, resulting from the interaction of photon-dressed Floquet
states and the excitonic resonance [273]. The same authors, using a
mid-Infrared pump wavelength, observed a so-called Bloch-Siegert
shift in specific K valleys [274]. Jeong studied the layer-dependent
transient absorption of WSe2, using a degenerate pump and probe
setup at 750 nm, concentrating on the generation of coherent optical
phonons [261]. In particular, in the case of bulk crystals, the promi-
nent observable modes are the A1g, intra-layer mode and the B1u,
inter-layer breathing mode. The former intra-layer mode decays into
two acoustic modes via anharmonic decay. The Raman spectrum of
the material, together with the calculated phonon bandstructure can
be found in reference [275].
5.4.3 Experimental results, 800 nm pump
2H-WSe2 samples where investigated by perturbing the system with
the fundamental of the OPCPA: the experimental setup of Figure 80
was modified by removing the BBO crystal and replacing the separa-
tor mirrors with conventional high-reflective mirrors. As shown in Fi-
gure 84, the spectrum of the OPCPA fundamental (red line) is nearly
resonant to the A-exciton peak. An overview of the main experimen-
tal results along the Γ-Σ-K direction is presented in Figure 91 b), for
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comparison, in panel a) the excited-state mapping of the K point is
plotted once more.
The optical excitation at this pump wavelength is localized at the K
point; the main dynamics occurs between the K valley and Σ valley.
The initial population at the K point undergoes ultrafast scattering
to the Σ valley, similar to the case of 2H-MoS2 [60]. The time traces,
integrated in the boxes indicated in panel b), are shown in panel c).
The red curve is the intensity in the K point, whereas the black line
represents the signal rise at the Σ valley. Nearly within the duration
of the pump pulse, the population scatters to the Σ valley. The third
line corresponds to the intensity measured within the band-gap of
the material and is a good reference for the pump and probe autocor-
relation, which is approximately 40 fs, similar to what was reported
in Section 4.3.3. Using this reference for the autocorrelation, the red
trace was fitted with a step function multiplied by an exponential de-
cay and convoluted with a gaussian of fixed width. The fit function










Here τKΣ is the decay time of the signal at the K point, and τxc is
the FWHM of the cross-correlation. A positive and negative offset
were also included to account for the background and for the residual
signal at the K point, possibly resulting from backscattering from the
Σ point to the K point. The position of the cross-correlation peak was
used as a reference for the time zero: it is clear that a small delay
between the green and the red traces exists.
The fit results in a cross correlation of τxc = 35± 5 fs and a scat-
tering time of only τKΣ = 16± 2 fs. The temporal delay between the
two signals is approximately 10 fs.
A closer inspection to the cross-correlation-like signal appearing in
the gap reveals that it bears some band-like structure, with a hole-like
dispersion, similar to the VB. The fitted position of the K hill, shifted
by the pump photon energy of 1.55 eV, is indicated by a dashed white
line in panel b). The position of the CB obtained from the mapping ex-
periment is marked by an horizontal dashed white line. The position
of the observed resonance at time zero does not match the mapped
CB, and appears at an energy of ≈ 1.65 eV, 150 meV below the con-
duction band. The signal at the K point is rather clearly downward
dispersing, opposed to what was measured by above-bandgap excita-
tion in panel a). A second experiment was performed while cooling
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Figure 91: a) Excited-state mapping ot the K point; b) Snapshot of the band
structure collected at pump and probe overlap at a pump fluence
of 0.76 mJ/cm2, the horizontal dashed white line indicates the
bandgap measured with the mapping experiment about 100 fs af-
ter photoexcitation; the white lines within the gap, represents the
position of the fitted VB, offset by 1.55 eV. c) Time traces collected
from the areas indicated in panel b). The red box, corresponds to
the K point, the green box to an in-gap state and the black box
to the Σ point; the markers represent the experimental data and
the green and red lines are the result from a fit, the black line is
a guide to the eye. d) Intensity dynamics at the Σ point recorded
up to 200 ps and for the pump fluences indicated in the caption.
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lution of the signal at the K pointis shown in Figure 92: in this case
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Figure 92: Temporal evolution of the K point with a s-polarized 1.55 eV
pump, a fluence of 2 mJ/cm2 and a temperature of 70 K. The two
white horizontal lines indicate the initial and the final energy of
the feature.
The replica are now more visible and resemble quite closely the
shape of the undelying VB. While the replica signal disappears quickly,
the signal in the CB is longer-lived and persists even after 100 fs.
The appearance of replica bands, might originate either from photon-
dressing effects, or it can be explained as non-resonant two-photon
photoemission. Photon dressing was already observed in tr-ARPES
(Section 1.5.3): two main type of photon-dressed bands exists, LAPE
bands and Floquet-Bloch states. LAPE has a remarkable polarization
dependence and vanishes when the momentum of the photoelectrons
is orthogonal to the pump electric field, which is the case in the
s-polarized pump used in the experiment. By rotating the polariza-
tion, new intensity components appear in the band-gap, below the
Σ point, coming from LAPE from the bright underlying occupied
states: this intensity is maximized for p-polarized light. The same be-
havior is not observed in the replica bands, which are therefore not
related to LAPE. The hall-mark of Floquet-Bloch states is a gap ope-
ning between overlapping replicas [55]: as there are no regions where
the replicas could overlap, this is not observable in our experiments.
Another characteristic feature of the Floquet-Bloch states are negative-
order replicas of the CB, at an energy reduced by one pump photon
[243]. Such replicas should in theory appear in the gap, but also this
feature is not observed in the experiment.
Non-resonant, two-photon photoemission from the valence bands
should also appear at the energy of the replicas: as it will be shown
in Section 5.4.6, a minimal model for describing two-color two-photon
photoemission provides a reasonable description of the observed data.
When the in-gap signal is compared to the K valley rise time (Equa-
tion 122), there is a remarkable time delay between the two. To further
investigate this behavior and its localization in k-space, an extended
temporal analysis of the rise time around the K pointwas performed.
All the images are binned 2× 2 and from every pixel of the binned
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image a temporal trace is extracted. Every trace is fitted by a Gaus-
sian function to estimate the time at which the signal is maximum.
The resulting times as a function of energy and momentum are plot-
ted for two temperatures in Figure 93. At room temperature, panel a),
the time-maps show that the closer one looks to the K valley bottom,
the more delayed is the rise time, resulting in delays up to ≈ 15-20
fs. Lowering the temperature (panel b) in Figure 93) has the effect of
opening the band gap by ≈ 60 meV, see Equation 116. The exciton’s
binding energy is not strongly affected by the temperature, but the ab-
solute position of the resonance follows the bandgap [246], meaning
that the absorption resonance is shifted away from the replicas. The
effect on the time map is that the rise time becomes more uniform
across the two bands, laking a clear central maximum at the K point.
The feature at lower energy appears narrower in both the pictures:
in this representation of the process, this is the result of a dynamical
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Figure 93: Temporal maximum maps extracted for a) 300 K and b) 70 K
and a pump of 1.55 eV, with an incident fluence of 2 mJ/cm2.
The top panels illustrate the schematic bandstructure of 2H-WSe2,
together with the position of the replica bands at the K point. The
bandgap-opening effect at low temperature results in an stronger
detuning from the resonance peak.
The effect can be clearly appreciated in the data shown in Figure 92:
here two white dotted lines show the limiting points of this up-shift
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at low temperatures, starting from a value around 1.55 eV, the end
position is about 1.8 eV. To quantify the effect, a gaussian peak was
fitted to the data for every time delay and the energy is reported in

















Figure 94: Up-shift of the CB signal at 300 K (red line) and 70 K (blue line)
and a pump of 1.55 eV, with an incident fluence 2 mJ/cm2.
(t=-1 ps). Unexpectedly, before the temporal up-shift a down-shift is
also resolved at negative times. The overall movement at higher tem-
peratures is clearly reduced and even a second down-shift is present,
followed by a slower, linear reduction of the energy at higher times.
In the 70 K data, the up-shifting feature settles at 1.80 eV and does not
appear to change significantly after the initial time. To gather more
information on this behavior, a more systematic fluence-dependent
experiment at room temperature is presented in the next section.
5.4.4 K point valence band dynamics
The evolution of the K point CB and VB signals was studied as a
function of the strength of the perturbation. To correctly measure the
incident fluence, the pump spot size was measured ex-situ as des-
cribed in Section 3.5, the transmission of the pump beam-line was
measured behind the sample with a calibrated power-meter. The ge-
nerated carrier density can be estimated from the dielectric function
in Appendix A. For every time-resolved experiment, an EDC from the
K point (width 0.02 Å−1) was fitted as a function of time, following
the same method described in Section 5.3.2.
Figure 95 shows a first set of measurements, containing incidend
fluences from 40 up to 430 µJ/cm2. For all data sets, the maximum
of the signal in the replica bends was used as a zero for the time
axis. The valence band signal now shows a sizable decrease close to
temporal overlap: this is easily understood as the direct population
transfer occurring from the top of the VB to the CB. The signal is nor-
malized to its value at negative times: approximately a 10% reduction
of the signal is measured at the maximum fluence. Correspondingly,
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the area in the CB (here not normalized) increases linearly with the
fluence.
The relative position of the VB and CB also scales linearly with the
deposited energy and a closure of the gap of up to 30 meV is me-
asured at the highest fluence. The up-shift in the CB has instead a
remarkably stable behavior and is fluence-independent in the investi-
gated range, except for the lowest fluence which appear moderately
shifted by ≈ 20 meV to lower energies. Also in these fits, at the first
negative times there is a initial down-shift in the energy.
The FWHM of the VB, as observed in the case of the UV pump
(Section 5.3.2), is sensitive to the increased phase space for decay of
the photo-hole. The relative broadening is calculated here as
∆FWHM =
√
∆EVB(t)2 − ∆EVB(t t0)2, (123)
where ∆EVB is the fitted FWHM. For the NIR pump, the broadening
is considerably less, even if the incident fluence is significantly higher.
This supports the phase-space argument: the 3.1 eV pump reaches
states 1.55 eV higher in the CB, accessing a greater phase space. The
FWHM of the CB has a considerable spread at initial times, reflecting
the weakness of the signal in the wings of the cross-correlation, after
time-zero there is a general trend to increase toward later times, going
from 200 meV to more than 300 meV.
At the excitonic resonance light absorption is very efficiency and
population is easily transferred to the CB: an interesting question is
whether is possible to saturate the transition. A second set of experi-
ments explored the regime of the highest fluences, starting from 0.4
mJ/cm2 and going up to 4 mJ/cm2 (which was the limiting fluence
for the experimental setup). The results for the very same analysis are
shown in Figure 96. The system is close to population inversion at the
K point at 3 mJ/cm2, above this value the absorption saturates and
the signal loss from 3.3 to 4.1 mJ/cm2 is nearly the same. The inten-
sity of the CB signal relative was normalized to the area of the VB at
negative times: the intensity nearly saturates at 30% and then drops
again. This analysis does not take into account the different matrix
elements for photoemission between CB and VB, it is therefore not a
surprise that the sum of the two signals is not equal to one. The posi-
tion of the VB keep shifting also once saturation is reached, however
the linear increase does not hold anymore. The CB starts always with
an initial down-shift at negative times, followed by an up-shift. After
the rise, as the fluence increases, quite interestingly the position un-
dergoes a second decrease, more and more pronounced at saturation.
The width of the VB also behaves in an anomalous way in the satura-
tion area, exhibiting even a reverse trend where the highest fluences
are less broadened than the one before saturation. The FWHM of the































































































Valence Band Conduction band
Figure 95: Fluence dependent VB and CB dynamics in 2H-WSe2 at the K-
point. The first column reports the fit results for the top valence
band, the second the results for the CB. The top-left graph reports
the area loss in the VB, relative to is value before photoexcitation.
The top-right graph is the area of the CB, in arbitrary units. The
second row reports the position of fitted peaks, expressed relative
to the top VB before time zero. The bottom left graph reports the
broadening ∆FWHM observed in the VB (see main text for the
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Figure 96: Fluence dependent VB and CB dynamics in 2H-WSe2 at the K-
point, high fluence case. See Figure 95 for a definition of the dif-
ferent quantities.
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not be treated in detail in this work. However it is clear that at the
highest fluences the field strength is sufficient to drive the inter-band
transition in the nonlinear absorption regime. To correctly account
for the findings in this range, optical Stark-shifts might have to be
considered , as it was observed in TMDs monolayers [273]. In the fol-
lowing sections the lowest fluence of this last dataset will be studied
in greater detail: at 0.4 µJ/cm2 the excitation is still in a linear regime.
5.4.5 k-resolved K-valley evolution
Another effect, clearly seen in Figure 92, was so-far neglected: both
the CB signal and the replica band dispersion initially seem to mi-
mic the VB; as the system evolves, the feature flattens and after the
pulse temporal overlap is lost, an electron-like dispersion is observed
at the K valley. To quantify this evolution, in Figure 97 several neig-
hbouring EDCs at the K point where fitted with a Gaussian function































































































Figure 97: Fit of the excited state signal at the K point, for a fluence of 0.4
mJ/cm2. a) Energy position for two representative delays, −5 fs
and 75 fs b) Time-dependend fit results, together with a parabolic
dispersion fit. c) Time evolution of the effective mass, in units
of electron mass me d) Energy position of the parabolic band,
together with the 400 nm CB position obtained with mapping at
a delay of 100 fs.
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positions were fitted with a function of the form:




here mCB(t) is the effective mass in units of the electron mass, E0 is
the energy position of the parabola and k‖,K represents the center pa-
rallel momentum. The fit was performed in a range of approximately
0.2 Å−1 around k‖,K. The central position of the band was held fixed
during the fit while the other two parameters were left unconstrained.
Time delays below 20 fs could not be reliably fitted due to the weak-
ness of the signal. The analysis allows to quantify the main effects,
which are already visible from the raw data: the results of the fit are
shown in Figure 97, c) and d). It must be stressed that at the effective
mass concept, often used for describing electric transport properties,
is used here only as a convenient measure of the observed band dis-
persion.
The fitted effective mass is shown in panel c): first, the excited states
have a hole-like dispersion with an effective mass close13 to -0.5 me.
The mass continues to increase, until it diverges to a flat band (points
outside the plot range) and assumes an electron-like dispersion with
a rather constant behavior at positive delays. The end value for the
mass does not coincide with the CB dispersion14 and is slightly higher
than 1 me.
Quite interestingly, the final effective mass is quite different than
the 0.4 me reported for the CB, and is more comparable to the ef-
fective exciton mass of 0.91 me, measured with electron-energy loss
spectroscopy (EELS) [265]. Unfortunately, the UV-pumped data can-
not be fitted with the same reliability at later delays to appreciate an
evolution of the effective mass in that case.
The fitted E0 follow the trend reported for the central EDC in
Section 5.4.4 and is compared in Figure 97 d) with the CB position
from the mapping experiments. For the comparison, a single value
from the mapping dataset is used, collected at 100 fs delay. After the
initial rise, the energy stabilizes around 1.7 eV: this is approximately
90 meV lower than the mapping reference, a value greater than the
bulk exciton’s binding energy. After photoemission, the exciton is io-
nized and an hole is left behind. Following the energy conservation
arguments described in the work of Weinelt et al. [260], the energy
position of a photoelectron coming from an exciton, should approxi-
mately be equal to the energy of the conduction band from which it
originates, minus the exciton’s binding energy. It is tempting to assign
the final value after rise to the position of the surface excitonic reso-
nance, where the increase of binding energy as compared to the bulk
might come from the different screening environment (Section 5.4.1).
13 The VB effective mass, before time zero was -0.5 me
14 The mapping results for the CB is 0.4 me (Section 5.2.1).
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5.4.6 Simulation of 2PPE based on optical-Bloch equations
The signal in the CB follows a rather complex dynamics which in prin-
ciple could be influenced by several factors: exciton formation, lattice
response and optical Stark effects. A dynamical up-shift is present
for all the measured fluences: a possible mechanism for an energy
increase of the excited states is the break-up of excitons to finally pro-
duce free carriers in the CB. The magnitude of the upshift is indeed
≈ 60 meV at room temperature. From the known optical absorption,
shown in Figure 84, it is pretty clear that the exciting pulses are not
exactly on resonance with the A exciton peak; as soon as the band gap
is further increased the energy excursion of the CB is even higher. At
high detuning the excursion reaches up to 250 meV, suggesting an
unrealistic increase of the exciton binding energy at lower T if the
interpretation of the up-shift as exciton break-up would hold.
To gain insight in the observed dynamics, a model of two-color two-
photon photoemission which allows for energy detuning is needed. A
minimal model has to include at least three levels: the initial state i is
the VB, the intermediate state n is populated by the pump photon and
the final state belongs to a continuum of free states, corresponding to
the photoemission from the second photon.
Femtosecond, two-photon photoemission where both photons are
below the ionization potential is a well-established technique. One of
the most widely studied systems are image-potential states at metal
surfaces: these states reside in the immediate vicinity of the solid and
are well decoupled, long-lived states, ideally suited to probe ultrafast
microscopic scattering and dephasing mechanisms at surfaces. 2PPE
can be described using the formalism of optical-Bloch equations [276].
The basic theoretical description is valid also for our experiments, un-
der the simplifying assumption of a few-level system: the main equa-
tions are reported here, following closely the derivation in reference
[35], where the interested reader can find further information. The




[Hˆ0 + Vˆ, ρˆkl ]− Γklρkl . (125)
The equation describes the evolution of the density matrix under a
perturbation Vˆ for a system with an unperturbed Hamiltonian Hˆ0; to
















n + Γ∗f 0
 ,
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here Γj and Γ∗j are the decay and the pure dephasing rates for the j-th
level, respectively. The initial and the final state are assumed to have
an infinite lifetime, Γi = Γ f = 0. The off-diagonal terms of Γkl are
the dephasing rates, describing the decay of quantum coherence es-
tablished by the photons between the various levels. The perturbing
fields are described in the dipole approximation by the quantities
pa(t) = Ea(t) 〈i|D|n〉 and pb(t) = Eb(t) 〈n|D| f 〉, where the temporal
envelope functions E(t) are both taken as Gaussian and D is the di-
pole operator. From Equation 131 one can derive a set of six coupled




ρ˙nn = −Im(p∗aρ(1)in ) + Im(p∗bρ(2)n f )− Γnnρnn (127)
ρ˙ f f = −Im(p∗bρ(2)n f ) (128)
ρ˙
(1)








pa(ρnn − ρii)− Γinρ(1)in (129)
ρ˙
(2)








pb(ρ f f − ρnn)− Γn f ρ(2)n f (130)
ρ˙
(3)










in − Γi f ρ(3)i f . (131)
The energy detunings are defined as:
∆a = h¯ωa − (En − Ei) (132)
∆b = h¯ωb − (E f − En). (133)
All the energy-dependent information are included in these two terms
and an energy-resolved 2PPE spectrum can be obtained by allowing














i f = e
−iωbtρi f .
A Matlab program was written to solve the coupled differential equa-
tions as a function of the detuning and temporal delay of the system.
Here is reported a preliminary analysis ought to show how this three-
level model can already describe some of the features observed in the
experiment, and essentially shows that the apparent energy shifts can
be explained by a slightly off-resonant excitation of the intermediate
level. To simulate the observed dispersion in the experiment, the de-
tuning ∆a was varied, assuming an effective mass of the i and n le-
vels matching the experimentally determined ones: mi = −0.5 me and
mn = 1.0 me, for the CB a value close to te results of Section 5.4.5 was
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chosen, rather than the mapped CB. The pump pulse duration was
set to 30 fs and probe pulse duration to 20 fs; the minimum pump
detuning was chosen to be five times the energy width determined
by the pump pulse duration (≈ 40 meV): this translates in a 200 meV
detuning, similar to the energy shift measured at low temperature
in Figure 94. Both the decay and dephasing rate for initial and final
states where chosen to be zero, while the lifetime τn = h¯/Γn and
τ∗n = h¯/Γ∗n where arbitrary chosen to both be 50 fs.
The amplitude of the pump term pa was chosen to achieve a sig-
nal decrease in the state i of approximately 10% , the probe amplitude
was pb instead chosen to be 0.1 times the pump one, further reduction
did not change the results in a tangible way. The simulations results
are plotted in Figure 98. The main features of the data are reprodu-
ced by the simplified model: snapshots at several delays are plotted
in panel a) and the transition from hole-like to electron-like disper-
sion is clearly observed. An EDC as a function of time is shown in
panel b), highlighting how traces from different k-vectors (and there-
fore detuning) show a delayed rise time. Finally the same analysis of
Section 5.4.5 allow to reconstruct the central position and dispersion
as a function of time. The similarity with Figure 97 is remarkable, sho-
wing both an energy rise and the correct evolution of the measured
dispersion. The energy shift starts approximately from the detuning
energy, the final position is somewhat detuned from the expected re-
sonance position. The dispersion starts from the VB dispersion and
ends on a value very close to the CB one.
5.4.7 Ultrafast inter-valley scattering and electron-phonon coupling
In Section 5.4.3, the ultrafast decay of the K valley was found to
have a time-constant below 20 fs in a simplified fit with exponen-
tial decays. A more correct treatment, should consistently take into
account the rise time of the signal in the Σ valley, and the observed
cross-correlation signal measured in the band gap. The optical-Bloch
equation model in the previous section was extended to include in-
coherent population transfer to an additional level (the Σ valley in
this case) and the respective photoemission final state. The three time
traces of Figure 91, panel c) where simultaneously fitted with the
coupled differential equations of the model, to reliably extract the
scattering rate of the K point, assuming that the only decay channel
is the Σ valley. The results, shown in Figure 99, panel b), predict a
time constant of τK−Σ = 15± 1 fs.
To explain this very fast scattering channel, a comparison with the-
ory was attempted. The scattering toward the Σ point requires a suit-
able mechanism to conserve simultaneously momentum and energy:
in a single-particle picture (without considering excitons), an electron





















































































Figure 98: Optical Bloch Equations simulations results. a) Simulated 2PPE
snapshots, for selected time delays b) Central EDC (k = 0) as a
function of time, two line-cuts through the dataset are shown as
time traces on the right graph. c) Energy position of the envelope




























Figure 99: a) Calculated imaginary part of the self-energy for electron-
phonon coupling in 2H-WSe2: the arrow indicates that the
Im(Σe−ph) ≈ 20 meV at the K point. b) Optical-Bloch equation
fit of the intervalley scattering. The round markers are the expe-
rimental points, shown already in Figure 91. The time traces are
collected in the bandgap (black), at the K point (blue), at the Σ
point (red); the lines represent the fitted values.
electron would gain the same amount of energy and momentum by
filling one of the holes generated by the pump at the K point. This
appears unlikely for the lack of a suitable state in the VB, as can be
seen along the K-Σ direction in Figure 91, or in the high resolution
data of Riley et al.[229].
The required momentum for the scattering can be provided by a
suitable phonon. The natural question arising is whether the electron-
phonon coupling is sufficiently strong to explain this fast scattering
and how to relate the measured lifetime with theoretical calculati-
ons. As mentioned in Section 1.5.5, the single-particle lifetime τsp can
be compared with the imaginary part of the calculated self-energy
using the relation 2Im(Σ) = h¯/τsp. tr-ARPES measures the lifetime of
the excited population, which in general is not equivalent to single-
particle lifetime [63]: for instance in Figure 86, the population lifetime
at the KP is 0.7 ps, very different than the 15 fs lifetime measured with
a 1.55 eV pump. The reason behind the discrepancy are the contri-
butions of multiple electron-electron and electron-phonon scattering
channels, which are present in the case of above band-gap pumping
and which mask the true electron single-particle lifetime. In the 1.55
eV case, many of the additional scattering channels should be quen-
ched by the reduced scattering-phase space. The simplified few-level
model used to fit the temporal traces is in relatively good agreement
with the data and it is interesting to compare the time constant with
theory, assuming that it reflects a single-particle lifetime for an elec-
tron at the K point, which decays via electron-phonon scattering, in






Bernardi et al. [277] introduced an ab-initio method to calculate the
imaginary part of the electron-phonon self-energy. The result of simi-
lar calculations (courtesy of Hannes Hübner, [278]) for the case of 2H-
WSe2 is shown in Figure 99, panel a). At the K point Im(Σe−ph) ≈ 13
meV. This number is comparable with the fit result 1/2× h¯/τK−Σ ≈
22 meV. The scattering rate extracted from the experiment is somew-
hat faster than what is predicted by the theory: the reason behind this
discrepancy could be the electron-hole interaction, which is neglected
in this calculations. The formula is no longer valid for the decay of
a bound electron-hole pair into free conduction band states or into
dark excitons.
These results indicates electron-phonon coupling is a possible me-
chanism for the observed ultrafast intervalley scattering, naturally ex-
plaining momentum conservation. Equilibrium calculations and tr-
ARPES scattering rate are comparable in this case, although not in
perfect agreement. The formalism is derived for single-particle states,
if the addition of electron-hole interaction would affect the overall pic-
ture, explaining the faster decay observed in the experiment, is still
an unanswered question.
5.4.8 Conclusions
High-repetition-rate tr-ARPES experiments can be successfully con-
ducted with the new light source. The unprecedented combination
of flux, energy resolution and the high photon energy enable new
experimental possibilities.
The excited states of 2H-WSe2 where successfully mapped throug-
hout the Brillouin zone. This represent an unique k-resolved view of a
semiconductor’s bandgap, which can be used to interpret the results
of other optical spectroscopies. The data was successfully compared
with ab-initio DFT calculations, revealing that the Kohn-Sham ener-
gies are in reasonable agreement with the measured quasi-particle
band structure also for the excited states. One future direction for
these experiments will be to compare the data with higher-level the-
ories, such as GW correction or td-DFT, to quantify the agreement of
theory with the measured band-structure. Such a comparison is im-
portant as these calculations are routinely used for the interpretation
of many experiments. The population dynamic is followed throug-
hout the Brillouin zone and the energy relaxation rate in the Σ val-
ley compared with time-resolved diffraction data. The experimental
tr-ARPES timescale coincides with the one measured for the lattice.
A band-gap renormalization is observed in the K valley, compatible
with the formation of excitons after few hundreds of femtoseconds
after photoexcitation.
By pumping the system below the bandgap, close to the A excito-
nic resonance, replica bands in the band gap and a complex energy
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dynamic is observed. An up-shift in energy of the CB and the in-
version of band dispersion can be resolved in the experimental data.
Both effects can be reproduced by simulations based on optical Bloch
equations. The replica bands can be seen as non-resonant two-photon
photoemission features. The calculations seem to qualitatively repro-
duce the data, in the future a multi-dimensional fit of the tr-ARPES
data might provide quantitative results for the scattering and depha-
sing time of the K valley signal.
The comparison of the two experiments supports the idea that with
NIR pumping, bright excitons are created: the energy difference bet-
ween the mapping data and the excited state after the pump pulse is
approximately 90 meV, slightly higher than the bulk exciton energy of
55 meV. The difference can be potentially explained by the different
screening environment for surface excitons.
The measured effective mass of the CB feature is considerably hig-
her than the one observed for above-bandgap-pump data and is si-
milar to the experimental values obtained with electron-energy loss
spectroscopy, also suggesting that the state formed after the 1.55 eV
pump are excitons in the K valley.
A very fast scattering transfers the population to the Σ valley: the
scattering time constant was extracted by fitting the time traces with
optical Bloch equations and was compared with the calculated ima-
ginary part of the electron-phonon self-energy. The results agree in
order of magnitude, highlighting how phonon emission can indeed
lead to very short single-particle lifetimes. This is a promising step
toward quantitative comparison of tr-ARPES data with many-body
calculations. As a future direction, the electron-hole interaction needs
to be include in the picture in a rigorous way.
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Part III
A P P E N D I X

A
D I E L E C T R I C F U N C T I O N O F W S E 2 A N D P U M P
A B S O R P T I O N
The dielectric function of a material completely determines the re-
flection and absorption coeffients. In the case of 2H-WSe2, the com-
plex dielectric function was retrieved by Kramers-Kronig analysis of
the material’s optical properties, from the visible to the VUV [268].
The dielectric function from reference [268] are shown in figure 100
a). Knowing both the real and imaginary part of e, the reflection and
absorption can be determined for both the wavelengths used to excite
the system. This in turn can be used to give an estimate - in the linear
regime - on what is the carrier density generated in the material. The
refractive index n and the extinction coefficient k (related to the at-
tenuation coefficient α = 4pik/λ) are plotted in figure 100 b) and are





























b) Complex refractive index: n+ik
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Figure 100: a) Complex dielectric function, from [268] b) Calculated complex
refractive index, around 400 nm (left) and 800 nm (right).
Starting from the complex dielectric function, the absorbed fluence
is calculated taking into account the Fresnel reflection from the sur-
face: an angle of incidence of 10◦ was used for the plots in Figure 101,
this is the geometry in which most of the time traces were collected.
The exciton density is calculated in a slab of thickness of the first unit
cell (that is, a bilayer of WSe2). Classical electrodynamics might ho-
wever be inaccurate in determining the carrier density on the atomic
scale, i.e. in a single layer. The figures plot also the characteristic den-
sity a−20 , which can be thought as the density at which excitons start
to overlap significantly: this can be used as a rough estimate of the
Mott density, or the exciton density at which there is a transition be-
tween an exciton gas to an electron-hole plasma [272] (generally this
is an overestimate [279]).
The surface exction radius is expected to lie somewhere in the
























 1.55 eV pump
 3.1 eV pump
 MOTT density exction radius 1 nm
 MOTT density exction radius 2 nm
10¹³
10¹²
Figure 101: Calculated surface exciton density as a function of the incident
optical fluence.
700 µJ/cm2 incident fluence at 400 nm, and above 1.8 mJ/cm2 in the
case of an 800 nm pump.
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