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BIGRADED LIE ALGEBRAS RELATED TO MZVS
MOHAMAD MAASSARANI
Abstract. We prove that the dihedral Lie coalgebra D•• := ⊕k≥m≥1Dm,k corresponding
to D̂••(G) of [Gon98] for G = {e} (also denoted by D••(G) in [Gon01]) is the bigraded dual
of the linearized double shuffle Lie algebra ls := ⊕k≥m≥1ls
k
m ⊂ Q〈x, z〉 of [Bro13] whose Lie
bracket is the Ihara bracket initially defined over Q〈x, z〉. This by constructing an explicit
isomorphism D•• → ls
∨, where ls∨ is the Lie coalgebra dual (in the bigraded sense) to ls.
The work leads to a new proof of the fact that ls is preserved by the Ihara bracket. We also
prove folklore results from [Bro13] and [IKZ06] (that apparently have no written proofs in
the literature) stating that (for k ≥ m ≥ 2) the linear map fm : Q〈x, z〉m → Q[x1, . . . , xm]
(Q〈x, z〉m is the space linearly generated by monomials of Q〈x, z〉 of degreem with respect to
z) given by xn1z · · ·xnmz 7→ xn11 · · ·x
nm
nm
and xn1z · · ·xnmzxnm+1+1 7→ 0 for n1, . . . , nm+1 ∈
N, maps lskm isomorphically to the double shuffle space Dshm(k −m) ⊂ Q[x1, . . . , xm] of
[IKZ06] (stated in [Bro13]) and thatDm,k is isomorphic to Dshm(k −m) (stated in [IKZ06]).
Here, we give an explicit isomorphism between Dm,k and the dual space Dshm(k −m)∨ of
Dshm(k −m) and we show the statement concerning fm. In fact, we have three explicit
compatible isomorphisms D•• → ls
∨, Dm,k → Dsh
∨
m(k −m) and f¯m : ls
k
m → Dshm(k −m),
where f¯m is the restriction of fm.
Introduction
Context and main results.
Multiple zeta values (MZVs) are real numbers generalising the values of the Riemann zeta
function at positive integers. These numbers were first studied by Euler then reappeared
recently in geometry, knot theory, quantum algebra and arithmetic geometry. The study of
relations between MZVs over Q is a well known problem subject to many conjectures.
A MZV is a real number of the form:
ζ(k) =
∑
n1>···>nm≥1
1
nk11 · · ·n
km
m
, (1)
where k = (k1, · · · , km) ∈ (N∗)m with km ≥ 2 and m ≥ 1. We say that ζ(k) is of depth m
and weight k = k1+ · · ·+km. In the literature, we find various polynomial relations between
MZVs over Q. For instance double shuffle relations ([IKZ06]) are Q-linear relations between
MZVs. One can also obtain relations between MZVs by comparing different regularisations
of divergent MZVs (ζ(k) with km = 1). These new relations with the double shuffle relations
are called the regularised (or also known as extended) double shuffle relations ([IKZ06]).
One of the main conjectures on MZVs is that the extended double shuffle relations suffice
to describe the Q-subalgebra Z of R generated by the MZVs ([IKZ06]). We describe briefly
the conjecture. Denote by Z˜f the Q-algebra linearly spanned by 1 and the symbols ζf (for ζ
running over all the MZVs) equipped with a product mimicking the shuffle product ([IKZ06])
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of MZVs. Now consider the quotient Zf of Z˜f by the formal analogues of the extended double
shuffle relations. The main conjecture is equivalent to the following statement:
the mapping Zf → Z given by ζf 7→ ζ is an isomorphism of algebras.
The algebra Zf described here is the algebra REDS of [IKZ06] and the above statement
corresponds to conjecture 1 of the same paper.
Denote by Z+ the vector subspace of Z generated by the MZVs and denote by Z
(m)
k (for
k ≥ m ≥ 1) the subspace of Z generated by MZV of weight k and depth less than or equal
to m (we also set Z(0)k = 0). The standard conjectures lead to the study of:
M :=
⊕
k≥m≥1
Mk,m, Mk,m := Z
(m)
k /(Z
(m−1)
k + Z
(m)
k ∩ Z
2
+).
Conjecturally, the space M should be isomorphic to the associated graded of Z+/Z2+ with
respect to the weight filtration and the dimension Ck,m of Mk,m should correspond to the
number of generators of Z of depth m and weight k. A conjectural formula for Ck,m is known
(appendix of [IKZ06]).
For G an abelian group, Goncharov introduces in [Gon98] a bigraded Lie coalgebra called the
dihedral Lie coalgebra D••(G) also denoted by D̂••(G) in [Gon01]. In this paper, we mean
by the dihedral Lie coalgerbra the coalgebra D̂••(G) for G = {e} which we denote by D••.
The bigraded vector space M is a quotient vector space of D••. Goncharov computes the
dimension of the bidegree (m, k) part Dm,k (of weight k and depth m) of D••, for m = 1, 2, 3.
He also proves that Dm,k = 0 if k+m is odd (parity result). From theses results he deduces
that as conjectured Ck,m = 0 if k + m is odd and gives upper bounds for Ck,1, Ck,2, Ck,3
corresponding to the conjectural values of these numbers. The cohomology of D•• plays an
important role in the computations, this explains the importance of the Lie structure of D••.
In ([Rac02]) Racinet introduces a prounipotent group scheme DMR0 whose Lie algebra
is dmr0 which Lie bracket is the Ihara bracket. The Lie algebra dmr0 is a complete graded
(for weight) Lie algebra equipped with a depth decreasing filtration compatible to the "grad-
ing". One can consider a Lie subalgebra ds0 of dmr0 graded for weight and whose degree
completion (for weight) is isomorphic to dmr0. The coordinate ring O(DMR0) of DMR0
and Z¯f := Zf/ζ(2)fZf are isomorphic algebras and therefore the graded dual U(ds0)∨ (for
weight) of the enveloping algebra U(ds0) of ds0 is isomorphic to the algebra Z¯f ([EL16]).
This implies that the graded dual ds∨0 (for weight) of ds0 is isomorphic to Z¯
f
+/(Z¯
f
+)
2, where
Z¯f+ ⊂ Z¯
f is the ideal generated by the symbols ζf .
A bigraded version ls (linearized double shuffle space) of the vector space dmr0 (or ds0)
is defined by Brown ([Bro13]). The space ls is a bigraded subspace of the free associative
algebra Q〈x, z〉 on the indeterminats x, z. Here Q〈x, z〉 is bigraded with respect to the total
degree (weight) and the partial degree with respect to z (depth). One has a natural injective
map from the associated graded of ds0 with respect to depth filtration to ls. This map
should be an isomorphism except in (1, 1) ([Bro13]). In the same paper Brown states that
one can show that ls is preserved by the Ihara bracket (defined over Q〈x, z〉) by adapting the
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work of [Rac02] for dmr0. Schneps proves in [Sch15] (see theorem 3.4.3 and its proof) that
ls is preserved by the Ihara bracket. The proof uses the theory of (bi)moulds introduced
by Écalle (see for example [Écalle04]) and an analogy between the theory of (bi)moulds and
series in non commutative variables x, z established by Racinet in [Rac00].
In this paper we show that:
(a) The Lie colagebra D•• is the bigraded dual of the bigraded Lie algebra (ls, {−,−})
(subsection 7.1). We construct an explicit isomorphism of bigraded Lie colagebra be-
tween D•• and the bigraded Lie coalgebra dual (in the bigraded sense) to (ls, {−,−}).
The work leads to a new proof of:
(b) The bigraded space ls is preserved by the Ihara bracket {−,−} (subsection 7.1).
Our proof of (b) is different from the one suggested by Brown and is independent of the proof
of Schneps. Here, the proof is based on the dihedral Lie algebra.
In [IKZ06], the authors construct, for m ≥ 2, the double shuffle subspace:
Dshm =
⊕
k≥m
Dshm(k −m) ⊂ Q[x1, . . . , xm].
The spaceMk,m is naturally a quotient of the dual of the double shuffle space Dshm(k−m).
It is conjectured in [IKZ06] that Dshm(k − m) and Mk,m have the same dimensions for
k ≥ m ≥ 2. The authors also compute the dimension of Dshm(d) for m = 1, 2 (give es-
timates for m = 3) and they obtain a parity result similar to the one obtained for D•• in
[Gon01]. These results give the same upper bounds for Ck,m (for m = 1, 2) obtained by
Goncharov and also imply the parity result for Ck,m.
In [IKZ06], footnote page 335, it is stated (without a proof) that the spaces Dm,k and
Dshm(k − m) are isomorphic. Therefore Dm,k and Mk,m are conjecturally isomorphic for
k ≥ m ≥ 2. In subsection 7.2, we prove that:
(c) For m ≥ 2, the depth m part Dm,• of D•• is isomorphic as a graded space (for
weight) to the graded dual Dsh∨m of Dshm =
⊕
k≥mDshm(k −m) (subsection 7.2).
Or equivalently, for k ≥ m ≥ 2, the part Dm,k of weight k and depth m of D•• is
naturally isomorphic to the dual of the double shuffle space Dshm(k −m).
To do so we contruct an explicit isomorphism of graded spaces Dm,• → Dsh
∨
m.
In [Bro13], Brown also states without giving a proof that the map fm : Q〈x, z〉m →
Q[x1, · · · , xm] (defined in (d) below) restricts to an isomorphim of graded spaces between
the depth m part lsm of ls and Dshm (for m ≥ 2). In 7.2, we show that we have the following
result:
(d) For m ≥ 2, the linear map fm : Q〈x, z〉m → Q[x1, · · · , xm], xn1z · · ·xnmzxa 7→
δa0x
n1
1 · · ·x
nm
m , where δa0 is the Kronecker symbol and Q〈x, z〉m is the depth m part of
Q〈x, z〉, restricts to an isomorphism lsm → Dshm of weight graded spaces compatible
to the isomorphisms constructed to show (a) and (c) (subsection 7.2).
By combining the isomorphisms constructed to prove (a) and (c) we get an isomorphism of
graded spaces between lsm and Dshm. Result (d) allows to understand this isomorphism.
Note that the duality between the underlying bigraded vector spaces of D•• and ls (in
depth m ≥ 2) can be deduced from (c) and (d).
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The following table, gives a clearer view of the results in this paper and the contributions
of other authors:
Result Stated in Proved in
(a) This paper This paper
(b) [Bro13] [Sch15], this paper.
A proof is suggested
in [Bro13]
(c) [IKZ06] This paper
(d) [Bro13] This paper
Outline of the paper.
Through the paper k is a field of characteristic zero. The spaces D••, ls and Dshm are
originally Q-vector spaces and we should take k = Q, but the definitions of these spaces and
the results can be easily given for any field of characteristic zero.
The first section contains reminders on free associative algebras, parings of bigraded spaces,
adjoints and duality between bigraded Lie algebras and Lie coalgebras that will be used in
the sequel of the paper.
In the second section we recall the definition of the linearized double shuffle Lie algebra
([Bro13]). In subsection 2.1 we introduce the bigraded space ls ⊂ k〈x, z〉. We then define
in subsection 2.2 the Ihara Lie bracket {−,−} : k〈x, z〉⊗2 → k〈x, z〉 that preserves ls. The
proof of Schneps discussed before is sketched in this subsection (see the proof of proposition
2.6). We then give in subsection 2.3 the definition of the double shuffle space Dshm (for
m ≥ 2) of [IKZ06].
Section 3 is devoted to the dihedral Lie colagebra D••. We give alternative definitions
of D•• more suitable for the paper. In subsection 3.1, we intoduce a free bigraded vector
space V = W ⊕ U . We define using generating series {t1 : · · · : tm+1} and {t1, . . . , tm} (for
m ≥ 1) similar to those in [Gon01] different bigraded subspaces of W ; their sum is denoted
by WR. The key points of the subsection appear in proposition 3.1: we construct a diagram
of bigraded isomorphisms D••
η
→ W/WR
i¯
→ V/F , where F = WR ⊕ U , i¯ is induced by
the natural inclusion W ⊂ V and η is defined by formula (18) in the proof of the proposi-
tion. In subsection 3.2 we define a map δ˜ : W → W ⊗W inducing a Lie cobracket δ over
W/WR for which η : D•• →W/WR is an isomorphism of Lie coalgebras. The construction of
δ is simply an adaptation of the construction of the Lie cobracket of D•• given by Goncharov.
In the fourth section, we introduce a family of series {Qm}m in commuting variables with
values in the free associative algebra k〈x, z〉 on two indeterminates x, z. We show that the
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shuffle product (a product defined over k〈x, z〉 denoted by ) of Qp and Qq is given by:
Qp(t1, . . . , tp)Qq(tp+1, . . . , tp+q) =
∑
σ∈S(p,q)
Qp+q(tσ−1(1), . . . , tσ−1(p+q)),
where S(p, q) is the set of (p, q)-shuffles. This formula is a formal analogue of formula (15)
of [Gon98] for genrating series of iterated integrals in the case where the iterated integrals
represent MZVs and it will be used in section 5.
In section 5 we prove that F is the orthogonal of ls ⊂ k〈x, z〉+ (the subscript ” + ” is for
elements with no constant term) with respect to a perfect pairing 〈−,−〉φ : V ⊗k〈x, z〉+ → k
(theorem 5.1). The pairing is given by 〈−,−〉φ = 〈−,−〉+ ◦ (φ⊗ id) where φ : V → k〈x, z〉+
is a bigraded isomorphim introduced in proposition 5.6 of subsection 5.2 and 〈−,−〉+ is
prefect pairing over k〈x, z〉+ for which the unitary monomials form an orthonormal basis.
To prove the result we compute in the first subsection the orthogonal complement ls⊥+ of
ls with respect to 〈−,−〉+. We then introduce in subsection 5.2 the morphism φ and show
that the image of F by φ corresponds to ls⊥+. The orthogonality between F and ls follows
immediatly from these results. For completness, we write down the proof in subsection 5.3.
In section 6, we compare the co-Lie structure of D•• with the one obtained from the ad-
joint {−,−}∗+ (that we call Ihara cobracket) of {−,−}+ (the restriction of the Ihara bracket
to k〈x, z〉+) with respect to 〈−,−〉+ and 〈−,−〉
⊗2
+ where the latter is a perfect bigraded
pairing over k〈x, z〉⊗2+ naturally obtained out of 〈−,−〉+ . The aim of the section is to show
theorem 6.1 stating that F is a coideal for φ⋆{−,−}∗+, the pullback of {−,−}
∗
+ by φ and
that we have a diagram of isomorphisms of bigraded Lie coalgebras:
D••
η
→ (W, δ)
i¯
→ (V/F, δV/F ),
where δV/F is induced by φ⋆{−,−}∗+ and η, i¯ are the isomorphisms of bigraded vector spaces
of section 3. We mainly decompose the Ihara bracket into different operators and study
these operators. This allows us to show that U is a coideal for φ⋆{−,−}∗+ (proposition 6.8)
and that (proposition 6.18) the image of W under φ⋆{−,−}∗+ − δ˜ lies in F ⊗ V + V ⊗ F ,
where δ˜ : W ⊗W ⊗W is the map inducing δ. We then derive theorem 6.1 from these results.
More details on the content of the section, that we skip here to avoid technical details, are
given in the introduction of the section.
In the last section we prove the main results announced in the previous subsection of the
introduction. Since F is the orthogonal of ls with respect to 〈−,−〉φ and φ⋆{−,−}∗+ is the
adjoint of {−,−}+ with respect to 〈−,−〉φ and 〈−,−〉
⊗2
φ (naturally obtained out of 〈−,−〉φ),
we conclude in the first subsection using a genral argument that (theoerem 7.1) ls is preserved
by the Ihara bracket {−,−} and we construct (theorems 7.2, 7.3) explicit isomorphims of
bigraded Lie coalgebras between the isomorphic Lie coalgebas (V/F, δV/F ) ≃ D•• and the
bigraded Lie coalgebra dual to (ls, {−,−}). This correspond to results (a) and (b) of the
previous subsection of this introduction.
In the second subsection, we give some reminders before prooving the results (c) (paragraphe
7.2.1) and (d) (paragraphe 7.2.2) announced before. In paragraphe 7.2.1, we introduce for
m ≥ 2 an isomorphism hm : Wm → k[x1, . . . , xm] mapping WmR (where A
m desigantes
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the depth m part of the vector space A) to the orthogonal complement of Dshm with re-
spect to a perfect pairing (−,−)m (see proposition 7.6). This proves that the mapping
Wm → k[x1, . . . , xm]
∨, w 7→ (hm(w),−)m induces an isomorphism of graded vector spaces
Dm• ≃ W
m/WmR
hm→ Dsh∨m (see corollaries 7.7,7.8). We then prove (d) in paragraphe 7.2.2:
we first prove that the isomorphism fm : k〈x, z〉m → k[x1, . . . , xm] induces an isomorphism
f¯m : lsm → Dshm (proposition 7.11), we then prove (proposition 7.13) that f¯∨m is compat-
ible with the isomorphisms D•• → ls
∨ (ls∨ is the bigraded dual of ls) and Dm• → Dsh
∨
m
constructed previously.
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1. Algebra Reminders
The section contains some algebra reminders. In the first subsection we recall facts on free
associative algebras. Most of the material in the first subsection can be found in [Reu93].
The second subsection contains basic reminders on bigraded pairings, andjoints, adjoints of
Lie brackets and duality between Lie algebras and Lie coalgebras.
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1.1. Free associative algebras. We fix a field k of characteristic zero. Let A be a set and
X be the collection of indeterminats {xa}a∈A. We denote by k〈X〉 the k-free associative
algebra over the indeterminats {xa}a∈A.
1.1.1. Shuffle product. We recall that for (p, q) ∈ N2 a (p, q)-shuffle is a permutation σ of
the set [1, p+ q] such that the restrictions σ|[1,p] and σ|[p+1,p+q] are increasing functions. The
set of all (p, q)-shuffles will be denoted by S(p, q).
The shuffle product  is an associative commutative product on k〈X〉 defined by:
xa1 · · ·xap  xap+1 · · ·xap+q =
∑
σ∈S(p,q)
xa
σ−1(1)
· · ·xa
σ−1(p+q)
, (2)
1 xa1 · · ·xap = xa1 · · ·xap , (3)
for (a1, . . . , ap+q) ∈ Ap+q.
We can also define inductively the shuffle product as follows:
1 w = w 1 = w, (4)
w1xa1  w2xa2 = (w1 w2xa2)xa1 + (xa1w1 w2)xa2 , (5)
for xa1 , xa2 ∈ X and w,w1, w2 unitary monomials of k〈X〉.
Finaly, the involution I : k〈X〉 → k〈X〉 given by:
I(xa1 · · ·xam) = xam · · ·xa1 , (6)
for (a1, . . . , am) ∈ Am is a morphism for the shuffle product. Hence:
xp · · ·x1  xp+q · · ·xp+1 =
∑
σ∈S(p,q)
xσ−1(p+q) · · ·xσ−1(1). (7)
1.1.2. Coproducts. There exists a unique morphism of algebras ∆X : k〈X〉 → k〈X〉 ⊗ k〈X〉
for the canonical product of k〈X〉 satisfying:
∆X(xa) = 1⊗ xa + xa ⊗ 1, for a ∈ A. (8)
We call ∆X the shuffle coproduct of k〈X〉. One can explicitly describe the coproduct of a
monomial of k〈X〉 using shuffle permutations:
∆X(xa1 · · ·xam) =
∑
p+q=m
∑
σ∈S(p,q)
xaσ(1) · · ·xaσ(p) ⊗ xaσ(p+1) · · ·xaσ(p+q) , (9)
for m ≥ 1 and (a1, · · · , am) ∈ Am.
We will give another formula for the coproduct using the shuffle product and a canoni-
cal perfect pairing on k〈X〉:
The canonical canonical perfect pairing denoted by 〈−,−〉X : k〈X〉⊗ k〈X〉 → k, is given by
the datum:
〈w1, w2〉X =
{
1 if w1 = w2
0 otherwise
, (10)
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for w1, w2 two unitary monomials of k〈X〉.
Now let MX be the set of unitary monomials of k〈X〉. One can express the coproduct
∆X(w) of w ∈ k〈X〉 as follows:
∆X(w) =
∑
w1,w2∈MX
〈w,w1 w2〉X w1 ⊗ w2. (11)
The terms 〈w,w1w2〉 (in the above formula) are nonzero for only finite number of mono-
mials w1, w2 and the formula make sense in k〈X〉.
One can also define the deconcatenation coproduct ∆X

: k〈X〉 → k〈X〉 ⊗ k〈X〉 as the
linear map given by:
∆X

(w) =
∑
w1w2=w
w1 ⊗ w2, (12)
where w,w1, w2 are monomials. The coproduct ∆X

is a morphism for the shuffle product.
Proposition 1.1. Denote by µX : k〈X〉
⊗2 → k〈X〉 the canonical product of k〈X〉. The
deconcatenation coproduct ∆X

of k〈X〉 is the adjoint of µX with respect to the pairings
〈−,−〉X and 〈−,−〉
⊗2
X : (k〈X〉 ⊗ k〈X〉)
⊗2 → k, where 〈−,−〉⊗2X is given by:
〈x1 ⊗ x
′
1, x2 ⊗ x
′
2〉
⊗2
X = 〈x1, x2〉X〈x
′
1, x
′
2〉X ,
for x1, x2, x
′
1, x
′
2 ∈ k〈X〉.
1.1.3. Derivations. Let d be a derivation of the free associative algebra k〈X〉 (for the canon-
ical product). Applying the Leibniz rule to the product 12 = 1 · 1 we see that a derivation
maps the unit to zero. Also, by applying the Leibniz rule we get:
d(xa1 · · ·xam) =
∑
i∈[1,m]
xa1 · · ·xai−1d(xai)xai+1 · · ·xam , (13)
For m ∈ N∗ and (a1, . . . , am) ∈ Am. This shows that a derivation of k〈X〉 is entirely
determined by its values on the indeterminats xa ∈ X. Conversely, given a family {ya}a∈A ⊂
k〈X〉, one can define using (13) a unique linear map d′ of k〈X〉 sending 1 to zero and xa to
ya for xa ∈ X. Since d′ satisfies (13), we have for w1 = xa1 · · ·xam and w2 = xam+1 · · ·xam+m′ :
d(w1w2) =
∑
i∈[1,m+m′]
xa1 · · ·xai−1d(xai)xai+1 · · ·xam+m′
= d(w1)w2 + w1d(w2),
and d′ is a derivation. This proves the following result:
Proposition 1.2. Let {ya}a∈A be a subset of k〈X〉. There existe a unique derivation of
k〈X〉 sending the indeterminat xa to ya for a ∈ A.
1.2. Parings, adjoints, duality between Lie algbras and Lie coalgebras. Throughout
this subsection A and B are two birgraded vector spaces:
A = ⊕m,n≥0Am,n and B = ⊕m,n≥0Bm,n.
The spaces Am,n and Bm,n are called homogenous elements of bidegree (m,n) of A and B
respectively. A pairing (−,−)A,B : A ⊗ B → k is a bigraded pairing if (Am,n, Bk,l) = 0 for
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(m,n) 6= (k, l). Given a bigraded paring (−,−)A,B : A⊗B → k one can construct a bigraded
pairing (−,−)⊗2A,B : (A
⊗2)⊗ (B⊗2)→ k given by:
(a⊗ a′, b⊗ b′)⊗2A,B = (a, b)A,B(a
′, b′)A,B, (14)
for a, a′ ∈ A and b, b′ ∈ B.
We assume that A and B are equipped with bigraded pairings (−,−)A : A ⊗ A → k and
(−,−)B : B ⊗ B → k. For f : A → B a linear map the adjoint f ∗ of f with respect to
(−,−)A and (−,−)B is the linear map f ∗ : B → A satisfying:
(f(a), b)B = (a, f
∗(b))B, for a ∈ A and b ∈ B.
The linear map f ∗ is unique. Furthermore, if f is a bigraded map then f ∗ is also a bigraded
map.
A bigraded Lie algebra (resp. coalgebra) is Lie algebra (resp. coalgebra) whose Lie bracket
(resp. cobracket) is a graded map.
Proposition 1.3. Let g : A⊗ A→ A be a bigraded Lie bracket.
1) We assume that A is equipped with a perfect bigraded pairing (−,−)A : A ⊗ A → k.
The adjoint g∗ : A→ A⊗ A of g with respect to (−,−)A and (−,−)
⊗2
A is a bigraded
Lie cobracket.
2) We denote by A∨ and (A⊗A)∨ the bigraded duals of A and A⊗A respectively and by
ϕA,2 the canonical isomorphism of bigraded spaces (A⊗ A)
∨ → A∨ ⊗ A∨. The space
A∨ equipped with g∨ = ϕA,2 ◦ g
∨ (g∨ is the bigraded dual map of g) is a bigraded Lie
coalgebra.
Proof. We prove (1). Denote by Cyc the isomorphism of A⊗3 mapping a ⊗ a′ ⊗ a′′ to a ⊗
a′ ⊗ a′′ + a′′ ⊗ a⊗ a′ + a′ ⊗ a′′ ⊗ a and by (−,−)⊗3 : A⊗3 ⊗ A⊗3 → k the pairing given by:
(a1 ⊗ a
′
1 ⊗ a
′′
1, a2 ⊗ a
′
2 ⊗ a
′
2)
⊗3 = (a1, a2)A(a
′
1, a
′
2)A(a
′′
1, a
′′
2)A,
for a1, a′1, a
′′
1, a2, a
′
2 and a
′′
2 in A. One checks that the adjoints (id ⊗ g)
∗ and Cyc∗ of id ⊗ g
(with respect to (−,−)A and (−,−)⊗3) and Cyc (with respect to (−,−)⊗3) respectively are:
(id⊗ g)∗ = id⊗ g∗ and Cyc∗ = Cyc.
Since g is a Lie bracket we have g ◦ (id⊗ g) ◦ Cyc = 0. Therefore:
Cyc ◦ (id⊗ g∗) ◦ g∗ = 0.
This shows that g∗ satisfies the cocycle relation. On the other hand g ◦ (id + τ) = 0 where τ
is the isomorphism of A⊗2 sending a⊗ a′ to a′ ⊗ a. Since τ ∗ = τ (with respect to (−,−)⊗2A )
and therefore g∗ is antisymetric:
(id + τ) ◦ g∗ = 0.
We have show that g∗ is antysymetric and satisfies the cocyle relation, therefore g∗ is a Lie
cobracket. Finaly, g∗ is bigraded because g is bigraded. This proves (1). The proof of (2) is
quite similar to the proof of (1). 
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We say that a bigraded Lie coalgebra (C, γ) is the bigraded dual of a bigraded Lie algebra
(A, g) if (C, γ) is isomorphic (as bigraded Lie coalgebra) to (A∨, g∨), where g∨ = ϕA,2 ◦ g∨
as in the previous proposition.
Proposition 1.4. Let (C, γ) be a bigraded Lie coalgebra and (A, g) be a bigraded Lie algebra
both with finite dimensional homogenous elements. We assume that (−,−)C,A : C ⊗ A→ k
is a prefect bigraded pairing and that γ is the adjoint of g with respect to (−,−)C,A and
(−,−)⊗2C,A.
1) The linear map ε : C → A∨ given by c 7→ ε(c) : a 7→ (c, a)C,A for c ∈ C and
a ∈ A is an isomorphism of bigraded Lie coalgebras, where A∨ is equipped with g∨.
In particular, the Lie coalgebra (C, γ) is the bigraded dual of the bigraded Lie algebra
(A, g).
2) If C0 ⊂ C is a bigraded coideal for γ (i.e. γ(C0) ⊂ C0 ⊗ C + C ⊗ C0) then:
a) The orthogonal A0 of C0 with respect to (−,−)C,A is a bigraded subspace of A
preserved by g.
b) The map ε induces a bigraded isomorphism ε : C/C0 → A∨0 defined for c ∈ C/C0
and a0 ∈ A0 by:
ε(c)(a0) = (c, a)C,A,
where c is any lift of c to c.
c) The map ε is an isomorphism of bigraded Lie coalgebras between C/C0 equipped
with the Lie cobracket γ induced by γ and A∨0 equipped with g
∨
|A0
. In particular,
the Lie coalgebra (C/C0, γ) is the bigraded dual of the Lie algebra (A0, g).
Proof. We first prove (1). The map ε is linear bigraded isomorphism because (−,−)C,A is
a perfect bigraded pairing. Furthermore, one checks the following equations for c ∈ C and
a, a′ ∈ A:
(c, g(a⊗ a′))C,A = ε(c)(g(a⊗ a
′)) = g∨(ε(c))(a⊗ a′)
(γ(c), a⊗ a′)⊗2C,A = (ϕ
−1
A,2 ◦ (ε⊗ ε) ◦ γ)(c)(a⊗ a
′)
where ϕA,2 is the canonical isomorphism (A⊗ A)∨ → A∨ ⊗ A∨. Since γ is the adjoint of g,
we get by combining the last two equations:
(ϕ−1A,2 ◦ (ε⊗ ε) ◦ γ)(c)(a⊗ a
′) = g∨(ε(c))(a⊗ a′),
For all c ∈ C and a, a′ ∈ A. This proves that (ε⊗ ε) ◦ γ = ϕA,2 ◦ g∨ ◦ ε = g∨ ◦ ε and therefore
ε is an isomorphism of bigraded Lie colagebras between (C, γ) and (A∨, g∨). We now prove
(2). We start by (a). The map γ is the adjoint of g and therefore:
(c0, g(a0 ⊗ a
′
0))C,A = (γ(c0), a0 ⊗ a
′
0)
⊗2
C,A.
for all c0 ∈ C0 and a0, a′0 ∈ A0. Since C0 is a coideal and A0 is orthogonal to C0 the right hand
side of the above equation is equal to 0 and therefore for a0, a′0 ∈ A0 the element g(a0 ⊗ a
′
0)
lies in the orthogonal to C0 (with respect (−,−)C,A) which is A0 by hypothesis. This proves
that A0 is preserved by g. The space A0 is a bigraded subspace of A because the pairing is
bigraded and C0 is a bigraded subspace of C. We have proved (a). To prove (b) and (c), one
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first checks that (−,−)C,A induces a perfect bigraded pairing (−,−)0 : C/C0 ⊗ A0 → k and
that γ is the adjoint of g|A0⊗A0 with respect to (−,−)0 and (−,−)
⊗2
0 . One then applies (1)
to (C/C0, γ), (A0, g|A0⊗A0) and (−,−)0 to conclude. We have proved the proposition. 
2. The linearized double shuffle Lie algebra ls and the double shuffle
space
Given a field k of characteristic zero, we recall the definition of the linearized double
shuffle Lie algebra ls (in [Bro13] ls is defined over Q) and the definition of the double shuffle
subspace Dshm =
⊕
k>m≥2Dshm(k −m) of the polynomial algebra k[x1, . . . , xm] (introduced
in [IKZ06] for k = Q) for m ≥ 2. The Lie algebra ls is a bigraded Lie subalgebra of the free
associative algebra k〈x, z〉 on two indeterminats x, z equipped with the Ihara Lie bracket and
a depth-weight bigrading. We introduce the bigraded vector space ls in the first subsection,
we then recall the definition of the Ihara bracket {−,−} in the second subsection. The third
subsection contains the definition of the double shuffle subspace Dshm.
2.1. The bigraded space ls. In order to define ls we use two algebras: the free associative
algebra k〈x, z〉 on two indeterminats x, z and the free associative algebra k〈Y 〉 on the set of
indetreminates Y = {yi|i ∈ N∗}.
We define the weight of a monomial w ∈ k〈x, z〉 as the total degree of w and the depth of w
as the degree of w with respect to the variable z. The algebra k〈x, z〉 is a bigraded algebra
with respect to depth and weight. Similarly, we define the depth of wY := yn1 · · · ynm ∈ k〈Y 〉
as the total degree of wY and the weight of wY as the number n1 + · · ·+ nm.
The shuffle coproducts of k〈x, z〉 and k〈Y 〉 as defined in (8) section 1 will be denoted by ∆
and ∆Y , respectively. The coproducts ∆ and ∆Y respect the bigradings defined above.
Let pi : k〈x, z〉 → k〈Y 〉 be the projection of bigraded spaces, given by:
k〈x, z〉x 7→ 0, 1 7→ 1 and xn1−1zxn2−1z · · ·xnm−1z 7→ yn1yn2 · · · ynm, (15)
for m ≥ 1 and n1, . . . , nm ≥ 1.
We will introduce a bigraded space ls′ containing ls before reminding the definiton of ls.
Definition 2.1. The space ls′ is the vector space of elements ψ ∈ k〈x, z〉 satisfying the
equations:
∆(ψ) = 1⊗ ψ + ψ ⊗ 1 , ∆Y (pi(ψ)) = 1⊗ pi(ψ) + pi(ψ)⊗ 1.
Proposition 2.2. The space ls′ is bigraded for depth and weigt and can be decomposed as
follows:
ls
′ = k · x
⊕
(
⊕
k≥m≥1
ls
′k
m),
where ls′km is the vector space of elements of depth m and weight k in ls
′.
Proof. The space ls′ is bigraded since the maps ∆, ∆Y and pi are bigraded linear maps and
we have the following decomposition:
ls
′ = k · x
⊕
(
⊕
k≥m≥1
ls
′k
m).
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Furthermore, an element of k〈x, z〉 of depth zero is of the form c+ c′xk with c, c′ ∈ k and
∆(c+ c′xk) = c⊗ 1 + c′∆(x)k = c⊗ 1 + c′(1⊗ x+ x⊗ 1)k.
Therefore, the elements a ∈ k〈x, z〉 satisfying ∆(a) = 1⊗a+a⊗1 are of the form c′x. From
this, the fact that pi(x) = 0 and the definition of ls′ we deduce that the depth 0 part of ls′
is equal to k · x. We have proved the proposition. 
Definition 2.3 ([Bro13]). For k ≥ m ≥ 1 set:
ls
k
m =
{
0 if m = 1 and k is even
ls
′k
m otherwise
.
The linearised double shuffle space is the bigraded vector space ls := (
⊕
k≥m≥1
ls
k
m) ⊂ k〈x, z〉.
Remark 2.4. We can decompose ls′ as follows:
ls
′ = ls⊕ k · x⊕ (ls′1)
even,
where (ls′1)
even = ⊕
n≥1
ls
′2n
1 .
2.2. Ihara’s bracket. Let [−,−] be the canonical Lie bracket of the free associativ k〈x, z〉,
i.e:
[w,w′] = ww′ − w′w,
for w,w′ ∈ k〈x, z〉. Given w ∈ k〈x, z〉, we denote by dw the unique derivation of k〈x, z〉 such
that:
dw(x) = 0 and dw(z) = [z, w].
The existence and uniqueness of dw follows from propostion 1.2 of section 1.
Proposition 2.5. The mapping (the Ihara bracket) {−,−} : k〈x, z〉⊗2 → k〈x, z〉 given by:
{w,w′} = dw(w
′)− dw′(w) + [w,w
′].
for w,w′ ∈ k〈x, z〉 defines a (bigraded) Lie bracket on k〈x, z〉.
Proof. It is clear that the above map is antistymetric. One can prove that {−,−} satisfies
the Jacobi identity by direct computations using the identity:
dw ◦ dw′ − dw′ ◦ dw = d{w,w′},
for w,w′ ∈ k〈x, z〉. 
Brown affirms in [Bro13] that ls is preserved by the Ihara bracket and that this can be
proven by adapting the work of [Rac02] for dmr0. Schneps (theorem 3.4.3 of [Sch15] and its
proof) gives a proof using the theory of (bi)moulds introduced by Écalle (see for example
[Écalle04]) and a correspondence between the work of Racinet and Écalle established by
Racinet in [Rac00]. As mentioned in the introduction of the paper, we give a new proof
using the dihedral Lie colagebra of Goncharov (see theorem 7.1, section 7).
Proposition 2.6 ([Bro13],[Sch15]). The Linearized double shuffle space ls is preserved by
the Ihara bracket.
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2.3. The double shuffle space. For m ≥ 2 and σ ∈ Sm we denote by Sm and Tσ the
automorphisms of the polynomial ring k[x1, . . . , xm] given by:
Sm(xi) = xi + · · ·+ xm, Tσ(xi) = xσ−1(i), for i ∈ [1, m]
and we define for l ∈ [1, m− 1] the linear endomorphisms T (l)m,∗ and T
(l)
m, of k[x1, · · · , xm] by
the following:
T (l)m,∗ =
∑
σ∈S(l,m−l)
Tσ, T
(l)
m, = T
(l)
m,∗ ◦ Sm,
where S(p, q) denotes the set of (p, q) shuffles, as in the previous sections.
Definition 2.7 ([IKZ06]). 1) The double shuffle subspace Dshm of k[x1, . . . , xm] (for
m ≥ 2) is the intersection of the kernels of the endomorphisms T
(l)
m,∗ and T
(l)
m, for
l ∈ [1, m− 1].
2) For m ≥ 2 and d ≥ 1, the double shuffle space Dshm(d) is the vector subspace of
polynomials of total degree d lying in Dshm.
The maps T (l)m,∗ and T
(l)
m, respect the total degree grading of k[x1, . . . , xm]. Hence, the total
degree induces a grading of Dshm. Here, we endow Dshm with a weight grading corresponding
to a shift by +m of the total degree grading:
Definition 2.8. The weight grading of Dshm is given by:
Dshm =
⊕
k≥m
Dshkm,
where the weight k part Dshkm of Dshm is the double shuffle space Dshm(k −m).
3. The dihedral Lie coalgebra D••
Given a field k of characteristic zero, we give an alternative definition of the dihedral
Lie coalgebra D•• (D̂••({e}) of [Gon01] originally defined over Q). In the first subsection,
we introduce bigraded k-vector spaces WR ⊂ W ⊂ V ⊃ F such that the natural inclusion
W ⊂ V induces an isomorphism of bigraded spaces W/WR → V/F . The space WR (and F )
is defined using generating series {t1 : · · · : tm+1} (similar to those in [Gon01]). We show
(proposition 3.1) that the underlying bigraded vector space of the dihedral Lie coalgebra
D•• is isomorphic to the bigraded spaces W/WR and V/F by constructing an isomorphism
of bigraded spaces η : D•• → W/WR. In the second subsection, we define a map δ˜ : W →
W ⊗W inducing a bigraded Lie cobracket δ on W/WR for which η : D•• → W/WR is an
isomorphism of bigraded Lie coalgebra. The construction of δ is a transcription of the work
of [Gon01].
3.1. The bigraded space D••. Let V be the free k vector space with basis the elments of
the sets:
I := {I(n1, . . . , nm)|m ≥ 1, ni ∈ N
∗ for i ∈ [1, m]},
and
I ′ := {I(n0, n1, . . . , nm)|m ≥ 0, ni ∈ N
∗ for i ∈ [0, m]},
where [i, j] denotes the set of integers i, i+ 1, . . . , j for i ≤ j.
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For an element a ∈ I ∪ I ′ we define the depth d(a) and the weight ω(a) of a by the fol-
lowing:
d(I(n1, . . . , nm)) = d(I
′(n0, . . . nm)) = m,
ω(I(n1, . . . , nm)) = n1 + · · ·+ nm; ω(I
′(n0, . . . nm)) = n0 + · · ·+ nm.
Depth and weight induce a natural bigrading of V :
V =
⊕
k≥m≥0
(k,m) 6=(0,0)
Vm,k,
where Vm,k is the subsbace of V generated by the elements of I ∪ I ′ of depth m and weight
k.
For a vector space A and m ∈ N, we denote by A[[t1, . . . , tm+1]] the vector space of se-
ries in the commuting variables t1, . . . , tm+1 with values in A.
For m ≥ 1, we define the multivariable series with values in V :
{t1 : · · · : tm : tm+1} =
∑
n1,...,nm≥1
I(n1, . . . , nm)(t1 − tm+1)
n1−1 · · · (tm − tm+1)
nm−1
and the series:
{t1, . . . , tm} = {t1 : t1 + t2 : t1 + t2 + t3 : · · · : t1 + t2 + · · ·+ tm : 0}.
These series are similar to those used by Goncharov (see (54) and (56) in [Gon01] for
G = {e}).
Let V1 be the smallest subspace of V such that for all (p, q) ∈ (N∗)2:∑
σ∈S(p,q)
{tσ−1(1) : · · · : tσ−1(p+q) : tm+1}, (16)
is mapped to 0 by the natural map V [[t1, . . . , tm+1]] 7→ (V/V1)[[t1, . . . , tm+1]] (S(p, q) is the
set of (p, q)-shuffle). Similarly, we define V2 as the smallest subspace of V such that for all
(p, q) ∈ (N∗)2, the image of the series:∑
σ∈S(p,q)
{tσ−1(1), . . . , tσ−1(p+q)}, (17)
with respect to V [[t1, . . . , tm+1]] 7→ (V/V2)[[t1, . . . , tm+1]] is 0.
We denote by V ′ the subsbspace of V generated by the elements of I ′ \ {I ′(1)} and by
V ′′ The subspace of V generated by the elements I(2n) for n ≥ 1.
The subspaces V1, V2, V ′ and V ′′ are bigraded subspaces of V .
Proposition 3.1. Denote by W the subspace of V generated by the elements of the set I
and set WR := V1 + V2 + V
′′, F := WR ⊕U , with U := k · I
′(1) + V ′ (U is the subspace of V
generated by the elements of I ′) and V1, V2, V
′′ as in the previous paragraphe.
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1) The inclusion W ⊂ V induces an isomrphism of bigraded vector spaces i¯ :W/WR →
V/F , where the bigradings are those induced by weight and depth.
2) We have a natural isomorphism of bigraded vector spaces η : D•• → W/WR. The
isomorphism η is constructed in the proof below.
Proof. The fact that the inclusion W → V induces and isomorphism W/WR ≃ V/VR is clear
since F =WR⊕U and V = W ⊕U . We show that W/WR is isomorphic D••. As mentioned
before D•• denotes the space D̂••({e}) of [Gon01]. In [Gon01], Goncharov first introduces
a space D••(G) (section 4) defined (over Q, here we take a field k of characteristic zero) by
generators and relations:
• the generators are the symbols In1,...,nm(g0, . . . , gm) for m ≥ 1, (g0, . . . , gm) ∈ G
m and
(n1, . . . , nm) ∈ (N
∗)m.
• the relations are: (i) homogeneity relations, (ii) double shuffle relations, (iii) distri-
bution relations, and the relation (iv) I1(e : e) = 0.
He then introduces the space D̂••(G) (see page 430) generated by the same generators of
D••(G) but the relations are relations (i),(ii) and (iii), equivalently he does not impose the
relation I1(e : e) = 0 in D̂••(G) and D̂••(G) = D••(G)⊕ k · I1(e, e).
When G = {e}, the genrators are the symbols In1,...,nm(e, . . . , e) and the homogeneity rela-
tions are empty. We will show that there exists a linear isomorphism:
η :D̂••({e}) = D•• → W/WR
In1,...,nm(e, . . . , e)→ I(n1, . . . , nm).
(18)
The correspondance In1,...,nm(e, . . . , e) 7→ I(n1, . . . , nm) allows to identify the series defined by
formulas (54) and (56) in section 4 of [Gon01] to the series {t1 : · · · : tm+1} and {t1, . . . , tm}
defined in this section and therfore we obtain a correspondance between the double shuffle
relations (relations (ii)) of Goncharov and the subspace V1 + V2. To prove the existence of
η we still have to identify the disribution relations to V ′′ modulo V1 + V2. For G = {e}, the
distribution relations are given by the equations:
{t1 : · · · : tm+1} = {−t1, · · · ,−tm+1}, (19)
form ≥ 1. These are the distrubition relations for l = −1 ( l is the notation used in [Gon01]).
As mentioned in the beginnig of subsection 4.2 of [Gon01] the distrubution relations for
l = −1 correspond to the inversion relations (see formula (66) of [Gon01]). The distrubition
relations are part of the dihedral symmetrie relations ([Gon01] section 4.2 formulas (64), (65)
and (66) ). Goncharov shows (theorem 4.1 section 4.2 of [Gon01]) that the double shuffle
relations imply the dihedral symmetry relations for m ≥ 2. In particular, the double shuffle
relations imply the distribustion relations for m ≥ 2. Since, the double shuffle relations
correspond to V1 + V2, we only need to identify the subspace of V corresponding to the
distribution relations (19) for m = 1. One can readily check that the distribution relations
(19) for m = 1 correspond to V ′′ via In1,...,nm(e, . . . , e) 7→ I(n1, . . . , nm). We have therefore
identified the set of relations defining D̂••({e}) to the subspace WR = V1 + V2 + V ′′. This
proves the existence of the isomorphism η of (18). The weight and depth of I(n1, . . . , nm)
defined here correspond to the weight and depth of In1,...,nm(e : · · · : e) used by Goncharov.
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Hence η is a bigraded isomophism and point (2) of the proposition is proved. We have shown
the proposition. 
Remark 3.2. The series {t1 : · · · : tm+1} and {t1, · · · , tn} are with values in W .
Remark 3.3. The cyclic symmetrie relation:
{t1 : · · · : tm+1} = {tm+1 : t1 · · · : tm}, for m ≥ 1 (20)
is satisfied in W/WR. Indeed, the cyclic symmetry relation correspond via η to formula (64)
of [Gon01] which is satisfied in D̂••({e}) (denoted by D•• in this paper). The fact that (64)
of [Gon01] is satisfied in D̂••({e}) is a consequence of theorem 4.1 ([Gon01]) and the dis-
tribution relations (satisfied by definition in D̂••({e})) for m = 1 and l = −1 following the
notations of [Gon01].
This cyclic symmetrie realtion can be interpreted in V (or W ) as follows:
for m ≥ 1 , {t1 : · · · : tm+1} = {tm+1 : t1 · · · : tm}+ cm, (21)
in V (or W ) with cm ∈ WR[[t1, . . . , tm+1]] (WR = V1 + V2 + V
′′ ⊂ F ).
3.2. The Lie cobracket of D••. For A a vector space and f an element of A[[t1, . . . , tm+1]]
(m ∈ N∗), we define Cyclem+1(f) ∈ A[[t1, . . . , tm+1]] by:
Cyclem+1(f(t1, . . . , tm+1)) =
m∑
j=0
f(t1+k, · · · , tm+1+k)
where the indices of the variables t1+k, · · · , tm+1+k are modulo m+ 1.
Let δ˜ : W → W ⊗W be the linear map given by:
δ˜({t1 : · · · : tm+1}) = −
m∑
k=2
Cyclem+1({t1 : · · · : tk−1 : tm+1} ∧ {tk : · · · : tm+1}), (22)
for m ≥ 2 (where a ∧ b = a⊗ b− b⊗ a) and
δ˜({t1 : t2}) = 0. (23)
The following theorem is a transcription of the work of [Gon01] concerning the cobracket of
D••:
Theorem 3.4. 1) The map δ˜ induces a map δ : W/WR → W/WR ⊗W/WR, providing
a bigraded Lie coalgebra structure on W/WR.
2) The isomorphism of bigraded sapces η : D•• → W/WR (see proposition 3.1 and
formula (18) of its proof) is an isomorphism of Lie coalgebra with W/WR equipped
with δ and D•• equipped with its Lie cobracket defined in [Gon01].
Proof. Note that δ({t1 : t2}) = 0 is a necessary condition so that δ respects the bigrading
since D•• has no depth 0 part. As mentioned before D•• denotes the Lie coalgebra D̂••({e})
of [Gon01]. We have seen in the proof of proposition 3.1 that D̂••({e}) is generated by
the symbols In1,...,nm(e : · · · : e) and that the isomorphism η : D•• → W/WR is given by
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η(I(n1, . . . , nm)) = In1,...,nm(e : · · · : e). Using η, the statements in the theorem follow readily
from (b) of theorem 4.3 of [Gon01] for G = {e}.

Remark 3.5. The space WR is a coideal for δ˜ i.e. δ˜(WR) ⊂ WR ⊗W +W ⊗WR.
4. Series with values in the free associative algebra on two indeterminats
We fix a field k of characteristic zero. We define in formula (24), for n ≥ 1, a series Qn
in n commuting variables. The series Qn is a generating series for the unitary monomials
of k〈x, z〉 of depth n. We then introduce (definition 4.1) for s ≥ 1 an algebra k〈x, z|Ts〉 of
series in the commuting variables t1, . . . , ts which is linearly genrated by the unit 1 and the
series Qn(ta1 , . . . , tan) for n ≥ 1 and {a1, . . . , an} ⊂ [1, s]. This constuction is used in order
to give a fromula describing the shuffle product of two series Qn, Qm (proposition 4.7) that
will be used in section 5. The formula is a formal analogue of formula (15) of [Gon98] for
genrating series of iterated integrals in the case where the iterated integrals represent MZVs.
Throughout this section, we denote by k〈x, z〉[[t1, . . . , tn]] (for n ≥ 1) the space of series
in the commuting variables t1, . . . , tn with values in k〈x, z〉. and we set:
1
1− xt
:=
∑
n≥0
xntn,
for t a formal variable.
For n ≥ 1, we define Qn(t1, . . . , tn) ∈ k〈x, z〉[[t1, . . . , tn]] by:
Qn(t1, . . . , tn) :=
1
1− xun
z
1
1 − xun−1
z · · ·
1
1− xu1
z, (24)
where uk = t1 + · · ·+ tk, for k ∈ [1, n].
Definition 4.1. For s ≥ 1, we define the algebra k〈x, z|Ts〉 as the vector subspace of
k〈x, z〉[[t1, . . . , ts]] linearly generated by the unit 1 and the series Qn(ta1 , . . . , tan) for n ≥ 1
and {a1, . . . , an} ⊂ [1, s] eqquiped with the associative unital product ◦ given by:
Qm(tan+1 , . . . , tan+m) ◦Qn(ta1 , . . . , tan) = Qn+m(ta1 , . . . , tan+m), (25)
for n,m ≥ 1 and {a1, . . . , an+m} ⊂ [1, s].
Remark 4.2. The series Q(t1), . . . , Q(ts) generate the algebra k〈x, z|Ts〉. Indeed,
Qm(ta1 , . . . , tam) = Q1(tam) ◦Q1(tam−1) ◦ · · · ◦Q1(ta1), (26)
for m ≥ 1 and {a1, . . . , an+m} ⊂ [1, s].
We denote by  and ∆

the shuffle product and the deconcatenation coproduct of k〈x, z〉
respectivly (see section 1 formulas ’2) and (12)).
Lemme 4.3. Let t and t′ be two commuting variables. One has the following formulas:
1
1− xt

1
1− xt
=
1
1− x(t + t′)
, ∆

(
1
1− xt
) =
1
1− xt
⊗
1
1− xt
,
where we extend naturaly  and ∆

to k〈x, z〉[[t, t′]].
Proof. The formulas can be easly obtained by direct computations. 
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Lemme 4.4. For a, b, c unitary monomials of k〈x, z〉 and y ∈ {x, z}. One has:
a byc =
∑
(a1,a2)∈E
(a1  b)y(a2 c),
where E is the set of pairs of unitary monomials (a1, a2) such that a1a2 = a (note that
∆

(a) =
∑
(a1,a2)∈E
a1 ⊗ a2 ).
Proof. One can prove the result using formula (2) in section 1. 
Proposition 4.5. For a0 ∈ [1, s] with n ≥ 1, and R ∈ k〈x, z|Ts〉, we have:
R ◦Q1(ta0) = (
1
1− xta0
R)z
Proof. To prove the proposition, we will prove inductively that:
Qn(ta1 , . . . , tan) ◦Q1(ta0) = (
1
1− xta0
Qn(ta1 , . . . , tan))z, (Hn)
for n ≥ 0 with the convention Q0(ta1 , . . . , ta0) := 1. The equation (H0) clearly holds. Assume
now that (Hn) holds, let us prove (Hn+1). We have:
Qn+1(ta1 , . . . , tan+1) =
1
1− xvn+1
zQn(ta1 , . . . , tan),
where vn+1 = ta1 + · · ·+ tan+1 . Hence,
(
1
1− xta0
Qn+1(ta1 , . . . , tan+1))z = (
1
1− xta0
 (
1
1− xvn+1
zQn(ta1 , . . . , tan)))z.
By applying to the right hand side of the equation lemma 4.4 for a = 1
1−xta0
, b = 1
1−xvn+1
, y =
z and c = Qn(ta1 , . . . , tan), then simplifying the expression using lemma 4.3 we get the
following:
(
1
1− xta0
Qn+1(ta1 , . . . , tan+1))z =
1
1− x(ta0 + vn+1)
z(
1
1− xta0
Qn(ta1 , . . . , tan))z.
From this we derive using (Hn) then the definition of the product ◦ the equation:
(
1
1− xta0
Qn+1(ta1 , . . . , tan+1))z =
1
1− x(ta0 + vn+1)
zQn+1(ta0 , . . . , tan).
This proves (Hn+1), since:
1
1− x(ta0 + vn+1)
zQn+1(ta0 , . . . , tan) = Qn+2(ta0 , . . . , tan+1) = Qn+1(ta1 , . . . , tan+1) ◦Q1(ta0).
We have proved the proposition by induction. 
The forumla of proposition 4.5 allows to extend the action of the vector space (as an
abelian group) vect〈Q1(t1), · · · , Q1(ts)〉 on k〈x, z|Ts〉 given by
(R, λQ1(ti)) 7→ λ(R ◦Q1(ti)),
for i ∈ [1, s] and λ ∈ k, into an action on k〈x, z〉[[t1, . . . , ts]] given by:
(R′, λQ1(ti)) 7→ R
′ ◦ λQ1(ti) := λ(
1
1− xti
R′)z, (27)
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for R′ ∈ k〈x, z〉[[t1, . . . , ts]], i ∈ [1, . . . , s] and λ ∈ k.
Proposition 4.6. Let K〈x1, . . . , xs〉 be the free associative algebra on the indeterminates
x1, . . . , xs and f : k〈x1, . . . , xs〉 → k〈x, z|Ts〉 be the uinque algebra morphism mapping xi to
Q1(ti) for i ∈ [1, s].
1) For w,w′ ∈ k〈x1, . . . , xs〉 we have:
f(w w′) = f(w) f(w′),
where the shuffle product f(w)f(w′) is the natural shuffle product in k〈x, z〉[[t1, . . . , ts]].
2) The algebra k〈x, z|Ts〉 is stable under the shuffle product of k〈x, z〉[[t1, . . . , ts]] and f
is a homomorphism of algebras with both k〈x1, . . . , xs〉 and k〈x, z|Ts〉 equipped with
shuffle products.
Proof. We first prove (1). The result is clear for w or w′ equal to 1. Assume that w = a′xi
and w′ = b′xj are two monomials. Therfore f(w) = a ◦ Q1(ti) and f(w′) = b ◦Q1(tj) where
a = f(a′) and b = f(b′). By proposition 4.5, we have:
f(w) = a ◦Q1(ti) = (
1
1− xti
 a)z and f(w′) = b ◦Q1(tj) = (
1
1− xtj
 b)z.
Hence using formula (5) of section 1 we find:
(a ◦Q1(ti)) (b ◦Q1(ti)) = ((a ◦Q1(ti)) (
1
1− xtj
 b))z + ((
1
1− xti
 a) (b ◦Q1(tj)))z.
Since the shuffle product is associative and commutative, we get by applying formula (27)
to the right hand side:
(a ◦Q1(ti)) (b ◦Q1(ti)) = ((a ◦Q1(ti)) b) ◦Q1(tj) + (a (b ◦Q1(tj))) ◦Q1(ti).
An therefore:
f(a′xi) f(b
′xj) = (f(a
′xi) f(b
′)) ◦ f(xj) + (f(a
′) f(b′xj)) ◦ f(xi).
Using the last equation and formula (5) for the shuffle product (section 1), one can prove
that f(ww′) = f(w)f(w′) for w,w′ monomials by induction on the total degree of ww′.
We still have to prove (2). We have seen (remark 4.2) that the series Q(t1), . . . , Q(ts) generate
the algebra k〈x, z|Ts〉. Hence, the map f is a linear surjective map and we can deduce (2)
from (1). 
We now give a fromula describing the shuffle product of two series Qn, Qm. The formula
is a formal analogue of formula (15) of [Gon98] for genrating series of iterated integrals in
the case where the iterated integrals represent MZVs.
Proposition 4.7. For (p, q) ∈ (N∗)2, we have:
Qp(t1, . . . , tp)Qq(tp+1, . . . , tp+q) =
∑
σ∈S(p,q)
Qp+q(tσ−1(1), . . . , tσ−1(p+q)).
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Proof. For m ≥ 1, we have:
Qm(ta1 , . . . , tam) = Q1(tam) ◦Q1(tam−1) ◦ · · · ◦Q1(ta1).
Therefore, by the definition of the morphism f and (1) of proposition 4.6:
Qp(t1, . . . , tp)Qq(tp+1, . . . , tp+q) = f(xp · · ·x1  xp+q · · ·xp+1).
Applying to the right hand side of the above equation: formula (7) of section 1, the definition
of f then the first equation in this proof we find:
Qp(t1, . . . , tp)Qq(tp+1, . . . , tp+q) = f(xp · · ·x1  xp+q · · ·xp+1)
=
∑
σ∈S(p,q)
f(xσ−1(p+q) · · ·xσ−1(1))
=
∑
σ∈S(p,q)
Q1(tσ−1(p+q)) ◦ · · · ◦Q1(tσ−1(1))
=
∑
σ∈S(p,q)
Qp+q(tσ−1(1), . . . , tσ−1(p+q)).
We have proved the proposition. 
5. Orthogonality between F and ls with respect to 〈−,−〉φ
In this section we prove theorem 5.1 below stating that F ⊂ V (of proposition 3.1) is
the orthogonal of ls with respect to a perfect pairing 〈−,−〉φ : V ⊗ k〈x, z〉+ → k, where
k〈x, z〉+ the subspace of elements of k〈x, z〉 with zero constant term. In subsection 5.1,
we describe in proposition 5.5 the orthogonal complement ls⊥+ of ls with respect to the
restriction 〈−,−〉+ of the canonical paring 〈−,−〉 of k〈x, z〉 to k〈x, z〉+. In subsection 5.2,
we inroduce in proposition 5.6 a linear isomorphism of bigraded spaces φ : V → k〈x, z〉+
where V is the space definied in subsection 3.1. We then show (see corollary 5.9) that the
image of F by φ is ls⊥+ . From these results we prove in subsection 5.3) the theorem:
Theorem 5.1. The space F is the orthogonal of ls with respect to the bigraded pairing
〈−,−〉φ : V ⊗ k〈x, z〉+ → k given by:
〈v, w〉φ = 〈φ(v), w〉+
for v ∈ V and w ∈ k〈x, z〉+.
Note that the theorem implies that V/F and the bigraded dual ls∨ of ls are isomorphic
bigraded vector spaces. Since D•• and V/F are isomorphic bigraded spaces (see proposition
3.1), we can deduce that D•• and ls
∨ are isomorphic as bigraded vector spaces.
5.1. The orthorgonal complement of ls. The linear map i : k〈Y 〉 → k〈x, z〉, defined by:
i(1) = 1 and i(yn1 · · · ynm) = x
n1−1z · · ·xnm−1z, (28)
for k ∈ k, m ≥ 1 and (n1, . . . , nm) ∈ (N∗)m, is a linear section to the projection pi defined by
(15) subsection 2.1. We have:
pi ◦ i = idk〈Y 〉 and i ◦ pi|k〈x,z〉z = idk〈x,z〉z. (29)
The canonical perfect pairing k〈x, z〉 and k〈Y 〉 as defined in (10) section 1 will be denoted
by 〈−,−〉 and 〈−,−〉Y , respectively. One checks that:
〈w,w′〉Y = 〈i(w), i(w
′)〉, (30)
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for w,w′ ∈ k〈Y 〉.
We denote by  and Y are the shuffle products of k〈x, z〉 and k〈Y 〉 respectively (see
formula (2) and (5), section 1). Let k〈x, z〉+ and k〈Y 〉+ be the vector spaces of elements
with zero constant term of k〈x, z〉 and k〈Y 〉, respectively:
Proposition 5.2. For w in k〈x, z〉, we have the following equivalences:
1) ∆(w) = w ⊗ 1 + 1⊗ w if and only if w ∈ (k⊕ k〈x, z〉2+ )
⊥,
2) ∆Y (pi(w)) = pi(w)⊗ 1 + 1⊗ pi(w) if and only if w ∈ i(k⊕ k〈Y 〉
Y 2
+ )
⊥,
where A⊥ is the orthogonal complement of A with respect to 〈−,−〉 for A ⊂ k〈x, z〉 and
B∗2 = B ∗B for ∗ a given product.
Proof. The proof follows from the formula (11) of section 1 and formula (30) of this section.

Both spaces ls′ and ls are subspaces of k〈x, z〉+. We denote by 〈−,−〉+ the restriction of
〈−,−〉 to k〈x, z〉+. The map 〈−,−〉+ is a perfect pairing.
Corollary 5.3. Let ls′⊥+ be the orthogonal complement of ls′ ⊂ k〈x, z〉+ with respect to
〈−,−〉+.
ls
′⊥+ = k〈x, z〉2+ + i(k〈Y 〉
Y 2
+ ),
where B∗2 = B ∗B for ∗ a given product.
Proof. The corollary is a direct consequence of proposition 5.2 and the definition of ls′ (def-
inition 2.1). 
Lemme 5.4. Denote by k〈x, z〉1 the depth one part of k〈x, z〉 and by A the depth one part
of k〈x, z〉2+ . We have:
k〈x, z〉1 = K ⊕A = ls
′
1 ⊕ A,
where K := ⊕
n≥0
k · xnz.
Proof. We first prove that k〈x, z〉1 = K + A. To do so we show by induction on m the
hypotesis:
xnzxm ≡A λm,nx
n+mz, (Hm),
for λm,n ∈ k and where w ≡A w′ means w−w′ ∈ A. The hypotesis (H0) is true. We assume
that (Hm) is true. Applying lemma 4.4 for a = x, b = xn, c = xm and y = z we find:
xnzxm  x = (n + 1)xn+1zxm + (m+ 1)xnzxm+1.
Therefore
xnzxm+1 ≡A −
n+ 1
m+ 1
xn+1zxm
(Hm)
≡ A −
(n + 1)λm,n+1
m+ 1
xn+m+1z.
This shows (Hm+1). We have proved that the hypothesis (Hk) is true for k ∈ N as a
consequence we have k〈x, z〉1 = K+A. It follows from the decomposition ls
′⊥+ = k〈x, z〉2+ +
i(k〈Y 〉+ (corollary 5.3) that the depth 1 part ls
′
1 of ls
′ and A are in direct sumand. Indeed,
the depth 1 part of i(k〈Y 〉+ is trivial. From the decomposition k〈x, z〉1 = K +A we deduce
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that the weight n part ls′n1 of ls
′
1 is of dimension at most 1 since the weight n part of K is
of dimension 1. It is not hard to check that ad(x)n(y) ∈ ls′n1 and therefore the dimension of
ls
′n
1 is equal to 1. From this, the fact that ls
′
1 and A are in direct sumand, the decomposition
k〈x, z〉1 = K+A, and the fact that the dimension of the part of depth n of K is 1 we deduce
the lemma. 
Proposition 5.5. Set Keven = ⊕
n≥1
k · x2n−1z and denote by ls⊥+ the orthogonal complement
of ls ⊂ k〈x, z〉+ with respect to 〈−,−〉+.
ls
⊥+ = (k · x⊕Keven ⊕ k〈x, z〉
2
+ ) + i(k〈Y 〉
Y 2
+ ),
Proof. We have seen in remark 2.4 that:
ls
′ = ls⊕ k · x⊕ (ls′1)
even,
where (ls′1)
even = ⊕
n≥1
ls
′2n
1 . This summand is an orthogonal summand. Hence:
ls
⊥+ = ls′⊥+ ⊕ k · x⊕ (ls′1)
even corollary 5.3= k · x⊕ (ls′1)
even ⊕ (k〈x, z〉2+ + i(k〈Y 〉
Y 2
+ ). (31)
On the other hand we deduce from lemma 5.4 that Keven⊕ k〈x, z〉2+ = (ls
′
1)
even⊕ k〈x, z〉2+ .
We prove the propostion by replacing in (31) the summand (ls′1)
even ⊕ k〈x, z〉2+ by Keven ⊕
k〈x, z〉2+ .

5.2. A map φ sending F to the orthogonal complement of ls. We recall that the
vector space V introduced in section 3 is freely generated by the elements of the sets:
I = {I(n1, . . . , nm)|m ≥ 1, n1, . . . , nm ≥ 1}
and
I ′ = {I ′(n0, n1, . . . , nm)|m ≥ 0, n0, . . . , nm ≥ 1}.
Proposition 5.6. The linear map φ : V → k〈x, z〉+ given by:
φ(I(n1, . . . , nm)) = x
nm−1z · · ·xn1−1z , φ(I ′(n0, n1, . . . , nm)) = x
nm−1z · · ·xn1−1zxn0−1x,
for m ≥ 1, (n0, . . . , nm) ∈ (N
∗)m+1 and
φ(I ′(n0)) = x
n0−1
 x,
for n0 ∈ N
∗ is an isomorphism of bigraded vector spaces.
Proof. For k ∈ N, set Wk = (k⊕ k〈x, z〉z)xk for k ≥ 1 and W0 = k〈x, z〉z. We have:
k〈x, z〉>0 = ⊕
k≥1
Wk.
Let L and M be the endomorphisms of k〈x, z〉 defined by:
L(wxk) = kwxk , M(wxk) = wxk−1 x,
and L(w) =M(w) = w,
for w ∈ k ⊕ k〈x, z〉z, k ∈ N∗. The map L is an isomorphism stabilising Wk (for k ≥ 0) and
we can verify the following:
(M − L)(W0) = 0, and (M − L)(Wk) ⊂Wk−1
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for k ≥ 1. Therefore, ML−1 is a unipotent endomorphism (with respect to the increasing
flag obtained out of the spaces Wk) and both ML−1 and M are invertible. Notice that
φ =M ◦ φ′, where φ′ is given by:
φ′(I(n1, . . . , nm)) = φ(I(n1, . . . , nm)) , φ
′(I ′(n0, n1, . . . , nm)) = x
nm−1y · · ·xn1−1yxn0,
for m ≥ 1 and (n0, . . . , nm) ∈ (N∗)m+1 and
φ′(I ′(n0)) = x
n0 ,
for n0 ∈ N∗. The family I ∪ I ′ is a basis of V and one checks readily that the family
{φ′(v)}v∈I∪I′ is a basis of k〈x, z〉+. Therefore φ′ : V → k〈x, z〉+ is an isomorphism. Since M
is also an ismorphism and φ = M ◦ φ′, we conclude that φ is an isomorphism. This proves
the proposition. 
Corollary 5.7. We can decompose an element w ∈ k〈x, z〉+ into the sum:
w = w1z + w2 x,
with w1 and w2 in k〈x, z〉. Moreover, the decomposition is unique.
Proposition 5.8. Let φ be the isomorphism of proposition 5.6.
1) The image of V1 with respect to φ is i(k〈Y 〉
Y 2
+ ).
2) The image of V2 with respect to φ is (k〈x, z〉z)2.
3) The image of V2 + V ′ with respect to φ is k〈x, z〉2+ .
Proof. Let T be a series with values in a vector space A and f : A→ B a morphism of vector
spaces. We denote by T f the series with values in B obtained by applying f to the coefficients
of T . We recall that V1 is the smallest subspace of V such that for all (p, q) ∈ (N∗)2, the
image of series:
Mp,q :=
∑
σ∈S(p,q)
{tσ−1(1) : · · · : tσ−1(p+q) : tp+q+1},
in V/V1[[t1, . . . , tp+q+1]] is 0. Hence, we can characterize the space φ(V1) as the smallet sub-
spaceX1 of k〈x, z〉+ such that for all (p, q) ∈ (N∗)2 Mφp,q is sent to 0 in k〈x, z〉+/X1[[t1, . . . , tp+q+1]].
Note that Mφp,q is with values in k〈x, z〉z. Hence by (29) Mp,q =M
i◦π
p,q . Let us first compute
Mπp,q. Set m = p + q. We have:
Mπp,q =
∑
σ∈S(p,q)
∑
n1,...,nm≥1
ynm · · · ynm−1 · · · yn1(tσ−1(1) − tm+1)
n1 · · · (tσ−1(m) − tm+1)
nm
=
∑
σ∈S(p,q)
∑
k1,...,km≥1
yk
σ−1(m)
yk
σ−1(m−1)
· · · yk
σ−1(1)
(t1 − tm+1)
k1 · · · (tm − tm+1)
km ,
where the second equality is obtained by setting ki = nσ(i). Since:∑
σ∈S(p,q)
yk
σ−1(m)
· · · yk
σ−1(m−1)
= ykm · · · ykp+1  ykp · · · yk1,
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(see 7), section 1),we find:
Mπp,q =
∑
k1,...,km≥0
(ykm · · · ykp+1  ykp · · · yk1)(t1 − tm+1)
k1 · · · (tm − tm+1)
km
and since Mp,q =M i◦πp,q , we have:
Mp,q =M
i◦π
p,q = (M
π
p,q)
i =
∑
k1,...,km≥0
i(ykm · · · ykp+1  ykp · · · yk1)(t1 − tm+1)
k1 · · · (tm − tm+1)
km .
From this and the characterization of φ(V1) given before we deduce that φ(V1) = i(k〈Y 〉
Y 2
+ ).
This proves (1).
We now show (2). The subspace V2 was defined as the smallest subspace of V such that for
all (p, q) ∈ (N∗)2), the image of the series:
Np,q :=
∑
σ∈S(p,q)
{tσ−1(1), . . . , tσ−1(p+q)},
is 0 in V/V2[[t1, . . . , tp+q]]. One checks that:
Nφp,q =
∑
σ∈S(p,q)
Q(tσ−1(1), . . . , tσ−1(p+q)),
where Q is the series as in of formula (24) of section 4. Hence, by proposition 4.7:
Nφp,q = Q(t1, . . . , tp)Q(tp+1, . . . , tp+q) (32)
=
∑
n1,...,nm≥0
(xnpz · · ·xn1z  xnp+1z · · ·xnp+qz)Rp(n1, . . . , np+q), (33)
where Rp(n1, . . . , np+q) = R1(n1, . . . , np)Rp+1(np+1, . . . , np+q) with
R1(n1, . . . , np) = t
n1
1 (t1 + t2)
n2 · · · (t1 + · · ·+ tp)
np,
and
Rp+1(np+1, . . . , np+q) = t
np+1
p+1 (tp+1 + tp+2)
np+2 · · · (tp+1 + · · ·+ tp+q)
np+q .
Since the monomials Rp(n1, . . . , p + q) are linearly independent, we deduce from (33) by
reasoning as in the proof of (1), that φ(V2) = (k〈x, z〉z)2. We have proved (2).
We now prove (3). We have shown that φ(V2) = (k〈x, z〉z)2 and it is easy to check that
φ(V ′) = k〈x, z〉+  x. Hence:
φ(V2 + V
′) = (k〈x, z〉z)2 + k〈x, z〉+  x.
This shows that φ(V2+V ′) is a subset of k〈x, z〉2+ . We show that the reverse inclusion holds.
Let us decompose two elements w,w′ ∈ k〈x, z〉+ into sums as in corollary 5.7:
w = w1z + w2 x , w
′ = w′1z + w
′
2 x,
with w1, w2, w′1, w
′
2 ∈ k〈x, z〉. Using these decompositions we get:
w w′ = w1z  w
′
1z + b x,
where b = w2  w′2  x+ w2 w
′
1z + w1z  w
′
2. Since b ∈ k〈x, z〉+, we deduce that:
w w′ ∈ k〈x, z〉z2 + k〈x, z〉 x = φ(V2 + V
′),
and therefore k〈x, z〉2+ ⊂ φ(V2 + V
′). The point (3) is proved and so is the proposition. 
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Corollary 5.9. Let F be the subspace of V as in proposition 3.1. The image of F with
respect to φ is ls⊥+.
Proof. We recall that F = V1 + V2 + V ′ + V ′′ + k · x. We deduce from proposition 5.8 that
φ(V1+V2+V
′) = k〈x, z〉2+ + i(k〈Y 〉
Y 2
+ ). On the other hand, we have φ(V
′′) = Keven (Keven
was introduced in proposition 5.5) and φ(k · I ′(1)) = k · x. Hence
φ(F ) = k〈x, z〉2+ + i(k〈Y 〉
Y 2
+ ) +Keven + k · x.
The last summand is exactly ls⊥+ by proposition 5.5. This proves the corollary. 
5.3. Proof of the orthogonality between F and ls. We recall that the pairing 〈−,−〉φ :
V ⊗ k〈x, z〉+ → k of theorem 5.1 is given by:
〈v, w〉φ = 〈φ(v), w〉+
for v ∈ V and w ∈ k〈x, z〉+. The orthogonal ls
⊥φ of ls with respect to 〈−,−〉φ is the preimage
by φ of the orthogonal complement ls⊥+ of ls with respect to 〈−,−〉+. Since φ : V → k〈x, z〉+
is an isomorphism (proposition 5.6) and φ(F ) = ls⊥+ (corollary 5.9) we have ls⊥φ = F . This
proves theorem 5.1.
6. The dihedral Lie cobracket and the pullback by φ of the Ihara
cobracket
Throughout this section, we denote by {−,−}+ and 〈−,−〉+ the restrictions of the Ihara
bracket {−,−} and the canonical pairing 〈−,−〉 to k〈x, z〉+. We also denote by {−,−}∗+
(the Ihara cobracket) the adjoint of {−,−}+ with respect to 〈−,−〉+ and 〈−,−〉
⊗2
+ where
the latter is the perfect bigraded pairing over k〈x, z〉⊗2 obtained out of 〈−,−〉 using formula
(14) in section 1. In this section we prove the following theorem:
Theorem 6.1. 1) F is a coideal for φ⋆{−,−}∗+, the pullback of {−,−}
∗
+ by φ:
φ⋆{−,−}∗+(F ) ⊂ F ⊗ V + V ⊗ F,
and φ⋆{−,−}∗+ induces a Lie cobracket δV/F : V/F → V/F ⊗ V/F .
2) We have the following isomorphisms of bigraded Lie coalgebras:
D••
η
→ (W, δ)
i¯
→ (V/F, δV/F ),
where η, i¯ are the isomorphisms of bigraded vector spaces of proposition 3.1.
The theorem will be used to show in the next section the main results (a) and (b) an-
nounced in the introduction. In subsection 6.1, we decompose the adjoint {−,−}∗ of {−,−}
wiht respect to 〈−,−〉 and 〈−,−〉⊗2 (〈−,−〉⊗2 is naturally obtained out of 〈−,−〉) into a
"sum" of linear maps and we describe these maps. We use this decomposition in subsection
6.2 to show that U = k〈x, z〉x is a coideal for φ⋆{−,−}∗+ (corollary 6.9). In subsection 6.3,
we split φ into two automorphismsM : k〈x, z〉 → k〈x, z〉, φ0 : V → k〈x, z〉+ and we introduce
for m ≥ 1 the series (t1 : · · · : tm+1) corresponding to the image of {t1 : · · · : tm+1} (used in
the previous sections) by φ. We also compute for technical reasons M−1((t1 : · · · : tm+1)) up
to elements in φ0(U). In subsection 6.4, we compute the image of the series (t1 : · · · : tm+1)
(up to elments in H0 = φ0(U)⊗ k〈x, z〉 + k〈x, z〉 ⊗ φ0(U)) with respect to the pullbacks by
M of the maps in the decomposition of {−,−}∗ given in the first subsection to deduce a
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formula for M⋆{−,−}∗((t1 : · · · : tm+1)) up to elements in H0. We use these computations
and the fact that U is a coideal for φ⋆{−,−}∗+ (from subsection 6.2) in subsection 6.5 in
order to compare φ⋆{−,−}∗+ to δ˜ : W → W ⊗W the map induicing the Lie cobracket δ over
W/WR →W/WR ⊗W/WR and to prove theorem 6.1.
In this section, the adjoints will be taken with respect to the pairings 〈−,−〉 and 〈−,−〉⊗2
(〈−,−〉⊗2 is naturaly obtained out of 〈−,−〉 as in formula (14), section 1) or their restrictions
depending on the linear map we consider. The adjoint of a linear map f is denoted by f ∗.
6.1. Decomposition the Ihara cobracket.
Definition 6.2. 1) For w = xnmz · · ·xn1zxn0 and 1 ≤ i, we define four monomials
wRi,+, w
L
i,+ and w
R
i,−, w
L
i,+:
wRi,+ = x
nm−iz · · ·xn1zxn0 , wLi,+ = x
nmz · · ·xnm−i+1z,
wRi,− = zx
ni−1z · · ·xn1zxn0 , wLi,− = x
nmz · · ·xni+1zxni , if m ≥ i,
and
wRi,+ = w
L
i,+ = w
R
i,− = w
L
i,− = 0, otherwise.
2) For i ≥ 1, we define the linear maps di,+, di,− from k〈x, z〉⊗2 to k〈x, z〉 by the follow-
ing:
di,+(w
′ ⊗ w) = wLi,+w
′wRi,+ , di,−(w
′ ⊗ w) = wLi,−w
′wRi,−
for w,w′ unitary monomials of k〈x, z〉.
Remark 6.3. Consider the linear map d : k〈x, z〉⊗2 → k〈x, z〉, w ⊗ w′ 7→ dw(w
′) where dw
is the derivation of k〈x, z〉 given by dw(x) = 0, dw(z) = [z, w] (as in subsection 2.2). We can
show using formula (13) section 1 that:
d(w′ ⊗ w) =
∑
1≤i≤m
(di,+ − di,−)(w
′ ⊗ w),
for w ⊗ w′ of depth m.
We denote by τ the involution of k〈x, z〉 ⊗ k〈x, z〉 sending w ⊗ w′ to w′ ⊗ w, by ∆

the
deconcatenation coproduct of k〈x, z〉 (see (12), section 1 for the definition of ∆

) and by
[−,−] : k〈x, z〉⊗2 → k〈x, z〉 the canoncial Lie bracket on k〈x, z〉 ([w,w′] = ww′ − w′w).
Lemme 6.4. Take τ,∆

and [−,−] as in the previous paragraphe:
1) Let [−,−]∗ be the adjoint of [−,−]. We have:
[−,−]∗ = (id− τ) ◦∆

.
2) The adjoint of the Ihara bracket can be expressed as follows:
{−,−}∗ = (id− τ) ◦ (∆

+ d∗)
where d : k〈x, z〉⊗2 → k〈x, z〉 is as in the previous remark.
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Proof. Let us prove (1). We have [−,−] = µ ◦ (id− τ) where µ is the canonical product of
the free associative algebra k〈x, z〉. Since (id−τ) is self-adjoint and µ∗ = ∆

by proposition
1.1 (section 1), we have:
[−,−]∗ = (id− τ) ◦∆

.
This proves (1). We prove (2). One can decompose the Ihara bracket as follows:
{−,−} = [−,−] + d ◦ (id− τ),
where d is as in the proposition. Hence:
{−,−}∗ = [−,−]∗ + (d ◦ (id− τ))∗ = [−,−]∗ + (id− τ) ◦ d∗.
We derive readily (2) from the equation above using (1). 
Proposition 6.5. For w ∈ k〈x, z〉 of depth m ≥ 1, we have:
{−,−}∗(w) = (id− τ) ◦ (∆

+
∑
1≤i≤m
d∗i,+ − d
∗
i,−)(w),
where τ and ∆

are as in the previous lemma and di,+, di,− are the maps of definition 6.2.
Proof. We have seen in remark 6.3 that:
d(w′ ⊗ w) =
∑
1≤i≤m
(di,+ − di,−)(w
′ ⊗ w),
for w⊗w′ of depth m. Since the linear maps d, di,+, di,− (for i ≥ 1) are depth graded maps,
we have:
d∗(w′′) =
∑
1≤i≤m
(d∗i,+ − d
∗
i,−)(w
′′),
for w′′ of depth m. We derive from this the equation of the proposition using (2) of lemma
6.4. We have proved the proposition 
Proposition 6.6. For i ≥ 1 and w a monomial of k〈x, z〉+, we have:
d∗i,+(w) = (1⊗ w
L
i,+)∆(w
R
i,+), (34)
d∗i,−(w) = ∆
op

(wLi,−)(1⊗ w
R
i,−), (35)
where di,+, di,−, w
L
i,+, w
R
i,+, w
L
i,− and w
R
i,− are as in definition 6.2.
Proof. We first prove (1). Take two monomials a, b of k〈x, z〉 and w as in the proposition.
We have 〈di,+(a⊗ b), w〉 = 〈bLi,+ab
R
i,+, w〉. Since b
L
i,+ and w
L
i,+ are both of depth i ending with
z we have:
〈di,+(a⊗ b), w〉
⊗2 = 〈bLi,+, w
L
i,+〉〈ab
R
i,+, w
R
i,+〉.
By proposition 1.1 (section 1), µ∗ = ∆

and therefore 〈abRi,+, w
R
i,+〉 = 〈a⊗ b
R
i,+,∆(w
R
i,+)〉
⊗2.
Using this expression of 〈abRi,+, w
R
i,+〉, we can derive:
〈di,+(a⊗ b), w〉
⊗2 = 〈bLi,+, w
L
i,+〉〈a⊗ b
R
i,+,∆(w
R
i,+)〉
⊗2
= 〈a⊗ bLi,+b
R
i,+, (1⊗ w
L
i,+)∆(w
R
i,+)〉
⊗2
= 〈a⊗ b, (1⊗ wLi,+)∆(w
R
i,+)〉
⊗2
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This proves (34). We now prove (35). Take two monomials a, b and w as in the proposition.
We have:
〈di,−(a⊗ b), w〉
⊗2 = 〈bLi,−ab
R
i,−, w
L
i,−w
R
i,−〉
⊗2.
Note that wRi,− and b
R
i,− are both monomials of depth i and they both start with z. We also
have 〈bLi,−a, w
L
i,−〉 = 〈a⊗ b
L
i,−,∆
op

(wLi,−)〉
⊗2 (indeed µ∗ = ∆

). Therefore:
〈di,−(a⊗ b), w〉
⊗2 = 〈bLi,−a, w
L
i,−〉〈b
R
i,−, w
R
i,−〉
= 〈a⊗ bLi,−,∆
op

(wLi,−)〉
⊗2〈bRi,−, w
R
i,−〉
= 〈a⊗ b,∆op

(wLi,−)(1⊗ w
R
i,−)〉
⊗2.
This proves (35). We have proved the proposition. 
6.2. A coideal for the Ihara cobracket.
Proposition 6.7. For w ∈ k〈x, z〉 and i > 1, we have:
∆

(w x) = ∆

(w) (1⊗ x+ x⊗ 1). (36)
d∗i,+(w x) = d
∗
i,+(w) (1⊗ x+ x⊗ 1). (37)
d∗i,−(w x) = d
∗
i,−(w) (1⊗ x+ x⊗ 1). (38)
Proof. The equation (36) is due to the fact that ∆

is morphism for the shuffle product and
that ∆

(x) = 1 ⊗ x + x ⊗ 1. We now prove (37). For a, b ∈ k〈x, z〉, one can show that
ab x = (a x)b− axb+ a(bx). Hence, wx = (wLi,+ x−w
L
i,+x)w
R
i,++w
L
i,+(w
R
i,+ x).
Since wLi,+x−w
L
i,+x is a sum of monomials of depth i ending with z and the map (a, b)→
(1⊗ a)∆

(b) is multilinear we deduce from (34):
d∗i,+(w x) = (1⊗ w
L
i,+ x− w
L
i,+x)∆(w
R
i,+) + (1⊗ w
L
i,+)∆(w
R
i,+ x).
Using that ∆

is a morphism for shuffle product and that ∆

(x) = x⊗ 1+1⊗x, we derive:
d∗i,+(w x) = (1⊗ (w
L
i,+ x− w
L
i,+x))∆(w
R
i,+) + (1⊗ w
L
i,+)(∆(w
R
i,+) (x⊗ 1 + 1⊗ x))
(39)
Now applying the formula ab x = (a x)b− axb+ a(b x) to the sum:
C := (1⊗ (wLi,+ x− w
L
i,+x))∆(w
R
i,+) + (1⊗ w
L
i,+)(∆(w
R
i,+) 1⊗ x),
we conclude that C = ((1⊗wLi,+)∆(w
R
i,+))1⊗x. Replacing C by ((1⊗w
L
i,+)∆(w
R
i,+))1⊗x
in (39), we find:
d∗i,+(w x) = ((1⊗ w
L
i,+)∆(w
R
i,+)) (1⊗ x+ x⊗ 1).
This proves (37) since d∗i,+(w) = (1⊗ w
L
i,+)∆(w
R
i,+) by (34) (proposition 6.6) .
We still have to prove (38). For that we use the equation:
x w = (x wLi,−)w
R
i,− + w
L
i,−(x w
R
i,− − xw
R
i,−). (A)
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Since x wRi,− − xw
R
i,− is a sum of monomials starting with z and (a, b) 7→ ∆
op(a)(1 ⊗ b) is
multilinear we can apply (35) to right hand side of the above equation to derive the following:
d∗i,−(w x) = ∆
op

(x wLi,−)(1⊗ w
R
i,−) + ∆
op

(wLi,−)(1⊗ (x w
R
i,− − xw
R
i,−))
(B)
= ((1⊗ x+ x⊗ 1)∆op

(wLi,−))(1⊗ w
R
i,−) + ∆
op

(wLi,−)(1⊗ (x w
R
i,− − xw
R
i,−)),
Where we use to prove (B) the fact that ∆op

is a morphism for shuffle product and ∆op

(x) =
1⊗ x+ x⊗ 1. Using(A), we find that:
((1⊗x)∆op

(wLi,−))(1⊗w
R
i,−)+∆
op

(wLi,−)(1⊗(xw
R
i,−−xw
R
i,−)) = (1⊗x)(∆
op

(wLi,−)(1⊗w
R
i,−)).
Furthermore, we have:
((x⊗ 1)∆op

(wLi,−))(1⊗ w
R
i,−) = (x⊗ 1) (∆
op

(wLi,−)(1⊗ w
R
i,−)).
combining the last three equations, we get:
d∗i,−(w x) = (∆
op

(wLi,−)(1⊗ w
R
i,−)) (x⊗ 1 + 1⊗ 1).
We derive (38) from this equation using (35) (proposition 6.6). The proposition is proved. 
Proposition 6.8. The space φ(U) = k〈x, z〉 x is a coideal for {−,−}∗+, i.e:
{−,−}∗+(φ(U)) = φ(U)⊗ k〈x, z〉+ + k〈x, z〉+ ⊗ φ(U).
Proof. To prove the proposition we show that:
{−,−}∗+(w x) ∈ H := φ(U)⊗ k〈x, z〉+ + k〈x, z〉+ ⊗ φ(U), (A)
for all monomials w of k〈x, z〉. If w is of depth 0, w  x is of depth 0. Since {−,−}∗+ is a
map of bigraded spaces with respect to weight and depth {−,−}∗+(wx) lies in the depth 0
part K ′ := k[x]+⊗k[x]+ of k〈x, z〉
⊗2
+ , where k[x]+ is the subspace (of k〈x, z〉) of polynomials
in x with no constant term. Since K ′ is a subset of H , this shows (A) for w of depth 0.
We now show (A) for w of depth m ≥ 1. Applying the decomposition of {−,−}∗ in propo-
sition 6.5 we find:
{−,−}∗(w x) = (id− τ)(∆

+
m∑
i=1
di,+ − di,−)(w x).
Moreover, L(w  x) = w  x for L ∈ {∆

, d∗i,+, d
∗
i,−} (see proposition 6.7). Therefore
{−,−}∗(wx) lies in H0 = φ(U)⊗k〈x, z〉+k〈x, z〉⊗φ(U). One checks that {−,−}∗+(wx)
is the image of {−,−}∗(w  x) by the orthogonal projection pi0 : k〈x, z〉⊗2 → k〈x, z〉
⊗2
+
(with respect to 〈−,−〉⊗2) with kernel k ⊗ k〈x, z〉 + k〈x, z〉 ⊗ k. Since pi0(H0) = H and
{−,−}∗(w x) ∈ H0, we deduce that {−,−}∗+(w x) ∈ H . This shows (A) for w of depth
m ≥ 1.
We have shown (A) for w of depth m ≥ 0, proving the proposition. 
Corollary 6.9. U is a coideal for φ⋆{−,−}∗+.
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6.3. Splitting of φ and generating series. Define the linear isomorphism φ0 : V →
k〈x, z〉+ by:
φ0(I(n1, . . . , nm)) = φ(I(n1, . . . , nm)) , φ0(I
′(n0, n1, . . . , nm)) = x
nm−1y · · ·xn1−1yxn0,
for m ≥ 1 and (n0, . . . , nm) ∈ (N∗)m+1 and
φ0(I
′(n0)) = x
n0 ,
for n0 ∈ N∗. The isomorphism φ of proposition 5.6 splits into φ = M ◦ φ0, where M is the
automorphism of k〈x, z〉 given by:
M(w) = w and M(wxk) = wxk−1 x, (40)
for w ∈ k⊕ k〈x, z〉z and k ∈ N∗. We note that this splitting was used in the proof of 5.6.
For m ≥ 1, set:
(t1 : · · · : tm+1) =
∑
n1,...,nm≥0
xnmz · · ·xn1z (t1 − tm+1)
n1 · · · (tm − tm+1)
nm. (41)
The series (t1 : · · · : tm+1) is obtained by applying the isomorphism φ (or φ0) to the coefficients
of the series {t1 : · · · : tm+1}.
Notation 6.10. Let T and T ′ be series with values in k〈x, z〉 (or k〈x, z〉⊗2). We use the
notation T ≡x T
′ if T −T ′ is a series with values in k〈x, z〉x (or k〈x, z〉x⊗k〈x, z〉+k〈x, z〉⊗
k〈x, z〉x).
Proposition 6.11. For m ≥ 0 and (l1, . . . , lm) ∈ N
m, set w(l1, . . . lm) := x
lmy · · ·xl1y if
m ≥ 1 and w(l1, . . . , lm) = 1 otherwise.
1) For k ≥ 0, m ≥ 0 and (n1, . . . , nm) ∈ Nm we have:
M−1(w(n1, . . . nm)x
k) = wx + (−1)
k
∑
k1+···+km=k
Cn1+k1k1 · · ·C
nm+km
km
w(n1 + k1, . . . , nm + km),
where wx is an element of k〈x, z〉x.
2) For s ≥ 1, set:
Us :=
∑
n0,n1,...ns≥0
xnsy · · ·xn1yxn0 un0s+1u
n1
1 · · ·u
ns
s .
where the u1, . . . , us+1 are commuting formal variables. We have:
M−1(Us) ≡x (u1 : · · · : us+1),
where ≡x is as in notation 6.10.
Proof. We first show (1) by induction on k. The formula is true for k = 0. Assume the
formula true for k = l. One has:
wxl  x = (l + 1)wxl+1 +
∑
1≤i≤m
(ni + 1)w
+1
i x
l,
Where w = w(n1, · · · , nm) and w
+1
i = w(n1, . . . , ni + 1, . . . , nm). Hence:
M−1(wxl+1) = cx −
1
l + 1
∑
1≤i≤m
(ni + 1)M
−1(w+1i x
l). (A)
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where
cx =
1
l + 1
M−1(wxl x) =
1
l + 1
wxl
is an element of k〈x, z〉x. Applying the induction hypothesis to the term M−1(w+1i x
l) we
get:
M−1(w+1i x
l) = (−1)l
∑
l1+···+lm=l
Clw(n1 + l1, . . . , ni + li + 1, . . . , nm + lm)x
l,
with Cl = C
n1+l1
l1
· · ·Cni+li+1li · · ·C
nm+lm
lm
. Since (ni + 1)C
ni+li+1
li
= (li + 1)C
ni+li+1
li+1
, we get by
setting ai = li + 1 and aj = lj for j 6= i:
(ni + 1)M
−1(w+1i x
l) = (−1)l
∑
a1+···+am=l+1
aiC
n1+a1
a1
· · ·Cnm+amam w(n1 + a1, . . . , nm + am)x
l.
Therefore the equation (A) can be reduced to:
M−1(wxl+1) = cx + (−1)
l+1
∑
a1+···+am=l+1
Cn1+a1a1 · · ·C
nm+am
am w(n1 + a1, . . . , nm + am)x
l
with cx ∈ k〈x, z〉. We have shown (1) by induction.
We now show (2). Using (1) we get:
M−1(Us) ≡x U(x) +
∑
n0,n1,...,ns≥0
(−1)n0
∑
k1+···+ks=n0
C ′k,n w(n1 + k1, . . . , ns + ks)u
n0
s+1u
n1
1 · · ·u
ns
s ,
where C ′k,n = C
n1+k1
k1
· · ·Cns+ksks . Now setting li = ni + ki for 1 ≤ i ≤ s, we get:
M−1(Us) ≡x
∑
l1,...ls≥0
w(l1, . . . , ls)
∑
k1≤l1,...,ks≤ls
Pk,l(u1, . . . , us+1),
where
Pk,l(u1, . . . , us+1) = (−1)
k1+···ksC l1k1 · · ·C
ls
ks
uk1+···+kss+1 u
l1−ki
1 · · ·u
ls−ks
s .
This proves (2). Indeed, we have:∑
k1≤l1,...,ks≤ls
Pk,l(u1, . . . , us+1) = (u1 − us+1)
l1 · · · (us − us+1)
ls .
We have shown the proposition. 
6.4. An intermidiate pullback of the Ihara cobracket. We recall that the pullback
f ⋆Z : A → A ⊗ A of a linear map Z : B → B ⊗ B by an isomorphism of vector spaces
f : A→ B is given by:
f ⋆Z = (f−1 ⊗ f−1) ◦ Z ◦ f. (42)
Proposition 6.12. Take m ≥ 1 and set T 1m = (t1 : · · · : tm+1) ⊗ 1 and T
2
m = 1 ⊗ (t1 : · · · :
tm+1), we have:
M⋆∆

((t1 : · · · : tm+1)) ≡x T
1
m + T
2
m +
∑
1≤i<m
(ti+1 : · · · : tm : ti)⊗ (t1 : · · · : ti : tm+1)
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Proof. One checks using the definition of M and the defintion (12) of ∆

(section 1) that:
(∆

◦M)(w(n1, . . . nm)) = w1,2 +
∑
1≤km≤nm
xki ⊗ w(n1, . . . , nm − km)
+
∑
1≤i<m
∑
ki≤ni
w(ni+1, . . . , nm)x
ki ⊗ w(n1, . . . , ni − ki),
(43)
where w12 = w(n1, . . . nm)⊗ 1 + 1⊗ w(n1, . . . nm). Since
(∆

◦M)((t1 : · · · : tm+1)) =
∑
n1,...,nm≥0
(∆

◦M)(w(n1, . . . nm))(t1− tm+1)
n1 · · · (tm− tm+1)
nm ,
we can derive using (43) by setting ai = ki (and bi = ni − ki) the following equation:
(∆

◦M)((t1 : · · · : tm+1)) = T
1
m + T
2
m + (
∑
am≥1
xam(tm − tm+1)
am)⊗ (t1 : · · · : tm+1)
+
∑
1≤i<m
(
∑
ai≥0
(ti+1 : · · · : tm+1)x
ai(ti − tm+1)
ai ⊗ (t1 : · · · : ti : tm+1).
(44)
Now setting u1 = ti+1 − tm+1, · · · , us = tm − tm+1 and us+1 = ti − tm+1 in (2) of proposition
6.11 we find that:
M−1(
∑
ai≥0
(ti+1 : · · · : tm+1)x
ai(ti − tm+1)
ai) ≡x +(ti+1 : · · · tm : ti). (45)
Since M(1) = 1 and M(xs) = xs−1  x = s!xs for s ≥ 1, we have:
M−1(xs) =
xs
s!
(46)
We obtain the (2) by first applying M−1 ⊗M−1 to both sides of (44) and then simplifying
the right hand side using (45) and (46). 
Proposition 6.13. Take i ≥ 1. For m ≤ i:
M⋆d∗i,+((t1 : · · · : tm+1)) =
{
1⊗ (t1 : · · · : tm+1) if m = i
0 otherwise,
(47)
and for m > i:
M⋆d∗i,+((t1 : · · · : tm+1)) ≡x
∑
1≤j<m−i
(tj+1 : · · · : tm−i : tj)⊗ (t1 : · · · : tj : tm−i+1 : · · · : tm+1)
+1⊗ (t1 : · · · : tm+1) + (t1 : · · · : tm−i : tm+1)⊗ (tm−i+1 : · · · : tm+1).
(48)
Proof. For w a unitary monomial of k〈x, z〉 of weight m less than i, we find by applying (34)
of proposition 6.6 that:
d∗i,+(w) =
{
1⊗ w if m = i
0 otherwise,
(49)
We can readly derive (47) from this since M((t1 : · · · : tm+1)) = (t1 : · · · : tm+1).
We now prove (48). Take m > i. We can check that:
(t1 : · · · : tm+1) = (tm−i+1 : · · · : tm : tm+1)(t1 : · · · : tm−i : tm+1). (50)
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The coefficients of (t1 : · · · : ti : tm+1) are of depth i and end with z so we can apply formula
(34) to obtain:
d∗i,+((t1 : · · · : tm+1)) = (1⊗ (tm−i+1 : · · · : tm : tm+1))∆((t1 : · · · : tm−i : tm+1)).
Since (ta1 : · · · : tal) is with values in k〈x, z〉z, M fixes the elements of k〈x, z〉z and ∆((ta1 :
· · · : tal)) is with values in k〈x, z〉 ⊗ (k⊕ k〈x, z〉z) we have:
M⋆d∗i,+((t1 : · · · : tm+1)) = (1⊗(tm−i+1 : · · · : tm : tm+1))M
⋆∆

((t1 : · · · : tm−i : tm+1)). (51)
Applying proposition 6.12, we get:
M⋆∆

((t1 : · · · : tm−i : tm+1)) ≡x Tm−i +
∑
1≤j<m−i
(tj+1 : · · · : tm−i : tj)⊗ (t1 : · · · : tj : tm+1).
where Tm−i = (t1 : · · · : tm−i : tm+1) ⊗ 1 + 1 ⊗ (t1 : · · · : tm−i : tm+1). We then derive
(48) by first combining the last two equations and then by simplifying the result using () for
adequate variables. We proved the proposition. 
Proposition 6.14. Take i ≥ 1, for m < i:
M⋆d∗i,−((t1 : · · · : tm+1)) = 0, (52)
and for m ≥ i:
M⋆d∗i,−((t1 : · · · :: tm+1)) ≡x
∑
i+1≤l≤m
(ti+1 : · · · : tl : ti)⊗ (t1 : · · · : ti−1 : tl : · · · : tm+1)
+ 1⊗ (t1 : · · · : tm+1),
(53)
where we use exeptionally the convention
(t1 : · · · : ti−1 : tl : · · · : tm+1) := (tl : · · · : tm+1) , ,
for i = 1.
Proof. Equation (52) can be obtained using the definition of di,−. We show (6.4). We assume
that m ≥ i. We can check that:
(t1 : · · · : tm+1) = (
∑
ni≥0
(ti+1 : · · · : tm : tm+1)x
ni(ti − tm+1)
ni)(z(t1 : · · · : ti−1 : tm+1)), (54)
with the conventions (t1 : · · · : ti−1 : · · · : tm+1) := 1 for i = 1 and (ti+1 : · · · : tm : tm+1) = 1
for m = i. The coefficients of z(t1 : · · · : ti−1 : tm+1) start with z and are of depth i so we
can apply formula (35) to obtain:
d∗i,−((t1 : · · · : tm+1)) = (
∑
ni≥0
Aini(ti − tm+1)
ni)(1⊗ z(t1 : · · · : ti−1 : tm+1)), (55)
where
Aini =
{
∆op

(xnm) if m = i,
∆op

((ti+1 : · · · : tm : tm+1)x
ni) if m > i.
One the other hand we can verify that:
∆op

(xni) =
∑
am+bm=nm
xbi ⊗ xai .
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and that:
∆op

((ti+1 : · · · : tm+1)x
ni) = +
∑
am≥0
(ti+1 : · · · : tm+1)x
ni ⊗ xam(tm − tm+1)
am
+
m−1∑
l=i+1
∑
al≥0
(ti+1 : · · · : tl : tm+1)x
ni ⊗ (tl+1 : · · · : tm+1)x
al(tl − tm+1)
al
+
∑
ai+bi=ni
xbi ⊗ (ti+1 : · · · : tm+1)x
ai ,
for m > i.
Now by replacing Aini in (55) by the right hand side of one of the last two equations (de-
pending on if m = i or m > i) we find:
d∗i,−((t1 : · · · : tm+1)) =
∑
bi≥0
xbi(tm − tm+1)
bi ⊗ (t1 : · · · : tm : tm+1), (56)
if m = i and
d∗i,−((t1 : · · · : tm+1)) =
m∑
l=i+1
∑
ni≥0
(ti+1 : · · · : tl : tm+1)x
ni(ti − tm+1)
ni ⊗ (t1 : · · · : ti−1 : tl : · · · : tm+1)
+
∑
ci≥0
xci ⊗ (t1 : · · · : tm+1).
(57)
if m > i.
Since M(t1, · · · , tm+1) = (t1, · · · , tm+1) and:
M−1(xr) =
xr
r!
. (58)
(see equation (46)), we deduce from (56) that:
M⋆d∗i,−((t1 : · · · : tm+1)) ≡x 1⊗ (t1 : · · · : tm+1),
if m = i. This shows () for m = i.
We still have to prove () for m > i. Take m > i. Setting u1 = ti+1− tm+1, . . . , us = tl− tm+1
and ts+1 = ti − tm+1 in (2) of proposition 6.11 we obtain for l ∈ [1, m] the equation:
M−1(
∑
ni≥0
(ti+1 : · · · : tl : tm+1)x
ni(ti − tm+1)
ni) ≡x (ti+1 : · · · : tl : ti). (59)
Since M((ta1 , · · · , tam+1)) = (ta1 , · · · , tam+1), we obtain () for m > i by combining (57), (58)
and (59). The proposition is proved. 
Proposition 6.15. For m > 1 we have:
M⋆{−,−}∗((t1 : · · · : tm+1)) ≡x
m+1∑
k=1
Bk,
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where
Bk =
k−1∑
j=1
(tj+1 : · · · : tk : tj) ∧ (t1 : · · · : tj : tk+1 : · · · : tm+1)
+
m∑
j=k+2
(t1 : · · · : tk : tj : · · · : tm+1) ∧ (tk+2 : · · · : tj : tk+1)
+ (t1 : · · · : tk : tm+1) ∧ (tk+1 : · · · : tm+1),
(60)
for k ∈ [1, m− 2],
Bm−1 =
m−2∑
j=1
(tj+1 : · · · : tm−1 : tj) ∧ (t1 : · · · : tj : tm : tm+1)
+ (t1 : · · · : tm−1 : tm+1) ∧ (tm : tm+1),
(61)
Bm =
m−1∑
j=1
(tj+1 : · · · : tm : tj) ∧ (t1 : · · · : tj : tm+1), (62)
and
Bm+1 =
m∑
j=2
(tj : · · · : tm+1) ∧ (t2 : · · · : tj : t1) (63)
Proof. One can derive using propositions 6.13 and 6.14 the following equations:
(id− τ) ◦ (M⋆d∗m−k,+ −M
⋆d∗k+1,−)((t1 : · · · : tm+1)) ≡x Bk, for k ∈ [1, m− 2],
(id− τ) ◦ (M⋆d∗1,+ −M
⋆d∗1,−)((t1 : · · · : tm+1)) ≡x Bm+1 +Bm−1,
and
(id− τ) ◦ (d∗m,+ − d
∗
m,−)((t1 : · · · : tm+1)) ≡x 0.
We have also seen (proposition 6.12) that:
M⋆((id− τ) ◦∆

)((t1 : · · · : tm+1)) ≡x Bm. (64)
Since {−,−}∗(w) = (id − τ) ◦ (∆

+
m∑
i=1
d∗i,+ − d
∗
i,−)(w) for w ∈ k〈x, z〉 of depth m (see
proposition 6.5), we get by adding up the last four equations that:
M⋆{−,−}∗((t1 : · · · : tm+1)) ≡x
m+1∑
k=1
Bk.
Indeed, M−1 ⊗M−1 commutes with (id− τ) and M((t1 : · · · : tm+1)) = (t1 : · · · : tm+1). We
have proved the proposition. 
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6.5. Correspondance between the dihedral cobracket and the Ihara cobracket.
Lemme 6.16. Set
A := (
m−2
∪
i=1
{(i, j)|j ∈ [0, i−1]})∪(
2m−1
∪
i=m+2
{(i, j)|j ∈ [i−m+1, m]})∪(
m+1
∪
i=m−1
{(i, j)|j ∈ [i−m+1, i−1]}).
The map h : Z2 → Z2 given by (i, j) → (k := i − j + 1, j) is a bijection sending A to
[2, m]× [0, m].
Proof. We leave the proof to the reader. 
Recall that we have introduced in subsection 3.2 a map δ˜ : W → W ⊗W inducing a Lie
cobracket δ : W/WR →W/WR.
Lemme 6.17. For two series T, T ′ with values in V ⊗ V we write T ≡F T
′ if T − T ′ takes
values in F ⊗ V + V ⊗ F . For m > 1, we have:
δ˜({t1 : · · · : tm+1}) ≡F
m+1∑
k=1
φ−10 ⊗ φ
−1
0 (Bk)
where B1, . . . , Bm+1 are the series defined in proposition 6.15.
Proof. Take m > 1. By definition (fromula (22) of subsection 3.2):
δ˜({t1 : · · · : tm+1}) = −
m∑
k=2
Cyclem+1({t1 : · · · : tk−1 : tm+1} ∧ {tk : · · · : tm+1}), (65)
for m ≥ 2. Hence:
δ˜({t1 : · · · : tm+1}) =
m∑
j=0
m∑
k=2
B′j,k,
with B′j,k = {tj : · · · : tk+j−1} ∧ {tk+j : · · · : tm+j+1} where the indices are modulo m+ 1 and
they are taken in [1, m+1]. Now setting i = k+ j − 1 we can decompose δ˜({t1 : · · · : tm+1})
using lemma 6.16 as follows:
δ˜({t1 : · · · : tm+1}) =
m+1∑
i=1
B′i,
where
B′i =
i−1∑
j=1
B′j,i−j+1 +
m∑
j=i+2
B′j,i−j+m+2 +B
′
0,i+1, for i ∈ [1, m− 2] ,
and
B′i =
i−1∑
j=i−m+1
B′j,i−j+1, for i ∈ [m− 1, m+ 1] .
Note that φ−10 ((ta1 : · · · : tal)) = {ta1 : · · · : tal}. Using this, one checks that up to cyclic
symmetrie (see (20) of remark 3.3 for the definition of the cyclic symmetrie), the following
equation holds:
B′k = φ
−1
0 ⊗ φ
−1
0 (Bk),
for k ∈ [1, m+ 1]. Since WR ⊂ F , it follows from the interpretation of the cyclic symmetrie
in V (see (21) of remark 3.3) that:
B′k ≡F φ
−1
0 ⊗ φ
−1
0 (Bk),
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for k ∈ [1, m+ 1]. This proves the lemma, since δ˜({t1 : · · · : tm+1}) =
∑m+1
i=1 B
′
i. 
Proposition 6.18. The image of W by (φ⋆{−,−}∗+ − δ˜) lies in F ⊗ V + V ⊗ F .
Proof. Denote by M+ the automorphism of k〈x, z〉+ obtained by restricting M . One can
deduce from proposition 6.15 that for m > 1:
M⋆+{−,−}
∗
+((t1 : · · · : tm+1)) = R +
m+1∑
k=1
Bk,
where R ∈ φ0(U) ⊗ k〈x, z〉+ + k〈x, z〉+ ⊗ φ0(U) (φ0(U) = k〈x, z〉x). Since φ0({t1 : · · · :
tm+1}) = (t1 : · · · : tm+1), U ⊂ F , φ = M ◦ φ0 = M+ ◦ φ0 and both M+ and φ0 are
isomorphisms we deduce from the above equation that:
φ⋆{−,−}∗+({t1 : · · · : tm+1}) ≡F
m+1∑
k=1
φ−10 ⊗ φ
−1
0 (Bk),
for m > 1 and therefore by lemma 6.17:
(φ⋆{−,−}∗+ − δ˜)({t1 : · · · : tm+1}) ≡F 0,
for m > 1. Since {t1 : · · · : tm+1} (for m ≥ 1) is a generating series of the basis
{I(n1, . . . , nm)}n1,...,nm≥1 of the depth m part of W , we deduce from the above equation
that:
(φ⋆{−,−}∗+ − δ˜)(W>1) ≡F 0,
where W>1 is the subspace of W generated by elments of depth strictly greater than 1. We
still have to show that (φ⋆{−,−}∗+− δ˜)(w) ≡F 0 for w ∈ W of depth 1. But this is true since
V has no depth zero part and (φ⋆{−,−}∗+ − δ˜) is graded for the depth. We have proved the
proposition. 
Proof of theorem 6.1
We recall that F = WR ⊕ U . We first show (1). For that, we prove that φ⋆{−,−}∗+(C) ⊂
F ⊗ V + V ⊗ F for C = U, F . Since U is a coideal for φ⋆{−,−}∗+ (corollary 6.9), we
have φ⋆{−,−}∗+(U) ⊂ F ⊗ V + V ⊗ F . In section 5 we have seen (remark 3.5 ) that WR
is a coideal for δ˜ : W → W ⊗ W . Combining this with proposition6.18 we deduce that
φ⋆{−,−}∗+(WR) ⊂ F ⊗ V + V ⊗ F . We have proved (1) of theorem 6.1). We show (2).
In section 3.1 we have seen that D••
η
→ (W/WR, δ) is an isomorphism of Lie coalgebras
(theorem 3.4). We have also seen that i¯ : W/WR → V/F induced by the inclusion W ⊂ V
is an isomorphism of bigraded spaces (proposition 3.1). From this and proposition 6.18 we
deduce that (W/WR, δ)
i¯
→ (V/F, δV/F ) (with δV/F the Lie cobracket induced by φ⋆{−,−}∗+)
is an isomorphism of bigraded Lie coalgebras proving (2). We have proved the theorem.
7. Proof of the main results
In this section we prove the main results announced in the introduction of the paper.
In the first subsection we prove (theoerem 7.1) that ls is preserved by the Ihara bracket
{−,−} and that (theorems 7.2, 7.3) the isomorphic Lie coalgebras (V/F, δV/F ) and D••
are bigraded duals of the bigrarded Lie algebra ls. We give explicit isomorphisms between
the Lie coalgebras V/F ≃ D•• and the bigraded Lie coalgebra dual to (ls, {−,−}). These
results correspond to results (a) and (b) of the introduction and are easly obtained out if
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the material of the previous sections. The other results announced in the introduction of
the paper ((c) and (d)) are proved in the second subsection. We start the second subsection
by reminders on algebra. In paragraphe 7.2.1, we construct for m ≥ 2 a linear isomorphism
hm : W
m → k[x1, . . . , xm] mapping WmR to the orthogonal complement of the double shuffles
space of Dshm with respect to a pairing (−,−)m over k[x1, . . . , xm], where the Wm and
WmR are the depth m parts of W and WR respectively (proposition 7.6). This allows to
show the result (c): the depth m part Dm• ≃ Wm/WmR of D•• is isomorphic to the graded
dual Dsh∨m of Dshm (see corollaries 7.7 and 7.8). In paragraphe 7.2.2, we introduce an
isomorphism fm : k〈x, z〉m → k[x1, . . . , xm], with k〈x, z〉m the depth m part of k〈x, z〉. We
show (proposition 7.11) that fm restricts to an isomorphism lsm → Dshm (lsm is the depth
m part of ls). We then show (proposition 7.13) that the induced isomorphism lsm → Dshm is
compatible to the isomorphisms D•• → ls
∨ and Dm• → Dsh
∨
m mentioned previously (result
(d)).
7.1. Proof of main results (a) and (b). We will prove the next three theorems:
Theorem 7.1. The space ls is preserved by the Ihara bracket.
Denote by {−,−}∨¯|ls the (bigraded) dual cobracket of the Ihara bracket restricted to ls,
the bigraded dual ls∨ of ls equipped with {−,−}∨¯|ls is a bigraded Lie coalgebra (see (2)
of proposition 1.3, section 1). We have shown that φ⋆{−,−}+∗ induces a Lie cobracket
δV/F : V/F → V/F ⊗ V/F .
Theorem 7.2. We have an isomorphism of bigraded Lie coalgebras (V/F, δV/F )
θ
→ (ls∨, {−,−}∨¯|ls)
defined for v¯ ∈ V/F and w ∈ ls by:
θ(v¯)(w) = 〈v, w〉φ,
where v is any lift of v¯ to V and 〈−,−〉φ is the pairing of theorem 5.1.
Theorem 7.3. The map D••
θ′=θ◦¯i◦η
−→ (ls∨, {−,−}∨¯|ls), is an isomorphism of bigraded Lie
coalgebras. In particular, the dihedral Lie coalgebra D•• is the bigraded dual of the bigraded
Lie algebra ls (equipped with the Ihara bracket).
Proof of the theorems:
We denote by 〈−,−〉⊗2φ : V
⊗2 ⊗ k〈x, z〉⊗2+ the perfect bigraded pairing given by:
〈v ⊗ v′, w ⊗ w′〉⊗2φ = 〈v, w〉φ〈v
′, w′〉φ,
for v, v′ ∈ V and w,w′ ∈ k〈x, z〉+ with 〈−,−〉φ = 〈φ(−),−〉φ is the pairing of theorem
5.1 of section 5. One can readily check that φ⋆{−,−}∗+ is the adjoint of {−,−}+ with
respect to 〈−,−〉φ and 〈−,−〉
⊗2
φ . Moreover, we have seen (theorem 5.1) that the orthogonal
of the bigraded subspace F ⊂ V with respect to 〈−,−〉φ is ls, that F is a coideal for
φ⋆{−,−}∗+ (theorem 6.1) and we have denoted by δV/F the cobracket induced by φ
⋆{−,−}∗+.
These facts prove that the hypothesis of (2) of proposition 1.4 (section 1) are satisfied
for (C, γ) = (V, φ⋆{−,−}∗+), (A, g) = (k〈x, z〉, {−,−}) and C0 = F and we can apply the
proposition to deduce theorems 7.1 and 7.2. Theorem 7.3 is an immediate consequence of
(2) of theorem 6.1 and theorem 7.2. We have proved the three theorems of this subsection.
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7.2. Proof of main results (c) and (d). Let A :=
⊕
k≥k0
Ak and B :=
⊕
k≥k0
Bk be
graded k-vector spaces with finite dimensional homogeneous elements. We denote by A⊗ˆB
the completion of A⊗B with respect to its grading and by fA⊗ˆfB the unique endomorphism
of A⊗ˆB extending fA ⊗ fB for fA and fB given endomorphisms of A and B. If A and B
are isomorphic graded space, we assign to a family of basis (for k ≥ k0) Ak = {akik}ik∈Ik
and Bk = {bkik}ik∈Ik of Ak and Bk respectively a perfect graded pairing (−,−)A,B, a graded
isomorphism hA,B : A→ B and a series SA,B ∈ A⊗ˆB given by the formula:
SA,B =
∑
k≥k0
∑
ik∈Ik
aik⊗ˆbik ,
and the datum for k, j ≥ k0, ij ∈ Ij and ik ∈ Ik:
(aij , bik)A,B = δj,kδij ik , hA,B(aij ) = bij ,
where δab is the Kronecker symbol.
Lemme 7.4. We use the notations of the previous paragraph. Let T be a graded endomor-
phism of B:
(idA⊗ˆT )(SA,B) = (T
∗⊗ˆidB)(SA,B),
where T ∗ is the adjoint of T with respect to (−,−)A,B.
Proof. We leave the proof to the reader. 
Proposition 7.5. Let AT be the smallest subspace of A such that the image of (idA⊗ˆT )(SA,B)
in (A/AT )⊗ˆB is null.
1) The space AT is a graded subspace of A corresponding to the image Im(T ∗) of T ∗.
2) The image of AT with respect to hA,B is the orthogonal complement Ker(T )⊥ of the
kernel Ker(T ) of T with respect to the pairing (h−1A,B(−),−)A,B.
Proof. We prove (1). Using the previous lemma, we find that:
(idA⊗ˆT )(SA,B) =
∑
l≥1
∑
il∈Il
T ∗(aik)⊗ˆbik .
The above series is null in (A/AT )⊗ˆB if and only if T ∗(ail) ∈ AT for all ail , with l ≥ m and
il ∈ Il. Since the elements aik generate A and AT is the smallest subspace possible, we deduce
that AT = Im(T ∗). Since T is graded and the pairing is compatible to the gradings, T ∗ is
also graded and as a consequence AT = Im(T ∗) is a graded subspace of A. The assertion (2)
is an immediate consequence of (1). 
7.2.1. Proof of (c): We recall (see proposition 3.1 and the paragraph preceding it) that
we have an isomorphism of bigraded spaces η : D•• → W/WR. The spaces W and WR are
bigraded (for weight and depth) subspaces of V . We denote by Wm and WmR the depth
m parts of W and WR respectively. More precisely, Wm is the k-vector space with basis
{I(n1, . . . , nm)|n1, . . . , nm ≥ 1}.
In the sequel, the depth m part k〈x, z〉m of k〈x, z〉 is equipped with a perfect pairing 〈−,−〉m
obtained by restricting the canonical (perfect) pairing 〈−,−〉 of k〈x, z〉 used in the previous
sections; the space k[x1, · · · , xm] is endowed with a weight grading (corresponding to a shift
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by +m of the total degree) and a perfect (graded) paring (−,−)m for which the unitary
monomials form an orthonormal basis.
Proposition 7.6. Take m ≥ 2. Let hm : W
m → k[x1, · · · , xm] be the weight graded iso-
morphism mapping I(n1, . . . , nm) to x
nm−1
1 x
nm−1−1
2 · · ·x
n1−1
m . The image of W
m
R by hm is the
orthogonal complement Dsh⊥m of Dshm with respect to (−,−)m.
Proof. We first recall that for m ≥ 2 and σ ∈ Sm , Sm and Tσ are the automorphisms of the
polynomial ring k[x1, . . . , xm] given by:
Sm(xi) = xi + · · ·+ xm, Tσ(xi) = xσ−1(i), for i ∈ [1, m],
and that:
T (l)m,∗ =
∑
σ∈S(l,m−l)
Tσ, T
(l)
m, = T
(l)
m,∗ ◦ Sm,
for l ∈ [1, m− 1], where S(p, q) denotes the set of (p, q)-shuffles, as in the previous sections.
We will apply proposition 7.5. We take A = Wm and B = k[x1, . . . , xm] equipped with
their weight grading. For k ≥ k0 = m, set Ik = {(n1, . . . , nm)|n1 + · · · + nm = k, ni ≥
1 for i ∈ [1, m]} and take:
Ak = {I(n1, . . . , nm)}(n1,...,nm)∈Ik and Bk = {x
nm−1
1 x
nm−1−1
2 · · ·x
n1−1
m }(n1,...,nm)∈Ik ,
as basis for Ak and Bk (the weight k parts) respectively. The map, the paring and the series
assigned (as in the paragraph preceding the lemma 7.4) to these basis are given by:
SA,B =
∑
n1,··· ,nm≥1
I(n1, . . . , nm)⊗ˆx
nm−1
1 · · ·x
n1−1
m ,
hA,B = hm and (h
−1
A,B(−),−)A,B = (−,−)m.
(66)
We recall that WR = V1 + V2 + V ′′ (see proposition 3.1 and the paragraph preceding it),
where V1, V2 and V ′′ are bigraded subspaces of W and V ′′ consist of elements of depth 1.
Hence, for m ≥ 2:
WmR = V
m
1 + V
m
2 (67)
where V m1 and V
m
2 are the depth m parts of V1 and V2 respectively. Let Rm be the alge-
bra automorphism (involution) of k[x1, . . . , xm] mapping xi to xm+1−i for i ∈ [1, m]. From
the definition of V1 (see the paragraph of formula 16), one can readily deduce the following
statement:
V m1 is the smallest subspace of W
m such that the image of (idWm⊗ˆT
(l)
m,∗Rm)(SA,B),
for l ∈ [1, m− 1], is 0 in Wm/V m1 ⊗ˆk[x1, . . . , xm],
with SA,B as in the first formula of this proof. We deduce from the above statement, by
applying (2) of proposition 7.5 for T = T (l)m,∗Rm (l ∈ [1, m − 1]) with the identifications of
(66) that:
for m ≥ 2, hm(V
m
1 ) = ( ∩
l∈[1,m−1]
Ker(T (l)m,∗Rm))
⊥,
where the orthogonal complement in the right hand side of the equation is taken with respect
to (−,−)m.
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Now, for l ∈ [1, m − 1], set T
(l)
m, = T
(l)
m,∗ ◦ Sopm , with S
m
op the automorphism of k[x1, . . . , xm]
mapping xi to x1+ · · ·xi (for i ∈ [1, m]). With a similar reasoning to the one applied to V m1 ,
one can show using the endomorphisms T
(l)
m,Rm for l ∈ [1, m− 1] and the series SA,B that:
for m ≥ 2, hm(V
m
2 ) = ( ∩
l∈[1,m−1]
Ker(T
(l)
m,Rm))
⊥.
combining the above equation with the one obtained just before for V m1 and (67) we get:
hm(W
m
R ) = ( ∩
l∈[1,m−1]
(Ker(T (l)m,∗Rm) ∩Ker(T
(l)
m,Rm)))
⊥ (68)
One can check that:
RmS
op
mRm = Sm, RmT
(l)
m,∗R
m = T (m−l)m,∗ ,
for l ∈ [1, m− 1] and therefore (Rm is an involution):
RmT
(m−l)
m, Rm = T
(l)
m,.
Since Rm is an automorphism, these equations allow to reduce (68) to:
hm(W
m
R ) = ( ∩
l∈[1,m−1]
(Ker(T (l)m,∗) ∩Ker(T
(l)
m,)))
⊥
= Dsh⊥m,
where the second line of the equation holds by definition of Dshm. 
Corollary 7.7. We have an isomorphism h∗ of weight graded spaces between W
m/WmR and
the graded dual Dsh∨m of Dshm, given by:
h∗(v¯)(P ) = (hm(v), P )m,
for P ∈ Dshm, v¯ ∈ W
m/WmR and v ∈ W lifting v¯ to W .
Proof. We know from the previous proposition that the kernel of the mapping h∗ : W →
Dsh∨m, w 7→ (hm(v),−)|Dshm is WR. Hence, h∗ factors through W
m/WmR giving the isomor-
phism h∗. 
Corollary 7.8. Denote by Dm• the depth m part of D•• and by ηm : Dm• → W
m/WmR the
restriction of the bigraded isomorphism η : D•• → W/WR of proposition 3.1 to depth m
parts. The map ηm ◦ h¯∗ : Dm• → Dsh
∨
m is an isomorphism of weight graded spaces.
Proof. This corollary is an immediate consequence of the previous one. 
Remark 7.9. The above corollary with theorem 7.3 imply that lsm and Dsh
∨
m are isomorphic
graded spaces.
7.2.2. Proof of (d): In this subsection, we equip k〈x, z〉m with the restriction 〈−,−〉m of
the canonical pairing over k〈x, z〉. For m ≥ 2, we define the linear map fm : k〈x, z〉m →
k[x1, . . . , xm], sm : k[x1, . . . , xm]→ k〈x, z〉m and pizm : k〈x, z〉m → k〈x, z〉m−1z by the follow-
ing:
fm(x
n1z · · ·xnmzxnm+1) =
{
xn11 x
n2
2 · · ·x
nm
m if nm+1 = 0
0 otherwise
, (69)
sm(x
n1
1 x
n2
2 · · ·x
nm
m ) = x
n1z · · ·xnmz, (70)
pizm = sm ◦ f (71)
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for n1, . . . , nm ≥ 0. The map sm is an isometry and pizm is the orthogonal projection (with
respect to 〈−,−〉m) on the subspace generated by monomials ending with z. Furthermore:
k〈x, z〉m = Im(pi
z
m)
⊥⊕
Ker(pizm) = Im(sm)
⊥⊕
Ker(pizm),
where Im(pizm) and Ker(pi
z
m) = k〈x, z〉x are the image and the kernel of pi
z
m respectively and
Im(sm) is the image of sm.
Lemme 7.10. Take m ≥ 2.
1) The image of Dsh⊥m by sm is a subspace of the orthogonal complement ls
⊥
m of lsm in
k〈x, z〉m.
2) Denote by f∨m the graded dual of the map fm. We have:
f∨m((P,−)m) = 〈sm(P ),−〉m,
for P ∈ k[x1, . . . , xm].
Proof. Take m ≥ 2. We first prove (1). Let φ|W be the restriction of φ of proposition 5.6 to
W . One can readily check that the following diagram commutes:
Wm
φ|W
//
hm

k〈x, z〉m
k[x1, . . . , xm]
sm
77
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
,
with hm and sm as defined in proposition 7.6 and formula (70). Since hm(WmR ) = Dsh
⊥
m
(proposition 7.6), we deduce from the above diagram that:
sm(Dsh
⊥
m) = φ|W (W
m
R ). (72)
On the other hand WR is a subset of F (see proposition 3.1) and φ(F ) is the orthogonal
complement of ls in k〈x, z〉+ by corollary 5.9. Therefore φ|W (WmR ) ⊂ ls
⊥
m ⊂ k〈x, z〉m. Com-
bining this and equation (72) we obtain (1).
We now prove (2). We have seen in the paragraph preceding the lemma that (*) sm is
an isometry, that (**) sm ◦ fm = pizm and that (***) k〈x, z〉m = Im(pi
z
m)
⊕⊥Ker(pizm) =
Im(sm)
⊕⊥Ker(pizm). Using these facts we get the following, for P ∈ k[x1, . . . , xm]:
f∨m((P,−)m) = (P, fm(−))m
(∗)
= 〈sm(P ), (sm ◦ fm)(−)〉m
(∗∗)
= 〈sm(P ), pi
z
m(−)〉m
(∗∗∗)
= 〈sm(P ),−〉.
This proves (2). The lemma is proved. 
Proposition 7.11. For m ≥ 2, the map fm defined by (69) induces (by restriction) an
isomorphism of weight graded spaces between lsm and Dshm.
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Proof. The injective map fm is a graded map for weight. Hence, we only need to show
that fm(lsm) = Dshm. We have seen (remark 7.9) that ls
∨
m and Dsh
∨
m are weight graded
isomorphic spaces. Since the weight parts of both spaces are finite dimensional, the inclusion
fm(lsm) ⊂ Dshm implies that fm(lsm) = Dshm and proves the proposition. We prove the
inclusion f(lsm) ⊂ Dshm (and therefore the proposition) by showing that:
f∨m(Dsh
′
m) ⊂ ls
′
m
where f∨m is the graded dual of the map fm, Dsh
′
m is the annihilator of Dshm in k[x1, . . . , xm]
∨
the graded dual for weight of k[x1, . . . , xm] and ls
′
m is the annihilator of lsm in k〈x, z〉
∨
m the
graded dual for weight of k〈x, z〉m. Take ϕ ∈ Dsh
′. Since the pairing (−,−)m is perfect there
exists a Pϕ ∈ Dsh
⊥ ⊂ k[x1, . . . , xm] such that ϕ = (Pϕ,−)m. From this we deduce using (2)
then (1) of lemma 7.10 that:
f∨(ϕ) = f∨((Pϕ,−)m) = (sm(Pϕ),−)m = 〈b,−〉m, with b ∈ ls
⊥
m.
This shows that f∨m(Dsh
′
m) ⊂ ls
′
m and therefore proves the inclusion fm(lsm) ⊂ Dshm. As
mentioned at the beginning of the proof this inclusion implies the result of proposition. We
have proved the proposition. 
We have seen (proposition 3.1) that the inclusion W ⊂ V induces an isomorphism of
bigraded spaces i¯ : W/WR → V/F and we have constructed an isomorphism θ : V/F → ls
∨
(theorem 7.2). We denote by βm : Wm/WmR → ls
∨
m the restriction of the map θ ◦ i¯ to depth
m parts. Denote by I¯(n1, . . . , nm)) the image in W/WR of I(n1, · · · , nm) ∈ W , the map βm
is a weight graded isomorphism given by:
βm(I¯(n1, . . . , nm))(w) = 〈x
nm−1z · · ·xn1−1z, w〉m,
for I(n1, · · · , nm) ∈ Wm and w ∈ ls.
Lemme 7.12. Take m ≥ 2 and denote by f¯m : lsm → Dshm the isomorphism induced by
fm (see the previous proposition). The following diagram of weight graded isomorphisms
commutes:
Wm/WmR
h¯∗
//
βm

Dsh∨m
f¯∨myyss
s
s
s
s
s
s
s
s
ls
∨
m
where h¯∗ is the map of proposition 7.6 and βm is defined in the previous paragraph.
Proof. Take I(n1, . . . , nm) ∈ W and denote by I¯(n1, . . . , nm) its image in Wm/WmR . By
definition h¯∗(I¯(n1, . . . , nm))(Q) = (x
nm−1
1 · · ·x
n1−1
m , Q)m for Q ∈ Dshm. Hence, by (2) of
lemma 7.10:
(f¯∨m ◦ h¯∗)(I¯(n1, . . . , nm))(w) = 〈sm(x
nm−1
1 · · ·x
n1−1
m ), w〉m = 〈x
nm−1z · · ·xn1−1z, w〉m,
for w ∈ lsm. By comparing the above formula to the one defining βm in the paragraph
preceding the lemma, we deduce that βm = f¯∨m ◦ h¯∗. This proves the lemma. 
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Proposition 7.13. For m ≥ 2, the following diagram of weight graded isomorphisms com-
mutes:
Dm•
h¯∗◦ηm
//
θ′m

Dsh∨m
f¯∨m{{①①
①
①
①
①
①
①
①
ls
∨
m
where θ′m is the restriction of the bigraded isomorphisms θ
′ : D•• → ls
∨ of theorem 7.3 to
depth m parts.
Proof. This follows from the previous lemma, since by definition θ′m = βm ◦ ηm. 
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