Computational simulation models support a rapid design process. Given model approximation and operating conditions uncertainty, designers must have confidence that the designs obtained using simulations will perform as expected. This paper presents a methodology for validating designs as they are generated during a simulation-based optimization process. Current practice focuses on validation of simulation models throughout the entire design space. In contrast, the proposed methodology requires validation only at design points generated during optimization. The goal of such validation is confidence in the resulting design rather than in the underlying simulation model. The proposed methodology is illustrated on a simple cantilever beam design subject to vibration.
INTRODUCTION
Design optimization often requires computational analysis or simulation models. These models quantify functional inputoutput relations contained in the objective and constraints. Such models are inexact approximations of the physical world, and so we need to quantify our confidence that designs obtained using simulations will perform as expected when produced. Current practice uses computational models for optimization studies in relatively large design spaces even though the models have been validated only in a small subset of the design space. Within this paradigm, computational models will need to be validated for the entire feasible design space in order to obtain high confidence in the results.
The motivation for the present work is that the aforementioned global model validation may not be necessary. A numerical optimization process creates a sequence of design iterates, whose validity is important only at the optimum. One way to concentrate on the validity of the optimal design rather than that of the model, is to conduct validation studies at the design iterates as they are generated.
In this paper, we adopt the idea of a sequential optimization approach where the design space at each iteration is much smaller than the entire feasible space. Starting with a validated initial design we conduct optimization within a limited design space around that design. If the optimization outcome, i.e., the next design iterate, lies on the boundary of the smaller design space * , we examine its validity; if it is acceptable, we start a new optimization; otherwise, we calibrate the model so that its validity is acceptable at that new * The design space is defined by the bounds of the design optimization variables, while the feasible space is defined by the intersection of all design constraints. design iterate. If the model cannot be calibrated to acceptable validity levels, the designer may want to abort the sequential optimization process until a more accurate model becomes available, or continue while being aware of the model's limitation. If the new design iterate lies in the interior of the design space of the last optimization, we have converged to an optimal and validated design. This approach can be also applied to parametric studies to ensure that a design is valid for different operating conditions. The surrogate management framework by Booker et al. [1] offers a variation of the main idea presented and implemented here. Booker et al. generate a sequence of calibrated approximations (metamodels or surrogate models) of the objective function only, which they manage for direct surrogate optimization. They do not assess the validity of their approximations; they simply improve it by calibration during optimization. In the present work, we assess the validity of the design iterates generated by sequential optimization in subsets of the design space by validating the simulation model at these subsets and improving it only if necessary, provided testing can be performed at these points.
The paper is organized as follows. Section 2 describes the proposed approach. Section 3 provides an overview of the confidence level quantification including a brief description of the Probabilistic Principal Component Analysis (PPCA) and the interval-based Bayesian hypothesis testing method. Section 4 uses the vibratory response of a cantilever beam to illustrate the steps of the methodology, and Section 5 presents a summary and conclusions.
PROPOSED METHOD
Let the n-dimensional domain D consist of all designs 
where C quantifies our confidence that the model prediction C is therefore, critical. We want it to be as small as possible in order to avoid excessive calibrations that require expensive tests, but we also want it to be large enough to guarantee that the designs in s D are valid so that the optimization yields a valid optimal design. This is a minimax problem.
We propose to use a local domain approach and calculate C at its center. If t C C ≥ , then we accept the CAE model as locally valid and use it to solve the optimization problem in the local domain. In doing so, we assume that the CAE model is valid (i.e., Equation (1) D . This sequential optimization process using local domains is repeated until the optimum is in the interior of the local domain. We emphasize that the local domain is defined by the bounds of the design variables only, i.e., it is not identical to the feasible space of the original optimization problem.
Note that by reducing the size of the local domain, we guarantee that a validated local domain exists at the limit if the center design is validated. The number of required tests for validation will increase in this case, considerably. For simplicity, the size of the local domains is fixed in the present work. Note also that the PPCA method (Section 3) addresses the inherent uncertainty in test results. The CAE model is deterministic. The calibration of the CAE model is done at the mean because of the variability in the test results.
CONFIDENCE QUANTIFICATION
The quantification of confidence that the design will perform as predicted once produced is an integral part of the proposed method. We utilize a model validation technique to compute that confidence.
Model validation is the process of comparing model outputs with experimental observations in order to assess the validity or predictive accuracy of computer models. Developing quantitative methods for model validation under uncertainty has attracted considerable research interest in recent years. Detailed discussion of model validation concepts can be found in many research articles [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] .
For time-dependent systems, as the example considered in this paper, time histories of the prediction model and the test must be compared effectively, considering the data correlation among multiple time responses, and the uncertainties in both test and model prediction. Multiple independent univariate comparisons, without considering the correlation among different responses, may result in conflicting inferences on the model validity. A feature extraction, such as principal component analysis, is common in order to reduce the dimensionality and improve the efficiency and accuracy of the model validation process [21] .
Bayesian methods have been developed to determine the predictive capabilities of computer models [8-13, 17, 18] . In this work, we adopt the Bayesian approach to quantify confidence reported in [10] [11] [12] [13] 19 ] because i) it can incorporate additional information, including the modeler's belief, through the prior distribution of the model parameters, and ii) it can easily incorporate error and uncertainties associated with model predictions and experimental observations.
Specifically, a confidence metric is used to assess model predictions for time-dependent systems through multivariate validation. The metric provides a rational way to account for uncertainty and correlation of multiple responses, and is derived using Probabilistic Principal Component Analysis (PPCA) [22, 23] and interval-based multivariate Bayesian hypothesis testing. PPCA addresses multivariate correlation, data uncertainty, and dimensionality reduction, and intervalbased multivariate Bayesian hypothesis testing provides a quantitative assessment of the quality of the CAE model using a Bayes factor. The following describe the required computations as implemented in [20] . Details can be found in the same reference and in [10] [11] [12] [13] 19 ].
Probabilistic Principal Component Analysis
The following is a step-by-step procedure on how to conduct a probabilistic principal components analysis [20] :
Step 1: Obtain multivariate test data n m×
and m and n are the number of test responses and the number of observations per response. Tipping and Bishop [22] assumed that
where
is a vector of m p ≤ latent variables
which cannot be observed,
is the sample mean given by
is an isotropic Gaussian error with
Step 2: Calculate the sample mean 
Step 3 
Step 4: For the chosen number p of retained principal components, find estimates of the test variability 
where p p× ℜ ∈ K is a diagonal matrix with the eigenvalues
corresponding to the p eigenvectors in U.
Step 5: Construct the p-dimensional reduced test data
using the following Equations (8) and (9) ( )
Step 6: Obtain multivariate CAE data
Step 7: Calculate the sample mean
Step 8: Use the same rotation matrix
with uncertainty
The estimate 
Interval-Based Bayesian Hypothesis Testing
An interval-based multivariate Bayesian hypothesis testing method is used to compute a confidence value which quantitatively assesses the validity of the CAE model considering uncertainty. The following is a step-by-step procedure:
Step 
Step 2: Estimate the sample mean S from
and the covariance matrix p p× ℜ ∈ Σ of S from Equations (9), (13) and (18) 
Step 3: Assume that the prior information for
is a multivariate normal distribution which is 
, using the following equations [24] ( ) ( ) (20) ( )
Step 5: For a chosen threshold ε , obtain the value of K using the following equation
Step 6: Compute the following Bayes factor
Step 7: Compute the confidence C of accepting the model as
if expert opinion ( ) o H P is available or as
if there is no expert opinion.
A VIBRATORY BEAM EXAMPLE
The vibratory response of the cantilever beam structure of Figure 
where I is the area moment of inertia. Equation (26) is solved using the two initial conditions 0 ) 0 , ( = x y and 0 ) 0 , ( = x y & ; (zero initial displacement and zero initial velocity), and four boundary conditions (two at each end) indicating that the left end of the beam is fixed (displacement and rotation are equal to zero) and the right end is free (bending moment is equal to zero and shear force is equal to the applied tip force).
The finite-element method is used to calculate numerically the forced response. The beam is discretized using 
Using the finite-element method, the differential Equation (26) results in the following equations of motion in discretized form 
Design Optimization Problem
The following optimization problem is solved 
Definition of Test
To obtain the test response (displacement and rotation), we assume that the fixed boundary condition at the left end of the beam (Figure 3) can not be perfectly achieved. This is simulated by using a smaller cross-sectional area for the first beam element with a width and height equal to 002 . 0 
This "experimental inaccuracy" is assumed unknown in building the CAE model.
For each test specimen, we also consider a small manufacturing error for each component of the vector } { 
To simulate the test results, Equation (3) is solved numerically for ) , ( t x y and ) , ( t x r using E N = 10 beam elements, the test configuration of Figure 3, 
Description of CAE Model
The CAE model is of uniform cross-section with dimensions W and H (Figure 3 ). Because the correct rotational boundary condition of the test is not known, we use a rotational spring t k which is calibrated during the validation process.
The
, where 0 p is the nominal vector that is unchanged during calibration, and = ∆p
is the variable part with 
The response of the CAE model is deterministic with no manufacturing error or noise. Figure 4 shows how the confidence C varies with the design variables 1 d and 2 d before the CAE model is calibrated, and after it is calibrated at the initial design (0.024, 0.042). Before calibration, the confidence exhibits a highly nonlinear behavior with large variations between low and high values of approximately 40% and 80%, respectively. After calibration, the confidence is almost the same with the noncalibrated case for high 2 d values and close to 100% for low Two principal components ( p = 2) were retained. It was found that the confidence value did not change for p greater than two.
Results and Discussion
Figures 5 and 6 compare the tip deflection between test and CAE at the initial design (0.024, 0.042) before and after model validation through calibration. The C value improves from 38.8% to 99.3%. Figures 7a and 7b show the optimization process in the design space for the non-calibrated and calibrated cases, respectively. In the former, the CAE model is not calibrated during the process while in the latter the CAE model is calibrated according to the methodology of Section 2.
The figures show the displacement constraint before calibration (non-calibrated case), after calibration at point 0 (initial design (0.024, 0.042) m), and after calibration at point 4 (design (0.0167, 0.0285) m before final optimum). The equal objective value lines are also shown. The mass objective reduces towards the low left corner where both 1 d and 2 d reduce simultaneously. The displacement constraint dominates the rotation constraint in the entire design space. Also, we have There is a local optimal design at (0.015, 0.0395) m indicated by point 4 in Figure 7a , and another local optimal design at (0.0167, 0.0276) m indicated by point 5 in Figure 7b .
The same initial design of (0.024, 0.042) is used in both cases. The sequence of local domains from the initial design to the optimal design is shown for the non-calibrated and calibrated CAE models. An increasing order numbering, starting from zero (initial design), indicates the center location of each local domain. For the calibrated CAE case, a cross is used whenever the design is validated; i.e. the CAE model is calibrated by maximizing the C value (Section 2) if the initial C value is below the threshold Table 2 shows the results for the calibrated CAE case. At the initial design (center of local domain 0) the C value is equal to 38.8% and 99.3% before and after model validation through calibration, respectively. The CAE model stays valid in local domains 1, 2, and 3 since the C value is above the threshold t C = 80%. In the final local domain 4, the CAE model was re-calibrated because the value of C = 77.9% fell below the target; the final C value was maximized to 85.1%. The final optimum of (0.0167, 0.0276) m was obtained using the lastly updated CAE model with C = 85.1%. The displacement constraint became active for the designs corresponding to local domains 1, 3, 4, and 5. As shown in Figure 7b , these designs are in the infeasible domain of the non-calibrated case. This indicates that after each calibration of the CAE model, the optimization constraint boundaries change. Figure 7b also shows the constraint boundary for the final calibrated CAE model. Table 3 shows the values of all calibration parameters for the calibrated CAE model of each local domain. The CAE model was calibrated at the initial design and the C value was increased from 38.8% to 99.3%. The calibration parameters are The optimization process with the calibrated CAE model followed a different path and converged to a better optimum. This example demonstrates the value of validating designs during the optimization process.
SUMMARY AND CONCLUSIONS
We presented a methodology for validating designs as they are generated during the simulation-based optimization process, emphasizing that the validation should be on designs, the end goals of optimization, rather than the computational models used to obtain them. The presented methodology requires the validity of the models only at designs generated during a sequential optimization approach where suboptimization problems are solved within local design domains that are subsets of the entire domain. This is different from the current practice where a-priori validation of simulation models is performed throughout the entire design space.
The methodology uses a quantitative confidence metric based on PPCA to address multivariate correlation, data uncertainty, and dimensionality reduction, and interval-based multivariate Bayesian hypothesis testing using a Bayes factor.
The vibratory response of a cantilever beam was used to illustrate the process. We showed that by calibrating the CAE model when necessary, the optimizer followed a different path which led to an optimum different from that obtained using a non-calibrated CAE model.
The present work assumes that tests can be performed at any location of the design space. It also uses local domains of same size. Future work is underway to remove this restriction. A different method to calibrate the CAE model is also considered using parameter screening based on global sensitivities [26] .
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