A theorem of Lukács [J. reine und angew. Math. -1920. -150. -S. 107 -112] states that the partial sums of conjugate Fourier series of a periodic Lebesgue integrable function f diverge with a logarithmic rate at the points of discontinuity of f of the first kind. Móricz [Acta math. hung. -2003. -98. -P. 259 -262] proved a similar theorem for the rectangular partial sums of double conjugate trigonometric Fourier series.
LetS k (f ; x) be the k th partial sum of series (1.2). Lukács [4] proved the following theorem. Theorem 1.1. If f ∈ L(−π, π] and for some point x ∈ (−π, π], there exists a number d x (f ) such that R. Riad [10] proved an analogous theorem in terms of the conjugate Walsh series. F. Móricz [5, 6] generalized Lukács's theorem in terms of the Abel -Poisson means and proved estimate of the partial derivative of the Abel -Poisson mean of an integrable function at those points where it is smooth.
Pinsky [9] generalized Fourier partial sums by using a family of convolusion operators with some classes of kernels.
Q. Shi and X. Shi [11] discuss about the concentration factor methods for determination of jumps in terms of spectral data. Dansheng Yu, P. Zhou and S. Zhou [14] show how jumps can be determined by the higher order partial derivatives of the of its Abel -Poisson means.
We [17, 18] examine the analogous theorems for the generalized Cesáro means, introduced by Akhobadze [1 -3] , as well as positive regular linear means, and consider [19] Lukás theorem for the functions and series introduced by Taberski [12, 13] as well as generalized Cesáro and positive regular linear means. Some results of this paper were announced in [17, 18] . P. Zhou and S. P. Zhou [15] proved an analogous theorem in terms of the linear operators which satisfy some certain conditions. F. Móricz [7] examined Lukács theorem for double trigonometric series. F. Móricz and W. R. Wade [8] generalized Lukács theorem for double Walsh series.
We [21] generalized Móricz's theorem and we proved that conditions in Móricz's theorem is the best option for indices not to be dependent on each other. Also we considered analogues of these theorems for generalized Cesáro means and positive linear means matrix of which satisfy necessary conditions of regularity.
2. Determination of jumps in terms of linear operators. Let (m(k)), (n(k)) be a nonnegative sequences of real numbers such that Suppose there are given two sequences of 2π-periodic, odd and Lebesgue integrable functions G k and H k for which the following is true
Suppose that it is given two variable function f, 2π-periodic in both variables and Lebesgue integrable on (−π; π] 2 .
Let's consider the following linear operator:
where d xy (f ) is a number and
Then for all sequences of convolution type operators F kj which are defined by (2.4) where kernels satisfy conditions (2.1) -(2.3) the following equality is valid:
Proof. Let us consider F kj (f ; x, y), by changing of variables in the integral we get
By (2.5) for every ε > 0 we can choose δ such that
According the definition of m(k) and n(j) we can choose k and j such that 1/m(k), 1/n(j) < δ. Therefore
Throughout, we use C to stand for an absolute positive constant, which may have different values in different occurrences.
Note that B rs and B sr , s, r ∈ {1, 2, 3}, r = s, can be estimated similarly. By (2.1) and (2.9) we have
Using (2.2) and integration by parts with respect to v we obtain
By (2.1), (2.2), (2.6) and integration by parts with respect to v we get
and
Furthermore, integration by parts with respect to v gives
Now by using (2.9) and integration by parts with respect to u we have 
By (2.14) and the last estimations we get
where C is a fixed positive constant. Analogously, using once more integration by parts with respect to u and (2.6) we obtain Now consider A 2 (k, j). By (2.3) we get
d xy (f ) π 2 ln m(k) ln n(j). If we combine (2.18) and the last estimation it completes the proof of theorem.
Applications. The question arises naturally: which kind of kernel satisfies conditions (2.1) -(2.3)?
First of all let us note that the conjugate Dirichlet kernel satisfies above mentioned conditions. Indeed assume that m(k) = k and n(j) = j. We know that |D k (t)| ≤ k for all t, |D k (t)| ≤ 2/t, 0 < t ≤ π, (see [16] , Chap. II, (5.11)) and π 0D k (u)du ln k, k → +∞, whereD k (t) denotes the conjugate Dirichlet kernel. In this case get Moricz's [6] result.
Analogously generalized Cesáro mean of the conjugate Dirichlet kernel satisfies (2.1) -(2.3) conditions (see proof of Theorem 2.1 in [20] or proof of Theorem 2.2 in [21] ). Thus we get the author's result [21] .
In [21] we generalized Moricz's theorem in case of matrix summability. It is easy to see that in the case if 4th dimensional matrix can be represented as a product of two dimensional matrixes, then Theorem 2.1 generalizes our [21] result.
Even more we can make sure that generalized de la Vallée Poussin mean of the conjugate Dirichlet kernel satisfies conditions (2.1) -(2.3). In [15] by authors' was obtained Lukacs type theorem where kernel satisfies conditions (2.1) -(2.4) from [15] . Authors also have shown that generalized de la Vallée Poussin mean of the conjugate Dirichlet kernel satisfies (2.1) -(2.4) conditions in [15] . But (2.1) -(2.3) conditions are different from (2.1) -(2.4) and we introduced different, self-contained proof.
LetS kj (f ; x, y) be a rectangular partial sum of the double conjugate trigonometric Fourier series and let It is easy to verify that V m,n,0,0 (f ; x, y) =S mn (f ; x, y), V m,n,m,n (f ; x, y) =σ mn (f ; x, y),
whereσ mn (f ; x, y) denotes (C,1,1) means of the rectangular partial sums of conjugate trigonometric Fourier series. By definition of the generalized de la Vallée Poussin sums we get Proof. We will show that (2.1), (2.2) and (2.3) conditions are true for generalized de la Vallée Poussin mean of the conjugate Dirichlet kernel.
Suppose that G m (t) =K m (t) and H n (t) =K n (t) then by the definition of generalized de la Vallée Poussin mean of the conjugate Dirichlet kernel and the following estimation |D k (t)| ≤ k for all t (see [16] , Chap. II, (5.11) ) and by the formula for the sum of the terms of an arithmetic sequence we have
for all t ∈ [0; π], and condition (2.1) holds. By the estimation |D i (t)| ≤ 2/t, t ∈ (0; π] (see [16] , Chap. II, (5.11)) we obtain It is well known that for any ε > 0 there exists number N = N (ε) such that, for all i > N we get
Consider following sum:
It is easy to see that
Also by the right-hand side inequality of (3.1) we have
Therefore we get
If for the same ε we choose M such that 2/M < ε, then we get following lower estimation of I 2 :
By the left-hand side inequality of (3.1) we obtain
Reasoning analogously as in previous estimation we get
On the other hand L 2 = o(ln m), indeed It is easy to see that in this case G m(k) (t) =D 
