












This paper presents a method for global or quasi-optimum for the discrete and continuous design
vairables, based on Branching Generalized Random Tunneling Algorithm (BGRTA). By treating the
discrete design variables as penalty function, the augmented objective function is constructed. As a
result, all design variables can be treated as the continuous design variables. The augmented objective
function becomes non-convex, and has many local minima. That is, finding optimum of discrete design
variables is transformed into finding global optimum of this augmented objective function. Then
BGRTA is applied to this augmented objective function, subject to the behavior and side constraints.
We also propose the new update scheme of penalty parameter for the penalty function of discrete
design variables in this paper. The proposed update scheme of penalty parameter utilizes the informa-
tion of the penalty function of discrete design variables. By utilizing the characteristics of BGRTA,
some optima are obtained. The validity of the proposed method is examined through typical benchmark
problems.
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Optimum of discrete variables
Optimum of continuous variables






Fig.1 Local optimum nature of discrete optimization



































































( ) minf ®x (1)
Subject to
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( ) 0kg £x  1,2, ,k ncon= L (4)
ここで x は連続変数と離散変数から成る混合変数の設
計変数ベクトルであり， ( )f x は最小化する目的関数で





条件の下限値と上限値である． iD はi 番目の離散値の
集合を表し， q は離散値の数を表す． ,i jd はi 番目の離
散変数の j 番目の成分を表し，離散変数の側面制約条
件は， ,1id と ,i qd がそれぞれ下限値と上限値になる．
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ここで ,i jd と , 1i jd + は離散変数の取り得る値であり，
c
m ix + は ,i jd と , 1i jd + の間の連続変数である．式（5）のペ
ナルティ関数を目的関数に組み込んだ拡大目的関数は
次のようになる．






( ) minF ®x (7)
Subject to
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Find { 1,0,1,2}x Î - (11)
4 3 28( ) 2 8 min
3
f x x x x x= - - + ® （12）












































値 0( )f x を求め，





いて，ペナルティ関数値 ( )Lf x が




Fig.3 Augmented objective function for various penalty parameters

































(a) (b) (c) (d)
Fig.2 Augmented and original objective functions
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( , )C D T=x x x (16)
ここで Cx と Dx はそれぞれ式（8）,(9)の連続変数と
離 散 変 数 の 成 分 を 表 し ， 1 2( , , , )
C T
mx x x=x L ，
1 2( , , , )
D c c c T
m m m nx x x+ + +=x L である．式（14）の収束判定
を行う際は，設計変数ベクトルの中で連続変数の成分













































Fig.4 Update of penalty parameter
x
( )F x

















化．( 0branch = )
(STEP5)初期温度T の設定．トンネル・ステップおよび
制約ステップにおける探索回数 ,itout をそれぞれ初期
化する． 0k = とする．
(STEP6)各設計変数ごとに[0,1]の乱数を発生させ，そ




L= +x x dx （17）









*exp(1 ( ))Ls s f= ´ + x （19）
により，ペナルティ係数を更新し，STEP9へ戻る．
(STEP11)拡大目的関数値の改善を検討．


















(STEP17)1k k= + として，次式にて温度を下げる．
/( 1)T T k= + (24)
(STEP18)温度が，あらかじめ決めた最小温度 minT より





Fig.5 The algorithm of BGRTA for mixed design variables
Setting of initial data
Calculation of initial penalty parameter sinitial=1+φ(x0)
Making of Augmented objective function F(x) , and Calculation of local minimum xL




exp(1 ( ))Ls s f= ´ + x
Set as branch=0
Transformation of random number [0,1] into [-π/2,π /2], and put pi
*
L= +x x dx tan( )i ix T pd =




No Making of Augmented objective function F (x*)  by using sinitia,  



































1out out= + （25）
として，次式により温度を下げる．










2）探索終了のための最小温度　 5min 1.0 10T
-= ´
3）一つの温度当りの探索回数　 max 20it =
4）ペナルティ関数値の判定　 51.0 10e -= ´




1 2( ) 1.8 minf x x= - - ®x (27)
2 2
1 1 2( ) ( 6) 85 0g x x x= + + - £ (28)
1 1x ³ , 2 0x ³ (29)
















1 2( ) 1.1 minf x x= - + ®x (30)
1 1 2( ) 1 0g x x= - + £x (31)
2
2 1 1 2( ) 4 28 40 0g x x x= - + - - £x (32)






































Global minimum for 
discrete variables
Start point
Global minimum for 
continuous variables
Fig.6 Feasible domain and global minimum
x 1 2 2 3 5 4 5 6
x 2 1 3 2 1 2 1 1
g 1(x ) -32 0 -12 -11 -5 -11 0
Obj -1.2 0.8 -1.3 -4.5 -2.4 -4.5 -5.6
1x
2x
Fig.7 Local and global minimum
Global minimum



















1 2 3 1 4( ) 0.6224 1.7781f x x x x x= +x
2 2
2 3 1 33.1661 19.84 minx x x x+ + ® (34)
となる．一方，側面制約条件と挙動制約条件はそれぞ
れ次のように与えられる．
125 150x£ £ (35)
225 240x£ £ (36)


















= - £x (39)
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3( ) 1 0240
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= - £x (41)





















(1)1( )g x と 4 ( )g x は活性な制約条件であること．
(2)圧力器の長さL を，より低い値にすること．
















Table 2 Comparison of the results
Sandgren (4) Qian (17) Kannan (10) Hsu (18) Lewis  (19) Arakawa (16) This study
R [inch] 47.000 58.312 58.291 N/A 38.760 38.858 38.880
L [inch] 117.701 44.522 43.690 N/A 223.299 221.402 220.893
Ts [inch] 1.125 1.125 1.125 N/A 0.750 0.750 0.750
Th  [inch] 0.625 0.625 0.625 N/A 0.375 0.375 0.375
g 1(x ) -0.194 0.000 0.000 N/A -0.003 0.000 0.000
g 2(x ) -0.283 -0.110 -0.110 N/A -0.014 -0.011 -0.010
g 3(x ) -0.510 -0.814 -0.818 N/A -0.070 -0.078 -0.079
g 4(x ) 0.054 -0.021 -1.109 N/A -1.519 0.000 0.000
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