Collective oscillations of one-dimensional Bose-Einstein gas in a
  time-varying trap potential and atomic scattering length by Abdullaev, F. Kh. & Garnier, J.
ar
X
iv
:c
on
d-
m
at
/0
40
94
78
v1
  [
co
nd
-m
at.
oth
er]
  1
8 S
ep
 20
04
Collective oscillations of one-dimensional Bose-Einstein gas in a
time-varying trap potential and atomic scattering length
F. Kh. Abdullaev
Physical-Technical Institute of the Uzbek Academy of Sciences,
G. Mavlyanov str. 2-b, 700084, Tashkent, Uzbekistan
J. Garnier
Laboratoire de Statistique et Probabilite´s, Universite´ Paul Sabatier,
118 Route de Narbonne, 31062 Toulouse Cedex 4, France,
Tel. (33) 5 61 55 62 20, Fax. (33) 5 61 55 60 89, Email: garnier@cict.fr
(Dated: November 7, 2018)
Abstract
The collective oscillations of 1D repulsive Bose gas with external harmonic confinement in two
different regimes are studied. The first regime is the mean field regime when the density is high. The
second regime is the Tonks-Girardeau regime when the density is low. We investigate the resonances
under periodic modulations of the trap potential and the effective nonlinearity. Modulations of
the effective nonlinear coefficient result from modulations of the atomic scattering length by the
Feshbach resonance method or variations of the transverse trap frequency. In the mean field regime
we predict the bistability in the nonlinear oscillations of the condensate. In the Tonks-Girardeau
regime the resonance has the character of a linear parametric resonance. In the case of rapid strong
modulations of the nonlinear coefficient we find analytical expressions for the nonlinearity managed
soliton width and the frequency of the slow secondary oscillations near the fixed point. We confirm
the analytical predictions by direct numerical simulations of 1D Gross-Pitaevskii equation and the
effective nonlinear Schro¨dinger equation with quintic nonlinearity and trap potential.
PACS numbers: 03.75.Kk, 42.65.-k, 42.50.Ar
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I. INTRODUCTION
Low dimensional Bose-Einstein condensates (BECs) in highly asymmetric traps have
recently been achieved, which opens new possibilities in the investigation of clouds of bosonic
and fermionic gases [1, 2, 3]. Low-dimensional bosonic systems have many remarkable
properties which distinguish them from 3D systems. One of them is the growth of the
interaction when the density is decreased. As a result the system enters into the Tonks-
Girardeau (TG) regime. The properties of the Bose gas then coincide with the gas of free
fermions. This follows from the exact solution to the problem of hard-core bosons with
repulsive interaction obtained by Lieb and Liniger [4, 5]. The opposite regime with weak
interaction (high density case) is the mean field (MF) regime [6].
The TG and MF regimes can be characterized by the parameter γ which is equal to the
ratio of the interaction energy and the kinetic energy of the ground state of gas, i.e. γ =
mg1D/(~
2n1D). Herem is the atomic mass, g1D is the one-dimensional coupling constant, and
n1D is the 1D density. The case γ ≪ 1 corresponds to high densities, when the description
by the mean field theory is valid. The case γ ≫ 1 corresponds to the strong repulsive
interaction - the Tonks-Girardeau regime. The modern experiments with Bose gas in highly
elongated traps now are in the region γ ∼ 1 [7].
One of the important phenomena for the experiments is the collective oscillations of the
Bose gas in the different regimes. It is particularly interesting to investigate the dynamics
of breathing and dipole modes for MF and TG regimes, as well as the crossover between
them. The theoretical predictions for the frequencies in harmonic longitudinal traps V (z) =
mω2zz
2/2 are obtained in Refs. [8, 9, 10, 11, 12]. It is shown that the frequency of oscillations
in the mean field regime is
√
3ωz, while it is 2ωz in the TG regime. The last value coincides
with the one observed for the thermal gas. For the 3D cigar the frequency is
√
5/2ωz.
These investigations involve the combination of the exact solution by Lieb and Liniger,
the local density approximation, the hydrodynamic equations, and the extended nonlinear
Schro¨dinger equation. Note that information for oscillations in the high-dimensional regimes
can be found in the review [13]. In this work we shall study resonances in the oscillations of
1D Bose gas in both regimes. The periodic and random modulations of the trap potential
and the atomic scattering length are subject to our analysis.
The MF regime is described by the 1D Gross-Pitaevskii (GP) equation with two-body
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interaction
i~ψt = − ~
2
2m
ψzz + V (z, t)ψ + g1DΓ(t)|ψ|2ψ, (1)
This equation is derived from the 3D GP equation in a strongly anisotropic external poten-
tial. The dynamics in the radial direction is then averaged out [6] and the longitudinal profile
of the wave function satisfies Eq. (1). The wave function is normalized so that the number
of atoms in the BEC is N =
∫ |ψ(t, x)|2dx. V (z, t) is the longitudinal trapping potential,
which is assumed in this work to be harmonic V (z, t) = mω2zz
2F (t)/2. The function F (t)
describes the variation in time of the trap. The effective nonlinear coupling constant is g1D.
In the case of a harmonic transverse trap potential mω2⊥(x
2 + y2)/2, Eq. (1) is valid under
the assumption ω⊥ ≫ ωz and we have g1D = 2~asω⊥. The function Γ(t) describes the vari-
ation in time of the effective nonlinearity. A first method to vary the effective nonlinearity
is to modulate in time the transverse trap width or equivalently the transverse frequency
ω⊥. The modulations of the transverse frequency impose variations of the BEC density in
the (x, y)-plane, which in turn involve variations of the nonlinear interaction [14]. Nonlinear
resonances in 2D BEC for such modulations have been studied in [15, 16]. A second method
to vary the effective nonlinearity is to modulate the atomic scattering length by the so-called
Feshbach resonance technique [17].
Theoretical and experimental studies have demonstrated that variation of the s-wave
scattering length, including a possibility to change its sign, can be achieved by using the
Feshbach resonance
a(t) = as
[
1 +
∆
B0 − B(t)
]
as is the value of the scattering length far from resonance, B(t) is the time-dependent
external magnetic field, ∆ is the width of the resonance, and B0 is the resonant value of
the magnetic field. Feshbach resonances have been observed in 23Na at 853 and 907 G [17],
in 7Li at 725 G [18], and in 85Rb at 164 G with ∆ = 11 G [19]. In the case of resonance
dynamics where as is slowly varying and keeps a constant sign atom losses are negligible.
However atom losses may be important when crossing the resonance [17, 20]. This is the case
of the 23Na condensate where it is necessary to cross the Feshbach resonance to change the
sign of the atomic scattering length. The approach developed in this paper should then be
modified to take into account this phenomenon. If we are not close to the resonance, losses
are small and in a first approximation they can be taken into account by a time-varying
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number of atoms in the effective variational equation for the width. This should lead to
damped secondary oscillations with a time scale larger than the oscillations time. However
atoms losses can be minimized down to a negligible level by certain experimental control
that have been implemented in particular in the 85Rb case [21, 22, 23, 24]. Furthermore in
Ref. [18] it is demonstrated in the case of 7Li that a change of the sign of the scattering length
can be obtained without crossing the resonance by the so-called coupled channel method.
Our study of the nonlinear management is triggered by these experimental achievements.
According to Kolomeisky et al. [25] the TG regime is described by the nonlinear
Schro¨dinger equation with quintic nonlinearity and trap potential
i~φt = − ~
2
2m
φzz + V (z, t)φ+
π2~2
2m
|φ|4φ. (2)
It is known that this model does not capture every aspect of the dynamics of an atomic gas
in the TG regime, in particular it overestimates the coherence in interference patterns at
small number of particles [26]. However Eq. (2) has been shown to reproduce the collective
spectrum of a gas in the TG regime within a local density approximation [11, 27]. Fur-
thermore we shall show that it also gives the correct frequency of oscillations as predicted
theoretically and observed experimentally [7]. As our attention is focused on resonance phe-
nomena, Eq. (2) seems to be a good model, both physically relevant and mathematically
tractable. Using the time-dependent variational method or the hydrodynamic approach we
shall derive the equation for the TG gas width and study resonances in oscillations under
periodic and random modulations of the trap potential.
The paper is organized as follows. In Sections II-IV we analyze the nonlinear resonances
in gas oscillations in the mean field regime using the 1D mean-field GP equation. We apply
a time-dependent variational approach and introduce action-angle variables in Section II.
Section III, resp. IV, is devoted to the resonances driven by periodic and random mod-
ulations of the trap frequency, resp. the nonlinearity. In Section V we address the same
problems for the 1D TG regime.
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II. THE MEAN FIELD CASE
A. Variational approach
We first put Eq. (1) into dimensionless form by setting t′ = ωzt, x = z/lz, lz =
√
~/(mωz),
and u =
√
2|as|ω⊥/ωzψ. In the following we omit primes, so the mean-field GP equation
reads
iut +
1
2
uxx − 1
2
F˜ (t)x2u− Γ˜(t)|u|2u = 0 (3)
where F˜ (t) = F (t/ωz) and Γ˜(t) = Γ(t/ωz)sgn(as). We apply a variational approach using
the Gaussian ansatz
u(t, x) = A exp
(
− x
2
2a2(t)
− ib(t)x
2
2
− iφ(t)
)
(4)
Note that the equation for the gas center of mass is decoupled from the equations for
oscillations so we did not take it into consideration. The ansatz yields a closed-form evolution
equation for the width
att =
1
a3
− f(t)a+ γ(t)
a2
(5)
where f(t) = F˜ (t), γ(t) = P Γ˜(t), P =
∫ |u|2dx/√2π = (2|as|ω⊥N)/(√2πωzlz). In the
repulsive case as > 0 and in absence of modulations F ≡ 1, Γ ≡ 1, we have f = 1 and
γ = P = N/N∗ with N∗ = (
√
2πωzlz)/(2asω⊥). If the number of atoms is large enough
N ≫ N∗ then P ≫ 1 so that we can neglect 1/a3 in Eq. (5) and the fixed point is given by
ag = P
1/3 (6)
In the dimensional variables we get Lc = [(
√
2asl
2
zω⊥N)(
√
πωz)]
1/3, that agrees (up to a
numerical multiplicative constant) with the Thomas-Fermi value for the 1D BEC width.
B. Action-angle variables
We assume in this section that γ(t) = γ0 + γ˜(t) where the average nonlinear coefficient
γ0 > 0 which corresponds to the repulsive case, while γ˜ represents a zero-mean periodic or
random component. Similarly, we take f(t) = 1 + f˜(t). The unperturbed problem consists
in taking γ˜(t) = f˜(t) = 0. Assume that γ0 is large so that the kinetic term 1/a
3 can be
neglected in Eq. (5). The energy E of the unperturbed BEC is given by:
E(t) =
1
2
a2t (t) + U(a(t)), U(a) =
1
2
a2 +
γ0
a
. (7)
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In absence of fluctuations the energy E is an integral of motion. The BEC width obeys a
simple dynamics with Hamiltonian structure
H(p, q) =
1
2
p2 + U(q) (8)
with q = a, p = at. The potential U possesses a unique minimum ag = γ0
1/3 which is a
stable fixed point with oscillation frequency ω =
√
3. The corresponding ground state has
energy Eg = U(ag) = (3/2)γ
2/3
0 .
If the initial conditions (a(0), at(0)) correspond to an energy above Eg, then the orbit of
the motion is closed, corresponding to periodic oscillations. In order to explicit the periodic
structure of the variables a and at, we introduce the action-angle variables. The orbits are
determined by the energy imposed by the initial conditions
E =
1
2
a2t (0) + U(a(0)).
For E > Eg, we introduce a1(E) < a2(E) the extremities of the orbit of a for the energy
E. They are the positive solutions of the cubic equation U(a) = E and they are given by
(j = 1, 2)
aj(E) = −2
(
2E
3
)1/2
cos
(
ξ + (−1)j2π
3
)
,
ξ = arccos
[(
Eg
E
)3/2]
.
The action I is defined as a function of the energy E by
I(E) = 1
2π
∮
pdq =
1
π
∫ a2(E)
a1(E)
√
2E − 2U(b)db. (9)
The motion described by (8) is periodic, with period
T (E) =
∮
dq
p
= 2
∫ a2(E)
a1(E)
db√
2E − 2U(b) , (10)
or else T (E) = 2π dI
dE
(E). The angle φ is defined as a function of E and a by
φ(E, a) = −
∫ a ∂p
∂I
dq = − 2πT (E)
∫ a db√
2E − 2U(b) .
The transformation (E, a)→ (I, φ) can be inverted to give the functions E(I) and A(I, φ).
The BEC width oscillates between the minimum value a1(E) and the maximum value a2(E).
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The energy E as well as the action I are constant and determined by the initial conditions,
so the evolution of the BEC width is governed by
a(t) = A(I(E), φ(t)),
φ(t) = φ(0)− 2πT (E)t.
For E close to the ground state energy Eg, we have
aj(E) = ag + (−1)j
√
2
3
(E − Eg), j = 1, 2, (11)
T (E) = 2π√
3
, I(E) = E −Eg√
3
, A(I, φ) = ag +
√
2I cos(φ). (12)
For large energies E ≫ Eg, we have
a1(E) = ag
2Eg
3E
, a2(E) = ag
√
3E
Eg
, (13)
T (E) = π, I(E) = E
2
, A(I, φ) =
√
2I
√
1 + cos(φ). (14)
III. RESONANCES IN THE MEAN FIELD CASE DRIVEN BY A TIME-
VARYING NONLINEARITY
In this section we address the role of a time-varying nonlinearity and assume that the trap
is stationary f˜(t) = 0. We shall mainly focus our attention to the periodic management
Γ(t) = Γ0 + Γ1 sin(Ωgt), but we shall also consider random fluctuations of the effective
nonlinearity in the 1D GP equation.
A. High-frequency nonlinear management
We shall first address the case where the oscillation frequency of the nonlinear manage-
ment is much higher than the trapping frequency, i.e. Ωg ≫ ωz. We must also assume
Ωg ≪ ω⊥ to prevent from exciting the transverse modes. In such a case the influence of
the nonlinear management is negligible unless the nonlinear management amplitude is large.
The problem of nonlinearity management for BEC, the so-called Feshbach resonance (FR)
management, has already been considered for 1D BEC in Refs. [24, 28] and for 2D BEC
in Refs. [29, 30]. In Ref. [24] the authors were the first ones to propose a technique of FR
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management, based on a time-periodic change of the magnitude and sign of the scattering
length by a resonantly tuned ac magnetic field. The FR management resembles the so-called
dispersion-management (DM) technique in fiber optics, which is based on a periodic con-
catenation of fibers with opposite signs of the group-velocity dispersion. The DM technique
has been shown to support robust breathing pulses, the so-called DM solitons celebrated in
optics [31]. The FR technique is shown in Refs. [24, 28] to drive stable localized structures,
named FR managed matter wave soliton. Here, in distinction from [24, 28], we give the an-
alytical expressions for the fixed point (corresponding to the FR managed soliton) and the
frequency of slow secondary oscillations. More precisely, we introduce the small parameter
δ = ωz/Ωg and we assume that the nonlinear management amplitude is large compared to
the average value. We write accordingly
γ(t) = γ0 +
γ1
δ
sin(
t
δ
)
and perform an asymptotic analysis δ → 0 following the Kapitsa averaging theorem. We
expand a(t) = a0(t) + δa1(t, t/δ) + · · ·. We substitute this form into Eq. (5) and get a
compatibility condition which reads
a0tt =
1
a30
− a0 + γ0
a20
+
γ21
a50
, (15)
while the first-order corrective term can be expressed as
a1(t, τ) =
γ1
a20(t)
sin(τ).
Note that the initial conditions for the slowly varying envelope are
a0(0) = a(0), a
′
0(0) = a
′(0)− γ1
a(0)2
,
where a(0) and a′(0) are the initial values of the width and its time-derivative. The ground
state can then be analytically studied. Let us first deal with the case γ0 = 0. We introduce
the critical value γc =
4
√
4/27 ≃ 0.62. It is found out that, if |γ1| ≤ γc, then Eq. (15) admits
a unique fixed point describing the width of the ground state
a2g =
2√
3
cos
[
1
3
arccos
(
γ21
γ2c
)]
.
If |γ1| > γc, then
a2g =
(
γ21
2
)1/3 (1 +
√
1− γ
4
c
γ41
)1/3
+
(
1−
√
1− γ
4
c
γ41
)1/3 ,
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FIG. 1: BEC width (picture a) and oscillation frequency (picture b) as predicted by the theoretical
model (in dimensionless units). For γ0 ≫ 1 the BEC width is γ1/30 and the oscillation frequency is
√
3.
ag increases with γ1 and goes from the value 1 for γ1 = 0 to the asymptotic behavior
ag ∼ γ2/31 for large γ1. The linear stability analysis of the effective equation (15) shows that
the fixed point is stable. If the initial condition is close to this point, then the width a
oscillates around the value ag with the oscillation frequency ω =
√
6− 2/a4g which increases
from 2 for γ1 = 0 to its limit value
√
6. In the general case γ0 6= 0, γ1 6= 0, there exists a
unique fixed point which is the unique positive zero of the equation a2− a6+ γ0a3 + γ21 = 0.
It is plotted in Figure 1a, and the corresponding oscillation frequency is plotted in Figure
1b.
We have carried out numerical simulations of the ODE model (5) and the PDE model (3)
to check the theoretical predictions of the asymptotic analysis δ → 0 (see Figure 2). Note
that stable BECs can be achieved with a negative (i.e. attractive) or positive (i.e. repulsive)
average nonlinear coefficient γ0.
Let us estimate the parameters for a realistic experiment. For the 85Rb condensate with
as = −0.5nm, ω⊥ = 2π · 360Hz, ωz = 2π · 14.4Hz, N = 104, lz = 100 µm, Ωg = 10ωz, Γ0 = 1,
Γ1 = 2, we find that the condensate width is ag ≈ 0.7lz and the frequency of the secondary
oscillations is ω ≈ 2.6ωz.
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FIG. 2: BEC width in presence of high-frequency periodic modulation of the nonlinear coefficient.
Here γ(t) = γ0 + 2 sin(10t) with γ0 = 1 (picture a) and γ0 = −1 (picture b). The solid and
dashed lines stand for full numerical simulations of the PDE system with two different initial
conditions (dashed lines: theoretical ground states), while the dotted lines represent the theoretical
predictions.
B. Resonant nonlinear management
In this section we address the case where the periodic nonlinear management is resonant
or close to resonant. We shall focus our attention to the particularly interesting case where
the number of atoms N is large, which in turn implies that the dimensionless parameter γ0
is large (say at least 5). We shall see that a periodic modulation of the nonlinear coefficient
γ(t) = γ0 + γ1 sin(Ωt)
may dramatically modify the dynamics, and this phenomenon will be noticeable when the
dimensionless parameter γ1 is of order 1. If γ0 ≥ 5, then Eq. (5) can be simplified into
att = −a + γ(t)
a2
. (16)
In absence of periodic modulation γ1 = 0, the ground state is ag = 3
√
γ0 and the oscillation
frequency of the BEC is ω =
√
3 in dimensionless units. We now consider a periodic
modulation of the nonlinear coefficient with an amplitude γ1 smaller than γ0 and with
frequency Ω of the same order as ω. We expand a = ag + a˜ where a˜ satisfies
a˜+ ω2a˜+ δa˜2 + λa˜3 = ǫ sin(Ωt) + ǫ2 sin(Ωt)a˜,
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with δ = −3γ−1/30 , λ = 4γ−2/30 , ǫ = −γ1γ−2/30 , and ǫ2 = −2γ1γ−10 . This is the equation for a
nonlinear oscillator with external and parametric drives. The analysis of this problem can
be carried out by applying the standard method described in Ref. [32]. We consider the
harmonic expansion of a˜
a˜ = a˜1 cos(ν) + a˜0 + a˜2 cos(2ν),
where ν(t) = Ωt + θ(t). We substitute this ansatz into Eq. (16) and we collect the terms
with the same harmonic. This yields a system of differential equations that give the zeroth
and second harmonics in terms of the first one, and a compatibility condition which reads
as a system of two differential equations for the first-harmonic a˜1 and the slow phase θ
∂ta˜1 =
[
− ǫ
2Ω
(
1 +
ǫ22 cos
2(θ)
9ω4
)
+
ǫ2δ
ω2Ω
(
7a˜21
24
+
ǫ cos(θ)a˜1
18ω2
)
− 7ǫ
2
2a˜1
24ω2Ω
cos(θ)
]
sin(θ),(17)
∂tθ =
ω2 − Ω2
2Ω
− δǫ2ǫ
6ω4Ω
cos2(θ)− 5ǫ
2
2
24ω2Ω
cos2(θ)− ǫ
2Ω
(
1− ǫ
2
2 cos
2(θ)
9ω4
)
cos(θ)
a˜1
+
(
− δ
2ǫ
9ω4Ω
+
5δǫ2
8ω2Ω
)
cos(θ)a˜1 +
(
3λ
8Ω
− 5δ
2
12ω2Ω
)
a˜21. (18)
The first harmonic is dominant so that the BEC width evolution can be described at first
order as a(t) = ag + a˜1(t) cos(Ωt + θ(t)). The stability analysis shows very interesting
features. It appears that the strongest resonance occurs when the nonlinear management
has the frequency
Ωc = ω
√
1 +
1
2
(
γ1
γ0
)2/3
, (19)
which is above the oscillation frequency of the BEC. Resonance is still noticeable for a
modulation frequency Ω in a vicinity of Ωc with bandwidth of order ω (γ1/γ0)
2/3. More
precisely, if Ω < Ωc, then there exists a unique fixed point to system (17-18). The value of
a˜1 corresponding to this fixed point is
aosc =
1
3
[
27γ1 + 3
√
24γ20(ω
2 − Ω2)3 + 81γ21
]1/3
− 2γ
2/3
0 (ω
2 − Ω2)[
27γ1 + 3
√
24γ20(ω
2 − Ω2)3 + 81γ21
]1/3 .
A linear stability analysis shows that this fixed point is stable. If Ω > Ωc, then there are three
fixed points. A bistability in the condensate oscillations occurs. The intermediate fixed point
is always unstable. The upper fixed point is the continuation of the fixed point exhibited
in the case Ω < Ωc. It can be observed by increasing slowly and carefully the modulation
frequency from a frequency below Ωc to a frequency above Ωc. The lower fixed point is the
11
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FIG. 3: Oscillation amplitude as predicted by the theoretical model (solid lines). Here γ0 = 10
and γ1 = 1. Comparisons with simulations with the ODE model (crosses) with the PDE model
(circles).
one that is observed when imposing without any particular precaution a modulation with
frequency Ω > Ωc, or when perturbing the metastable upper fixed point. The value of the
stable fixed point is
aosc = 2
√
2
3
γ
2/3
0 (Ω
2 − ω2) cos
(
ξosc
3
)
,
ξosc = arccos

 |γ1|(
2
3
γ
2/3
0 (Ω
2 − ω2)
)3/2

 .
Thus the system encounters a jump in the oscillation amplitude when the modulation fre-
quency crosses the value Ωc. Evaluating the two expressions of aosc just above and just below
the critical frequency Ωc, we get that the amplitude of the jump is aosc(Ω
−
c ) − aosc(Ω+c ) =
|γ1|1/3.
In Figure 3 we plot the values of the oscillation amplitude as a function of the frequency
of the nonlinear management in the case γ0 = 10 and γ1 = 1. The theoretical prediction is
that the modulation frequency driving the most resonant response is Ωc ≃ 1.823 which is
above the eigenfrequency ω =
√
3 ≃ 1.732. We have carried out numerical experiments with
the ODE model (5) and the full PDE model (3) to check this prediction. The results for the
frequency Ω = 1.5 are plotted in Figure 4. For each frequency we can detect the amplitude of
the oscillations and report on Figure 3 to compare with the theoretical predictions. We have
numerically determined that the frequency driving the most important resonance is ≃ 1.84
12
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FIG. 4: BEC width versus time for a nonlinear management with frequency Ω = 1.5. We compare
the theoretical envelope of the oscillation with numerical simulations of the ODE model (picture
a) and the PDE model (picture b). Here γ0 = 10 and γ1 = 1. For the simulation of the PDE model
the initial state is the Gaussian ansatz with ag = 2.15, which corresponds to the theoretical fixed
point in absence of nonlinear management. The solid lines represent the theoretical slowly varying
envelope a¯(t) = ag + 2aosc| sin(ωosct/2)|.
which is indeed above the eigenfrequency
√
3 and very close to the theoretical prediction Ωc.
The numerical simulations confirm the jump in the oscillation amplitude when crossing the
critical frequency.
Let us estimate parameters for a realistic experiment. The magnetic trap can be taken
with parameters ω⊥ = 2π 10
3 Hz, ωz = 2π 10 Hz, and the number of atoms of
85Rb
N = 5 104. For the external field B = 159 G, as = 0.8 nm (repulsive gas). Then, for
Ω = 18.25 Hz, we should observe large oscillations with aosc ∼ 2.1lz, while at Ω = 15 Hz
we should observe much smaller oscillations with aosc ∼ 0.3lz. Practically, if we start from
the fixed point ag given by (6), we should observe oscillations of the BEC width with the
maximum ag + 2aosc.
C. Random fluctuations of the nonlinear coefficient
We assume here that the scattering length or the transverse frequency ω⊥ is randomly
varying inducing random fluctuations of the nonlinear coefficient of the GP equation
γ(t) = γ0 + γ1η(t),
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where η(t) is a normalized random noise with standard deviation of order 1 and γ1 > 0
represents the amplitude of the random fluctuations. This model also presents interest for
the study of nonlinear management schemes in spatial optical solitons if the widths of the
nonlinear layers in arrays of waveguides are randomly distributed [34]. We use the angle-
action formalism introduced in Section IIB. In presence of perturbations, the motion of
a is not purely oscillatory, because the energy and the action are slowly varying in time.
We adopt the action-angle formalism, because it allows us to separate the fast scale of the
locally periodic motion and the slow scale of the evolution of the action. We assume that
γ1 is smaller than γ0 and introduce the dimensionless parameter δ = γ1/γ0. Thus, after
rescaling t = δ2τ , the action-angle variables satisfy the differential equations
dI
dτ
=
1
δ
η(
τ
δ2
)hφ(I, φ),
dφ
dτ
= − 1
δ2
ω(I)− 1
δ
η(
τ
δ2
)hI(I, φ),
where h(I, φ) = −γ0/A(I, φ) and ω(I) = 2piT (E(I)) are smooth functions and h is periodic with
respect to φ with period 2π. Applying a standard diffusion-approximation theorem [35]
establishes that, for small δ, (I(τ))τ≥0 has the statistical distribution of a diffusion Markov
process characterized by the self-adjoint infinitesimal generator
L = 1
2
∂
∂I
A(I)
∂
∂I
,
where
A(I) =
1
π
∫ 2pi
0
∫ ∞
0
hφ(I, φ)hφ(I, φ− ω(I)t) 〈η(0)η(t)〉 dtdφ.
and the brackets stand for a statistical averaging with respect to the distribution of the
noise η. This means in particular that the probability density function of I satisfies the
Fokker-Planck equation ∂τp = Lp, p(τ = 0, I) = δ(I − I0), where I0 is the initial value of
the action at time 0. As long as the energy remains close to the the one of the ground state,
we can use the asymptotic expansions (12) to expand the effective diffusion coefficient A(I).
In the original time scale we then establish that the growth of the action is
I(t) =
(√
I0 +
√
αcγ1
ωγ
2/3
0
Wt
)2
,
where ω =
√
3, Wt is a standard Brownian motion (i.e. a Gaussian process with zero-mean
and standard deviation
√
t), and
αc =
∫ ∞
0
〈η(0)η(t)〉 cos(ωt)dt. (20)
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If the BEC is in the ground state at time 0, then the BEC width a oscillates with the
eigenfrequency ω =
√
3 between the values a− and a+ which evolve slowly as
a±(t) = γ
1/3
0 ±
√
2αcγ1
ωγ
2/3
0
|Wt|.
As a result, taking into account the periodic modulations, the rms BEC width is rms2(a)(t) =
αcγ
2
1t/(ω
2γ
4/3
0 ) where the root mean square (rms) is defined by rms(a) = 〈(a− 〈a〉)2〉1/2.
In the white noise case 〈η(0)η(t)〉 = 2σ2δ(t), there exists a direct way to compute the
growth of the rms amplitude. It consists in writing a closed form system for the second-order
moments of the BEC width and its derivative. We expand a = ag+ a˜ and denote b˜ = at. By
considering the column vector X(t) =
(
〈a˜2〉 ,
〈
a˜b˜
〉
,
〈
b˜2
〉)
, we get by applying Itoˆ’s calculus
that X satisfies the closed-form system
dX
dt
=M0X +M1X + V0, (21)
where
M0 =


0 2 0
−ω2 0 1
0 −2ω2 0

 , M1 =


0 0 0
0 0 0
8αcγ
2
1γ
−2
0 0 0

 , V0 =


0
0
2αcγ
2
1γ
−4/3
0

 ,
ω =
√
3, αc = σ
2, V0 is the source term andM1 is a stochastic resonance term. It is negligible
during the first steps of the dynamics, and becomes important only when the rms amplitude
becomes of the order of ag = γ
1/3
0 . However, in that case, the linearization procedure is not
valid anymore. Integrating Eq. (21) by neglecting M1 we get
rms2(a)(t) =
αcγ
2
1
γ
4/3
0 ω
2
(
t− sin(2ωt)
2ω
)
. (22)
In Figure 5 we compare the statistical predictions with a set of numerical simulations of
the PDE model. We have taken γ0 = γ1 = 10. We have adopted a stepwise constant
model for η(t). η is constant over elementary intervals with duration tc and takes random
values uniformly distributed between −1 and 1. With tc = 0.03 we have αc = 0.005. The
initial BEC width is ag = γ
1/3
0 ≃ 2.15. The diffusive growth in agreement with Eq. (22) is
noticeable.
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FIG. 5: Rms of the BEC width in presence of random fluctuations of the nonlinear coefficient. The
theoretical result [Eq. (22)] is plotted in dashed line. The results of numerical simulations of the
PDE model are plotted in solid line and correspond to the averaging of 1000 different realizations
of the random noise η.
IV. RESONANCES IN THE MEAN FIELD CASE DRIVEN BY A TIME-
VARYING POTENTIAL TRAP
We first focus our attention to the periodic management f(t) = 1+f1 sin(Ωt), and second
we address random fluctuations of the trap.
A. High-frequency periodic modulation of the trap
We shall first address the case where the oscillation frequency of the trap modulation is
higher than the trapping frequency, i.e. Ω ≫ ω = √3. In such a case the influence of the
modulation is negligible unless its amplitude is large. We introduce the small parameter
δ = 1/Ω and assume that the trap modulation amplitude is large, of order δ−1. We write
accordingly
f(t) = 1 +
f1
δ
sin(
t
δ
)
and perform an asymptotic analysis δ → 0 following the same line as in Section IIIA. We
get that the slowly varying envelope of the BEC width obeys the effective equation
a0tt =
γ0
a20
− a0 − f
2
1
2Ω2
a0
16
with the initial conditions
a0(0) = a(0), a
′
0(0) = a
′(0)− f1a(0)
Ω
.
The high-frequency modulation thus involves a shift of the effective potential which in turn
implies a shift of the ground state (see also [36]).
B. Resonances due slow periodic variations of the trap potential
The study is similar to the nonlinear management, and qualitatively the same conclusion
holds true, especially concerning the bistable diagram. We shall only point out the main
differences. First, the strongest resonance occurs when the periodic modulation of the trap
has the frequency
Ωc = ω
√
1 +
1
2
|f1|2/3, (23)
which is above the eigenfrequency of the BEC. Note that Ωc does not depend on the nonlinear
coefficient γ0 and is proportional to the eigenfrequency of the BEC. The oscillation amplitude
of the BEC turns out to be also proportional to the BEC width. The resonant bandwidth
is of order |f1|2/3ω. More precisely, if Ω < Ωc, then the oscillation amplitude of the BEC is
aosc
ag
=
1
3
[
27|f1|+ 3
√
24(ω2 − Ω2)3 + 81f 21
]1/3
− 2(ω
2 − Ω2)[
27|f1|+ 3
√
24(ω2 − Ω2)3 + 81f 21
]1/3 ,
while for Ω > Ωc
aosc
ag
= 2
√
2
3
(Ω2 − ω2) cos
(
ξosc
3
)
,
ξosc = arccos
(
|f1|(
2
3
(Ω2 − ω2))3/2
)
.
Evaluating the two expressions of aosc around the critical frequency Ωc, we get that the
amplitude of the jump is aosc(Ω
−
c )− aosc(Ω+c ) = |f1|1/3γ1/30 .
C. Random fluctuations of the trap
We consider in this section a random modulation of the trap
f(t) = 1 + f1η(t)
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with 0 < f1 ≪ 1 and η is a normalized random noise. We once again use the action-angle
formalism. We carry out an asymptotic analysis similar as the one presented in Section
IIIC, with the small parameter f1 and the function h given by
h(I, φ) =
1
2
A2(I, φ). (24)
We then get the statistical distribution of the slow evolution of the action in terms of a
Brownian motion
I(t) =
(√
I0 +
√
αc√
2ω
f1γ
1/3
0 Wt
)2
,
where ω =
√
3 and αc is given by (20). As a consequence the BEC width a oscillates with
the frequency ω between the values a− and a+ which evolve slowly as
a±(t) = ag ±
√
αc
ω
f1γ
1/3
0 |Wt|.
This means that the BEC spreads out at the diffusive rate rms2(a)(t) = αcf
2
1γ
2/3
0 t/(2ω
2).
The doubling of the width is observed after a time of order ω2/(αcf
2
1 ). In the case of an
optical trap imposed by a laser field whose intensity is fluctuating the typical fluctuations
level is of the order of αc ∼ 0.01. If the trap frequency ωz = 2π ·300Hz, then we predict that
the doubling of the width should be observed after a time of the order of a few seconds.
V. RESONANCES IN THE TONKS-GIRARDEAU REGIME
As it is shown in Ref. [25] the variety of properties of the hard-core Bose gas with repulsive
interaction in the dilute regime can be described by the nonlinear Schro¨dinger equation with
quintic nonlinearity
i~φt = − ~
2
2m
φzz + V (z, t)φ +
π2~2
2m
|φ|4φ, (25)
where V (z, t) is the time dependent trap potential. In principle it can include an anharmonic
part together with the harmonic component. Below we will restrict ourselves the harmonic
case V (z, t) = mω2zz
2F (t)/2. The wave function is normalized to the number of atoms∫ |φ|2dz = N . This equation takes correctly into account the dependence on the density of
the energy of the ground state of 1D Bose gas and reproduces correctly the collective modes
[11]. It was shown in [26] by means of numerical simulations for small number of atoms,
that the interference effects are overestimated by this equation. It should be noted that
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the nonlinear coefficient does not depend on the scattering length, i.e. the details of the
interaction. Accordingly this parameter cannot be managed. Introducing x = z/lz, t
′ = tωz,
u =
√
πlzφ/2
1/4, lz =
√
~/(mω) we can write the equation in the dimensionless form
iut = −1
2
uxx +
1
2
f(t)x2u+ |u|4u. (26)
where we have dropped the primes and f(t) = F (t/ωz). As can be expected the change
in the exponent of the nonlinear term induces strong differences between the MF regime
and the TG regime. The quintic nonlinearity is especially interesting in the 1D case as it
represents the critical nonlinearity for the NLS equation. Indeed, for a given dimension d,
there exists a critical exponent σ = 2/d for the nonlinear term |u|2σu which separates two
different regimes [37]. These regimes are different in terms of global existence, blow-up,
instability growth,... In the 1D case, this exponent is σ = 2 (quintic NLS), in the 2D case
it is σ = 1 (cubic NLS). In the BEC framework, this leads for the repulsive gas to the
parametric instability in a trapped 1D quintic system similarly to the parametric instability
observed in a trapped 2D cubic system. For the attractive gas this leads to the collapse in
a 1D quintic system with a number of atoms N > Nc as well as the collapse in a 2D cubic
system for N > Nc.
A. Variational approach
We apply the variational approach with the Gaussian ansatz (4). We find that the
equation for the phase is decoupled from the equation for the atomic cloud width that reads
att + f(t)a =
C˜
a3
, (27)
where C =
∫ |u|2dx = (π/√2)N and C˜ = 1 + (4C2)/(33/2π). The stationary value of the
BEC width is given by the fixed point of Eq. (27)
ag = C˜
1/4.
In the dimensional variables the BEC width is Lc = [(2π)
1/4/33/8]
√
Nlz. Linearizing near
this solution the variational equation (27), we obtain the frequency of oscillations 2ωz that
coincides with the hydrodynamic calculations based on the local field approximation (see
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the next section). Equation (27) belongs to so-called Ermakov-Penney equations [12, 38, 39]
and the solution is
a(t) =
√
β2 +
C˜
W 2
c2, (28)
where functions β and c are linearly independent solutions to the equation
ytt + f(t)y = 0, (29)
W = βct−cβt is the constant Wronskian, and β(0) = a(0), β ′(0) = a′(0), c(0) = 0, c′(0) = 1.
For a periodic function f , Eq. (29) is the so-called Hill equation which has been extensively
studied [40]. So, in spite of the nonlinear character of Eq. (27), the resonant response of gas
has a linear character and, in particular, the frequency of oscillations does not depend on
the amplitude.
B. Hydrodynamic approach
Eq. (26) can be cast in the form of Landau hydrodynamic equations by setting u =
√
ρ exp(iθ) [11, 41]. Furthermore we get the Thomas-Fermi solution by neglecting the kinetic
energy term with respect to the interaction term, so that the equations read
ρt = −(ρv)x, (30)
vt = −vvx − f(t)x+ 2ρρx, (31)
where the velocity field v is defined by θ(t, x) =
∫ x
v(x′, t)dx′. The equilibrium profile for ρ
corresponds to a stationary solution of the form u(t, x) = exp(−iµt)u˜(x) where the chemical
potential µ is related to the normalized number of atoms C =
∫ |u|2dx through the identity
µ =
√
2C/π = N . The equilibrium profile has finite extension
ρ(t, x) =
µ
a(t)
√
1− x
2
2a2(t)
(32)
for x ∈ (−√2a,√2a), the velocity field is xb(t), and a and b satisfy the coupled equations
at = ab, (33)
bt = −b2 − f(t) + µ
2
a4
. (34)
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Accordingly a satisfies the closed form equation
att + f(t)a =
C˜
a3
, (35)
where C˜ = µ2 = 2C2/π2. Note that we have normalized the density profile so that a/
√
2 is
the rms width, which is the same as for the Gaussian ansatz (4). We can thus compare the
result (27) obtained with the variational approach using the Gaussian ansatz with the result
(35) obtained with the hydrodynamic approach. Taking into account that the hydrodynamic
approach is derived in the framework of a large number of atoms to neglect the kinetic term,
we get that both approaches give the same effective equation, up to a small mismatch in the
numerical value of C˜ ≃ 0.245C2 (variational approach) and C˜ ≃ 0.203C2 (hydrodynamic
approach). This departure originates from the fact that the two stationary profiles do not
coincide. Note that the stationary point is C˜1/4, so that the difference is around 5% which
is negligible in practical situations. Eventually, the BEC dynamics is found to be governed
by the same effective equation according to both approaches.
C. Periodic modulations of the trap potential
The dynamics of the Hill equation driven by a periodic modulation f(t) = 1+ f1 sin(Ωt)
is characterized by a parametric resonance phenomenon studied in [32]. In particular the
stability of the solutions to the Hill equation depends on the parameters f1 and Ω. The
theoretical prediction is that the stationary solution ag is unstable when the modulation
frequency is close enough to the eigenfrequency of the BEC, more precisely
|Ω− 2| ≤ |f1|
2
. (36)
We have performed numerical simulations of the PDE (26) to check this theoretical pre-
diction. We have initiated the PDE with the initial condition given by the theoretically
stationary Gaussian profile with C = 5π/
√
2. The initial width is then ag ≃ 2.36. Note in
Figure 6 the presence of a cone of instability in the (f1,Ω) landscape, in full agreement with
Eq. (36). We have found numerically that the dynamics is unstable if |Ω− 2| ≤ 0.55|f1|.
Note that the equation for the oscillations of a cloud of nonineracting fermions in a
time-dependent elongated trap has the same form as Eq. (27) (see for example [33]). As a
consequence the linear parametric resonance for the width of fermionic cloud at the same
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FIG. 6: Contour levels of the oscillation amplitude of the BEC width in TG regime in presence of
periodic modulation of the trap potential f(t) = 1 + f1 sin(Ωt). The gray area corresponds to the
configurations where a blow-up of the solution has been numerically observed.
frequency exists. In that sense we can say that the Fermi-Bose mapping still exists for the
Tonks gas in an oscillating trap potential.
D. Random modulations of the trap potential
We examine in this section the effects of random modulations of the trap potential of
the form f(t) = 1 + η(t) where η is a zero-mean stochastic process. The dynamics then
exhibits stochastic resonance as shown for instance in [42, 43]. Contrarily to the periodic
case, we always observe an exponential growth of the oscillations of the BEC width, unless
the random modulation has a vanishing power spectral density in the vicinity of the resonant
eigenfrequency 2. More precisely, we get that a periodically oscillates between the values
ag ± aosc(t) with aosc that grows exponentially as
aosc(t) ∼ exp
(
αct
4
+
√
αc
2
Wt
)
, (37)
where αc =
∫∞
0
〈η(0)η(s)〉 cos(2s)ds and Wt is a Brownian motion. If η is a white noise
〈η(0)η(t)〉 = 2σ2δ(t), then we simply have αc = σ2. The long-time behavior of a is dominated
by the deterministic exponential growth term exp(αct/4) with very high probability because
Wt ∼
√
t. Note however that taking the expectation of Eq. (37) yields a different exponential
growth rate 〈
a2osc
〉1/2
(t) ∼ exp
(αc
2
t
)
. (38)
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This is due to the fact that some exceptional realizations of the random fluctuations may
induce very strong oscillations, and these exceptional realizations actually impose the value
of the expected value.
In the white noise case 〈η(0)η(t)〉 = 2σ2δ(t), using the same linearization procedure as
in Section IIIC we can get precise expressions for the rms amplitude as long as stochastic
resonance can be neglected
rms(a)(t) =
σag
ω
√
t− sin(2ωt)
2ω
, (39)
where ω = 2 is the eigenfrequency. The simplest way to take into account stochastic reso-
nance is to multiply the previous expression by the exponential damping term exp(σ2t/2).
There exists a more accurate way based on Itoˆ’s calculus. Assume that the initial state is
a(0) = a0, a
′(0) = 0. The column vector X = (〈a2〉 , 〈ab〉 , 〈b2〉)T satisfies the closed system
dX
dt
= MX, M =


0 2 0
−1 0 1
2σ2 −2 0

 (40)
starting from X(0) = V0 =
(
a20, 0, C˜/a
2
0
)T
. As a first application we can compute the
exact expression of the largest eigenvalue of M which governs the exponential growth of the
modulation 〈a2〉:
λmax =
(
54σ2 + 6
√
48 + 81σ4
)2/3 − 12(
54σ2 + 6
√
48 + 81σ4
)1/3
Note that we recover formula (38) by expanding this expression for σ ≪ 1: λmax ≃ σ2 +
O(σ6). A straightforward numerical integration of Eq. (38) gives the exact evolution of 〈a2〉.
We have performed numerical simulations of the PDE system (26) with a randommodulation
of the trap potential to check the predictions obtained with the variational approach. We
have taken the model where η(t) is stepwise constant over elementary intervals with duration
tc and takes random values uniformly distributed between −1 and 1. With tc = 0.06 we
then have αc = 0.01. We compare the results of numerical simulations with the theoretical
predictions in Figure 7. We can see that (39) efficiently predicts the initial growth of the
oscillation amplitude, but it is necessary to take into account stochastic resonance when the
amplitude becomes larger.
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FIG. 7: Rms of the BEC width obtained from the averaging over a set of 1000 numerical simulations
(solid line) and compared with the theoretical growth rate without stochastic resonance (dotted
line) and with stochastic resonance (dashed line). The initial state is the Gaussian ansatz with
C = 5pi/
√
2 and a(0) = ag = 2.36.
VI. CONCLUSION
In this work we have considered the resonances in collective oscillations of 1D Bose gas
under time-dependent variations of the trap potential and the effective nonlinearity. Two
regimes have been studied - the mean field regime and the Tonks-Girardeau regime. The
analysis shows that in the mean field regime the resonances are nonlinear and bistability
exists in the vicinity of a critical frequency which is significantly above the eigenfrequency
of the BEC. The dynamics is then characterized by stable oscillations with large amplitudes
which depend on the frequency detuning between the frequency of the breathing mode and
the modulation frequency. This type of dynamics is also predicted for the modulations of the
trap as well as for the modulations of the atomic scattering length. In the Tonks-Girardeau
regime the theory based on the nonlinear Schro¨dinger equation with quintic nonlinearity
predicts the linear parametric resonance in the gas oscillations. The effect reflects the Bose-
Fermi map existing for the Bose gas in this regime [11]. We also study the oscillations under
random variations of the trap potential and effective nonlinearity. The analysis shows that
the dynamics is nonlinear in the mean field regime. In the Tonks-Girardeau regime the study
predicts stochastic parametric resonance. We also investigate the dynamics of 1D Bose gas
in the mean field regime under rapid and strong modulations of the atomic scattering length.
This problem has recently attracted a great attention since the dynamically stable nonlin-
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earity managed atomic matter solitons can be generated. We find the analytical expressions
for the stationary value of the width and frequency of the slow secondary oscillations of
the width. All theoretical predictions turn out to be well supported by direct numerical
simulations of the 1D GP equation and the quintic nonlinear Schro¨dinger equation.
Acknowledgments
F. Kh. A. is grateful to University Paul Sabatier for guest professorship.
[1] A. I. Safonov, S. A. Vasilyev, I. S. Yasnikov, I. I. Lukashevich, and S. Jaakkola, Phys. Rev.
Lett. 81, 4545 (1998).
[2] A. Go¨rlitz, J. M. Vogels, A. E. Leanhardt, C. Raman, T. L. Gustavson, J. R. Abo-Shaeer,
A. P. Chikkatur, S. Gupta, S. Inouye, T. Rosenband, and W. Ketterle Phys. Rev. Lett. 87,
130402 (2001).
[3] B. P. Anderson and M. Kasevich, Science 282, 1686 (1998).
[4] E. H. Lieb and W. Liniger, Phys. Rev. 130, 1605 (1963).
[5] M. Girardeau, J. Math. Phys. (NY) 1, 516 (1960).
[6] V. M. Perez-Garcia, H. Michinel, and H. Herrero, Phys. Rev. A 57, 3837 (1998).
[7] H. Moritz, T. Sto¨ferle, M. Ko¨hl, and T. Esslinger, Phys. Rev. Lett. 91, 250402 (2003).
[8] C. Menotti and S. Stringari, Phys. Rev. A 66, 043610 (2002).
[9] K. K. Das, Phys. Rev. A 66, 053612 (2002).
[10] P. Pedri and L. Santos, Phys. Rev. Lett. 91, 110401 (2003).
[11] A. Minguzzi, P. Vignolo, M. L. Chiofalo, and M. P. Tosi, Phys. Rev. A 64, 033605 (2001).
[12] T. K. Gosh, Phys. Lett. A 285, 222 (2001).
[13] F. Dalfovo, S. Giorgini, L. P. Pitaevskii, and S. Stringary, Rev. Mod. Phys. 71, 463 (1999).
[14] K. Staliunas, S. Longhi, and G. J. de Valcarcel, Phys. Rev. Lett. 89, 210406 (2002).
[15] F. Kh. Abdullaev, J. C. Bronski, and R. Galimzyanov, Physica D 184, 319 (2003).
[16] S. K. Adhikari, J. Phys. B 36, 1109 (2003).
[17] S. Inouye, M. R. Andrews, J. Stenger, H. J. Miesner, D. M. Stamper-Kurn, and W. Ketterle,
Nature 392, 151 (1998).
25
[18] K. E. Strecker, G. B. Partridge, A. G. Truscott, and R. G. Hulet, Nature 417, 150 (2002).
[19] Ph. Courteille, R. S. Freeland, D. J. Heinzen, F. A. van Abeelen and B. J. Verhaar, Phys.
Rev. Lett. 81, 69 (1998).
[20] M. Holland, J. Park, and R. Walser, Phys. Rev. Lett. 86, 1915 (2001).
[21] J. L. Roberts, N. R. Claussen, J. P. Burke, Jr., C. H. Greene, E. A. Cornell, and C. E. Wieman,
Phys. Rev. Lett. 81, 5109 (1998).
[22] S. L. Cornish, N. R. Claussen, J. L. Roberts, E. A. Cornell, and C. E. Wieman, Phys. Rev.
Lett. 85, 1795 (2000).
[23] E. A. Donley, N. R. Claussen, S. L. Cornish, J. L. Roberts, E. A. Cornell, C. E. Wieman,
Nature 412, 295 (2001).
[24] P. G. Kevrekidis, G. Theocharis, D. J. Frantzeskakis, and B. A. Malomed, Phys. Rev. Lett.
90, 230401 (2003).
[25] E. B. Kolomeisky, T. J. Newman, J. P. Straley, and X. Qi, Phys. Rev. Lett. 85, 1146 (2000).
[26] M. D. Girardeau and E. M. Wright, Phys. Rev. Lett. 84, 5239 (2000).
[27] Y. Brand, A density-functional approach to fermionization in 1D Bose gas, arXive:
cond-mat/0311206.
[28] D. E. Pelinovsky, P. G. Kevrekidis, and D. J. Frantzeskakis, Phys. Rev. Lett. 91, 240201
(2003).
[29] F. Kh. Abdullaev, J. G. Caputo, R. A. Kraenkel, and B. A. Malomed, Phys. Rev. A 67,
013605 (2003); F. Kh. Abdullaev, A. M. Kamchatnov, V. V. Konotop, and V. A. Brazhnyi,
Phys. Rev. Lett. 90, 230402 (2003).
[30] H. Saito and M. Ueda, Phys. Rev. Lett. 90, 040403 (2003).
[31] I. Gabitov and S. Turitsyn, Opt. Lett. 21, 327 (1996).
[32] L. D. Landau and E. M. Lifshitz, Mechanics (Nauka, Moscow, 1993).
[33] C. Menotti, P. Pedri, and S. Stringari, Phys. Rev. Lett. 89, 250402 (2002).
[34] L. Berge, V. K. Mezentsev, P. L. Christiansen, Yu. B. Gaididei, and K. O. Rasmussen, Opt.
Lett. 25, 1037 (2000).
[35] G. Papanicolaou and W. Kohler, Comm. Pure Appl. Math. 27, 641 (1974).
[36] F. Kh. Abdullaev and R. Galimzyanov, J. Phys. B 36, 1099 (2003).
[37] C. Sulem and P.-L. Sulem, The Nonlinear Schro¨dinger equation (Springer, New York, 1999).
[38] Yu. B. Gaididei, K. O. Rasmussen, and P. L. Christiansen, Phys. Rev. E 52, 2951 (1995).
26
[39] J. J. G. Ripoll and V. M. Perez-Garcia, Phys. Rev. A 59, 2220 (1999); J. J. Garcia-Ripoll, V.
M. Perez-Garcia, and P. Torres, Phys. Rev. Lett. 83, 1715 (1999).
[40] W. Magnus abd S. Winkler, Hill’s equation (Wiley, New York, 1966).
[41] V. A. Brazhnyi, A. M. Kamchatnov, and V. V. Konotop, Phys. Rev. A 68, 035603 (2003).
[42] L. Arnold, G. Papanicolaou, and V. Wihstutz, SIAM J. Appl. Math. 46, 427 (1986).
[43] M. A. Pinsky, SIAM J. Appl. Math. 46, 451 (1986).
27
