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We investigate the possible occurrence of a Bose-Einstein condensed phase of matter within neu-
tron stars due to the formation of Cooper pairs among the superfluid neutrons. To this end we
study the condensation of bosonic particles under the influence of both a short-range contact and a
long-range gravitational interaction in the framework of a Hartree-Fock theory. We consider a finite-
temperature scenario, generalizing existing approaches, and derive macroscopic and astrophysically
relevant quantities like a mass limit for neutron stars.
PACS numbers: 67.85.Hj, 21.60.Jz, 26.60.Kp
I. BOSE-EINSTEIN CONDENSATES IN
ASTROPHYSICS
In this work we present a model for a quantum phe-
nomenon with impact on macroscopically large scales by
considering the possible occurrence of a Bose-Einstein
condensate (BEC) in compact astrophysical objects.
Laboratory experiments on cold gases have first con-
firmed [1, 2] the existence of a particular state of mat-
ter for bosonic particles when cooled down to ultracold
temperatures in low-density environments. Originating
from Bose’s re-derivation of Planck’s law of black body
radiation [3], Einstein predicted this phenomenon em-
ploying a new statistics for the distributions of massive
bosons in an ensemble, thereby describing a synchroniza-
tion of the wave functions of all particles in the system
[4]. Velocity-distribution data from experiments show a
macroscopic occupation of the ground state, thus demon-
strating the existence of a quantum phenomenon with
impacts on large scales.
Even though the effect is known from laboratory physics,
it can be considered in completely different circumstances
as well, as for example in compact objects in astrophysics.
Generally a BEC is created when the temperature in a
system falls below the critical temperature
Tcrit =
[
n
ζ(3/2)
]2/3
2πh¯2
mkB
, (1)
corresponding to the point where the thermal de Broglie
wavelength equals the average interparticle distance, so
the wave functions of individual particles overlap and
synchronize. Rather surprisingly, considering the typical
temperatures and densities in astrophysical scenarios ex-
tracted from observations, condition (1) seems to be met
in some cases of compact objects. A possible example
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for BECs in compact objects in astrophysics are boson
stars - either as an abstract concept of a bosonic field
in a spherically symmetric metric [5], or as the concrete
case of a star consisting of bosonic particles. Helium
white dwarfs have been considered as candidates before
[6, 7], even though due to the ongoing fusion processes
inside the star the abundance of objects solely made
up of helium is presumably small. Another problem
is posed by the ionization of Helium at temperatures
higher than about 105K, which makes the theory of a
BEC of neutral bosons effectively inapplicable in that
case. More realistically, white dwarfs can be described
by an approach considering a background lattice of
positive ions immersed in a sea of electrons.
Alternatively, the existence of BECs in neutron stars has
been suggested [8]. Neutron stars have been considered
firstly by Tolman [9] as well as Oppenheimer and Volkoff
[10]. They investigated a fluid of self-gravitating neu-
trons, for which the equation of state is determined by
Fermi statistics, in the context of general relativity em-
bedded in a spherically symmetric metric, and searched
for stable equilibrium configurations of the system. In
the scenario assumed by Tolman, Oppenheimer and
Volkoff (TOV), the gravitational collapse of a cloud of
neutrons is counterbalanced by the degeneracy pressure
of the neutrons as a consequence of the Pauli exclusion
principle. The maximum stable mass of such a system,
the TOV limit, was found to be about 0.7M⊙ [9, 10].
In contradiction to this original prediction, observations
[11] have found neutron stars with masses up to a
value of 2M⊙. Hence, there has been an abundance of
proposals and models to explain the observed masses of
neutron stars [12]. The existence of all kinds of states or
types of matter in the core of the objects was suggested,
reaching from strange baryons over heavy mesons like
kaons or pions to quark matter, while the crust of
neutron stars is usually assumed to consist of neutrons
and electrons [13].
BECs in neutron stars are feasible despite the fact that
neutrons are fermions. A general consensus exists over
the fact that neutrons in a neutron star should be in
2a superfluid phase [14], i.e. the particles are bound in
Cooper pairs and can be treated as composite bosons
with an effective mass of m = 2mn, which can form
a BEC. A microscopically exact way of treating such
a system is provided by the theory of a BCS-BEC-
crossover [15, 16], i.e. a transition from the quantum
state of superfluidity (BCS phase) to a Bose-Einstein
condensate. The theory describes the pairing mechanism
between neutrons, allowing for a coexistence of single
neutrons and neutron pairs in a mixed state of Fermi
and Bose fluids. The phenomenon has been observed in
the laboratory on weakly bound molecules formed by
two fermionic atoms [17], and has more recently also
been applied to the case of nuclear or neutron matter.
Calculations in Refs. [18–21] show that nuclear forces
between nucleons, in particular neutrons, lead to the
formation of nucleon pairs, which can be treated as
effective bosons in a BEC under appropriate conditions.
The phenomenon of nucleon pairing was firstly proposed
in 1935 by a phenomenological formula by Weizsa¨cker
[22] in the context of atomic nuclei. Later on, the
superfluidity of fermionic particles was formulated
microscopically exactly in terms of a BCS-type theory,
which was then applied to the case of nucleons inside an
atomic core, and by now the treatment of superfluidity
in nuclear matter is well established [23]. Superfluidity
in the context of neutron stars can be described in the
same way as in atomic nuclei - physically, neutron stars
are nothing but a gigantic atomic nucleus, consisting
of neutrons and protons which are subject to the same
pairing effect as in atomic nuclei.
In the present work, we use several assumptions and
simplifications which differ from the picture of an atomic
nucleus. Firstly, we assume the system to be purely
made up by neutrons, and neglect the presence of
other particles as protons and electrons. Further, we
approach the system in a purely phenomenological way
and treat the paired neutrons as effective bosons which
form the BEC. There is no fermionic component in our
system, i.e. we assume the pairing of the neutrons as
strong enough to be able to consider them as perfectly
bosonic. Typical densities in the center of neutron stars
lie around 1014 g/cm3, whereas in the outer regimes
densities decrease to about 106 g/cm3. Assuming an
effective boson mass of m = 2mn, according to Eq. (1)
this corresponds to critical temperatures of 1010K to
105K, respectively. Thus it is potentially possible during
the initial stages of the evolution of a neutron star
to fulfill condition (1) and consider the presence of a
neutron-pair BEC.
Given that the known scattering length of neutrons in
nuclear matter is quite large, the interior of neutron
stars is actually better described by the unitary regime,
i.e. the transition phase between the BCS and the BEC
limits. It is clear that for a realistic description it is nec-
essary to consider also the single neutrons in the star and
set up the exact theory of the BCS-BEC crossover. The
cases of a pure BCS phase and a pure BEC phase then
have to result as limits of this general crossover theory.
In the literature, neutron stars are usually described in
one of the limiting states, i.e. the BCS fluid. In this
work we will investigate the opposite limit of a BEC
fluid as a first step towards the unifying crossover theory.
Systems of self-gravitating bosonic (and fermionic)
particles have already been considered some time ago
in Ref. [24]. For the case of Newtonian gravity, the in-
vestigations have resulted in unstable configurations for
bosons, which could only be stabilized by the inclusion
of general relativistic effects. However, in contrast to our
model the particles in Ref. [24] are assumed to be free,
only subject to gravitational interactions. In our model,
contact interaction, i.e. hard shell scattering between
bosons, will be employed to stabilize the system against
gravitational collapse. Thus, even for zero temperature
with vanishing thermal pressure and in the case of
Newtonian gravity, contact interaction provides the
necessary pressure to counterbalance gravity.
A system of bosons in a Bose-Einstein condensed phase
with contact and gravitational interactions, such as
the system we are considering, for the case of zero
temperatures has recently been treated in Ref. [8] and
applied to the example of superfluid neutron stars. A
generalization to a BEC at finite temperatures was
recently worked out in Ref. [25], but then applied to
the example of a dark matter BEC in a Friedmann-
Robertson-Walker universe. The theory of Bose-Einstein
condensation for the case of bosonic dark matter was
also considered by other authors, see Refs. [26–28]. Due
to the widely unknown nature and properties of dark
matter, it is, however, a rather speculative field, and the
effects of the presence of a Bose-Einstein condensate of
dark matter particles in contrast to thermal phase dark
matter are difficult to detect, most likely only by the
gravitational lensing behaviour of dark matter halos.
The environmental conditions in dark matter halos are
supposedly suitable for the existence of a BEC of dark
matter particles though, assuming that dark matter is
bosonic [29].
The scenario of a BEC at finite temperatures has never
been extended to the example of compact objects,
so the present work represents the first contribution
in this direction. In Section IA we first review the
zero-temperature case as presented in Ref. [8], before
outlining the contents of the main body of the paper
which contains our own work in Section IB, including a
motivation for the specific choice of treatment.
A. Zero-temperature case
A BEC subject to contact and gravitational interac-
tion has been formulated in Ref. [8] via a Heisenberg
equation for the bosonic field operator Ψˆ(x, t) represent-
ing bosons with mass m. The corresponding second-
3quantized Hamiltonian operator for this system reads
Hˆ =
∫
d3x Ψˆ†(x, t)
[
− h¯
2
2m
∆− µ (2)
+
1
2
∫
d3x′ Ψˆ†(x′, t)U(x,x′)Ψˆ(x′, t)
]
Ψˆ(x, t) ,
where µ denotes the chemical potential in the grand-
canonical treatment, and the interaction term U(x,x′)
in the presence of contact and gravitational interaction
reads
U(x− x′) = g δ(x− x′)− Gm|x− x′| . (3)
Here g = 4πh¯2a/m denotes the strength of the repulsive
contact interaction, with a being the s-wave scattering
length of the bosons in the system, while G is Newton’s
gravitational constant. The resulting Heisenberg equa-
tion of motion defined from the Hamiltonian (2) reads
ih¯
∂
∂t
Ψˆ(x, t) =
[
− h¯
2
2m
∆ (4)
+ g
∣∣Ψˆ(x, t)∣∣2 − ∫ d3x′ Gm2|x− x′|
∣∣Ψˆ(x, t)∣∣2]Ψˆ(x, t) .
To implement the presence of a condensate as well as of
thermal and quantum fluctuations, the field operator can
be split into a mean field condensate and fluctuations.
For the zero-temperature case, where no thermal fluctu-
ations are present, and weak enough interparticle inter-
actions such that quantum fluctuations can be neglected
as well, a mean field condensate is assumed, represented
by the wave function
Ψ(x, t) = 〈Ψˆ(x, t)〉 . (5)
The Heisenberg equation (4) then reduces to the Gross-
Pitaevskii (GP) equation,
ih¯
∂
∂t
Ψ(x, t) =
[
− h¯
2m
∆+ g |Ψ(x, t)|2 +Φ(x, t)
]
Ψ(x, t) ,
(6)
where we have defined the Newtonian gravitational po-
tential as
Φ(x, t) = −
∫
d3x′
Gm2
|x− x′|
∣∣Ψ(x′, t)∣∣2 . (7)
Assuming a Madelung representation of the condensate
wave function, i.e. using an ansatz featuring an ampli-
tude and a phase,
Ψ(x, t) =
√
n0(x, t) e
iS(x,t) , (8)
we can identify the density of the condensate as
n0(x, t) = |Ψ(x, t)|2 . (9)
With (8), the Gross-Pitaevskii equation (6) decomposes
into two equations by setting its real and imaginary part
to zero separately. This results in two coupled hydro-
dynamic equations, i.e. the continuity equation and the
Euler equation for the density n0 and for the velocity
field v = h¯∇S/m,
∂n0
∂t
+∇ · (n0 v) = 0 , (10a)
mn0
[
dv
dt
+ (v · ∇)v
]
= −g
2
∇n2
0
−mn0∇Φ−∇ · σQij .
(10b)
The last term in the Euler equation contains the so-called
quantum stress tensor
σQij =
h¯2
4m
n0∇i∇j lnn0 , (11)
which represents a quantum contribution originating
from the Laplacian term in the Gross-Pitaevskii equa-
tion. Commonly the Thomas-Fermi (TF) approximation
is adapted, in which the kinetic term is neglected, and
the quantum stress tensor is dropped. Also all other time
dependences are neglected from here on since we restrict
ourselves to static configurations only.
By comparison of Eq. (10b) with the general form of the
Euler equation of a fluid, we can identify the pressure of
the condensate from the first term on the RHS as
p =
g
2
n2
0
. (12)
It is non-zero even for zero temperature, which is a di-
rect consequence of the presence of the contact interac-
tion. For zero contact interaction, the pressure vanishes
as well, as should be the case for a free Bose gas [30].
Defining the mass density of the system as
ρ = mn0 (13)
leads to the equation of state
p =
g
2m2
ρ2 . (14)
This is a polytropic equation of state, in general written
as
p = κ ργ , (15)
where γ = 1+ 1/n defines the polytropic index n, and κ
represents a suitable constant of proportionality. In the
present case of a BEC we have n = 1 and κ = 2πh¯2a/m3.
Neglecting all time dependent terms in Eq. (10b) and
employing the TF approximation leads to
∇p = −ρ∇Φ . (16)
Combining Eqs. (14), (16) and the Poisson equation for
the gravitational potential,
∇2Φ = −4πGρ , (17)
4results in the so-called Lane-Emden equation, a second-
order differential equation for the mass density of the
condensate ρ as a function of the radial coordinate r.
With the substitutions χ = (ρ/ρc)
1/n
, where ρc is the
central condensate density, as well as the dimensionless
length scale ξ = r
√
4πG/
[
κ(n+ 1)ρ
−1+1/n
c
]
, the Lane-
Emden equation reads
1
ξ2
d
dξ
(
ξ2
dχ
dξ
)
= −χn . (18)
For n = 1 the system can be solved analytically, yield-
ing the corresponding mass limit straightforwardly. The
exact solution in this case is found as
χ (ξ) =
sin ξ
ξ
, (19)
which gives the radius R0 of the star by the condition
χ (ξ0) = 0, i.e. ξ0 = π, yielding the condensate radius
R0 = π
√
h¯2a
Gm3
. (20)
The mass of the object can then be obtained by integrat-
ing the density profile up to that point,
M = 4π2
(
h¯2a
Gm3
)3/2
ρc , (21)
and depends on the condensate density at the center of
the star ρc. These results were already obtained in Ref.
[8] and applied to the example of neutron stars. Some
physical criterion has to be invoked in order to deter-
mine a limit on the maximum mass of the configuration.
A limit on the central density can follow from demand-
ing that the adiabatic speed of sound in the fluid at the
center of the star be bound by the speed of light. Alterna-
tively a limiting mass can be calculated from the criterion
of gravitational collapse, derived from the Schwarzschild
radius of the configuration. In Ref. [8], the Schwarzschild
limit resulted in a maximum mass of about 2.3M⊙.
We would like to note that the results for the equation
of state can also be used in more general versions of the
theory, i.e. when extending the treatment to general rela-
tivistic settings. Considering the Einstein equations with
an ansatz for a spherically symmetric metric leads to the
Tolman-Oppenheimer-Volkoff equation [9, 10],
dP (r)
dr
= −
G
[
ρ(r) + P (r)c2
] [
4πP (r)r3
c2 +M(r)
]
r2
[
1− 2GM(r)rc2
] . (22)
This equation, together with an equation of state p =
p(ρ) as e.g. given by (14), and the mass conservation
equation
dM(r)
dr
= 4πρ(r) r2 (23)
completely determines the system in question. In this
way, the equation of state extracted from the above pro-
cedure can be used in the context of general relativity
as well. This was worked out for the zero-temperature
condensate in Ref. [8] in addition to the Newtonian case.
Alternatively, the equation of state might serve as an in-
put parameter in astrophysical simulations for compact
objects which do not consider the physics inside the star
from first principles but approach the issue on a more
phenomenological level [31].
B. Finite-temperature case applied to neutron
stars
In the work presented in this paper, we carry out a
generalization of the above treatment, aiming at deriv-
ing a theory of a Bose-Einstein condensate subject to
repulsive contact interaction and attractive gravitational
interaction for the case of finite temperatures. A first
step in this direction in the framework of the Heisen-
berg equation (4) was performed in Ref. [25], where the
field operator is split into a mean field contribution and a
fluctuating term, i.e. Ψˆ(x, t) = 〈Ψˆ(x, t)〉 + ψˆ(x, t). How-
ever, the authors solely calculated the equation of state
of condensate and thermal density, and applied them to
the example of dark matter, deriving the resulting expan-
sion behaviour of the universe in a cosmological scenario.
In our case however, we investigate the behaviour of a
self-gravitating Bose-Einstein condensate in compact ob-
jects, compute the density profiles of a BEC star at finite
temperatures and derive relevant macroscopic quantities,
which can then be compared to astrophysical observa-
tions.
To do so, we first need to determine the appropriate
treatment for the scenario in question. One aspect to
be reflected upon is the gravitational framework of the
theory, i.e. the choice between Newtonian gravity and
general relativity. Estimating the typical size scales of
the system and comparing them to their corresponding
Schwarzschild radii,
rS =
2GM
c2
, (24)
shows whether the general relativistic regime is reached
or Newtonian gravity suffices for the description of the
gravitational interactions. Furthermore, we need to con-
sider the typical velocities of particles in the system in
order to be able to distinguish between non-relativistic
and relativistic dispersion relations. From the typical
temperatures in compact objects we can estimate the
particle velocities from
v =
√
2kBT
m
, (25)
and a comparison with the speed of light c will determine
the appropriate treatment. For v ≪ c, we can resort
5to a non-relativistic quantum-mechanical treatment
with a Schro¨dinger-type equation as outlined above,
whereas for v ∼ c, it would be necessary to formulate
the theory in terms of a relativistic description with the
Klein-Gordon equation.
The case of a neutron star can at least partly be
treated with a non-relativistic dispersion relation, since
typical temperatures range from 1011 − 1012K at the
initial stages, and decrease down to 106K after several
years, corresponding to thermal velocities of 0.09 c and
0.3 · 10−3 c, respectively. As for the gravitational theory,
the typical size of a neutron star is estimated to be about
12 km, and at the observed masses between 1 − 2M⊙,
typical radii are only about 2 − 4 times larger than
the respective Schwarzschild radii, which means that a
general relativistic description should be necessary.
Despite these numbers, for the sake of simplicity here
we develop a theory which is non-relativistic in both
regards, i.e. a model for a non-relativistic BEC in
Newtonian gravity, and evaluate later to what extent
the theory is applicable to neutron stars. We treat the
system in the framework of a Hartree-Fock theory, and
set up self-consistency equations for the densities of the
BEC and the thermal cloud of excited atoms. To this
end we start from a general Hamiltonian and derive
the governing Hartree-Fock equations for the wave
functions of the particles in the ground state and in the
thermally excited states. The detailed derivations of this
part are shown in the appendix, as the Hartree-Fock
theory for bosons has been worked out in the literature
before, see e.g. Ref. [32]. Still for the general case of
a Hamiltonian with unspecified interactions U(x,x′)
we then consider the semi-classical limit of the theory
and derive the equations for the macroscopic densities
of condensate and thermal excitations. In Section II,
we start from the respective equations of motion in
the semi-classical approximation for the case of contact
and gravitational interaction. We show the numerical
solution of the system of equations in Section III, and
then derive astrophysical consequences and quantities
in Section IV, like the size scales and maximum mass of
the system and the equation of state of matter inside
the star. We investigate the physical viability of the
system and obtain a limit for the maximally possible
masses in analogy to the TOV-limit. In Section V
ultimately, we comment on the significance of our work
in the astrophysical context and conclude the part with
an outlook to further investigations.
II. SEMI-CLASSICAL HARTREE-FOCK
THEORY FOR CONTACT AND
GRAVITATIONAL INTERACTION
In this section, we first revisit the Hartree-Fock equa-
tions of motion governing the evolution of the condensate
and thermal density in the semi-classical approximation
as derived in detail in the appendix. Then we show how
to solve the combined system of self-consistency equa-
tions in two regimes, distinguished by the presence and
vanishing of the condensate, respectively. Originating
from the Hamiltonian (2) of the system with the inter-
actions (3), a Hartree-Fock theory was developed, result-
ing in the equations of motion for the wave functions of
condensate and thermal fluctuations calculated from a
variation of the free energy with respect to one-particle
wave function basis of the system. After having obtained
the exact self-consistency equations governing the sys-
tem, the semi-classical limit of the theory was taken. The
detailed derivations are to be found in the appendix.
A. Semi-classical equations of motion
In this section we consider the semi-classical Hartree-
Fock equations of motion as derived in the appendix for a
system with contact and gravitational interaction. Note
that we are employing the Hartree approximation for the
gravitational part of the interactions, i.e. we discard any
bilocal contribution to the equations. The equation of
motion for the condensate density Eq. (A55) and the
thermal energies ǫk(x) given by Eq. (A56) thus read
−µ+ g [n0(x) + 2nth(x)] (26)
−
∫
d3x′
Gm2
|x− x′|
[
n0(x
′) + nth(x
′)
]
= 0 ,
and
ǫk(x) =
h¯2k2
2m
+ 2g
[
n0(x) + nth(x)
]
(27)
−
∫
d3x′
Gm2
|x− x′|
[
n0(x
′) + nth(x
′)
]
.
The first equation is valid for a non-vanishing conden-
sate density, and originates from an equation with the
complementary solution n0(x) = 0, as argued already in
the appendix. The second Hartree-Fock equation in the
semi-classical approximation yields the wave vector de-
pendence of the thermal energies, which can be employed
to calculate the thermal density from its semi-classical
definition (A43) according to
nth(x) =
∫
d3k
(2π)3
1
eβ[ǫk(x)−µ] − 1 . (28)
In the following, we substitute ǫ = h¯2k2/(2m), and in-
troduce the abbreviation
α(x) = 2g
[
n0(x) + nth(x)
]
+Φ(x)− µ , (29)
6with the gravitational potential Φ(x) now defined as
Φ(x) = −
∫
d3x′
Gm2
|x− x′|
[
n0(x
′) + nth(x
′)
]
. (30)
With this, the thermal density (28) becomes
nth(x) =
√
2
(2π)3
m3/2
h¯3
∫ ∞
0
dǫ
√
ǫ
1
eβ(ǫ+α) − 1 , (31)
which can be solved with the help of a standard integral
[33], and yields
nth(x) =
1
λ3
ζ3/2
(
e−βα(x)
)
, (32)
where λ = (2πβh¯2/m)1/2 denotes the thermal de Broglie
wavelength, and
ζν(z) =
∞∑
m=1
zm
mν
(33)
represents the polylogarithmic function.
B. Introduction of spherical coordinates
Before we proceed to process the derived expressions,
we simplify the equations by assuming spherical symme-
try which enables us to introduce spherical coordinates.
Thus, both condensate and thermal density simplify to
n0(x) = n0(r) , nth(x) = nth(r) . (34)
Furthermore, we reformulate the gravitational poten-
tial (30) in terms of a multipole expansion in spherical
coordinates. Separating the areas of r ≤ r′ and r ≥ r′, we
express the 1/r-term in the gravitational potential (30)
as
1
|x− x′| =
∞∑
l=0
l∑
m=−l
4π
2l+ 1
Ylm(Ω)Y
∗
lm(Ω
′) (35)
×
[
Θ(r − r′) r
′l+2
rl+1
+Θ(r′ − r) r
l
r′l−1
]
.
Applying these substitutions to the Hartree-Fock equa-
tions (26) and (32), we use the mathematical properties
of the spherical harmonics, like the addition theorem,
l∑
m=−l
Y ∗lm(Ω)Ylm(Ω
′) =
2l+ 1
4π
, (36)
the normalization condition,∫
dΩY ∗lm(Ω)Yl′m′(Ω) = δll′δmm′ , (37)
and the fact that Y00(Ω) = 1/
√
4π. With this, the first
Hartree-Fock equation (26) yields
− µ+ g
[
n0(r) + 2nth(r)
]
+Φ(r) = 0 , (38)
where the gravitational potential (30) now reads in spher-
ical coordinates,
Φ(r) = −4πGm2
{
1
r
∫ r
0
dr′ r′2
[
n0(r
′) + nth(r
′)
]
(39)
+
∫ ∞
r
dr′ r′
[
n0(r
′) + nth(r
′)
]}
.
The thermal density (32) correspondingly becomes
nth(r) =
1
λ3
ζ3/2
[
e−β
(
2g [n0(r)+nth(r)]+Φ(r)−µ
)]
. (40)
Note that this result for the thermal density is valid ev-
erywhere in the system. The argument of the exponent
contains an expression which depends on the radial co-
ordinate. For our system, we expect two regimes: the
inner zone, where the condensate density is nonzero and
coexists with the thermal density, and the outer regime,
where the condensate vanishes, but a thermal phase con-
tinues to exist. The boundary between those two regions
is given by the Thomas-Fermi radius, i.e. the point where
the condensate density vanishes,
n0(R0) = 0 . (41)
Therefore, we have to consider two different versions of
the thermal density for the inner and outer regime, which
will be denoted by subscripts 1 and 2, respectively. The
condensate exists solely in the inner region, and is zero
outside the Thomas-Fermi radius.
In the following two subsections, we will treat both
regimes in more detail and further process the equations
for the condensate and the thermal densities analytically
up to a point, where we then have to resort to numerical
solution methods.
C. Inner regime
In the inner regime, we can employ the first Hartree-
Fock equation (38) to simplify the argument of the expo-
nent in the thermal density (40) and obtain
nth,1(r) =
1
λ3
ζ3/2
[
e−βg n0(r)
]
. (42)
Having obtained this expression for the thermal density
in the inner regime, we can now consider the first Hartree-
Fock equation (38),
− µ+ g n0(r) + 2g nth,1(r) + Φ(r) = 0 , (43)
in order to obtain a solution for the condensate density,
and subsequently calculate the thermal density in the in-
ner region via (42). The first Hartree-Fock equation (43)
can be further processed by multiplying the equation by
r and differentiating twice with respect to r to get rid of
7the integrals which are due to the gravitational interac-
tions. With this, the integral equation (43) reduces to a
differential equation
∂2
∂r2
{
r
[
n0(r) + 2nth,1(r)
]}
= −σ2 r
[
n0(r) + nth,1(r)
]
,
(44)
where we introduced the inverse length scale
σ =
√
4πGm2
g
, (45)
which characterizes the typical size scales of the system.
Employing (42), we can express Eq. (44) only in terms
of the condensate density,
∂2
∂r2
{
r n0(r) +
2r
λ3
ζ3/2
[
e−βg n0(r)
]}
(46)
= −σ2 r
{
n0(r) +
1
λ3
ζ3/2
[
e−βg n0(r)
]}
.
This second-order differential equation for n0(r) has to
be solved by taking into account the boundary conditions
n0(0) = A ,
dn0
dr
∣∣∣∣
r=0
= 0 . (47)
Here, the constant A represents a parameter which is
indirectly related to the total number of particles N of
the system. It is the only parameter needed in the com-
plete solution of the system in both regimes, and thus the
choice of A is equivalent to a choice of N . After having
obtained the numerical solution for the condensate den-
sity, the thermal density can then be obtained from the
result for n0(r) using Eq. (42).
In the limit of zero temperature, the thermal fluctuations
are zero, and from (46) follows that the condensate den-
sity is exactly determined from the simplified differential
equation
∂2
∂r2
[
r n0(r)
]
= −σ2 r n0(r) . (48)
The solution of (48) with (47) is
n0(r) = A
sin(σr)
r
, (49)
which corresponds to the solution (19) outlined in Sec-
tion IA. In this special case, the integration constant A
can be determined analytically by computing the total
number of particles in the system,
N = 4π
∫ R0
0
dr r2 n0(r) , (50)
yielding
A(T = 0) =
N
4π2
. (51)
For zero temperature, it is also possible to calculate the
Thomas-Fermi radius R0 according to (41), yielding
R0 =
π
σ
, (52)
which coincides with (20) due to Eq. (45). For non-zero
temperatures, the Thomas-Fermi radius will differ from
this value, since the condensate density obtains correc-
tions due to thermal fluctuations.
D. Outer regime
In the outer regime, the thermal density (40) is speci-
fied further by considering the fact that n0(r) = 0. The
thermal density then reads
nth,2(r) =
1
λ3
ζ3/2
[
e−β
(
2g nth,2(r)+Φ(r)−µ
)]
, (53)
where the gravitational potential (39) is evaluated for
r > R0 as
Φ(r) = −4πGm2
{
1
r
∫ R0
0
dr′ r′2
[
n0(r
′) + nth,1(r
′)
]
+
1
r
∫ r
R0
dr′ r′2nth,2(r
′) +
∫ ∞
r
dr′ r′nth,2(r
′)
}
. (54)
Note that Φ(r) still contains the condensate density in
the first term, since the presence of the condensate in
the inner regime gravitationally influences the thermal
density in the outer region. However, this dependence
can be simplified in notation by introducing the number
of condensed atoms,
N0 = 4π
∫ R0
0
dr r2 n0(r) , (55)
and the number of thermal atoms in the inner regime,
Nth,1 = 4π
∫ R0
0
dr r2 nth,1(r) . (56)
For abbreviation, we denote the total number of particles
in the inner regime as
Nin = N0 +Nth,1 . (57)
The gravitational potential in the outer region (54) then
simplifies to
Φ(r) = −Gm
2Nin
r
(58)
−4πGm2
[
1
r
∫ r
R0
dr′ r′2nth,2(r
′) +
∫ ∞
r
dr′ r′nth,2(r
′)
]
.
The determining equation (53) for nth,2(r) is rather in-
volved due to the polylogarithmic function and the occur-
rence of the thermal density as the argument of the inte-
gral in the gravitational potential (58). In order to solve
8the equation, we will carry out some substitutions to con-
vert the integral equation to a differential one. First, we
integrate expression (53) over the region outside of the
Thomas-Fermi radius, i.e. over the regime r ∈ [R0,∞].
Substituting this integral with a function h(r), defined
by
h(r) :=
1
r
∫ r
R0
dr′ r′2 nth,2(r
′)+
∫ ∞
r
dr′ r′ nth,2(r
′) , (59)
Equation (53) then reads
h(r) =
1
λ3
{
1
r
∫ r
R0
dr′ r′2 ζ3/2 [z(r
′)] (60)
+
∫ ∞
r
dr′ r′ ζ3/2 [z(r
′))]
}
,
with the argument
z(r) = Exp
{
− β
[
− 2g
r
d2
dr2
[r h(r)] (61)
− Gm
2Nin
r
− 4πGm2 h(r) − µ
]}
.
The thermal density can be obtained by multiplying h(r)
with r and differentiating twice, i.e.
nth,2(r) = −1
r
d2
dr2
[
r h(r)
]
. (62)
We also have to insert an expression for the chemical
potential into the equation. It is obtained by evaluating
the first Hartree-Fock equation (43) at the Thomas-Fermi
radius r = R0 as
µ = 2g nth,1(R0) + Φ(R0) , (63)
which yields with (42), (58) and (59)
µ =
2g
λ3
ζ3/2(1)−
Gm2Nin
R0
− 4πGm2 h(R0) . (64)
By multiplying Eq. (60) with r and differentiating twice
with respect to r we end up with a differential equation
for h(r),
d2
dr2
[
r h(r)
]
= − r
λ3
ζ3/2 [z(r)] , (65)
with the argument
z(r) = Exp
(
− β
{
− 2g
r
d2
dr2
[r h(r)] − 2g
λ3
ζ3/2(1) (66)
−Gm2
[
4π [h(r)− h(R0)]−Nin
(
1
r
− 1
R0
)]})
.
For convenience we will carry out another substitution,
i.e.
H(r) = h(r) − h(R0) . (67)
This eliminates the unknown h(R0)-term in the expo-
nent, while (62) is conserved in its form,
nth,2(r) = −1
r
d2
dr2
[
rH(r)
]
. (68)
The final differential equation for H(r) thus reads
d2
dr2
[
r H(r)
]
= (69)
− r
λ3
ζ3/2
(
Exp
{
− β
[
− 2g
r
d2
dr2
[rH(r)]
− 4πGm2H(r) − 2g
λ3
ζ3/2(1)
−Gm2Nin
(
1
r
− 1
R0
)]})
.
In order to solve it in the outer regime for r > R0, we
have to specify appropriate boundary conditions. From
the definition of H(r) in (67), we deduce the condition
H(R0) = 0 . (70)
Furthermore, we have to demand that the thermal den-
sities of inner and outer regime must be equal at the
Thomas-Fermi radius, i.e.
nth,1(R0) = nth,2(R0) . (71)
From the relation (68) between nth,2(r) and H(r) as well
as (42), we end up with the second boundary condition
1
λ3
ζ3/2(1) = −H ′′(R0)−
2
R0
H ′(R0) . (72)
Solving (69) with the boundary conditions (70) and (72)
thus determines the thermal density via (68) in the outer
region.
III. NUMERICAL SIMULATIONS AND
SOLUTION
We will now proceed with describing the numerical
procedure to solve the coupled equations for the two den-
sities as outlined in the previous section. We distinguish
two regimes, the condensate area, 0 ≤ r ≤ R0, and the
outer area, r > R0, where the condensate density n0(r)
vanishes. The thermal density nth(r) is nonzero in both
regimes. We have to solve the equation (46) for the con-
densate density in the inner regime using the boundary
conditions (47), which will further determine the ther-
mal density in the inner regime via (42); whereas for the
outer regime we have to solve Eq. (69) with the boundary
conditions (70) and (72) to obtain the thermal density in
the outer regime via (68). Note that in the whole pro-
cedure we do not need to specify the chemical potential
µ since we have managed to eliminate or substitute it
wherever it occurred. Instead, however, the constant A
9appears in (47), as a yet unknown parameter connected
to the total number of particles. The correct value of
A can only be determined numerically after having ob-
tained the solution, i.e. in order to carry out the simula-
tion for a fixed total number of particles, the parameter
A has to be tuned to achieve a specific N . Important to
note is the fact that A is the only input parameter to our
solution, to be specified for the interior regime. For the
solution in the outer regime, results from the inner region
are used as parameters, i.e. the number of particles (57)
as well as the Thomas-Fermi radius R0 from (41). Apart
from these values, however, no additional parameters are
necessary in the outer regime, and thus the complete so-
lution of the system in both the inner and outer region
is determined only by specifying the parameter A.
A. Dimensionless parameters
In order to carry out the numerical calculations cleanly,
we rewrite all expressions using dimensionless quanti-
ties according to r → ρ = σr, T → θ = T/Tch,
n → n˜ = nλ3ch = n g/kBTch and ǫ → ǫ˜ = ǫ/kBTch,
where n stands for a particle number density and ǫ for
an energy. Any other quantity, when expressed with a
tilde, as e.g. µ˜ or Φ˜, denotes the corresponding dimen-
sionless quantity. The newly introduced constants are
a characteristic temperature for the system in question,
and the corresponding de Broglie wavelength,
Tch =
h¯2π
2a2mkB
, λch =
√
2πh¯2
mkBTch
= 2a . (73)
The inverse length scale σ has been introduced before
in Eq. (45) and determines the typical size scale of the
system in question. In the following, we will elaborate on
the concrete values of all parameters used in the compu-
tations.
B. Simulation details and results
In order to calculate a solution to the above equations,
we have to decide upon a specific application of our the-
ory. Choosing the case of a superfluid neutron star with
neutron pairs as the effective bosons in the system, we
have to adjust the simulation parameters to the condi-
tions within these objects. We will resort to observational
information to fix the appropriate range of parameters in
order to be in accordance with physically realistic scenar-
ios.
Considering the typical masses of neutron stars and the
mass of a neutron pair, we carried out the simulation for
a total number of particles of Ntot = 10
57, which results
in a neutron star of about 1.7M⊙. The parameter that
controls the total number of particles in the Hartree-Fock
theory is A. Thus we have to tune the value of A in order
to obtain such a specific number of particles.
A microscopic parameter to be determined is the contact
interaction strength g, which in turn depends on the s-
wave scattering length a of the neutron pairs inside the
star. As a rough estimate for a within the hard sphere
scattering approximation, we will use the average vol-
ume which is to be expected for each particle in the star.
With typical radii of neutron stars of about 12 km, and a
total number of particles of 1057, each particle can move
within a spherical volume of radius 10−15m, so we choose
a = 1 fm.
Temperatures in a neutron star depend on its stage of
evolution, and range from 1012K at the time of its forma-
tion down to 106K after a rapid cooling stage of several
years. Thus, there is a broad spectrum of temperatures
possible. In our simulations, we used a range of tempera-
tures between 1011K and 4 ·1011K, which cover the high
end of the possible temperature regime. The reason for
choosing such high temperatures lies in the results them-
selves: we found the thermal fluctuations negligible for
temperatures below 1011K, implying that in that range
the zero-temperature treatment would be sufficient. On
the other hand, numerical computations for higher tem-
peratures than 4 ·1011K become unstable, thus providing
a natural upper limit of our investigations.
For the outlined values of the parameters, the inverse
length scale σ is computed from (45) as
σ ≃ 4.69 · 10−4m−1 , (74)
which leads to a Thomas-Fermi radius at zero tempera-
ture (52) of
R0 ≃ 6.701 km . (75)
The typical size scales to be expected from our Hartree-
Fock theory must thus be of this order of magnitude,
which corresponds well to the typical observed size of
neutron stars of the order of 10 km.
With those parameters we have solved Eq. (46) for the
condensate density in the inner regime using the bound-
ary conditions (47) and subsequently employed Eq. (42)
to calculate the thermal density in the inner regime.
With the boundary conditions (70) and (72) at R0 and
quantities like N0 and Nth,1 extracted from the inner
solution, we then continue to solve Eq. (69) for H(r)
and obtain the thermal density in the outer regime
from Eq. (68). In Fig. 1 we show the corresponding solu-
tions for both of the densities for a range of temperatures
from 1011K to 4 ·1011K and for the total number of par-
ticles Ntot = 10
57. The condensate is given by the black
curve, whereas the thermal density is plotted in red. For
all simulations, the central density ρc and the Thomas-
Fermi radius R0 are shown in Tab. I. We have also listed
the corresponding thermal radius Rth which denotes the
border of the star, i.e. the point where the thermal den-
sity in the outer regime has fallen off to zero.
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T [K] 0 1011 2 · 1011 4 · 1011 6 · 1011
ρc [10
15g/cm3] 8.718 8.718 8.925 9.133 9.341
R0 [km] 6.701 6.680 6.546 6.346 6.012
Rth [km] – 6.936 6.802 6.602 6.268
TABLE I. Summary of simulated data: central condensate density ρc, Thomas-Fermi radius R0, and total radius of the star
Rth.
IV. ASTROPHYSICAL IMPLICATIONS
We will now proceed to extract results from the above
calculations which are of astrophysical relevance, deduc-
ing various macroscopic and observable quantities for
neutron stars.
The parameters we will consider are the mass and the
radius of the neutron star. Furthermore, we determine a
restriction on the possible masses in form of a maximum
allowed mass derived from physical constraints, and the
equation of state of the neutron star.
In general, the determination of neutron star properties
from observations is not straightforward. It differs from
case to case and often involves the deduction of parame-
ters from a combination of directly observable parameters
or even assumptions on the physics inside the star. Neu-
tron stars are rotating, magnetized objects, which can
exist on their own or as part of a binary system. Its
magnetic fields usually lead to the emission of electro-
magnetic radiation at the magnetic poles of the star. If
the emitted beam lies in the direction of the earth, it is
possible to detect this radiation, which pulsates with the
frequency of the star’s rotation, and, if the neutron star
is part of a binary system, is further modulated with the
orbital period of the binary. Due to this pulsed emission,
neutron stars are also called pulsars. The emission can
lie in a broad range of frequencies, from radio via optical
to X-ray and γ-ray frequencies, depending on the specific
properties of the star itself and on the possible compan-
ion star.
The physical observables of neutron stars are few. Be-
sides the spectra detected from the neutron star and its
companion, observations of the rotation, and the orbit in
a binary system, are the most important features.
In the case of isolated neutron stars the spectrum can
be very insightful since it is not contaminated by the in-
fluence of a companion or the remnants of a supernova.
From the spectroscopy of the detected radiation and the
timing of the pulses and their redshift, it is possible to
infer temperature and distance to the observer, which
yields the star’s radius. From certain emission features
in the spectrum, it might also be possible to deduce the
gravitational redshift at the surface of the star, which
constrains the relation of the mass to the radius [34] –
and thus even the mass of the neutron star can be ob-
tained. In a binary system on the other hand, where the
neutron star accretes material from its companion, the
X-ray bursts from the accretion process can be fit to a
black body spectrum and thus, via temperature, flux and
distance of the binary system, the radius of the star is
obtained as well [35].
Besides the spectrum, the orbital parameters of a neutron
star in a binary system are crucial in order to estimate
its mass. Some neutron stars feature planetary systems,
which lead to the determination of the neutron star’s
mass via Kepler’s laws of planetary motion [36]. About
5% of neutron stars are part of a binary system - in these
cases, the exact observation of the companion can yield
important information on the neutron star’s properties.
Via the Keplerian laws and the law of gravitation the
masses of the neutron star and its companion can be ex-
pressed in terms of parameters like the orbital period,
the radial velocities and the inclination angle of the or-
bit with respect to the line of sight to the observer [12].
The radial velocities can in turn be obtain from the mea-
surement of the Doppler shifts of the spectra. Depending
on how many parameters can be successfully determined
from observations of the orbit, and how much additional
information can be extracted from the spectra, one or
both of the masses of the binary system can be calcu-
lated. The mass of the most massive neutron star found
so far was calculated from orbital parameters and the
mass of the white dwarf companion, obtained from the
spectroscopy of the detected energy spectrum [37]. In
some cases, in particular for radio pulsar binaries with
very compact orbits, the orbital parameters can be de-
termined with such precision that the detection of general
relativistic effects is possible [38]. The mass of another
very massive pulsar was thus determined using Shapiro
delay, a gravitational time delay effect on the radiation
of the pulsar due to the presence of the companion [11].
In cases where a clean calculation of the star’s radius from
the spectrum is not possible, the radius is often inferred
from the determination of the mass and assumptions on
the star’s density, which is believed to be of the order of
nuclear density. Due to the unknown nature of neutron
star’s interiors, and the fact that the equation of state of
neutron stars can unfortunately not be measured directly,
these radius estimates are however highly uncertain.
The equation of state of neutron stars is subject to wide
speculation and has spawned many different models de-
scribing the physical processes inside a neutron star.
Many models assume a composition of nuclear or neu-
tron matter, but this assumption still admits a broad
range of possible equation of states. Also more exotic
models with other particle species have been discussed,
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FIG. 1. Radial profiles of condensate (black) and thermal
density (red) with increasing temperature for the total parti-
cle number Ntot = 10
57.
as already mentioned in the introduction. The impact of
the equation of state is mirrored e.g. in the mass-radius
relation, and can be constrained from observations if both
mass and radius are reliably known. Also the distribution
of neutron star masses from an ensemble of observations
can give clues on the equation of state, by comparing the
maximally allowed masses predicted by a certain equa-
tion of state with the maximum masses of neutron stars
found in observations. We will employ the latter method
to compare our calculations to observational information.
A. Mass and density plots
The total mass of the star in our model is given by
M = 4πm
∫ Rth
0
dr r2
[
n0(r) + nth(r)
]
, (76)
obtained via the numerical integration of the respective
density profiles and multiplication with the mass m of
a neutron pair. Our simulations were carried out for
the example of Ntot = 10
57, which corresponds to a
mass of M ≃ 1.7M⊙. We can obtain density profiles
and thus objects with arbitrarily high mass by modify-
ing A, which determines the total number of particles.
It is not possible to obtain an upper limit on the mass
from our calculations since the simulations can be car-
ried out for an arbitrary number of particles. Therefore
we have to resort to other methods to obtain a limita-
tion of the mass, employing either the general relativistic
limit, i.e. the Schwarzschild limit of gravitational col-
lapse, or an upper bound on the speed of sound of the
particles inside the star, demanding that causality may
not be violated. It turns out that in the case of a neu-
tron star the Schwarzschild limit yields a more stringent
condition than the limit on the speed of sound. The
Schwarzschild limit requires the object to be larger than
its Schwarzschild radius to prevent gravitational collapse
into a black hole, i.e.,
Rth > rS =
2GM
c2
. (77)
For the simulation with Ntot = 10
57 particles, i.e. a mass
of M ≃ 1.7M⊙, the Schwarzschild radius turns out to be
rS ≃ 3.17 km, which is below the obtained thermal radii
of the configurations, see Tab. I. However, it is possible
to turn around the criterion and calculate the maximum
possible mass for the size scales obtained in our simula-
tions, via
Mmax =
c2Rth
2G
. (78)
By using the dependence of the thermal radius on the
temperature as obtained from the numerical results, it is
possible to obtain a limit on the maximum mass of the
system as a function of temperature. We will elaborate
further on this issue in Section IVC.
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B. Size scales
Besides the mass, another quantity of interest is the
size of the system. We represent the condensate radius
R0 and the total radius Rth of the star in Fig. 2 as a
function of temperature. The dots and triangles give the
numerical results obtained in the simulations, and the
curves show the best fit for the numerical data. For the
condensate radius, the general form
R0(θ) = R0 + a1 θ
a2 (79)
was used for the fit, where R0 = π/σ = 6.701 km is the
Thomas-Fermi radius for zero temperatures, and θ is the
dimensionless temperature. The best fit results yield
a1 = −0.342 km , a2 = 1.53 . (80)
The fitting ansatz for the thermal radius was
Rth(θ) = b1 + b2 θ
b3 (81)
where the results read
b1 = 6.962 km , b2 = −0.349 km , b3 = 1.5001 . (82)
Both exponents, in particular the one for the thermal ra-
dius, are very close to the value 1.5, which can be ascribed
to the leading dependence of any occurring variable on
the temperature to the power of 3/2. Any deviations
from the exact power 3/2 stem from the argument of the
polylogarithmic function, which contains a further de-
pendence on the temperature. We see that not only the
condensate radius is decreasing with rising temperatures,
but also the thermal radius, despite the growing expan-
sion of the thermal cloud at the border of the star. In
total the star is thus decreasing in size with rising tem-
peratures, while its central density increases correspond-
ingly. The size scales are of the order of 6 km, which is
determined by the zero-temperature limit and only de-
pends on the natural constants G and h¯ and the choice
of the parameters m and a.
C. Maximum mass
Subsequently, we can proceed to derive a maximum
mass for the system by employing the upper limit on
the mass as given by the Schwarzschild limit. Generaliz-
ing Eq. (78) to finite temperatures, we obtain
Mmax =
2Rth(T )
Gc2
, (83)
and employing the temperature dependence of the ther-
mal radius as given by Eqs. (81) and (82), we can com-
pute the correspinding mass limits for the system, shown
in Fig. 3. The limit for zero temperatures can be com-
puted employing the Thomas-Fermi radius R0 as given
by Eq. (52),
Mmax,0 =
2R0
Gc2
=
πh¯c2
√
a
2(Gm)3/2
, (84)
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FIG. 3. Maximum mass as a function of temperature, as
inferred from the limits given by the Schwarzschild criterion:
numerical results (dots) and a fit (solid) as given by Eqs. (85)
and (86).
and results in the value Mmax,0 ≃ 2.3M⊙. The quali-
tative temperature dependence of Mmax can be inferred
again from a fit of the curve with a general fitting func-
tion
Mmax(θ) =Mmax,0 + d1 θ
d2 , (85)
resulting in the best fit values
d1 = −0.118M⊙ , d2 = 1.5001 . (86)
Again, we obtain a small, but distinct dependence on the
temperature to the power of 3/2. The maximum mass
13
5.8 6.0 6.2 6.4 6.6 6.8 7.0
2.00
2.05
2.10
2.15
2.20
2.25
2.30
2.35
Rth @kmD
M
m
ax
@M

D
FIG. 4. Maximum mass plotted over the thermal radius Rth,
for different values of the temperature T .
2.3M⊙ for zero temperatures is larger than the original
limit on neutron stars given by Tolman, Oppenheimer
and Volkoff [9, 10] and corresponds well to observational
evidence [11, 39]. The decrease of the maximum possible
mass with increasing temperatures can be understood by
considering the increase in the central condensate den-
sity with higher temperatures - the condensate seems to
be compressed by the thermal density, which makes the
object smaller and thus leads to a smaller mass given by
the Schwarzschild limit. This is supported by the results
for the equation of state of the condensate, as computed
in the next subsection.
For neutron stars, a commonly shown plot is the relation
between maximummass and radius. In our model, we ob-
tain a mass-radius-relation by plotting the (M,Rth)-pairs
for the different temperatures used in the computations,
shown in Fig. 4. As expected from Eq. (83), the depen-
dence of Mmax on Rth is linear, and thus the plot shows
no peculiar structure. This is due to the imposition of
the Schwarzschild criterion to calculate the maximum al-
lowed masses, instead of having a natural maximum mass
limit given by an instability of the theoretical description.
D. Equation of state
Ultimately, we investigate the equation of state, i.e.
the characteristic relation of pressure and density p =
p(ρ) of the matter in the star. In principle, a BEC has a
polytropic equation of state with an index n = 1, which
is an equation of state that has been used in the context
of neutron stars before [8]. However, since in our system
two different phases of matter coexist, we have to define
an equation of state for each of them independently. In
the case of thermal fluctuations, we further have to con-
sider the two different regimes inside and outside of the
Thomas-Fermi radius. Thus we have to distinguish three
phases of matter with different equations of state.
The equation of state of the condensate was derived in
Refs. [8, 25] for a system obeying the same Hamiltonian
as given in Eq. (4). Adding a small perturbation to the
mean field wave function of the condensate and using
a Madelung ansatz for the mean field itself, it is again
possible to derive a set of hydrodynamic equations, i.e.
the continuity and Euler equations, from the Heisenberg
equation, but this time under the inclusion of thermal
fluctuations. From Eq. (40) in Ref. [25] the gradient of
the pressure can be read off by comparison to a general
Euler equation for a hydrodynamic system as
∇p0 = n0∇ [g (n0 + 2nth)] . (87)
Subsequently we can calculate the pressure of the con-
densate by integrating Eq. (87). This leads to the well-
known polytropic equation of state for the pure conden-
sate with polytropic index n = 1, and a correction term
proportional to a polylogarithm of order 5/2, as well as
a term containing both condensate and thermal fluctua-
tions, and a constant,
p0 =
g
2m2
ρ2 +
2
βλ3
ζ5/2
[
e−
βg
m
ρ
]
(88)
+
2g
m2 λ3
ρ ζ3/2
[
e−
βg
m
ρ
]− 2
βλ3
ζ5/2(1) .
Here again ρ = mn0 denotes the mass density of the
condensate. Equation (88) is the equation of state for
the condensate with corrections from the thermal den-
sity. Fig. 5(a) shows the condensate pressure given as
a function of the condensate density for the example of
T = 4 · 1011K and Ntot = 1057. As we can see from the
close-up of the condensate equation of state in Fig. 5(b),
the pressure turns out to become negative for small den-
sities. This is a consequence of the Thomas-Fermi ap-
proximation for the condensate: at the border of the
star, where the condensate density is small, the quan-
tum pressure of the condensate, which we had neglected,
becomes important. For the small densities at the border
of the star, the quantum pressure would thus correct the
unphysical negative pressures obtained in (88). Consider-
ing this correction, the pressure of the condensate would
presumably increase for small densities, which would ex-
plain the compression of the condensate and subsequent
shrinking of the star with increasing temperatures, as ob-
tained in the previous subsections.
Besides the exact form of the condensate pressure (88),
denoted by the dots, and the zero-temperature limit
(dashed), Fig. 5(b) contains a fit (solid), carried out with
the general polytropic ansatz for the pressure as a func-
tion of the dimensionless condensate density n˜0,
p0 = p
(0)
0
n˜2
0
+ c1 n˜
c2
0
. (89)
where the coefficient for the first term is
p
(0)
0
=
1
2
(kBTch)
2
g
, (90)
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and for a neutron star with the chosen specifications
amounts to p
(0)
0
= 3.288 · 1027 bar. The best fit for the
parameters c1 and c2 resulted in the values
c1 = −0.105 bar , c2 = 0.703 . (91)
The parameter c2 in the exponent leads to the polytropic
index
n2 = −3.363 , (92)
which implies that the polytropic form with n = 1 for the
condensate at T = 0 is modified at finite temperatures
to obtain another polytropic component with negative
index n2, which is due to the presence of the thermal
density. Negative polytropic indices denote metastable
states of matter which can occur in highly energetic pro-
cesses and environments in astrophysics [40]. Since the
thermal cloud makes up only a small fraction of the to-
tal number of particles however, as can be seen from the
respective smallness of c1 as compared to p
(0)
0
, and more-
over negative pressures only occur for very small densi-
ties of the order of less than 1015 g/cm3 at the border of
the star, we infer that the negative polytrope component
does not endanger the stability of the system as a whole.
We have calculated the percentage of the Thomas-Fermi
radius for which the pressure becomes negative, which
happens at the density ρ ≃ 7.95 · 1014g/cm3. For the
example of T = 4 · 1011K this corresponds to the radius
r = 6.346 km, which is equivalent to 0.99997R0.
For the thermal cloud, the pressure can be obtained
from its definition
pth(r) =
∫
d3k
(2π)3
h¯2k2/2m
eβ[ǫk(r)−µ] − 1 , (93)
which leads to a polylogarithmic function, similar to the
thermal density, but with an index 5/2:
pth(r) =
1
βλ3
ζ5/2
[
e−β(2g [n0(r)+nth(r)]+Φ(r)−µ)
]
. (94)
For the two regimes, we can formulate the pressure as
pth,1(r) =
1
βλ3
ζ5/2
[
e−βgn0(r)
]
, (95)
pth,2(r) =
1
βλ3
ζ5/2
[
e−β(2g nth,2(r)+Φ(r)−µ)
]
. (96)
The results can be obtained in analogy to the solution
for the thermal density in the respective regimes. For
thermal fluctuations, the functional dependence as given
by results (95) and (96) is exactly what is to be expected
for a thermal gas of bosons, and confirms the vanishing
pressure of free bosons for zero temperatures.
However, when attempting to numerically compute the
thermal pressure from (95) and (96) we run into prob-
lems, as the pressure becomes complex around the bor-
der of the condensate. This deficiency is again due to
the Thomas-Fermi approximation, which affects the con-
densate and thus also the thermal fluctuations in that
0 2.0´ 1015 4.0´ 1015 6.0´ 1015 8.0´ 1015 1.0´ 1016 1.2´ 1016
0
5.0´ 1029
1.0´ 1030
1.5´ 1030
2.0´ 1030
2.5´ 1030
3.0´ 1030
Ρ0 @gcm3D
p 0
@b
ar
D
T=0 limit
T¹0 exact
(a) Condensate equation of state.
0 5.0´ 1014 1.0´ 1015 1.5´ 1015 2.0´ 1015
0
2´ 1028
4´ 1028
6´ 1028
Ρ0 @gcm3D
p 0
@b
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D
T=0 limit
T¹0 fit
T¹0 exact
(b) Condensate equation of state in a close-up.
FIG. 5. Equation of state of the condensate for the example
of T = 4 · 1011K and Ntot = 10
57, as obtained from the
exact formulation (88) (dots) and the equation of state for
the zero-temperature limit (14) (dashed). Both curves are
rather close, so that they cannot be distinguished in Fig. 5(a),
whereas in Fig. 5(b) a close-up for small densities is shown,
where the discrepancy is noticable. A numerical fit (solid) as
given by Eqs. (89) and (91) was performed. At the density
ρ ≃ 7.95 · 1014g/cm3 the pressure becomes negative.
regime, and the polylogarithmic function, which becomes
complex for arguments larger than one. Therefore we
could not obtain numerical results for the thermal pres-
sure, which only differs significantly from zero in the crit-
ical region at the border of the condensate.
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V. CONCLUSIONS AND OUTLOOK
The work presented in this paper investigated the oc-
currence of a BEC phase in compact astrophysical ob-
jects such as neutron stars. A careful consideration of
the typical environments showed that the neutrons inside
neutron stars are likely to form pairs due to the strong
nuclear forces between them, similarly to an atomic nu-
cleus, i.e. are present in a superfluid state. These neutron
pairs are considered as the effective bosonic elementary
particle in the BEC. The model presented in this article
starts from this simplified picture of very strongly bound
neutron pairs as perfect bosons, and does not take into
account the presence of single neutrons or other particle
species. Our work represents a first step towards an al-
ternative description of neutron stars based on the phe-
nomenon of BCS-BEC-crossover in nuclear or neutron
matter, and increasing efforts by theoreticians to consider
these scenarios validate our efforts to compute observable
quantities that can be compared to observations.
We would like to emphasize though that a physically
more exact treatment would require the investigation of
the BCS-BEC crossover itself along the lines of Refs. [18–
21], not just the BEC limit. The full crossover would
unify the different physical behaviour of the BCS and
BEC regimes into one theory, and would apply to both
fermion and boson stars simultaneously in the respective
limits of the theory. The treatment we have set up must
result from the complete crossover theory as the BEC
limit, and should thus only be regarded as an approxi-
mate solution to the issue.
In the BEC limit, the system was treated within the
framework of a Hartree-Fock theory, starting from a
Hamiltonian including contact and gravitational inter-
actions between the particles. Self-consistency equations
determining the wave functions of condensate and ther-
mal fluctuations were obtained from the variation of the
free energy of the system. In analogy to these deriva-
tions, the semi-classical limit of both the free energy and
the Hartree-Fock equations was formulated, describing
the system in terms of the densities of condensate and
thermal fluctuations. The resulting equations were pro-
cessed further up to a certain point, before the solutions
for both the profiles of condensate and thermal density
as a function of the radial distance from the center of the
star were obtained by numerical procedures. Integrating
out the obtained densities leads to the total mass of the
system, along with other quantities of astrophysical con-
sequences. From our model, we have obtained objects
with radii of about 6 km, masses of about 2.3M⊙ and
central densities around ρc ≃ 1016g/cm3, which approxi-
mately coincide with the typical values to be expected for
neutron stars. Since from the zero-temperature limit and
the subsequent analysis for finite temperatures, the radial
extension of the system was found to be around 6 km, de-
creasing with a temperature dependence proportional to
T 3/2, we were able to employ the Schwarzschild criterion
of gravitational collapse in order to derive a mass limit
on the neutron stars, which lead to a maximum mass of
about 2.3M⊙, decreasing proportional to T
3/2 as well.
The order of magnitude of these results seems plausible
considering observational evidence.
As already stated at the outset, the theory contains sev-
eral simplifications, introduced in order to make the sys-
tem more treatable. Some of them were mathematically
motivated, whereas others have been general physical as-
sumptions within our model from the beginning. We
considered a phenomenon mainly known from ultracold
quantum gases in laboratory scenarios and applied an
established mathematical treatment to a rather unusual
field of application, namely the large scales of astro-
physics. It is therefore to be expected that simplifica-
tions and idealizations are necessary in order to obtain
results.
On the mathematical side, we have carried out a Hartree-
approximation for the gravitational part of the interac-
tions, which eliminated the bilocal Fock terms in the ex-
pressions. The inclusion of these terms could perhaps be
treated in form of an appropriate local density approxi-
mation.
The theory is limited to low temperatures, where by def-
inition the particles in the thermal phase are few and the
condensate dominates. However, the necessity to develop
a more complete theory featuring a smoother description
of the high-temperature transition region between con-
densate and thermal state of the system, incorporating
the breakdown of the condensate as a phase transition,
is obvious.
A further assumption of the theory is a spatially con-
stant temperature throughout the star, which is unlikely
to hold in realistic physical situations. This is closely con-
nected to the breakdown of the condensate towards the
outer layers of the star, where the density and thus the
critical temperature decrease, and at a certain point the
condition T < Tcrit for the formation of a condensate can-
not be met anymore. The inclusion of spatial variation of
temperature in the self-consistency equations would thus
allow for a much more detailed and realistic model.
Finally, we would like to comment on the possibility of
rotation. It is presumed that most of the compact objects
in the universe rotate, since an evolution of a completely
static system is highly unlikely in an initially hot and
violent universe. Rotation of BECs in laboratory envi-
ronments have been shown to exhibit new phenomena
like the formation of vortices of normal phase matter in-
side the BEC [41], growing with increasing temperature
until the breakdown of condensate at the transition to
the thermal phase. The existence of a vortex in a Bose
star, or, more realistically, a grid of vortices, should be
assumed, which grow in width and finally cause a transi-
tion to a normal phase Bose star with increasing temper-
ature. The inclusion of rotation is expected to lead to a
destabilization of the system due to the presence of tidal
forces, and thus should lead to a higher maximum mass
counterbalancing the increased outwards forces. Further,
rotation could potentially help to explain dynamical phe-
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nomena observed in neutron stars, like e.g. glitches in the
rotation frequency, and would provide further means to
compare our results to observations.
Thus there is a large number of possibilities to generalize
and extend the present work.
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Appendix A: Hartree-Fock theory for bosons
In the appendix, we derive the Hartree-Fock theory
at finite temperatures for a generic system of bosons,
employing the formalism of the grand-canonical ensem-
ble and its definition of the free energy. By means of a
variational principle we then determine a set of coupled
self-consistency equations for the wave functions of both
condensate and thermal fluctuations. The derivation re-
lies largely on the formalism introduced in Ref. [32], and
has been adapted for our scenario.
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1. Free energy
We start from the general Hamiltonian
Hˆ =
∫
d3x Ψˆ†(x)
[
h(x)− µ (A1)
+
1
2
∫
d3x′ Ψˆ†(x′)U(x,x′)Ψˆ(x′)
]
Ψˆ(x) ,
where the first-quantized Hamiltonian operator h(x) is
defined as the kinetic term plus an external potential,
h(x) = − h¯
2
2m
∆+ V (x) , (A2)
and the interaction term U(x,x′) is as yet unspecified.
The field operators Ψˆ† and Ψˆ obey the usual commutator
relations for bosonic particles,[
Ψˆ†(x), Ψˆ†(x′)
]
=
[
Ψˆ(x), Ψˆ(x′)
]
= 0 , (A3)[
Ψˆ(x), Ψˆ†(x′)
]
= δ(x− x′) . (A4)
The grand-canonical formalism defines the partition
function Z as
Z = Tr
[
e−βHˆ
]
, (A5)
where β = 1/(kBT ) is the inverse temperature and the
trace in the expression has to be taken over all states of
the Fock space.
We now derive the equations that govern the state of
the field operators. To this purpose, we employ a for
now unknown one-particle basis Ψn(x) characterized by
discrete quantum numbers n, and write the field operator
as an expansion with respect to these functions Ψn(x) as
Ψˆ(x) =
∑
n
aˆnΨn(x) , Ψˆ
†(x) =
∑
n
aˆ†nΨ
∗
n(x) . (A6)
The expansion coefficients aˆ†
n
and aˆ
n
represent the cre-
ation and annihilation operators of a particle with the
quantum number n, and they obey similar commutator
relations as the field operators Ψˆ† and Ψˆ above. The
one-particle basis is chosen to be orthonormal and thus∫
d3xΨ∗
n
(x)Ψ
n′
(x) = δn,n′ , (A7)∑
n
Ψ∗n(x)Ψn(x
′) = δ(x− x′) (A8)
hold. We can then write the Hamiltonian operator (A1)
in terms of these creation and annihilation operators as
Hˆ =
∑
n
∑
n′
E
n,n′ aˆ
†
n
aˆ
n′
(A9)
+
1
2
∑
n
∑
m
∑
m′
∑
n′
Un,m,m′,n′ aˆ
†
naˆ
†
maˆm′ aˆn′ ,
where the respective matrix elements read
En,n′ =
∫
d3xΨ∗n(x) [h(x)− µ] Ψn′(x) , (A10)
Un,m,m′,n′ =
∫
d3x
∫
d3x′Ψ∗n(x)Ψ
∗
m(x
′) (A11)
× U(x,x′)Ψm′(x′)Ψn′(x) .
To treat the system further, we suppose the existence of
an effective Hamiltonian Hˆeff describing the system as
effectively non-interacting with one-particle energies ǫn,
i.e.
Hˆeff =
∑
n
(ǫn − µ) aˆ†naˆn . (A12)
Thus, the system is formulated in terms of an unknown
one-particle basis Ψn(x) with unknown one-particle en-
ergies ǫn. These quantities have been artificially intro-
duced, which means that in the end the result should
not depend on them. Inspired by variational perturba-
tion theory [42, 43], we now express the real Hamiltonian
in terms of the effective Hamiltonian and an additional
parameter η as
Hˆ(η) = Hˆeff + η
(
Hˆ − Hˆeff
)
. (A13)
If Hˆeff is a good approximation for the real Hamiltonian
Hˆ, then the second term is small, and the grand-canonical
partition function can be expanded into a Taylor series
with respect to the difference of the two Hamiltonians.
In the end, we have to set η = 1 in order to obtain a valid
identity in Eq. (A13).
Using relation (A13), the partition function (A5) can be
written as
Z(η) = Tr
{
e−β[Hˆeff+η (Hˆ−Hˆeff)]
}
. (A14)
Expanding this expression into a Taylor series with re-
spect to the assumed smallness of Hˆ − Hˆeff leads to
Z(η) = Tr
[
e−βHˆeff
]
+ (−βη) Tr
[(
Hˆ − Hˆeff
)
e−βHˆeff
]
+
1
2
(−βη)2 Tr
[(
Hˆ − Hˆeff
)2
e−βHˆeff
]
+ ... .(A15)
After defining the notions of the effective partition func-
tion
Zeff = Tr
[
e−βHˆeff
]
(A16)
and the effective expectation value of an operator Xˆ as
〈Xˆ〉eff =
1
Zeff
Tr
[
Xˆ e−βHˆeff
]
, (A17)
we can rewrite the expansion of the partition function as
Z(η) = Zeff
[
1 + (−βη) 〈
(
Hˆ − Hˆeff
)
〉eff (A18)
+
1
2
(−βη)2 〈
(
Hˆ − Hˆeff
)2
〉eff + ...
]
.
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This is an expansion in terms of the moments, i.e. for
the nth order in the expansion the nth power of the effec-
tive expectation value of
(
Hˆ − Hˆeff
)
appears. The free
energy
F (η) = − 1
β
lnZ(η) (A19)
can then be written as
F (η) = Feff − 1
β
ln
{
1− βη 〈
(
Hˆ − Hˆeff
)
〉eff (A20)
+
1
2
β2η2〈
(
Hˆ − Hˆeff
)2
〉eff + ...
}
,
with the effective free energy defined as
Feff = − 1
β
lnZeff . (A21)
We then employ the Taylor expansion of the logarithm
to expand the free energy (A20) into a series as
F (η) = Feff + η 〈
(
Hˆ − Hˆeff
)
〉eff (A22)
− 1
2
βη2
[
〈
(
Hˆ − Hˆeff
)2
〉eff − 〈
(
Hˆ − Hˆeff
)
〉2eff
]
+ ... .
This expression is now an expansion in terms of cumu-
lants, i.e. the nth order of the expansion contains the ef-
fective expectation value of the nth power of
(
Hˆ − Hˆeff
)
and the nth power of the effective expectation value of(
Hˆ − Hˆeff
)
. The first non-trivial approximation of the
free energy is obtained by cutting off the series after the
first-order term. In order to obtain the original free en-
ergy, we have to set η = 1, which leads to
F (1)(1) = Feff + 〈
(
Hˆ − Hˆeff
)
〉eff . (A23)
We can further evaluate the free energy F (1)(1) by
inserting the original and the effective Hamiltoni-
ans Eq. (A1) and (A12) and taking the effective expec-
tation value (A17) of the occurring operators, to result
in
F (1)(1) = Feff +
∑
n
∑
n′
[En,n′ − (ǫn − µ) δn,n′ ] 〈aˆ†naˆn′〉eff
+
1
2
∑
n
∑
m
∑
m′
∑
n′
U
n,m,m′,n′ 〈aˆ†naˆ†maˆm′ aˆn′〉eff . (A24)
We now process the effective expectation values further
by applying the Wick rule [44]. For the four-point cor-
relation function in the interaction term, this leads to
the decomposition into products of two-point correlation
functions as
〈aˆ†
n
aˆ†
m
aˆ
m′
aˆ
n′
〉eff = (δn,n′δm,m′ + δn,m′δm,n′) (A25)
× 〈aˆ†
n
aˆ
n
〉eff 〈aˆ†maˆm〉eff .
From the investigation of the effective free energy, we can
deduce a concrete expression for the two-point function
that we are now left with. The effective free energy (A21)
reads with (A12) and (A16)
Feff = − 1
β
lnTr
[
e−β
∑
n
(ǫn−µ) aˆ
†
n
aˆ
n
]
, (A26)
which reduces to
Feff =
1
β
∑
n
ln
[
1− e−β(ǫn−µ)
]
. (A27)
Differentiating both versions (A26), (A27) of Feff with
respect to the energies ǫn leads to an identity for the
expectation value of the two-point function,
〈aˆ†
n
aˆ
n
〉eff =
1
eβ(ǫn−µ) − 1 , (A28)
i.e. the Bose-Einstein distribution function.
We now introduce by hand the macroscopic occupation
of the ground state, which is the predominant attribute
of Bose-Einstein-condensation, by setting
aˆ†
0
≃ aˆ0 ≃
√
N0 = ψ , (A29)
with N0 being the total number of particles in the ground
state, which is characterized by the quantum number n =
0. We now split all the terms into the n = 0 and the
n 6= 0 contributions, and introduce a condensate wave
function as
Ψ(x) = ψΨ0(x), Ψ
∗(x) = ψΨ∗0(x) . (A30)
This wave function has the normalization∫
d3xΨ∗(x)Ψ(x) = ψ2
∫
d3xΨ∗
0
(x)Ψ
0
(x) = ψ2 = N0 .
(A31)
Note that the four-point correlation function as processed
in Eq. (A25) by the Wick rule, has to be modified for the
condensate as
〈aˆ†
0
aˆ†
0
aˆ0aˆ0〉eff = ψ4 . (A32)
Inserting the normalization (A7) for Ψn(x) into the ef-
fective free energy, we have as a result
F (1)(1) = Feff +
[
E0,0 − (ǫ0 − µ)
∫
d3xΨ∗0(x)Ψ0(x)
]
ψ2
+
∑
n 6=0
[
En,n − (ǫn − µ)
∫
d3xΨ∗
n
(x)Ψn(x)
]
〈aˆ†
n
aˆ
n
〉eff
+
1
2
U0,0,0,0ψ
4 +
∑
n 6=0
(
Un,0,0,n + Un,0,n,0
)
ψ2 〈aˆ†naˆn〉eff
+
1
2
∑
n 6=0
∑
m6=0
(
U
n,m,m,n + Un,m,n,m
) 〈aˆ†
n
aˆ
n
〉eff 〈aˆ†maˆm〉eff ,
(A33)
19
where Feff now consists of the two terms
Feff = (ǫ0 − µ)ψ2 + 1
β
∑
n 6=0
ln
[
1− e−β(ǫn−µ)
]
. (A34)
Inserting the expressions for the matrix elements En,n′
and U
n,m,m′,n′ as defined in Eq. (A10) and (A11), we
can now write the total free energy, which will in the
following be denoted shortly by F , as
F = Feff +
∫
d3xΨ∗(x) [h(x) − µ] Ψ(x) (A35)
− (ǫ0 − µ)
∫
d3xΨ∗(x)Ψ(x)
+
∑
n 6=0
{∫
d3xΨ∗
n
(x) [h(x)− µ] Ψ
n
(x)
− (ǫn − µ)
∫
d3xΨ∗
n
(x)Ψ
n
(x)
}
〈aˆ+
n
aˆ
n
〉eff
+
1
2
∫
d3xd3x′Ψ∗(x)Ψ∗(x′)U(x,x′)Ψ(x′)Ψ(x)
+
∑
n 6=0
∫
d3xd3x′Ψ∗n(x)Ψ
∗(x′)U(x,x′)
×
[
Ψ(x′)Ψ
n
(x) + Ψ
n
(x′)Ψ(x)
]
〈aˆ+
n
aˆ
n
〉eff
+
1
2
∑
n,m6=0
∫
d3xd3x′
[
Ψ∗
n
(x)Ψ∗
m
(x′)U(x,x′)Ψ
m
(x′)Ψ
n
(x)
+Ψ∗
n
(x)Ψ∗
m
(x′)U(x,x′)Ψ
n
(x′)Ψ
m
(x)
]
〈aˆ+
n
aˆ
n
〉eff 〈aˆ+maˆm〉eff .
In this theory, the condensate wave function encodes the
behaviour of the particles in the condensate, i.e. a ma-
jority of particles in the system for low enough temper-
atures, while the wave functions with n 6= 0 describe
the thermal fluctuations on top of the condensate with
increasing quantum numbers n.
2. Self-consistency equations
As the unknown one-particle basis Ψn(x) and energies
ǫn have been introduced artificially into the analysis, the
result for the free energy should not depend on them.
This is however only true for the exact expressions for
F , and does not hold for the approximated form that we
have used in the derivations following (A23). This means
that the approximation for the free energy F does indeed
depend on the one-particle basis and energies, but this
dependence is unphysical and undesired. For this reason,
we have to demand that the dependence of the free en-
ergy on these quantities be as small as possible - which
mathematically corresponds to an extremization. This
is the principle of minimal sensitivity, which was firstly
introduced in Ref. [45]. The equations obtained by vary-
ing the free energy (A35) with respect to the condensate
and thermal wave functions Ψ∗(x) and Ψ∗n(x),
δF
δΨ∗(x)
=
δF
δΨ∗
n
(x)
= 0 . (A36)
are called first and second Hartree-Fock equations, re-
spectively. Furthermore, also the variation of the free
energy with respect to the one-particle energies ǫn must
vanish,
∂F
∂ǫn
= 0 . (A37)
Finally, the derivation of F with respect to the chemical
potential must yield the total number of particles N in
the system,
− ∂F
∂µ
= N . (A38)
We now define the densities of condensate and thermal
fluctuations as
n0(x) = |Ψ(x)|2 , nth(x,x′) =
∑
n 6=0
Ψ∗n(x)Ψn(x
′)
eβ(ǫn−µ) − 1 .
(A39)
For equal arguments of the thermal density, we will use
the abbreviation nth(x,x) = nth(x).
With this, the variation of the free energy with respect to
the condensate wave function leads to the first Hartree-
Fock equation,
δF
δΨ∗(x)
= [h(x) − µ] Ψ(x) (A40)
+
∫
d3x′ U(x,x′)
{[
n0(x
′) + nth(x
′)
]
Ψ(x)
+ nth(x
′,x)Ψ(x′)
}
= 0 ,
whereas the variation of F with respect to the thermal
wave functions yields the second Hartree-Fock equation,
δF
δΨ∗
n
(x)
= [h(x)− ǫn] Ψn(x) (A41)
+
∫
d3x′ U(x,x′)
{[
n0(x
′) + nth(x
′)
]
Ψn(x)
+
[
Ψ∗(x′)Ψ(x) + nth(x
′,x)
]
Ψ
n
(x′)
}
= 0 .
In both equations, the first, local part of the interaction
is referred to as Hartree term, or direct interaction term,
whereas the second, bilocal part is the Fock term, or ex-
change interaction term.
The derivation of the free energy with respect to the en-
ergies ǫn reproduces the already known identity (A28) for
the expectation value of the two-point correlation func-
tion of the creation and annihilation operators. Finally,
the negative derivative of the free energy with respect to
the chemical potential,
N =
∫
d3x [n0(x) + nth(x)] (A42)
recovers correctly the total number of particles in the
system.
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3. Semi-classical limit
Instead of using the wave functions of condensate and
thermal fluctuations, we now pursue a different approach
and define the densities of condensate and thermal cloud
in the semi-classical limit as the basic variables instead.
Let us thus first take the semi-classical limit of the free
energy, introducing both condensate and thermal density
instead of the wave functions, and then show that it is
possible to derive the correct Hartree-Fock equations by
variation of the semi-classical free energy with respect to
the respective densities.
In the semi-classical approximation we use plane waves as
an ansatz for the thermal wave functions, i.e. Ψn(x) →
Ψ
k
(x) = eikx, so the discrete energies ǫn become local
dispersions ǫk(x). Furthermore, we apply the Thomas-
Fermi approximation for the condensate, which means
neglecting the Laplace term for the condensate wave
functions. In addition, the sums over the quantum num-
bers n are replaced by integrals in k-space, which changes
the thermal density in (A39) to
nth(x) =
∫
d3k
(2π)3
nth(x,k) . (A43)
Here we have defined the thermal Wigner quasiprobabil-
ity,
nth(x,k) =
1
eβ[ǫk(x)−µ]
, (A44)
which will become the variational parameter instead of
the thermal density itself. Applying all the prescriptions
above, the semi-classical approximation of the free en-
ergy (A35) reads
FSC =
1
β
∫
d3x
∫
d3k
(2π)3
ln
{
1− e−β[ǫk(x)−µ]
}
(A45)
+
∫
d3x [V (x)− µ] n0(x)
+
∫
d3x
∫
d3k
(2π)3
[
h¯2k2
2m
+ V (x)− ǫk(x)
]
nth(x,k)
+
∫
d3xd3x′ U(x,x′)
[1
2
n0(x)n0(x
′) + n0(x
′)nth(x)
+
√
n0(x′)n0(x)nth(x,x
′) +
1
2
nth(x)nth(x
′)
+
1
2
nth(x,x
′)nth(x
′,x)
]
.
Let us now derive the semi-classical Hartree-Fock equa-
tions by variation of FSC with respect to the densities.
The extremization of FSC with respect to the condensate
density n0(x) yields
δFSC
δn0(x)
= V (x)− µ+
∫
d3x′ U(x,x′)
[
n0(x
′) + nth(x
′)
]
+
1
2
∫
d3x′ U(x,x′)
√
n0(x′)
n0(x)
[
nth(x
′,x) + nth(x,x
′)
]
= 0 .
(A46)
Considering a multiplication with the wave function
Ψ(x) ≡
√
n0(x), this correctly corresponds to the
Hartree-Fock equation for the condensate (A40) in the
Thomas-Fermi-approximation.
In view of the variation of FSC with respect to the ther-
mal quasiprobability nth(x,k) we first have to define the
Wigner quasiprobability function for the bilocal thermal
density. Generalizing the notion (A43) straightforwardly
for different arguments x,x′, we get from (A39)
nth(x,x
′)→ nth(R, s) =
∫
d3k
(2π)3
e−iks
eβ[ǫk(R)−µ] − 1
=:
∫
d3k
(2π)3
e−iks nth(R, s,k) ,
(A47)
where we have adapted the center-of-mass coordinate
R = (x + x′)/2 and the relative coordinate s = x − x′
instead of x and x′. This general definition is in accor-
dance with the definition (A43) for the local expression
of the thermal density, since in the case x = x′ we have
nth(x,x) ≡ nth(R, s = 0) =
∫
d3k
(2π)3
1
eβ[ǫk(R)−µ] − 1
=
∫
d3k
(2π)3
nth(R,k) , (A48)
which is identical with the Wigner quasiprobability de-
fined in Eq. (A43). The semi-classical free energy (A45)
can be rewritten in terms of R and s as
FSC =
1
β
∫
d3R
∫
d3k
(2π)3
ln
{
1− e−β[ǫk(R)−µ]
}
(A49)
+
∫
d3R [V (R)− µ] n0(R)
+
1
2
∫
d3Rd3sU(s)n0
(
R+
s
2
)
n0
(
R− s
2
)
+
∫
d3R
∫
d3k
(2π)3
[
h¯2k2
2m
+ V (R)− ǫk(R)
]
nth(R,k)
+
∫
d3Rd3s
∫
d3k
(2π)3
U(s)
[
n0
(
R− s
2
)
nth
(
R+
s
2
)
+
√
n0
(
R+
s
2
)
n0
(
R− s
2
)
nth(R,k) e
−iks
]
+
1
2
∫
d3Rd3s
∫
d3kd3k′
(2π)6
U(s)
×
[
nth
(
R+
s
2
,k
)
nth
(
R− s
2
,k′
)
+ e−is(k−k
′) nth(R,k)nth(R,k
′)
]
.
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The total variation of the free energy with respect to
nth(R,k) then reads
δFSC
δnth(R,k)
=
h¯2k2
2m
+ V (R) +
∫
d3sU(s)n0
(
R− s
2
)
−ǫk(R) +
∫
d3sU(s) e−iks
√
n0
(
R+
s
2
)
n0
(
R− s
2
)
+
∫
d3s
∫
d3k′
(2π)3
U(s)
[
nth
(
R− s
2
,k′
)
+ e−is(k−k
′) nth
(
R+
s
2
,k
)]
= 0 . (A50)
This yields the local dispersion of the thermal fluctua-
tions, now in terms of x and x′, as
ǫk(x) =
h¯2k2
2m
+ V (x) +
∫
d3x′ U(x,x′)n0(x
′) (A51)
+
∫
d3x′ U(x,x′) e−ik(x−x
′)
√
n0 (x)n0 (x′)
+
∫
d3x′
∫
d3k′
(2π)3
U(x,x′)
[
nth(x
′,k′)
+ e−i(x−x
′)(k−k′) nth(x,k
′)
]
.
The derivation of FSC with respect to the energies ǫk(x)
simply rederives the form of the function nth(x,k) as
introduced in Eq. (A43). The derivation of FSC with re-
spect to the chemical potential µ leads as expected again
to the particle number equation (A42). The fact that
we obtained consistent equations from the variation of
the semi-classical free energy with respect to the conden-
sate and thermal density shows that the semi-classical
limit conserves the physical properties of the system. The
semi-classical output of the Hartree-Fock theory consists
thus of the equation of motion for the condensate density
Eq. (A46) and the semi-classical energies of the thermal
fluctuations Eq. (A51).
4. Specializing to contact and gravitational
interaction
These two Hartree-Fock equations can now be specified
to a system with repulsive contact and attractive gravi-
tational interactions. To this end the general interaction
U(x− x′) is replaced by Eq. (3), and we set the external
potential to zero, i.e. V (x) = 0. In terms of these in-
teractions, the two exact Hartree-Fock equations (A40)
and (A41) read
−µΨ(x) + g [n0(x) + 2nth(x)] Ψ(x) (A52)
−
∫
d3x′
Gm2
|x− x′|
{
[n0(x
′) + nth(x
′)] Ψ(x)
+ nth(x
′,x)Ψ(x′)
}
= 0 ,
and
[h(x)− ǫn]Ψn(x) + g [2n0(x) + 2nth(x)] Ψn(x) (A53)
−
∫
d3x′
Gm2
|x− x′|
{
[n0(x
′) + nth(x
′)] Ψ
n
(x)
+
[√
n0(x′)n0(x) + nth(x
′,x)
]
Ψn(x
′)
}
= 0 ,
respectively, where we have used the identification
Ψ∗(x′)Ψ(x) ≡
√
n0(x′)n0(x) (A54)
by assuming that the condensate wave function Ψ(x) just
contains a global phase, which is justified for a station-
ary superfluid with vanishing velocity. The first parts
of each equation are familiar from a system of particles
in an external trap considering only contact interaction
between the particles, as is the case for most BEC ex-
periments in the lab. With the gravitational interaction
the situation becomes less convenient due to its nonlo-
cality. In particular, the Fock terms of the gravitational
interaction pose a problem since they contain the bilocal
form of the respective densities, i.e.
√
n0(x′)n0(x) and
nth(x
′,x). Due to the mathematical difficulties related to
these terms, we discard the bilocal contributions to the
theory, i.e. we will carry out a Hartree-approximation
for the gravitational interaction, ad neglect the bilocal
Fock-terms.
With this we conclude from Eq. (A52) that the equation
is fulfilled either if the wave function Ψ(x) is zero, or the
equation
−µ+ g [n0(x) + 2nth(x)] (A55)
−
∫
d3x′
Gm2
|x− x′|
[
n0(x
′) + nth(x
′)
]
= 0
holds. Therefore, the system contains two regimes - one,
where the condensate wave function, or density, vanishes,
and another, in which the condensate density is non-zero
and the dynamics of condensate and thermal density are
determined by Eq. (A55).
The semi-classical limit of the second Hartree-Fock equa-
tion (A53) just gives the thermal energies (A51) as a
function of the wavenumber k,
ǫk(x) =
h¯2k2
2m
+ 2g
[
n0(x) + nth(x)
]
(A56)
−
∫
d3x′
Gm2
|x− x′|
[
n0(x
′) + nth(x
′)
]
.
The two equations (A55) and (A56) will be the starting
point of our calculations in Section II.
