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REFINED q-TRINOMIAL COEFFICIENTS AND TWO INFINITE HIERARCHIES
OF q-SERIES IDENTITIES
ALEXANDER BERKOVICH AND ALI KEMAL UNCU
To Peter—king of the castle—Paule on the occasion of his 60th birthday
Abstract. We will prove an identity involving refined q-trinomial coefficients. We then extend this
identity to two infinite families of doubly bounded polynomial identities using transformation properties
of the refined q-trinomials in an iterative fashion in the spirit of Bailey chains. One of these two
hierarchies contains an identity which is equivalent to Capparelli’s first Partition Theorem.
1. Introduction
There are many important transformations for the q-binomial coefficients of the type
(1.1)
L∑
r=0
qr
2
(q; q)2L
(q; q)L−r(q; q)2r
[
2r
r − j
]
q
= qj
2
[
2L
L− j
]
q
in the q-series literature (see [8], and the references there). Throughout this work |q| < 1. Here, the
q-Pochhammer symbols are defined as
(a; q)n := (1 − a)(1− aq)(1− aq
2) . . . (1 − aqn−1),(1.2)
for any non-negative integer n. In addition, we have
(a; q)∞ := lim
n→∞
(a; q)n,(1.3)
(a1, a2, . . . , ak; q)n := (a1; q)n(a2; q)n . . . (ak; q)n.(1.4)
We extend the definition of q-Pochhamer symbols to negative n using
(a; q)n =
(a; q)∞
(aqn; q)∞
.(1.5)
Observe that (1.5) implies
1
(q; q)n
= 0 if n < 0.(1.6)
The q-binomial coefficients are defined as[
m+ n
m
]
q
:=
{
(q;q)m+n
(q;q)m(q;q)n
, for m,n ≥ 0,
0, otherwise.
(1.7)
The salient features of (1.1) are that the sum over a q-binomial coefficient multiplied by a simple
factor yields a q-binomial coefficient, and the dependence on the variable j is simple. Furthermore, this
summation can be applied multiple times in an iterative fashion. This type of transformations were
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used by Bailey [5] and Slater [16], but the real value of the iterative power was first realized by Peter
Paule [12, 13] and George E. Andrews [1].
For example, we start with the simple identity
δL,0 =
L∑
j=−L
(−1)jq(
j
2)
[
2L
L+ j
]
q
,(1.8)
where δi,j is the Kronecker delta function. Following the change of variable L 7→ r in (1.8), we multiply
both sides by
(1.9)
qr
2
(q; q)2L
(q; q)L−r(q; q)2r
,
and sum both sides with respect to r ≥ 0. This yields
(1.10)
(q; q)2L
(q; q)L
=
L∑
j=−L
(−1)jqj
2+(j2)
[
2L
L+ j
]
q
,
using the identity (1.1).
It is well known that
lim
L→∞
[
L
m
]
q
=
1
(q; q)m
.(1.11)
For any j ∈ Z≥0 and ν = 0 or 1
lim
L→∞
[
2L+ ν
L+ j
]
q
=
1
(q; q)∞
.(1.12)
Using (1.12) to take the limit L→∞ of (1.10), we get
(1.13) (q; q)∞ =
∞∑
j=−∞
(−1)jq
3j2−j
2 .
This is nothing but Euler’s Pentagonal Number Theorem. Note that this can also be viewed as a special
case (q, z) 7→ (q3/2,−q1/2) of the celebrated result:
Theorem 1.1 (Jacobi Triple Product Identity). For complex numbers z 6= 0 and |q| < 1, we have
(1.14)
∞∑
j=−∞
zjqj
2
=
(
q2,−zq,−
q
z
; q2
)
∞
.
We can apply (1.1) to the identity (1.10) after changing the variable L 7→ r in (1.10), multiply both
sides by (1.9) and sum both sides again with respect to r ≥ 0. This yields
(1.15)
(q; q)2L
(q; q)L
L∑
r=0
qr
2
[
L
r
]
q
=
L∑
j=−L
(−1)jq2j
2+(j2)
[
2L
L+ j
]
q
.
Letting L → ∞, using (1.11), (1.12), (1.14) with (q, z) 7→ (q5/2,−q1/2), and doing some simple simplifi-
cations one obtains the first Rogers–Ramanujan identity,∑
r≥0
qr
2
(q; q)r
=
1
(q, q4; q5)∞
.
Proceeding in the same fashion, one can keep on applying (1.1) iteratively ν + 1 times to (1.8). This
way one obtains the famous Andrews–Gordon infinite hierarchy of identities as L→∞,
(1.16)
∑
n1,n2,...,nν≥0
qN
2
1+N
2
2+···+N
2
ν
(q; q)n1(q; q)n2 . . . (q; q)nν
=
∏
n6≡0,±(ν+1) (mod 2ν + 3)
1
1− qn
,
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where Nk = nk + nk+1 + · · ·+ nν for k = 1, 2, . . . , ν.
In [4], Andrews and Baxter defined the q-trinomial coefficients,(
L, b
a
; q
)
2
:=
∑
n≥0
qn(n+b)
(q; q)L
(q; q)n(q; q)n+a(q; q)L−2n−a
,(1.17)
T0
(
L
a
; q
)
:= q
L2−a2
2
(
L, a
a
;
1
q
)
2
.(1.18)
Following that Warnaar [17, 18] defined a refinement of these coefficients:
T
(
L, M
a, b
; q
)
:=
∑
n≥0,
L−a≡n (mod 2)
q
n2
2
[
M
n
]
q
[
M + b+ L−a−n2
M + b
]
q
[
M − b+ L+a−n2
M − b
]
q
,(1.19)
S
(
L, M
a, b
; q
)
:=
∑
n≥0
qn(n+a)
[
M + L− a− 2n
M
]
q
[
M − a+ b
n
]
q
[
M + a− b
n+ a
]
q
.(1.20)
These refined trinomials obey transformation properties somewhat similar to (1.1). Therefore, they can
be used in an iterative fashion [18].
In this paper, we prove a new doubly bounded polynomial identity using the symbolic tools developed
by the Algorithmic Combinatorics group at the Research Institute for Symbolic Computation.
Theorem 1.2. For L and M being non-negative integers, we have
(1.21)
∑
m≥0,
L≡m (mod 2)
qm
2
[
3M
m
]
q2
[
2M + L−m2
2M
]
q6
=
∞∑
j=−∞
q3j
2+2jT
(
L, M
j, j
; q6
)
.
Then we use transformation properties for the refined trinomials defined in (1.19) and (1.20) to obtain
two new infinite hierarchies of q-series identities. An unusual feature of these identities is the presence of
various q-factorial bases such as in the following theorem with bases q2, q3, q6 etc.
Theorem 1.3. Let ν be a positive integer, and let Nk = nk + nk+1 + · · ·+ nν , for k = 1, 2, . . . , ν. Then,
∑
n1,n2,...,nν≥0
q3(N
2
1+N
2
2+···+N
2
ν )(−q; q2)3nν
(q6; q6)n1(q
6; q6)n2 . . . (q
6; q6)nν−1(q
6; q6)2nν
=
(−q3; q3)∞
(q12; q12)∞
(q6(ν+1),−q3ν+1,−q3ν+5; q6(ν+1))∞.(1.22)
This paper is structured as follows. Section 2 has a short list of known identities that will be needed
later. Section 3 is totally dedicated to the proof of Theorem 1.2. In Section 4, we discuss the asymptotics
of q-trinomial coefficients, and present two transformation formulas of Warnaar for the refined q-trinomial
coefficients (1.19) and (1.20). We also discuss an analog of the Bailey Lemma (Theorem 4.2). In Section 5,
we apply (4.12) to (1.21) in an iterative fashion. This application yields a doubly bounded infinite
hierarchy. The asymptotic analysis and the proof of Theorem 1.3 are also given in Section 5. In Section 6,
we use the second transformation (4.13) of Theorem 4.2, which yields another doubly bounded hierarchy of
polynomial identities, and do its asymptotic analysis. In this way we see a connection with the Capparelli
partition theorem. In Section 7 we briefly discuss variants of Theorem 1.2.
2. q-Binomial Theorem and Its Corollaries
Theorem 2.1 (q-Binomial Theorem). For variables a, q, and z,
(2.1)
∑
n≥0
(a; q)n
(q; q)n
tn =
(at; q)∞
(t; q)∞
.
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Note that by setting (a, t) 7→ (q−L,−zqL) in (2.1), and using[
L
n
]
q
=
(q−L; q)n
(q; q)n
(−1)nqLn−(
n
2),
we derive
(2.2)
∑
n≥0
q(
n
2)zn
[
L
n
]
q
= (−z; q)L.
We remark that (2.2) implies
(2.3)
∑
n≥0,
n≡σ (mod 2)
q(
n
2)zn
[
L
n
]
q
=
(−z; q)L + (−1)
σ(z; q)L
2
,
where σ = 0 or 1.
Another important corollary of the q-binomial theorem (Theorem 2.1) is the polynomial analog of the
identity (1.14) [3, p.49, Ex.1].
(2.4)
M∑
j=−M
qj
2
zj
[
2M
M + j
]
q2
=
(
−zq,−
q
z
; q2
)
M
.
Note that (1.8) is a special case of (2.4) with (q, z) 7→ (q1/2,−q1/2). Another special case of (2.4) with
(q, z) 7→ (q3, q2) is
(2.5)
M∑
j=−M
q3j
2+2j
[
2M
M + j
]
q6
= (−q,−q5; q6)M .
3. Proof of Theorem 1.2
Let
G (L,M, k, q) := q(L−2k)
2
[
3M
L− 2k
]
q2
[
2M + k
k
]
q6
(3.1)
and
F (L,M, k, j, q) := q3j
2+2j+3(L−j−2k)2
[
M
L− j − 2k
]
q6
[
M + j + k
k
]
q6
[
M + k
k + j
]
q6
.(3.2)
Note that ∑
k≥0
G (L,M, k, q) and
∑
j,k≥0
F (L,M, k, j, q)
are the left-hand and right-hand sides of (1.21), respectively.
The Mathematica packages Sigma [15] and qMultiSum [14] (both implemented by the Algorithmic
Combinatorics group at the Research Institute for Symbolic Computation) are both capable of finding
and automatically proving recurrences for these functions. Here we start with the recurrences that
qMultiSum finds for the summands (3.1) and (3.2):
q9+18M
(
1− q12+6L+6M
)
G (L,M, k, q)− q4+12M
(
1 + q2 + q4
) (
−1 + q18+6L+12M
)
G (L+ 1,M, k, q)
+ q1+6M
(
1− q24+6L+18M
) (
1 + q2 + q4
)
G (L+ 2,M, k, q)−
(
1− q12+24M
)
G (L+ 3,M + 1, k, q)
+
(
1− q30+6L+24M
)
G (L+ 3,M, k, q) + q6+12M
(
1 + q6
) (
1− q6+12M
)
G (L+ 1,M + 1, k − 1, q)
= 0
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and
q9+18M
(
1− q12+6L+6M
)
F (L,M, k − 1, j − 1, q) + q4+12M
(
1− q18+6L+12M
)
F (L+ 1,M, k − 1, j, q)
+ q6+12M
(
1− q18+6L+12M
)
F (L+ 1,M, k − 1, j − 1, q)−
(
1− q12+24M
)
F (L+ 3,M + 1, k, j − 1, q)
+ q3+6M
(
1− q24+6L+18M
)
F (L+ 2,M, k, j − 1, q) + q5+6M
(
1− q24+6L+18M
)
F (L+ 2,M, k, j − 2, q)
+ q1+6M
(
1− q24+6L+18M
)
F (L+ 2,M, k − 1, j, q) +
(
1− q30+6L+24M
)
F (L+ 3,M, k, j − 1, q)
+
(
1 + q6
)
q6+12M
(
1− q6+12M
)
F (L+ 1,M + 1, k − 1, j − 1, q)
+ q8+12M
(
1− q18+6L+12M
)
F (L+ 1,M, k, j − 2, q) = 0.
Once summed over the variable k for G(L,M, k, q), and varibles k and j for F(L,M, k, j, q), we see that
they satisfy the same recurrence,
q9+18M
(
1− q12+6L+6M
)
Sˆ (L,M, q)− q4+12M
(
1 + q2 + q4
) (
−1 + q18+6L+12M
)
Sˆ (L+ 1,M, q)
+ q1+6M
(
1− q24+6L+18M
) (
1 + q2 + q4
)
Sˆ (L+ 2,M, q) +
(
1− q30+6L+24M
)
Sˆ (L+ 3,M, q)(3.3)
+ q6+12M
(
1 + q6
) (
1− q6+12M
)
Sˆ (L+ 1,M + 1, q)−
(
1− q12+24M
)
Sˆ (L+ 3,M + 1, q) = 0.
This is also the same recurrence one would get from the package Sigma. It remains to show that the the
left-hand side and the right-hand side of (1.21) satisfy the same initial conditions. Observe that
(3.4) Sˆ(L, 0, q) =
1 + (−1)L
2
, and Sˆ(0,M, q) = 1,
for any non-negative integer L and M . Moreover, we have
(3.5) Sˆ(1,M, q) = q
[
3M
1
]
q2
, and Sˆ(2,M, q) =
[
2M + 1
1
]
q6
+ q4
[
3M
2
]
q2
,
for any non-negative integer M . The recurrence (3.3), and the boundary conditions (3.4) and (3.5)
uniquely define Sˆ(L,M, q). 
4. Asymptotics and Transformations of the Refined Trinomial Coefficients
For σ = 0 or 1, we have the following limits.
lim
M→∞
T
(
L, M
a, b
; q
)
=
1
(q; q)L
T0
(
L
a
; q
)
,(4.1)
lim
L→∞,
L−a≡σ (mod 2)
T
(
L, M
a, b
; q
)
=
(−q1/2; q)M + (−1)
σ(q1/2; q)M
2(q; q)2M
[
2M
M − b
]
q
,(4.2)
lim
L→∞,
L−a≡σ (mod 2)
T0
(
L
a
; q
)
=
(−q1/2; q)∞ + (−1)
σ(q1/2; q)∞
2(q; q)∞
.(4.3)
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Moreover,
lim
M→∞
S
(
L, M
a, b
; q
)
=
1
(q; q)L
(
L, a
a
; q
)
2
,(4.4)
lim
L→∞
S
(
L, M
a, b
; q
)
=
1
(q; q)M
[
2M
M − b
]
q
,(4.5)
lim
L→∞
(
L, a
a
; q
)
2
=
1
(q; q)∞
.(4.6)
We would like to note that the limits (4.1), (4.4), and (4.5) can be found in Warnaar’s work [18,
(2.12),(2.13),(2.17)]. The limit (4.3) appears in Andrews–Baxter work [4, (2.55),(2.56)]. The limit (4.6)
is also discussed in [4, (2.48)]. The authors could not find the limit (4.2) in the literature. This limit can
be proven by using (1.11) followed up with (2.3).
Letting M →∞ in (1.21), and using (4.1), we get
(4.7)
∑
m≥0,
L≡m (mod 2)
qm
2 (q6; q6)L
(q2; q2)m(q6; q6)(L−m)/2
=
L∑
j=−L
q3j
2+2jT0
(
L
j
; q6
)
.
Observe that after the change of variables n = (L −m)/2, this identity becomes [7, (3.9)] with q 7→ q2.
Replacing L 7→ 2L+ σ, with σ = 0, 1, letting L tend to ∞, we get the following with the aid of (4.2),
(−q; q2)3M + (−1)
σ(q; q2)3M
= (−q3; q6)M
M∑
j=−M
q3j
2+2j
[
2M
M + j
]
q6
+ (−1)σ(q3; q6)M
M∑
j=−M
(−1)jq3j
2+2j
[
2M
M + j
]
q6
.(4.8)
It is easy to check that (4.8) follows from the identity (2.5).
Theorem 4.1 (Warnaar [17, 18]). For L,M, a, b ∈ Z and ab ≥ 0
M∑
i=0
q
i2
2
[
L+M − i
L
]
q
T
(
L− i, i
a, b
; q
)
= q
b2
2 T
(
L, M
a+ b, b
; q
)
.(4.9)
For L,M, a, b ∈ Z with ab ≥ 0, and |a| ≤M if |b| ≤M and |a+ b| ≤ L, then
M∑
i=0
q
i2
2
[
L+M − i
L
]
q
T
(
i, L− i
b, a
; q
)
= q
b2
2 S
(
L, M
a+ b, b
; q
)
.(4.10)
The transformation formulas (4.9) and (4.10) directly imply the following theorem.
Theorem 4.2. Let FL,M (q) and αj(q) be sequences, and L,M,m, n ∈ Z≥0. If
FL,M (q) =
∞∑
j=−∞
αj(q)T
(
L, M
mj, nj
; q
)
(4.11)
holds, then
∑
i≥0
q
i2
2
[
L+M − i
L
]
q
FL−i,i(q) =
∞∑
j=−∞
q
(nj)2
2 αj(q)T
(
L, M
(m+ n)j, nj
; q
)
(4.12)
and
∑
i≥0
q
i2
2
[
L+M − i
L
]
q
Fi,L−i(q) =
∞∑
j=−∞
q
(mj)2
2 αj(q)S
(
L, M
(m+ n)j, mj
; q
)
(4.13)
are true.
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Note that (4.12) can be used in combination with an appropriately chosen identity in an iterative
fashion. This leads to an infinite hierarchy of identities. On the other hand, the identity (4.13) can only
be used once.
5. The First Doubly Bounded Infinite Hierarchy and Its Asymptotics
We use (4.12) ν times with q 7→ q6 on (1.21) and obtain the following infinite hierarchy.
Theorem 5.1. Let ν be a positive integer, and let Nk = nk + nk+1 + · · ·+ nν , for k = 1, 2, . . . , ν. Then,∑
m,n1,n2,...,nν≥0,
L+m≡N1+N2+···+Nν (mod 2)
qm
2+3(N21+N
2
2 ···+N
2
ν )
[
L+M −N1
L
]
q6
[
3nν
m
]
q2
(5.1)
×
[
2nν +
L−m−N1−N2−···−Nν
2
2nν
]
q6
ν−1∏
j=1
[
L−
∑j
l=1Nl + nj
nj
]
q6
=
∞∑
j=−∞
q3(ν+1)j
2+2jT
(
L, M
(ν + 1)j, j
; q6
)
.
We replace L 7→ 2L+ σ, with σ = 0, 1, and sum over σ, in (5.1). Letting L→ ∞ and using the (2.2)
and (4.2), we get the following theorem.
Theorem 5.2. Let ν be a positive integer, and let Nk = nk + nk+1 + · · ·+ nν , for k = 1, 2, . . . , ν. Then,∑
n1,n2,...,nν≥0
q3(N
2
1+N
2
2+···+N
2
ν )(−q; q2)3nν
(q6; q6)M−N1(q
6; q6)n1(q
6; q6)n2 . . . (q
6; q6)nν−1(q
6; q6)2nν
=
(−q3; q6)M
(q6; q6)2M
M∑
j=−M
q3(ν+1)j
2+2j
[
2M
M + j
]
q6
.(5.2)
The ν = 1 case of the identity (5.2) yields a finite analog of the identity [6, (6.7)].
Corollary 5.3.
(5.3)
M∑
n=0
q3n
2
(−q; q2)3n
(q6; q6)M−n(q6; q6)2n
=
(−q3; q6)M
(q6; q6)2M
M∑
j=−M
q6j
2+2j
[
2M
M + j
]
q6
.
We can also take the limit M →∞ in the identity (5.1). Using (4.1) we get another infinite hierarchy.
Theorem 5.4. Let ν be a positive integer, and let Nk = nk + nk+1 + · · ·+ nν , for k = 1, 2, . . . , ν. Then,∑
m,n1,n2,...,nν≥0,
L+m≡N1+N2+···+Nν (mod 2)
qm
2+3(N21+N
2
2+···+N
2
ν )
[
3nν
m
]
q2
×
[
2nν +
L−m−N1−N2−···−Nν
2
2nν
]
q6
ν−1∏
j=1
[
L−
∑j
l=1Nl + nj
nj
]
q6
(5.4)
=
∞∑
j=−∞
q3(ν+1)j
2+2jT0
(
L
(ν + 1)j
; q6
)
.
Letting M →∞ in (5.2) and using (1.12) and (1.14) proves Theorem 1.3.
6. The Second Doubly Bounded Infinite Hierarchy and Its Asymptotics
Now we look at the implications of (4.13). First we apply this identity with q 7→ q3 to (1.21) with
q2 7→ q:
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Theorem 6.1. For L and M non-negative integers, we have
(6.1)
∑
i,m≥0,
i+m≡0 (mod 2)
q
m2+3i2
2
[
L+M − i
L
]
q3
[
3(L− i)
m
]
q
[
2(L− i) + i−m2
2(L− i)
]
q3
=
∞∑
j=−∞
q3j
2+jS
(
L, M
2j, j
; q3
)
.
We can also apply (4.13) with q 7→ q3 to (5.1) with q2 7→ q. This yields the following result.
Theorem 6.2. Let ν be a positive integer, and let Nk = nk + nk+1 + · · ·+ nν , for k = 1, 2, . . . , ν. Then,
∑
i,m,n1,n2,...,nν≥0,
i+m≡N1+N2+···+Nν (mod 2)
q
m2+3(i2+N21+N
2
2 ···+N
2
ν)
2
[
L+M − i
L
]
q3
[
L−N1
i
]
q3
[
3nν
m
]
q
(6.2)
×
[
2nν +
i−m−N1−N2−···−Nν
2
2nν
]
q3
ν−1∏
j=1
[
i−
∑j
l=1Nl + nj
nj
]
q3
=
∞∑
j=−∞
q3(
ν+2
2 )j
2+jS
(
L, M
(ν + 2)j, (ν + 1)j
; q3
)
.
Taking the limit M →∞ in (6.1), and changing the summation variable (i−m)/2 = n we get
(6.3)
∑
n,m≥0
qQ(m,n)
[
3(L− 2n−m)
m
]
q
[
2(L− 2n−m) + n
n
]
q3
=
∞∑
j=−∞
q3j
2+j
(
L, 2j
2j
; q3
)
2
,
where Q(m,n) := 2m2 + 6mn+ 6n2.
The polynomials on the right-hand side of (6.3) were first discussed by Andrews in [2]. The identity,
on the other hand, was first proven in [6].
The limit L→∞ in (6.1) yields
(6.4)
∑
n,m≥0
qQ(m,n)
(q3; q3)M
(q; q)m(q3; q3)n(q3; q3)M−2n−m
=
∞∑
j=−∞
q3j
2+j
[
2M
M + j
]
q3
.
This formula was first discussed in [6], and it is proven in a wider context in [7].
Finally, when L and M both tend to ∞, a simple change of variables together with the Jacobi Triple
Product identity (1.14) yields
(6.5)
∑
m,n≥0
qQ(m,n)
(q; q)m(q3; q3)n
= (−q2,−q4; q6)∞(−q
3; q3)∞,
where Q(m,n) = 2m2 + 6mn+ 6n2, after simplifications.
The identity (6.5) was recently proposed independently by Kanade–Russell [10] and Kurs¸ungo¨z [11].
They showed that (6.5) is equivalent to the following partition theorem:
Theorem 6.3 (Capparelli’s First Partition Theorem [9]). For any integer n, the number of partitions of
n into distinct parts where no part is congruent to ±1 modulo 6 is equal to the number of partitions of
n into parts, not equal to 1, where the minimal difference between consecutive parts is 2; the difference
between consecutive parts is greater than or equal to 4 unless consecutive parts are 3k and 3k+3 (yielding
a difference of 3), or 3k − 1 and 3k + 1 (yielding a difference of 2) for some k ∈ N.
Taking limits M →∞ and L→∞ in (6.2), we get Theorems 6.4 and 6.5, respectively.
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Theorem 6.4. Let ν be a positive integer, and let Nk = nk + nk+1 + · · ·+ nν , for k = 1, 2, . . . , ν. Then,∑
i,m,n1,n2,...,nν≥0,
i+m≡N1+N2+···+Nν (mod 2)
q
m2+3(i2+N21+N
2
2+···+N
2
ν )
2
[
L−N1
i
]
q3
[
3nν
m
]
q
×
[
2nν +
i−N1−N2−···−Nν−m
2
2nν
]
q3
ν−1∏
j=1
[
i−
∑j
k=1 Nk + nj
nj
]
q3
(6.6)
=
∞∑
j=∞
q3(
ν+2
2 )j
2+j
(
L, (ν + 2)j
(ν + 2)j
; q3
)
2
.
Theorem 6.5. Let ν be a positive integer, and let Nk = nk + nk+1 + · · ·+ nν , for k = 1, 2, . . . , ν. Then,∑
i,m,n1,n2,...,nν≥0,
i+m≡N1+N2+···+Nν (mod 2)
q
m2+3(i2+N21+N
2
2+···+N
2
ν )
2
[
M
i
]
q3
[
3nν
m
]
q
×
[
2nν +
i−N1−N2−···−Nν−m
2
2nν
]
q3
ν−1∏
j=1
[
i−
∑j
k=1 Nk + nj
nj
]
q3
(6.7)
=
∞∑
j=∞
q3(
ν+2
2 )j
2+j
[
2M
M + (ν + 1)j
]
q3
.
Finally, by letting L→∞ in (6.6), and using (4.6) and (1.14), we get the following result.
Theorem 6.6. Let ν be a positive integer, and let Nk = nk + nk+1 + · · ·+ nν , for k = 1, 2, . . . , ν. Then,
∑
i,m,n1,n2,...,nν≥0,
i+m≡N1+N2+···+Nν (mod 2)
q
m2+3(i2+N21+N
2
2+···+N
2
ν )
2
(q3; q3)i
[
3nν
m
]
q
×
[
2nν +
i−N1−N2−···−Nν−m
2
2nν
]
q3
ν−1∏
j=1
[
i−
∑j
k=1 Nk + nj
nj
]
q3
(6.8)
=
(q6(
ν+2
2 ),−q3(
ν+2
2 )+1,−q3(
ν+2
2 )−1; q6(
ν+2
2 ))∞
(q3; q3)∞
.
Note that Theorem 6.6 can also be proven by taking the limit M → ∞ in (6.7), and using (1.12)
together with (1.14).
7. Outlook
We would like to note that the identity (1.21) is not an isolated incident. This shows that there is
a more complex structure behind and there is much more to discover. We would like to give two such
example identities that we prove similarly to Theorem 1.2. Let
T1
(
L, M
a, b
; q
)
:=
∑
n≥0,
L−a≡n (mod 2)
q(
n
2)
[
M
n
]
q
[
M + b+ L−a−n2
M + b
]
q
[
M − b+ L+a−n2
M − b
]
q
,
and
T−1
(
L, M
a, b
; q
)
:=
∑
n≥0,
L−a≡n (mod 2)
q(
n+1
2 )
[
M
n
]
q
[
M + b+ L−a−n2
M + b
]
q
[
M − b + L+a−n2
M − b
]
q
.
Then we have the following theorem.
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Theorem 7.1. For L and M being non-negative integers, we have∑
m≥0
L≡m (mod 2)
qm
2∓m
[
3M
m
]
q2
[
2M + L−m2
2M
]
q6
=
∞∑
j=−∞
q3j
2+jT±1
(
L, M
j, j
; q6
)
.(7.1)
We are planning to address Theorem 7.1 and its implications elsewhere.
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