Financial market trend forecasting method is emerging as a hot topic in financial markets today. Many challenges still currently remain, and various researches related thereto have been actively conducted. Especially, recent research of neural network based financial market trend prediction has attracted much attention. However, previous researches do not deal with financial market forecasting method based on LSTM which has good performance in time series data. There is also a lack of comparative analysis in the performance of neural network based prediction techniques and traditional prediction techniques. In this paper, we propose a financial market trend forecasting method using LSTM and analyze the performance with existing financial market trend forecasting methods through experiments. This method prepares the input data set through the data preprocessing process so as to reflect all the fundamental data, technical data and qualitative data used in the financial data analysis, and makes comprehensive financial market analysis through LSTM.
Introduction
Forecasting trends in financial markets by analyzing financial market data is still challenging in many areas. This is because many factors, such as political reasons, economic conditions, and intuition of investors, affect financial markets. Equity and futures traders have sought to help with various types of intelligent systems to make investment decisions, but so far the success of existing systems has been very limited. Because financial market trends are non-linear, uncertain, and non-stationary, even financial data professionals find it difficult and complex to accurately predict financial market trends using financial market data. Nonetheless, in today's financial markets, investment banks and hedge funds such as Goldman Sachs, Quantum Funds and Renaissance Technologies are in the process of developing intelligent systems and quantitative algorithms that help to overcome the psychological bias. Also, recently, system development using machine learning techniques has been actively carried out due to the development of machine learning and computing ability and data explosion.
In the meantime, there have been various attempts to predict financial markets from traditional time series data approaches to artificial intelligence techniques including the ARCH-GARCH model, the ANN, and the method of using evolutionary algorithmic. Among them, ANN is known to be more effective than other models in forecasting financial market trend. Previous studies have shown that models using ANN perform better than statistical regression models and discriminant analysis.
In general, there are two methods of making financial market forecasts using ANN. The first methodology is to consider financial market has a recurrent structure literally, the result of the previous element affects the result of the next element. That is, the RNN has memory information on the calculated result so far, and the information up to now affects the next result. The basic structure of the RNN is shown in [ Figure 1 ].
[ Figure 1 ] The basic structure of the RNN [ Figure 1 ] shows that the recursive connection of the RNN is unfolded.   is the input at time step t.   is the hidden state value at time step t. This part acts like the memory of the network. It is calculated as <Equation 1> by the hidden state value (    ) at the previous time step t-1 and the input value (  ) at the current time step t.            <Equation 1> Computation of the RNN Hidden State  is an activation function, usually [tanh] or [RLU] are used, which is a nonlinear function. Usually, it is set that     for calculating the first hidden state is zero.   is calculated using the value of   as the output at the time step t.  and indicate respectively weights.
There is a problem that the RNN can not solve the Long Term Dependency problem which makes it difficult to connect the context of the information as the order difference becomes larger.
Long-Short Term Memory Networks
It is difficult to say that the LSTM has a structure that is inherently different from that of the RNN. However, as shown in [ Figure 2 ], we use a different structure from the RNN in calculating the hidden state. The LSTM is a special type of the RNN designed to solve the Long-Term Dependency problem of the RNN.
In the LSTM, a structure called a memory cell is used instead of a neuron of the RNN, and it can be considered as a black box that receives an input of a previous state     and a current input   as an input value. Inside the memory cell, it decides how much to retain and how much to remove the previous memory value, and calculates the value to be stored in the current memory based on the current state and the input value of the memory cell.
[ Figure 2 ] The Basic Structure of the Long-Short Term
Memory Networks
The core of the LSTM is cell state. The LSTM can add or erase information to the cell state. This is controlled by a structure called a gate, which consists of multiplying the neural network system layers and the elements, as shown in <Equation 2>. The first step in the LSTM is to decide which information to discard from the cell state. This is determined in the "forget gate". Forget gate vector (  ) takes the     and   as inputs, and is calculated using weights (, ) and bias (), and then takes the activation function (  ). The value comes out between 0 and 1, and the closer to zero, you use the less information in the past. Next, decide which values to update in the "input gate". The input gate vector (  ) also takes the     and   , is calculated using weights and bias, and takes the activation function (  ). The memory cell state (  ) is determined by multiplying the previous memory cell state (    ) and   , and adding the value multiplied by   and the activation function (   ) to the same input value. Finally, in the "output gate", the final value (  ) is determined through the activation function (  ).
This structure is more effective in dealing with long time series data.
Because financial market data used in this paper is long and the extent to which historical information affects future information is more important than other data, it is appropriate to use the LSTM for financial market trend forecasting method.
<Equation 2> LSTM's Memory Cell Calculation Process

Financial Data Analysis Methodology
Financial data analysis methodologies are divided into fundamental analysis, technical analysis, and sentiment analysis. Fundamental analysis refers to the analysis of fundamental factors and intrinsic value.
The fundamental analysis is based on the assumption that there is a gap between market value and intrinsic value, and product price converges to intrinsic value. However, the problem with data in financial statements is that timeliness may lead to inconsistencies between market value and intrinsic value. Also, there is a problem with the difficulty of systemic verification due to the reduction of objectivity in valuation of intrinsic value -8 -due to subjective intervention of experts.
The technical analysis refers to a method of analyzing the movement of stock prices using a variety of indicators such as changes in past stock prices and trading volume. The technical analysis is based on an efficient market in which all information is reflected in prices, moves with a certain trend, and stock price movements repeat similar movements. Despite the controversy about predictability, the technical analysis method is widely used in the field as a tool to grasp trends in financial markets.
The sentiment analysis is a method of forecasting financial market trends by analyzing psychological factors such as investors' greed and fear to financial markets. Subjective information is extracted through natural language processing and text analysis, and various emotions on the target are analyzed and used for decision making. However, the sentiment analysis is rarely used independently in financial data analysis. It is more relevant as an analysis to support the fundamental analysis and technical analysis.
In order to reflect the characteristics of all three analytical methods, we propose techniques to forecast financial market trends using all data for fundamental analysis, for technical analysis, and for sentiment analysis.
Financial Market Trend Forecasting Models
The financial market forecasting model presented in this paper is divided into two stages as shown in [ Figure 3 ]. The first step is the process of creating a set of data, collecting data for fundamental analysis, data for technical analysis, and data for sentiment analysis. In the fundamental analysis and the technical analysis, various indicator data and quantitative indicator data are used. In the experiment of this paper, several important indicators are selected for convenience of the calculation process, but various other indicators can be used. Although the fundamental analysis has many points to consider besides the indicators, we use indexes that can be quantified for usability of system reflection. After selecting the data to be used, collect data for each. The collected data is subjected to a preprocessing and connection process. Secondary indicators, quantitative indicators, and sentiment data selected for fundamental, technical, and sentiment analysis are connected to each other as input data, as shown in 
In addition, the process includes extracting sentiment data using an article, generating label data, and normalizing the data. Details of the process are covered in Chapter 4.1 Data Sets.
The second step is to predict the financial market trend by inputting the input data as shown in [ Figure 4 ] as the input value of the LSTM. The goal of the neural network is to predict the adjusted price of the next time step t-1.
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[ Figure 4 ] LSTM in financial market forecasting LSTM learns by using the input data, and then, in the last step, it produces a value (  ) that predicts the financial market trend through a linear regression process. The output value (   ) from the prediction model is compared with label data (label data, true value,    ), and RMSE (Root Mean Squared Error) is obtained as in Equation (7). We use this as a cost function and the optimizer learns the prediction model using Adam. [ Figure 5 ] summarizes the overall structure of the proposed system. In [ Figure 5 ] Overall structure of analytical system for forecasting financial market trend In the case of the commodity price-related data (adjusted price), since the size varies depending on the company or the market, the commodity price related data uses the normalized value using Equation (8) . The normalized value     is the value between [-1,1]. This   is the firm's commodity price at time t, where max   is the maximum value of the commodity price over the whole data period, and min   is the minimum commodity price for the entire data period.
Experiments and Results
<Equation 8> Normalization process of data of commodity price this study also requires data for technical analysis. [ Figure 6 ] is a supplementary indicator for the technical analysis used in Yakup and Jigar's study [29] . These studies used moving average line (MA), momentum stochastic index (K%, D%), RSI (Relative Strength Index), MACD (Moving Average Convergence Divergence), Larry William's R% and CCI (Commodity Channel Index). Among these data, we use RSI, CCI, and MACD data for technical analysis. The interval setting of the auxiliary index is based on 'weekly data'. The description of each indicator is covered in [29] and is not covered in detail in this paper.
[ Figure 6 ] daily/weekly data. The secured data include date, market price, high price, low price, close price, adjusted price, trading volume, and TDD.
The adjusted price is data that is more useful than other price data in data analysis because it guarantees continuity with stock price data that reflects dividend, allocation, new stock issue. In this paper, we use adjusted prices to increase the accuracy of data and use it as label data. In addition, price data is very meaningful data in addition to price data because the trading volume data generally precedes the stock price change and the trading volume increases.
Since learning data and test data are required to test the prediction results after learning the prediction model, the entire data must be divided at a certain rate. In this paper, the prediction model was studied using -18 -data from January 2000 to the end of 2015 at a ratio of 15:1, and the prediction results were measured using the data from January 2016 to February 2017 as test data .
We use enterprise tickers to identify companies, and bring the sentiment data analyzing industries, fundamental data, indicators for technology analysis (RSI and CCI, MACD), social media, and news. We crawled in 
Implementation
The prediction system implementation language was Python. Python is often used in financial data analysis because it has the advantage of being able to handle all three data acquisition, logic analysis and fulfillment phases required for financial data analysis. Data acquisition in Python can use the Web Data Extraction library (Beautiful-Soup, Request, StringIO), and also supports connections to relational databases such as MysqlDB [30] . The logic analysis area also supports python libraries, numpy [31] and pandas [32] , which deal with numbers in relational database format. Statsmodel [33] , tensorflow [34] , keras [35] , and pytorch [36] . It also supports Matplotlib [37] as a visualization tool. In addition, most securities firms' API (2000, 0.01, and 3 respectively in the experiment). We used RMSE (Root Mean Squared Error) as a cost function.
Comparison of Experimental Results
Performance Comparison with Existing Financial Market Trend
Forecasting Models
In this paper, we compare the performance of the financial market trend prediction method using the LSTM and the existing prediction model. The data used the same conditions. The comparison subjects are the study using ANN, SVM, and RNN.
In this experiment, we compared the performances according to the data types with the existing prediction models, compared the performances according to the financial market environment, and compared the performance according to the industry.
Performance Comparison with Existing Models by Data Type
When we compare the prediction performance according to the data type, the performance of the circular neural network is best when the daily data is used as shown in [Figure 8 ]. When the weekly data were used, the model using the LSTM specialized for long-term memory showed the best performance. In addition, the performance of the LSTM is significantly improved when the weekly data is used compared to the case of using the daily data. It can be seen that the LSTM is suitable for long data period compared to existing prediction models. Therefore, the prediction model shows a relatively good performance in a market environment with large variation. Figure 10 ] Performance comparison with existing model according to industry
Performance Comparison by Interval of Data
In order to evaluate the predictive performance of the proposed model Overall, the performance of week intervals was better than that of days.
It can be seen that the data with longer time intervals is more suitable for the financial market prediction model using the LSTM.
[ Figure 11 ] NASDAQ 100 daily and weekly data performance 
Performance Comparison According to Sentiment Analysis Inclusion
In order to verify the validity of the sentiment data, we compared the case where the sentiment data is included in the input data and the case where the sentiment data is not included. There were no significant differences in Support Vector Regression between the two cases. However, in the case of RNN and LSTM, sentiment data included in the input data showed better performance. This is because the source of the sentiment data is news and SNS data by date, and therefore the sentiment data also has time-series characteristics.
-29 -[ Figure 14 ] Performance Comparison According to Sentiment
Analysis Inclusion
Analysis of Forget Gate Value
In order to verify that LSTM model works well, we compared the forget gate value according to the time window size. Experimental results show that the forget gate value increases monotonously according to the window size. That is, the forget gate value is related to the window size. As the window size is shorter, the forget gate value is smaller because it is a prediction that does not require long historical data. On the contrary, as the window size increases, the long historical data is required. The larger the forget gate value, the more long historical data is retained.
[ Figure 15 ] Analysis of Forget Gate Value
Conclusion and Suggestion
In this paper, we propose a financial market forecasting method using LSTM, and apply the fundamental analysis, technical analysis, and sentiment analysis data used in predicting commodity prices and financial market trends to input values. Respectively. In addition, the performance of the proposed method is verified by comparing with various experiments and existing prediction models. It is likely that the data will be further improved by further modeling the data or by optimizing the prediction techniques more structurally.
However, since the actual financial market trends are different depending on the age and various factors are influential, it is not possible to predict the financial market trend because it shows meaningful results using only historical data. In addition, we can not overstate this forecasting system because historical data does not guarantee future data, and analysis of financial market based on strategy is based on the assumption that "the past will recur". Since the technique using the neural network basically has a 'black box' structure in which the result is not known through the process, there is a certain limit to be used in decision making in the field.
Therefore, in the field, machine learning techniques are often used for analysis of alternative data such as unstructured data processing, natural language processing, social media analysis, voice data analysis, satellite image analysis using image processing (eg. parking lot).
This paper does not deal with what kind of data is appropriate to use in financial market trend forecasting, but it proposes trend forecasting method of financial market using LSTM. Considering the fact that it is difficult to achieve performance of more than 80% in the prediction task of financial market using machine learning in the existing study, the trend forecasting model of the financial market using the LSTM proposed in this paper is based on the existing forecasting models. The results are satisfactory. In addition, we show that financial market data with time-series data works well with techniques using LSTM, compared with other schemes using other structures.
In addition, the initialization method of the prediction model and the experiment of how to solve the over sum problem (dropout) in the financial data, the correlation coefficient analysis between the index and individual companies, and the performance of the existing prediction model from various analysis will be helpful in conducting research on future financial market trend forecasting techniques.
Furthermore, It is very meaningful that we proposed model that can predict the financial market trend through various combinations of -32 -fundamental analysis data, technical analysis data, and sentiment analysis data, and compared with the existing complex mathematics and statistical financial models.
