INTRODUCTION REAL -TIME DETECTION AND DATA ACQUISITION SYSTEM FOR THE LEFT VENTRICULAR OUTLINE
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BASIC PRINCIPLES OF THE CONTOUR DETECTOR
Dynamic measurements of the size and shape of the left ventricular cavity and their correlation with simultaneously occurring pressure and flow events are of great importance in cardiovascular research. Many methods are known for measuring cardiac chamber dimensions and volume in animals and man.
However, angiocardiography has proven with time to be the most readily available and reliable method for these purposes (1).
The ability to obtain radiographic information concerning chamber size and shape for clinical or investigative use within reasonable periods of time is limited.
Presently, the acquisition of such data usually requires the manual tracing of heart outlines to properly define chamber margins, even with films of excellent quality (2, 3, 4) . The use of more advanced or partially automated systems also requires an experienced investigator to define ambiguous areas where the diaphragm or ribs cross the heart outline or the aorta passes behind the heart image (5, 6) . Reproducibility often is poor and the task is tedious because of the great number of pictures to be processed.
Since the introduction of the digital computer into the cardiovascular laboratory, many aspects of the data processing have been automated (2) .
However, the crucial part in the data acquisition and processing is still the definition and subsequent storage of the chamber margins into the digital computer.
In the last decade, many attempts have been made to automate this procedure and to come up with an automated border recognizer. Most methods are based upon computer processing of the digitized left ventricular image, making online and real -time operation impossible (7 -10) .
This paper describes a real -time detection and data acquisition system for the left vectricular outline which has potential for online use.
Research As_,ociate, NASA -Ames Research Center, Moffett Field, California 94035; Erasmus University, Rotterdam; Cardiology Division, Stanford University School of Medicine. 139 The present contour detector represents an improved version of the prototype system originally developed for the Thorax Center, Erasmus University, Rotterdam, The Netherlands (11) .
A block diagram of the contour detector is shown in Figure 1 . The x -ray image of the left ventricle is stored for subsequent processing on film (cineangiogram), video tape,or disc. The cineangiogram is converted into video format using a television camera.
When using negative film, the left ventricular chamber appears as a bright opacified structure against a dark background. The video signal from either the TV camera, video tape, or disc is the input signal to the system. Before any contour algorithm is applied, several basic operations are performed on the input signal in order to provide for a video signal with an improved signal -to -noise ratio and a restored d.c. level. Three steps are used: the signal is amplified, filtered, and clamped for d.c. level restoration. A 1 -MHz linear -phase lowpass filter suppresses the upper frequencies, which do not contain relevant contour information.
The rest of the system is divided into two almost identical subsystems, one for the left border and one for the right border.
In this context, left and right are defined with respect to the chord from the left -hand side of the aortic valve to the apex, as viewed by the investigator on a monitor screen.
The contour detection is based upon a thresholding technique which uses an analog comparator to compare the video signal with the reference level. The comparator changes state as the video signal crosses the preset reference level; this indicates the presence of a border point.
By applying the level detection at a manually adjustable d.c. reference level, all the points in the picture with the same brightness level will be detected.
In order to eliminate all but the actual left ventricular contour points, a starting point and expectation window are defined. The starting point can be manually positioned arbitrarily over the monitor screen with a joystick. This starting point indicates the position where the analog INTRODUCTION Dynamic measurements of the size and shape of the left ventricular cavity and their correlation with simultaneously occurring pressure and flow events are of great importance in cardiovascular research. Many methods are known for measuring cardiac chamber dimensions and volume in animals and man. However, angiocardiography has proven with time to be the most readily available and reliable method for these purposes (1).
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The present contour detector represents an improved version of the prototype system originally developed for the Thorax Center, Erasmus University, Rotterdam, The Netherlands (11) .
A block diagram of the contour detector is shown in Figure 1 . The x-ray image of the left ventricle is stored for subsequent processing on film (cineangiogram), video tape, or disc. The cineangiogram is converted into video format using a television camera. When using negative film, the left ventricular chamber appears as a bright opacified structure against a dark background. The video signal from either the TV camera, video tape, or disc is the input signal to the system. Before any contour algorithm is applied, several basic operations are performed on the input signal in order to provide for a video signal with an improved signal-to-noise ratio and a restored d.c. level. Three steps are used: the signal is amplified, filtered, and clamped for d.c. level restoration. A 1-MHz linear-phase lowpass filter suppresses the upper frequencies, which do not contain relevant contour information. The rest of the system is divided into two almost identical subsystems, one for the left border and one for the right border. In this context, left and right are defined with respect to the chord from the left-hand side of the aortic valve to the apex, as viewed by the investigator on a monitor screen.
The contour detection is based upon a thresholding technique which uses an analog comparator to compare the video signal with the reference level. The comparator changes state as the video signal crosses the preset reference level; this indicates the presence of a border point. By applying the level detection at a manually adjustable d.c. reference level, all the points in the picture with the same brightness level will be detected. In order to eliminate all but the actual left ventricular contour points, a starting point and expectation window are defined. The starting point can be manually positioned arbitrarily over the monitor screen with a joystick. This starting point indicates the position where the analog comparator for the left border is enabled for the first time during a video field. As soon as the video signal reaches the preset reference level, the first left border point is detected. The starting point is usually positioned at the aortic valve plane. With a short fixed delay after the first left border point has been detected, the first right border point is generated; the latter functions as the beginning point for the simulated aortic valve. The aortic valve plane is designated by the generation of a straight line, which separates the left ventricular chamber from the rest of the contrast filled aorta.
The generation is stopped as soon as the line encounters a preset reference level at the right border. The slope of the simulated aortic valve is manually adjustable by rotating the central shaft of the joystick. Figure 2 shows a left ventricular cineangiogram of a dog, with the starting point positioned at the left side of the aortic valve plane, which is designated by the generated straight line. The left ventricle has been oriented such that the longest chord is about perpendicular to the direction of the scan lines.
Because of the fixed video scan direction, this position is preferred over others; on the average, the slope of the left ventricular outline will be approximately 140 block diagram. comparator for the left border is enabled for the first time during a video field. As soon as the video signal reaches the preset reference level, the first left border point is detected. The starting point is usually positioned at the aortic valve plane. With a short fixed delay after the first left border point has been detected, the first right border point is generated; the latter functions as the beginning point for the simulated aortic valve. The aortic valve plane is designated by the generation of a straight line, which separates the left ventricular chamber from the rest of the contrast filled aorta. The generation is stopped as soon as the line encounters a preset reference level at the right border. The slope of the simulated aortic valve is manually adjustable by rotating the central shaft of the joystick. Figure 2 shows a left ventricular cineangiogram of a dog, with the starting point positioned at the left side of the aortic valve plane, which is designated by the generated straight line. The left ventricle has been oriented such that the longest chord is about perpendicular to the direction of the scan lines. Because of the fixed video scan direction, this position is preferred over others; on the average, the slope of the left ventricular outline will be approximately perpendicular to the scan lines, thereby maximizing the density changes in the video signal at the scan lines traversing the left ventricle. This will result in a more accurate and stable detection process. Furthermore, there will never be more than two contour points on a video line, one for the left border and one for the right border.
The expectation window is a narrow window which dynamically adapts to the ventricular shape; the comparator is enabled during this expectation window period only.
Using a first order expectation window principle, the center of the expectation window h[(n+ 1)T] on line 01+1) is derived from the previously detected border positions g[(n -1)T] and g(nT) on video lines (n-1) and n, respectively. The new position is linearly extrapolated, as shown in Figure 3 . is calculated as
The distance from the left -hand side (LEPL) of the expectation window to the center is denoted LEWL, the distance from the center to the right -hand side (LEPR) is denoted LEWR, and T is the line period (63.5 Us). Right and left window widths are separately and manually adjustable. Using this linear extrapolation, the center of the window is generally taken as a good approximation of the next border point.
In order to determine the center of the expectation window within a required accuracy of ±80 ns the position of each border point is determined in a 12 -bit format by counting 50 -MHz clock pulses from the horizontal sync pulses to the border points.
Under low contrast conditions, it is sometimes advantageous not to extrapolate but rather to assign the center of the expectation window on line 01+1) the same x-coordinate as the last detected border point on line n, as illustrated in Figure 4 . This is referred to as the zeroth -order expectation window principle, and can be written as Because the border position changes very little from field to field, the margin in the current field can be approximated by linearly extrapolating corresponding border points in the previous two fields. Therefore, a field memory has been implemented in the contour detector for the storage of the 12 -bit coordinates plus a control bit from the last two fields which have been processed (Fig. 1) .
The center of the expectation window h[(n+ 1)T] on line (n + 1) in the current field is then defined as the average position of the centers of the expectation windows determined separately by the line and field extrapolation methods.
Similar to the line extrapolating method is the application of a zeroth-and first -order field extrapolation principle, whereby the zeroth -order principle takes only the last field into account.
The memory is updated with each newly detected border point in the current field.
This new principle is presently being evaluated. Results to date are very encouraging and show that this is another important step towards implementation of an online processing system.
In the case where the video signal does not cross the reference level within the expectation window, forced border points are generated. This occurrence may be due to a sudden change in the video level at the border caused by intervening structures such as ribs or the diaphragm, or due to a sudden position change in the actual left ventricular border from previous border points. The possible situations are illustrated in Figure 5 for the left border. Figure 5 (a) shows the normal situation for a border point that is detected within the expectation window.
Consider now the case, as illustrated in Figure 5 (b), in which the actual contour has shifted to the left such that the video signal is already above the reference level at the beginning of the expectation window. Aborder point is then generated at the beginning of the expectation window as the comparator is enabled. Figure 5 (c) shows the case in which the actual border has shifted to the right such that the video signal is below the reference level during the entire expectation
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signal at the scan lines traversing the left ventricle. This will result in a more accurate and stable detection process. Furthermore, there will never be more than two contour points on a video line, one for the left border and one for the right border.
The expectation window is a narrow window which dynamically adapts to the ventricular shape; the comparator is enabled during this expectation window period only. Using a first order expectation window principle, the center of the expectation window h[(n+l)T] on line (n + 1) is derived from the previously detected border positions g[(n-1)T] and g(nT) on video lines (n -1) and n, respectively. The new position is linearly extrapolated, as shown in Figure 3 
The distance from the left-hand side (LEPL) of the expectation window to the center is denoted LEWL, the distance from the center to the right-hand side (LEPR) is denoted LEWR, and T is the line period (63.5 ys). Right and left window widths are separately and manually adjustable. Using this linear extrapolation, the center of the window is generally taken as a good approximation of the next border point. In order to determine the center of the expectation window within a required accuracy of ±80 ns the position of each border point is determined in a 12-bit format by counting 50-MHz clock pulses from the horizontal sync pulses to the border points. Under low contrast conditions, it is sometimes advantageous not to extrapolate but rather to assign the center of the expectation window on line (n + 1) the same x-coordinate as the last detected border point on line n, as illustrated in Figure 4 . This is referred to as the zeroth-order expectation window principle, and can be written as
LEFT VENTRICULAR BORDER Figure 4 .-The center h[(n+l)T] of the expectation window on line (n + 1) equals the position of the border point g(nT) on the previous line n using the zeroth order expectation window principle.
Because the border position changes very little from field to field, the margin in the current field can be approximated by linearly extrapolating corresponding border points in the previous two fields. Therefore, a field memory has been implemented in the contour detector for the storage of the 12-bit coordinates plus a control bit from the last two fields which have been processed (Fig. 1) . The center of the expectation window h[(n + l)T] on line (n + 1) in the current field is then defined as the average position of the centers of the expectation windows determined separately by the line and field extrapolation methods. Similar to the line extrapolating method is the application of a zeroth-and first-order field extrapolation principle, whereby the zeroth-order principle takes only the last field into account. The memory is updated with each newly detected border point in the current field. This new principle is presently being evaluated. Results to date are very encouraging and show that this is another important step towards implementation of an online processing system.
In the case where the video signal does not cross the reference level within the expectation window, forced border points are generated. This occurrence may be due to a sudden change in the video level at the border caused by intervening structures such as ribs or the diaphragm, or due to a sudden position change in the actual left ventricular border from previous border points. The possible situations are illustrated in Figure 5 for the left border. Figure 5 (a) shows the normal situation for a border point that is detected within the expectation window. Consider now the case, as illustrated in Figure 5(b) , in which the actual contour has shifted to the left such that thevideo signal is already above the reference level at the beginning of the expectation window. A border point is then generated at the beginning of the expectation window as the comparator is enabled. Figure 5 (c) shows the case in which the actual border has shifted to the right such that the video signal is below the reference level during the entire expectation window period. This situation is recognized by digital circuitry and a forced border point is then generated at the end of the expectation window. The detection is stopped and an outpulse generated at the ventricular apex when both borders come within a preset distance, manually adjustable from 200 ns to 2 ps, or if the left -hand side of the expectation window for the right border occurs before a left border point has been detected. Figure 6 shows an actual left ventricular angiogram whose margins have been detected by using a constant reference level. Notice the error present near the outflow tract. It is clear that the actual border cannot be found in this way. This problem is remedied by the use of a dynamic reference level (adjusted for each line), as described below. Figure 6 .-Contour detection using a constant reference level.
DYNAMIC REFERENCE LEVEL
The above -described constant reference level principle can be used satisfactorily only if the brightness level is approximately cont stant along a ventricular border. However, in reality, this is very seldom the case. The brightness level changes along a border because of shading, nonhomogeneous distribution of the contrast agent in the left ventricle, and overlapping of roentgen shadows from other organs and structures, such as the diaphragm and ribs. A marked improvement has been achieved by having the reference level dynamically adjusted according to local brightness levels on a lineto -line basis.
Three sample points are defined, as shown in Figure 7 for the left border. With the detected border point on line n denoted g(nT), the video signal is sampled inside the ventricle at a distance of AR from g(nT) on the same line and in the background area at distances of AL and AL /2, respectively, before the left -hand side of the expectation window on line (n +1).
The three sample points are denoted LSPR, LSPL1, and LSPL2, respectively. (c) A border point is generated at the end of the expectation window. window period. This situation is recognized by digital circuitry and a forced border point is then generated at the end of the expectation window. The detection is stopped and an outpulse generated at the ventricular apex when both borders come within a preset distance, manually adjustable from 200 ns to 2 ys, or if the left-hand side of the expectation window for the right border occurs before a left border point has been detected. Figure 6 shows an actual left ventricular angiogram whose margins have been detected by using a constant reference level. Notice the error present near the outflow tract. It is clear that the actual border cannot be found in this way. This problem is remedied by the use of a dynamic reference level (adjusted for each line), as described below. Figure 6 .-Contour detection using a constant reference level.
DYNAMIC REFERENCE LEVEL
The above-described constant reference level principle can be used satisfactorily only if the brightness level is approximately con-1 stant along a ventricular border. However, in reality, this is very seldom the case. The brightness level changes along a border because of shading, nonhomogeneous distribution of the contrast agent in the left ventricle, and overlapping of roentgen shadows from other organs and structures, such as the diaphragm and ribs. A marked improvement has been achieved by having the reference level dynamically adjusted according to local brightness levels on a lineto-line basis. Three sample points are defined, as shown in Figure 7 for the left border. With the detected border point on line n denoted g(nT), the video signal is sampled inside the ventricle at a distance of AR from g(nT) on the same line and in the background area at distances of AL and Ai/2, respectively, before the left-hand side of the expectation window on line (n + 1). The three sample points are denoted LSPR, LSPL1, and LSPL2, respectively. The reference level for the border point on line (n + 1) is then calculated as Vref (n + 1) (VR +V21 +V22 +Vc (3) where a is a proportionality factor, Vc is a constant voltage level, VR is the video sample at LSPR, and VL1 and VL2 the video samples at LSPL1 and LSPL2, respectively. By taking the average value of VL1 and VL2, either side of the contour has the same weight. The function of the two sample points at the background area will be explained later. The behavior of the detection process can be analyzed by assuming a line periodic video signal, as shown in Figure 8 for the left border.
In order to simplify the calculations, 
A border point is said to be acceptable if it occurs on the ventricular slope within a distance A from the knee in the border model. This results in one sample point in the background area and the other on the ventricular slope. The requirement for the reference level is then b < Vref < b + AY1 (5) Solving (4) and (5) Y1 (6) A practical value for a is 0.8 to 0.9, and for the distance A, approximately 0.5 us.
Using the linearized border model of Figure 8 , it can be theoretically derived that the optimum relation between a and Vc under varying parameters y1, y2, and b is Vc = bMIN(1 -a) (7) where bMIN is the lowest knee level in the image (Fig. 8) . Approximating bMIN in the current field with the measured (VL1 /2 + VL2 /2)MIN of the previous field and applying equation (7) then only requires an adjustment of the a factor for the appropriate Vref, as determined according to equation (4) .
The two sample points LSPL1 and LSPL2 are important in areas of low contrast where the actual video signal may be different from the assumed border model. At those places, it often occurs that the slope y2 becomes negative, resulting in a too high reference level, as calculated from equation (3). This situation is characterized by VL1 > VL2 and is recognized in the system. Under this condition, an error term Verror = VL1 /2 -VL2 /2 is determined and subtracted from the term VL1 /2 + VL2 /2 in the formula for the reference level.
The effect is that the reference level is determined as if the border signal had a background slope of 12 = O. On these bases, the final formula for the reference level can be written as where (VL1 VL2 Vref = \ 2 + 2 -Verror + VR + Vc (8) 
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(n-1) (n+1) Figure 7 .-Three sample points LSPR, LSPL1, and LSPL2 are defined for the determination of the reference level for the next line (n+1) for the left border.
SCANLINES
The reference level for the border point on line (n + 1) is then calculated as where a is a proportionality factor, Vc is a constant voltage level, VR is the video sample at LSPR, and VL1 and VL2 the video samples at LSPL1 and LSPL2, respectively. By taking the average value of VL1 and VL2, either side of the contour has the same weight. The function of the two sample points at the background area will be explained later. The behavior of the detection process can be analyzed by assuming a line periodic video signal, as shown in Figure 8 for the left border. In order to simplify the calculations, (4) and (5) (5) (6) A practical value for a is 0.8 to 0.9, and for the distance A, approximately 0.5 ys.
Using the linearized border model of Figure 8 , it can be theoretically derived that the optimum relation between a and Vc under varying parameters YI* Y 2 > vc = (7) where b^iN is the lowest knee level in the image (Fig. 8) . Approximating b^j^ in the current field with the measured (VL1/2 + VL2/2) MIN of the previous field and applying equation (7) then only requires an adjustment of the a factor for the appropriate Vre £, as determined according to equation (4) . The two sample points LSPL1 and LSPL2 are important in areas of low contrast where the actual video signal may be different from the assumed border model. At those places, it often occurs that the slope j 2 becomes negative, resulting in a too high reference level, as calculated from equation (3). This situation is characterized by VL1 > VL2 and is recognized in the system. Under this condition, an error term Verror = VL1/2 -VL2/2 is determined and subtracted from the term VL1/2 + VL2/2 in the formula for the reference level. The effect is that the reference level is determined as if the border signal had a background slope of j 2 = °-On these bases, the final formula for the reference level can be written as This situation is recognized and, to avoid large excursions from previous border points in this situation, the expectation window width is made much smaller. Figure 9 shows the detected contour for a left ventricular angiogram of a dog when applying the above -described dynamic reference level principle. The detected contour for a human left ventricle is shown in Figure 10 . The obtained contours agree very well with the outline drawn by an experienced investigator. An accurate outline is obtained in Figure 10 , even at places of low contrast, as represented by the area where the diaphragm crosses the left ventricular chamber.
COMPUTER INTERFACE
A computer interface has been designed and implemented for the real -time, online storage of the obtained border coordinates. The block diagram is shown in Figure 11 .
The actual 144 Figure 10 .-Resulting contour for a human left ventricle, when applying the dynamic reference level principle.
system has been interfaced to the PDP -12 computer in the Cardiovascular Research Laboratory at NASA Ames Research Center. Data transfers occur under control of the external device on a cycle -stealing basis; this is also called Direct Memory Access (DMA). Using a single cycle data break, each coordinate is stored in the computer core memory in only one computer cycle.
The address of the memory location where a coordinate will be stored is provided by the computer interface.
For purposes of calculating size and shape of the left ventricle, it is sufficiently accurate to store each x-coordinate in an 8 -bit format.
The y-coordinate for a particular point is defined as the video line number within this field; this is also given in 8 bits.
Only the y-coordinates of the starting point and outpulse are stored in memory, because all the other y-coordinates are just increments by one.
These two y-coordinates are stored after all the x-coordinates for a particular field have been stored. A PDP -12, which uses a 12 -bit format (Fig. 12) , has been utilized for these purposes. Each x-or y-coordinate is assigned a separate memory location. The four remaining bits of each word are used as flag bits.
The most significant bit (bit 0) is made high for the x-coordinates on a selected video line, which can be brightened on the monitor screen.
The number of this line is determined with respect to the video line with the starting point, that is, the distance to the
The calculated value for the reference level on each line is based upon a border model in which VR -(VL1/2+VL2/2) > K, where K is a d.c. voltage level. Due to intervening structures, situations occur where VR-(VL1/2+VL2/2) < K. This situation is recognized and, to avoid large excursions from previous border points in this situation, the expectation window width is made much smaller. Figure 9 shows the detected contour for a left ventricular angiogram of a dog when applying the above-described dynamic reference level principle. The detected contour for a human left ventricle is shown in Figure 10 . The obtained contours agree very well with the outline drawn by an experienced investigator. An accurate outline is obtained in Figure 10 , even at places of low contrast, as represented by the area where the diaphragm crosses the left ventricular chamber.
A computer interface has been designed and implemented for the real-time, online storage of the obtained border coordinates. The block diagram is shown in Figure 11 . The actual system has been interfaced to the PDP-12 computer in the Cardiovascular Research Laboratory at NASA Ames Research Center. Data transfers occur under control of the external device on a cycle-stealing basis; this is also called Direct Memory Access (DMA). Using a single cycle data break, each coordinate is stored in the computer core memory in only one computer cycle. The address of the memory location where a coordinate will be stored is provided by the computer interface.
For purposes of calculating size and shape of the left ventricle, it is sufficiently accurate to store each x-coordinate in an 8-bit format. The y-coordinate for a particular point is defined as the video line number within this field; this is also given in 8 bits.
Only the y-coordinates of the starting point and outpulse are stored in memory, because all the other y-coordinates are just increments by one. These two y-coordinates are stored after all the x-coordinates for a particular field have been stored. A PDP-12, which uses a 12-bit format (Fig. 12) , has been utilized for these purposes. Each x-or y-coordinate is assigned a separate memory location. The four remaining bits of each word are used as flag bits.
The most significant bit (bit 0) is made high for the x-coordinates on a selected video line, which can be brightened on the monitor screen. The number of this line is determined with respect to the video line with the starting point, that is, the distance to the 
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ventricle over a heart cycle can be determined. When using angiocardiographic information from the video disc, the positions of these points need only be given once during a left ventricular study.
With the contour detector in the DISCRETE POINT mode, the coordinates of these points can be stored in memory by positioning the starting point at each position and enabling the computer interface over a onefield period.
The third flag bit (bit 2) indicates the x-coordinates of the beginning and end points of the aortic valve, as required by the software program. The two points are recognized in real -time by the contour detector.
The last flag bit (bit 3) is high if the coordinate is a y-coordinate.
Because the y-coordinates of the starting point and outpulse are the last coordinates to be sent to the computer for a particular field, these two bits also indicate the end of the data block for this field.
The number of fields over which the computer interface will store the coordinates in memory is selectable from 0 to 399. The processing cycle starts with the first odd field after the ENTER switch has been activated. The field counter counts the video fields during which data are stored. The processing cycle stops when the contents of the field counter equals the selected number of fields.
In the PDP -12, two core buffers have been assigned for storage of the contour coordinates, starting point is constant for a selected line. This facilitates the study of left ventricular width during a heart cycle at selected distances from the aortic valve. This feature is also used for test purposes, since the x-coordinates on this line are displayed on the front panel of the computer interface. The second flag bit (bit 1) is made high for the x-and y-coordinates of a discrete point.
The applied software program requires the positions of two discrete points on the image intensifier calibration plate. These discrete points are also used to overlay obtained outlines accurately, so that the change in position, size, and shape of the starting point is constant for a selected line. This facilitates the study of left ventricular width during a heart cycle at selected distances from the aortic valve. This feature is also used for test purposes, since the x-coordinates on this line are displayed on the front panel of the computer interface. The second flag bit (bit 1) is made high for the x-and y-coordinates of a discrete point. The applied software program requires the positions of two discrete points on the image intensifier calibration plate. These discrete points are also used to overlay obtained outlines accurately, so that the change in position, size, and shape of the ventricle over a heart cycle can be determined. When using angiocardiographic information from the video disc, the positions of these points need only be given once during a left ventricular study. With the contour detector in the DISCRETE POINT mode, the coordinates of these points can be stored in memory by positioning the starting point at each position and enabling the computer interface over a onefield period.
The third flag bit (bit 2) indicates the x-coordinates of the beginning and end points of the aortic valve, as required by the software program. The two points are recognized in real-time by the contour detector.
The last flag bit (bit 3) is high if the coordinate is a y-coordinate. Because the y-coordinates of the starting point and outpulse are the last coordinates to be sent to the computer for a particular field, these two bits also indicate the end of the data block for this field.
In the PDP-12, two core buffers have been assigned for storage of the contour coordinates, as shown in Figure 13 .
The address of the buffer position in which a coordinate will be stored is provided by the computer interface. As soon as buffer I has been filled, an interrupt signal is generated which initiates transfer of the contents of buffer I to the disc, while, at the same time, buffer II is being filled.
In the same way, an interrupt is given when the second buffer is full; the address counter then returns to the first address in buffer I, and the cycle repeats itself.
An error message is given if writing in a buffer is initiated before all the data have been transferred to the disc. Figure 13 .-In the PDP -12, two core buffers have been assigned for storage of the contour coordinates. As soon as a buffer has been filled, its contents are transferred to the disc while incoming data are stored in the other buffer.
For error detection, a parity bit is assigned in the computer interface to each 12 -bit address and data word. A new parity bit is generated at the receipt of the address and data in the computer and compared with the old parity bit.
If the parity bits differ, an error has occurred during the transmission and an error message is given.
RESULTS AND CONCLUSIONS
Results to date with the system have been extremely good.
In most cases, an accurate outline can be obtained, even in pictures with relatively low contrast.
A quantitative evaluation of the success of the border algorithm is presently in progress. For this purpose, eight aluminum ellipses are used (ranging in size from 17.73 cm2 to 71.36 cm2, with majorto -minor axis ratios of two to one), as well as four post mortem dog casts and a series of 146 canine left -ventricular angiograms. The detected border points from the contour detector and the manually drawn outlines are stored in the computer and overlayed, using discrete lead beads fixed to the image intensifier face as reference points. The areas and the distances from the border points to the longest chord are being calculated and compared for the automatic and manual border outlining.
It is clear that the threshold detection technique is also applicable to other fields, for example Echocardiography.
A cine frame of a human heart study using a multi -element array was scanned with the contour detector and resulted in the contours shown in Figure 14 (12) . Figure 14(a) shows the detected contour at the posterior wall; the detected structure in Figure 14(b) is the anterior leaflet of the mitral valve. Only a small portion of the total image could be selected for contour detection because of the particular implementation of the contour detector, but it clearly shows that the structures can be recognized by using threshold detection. as shown in Figure 13 . The address of the buffer position in which a coordinate will be stored is provided by the computer interface. As soon as buffer I has been filled, an interrupt signal is generated which initiates transfer of the contents of buffer I to the disc, while, at the same time, buffer II is being filled. In the same way, an interrupt is given when the second buffer is full; the address counter then returns to the first address in buffer I, and the cycle repeats itself. An error message is given if writing in a buffer is initiated before all the data have been transferred to the disc. Figure 13 .-In the POP-12, two core buffers have been assigned for storage of the contour coordinates. As soon as a buffer has been filled, its contents are transferred to the disc while incoming data are stored in the other buffer.
COMPUTER INTERFACE

SWITCH SETTING AND ADDRESSES CONTROLLED BY INTERFACE SWITCH SETTING ---------UNDER PROGRAM CONTROL
For error detection, a parity bit is assigned in the computer interface to each 12-bit address and data word. A new parity bit is generated at the receipt of the address and data in the computer and compared with the old parity bit. If the parity bits differ, an error has occurred during the transmission and an error message is given.
RESULTS AND CONCLUSIONS
Results to date with the system have been extremely good. In most cases, an accurate outline can be obtained, even in pictures with relatively low contrast. A quantitative evaluation of the success of the border algorithm is presently in progress. For this purpose, eight aluminum ellipses are used (ranging in size from 17.73 cm2 to 71.36 cm2 , with majorto-minor axis ratios of two to one), as well as four post mortem dog casts and a series of canine left-ventricular angiograms. The detected border points from the contour detector and the manually drawn outlines are stored in the computer and overlayed, using discrete lead beads fixed to the image intensifier face as reference points. The areas and the distances from the border points to the longest chord are being calculated and compared for the automatic and manual border outlining.
It is clear that the threshold detection technique is also applicable to other fields, for example Echocardiography. A cine frame of a human heart study using a multi-element array was scanned with the contour detector and resulted in the contours shown in Figure 14 (12) . Figure 14(a) shows the detected contour at the posterior wall; the detected structure in Figure 14 (b) is the anterior leaflet of the mitral valve. Only a small portion of the total image could be selected for contour detection because of the particular implementation of the contour detector, but it clearly shows that the structures can be recognized by using threshold detection. It is clear that the application of the presently proposed data acquisition system for real -time, online detection of left ventricular outlines has many advantages over presently used manual or semi -automatic procedures in a clinical or investigative environment.
Conventional methods require time -consuming and tedious techniques of recording on film, manually drawing the outline, and storing the information in computer memory.
The associated time delays can be days, if not weeks, and the reproducibility often is poor, especially if the margins are drawn by different investigators.
Projected use of the system during a catheterization will require the storage of the obtained video angiograms on a video disc; cine angiograms may be used as a secondary storage medium.
Use of the disc will allow for selection of the initial frame to be studied and for the initial setting of the system parameters, such as the positioning of the aortic valve starting point, the slope of the simulated valve, and the adjustment of the a factors for the reference levels. After this, the disc can be run at 60 fields /s and the system will automatically detect the contour. By limiting the display on the viewing monitor to the detected outline of the left ventricular chamber, the investigator will be able to concentrate on its dynamic changes.
A hard copy of a contourogram and the calculated areas, longest chords, and volumes will be available within a few minutes as computer output functions. At the same time, these data can be correlated with simultaneously occurring pressure and flow events.
If necessary, individual angiographic frames or the whole cycle can be replayed.
With all the information now available, the investigator will be able to assess the validity of the study and provide a diagnosis before the patient has left the table.
This will obviously result in better patient care and decreased cost, which justifies the use of this system on a regular basis during catheterization studies.
When using a biplane x -ray system whereby both projections are displayed side by side on the video monitor, the most practical and economical solution will be to process the two projections sequentially.
