This paper presents a fast block-matching algorithm based on the normalized cross-correlation, where the elimination order is determined based on the gradient magnitudes of subblocks in the current macroblock. Multilevel Cauchy-Schwartz inequality is derived to skip unnecessary block-matching calculations in the proposed algorithm. Also, additional complexity reduction is achieved re-using the normalized cross correlation values for the spatially neighboring macroblock because the search areas of adjacent macroblocks are overlapped. Simulation results show that the proposed algorithm can improve the speed-up ratio up to about 3 times in comparison with the existing algorithm.
I. Introduction
Motion estimation has been employed by many video compression schemes to improve coding efficiency by removing the temporal redundancy that exists in video sequences. The block-matching algorithm (BMA) is the most popular approach applied to all video coding standards, such as MPEG and H.264/AVC, due to its structural simplicity. A full search algorithm (FSA) can be the best BMA for a given block distortion criterion, as it finds the block with minimum block-matching distortion among all candidates. However, its heavy computational cost is a crucial limiting factor in terms of software implementation as well as hardware implementation.
For several decades, many fast BMAs have been developed. These can be divided into two categories. The first category adopts pre-defined search patterns to locate candidate motion vectors (MVs) based on distortions of potential candidates [1] . The second category is entirely composed of optimal motion estimation methods, which can find the globally optimal MV within a search area [2] - [7] . Li and Salari proposed a wellknown successive elimination algorithm (SEA) providing a decision boundary based on the sum norms of blocks to eliminate some checking points without the need for computationally intensive block matching [2] . Gao and others extended the SEA to a multilevel SEA (MSEA) that provides multiple levels of tighter boundaries using the sum norms of the macroblock (MB) and subblocks with reduced sizes [3] . MSEA reduces the necessary computation by detecting and rejecting unnecessary candidates from the lowest level to the A Fast Normalized Cross Correlation-Based Block Matching Algorithm Using Multilevel Cauchy-Schwartz Inequality Byung Cheol Song highest level. Zhu and others proposed a fine granularity successive elimination (FGSE) scheme that extended the MSEA by adding greater detail levels [4] . Also, Liu and others presented an adaptive version of FGSE [5] . The FGSE is distinguished from the MSEA in that, if necessary, only a single subblock having the maximum complexity is chosen at each level and the subblock is partitioned into four smaller subblocks at the next level. Therefore, in the case of a 16×16 block, the total number of partition levels amounts to 86. Thus, the FGSE has more potential to prune out non-optimal candidates than MSEA before wholly performing block matching.
As a block distortion criterion, the sum of absolute differences (SAD) is commonly used in video compression. SAD is defined as
where (u, v) is a MV in the search area, and I C and I R denote the current and reference picture, respectively. In addition to SAD and the sum of squared differences (SSD), the normalized cross correlation (NCC) is also a wellknown similarity criterion. The NCC is defined as 1 1 
The NCC is more robust than SAD and SSD under uniform illumination changes. Accordingly, it is widely used in object recognition and industrial inspection schemes.
Applying the NCC as the matching criterion to motion estimation leads to more uniform residuals. Hence, the NCC can improve subjective visual quality as well as coding efficiency in video compression [8] . Recently, visual quality measures focusing on the human visual system (HVS) have been devised in place of PSNR. Among these measures, structural similarity (SSIM) has become popular. Pan and others showed that the NCC helps increase the coding efficiency [8] . However, the NCC is a more complex criterion compared to SAD. Thus, a fast algorithm to speed up NCCbased block matching is required for computationally efficient video encoding. This paper presents a fast BMA based on the NCC. In the proposed algorithm, the successive elimination order is determined based on the gradient magnitudes of subblocks in the current MB, as in the FGSE algorithm. The multilevel Cauchy-Schwartz inequality is derived to remove any unnecessary block-matching calculation in the proposed algorithm. Also, unnecessary block matching can be additionally avoided re-using the NCC values obtained from the motion estimation of the spatially adjacent MB. The experimental results show that the proposed algorithm outperforms the existing methods in terms of the search speed.
The remainder of this paper is organized as follows. Section II introduces the previous works, and section III presents the proposed algorithm in detail. We present experimental results in section IV. Finally, our conclusions are given in section V.
II. Previous Works and SSIM
This section introduces two earlier works related to the proposed algorithm: MSEA [3] and FGSE [4] . SSIM is also described in this section. . For simplicity, let C i,j and R i,j denote I C (i, j) and I R (i+u, j+v) in (2), respectively. Then, based on the triangle inequality, the following can be obtained:
Here, (3) that the boundary value increases along with boundary level l and is bounded by the matching error. In MSEA, one candidate is evaluated sequentially from the lowest level 0 to the highest level L. If a candidate survives until level L-1, its matching error, that is, SAD, will be finally calculated at level L. It is important to note that there are only a small number of candidates remaining for final SAD calculations.
Review of FGSE
The FGSE algorithm establishes a total of L=(N 2 -1)/3 the number of subblocks is 3l+1 (Fig. 1) . If SAD at level l is lower than the current minimum, a subblock in the MB is partitioned into four subblocks at the next level l+1. The selection of the subblock to be partitioned is based on the complexity of the image. In other words, image complexity measures such as gradient magnitudes are utilized to determine the partition order, where subblocks of a higher complexity will be partitioned first so that larger boundary values can be obtained as early as possible.
Structural Similarity (SSIM)
Recently, Wang and others proposed a measure based on image structural distortion termed SSIM [9] . The SSIM index is more consistent with human perception and is designed to measure structural information degradation, including the three comparison points of luminance, contrast, and structure. Its definition is as follows:
Here, l(x, y), c(x, y), and s(x, y) are the luminance, contrast, and structure measures, respectively. They are defined as and y, respectively. In addition, σ xy denotes the covariance of x and y. K 1 , K 2 , and K 3 are small constants to avoid a condition in which the denominator is zero. They are recommended in an earlier study [9] as
where K 1 , K 2 << 1, and D is the dynamic range of the pixel values. In addition, the higher the value of SSIM (x, y) is, the more similar the images x and y.
III. Proposed Algorithm
This section introduces a fast NCC-based BMA for video encoding. The NCC can be often a better criterion than the SAD in terms of SSIM. In order to prove this, a full search based on SAD was compared to that based on NCC, where the search range and matching block size were fixed to ±15 pixels and 16×16 pixels in terms of integer-pel accuracy. Table 1 shows the experimental results for eight CIF sequences. Here, the PSNR and SSIM values are computed from the motioncompensated version of the second frame of each sequence in order to evaluate the performance of the motion estimation only. The results show that the NCC provides better SSIM performance than the SAD, while the former is comparable to or slightly weaker than the latter in terms of PSNR. This means that the motion compensated images using NCC-based motion estimation are visually better than that those using SAD-based motion estimation even though the former does not outperform the latter in terms of PSNR.
The proposed BMA is a type of NCC version of FGSE that uses multilevel Cauchy-Schwartz inequality [9] . As in an earlier study [10] , it is possible to apply the multilevel CauchySchwartz inequality based on a L 2 -norm pyramid to the numerator of (2) as follows: Based on (7), it is possible to derive the following inequality:
In (8), NCC l is defined as
As in the aforementioned studies [3] , [10] , a multilevel successive elimination algorithm is developed to determine the best MB with the maximal NCC value according to (8) . Furthermore, the total number of partition levels can be extended to 86, that is, 0 85 l ≤ ≤ , by partitioning each of four subblocks at a certain level one by one into another four subblocks at the next level in the descending order of the complexities of larger-sized subblocks, as in a more recent study [4] . It is easily proved that (7) and (8) still hold for sequential partition levels, as shown in Fig. 1 . Here, the partition order is determined in the manner used in the abovementioned study [4] by employing the gradient magnitude as an image complexity measure.
Note that the search areas of the current MB and its left neighboring MB are mostly overlapped (Fig. 2) . For the search range of ±16 pixels in Fig. 2 , two adjacent MBs share about 2/3 of their entire search areas. We propose a method to prevent unnecessary computations of NCC using the NCC values obtained from motion estimation of the spatially neighboring MB. Assume that P i,j denotes a pixel at (i, j) in the spatially adjacent 16×16 MB, that is, I C (i, j-16) (Fig. 2) . For instance, we consider an example when l is equal to 1. For the same candidate in the overlapped search area, the NCC 
where ∥C∥ 2 stands for the L 2 -norm of the current MB C. Since two adjacent MBs generally have significant spatial correlation, the possibility that P i,j and C i,j are equivalent is high. For example, the two NCC On the other hand, it is very important to choose the initial search point and search pattern properly in the search area. In this paper, the initial search point is set to the median MV of MVs of three spatially adjacent MBs (Fig. 3(a) ). In order to maximize the elimination effect, a spiral search pattern with the initial MV is presented as the starting point, as in the example shown in Fig. 3(b) .
As a result, the proposed algorithm is summarized as follows:
1) Offline pre-processing: Build L 2 -norm pyramids for the reference frame.
2) Online processing: For each MB in the current frame, the following procedure is applied.
(a) Compute the L 2 -norm pyramid of the current MB.
(b) Compute the NCC corresponding to the initial MV and set the current maximum cost (C max ) to the computed NCC. (h) Select the MV corresponding to the final C max as the best match to the current MB.
The computed NCC values are stored for the next MB.
IV. Experimental Results
In order to evaluate the performance of the proposed algorithm, eight CIF (352×288) video sequences were used, that is, Foreman, Containership, Coastguard, Mobile and Calendar (Mobile), News, Stefan, Tempete, and Hall Monitor. The luminance components of the first 100 frames of these video sequences are adopted in the simulation. The MB size and the search range are fixed to 16×16 and ±15 pixels in both the horizontal and vertical directions, respectively. Simulation was performed on a dual core CPU at 2.66 GHz.
The proposed algorithm was compared with FSA and MSEA [3] . All the algorithms are based on the NCC distortion criterion. To do this, the MSEA was revised based on NCC rather than SAD. Here, since all the algorithms provide the same SSIM and the same PSNR, we do not provide those results in this section. Table 2 summarizes the average number Table 2 shows that the proposed algorithm considerably reduces the complexity of the MSEA. The proposed algorithm substantially reduces the number of ADD and MLP operations, although there are slight increases of the number of COMP operations due to additional comparisons based on (10) . Table  3 compares the ANOP and the speed-up ratio over the FSA for various video sequences. Here, the computational complexity of the proposed algorithm is significantly lower than the existing algorithms, regardless of the sequence type. For instance, the proposed algorithm can improve the speed-up ratio up to about 3 times (Hall Monitor) in comparison with the MSEA.
V. Conclusion
This paper proposes a fast BMA based on NCC, where multilevel Cauchy-Schwartz inequality is employed to skip unnecessary block-matching calculation and the elimination order is determined based on the image complexities of subblocks in the current MB. Also, additional complexity reduction is possible re-using the NCC values for the spatially neighboring MB. The proposed NCC-based algorithm considerably reduces the computational complexity of a video encoder.
