In this paper, we study skew cyclic codes with arbitrary length over the ring R = Fp + uFp where p is an odd prime and u 2 = 0. We characterize all skew cyclic codes of length n as left R[x; θ]-submodules of Rn = R[x; θ]/ x n − 1 . We find all generator polynomials for these codes and describe their minimal spanning sets. Moreover, an encoding and decoding algorithm is presented for skew cyclic codes over the ring R. Finally, based on the theory we developed in this paper, we provide examples of codes with good parameters over Fp with different odd prime p. In fact, example 25 in our paper is a new ternary code in the class of quasi-twisted codes. The other examples we provided are examples of optimal codes.
Introduction
Cyclic codes are an important class of codes from both theoretical and practical points of view. Traditionally, cyclic codes were studied over finite fields. Recently, finite rings and their ideals are employed to construct cyclic codes with good error detection and error correction capabilities [1, 2, 3, 4, 5] . These codes have found applications in various areas including wireless sensor networks, steganography and burst errors [6, 7] .
Boucher, et. al, generalized the notion of cyclic codes in [8] . They used generator polynomials in a non-commutative polynomial ring called skew polynomial ring. They gave examples of skew cyclic codes with Hamming distances larger than previously best known linear codes of the same length and dimension. In [9] , Abualrub, et. al, generalized the concept of skew cyclic codes to skew quasi-cyclic codes. They constructed several new codes with Hamming distances exceeding the Hamming distances of the previously best known linear codes with comparable parameters. Other papers have appeared that make use of various non-commutative rings to construct linear codes with good parameters [10, 11, 12, 13] .
Let p be an odd prime number. In this paper, we are interested in studying skew cyclic codes over the ring R = F p +uF p where u 2 = 0. Note that if we let p = 2, then the ring F 2 +uF 2 has only the trivial automorphism, and therefore skew cyclic codes over this ring are exactly the classical cyclic codes studied in [14] . The motivation behind studying skew cyclic codes over this specific ring is that compared to the class of cyclic codes over R, the class of skew cyclic codes is larger. This suggests that there is a better possibility of finding codes with good parameters from skew cyclic codes over R.
The paper is organized as follows: In section 2, we discuss some properties of the skew polynomial ring R[x; θ]. In section 3, we find the set of generator polynomials for skew cyclic codes over the ring R. Section 4 studies minimal generating sets for these codes and their cardinality. Section 5 includes an encoding and decoding algorithm for these codes. Section 7 includes examples of linear codes over F p obtained from skew cyclic codes over R by the help of a Gray map. Section 8 includes the conclusion of our work and suggestions for future work.
Preliminaries
Let p be an odd prime number. Consider the Galois field F p of order p and the ring R = F p +uF p = a + ub| a, b ∈ F p , with u 2 = 0 = F p [u] / u 2 . Denote the set of units of F p by F * p = F p − {0} . Let θ be an automorphism of the ring R with order o(θ) = | θ | = e > 1. Then, every element in the finite field F p is fixed under θ. Hence, θ (a) = a for any a ∈ F p . The next Lemma characterizes the elements of the group Aut(R). Lemma 1. Let θ ∈ Aut(R) and a + ub ∈ R. Then θ (a + ub) = a + usb for some s ∈ F * p .
Proof. Let θ ∈ Aut(R) and suppose that θ (u) = r + us for some r, s ∈ F p . Then u 2 = 0 and
Hence r = 0 and θ (u) = us for some s ∈ F * p . Now, let a + ub ∈ R. Then
One can show by induction that if θ (a + ub) = a+usb, then θ i (a + ub) = a+us i b for any positive integer i. Definition 2. Let θ be an automorphism on R. Define the skew polynomial set R [x; θ] to be
where the addition of these polynomials is defined in the usual way while multiplication * is defined using the distributive law and the rule
The set R[x; θ] is a non-commutative ring called the skew polynomial ring with the usual addition of polynomials and multiplication defined as in Equation (1) . The above result is called division on the right by f. A similar result can be proved regarding division on left by f.
Proof. The proof is similar to Lemma 1.1 in [12] .
As a result of this Theorem, the following corollary is clear.
The above corollary shows that the polynomial (x n − 1) is in the center Z(R[x; θ]) of the ring R[x; θ], hence generates a two-sided ideal if and only if the e|n. Consequently, the quotient space R n = R[x; θ]/ x n − 1 is a ring if and only if e|n. In this case skew cyclic codes can be regarded as (left) ideals in R n . In this paper we are interested in skew cyclic codes for any length n regardless of whether e|n or not. We show that regarding them as modules rather than ideals gives us the flexibility to handle skew cyclic codes of all lengths in the same way.
Let r(x) ∈ R[x; θ] and (f (x) + x n − 1 ) ∈ R n . Define
This multiplication with the usual addition leads to the following Lemma Lemma 6. The quotient space R n is a left R[x; θ] module.
Definition 7. Let R be the ring F p +uF p and θ be an automorphism of R with | θ | = e. A subset C of R n is called a skew cyclic code of length n if C satisfies the following conditions:
2. If c = (c 0 , c 1 , . . . , c n−1 ) ∈ C, then so is its the skew cyclic shift, i.e.,
We have the usual representation of vectors (c 0 , c 1 , . . . , c n−1 ) ∈ R n by polynomials c(x) = c 0 + c 1 x + · · · + c n−1 x n−1 . With this identification, the skew cyclic shift of a codeword c(
As is common in the discussion of cyclic codes, we can regard codewords of a skew cyclic code C as vectors or as polynomials interchangeably. In either case, we use the same notation C to denote the set of all codewords. We follow this convention in the definition below and in the rest of the paper.
Definition 8. (Polynomial definition of skew cyclic codes)
A subset C ⊆ R n is called a skew cyclic code if C satisfies the following conditions:
As a result of this definition, we get the following Lemma.
Lemma 9. C is a skew cyclic code of length n over R if and only if C is a left
3 Generator polynomials of Skew Cyclic Codes over R
In this section we are interested in studying algebraic structures of skew cyclic codes over R. Using Lemma 9, our goal is to find the generator polynomials of these codes as left R[x; θ]-submodules of R n = R[x; θ]/ x n − 1 .
Obviously, the second sum is 0 (it contains a factor of u 2 ). Therefore, we have
The uniqueness of
is clear by this proof.
in Lemma 10 is unique and hence we call it the partaker of g. Also note that if
Lemma 12.
The polynomial x n − 1 factors in the ring
. Then
Using Lemma 10, we know that
Hence,
.
. This is a contradiction unless r 1 (x) = 0 and then
Note that in the above Lemma f 1 (x) and g 1 (x) are unique polynomials because the ring F p [x] is a unique factorization ring; however, f 2 (x) and g 2 (x) are not unique. This is justified by noting that the ring R [x; θ] is not a unique factorization ring. We know that U (R) = F * p + uF p . Based on this fact, we try to find U (R[x; θ]).
Let C be be a nonzero skew cyclic code over R and let c(x) = a 0 + a 1 x + . . . + a n−1 x n−1 ∈ C. If a n−1 is a unit in R with inverse w then wc(x) is a monic polynomial in C. Hence, for any nonzero skew cyclic code we have the following cases to consider:
Case1: C has no monic polynomials Case2: C has at least one monic polynomial.
The next lemma classifies all skew cyclic codes that satisfy Case 1.
Lemma 14. Let C be a nonzero skew cyclic code that has no monic polynomials. Then C = ua(x) where a(x) is a polynomial of minimal degree in C and
Proof. Suppose C is a nonzero skew cyclic code that has no monic polynomials and suppose that θ (a + ub) = a + usb where s ∈ F * p . Let a(x) = a 0 + a 1 x + . . . + ua r x r be a polynomial of minimal degree in C where a r ∈ F * p and a i ∈ R for all i = 0, 1, . . . , r − 1. Note that
Since a(x) is of minimal degree in C, ua(x) = 0 and
where a(x) ∈ F p [x] and a i = ua i for all i = 0, 1, . . . , r. Let c(x) be any codeword in C. Then, c(x) is not monic. Hence, c(x) = c 0 + c 1 x + . . . + uc t x t where t ≤ n − 1, c t ∈ F * p and c i ∈ R. for all i = 0, 1, . . . , t − 1. We want to prove that c(x) = uc(x). Write c(x) = c 1 (x)+c 2 (x) where all terms in c 1 (x) have powers less than r while all terms in c 2 (x) have powers larger or equal r.
and
where (c t ) −1 c t−1 is a unit. By Lemma 3, z t−1 is a unit and hence C has a monic polynomial. This is a contradiction since C has no monic polynomials. Using the same procedure we can show that c i is not a unit for all c i ∈ c 2 (x). Suppose that c i is a unit for some i in c 1 (x). Then uc(x) = uc 1 (x) ∈ C and uc 1 (x) is a a nonzero polynomial with deg uc 1 (x) < deg a(x). Again, this is a contradiction. Hence,
where c(x) ∈ F p [x] and c i = uc i for all i = 0, 1, . . . , t. Since a(x) and c(x) are two polynomials in F p [x], by the division algorithm, there exist polynomials
where r(x) = 0 or deg r(x) < deg a(x) = deg a(x). Hence, using Lemma 10, we get
This implies that
This is a contradiction because deg ur(x) < deg a(x) = deg a(x). Therefore,
, then r(x) = 0 and
Hence, C = ua(x) . Again, since a(x) and x n − 1 are polynomials in
then by the division algorithm, there exist polynomials
where
In the ring R n = R[x; θ]/ x n − 1 , we get that
, r 1 (x) = 0 and
Lemma 15. Let C be a nonzero skew cyclic code that has at least one monic polynomial and let g(x) be a polynomial of minimal degree in C. Suppose that g(x) is monic. Then C = g(x) where
Proof. The proof is a straightforward application of Theorem 3.
Lemma 16. Let C be a nonzero skew cyclic code that has at least one monic polynomial. Moreover, suppose that all polynomials of minimal degree are not monic. Let a(x) be a polynomial of minimal degree in C. Let g(x) be a monic polynomial in C of minimal degree among all monic polynomials in C. Then,
Proof. Let C be a skew cyclic code that has at least one monic polynomial and let a(x) be a polynomial of minimal degree in C. Since a(x) is not monic and of minimal degree in C, as in the proof of Lemma 14, we can show that a(x) = ua(x) where a(x) ∈ F p [x] . Suppose that c(x) is a codeword in C. Let f (x) be a monic polynomial of minimal degree in C. Then using Theorem 3, there exist two polynomials q 2 (x) and r 2 (x) in R n such that
where r 2 (x) = 0 or deg r 2 (x) < deg f (x). Then
Since f (x) is a monic polynomial of minimal degree in C, r 2 (x) is not monic.
In fact, as in the proof of Lemma 14, one can easily show that r 2 (x) = ur 3 (x) for some polynomial
. Now, apply the division algorithm on a(x) and r 3 (x) to obtain
where r 4 (x) = 0 or deg r 4 (x) < deg a(x). Hence,
Thus, ur 4 (x) ∈ C. Since deg r 4 (x) < deg a(x) = deg a(x), ur 4 (x) = 0 and
Therefore,
Thus C = f, a(x) = f, ua(x) . Note that x n − 1 and a(x) are polynomials in F p [x] . Hence, by the division algorithm we can write
where r 5 (x) = 0 or r 5 (x) is a polynomial in
Then we have
In R n , we obtain ur 5 (x) = −q ′ 5 ua(x) ∈ C with deg ur 5 (x) = deg r 5 (x) < deg a(x). This is a contradiction unless ur 5 (x) = 0. Since r 5 (x) ∈ F p [x], we have r 5 (x) = 0 and
. Then using Theorem 3, we have
where R(x) = 0 or deg R(x) < deg f (x) = deg f 1 (x). This implies that R(x) ∈ C. Since f (x) is a monic polynomial of minimal degree in C, we conclude that R(x) is not monic. Hence, R(x) = w(x)ua(x) = uw 1 (x)a(x) (by Lemma 10). Thus
Hence, in the ring F p [x], we have
By Lemma 12, there must be a polynomial
of degree less than the degree of f 1 (x). Thus,
Lemma 17. Let C = g(x) + up(x), a(x) = g(x) + up(x), ua(x) as in Lemma 16. Then a(x)|g(x) mod u and
Proof.
. Using the division algorithm one can write
where r(x) = 0 or deg r(x) < deg a(x). Hence,
This implies that ur(x) ∈ C. This is a contradiction since deg ur(x) = deg r(x) < deg a(x) = deg a(x). Hence, ur(x) = 0 and r(x) = 0 because r(
This implies uc(x) = uq(x)a(x) = q ′ (x)ua(x) ∈ ua . Therefore, for any polynomial of the form uc(x) ∈ C, we have c(x) = q(x)a(x) and uc(x) ∈ ua . Since u (g(x) + up(x)) = ug(x) ∈ C, we get that a(x)|g(x) mod u. Also
We summarize the results of Lemmas 14, 15, 16 and 17 in the following theorem that classifies all skew cyclic codes over the ring R.
Theorem 18. Let C be a nonzero skew cyclic code over the ring R. Then C satisfies one of the following cases:
1. C has no monic polynomials. Then C = ua(x) where a(x) is a polynomial of minimal degree in C and
2. C has a monic polynomial g(x) of minimal degree in C.
where g(x) is a polynomial of minimal degree in C and
All monic polynomials in C are not of minimal degree. Then we have
, where a(x) is a polynomial of minimal degree in C which is not monic, g(x) is a monic polynomial in C of minimal degree among all monic polynomials in C,
Proof. The proof follows from Lemmas 14, 15, 16 and 17.
4 Minimal spanning sets for skew cyclic codes over R
In this section we provide minimal generating sets for skew cyclic codes over R.
The generating sets will help in finding the cardinality of each code. Moreover, they will be useful in describing an encoding algorithm for these codes.
Theorem 19. Let C be a nonzero skew cyclic code over the ring R.
1. If C = ua(x) where a(x) is a polynomial of minimal degree r in C and
forms a minimal generating set for C and |C| = p n−r .
If C = g(x)
where g(x) is a polynomial of minimal degree r in C and
forms a minimal generating set for C and |C| = p 2 n−r .
If
, where a(x) is a polynomial of minimal degree t in C which is not monic, g(x) is a monic polynomial in C of minimal degree r among all monic polynomials in C,
forms a minimal generating set for C and |C| = p 2 n−r p r−t .
Proof. We will prove Cases 1 and 3. Case 2 has similar proof.
Suppose c(x) ∈ ua(x) where a(x) is a polynomial of minimal degree
r in C and
. Hence, we may assume that s(x) = s 1 (x) ∈ F p [x] and c(x) = s 1 (x)ua(x) = us 3 (x)a(x) (by Lemma 10) where deg s 1 (x) = deg s 3 (x). If deg s 1 (x) ≤ n − r − 1, then c(x) = s(x)ua(x) ∈span(β). Otherwise, by the division algorithm there are unique polynomials q(x), r(x) such that
where r(x) = 0 or deg r(x) < deg
where deg r
a(x) = n − r. Hence, β spans the code C. From the construction of the elements in the set β, it is clear that none of the elements is a linear combination of the others. Therefore, β forms a minimal generating set for C. Since s 1 (x) ∈ F p [x], we get that |C| = p n−r .
2. The proof is similar to Case 1.
Otherwise, by Theorem 3
where r(x) = 0 or deg r(x) ≤ n − r − 1. Hence,
Since r(x) = 0 or deg r(x) ≤ n − r − 1, r(x) * (g(x) + up(x)) ∈ span(β). Hence, we only need to show that uk(x) ∈ span(β) for any uk(x) ∈ C.
, it suffices to show that ur 2 (x) ∈span(β) where r 2 (x) = 0 or deg r 2 (x) < deg g(x) and deg r 2 (x) ≥ deg a(x). By the proof of Lemma 17, we know that any element of the form ur 2 (x) belongs to ua(x) . Hence, ur 2 (x) = s 4 (x)ua(x) and deg ur 2 (x) < deg g(x) and deg ur 2 (x) ≥ deg a(x) . Thus
Therefore, β spans C. Since none of the elements in β is a linear combinations of the other elements, we conclude that β is a minimal generating set for the code C and |C| = p 2 n−r p r−t .
The Encoding and Decoding of the codes
Based on Theorem 19, we can develop an encoding algorithm for these codes as follows:
Theorem 20. Let C be a nonzero skew cyclic code over the ring R.
, then any codeword c(x) in C is encoded as
is a polynomial of degree ≤ n − r − 1.
is a polynomial of minimal degree r in C and
where i(x) + uq(x) ∈ R[x; θ] is a polynomial of degree ≤ n − r − 1.
, where a(x) is a polynomial of minimal degree τ in C which is not monic, g(x) is a monic polynomial in C of minimal degree r among all monic polynomials in C,
Proof. The proof follows from Theorem 19.
Now, we describe a decoding algorithm when one considers the case (iii) in Theorem 20.
Suppose that a string of r − τ symbols J = (j 0 , j 1 , · · · , j r−τ −1 ) ∈ F r−τ p and a string of symbols I = (i 0 + uq 0 ), · · · , (i n−r−1 + uq n−r−1 ) ∈ F p + uF p n−r are the inputs of the encoder. So, according to Theorem 20, the encoding process will be as follows
The encoded string is of length n symbols over F p + uF p which is transmitted through the channel. The decoder receives a string of length n over F p +uF p . Let us represent that
Since g + up is a monic polynomial, we may observe from Lemma 3 that there exist l 1 + ul 2 , r 1 + ur 2 ∈ R n such that v = (l 1 + ul 2 )(g + up) + r 1 + ur 2 and deg(r 1 + ur 2 ) < deg(g + up) . Also, there exist s, t ∈
Fp[x]
<x n −1> such that r 2 = ta + s. Thus, v = (l 1 + ul 2 )(g + up) + r 1 + uta + us. This results in the fact that r 1 , s are the error terms. Therefore, v = l 1 g + ul 2 g + ul ′ 1 p + uat is a codeword. Our goal is to find j(x), (i + uq)(x) which are introduced in the encoding part. By a comparison between v and Equation (2), we observe that l 1 = i and gl 2 + l ′ 1 p + at = qg + i ′ p + aj (Note that these equations are in the ring
Therefore, we need to solve the equation qg + aj = l 2 g + at to find q, j. Since a|g, we may assume that g = ad. Therefore, qd + j = l 2 d + t. Thus, j, q are in the form t − dz, l 2 + z for some z ∈
x n −1 , respectively. Hence, there exists
If adh = gh = x n − 1, then
We know that deg(q)
can be uniquely found as j = t−d(z +Aah), which leads to findingz +Aah. Since every A, B leads to the same answer for j, q in R n , we may assume A = B = 1.
. The outputs of the decoding process are j(x) and i(x) + uq(x).
Examples
In this section, we provide examples of encoding and decoding of skew cyclic codes.
Example 21. In this example, we see the steps to encode and decode with the proposed algorithm. Let n = 6, r = 3, τ = 2 C =< x 3 + 2x 2 + (2 + u)x + 1 + u, u(x + 1) >. The number of symbols of output is 12 and the number of symbols of input 8. Suppose that the encoder wants to transmit two strings I = (1 + u, 3u, 4 + 2u) ∈ (F + p + uF p ) 3 and J = (2, 2) ∈ (F p ) 2 . So
Encode((1 + u, 3u, 4 + 2u), (3, 2)) = ((1 + u)x 2 + 3ux + (4 + 2u))(x 3 + 2x 2 + (2 + u)x + 1 + u) + u(2x + 2)(x + 1)
So the encoder sends (1 + u, 2, 1 + u, 4 + 4u, 3, 4 + 3u) through the channel. Now assume that the decoder receives (1 + 2u, 2, 1 + u, 4 + 4u, 3, 4 + 3u). If v(x) + uw(x) = (1 + 2u)x 5 + 2x 4 + (1 + u)x 3 + (4 + 4u)x 2 + 3x + 4 + 3u, then the syndromes s 1 (x), s 2 (x) are as follows.
One can see that
So s 2 is equal to the syndrome of x 5 . This means that the decoder detect the error term ux 5 . It remains to find I, J. To do this, we have to divide (1+u)
Since 2x 2 + 4x + 2 = (2x + 2)(x + 1), we can extract I, J.
Finally, we propose an example of the decoding process in section 5.
Example 22. We want to study the principal skew cyclic codes with length 4 over F 3 + uF 3 with θ(u) = −u. For this, one can see that the composition of x 4 − 1 in F 3 is as follows.
There are two types of principal codes. If the generator is not monic, then C = ua(x) . Therefore, all of the codes in this form are as follows. C 1 = < u(x + 2) > or C 2 =< u(x + 1) > or C 3 =< u(x 2 + 1) > C 4 = < u(x 2 + 2) > or C 5 =< u(x 3 + x 2 + x + 1) > C 6 = < u(x 3 + 2x 2 + x + 2) > or C 7 =< u > or C 8 =< 0 > .
Example 24. Let p = 3, n = 6. The polynomial g = x 4 + 2x 3 + 2ux 2 + x + u + 2 divides x 6 − 1 over R = F 3 + uF 3 , hence it generates a free cyclic code of dimension 2 over R. Its image ϕ 2 (C) is a ternary linear code with parameters [12, 4, 6] and ϕ 3 (C) is a ternary linear code with parameters [18, 4, 11] . Both of these codes are optimal according to [17] .
Example 25. Let p = 3, n = 11. The polynomial g = x 6 +x 4 +2x 3 +2x 2 +2x+1 divides x 11 − 1 over R = F 3 + uF 3 , hence it generates a free cyclic code of dimension 5 over R. Its image ϕ 2 (C) is a ternary linear code with parameters [22, 10, 6 ] which turns out to be a quasi-cyclic code. According to the database of best known quasi-twisted codes (which includes quasi-cyclic codes as a special case) [18] , this is a new code in the class of quasi-twisted codes.
Example 26. Let p = 3, n = 12. The polynomial g = x 5 + (u + 1)x 4 + ux 3 + 2ux 2 + (2u + 2)x + 2u + 2 divides x 12 − 1 over R = F 3 + uF 3 , hence it generates a free cyclic code of dimension 7 over R. Its image ϕ 2 (C) is a ternary linear code with parameters [24, 14, 6] which, according to [17] , has the parameters of a best known ternary linear code.
Example 27. Let p = 5, n = 6. The polynomial g = x 4 + (3u + 4)x 3 + 4ux 2 + (2u+1)x+u+4 divides x 6 −1 over R = F 5 +uF 5 , hence it generates a free cyclic code of dimension 2 over R. Its image ϕ 3 (C) is a linear code with parameters [18, 4, 12] over F 5 . According to the database [17] , this is an optimal linear code.
Example 28. Let p = 5, n = 18. The polynomial g = x 3 + 2ux + 3u + 1 divides x 18 − 1 over R = F 5 + uF 5 , hence it generates a free cyclic code of dimension 15 over R. Its image ϕ 2 (C) is a linear code with parameters [36, 30, 4] over F 5 . According to the database [17] , these are the parameters of the best known linear code for its length and dimension over F 5 .
Conclusion
In this paper we studied skew cyclic codes over the ring R = F p +uF p where p is an odd prime and u 2 = 0. We have classified skew cyclic codes of all lengths as left R[x; θ]-submodules of R n = R[x; θ]/ x n −1 . Our classification is general and works for any value of n. Then we constructed the set of generator polynomials for these codes. We also provided encoding and decoding algorithms for these codes. Additionally, end we presented examples of skew cyclic codes whose Gray images are linear codes over F p with optimal or near optimal parameters. We also provided a new code in the class of quasi-twisted codes.
