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В статье рассматривается подход к построению и реализация алгоритмов распределения неограниченно
линейно адресуемой памяти для универсальных моделей решения задач
Введение
В технических системах, ориентированных
на решение задач [1], особый интерес представ-
ляют универсальные модели [2], способные обес-
печить интеграцию различных моделей реше-
ния задач [3]. В соответствии со схемой уров-
ней управления [4] для систем управляемых зна-
ниями, относящихся к системам ориентирован-
ным на решение задач, одной из ключевых задач
управления устройствами является задача рас-
пределения памяти [5]. Ранее были рассмотрены
программная модель и алгоритмы, обеспечиваю-
щие близкое к оптимальному решение этой зада-
чи для ограниченного, конечного линейного ад-
ресного пространства (ЛАП) [6]. Однако, реше-
ние задач в рамках универсальных моделей тре-
бует эффективных механизмов работы с неогра-
ниченной памятью [7], при этом аналогичные за-
дачи работы с объектами неограниченного раз-
мера актуальны для уровней управления данны-
ми и знаниями. Для реализации этих механиз-
мов необходимо дать ответ на вопросы: «Какую
платформу выбрать?», «Как кодировать участки
памяти?», «Какие структуры следует использо-
вать для доступа к участкам памяти, чтобы обес-
печить их поиск и поддержать их изменение?»,
«Какова стратегия распределения памяти?».
I. Представление свободных участков
неограниченной памяти
Рассмотрим ответ на поставленные вопро-
сы, исходя из известных свойств реализованных
моделей распределения памяти для ограничен-
ного ЛАП. Основными из этих свойств являются
следующие:
1. стратегия «первый подходящий» явля-
ется одной из близких к оптимальным страте-
гиям с точки зрения минимизации требований
на размер памяти, включающей используемую
для хранения данных и подверженную внешней
фрагментации;
2. для стратегии «первый подходящий» вре-
менная сложность реализованных алгоритмов
моделей распределения памяти оценивается как
полилоглинейная;
3. для хранения структур, описывающих
свободные участки памяти, используются сами
эти участки и дополнительный участок памя-
ти ограниченного (неизменного в соответствии с
размером адресуемой памяти) размера.
Предлагаемое представление свободных
участков памяти ориентировано на сохранение
этих свойств. С целью минимзации затрат памя-
ти на дополнительные структуры данных, пред-
лагаемое представление так же отталкивается от
моделей наиболее экономичных в этом плане, а
именно – от «систем близнецов» [5]. Недостатком
«систем близнецов» является увеличение затрат
(до двух раз) на размер памяти подверженной
внутренней фрагментации.
Так как память имеет неограниченный раз-
мер, то и адреса ячеек памяти требуют неограни-
ченного количества разрядов. С целью миними-
зации затрат на адаптацию используемых струк-
тур данных к возрастанию значащих разрядов
адреса, для их хранения используются отдель-
ные ячейки-регистры. Именно поэтому в каче-
стве платформы реализации рассмотрена ранее
предложенная модель обработки информации,
которая как раз ориентирована на обеспечение
решения подобных задач [7].
Структура свободных участков памяти, как
это характерно для «систем близнецов» органи-
зуется в виде дерева, каждый полностью или
частично свободный блок имеет размер равный
суммарному размеру 2k−1 ячеек памяти (рис. 2).
Центральная ячейка любого полностью или ча-
стично свободного блока хранит служебную ин-
формацию, описывающего состояние блока и со-
стояние ячеек блоков следующего уровня в де-
реве. В центральной ячейке для хранения этой
информации используется до семи бит, соответ-
ствующих признакам: 1) занятости (отсутствия)
младшего блока-потомка блока в дереве; 2) заня-
тости (отсутствия) старшего блока-потомка бло-
ка в дереве; 3) блока как старшего блока-потомка
у блока-родителя; 4) блока как текущего корне-
вого блока в дереве; 5) младшего блока-потомка
как блока со свободным блоком максимально-
го размера; 6) блока, как не являющегося пол-
ностью свободным блоком, блоком-листом в де-
реве; 7) старшего блока-потомка как «блока-
фаворита», поиск и выделение свободного бло-
ка в котором осуществляются в первую очередь,
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при прочих равных. Установка значения при-
знака «блока-фаворита», соответствует реализу-
емой стратегии распределения памяти. Для рас-
пределения памяти «первый подходящий» с вы-
делением блоков в направлении только одной
стороны, достаточно установить значение при-
знака одинаковым для всех блоков в дереве. Для
распределения памяти с выделением блоков с
двух сторон (см. рис. 1) можно чередовать зна-
чение этого признака при подъёме от предыду-
щего корневого блока дерева к новому текуще-
му корневому блоку дерева, при этом значение
этого признака в новых блоках поддерева нового
блока-потомка корневого блока дерева совпада-
ет со значением этого признака в корневом блоке
дерева.
II. Выделение и высвобождение
участков неограченной памяти
Задачи выделения свободного блока и вы-
свобождения блока памяти по указанному адре-
су заданных размеров в неограниченном ЛАП
сведены к следующим подзадачам: 1) вычис-
ление размера блока-родителя и блока-потомка
в дереве; 2) вычисление адреса ячейки блока-
родителя; 3) вычисление адреса младшего или
старшего блока-потомка; 4) вычисление адреса и
размера корневого блока; 5) вычисление «блока-
фаворита» у указанного блока; 6) вычисление
адреса подходяшего по размеру блока в подде-
реве; 7) сравнение размеров максимальных бло-
ков в поддеревьях младщего и старшего потом-
ков; 8) создание нового корневого блока и блока-
потомка. Каждая из этих задач решается со-
ответствующим алгоритмом, описанном в виде
процедуры на языке выбранной платформы реа-
лизации. Кроме структур, описывающих состо-
яние участков памяти, используются дополни-
тельные регистры (в количестве не менее 22-х),
которые хранят следующую информацию: адрес
выполняемой команды, адреса вызовов и возвра-
тов из процедур, параметры процедур распреде-
ления памяти – размер распределяемого блока,
адрес выделенного блока, размер блока в дере-
ве участков памяти, адрес ячейки блока в де-
реве участков памяти, результаты процедур, их
параметры и управляющие флаги, включающие
значения признаков свободного блока, старше-
го блока-потомка родителя, «блока-фаворита»,
блока максимального размера, корневого блока
и т.д.
Временная сложность реализованных алго-
ритмов выделения и высвобождения блоков па-
мяти может быть выражена как O(ln3(2n)∗f(n)),
где 2n – количество бит распределённой памя-
ти (количество используемых значащих разря-
дов адресных регистров не превышает n), f(n) –
время доступа к ячейке памяти по адресу. Про-
странственнная сложность реализованных алго-
ритмов – O(ln(2n)). Перерасход памяти из-за
внешней фрагментации, выраженный размером
фактически используемой памяти: O(m ∗ ln(m)),
где m – максимальный размер памяти, занятой
данными.
Рис. 1 – История изменений состояний памяти в
неограниченном ЛАП в процессе её распределения
Заключение
Алгоритмы и демонстрационный при-
мер (рис. 1) модели распределения
неограниченной линейно адресуемой па-
мяти реализованы средствами JavaScript
(https://bitbucket.org/version/openjsvvm/).
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Рис. 2 – Иерархия кодирования блоков соответствующих размеров в неограниченной памяти
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