One of the main open problems of the theory of margin multi-category pattern classification is the characterization of the optimal dependence of the confidence interval of a guaranteed risk on the three basic parameters which are the sample size m, the number C of categories and the scale parameter c. This is especially the case when working under minimal learnability hypotheses. The starting point is a basic supremum inequality whose capacity measure depends on the choice of the margin loss function. Then, transitions are made, from capacity measure to capacity measure. At some level, a structural result performs the transition from the multi-class case to the bi-class one. In this article, we highlight the advantages and drawbacks inherent to the three major options for this decomposition: using Rademacher complexities, covering numbers or scale-sensitive combinatorial dimensions.
Introduction
In the framework of agnostic learning, one of the main open problems of the theory of margin multi-category pattern classification is the characterization of the way the confidence interval of a guaranteed risk should vary as a function of the three basic parameters which are the sample size m, the number C of categories and the scale parameter c (see [17] for a survey). This is especially the case when working under minimal learnability hypotheses. In that context, several basic supremum inequalities are available, for the different margin loss functions commonly used. They constitute starting points to derive bounds whose capacity measure is a Rademacher complexity, a metric entropy or a scale-sensitive combinatorial dimension. In the corresponding sequence of transitions, a specific step is a structural result performing the transition from the multiclass case to the bi-class one. It can involve any of the three kinds of capacity measures listed above. In this article, we study the incidence of the choice of the level for this decomposition when the margin loss function is either the parameterized truncated hinge loss or the margin indicator loss function. In the process of deriving the corresponding guaranteed risks, we establish a new combinatorial result involving covering numbers based on the L 1 -norm and a c-W-dimension: the margin Graph dimension. This capacity measure is bounded from above for the class of functions computed by the multi-class support vector machines (MSVMs), which provides an illustrative example of the dependence on the three basic parameters of a confidence interval.
The organization of the paper is as follows. Section 2 deals with the theoretical framework and the margin multicategory classifiers, focusing on their capacity measures. Section 3 highlights the connections between these measures. It introduces the new combinatorial result. Sections 4 and 5 are devoted to two comparative studies: for the parameterized truncated hinge loss and the margin indicator loss function, respectively. The case of the M-SVMs is dealt with in Sect. 6 . At last, we draw conclusions and outline our ongoing research in Sect. 7.
Margin multi-category classifiers
The theoretical framework is that of [10] . It is summarized below.
Theoretical framework
We consider the case of C-category pattern classification problems with C 2 Nns0; 2t. Each object is represented by its description x 2 X, and the set Y of the categories y can be identified with the set of indices of the categories: s1; Ct. We assume that X ; A X ð Þ and Y; A Y ð Þ are measurable spaces and denote by A X A Y the tensor-product sigma-algebra on the Cartesian product X Â Y. We make the hypothesis that the link between descriptions and categories can be characterized by an unknown probability measure P on the measurable space X Â Y; A X A Y ð Þ . Let Z ¼ X; Y ð Þ be a random pair with values in Z ¼ X Â Y, distributed according to P. The only access to P is via an m-sample
Þ 16i6m made up of independent copies of Z (in short Z m $ P m ). The theoretical framework is thus that of agnostic learning [15] . The classifiers considered are based on classes of vector-valued functions with one component function per category, and the classes of component functions are uniform Glivenko-Cantelli (uGC) [9] . uGC classes must be uniformly bounded up to additive constants (see Proposition 4 in [9] ). For notational convenience, we replace this property by a stronger one: the vector-valued functions take their values in a hypercube of R C . The definition of a margin multi-category classifier is thus the following one.
Definition 1 (Margin multi-category classifiers) Let G ¼ Q C k¼1 G k be a class of functions from X into ÀM G ; M G ½ C with M G 2 1; þ1 ½ Þ. The classes G k of component functions are supposed to be uGC classes. For each function g ¼ g k ð Þ 16k6C 2 G, a margin multi-category classifier on X is obtained by application of the decision rule dr, mapping g to dr g 2 Y S Ã f g ð Þ X , and defined as follows:
where Á j j returns the cardinality of its argument and Ã stands for a dummy category.
In words, dr g returns either the index of the component function whose value is the highest, or the dummy category Ã in case of ex aequo. The qualifier margin refers to the fact that the generalization capabilities of such classifiers can be characterized by means of the values taken by the differences of the corresponding component functions. With this definition at hand, the aim of the learning process is to minimize over G the probability of error P dr g X ð Þ 6 ¼ Y À Á . This probability can be reformulated in a handy way thanks to the introduction of additional functions.
Definition 2 (Class of functions F G ) Let G be a class of functions satisfying Definition 1. For every g 2 G, the function f g from Z into ÀM G ; M G ½ is defined by:
Then, the class F G is defined as follows:
Definition 3 (Risks) Let G be a class of functions satisfying Definition 1, and let / be the standard indicator loss function given by: 8t 2 R; / t ð Þ ¼ 1 t60
To benefit from the fact that the classifiers of interest are margin ones, the sample-based estimate of performance which is actually used is obtained by substituting to / a (dominating) margin loss function parameterized by a scalar c 2 0; 1 ð : / c . This gives birth to the margin risk L c g ð Þ and its empirical counterpart: L c;m g ð Þ. In this study, the margin loss functions used are the following ones.
Definition 4 (Margin loss functions / 2;c and / 1;c ) For c 2 0; 1 ð , the parameterized truncated hinge loss / 2;c and the margin indicator loss function / 1;c are defined by
:
We use margin loss functions in combination with a squashing function.
The idea is to restrict the available information exactly to what is relevant for the assessment of the prediction accuracy, so as to optimize the exploitation of the scale parameter.
Definition 6 (Class of functions F G;c ) Let G be a class of functions satisfying Definition 1 and F G the class of functions deduced from G according to Definition 2. For every (ordered) pair g; c ð Þ 2 GÂ 0; 1 ð , the function f g;c from Z into 0; c ½ is defined by: f g;c ¼ p c f g : Then, the class F G;c is defined as follows:
In the sequel, we make use of the floor function Á b c and the ceiling function Á d e.
Scale-sensitive capacity measures
We introduce the three types of capacity measures, using the notations of [12] . Let T ; A T ð Þbe a measurable space, and let F be a class of real-valued functions with domain T . Let T be a random variable with values in T , distributed according to a probability measure P T on T ; A T ð Þ, and let T n ¼ T i ð Þ 16i6n be an n-sample made up of independent copies of T. The empirical Rademacher complexity of F given T n is denoted byR n F ð Þ, and the Rademacher complexity of F is denoted by R n F ð Þ. The classes F considered here are endowed with empirical pseudo-metrics derived from the L p -norm.
where l t n denotes the uniform (counting) probability measure on t i : 
The Graph dimension with margin c of F , denoted by c-G-dim F ð Þ, is the maximal cardinality of a subset of Z c-G-shattered by F , if such maximum exists. Otherwise, F is said to have infinite Graph dimension with margin c.
The c-W-dimensions generalize the standard scale-sensitive combinatorial dimension, named fat-shattering dimension or c-dimension.
Definition 9 (c-dimension [14] ) Let F be a class of realvalued functions on
The c-dimension of the class F , c-dim F ð Þ, is the maximal cardinality of a subset of T c-shattered by F , if such maximum exists. Otherwise, F is said to have infinite cdimension.
The relationship between c-G-dim F G ð Þ and c-dim F G ð Þ is characterized by the following proposition.
Proposition 1 (After Proposition 1 in [13] ) Let G be a class of functions satisfying Definition 1 and F G the class of functions deduced from G according to Definition 2. Then,
The inequality becomes an equality for C ¼ 2.
Each of the combinatorial results [28] in the literature is built upon a basic lemma involving classes of functions whose domain and codomain are finite sets (so that their cardinalities are also finite). To take benefit from this restriction, it involves a variant of the scale-sensitive combinatorial dimension considered. The first variant of this kind, associated with the c-dimension, is the strong dimension [1] , which extends to the margin Graph dimension as follows. 
The strong Graph dimension of F , denoted by S-G-dim F ð Þ, is the maximal cardinality of a subset of Z strongly G-shattered by F , if such maximum exists. Otherwise, F is said to have infinite strong Graph dimension.
The finiteness of the domain results from a restriction to the data, whereas that of the codomain is obtained by application of a discretization operator. We make use of the one of [10] .
þ , define the g-discretization as an operator on F such that:
3 Connections between the capacity measures
The main building blocks of the derivation of guaranteed risks are connections between capacity measures. They are of two kinds. A first group corresponds to changes of capacity measure. A second group corresponds to structural results, basically relating the capacity of the multi-class classifier, precisely F G;c or F G , to those of function classes including the classes G k .
Rademacher complexity
To the best of our knowledge, the sharpest structural result for classes of vector-valued functions is due to Maurer [20] . Under the simplifying hypotheses exposed in [13] , its application to the framework of this study produces (up to a multiplicative factor), the following result, a direct consequence of the proof of Theorem 3 in [18] .
Lemma 1 Let G be a class of functions satisfying Definition 1. For c 2 0; 1 ð , let F G;c be the class of functions deduced from G according to Definition 6. Then
Among the tools available to upper bound the expected suprema of empirical processes, an especially efficient one for Rademacher processes is Dudley's chaining method [25] .
Theorem 1 (Dudley's metric entropy bound) Let F be a class of bounded real-valued functions on T . For n 2 N Ã ,
Covering and packing numbers
The following structural result relates the covering numbers of F G;c to those of the classes G k .
Lemma 2 (Lemma 1 in [12] ) Let G be a class of functions satisfying Definition 1 and F G the class of functions deduced from G according to Definition 2. For c 2 0; 1 ð , let F G;c be the class of functions deduced from G according to Definition 6. Then, for 2 R
The transition between covering numbers and scalesensitive combinatorial dimensions is obtained by application of a combinatorial result (generalized Sauer-Shelah lemma). This calls for the use of the following lemma.
Lemma 3 (After Theorem IV in [16] ) Let E; q ð Þ be a pseudo-metric space. For every totally bounded set E 0 & E
Restricting to the margin Graph dimension, one single generalized Sauer-Shelah lemma is available, that extends Theorem 1 in [22] . This dimension-free upper bound is based on the L 2 -norm.
Lemma 4 (Lemma 7 in [13] ) Let G be a class of functions satisfying Definition 1 and F G the class of functions deduced from G according to Definition 2. For c 2 0; 1 ð , let F G;c be the class of functions deduced from G according to Definition 6.
We now derive an extension to the margin Graph dimension of the best generalized Sauer-Shelah lemma based on the L 1 -norm: Lemma 3.5 in [1] . To that end, two main technical lemmas are to be introduced. The first one realizes the transition to and from the discretized setting.
Lemma 5 (After Lemma 3.2 in [1] ) Let G be a class of functions satisfying Definition 1 and F G the class of functions deduced from G according to Definition 2. For c 2 0; 1 ð , let F G;c be the class of functions deduced from G according to Definition 6. For n 2 N Ã , let z n 2 Z n .
1. For every 2 0; c ð and every g 2 0; 2
2. for every g 2 0; M G ð and every 2 0;
The following lemma, connecting separation and strong G-shattering, is at the core of the basic combinatorial result.
Lemma 6 (After Lemma 13 in [13] ) Let G be a class of functions satisfying Definition 1 and F G the class of functions deduced from G according to Definition 2. For c 2 0; 1 ð , let F G;c be the class of functions deduced from G according to Definition 6. Let g 2 0;
Then the set f
The second main technical lemma is the basic combinatorial result. Its formulation calls for the introduction of additional notations. For c 2 0; 1 ð , g 2 0;
. F will be said to correspond to F c if there exists a subsetG of G of
and
. Given a vector
will designate the smallest subset of Z including all the components of z n (n 0 6 n). 
À Ã
, let F c be a subset of F G;c
Proof Notice first that according to Lemma 6,
For notational convenience, we focus on the case leading to the largest bound: that corresponding to n 0 ¼ n (all the components of z n are distinct elements of Z). Furthermore, we perform implicit permutations on sets of indexed elements when these permutations are obvious. We also set
For u 2 s1; dt, let us say that the class
so that the number of such pairs is inferior or equal to
For q 2 s2; F c t and r 2 s1; nt, let us define the set S q; r ð Þ of subsets of F c as follows:
where z r is a subvector of z n of size r. Then, h q; r ð Þ denotes the maximum number such that, for every subset F c of F c belonging to S q; r ð Þ, the corresponding subset of F strongly G-shatters at least that many pairs. If S q; r ð Þ ¼ ;, then h q; r ð Þ is infinite. Given the definitions of R and the function h,
Therefore, to finish the proof, it suffices to show that
To that end, two cases are considered.
•
is strictly larger than the total number of functions from s Z n to s0; M c t, 
Consequently, a second application of the pigeonhole principle establishes that there are at least 
Since the functions in F c;þ are pairwise 2-separated with respect to d 1;z r but take the same value on z i 0 , they are also pairwise 2-separated with respect to d 1;z rÀ1 (with z rÀ1 being the vector associated with the set 
Since the case considered is log 2 R ð Þ d e \n, Inequality (1) then results from setting u ¼ log 2 R ð Þ d e in Inequality (2). Indeed, it yields to
Thus, Inequality (1) holds true in both cases ( log 2 R ð Þ d e> n and log 2 R ð Þ d e \n), which completes the proof of the lemma. h
With Lemmas 5 and 7 at hand, we obtain the extension of Lemma 3.5 in [1] announced. 
Proof First, note that Inequality (3) is trivially true for M 1 ; F G;c ; n À Á \2. Thus, we proceed under the complementary hypothesis. Let z n ¼ z i ð Þ 16i6n 2 Z n be such that
Without loss of generality, we can assume that all the components of this vector are distinct elements of Z and thus define accordingly s Z n ¼ z i : 1 6 i 6 n f g& Z. Indeed, this is the case leading to the largest bound. By definition,
Furthermore, setting g ¼ 2 in the first proposition of Lemma 5, one obtains:
Since by hypothesis, M 2; F G;c
can be upper bounded thanks to Lemma 7, leading to M 2; F G;c
. Making use of the second proposition of Lemma 5 gives:
As a consequence, since by hypothesis, n > d G 4
À Á , a wellknown computation (see for instance the proof of Corollary 3.3 in [23] ) provides
Putting things together, so far, we have established that
To complete the proof of (3), it suffices to notice that the right-hand side does not depend on z n (but only on n). h
It is noteworthy that the proofs of Lemmas 4 and 8 can be extended in a straightforward way so as to obtain bounds where the margin Graph dimension of F G is replaced with its fat-shattering dimension. However, this comes without any improvement, so that according to Proposition 1, the bounds are simply worsened. This observation backs the thesis that guaranteed risks for margin multi-category classifiers should be based on c-Wdimensions of F G rather than on its fat-shattering dimension.
Scale-sensitive combinatorial dimensions
The best decomposition result available for -G-dim F G ð Þ is Lemma 8 in [13] . This general purpose structural result can be significantly improved for specific classifiers such as the M-SVMs [8, 11, 19] . To take this gap into account, we resort to the following hypothesis, built upon an hypothesis which is standard in learning theory [12, 21] , and beyond in the theory of empirical processes [26] : that of polynomial c-dimensions.
Hypothesis 1
We consider classes of functions G satisfying Definition 1 plus the fact that there exists a quadruplet
Regarding the polynomial growth of the c-dimensions, Corollary 27 in [3] tells us that if F is the class of functions computed by a bi-class multi-layer perceptron (MLP) [2] , then there exists
Þ where n is the number of hidden layers. According to Theorem 4.6 in [4] , the same result holds true, with an exponent equal to À2, if F is the class of functions computed by a support vector machine (SVM) [6] . Since our study focuses on the dependence on the three basic parameters rather than on the values of the constants, in the sequel, to simplify notations, K G;1 and K G;2 are replaced with one single constant: K G .
New guaranteed risks based on the truncated hinge loss
For this loss function as for the indicator loss function (see Sect. 5), we start with a basic supremum inequality from the literature and upper bound its capacity measure in such a way as to obtain an explicit dependence on m, C and c.
Basic supremum inequality
The basic supremum inequality involving / 2;c appears (for instance) as a partial result in the proof of Theorem 8.1 in [23] (with F G replaced with F G;c ).
Theorem 2 Let G be a class of functions satisfying Definition 1. For c 2 0; 1 ð , let F G;c be the class of functions deduced from G according to Definition 6. For a fixed c 2 0; 1 ð and a fixed d 2 0; 1 ð Þ, with P m -probability at least
where the margin loss function is / 2;c .
Upper bounds on the Rademacher complexity
To upper bound the Rademacher complexity of interest, we consider the three options corresponding to the different levels at which the decomposition from the multi-class case to the bi-class case can be implemented (see Sect. 3).
Decomposition involving Rademacher complexities
In this case, to handle more easily the term S C k¼1 G k that Lemma 1 makes appear, we add an hypothesis widely verified in practice: G ¼ G 
g . As in [12] , the set J has been introduced to take into account the hypotheses of the generalized Sauer-Shelah lemma (here Theorem 1 in [22] ) This raises no difficulties since 
Let us define the integral I t ð Þ as follows:
The computation of the integral gives
If T is a random variable following a standard normal distribution, then
A substitution of this classical tail bound in (6) provides us with:
A substitution of (7) (with t ¼ 6) into (5) concludes the proof of (4).
where the series S t ð Þ is defined by:
ð Þ is trivially upper bounded as follows:
Decomposition involving covering numbers
This time, we make another classical hypothesis: m [ C.
Applying in sequence Theorem 1, Lemmas 2, 3, Theorem 1 in [22] and Hypothesis 1 gives:
Theorem 4 Let G be a class of functions satisfying Hypothesis 1. For c 2 0; 1 ð , let F G;c be the class of functions deduced from G according to Definition 6 
where F is the function defined in Theorem 3.
This case is the only one for which the entropy integral exists. Setting for every j 2 N, h j ð Þ ¼ c2
The upper bound on the integral is provided by Inequality (7).
Second case:
The upper bound on the series is provided by Inequality (8) . h postponing further the decomposition brings something more utterly depends on the value of d G;C . This implies that a favorable condition for this last option is a strong coupling among the outputs of the classifier. At last, the dependence on c is better when performing the transition with scale-sensitive combinatorial dimensions: the gain is a factor ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi ln c À1 ð Þ p .
New guaranteed risks based on the margin indicator loss function
All the bounds based on this loss function implement Pollard's combinatorial method (see Chapter 2 of [24] ).
Basic supremum inequality
The basic supremum inequality is a multi-class extension of Lemma 4 in [3] , with the first symmetrization being derived from the basic lemma of Sect. 4.5.1 in [27] .
Theorem 6 (Theorem 2 in [12] ) Let G be a class of functions satisfying Definition 1. For c 2 0; 1 ð , let F G;c be the class of functions deduced from G according to Definition 6. For a fixed c 2 0; 1 ð and a fixed d 2 0; 1 ð Þ, with P m -probability at least 1 À d, uniformly for every function
where the margin loss function is / 1;c .
Upper bounds on the metric entropy
This time, there are only two levels at which the decomposition can take place.
Decomposition involving covering numbers
The RKHS of R C -valued functions at the basis of a Ccategory SVM whose kernel is j, H j;C ; Á; Á h i H j;C , consists of the linear manifold of all finite linear combinations of functions of form (12) as x; k ð Þ varies in Z, and its closure with respect to the inner product
With the definition of this RKHS a hand, the specification of the function class at the basis of a C-category SVM rests on the introduction of a condition controlling the capacity through the characterization of a coupling among the outputs. We consider the standard condition, used for instance in [19] . Definition 13 (Function class H K ) Let j be a real-valued positive type function on X 2 and let K 2 R Ã þ . Let H j;C ; Á; Á h i H j;C be the RKHS of R C -valued functions spanned by j according to Definition 12. Then, the function class H K associated with the C-category SVM parameterized by j; K ð Þ is:
h k ¼ 0 Hj and h k k Hj;C 6 K ( )
:
To upper bound the margin Graph dimension of the class F H K , we use an intermediate step involving another c-W-dimension: the margin Natarajan dimension c-N-dim (Definition 18 in [13] ). It is easy to notice that the proof of Lemma 15 in [13] still holds true if the strong Graph dimension is replaced with the strong dimension. A combination of Theorem 1 in [22] with this variant of Lemma 15 in [13] provides us with:
Lemma 9 Let G be a class of functions satisfying Definition 1 and F G the class of functions deduced from G according to Definition 2. With Lemma 9 at hand, the following instantiation of Hypothesis 1 to the C-category SVMs is easy to establish.
Lemma 10 For K 2 R Ã þ , let H K be a function class satisfying Definition 13. Suppose that for every x 2 X, j x belongs to the closed ball of radius K X about the origin in H j . Then, for every c 2 0; KK X ð ,
with the functions F, a and b being defined in Lemma 9.
Proof The proof results from applying in sequence Proposition 5 in [13] (with p ¼ 2), Lemma 9 (above) and Lemma 10 in [13] . This gives This upper bound on c-G-dim F H K ð Þcompares with that obtained with the straightforward approach (without involving the margin Natarajan dimension), which consists in combining Lemma 8 in [13] with Theorem 4.6 in [4] . It exhibits a better dependence on C, a O C ln C ð Þ ð Þ , which is mainly due to the fact that Lemma 10 in [13] takes efficiently into account the coupling among the outputs.
Conclusions and ongoing research
This article has addressed the question of the level at which to perform the transition from the multi-class case to the biclass one when deriving a guaranteed risk for margin multicategory classifiers. The comparative study was performed for the parameterized truncated hinge loss function and the margin indicator loss function. In both cases, all the possible decompositions (transitions from either F G;c or F G to a function class including the classes G k ) have been considered. The following conclusions can be drawn from the corresponding bounds. First, the convergence rate depends on the choice of the margin loss function and the behavior of the scale-sensitive combinatorial dimensions involved, but not on the level of the decomposition. Second, whatever the margin loss function, one can always exhibit a bound with sublinear dependence on C. The margin Graph dimension appears as an efficient tool to achieve this result, Neural Computing and Applications in the case when there exists a strong coupling among the outputs of the classifier. Third, the dependence on c also benefits from a late decomposition.
Our work continues in two directions: taking into account the nature of the learner/learning algorithm [7] and investigating the instantiations of Hypothesis 1 obtained by deriving upper bounds on c-W-dimensions of other margin classifiers.
