Let ξ = {ξ n } n≥0 be a nonhomogeneous/nonstationary Marvovian chain on a probability space (Ω, F , P) valued in the state space S that consists of a finite number of real d-by-d matrices such that P({ξ 0 = S }) > 0 for each S ∈ S. As usual, ξ is called uniformly exponentially stable if there exist two constants C > 0 and 0 < λ < 1 so that for all n ≥ 1,
Introduction
Let (Ω, F , P) be a probability space, and let S = {S 1 , . . . , S K } be a finite subset of the real d-by-d matrix space R d×d endowed with the discrete topology, where 2 ≤ K, d < ∞ both are integers. We consider a nonhomogeneous matrix-valued Markovian chain ξ = {ξ n } n≥0 , where ξ n : Ω → S are random variables.
Here the nonhomogeneity means that the Markovian transition probability matrices {P(n)} n≥0 of ξ are time-varying. Write P(n) = p i j (n) 1≤i, j≤K ∈ R K×K , where p i j (n) = P({ξ n+1 = S j |ξ n = S i }) if P({ξ n = S i }) 0.
For P-a.e. ω ∈ Ω, the stability problem of the infinite-length sample paths ξ(ω) = {ξ n (ω)} n≥0 is an important issue in both pure and applied mathematics. The purpose of this note is just to characterize when ξ is exponentially stable at P-a.e. ω ∈ Ω.
Notations: By ρ(A) is meant the spectral radius of a square matrix A, which is defined as the maximum of the absolute values of all the eigenvalues of A.
For n ≥ 1, an n-length sample path (S i 0 , . . . , S i n−1 ) ∈ S n of ξ is said to be non-ignorable provided that P({ξ 0 = S i 0 , . . . , ξ n−1 = S i n−1 }) > 0.
For any finite-length sample path (S i 0 , . . . , S i n−1 ) in S n , it is called a non-ignorable closed sample path of ξ, if the (n + 1)-length sample path (S i 0 , . . . , S i n−1 , S i 0 ) in S n+1 is non-ignorable for ξ, i.e. P({ξ 0 = S i 0 , . . . , ξ n−1 = S i n−1 , ξ n = S i 0 }) > 0. For a non-ignorable closed sample path (S i 0 , . . . , S i n−1 ), it may be extended into a non-ignorable periodic path of ξ under additional condition like having constant transition sign matrix defined below:
( S i 0 , . . . , S i n−1 , S i 0 , . . . , S i n−1 , S i 0 , . . . , S i n−1 , . . . ).
So a closed sample path of ξ is also called a periodic sample path of ξ.
Let
1 , . . . , p (0) K be the initial probability vector of ξ, i.e. p (0)
Since on most occasions we will not matter the explicit value of P(n), we now introduce an essential condition as follows. Let sign(x) stand for the sign function; i.e., sign(x) = 1 if x > 0 and = 0 if x ≤ 0. We say that the Markovian chain ξ has the constant transition sign matrix if the K-by-K {0, 1}-matrices
are independent of the times n. That means that for any two states S i , S j ∈ S, if the transition probability p i j (0) of ξ from the state S i to state S j at time n = 0 in one unit time is strictly positive, then the transition probability p i j (n) > 0 at all other times n ≥ 1.
Here S is called the transition sign matrix of ξ.
Motivations
We note that for the dynamical behaviors of a Markovian chain ξ, ones are only interested to P-almost every sample points ω ∈ Ω, neither every nor an explicit sample point ω in Ω.
For example, let K = 2, d = 1, p (0) = (1/2, 1/2) and
Then although S = {S 1 , S 2 } ⊂ R 1×1 is not stable itself because S 1 is of unstable mode, yet for P-a.e. ω ∈ Ω we have For any sample point ω ∈ Ω, if ξ 0 (ω) · · · ξ n (ω) converges to 0 as n → ∞, then we say ξ is stable at the sample point ω. Since this involves computing the limit of ξ 0 (ω) · · · ξ n (ω) as n → ∞, it is not an easy task to judge the stability of ξ. However, if the infinite sample path (ξ n (ω)) n≥0 is periodically generated by a finite-length sample path, say (S j 0 , . . . , S j m−1 ) ∈ S m , i.e., This problem has been raised and studied by many peoples since 1980s; cf. [13, 9, 12, 3, 15] and so on. We shall positively answer this problem in this note.
Main statements
In this note, we shall obtain the following sufficient and necessary condition for the uniform exponential stability of ξ. (3) There are constants γ < 1 and N > 0 such that for each n > N,
This characterizes the uniform exponential stability. Here the uniform exponential stability of ξ is defined in the same way as in the Abstract; that is to say, there exist two universal constants C > 0 and 0 < λ < 1 such that
This means that the sequence of product matrices ξ 0 (ω) · · · ξ n (ω) converges exponentially fast to 0 uniformly for P-a.e. ω ∈ Ω. Weakly, if there holds that the so-called Lyapunov exponents
then ξ is referred to as exponentially stable P-almost surely. In this weak case, for P-a.e. ω ∈ Ω, ξ 0 (ω) · · · ξ n (ω) also converges exponentially fast to 0, but not necessarily uniformly for P-a.e. ω ∈ Ω.
The Markovian chain ξ is said to be irreducible 1 if its transition probability matrices P(n) are irreducible. This is equivalent to say that the transition sign matrix S of ξ is irreducible; i.e., for any pair 1 ≤ i, j ≤ K, there is some integer N = N i j > 0 such that the (i, j)-entry of the N-folds product S N is strictly positive. Then we shall obtain the following sufficient condition for the P-almost sure exponential stability of ξ.
Theorem 1.2. Let ξ be a nonhomogeneous matrix-valued Markovian chain, which has the irreducible constant transition sign matrix S and irreducible initial probability p (0)
. Then ξ is exponentially stable P-almost surely, if for any n ≥ 1,
These two theorems show that the non-ignorable closed sample paths or periodic elements of ξ may completely decide the exponential stability of the nonstationary random process ξ.
Outline
be endowed with the standard compact product topology. Then
is a continuous surjective shift transformation. By the random variable
we can obtain the probability distribution P Π ξ on the Borel measurable space (
Then there follows the claim:
• The Markovian chain ξ is uniformly exponentially stable if and only if there are constants C > 0 and γ < 1 such that
If ξ is homogeneous and stationary, then P Π ξ is invariant left by Θ + , i.e.
In our present situation, however, P Π ξ is not Θ + -invariant. This in turn suggests that the classical ergodic theory and the Oseledeč multiplicative ergodic theorem cannot play directly a role in proving the above theorems.
Two prominent tools in the analysis of stability of matrix random products without any constraints are the so-called Barabanov norm [1] and Elsner reduction theorem [8] . However, in our situation, there are no analogs of Barabanov's norm and Elsner's reduction theorem.
To get around these points mentioned above, we shall construct a stationary canonical Markovian probability measure which is equivalent to P Π ξ . Particularly, to prove the Gel'fand-BergerWang formula of a topological Markovian chain [5] , Kozyakin has recently introduced a new approach-{0, 1}-matrix lift of a matrix-valued topological Markovian chain in [11] . His idea makes us to overcome the obstructions caused by lacking Barabanov's norm and Elsner's reduction theorem.
The rest of this note is organized as follows. In Section 2, we shall equivalently formulate our statements in terms of of matrix-valued topological Markovian chain. This is very convenient for us to employ some known criteria of stability established for linear switched dynamical systems. In Section 3, we shall introduce Kozyakin's {0, 1}-matrix lift of a matrix-valued topological Markovian chain. It builds up for us a bridge between a matrix-valued topological Markovian chain and the case of completely free product of matrices. In Section 4, we will complete the proofs of our main theorems using Kozyakin's idea combining with some stability criteria for periodically stable linear switched systems. Finally we will end this note with concluding remarks in Section 5.
Matrix-valued topological Markovian chain
To prove our Theorems 1.1 and 1.2, we need to describe them in terms of matrix-valued topological Markovian chains. Throughout this section, let ξ be a nonhomogeneous matrix-valued Markovian chain defined on (Ω, F , P) valued in the state space S = {S 1 , . . . , S K } as in the Theorems 1.1 and 1.2 stated in Section 1.
Let S = (s kℓ ) 1≤k,ℓ≤K be the K × K constant transition sign matrix of ξ. By the definition of S, there is at least one entry 1 at each row of S, and it gives rise to a subshift of finite type as follows:
. . , K} and s i n i n+1 = 1 for all n ≥ 0 , which is nonempty and compact as a subspace of the compact product topological space Σ + K = {1, . . . , K} Z + . Then there is the natural Markovian shift transformation of finite type
For any n-length word (i 0 , . . . , i n−1 ) ∈ {1, . . . , K} n where n ≥ 2, it is called S-admissible, if
Then there holds the following basic result:
Lemma 2.1. Given any n-length word (i 0 , . . . , i n−1 ) ∈ {1, . . . , K} n where n ≥ 2, it is S-admissible if and only if the event ξ 0 = S i 0 , . . . , ξ n−1 = S i n−1 is non-ignorable for ξ.
Proof. We first note that for any n-length word (i 0 , . . . , i n−1 ) ∈ {1, . . . , K} n where n ≥ 2,
where 
And let P π ξ denote the probability distribution of π ξ on {1, . . . , K} Z + . The following lemma is basic for proving Theorems 1.1 and 1.2. Lemma 2.3. For P-a.e. ω ∈ Ω, π ξ (ω) belongs to Σ + S . In other words,
be the set of all n-length S-admissible words (i 0 , . . . , i n−1 ) ∈ {1, . . . , K} n for any n ≥ 2. Set
By Lemma 2.1, we can get that {Ω i 0 ,...,i n−1 : (i 0 , . . . , i n−1 ) ∈ W n (S)} is a measurable partition of Ω mod 0. Let Ω n = w∈W n (S) Ω w . Then Ω ∞ = n≥2 Ω n is of P-measure 1 and π ξ (ω) belongs to Σ
This completes the proof of Lemma 2.3.
Given any (i n )
∞ n=0 ∈ Σ + S , there corresponds an infinite sequence of matrices (S i n ) ∞ n=0 ∈ S Z + . Now S is said to be uniformly exponentially stable governed by S if there are constants C > 0 and γ < 1 such that
Then from Lemma 2.3, there follows the following two lemmas.
Lemma 2.4. If S is uniformly exponentially stable governed by S, then ξ is uniformly exponentially stable.
Lemma 2.5. If S is exponentially stable P π ξ -almost surely, then ξ is exponentially stable Palmost surely.
By W n (S), we mean the set of all n-length S-admissible words (i 0 , . . . , i n−1 ) ∈ {1, . . . , K} n for any n ≥ 2, as before. By W n per (S) is meant the set of all n-length S-periodically extendable words (i 0 , . . . , i n−1 ) in {1, . . . , K} n , for any n ≥ 1. Thus from Lemmas 2.1 and 2.4, to prove Theorem 1.1 it is sufficient to show the following. . We note that (1) ⇔ (2) has already been proved under the additional condition that S is product bounded, i.e., there is a constant β > 0 such that A ≤ β for all A ∈ S n and any n ≥ 1; see [4, Theorem B] .
Similarly, to prove Theorem 1.2 it is sufficient to show the following. Recall here that the irreducibility of S means that for any pair 1 ≤ i, j ≤ K, the (i, j)-entry of the product matrix S N is strictly positive for some positive integer N = N i, j . Theorem 2.6 positively answers [4, Question 3] in the situation of matrix-valued topological Markovian chains, and Theorem 2.7 is an extension of Main Theorem of [6] from fullshift to subshift of finite-type.
We shall prove the above two theorems in Section 4 after introducing some necessary tools.
The Kozyakin {0, 1}-matrix lift of a matrix-valued topological Markovian chain
This section will be devoted to introducing our main tool-the {0, 1}-matrix lift of a matrixvalued topological Markovian chain-following V. Kozyakin's idea [11] .
Let S = (s i j ) be a K × K matrix of 0s and 1s such that each row of S contains at least one entry 1, and let S = {S 1 , . . . , S K } ⊂ R d×d . By S i we denote the i th -row of S, for 1 ≤ i ≤ K. Let δ i = (δ i1 , . . . , δ iK ) be the i th -row of the K × K unit matrix, where δ ik is the Kronecker symbol. Set We note here that Kozyakin defined S (i) = S T i δ i in a slightly different way [11] ; and T means the transpose operator of matrices.
Given any two matrices A = (a i j ) ∈ R K×K and B = (b i j ) ∈ R d×d , the Kronecker product A ⊗ B is defined as the block matrix   
whose entries are d × d matrices; see [10] . We now define
which is called the Kozyakin S-lift of the system S. It was first introduced by V. Kozyakin in [11] to prove the Gel'fand-Berger-Wang formula of a matrix-valued topological Markovian chain; see Theorem 4.1 below.
Recall that for any word (i 0 , . . . , i n−1 ) ∈ {1, . . . , K} n where n ≥ 2, it is said to be S-admissible if s i k i k+1 = 1 for all 0 ≤ k ≤ n − 2. The following three results are very important for proving Theorems 2.6 and 2.7.
Theorem 3.1 (Kozyakin [11] ) . If a word (i 0 , . . . , i n−1 ) ∈ {1 , . . . , K} n , where n ≥ 2, is not Sadmissible, then
Theorem 3.2 (Kozyakin [11] ). For any word (i 0 , . . . , i n−1 ) ∈ {1, . . . , K} n where n ≥ 2, it holds that
Note that a word (i 0 , . . . , i n−1 ) is S-periodically extendable if and only if (i 0 , . . . , i n−1 , i 0 ) is S-admissible. As a result of the above Theorem 3.1, we can obtain the following useful fact.
Corollary 3.3. If a word
Thus by Theorem 3.1, we have
This completes the proof of Corollary 3.3. 
Stability of a matrix-valued topological Markovian chain
This section will be devoted to proving Theorems 1.1 and 1.2 stated in Section 1.2 via proving Theorems 2.6 and 2.7 stated in Section 2, using Kozyakin's {0, 1}-matrix lift approach developed for matrix-valued topological Markovian chains in [11] .
Let S = {S 1 , . . . , S K } ⊂ R d×d and S a {0, 1}-matrix of K × K, not necessarily irreducible, such that each row contains at least one 1 as the transition sign matrix of the Markovian chain ξ in Section 1. Let
which are called the generalized and joint spectral radius of S governed by S, respectively. Using the ergodic theory, an analog of the classical Berger-Wang formula [2] is the following statement.
Theorem 4.1 ([5]).ρ(S, S) = ρ(S, S).
This implies that for any given {0, 1}-matrix S ∈ R K×K , ρ(S, S) is continuous with respect to
see [5, Corollary 1.5] . Based on the classical Berger-Wang formula [2] , a matrix theory proof of this formula is available in [11] . 8
Uniform exponential stability
To prove Theorem 2.6, we will need the following known sufficient and necessary condition for uniform exponential stability of S governed by S.
Lemma 4.2 ([4]
). S is uniformly exponentially stable governed by S if and only if ρ(S, S) < 1.
We will need another known sufficient and necessary condition of stability: 
Now we are ready to prove Theorem 2.6 by using the Kozyakin lift of a matrix-valued topological Markovian chain introduced in Section 3 and the results stated above.
Proof of Theorem 2.6 . By the definition of the uniform exponential stability, it is obvious that (1) ⇒ (2) ⇒ (3). Thus we need only prove the statement that (3)⇒(1).
Let there be given constants 0 ≤ β < 1 and M > 2 such that for each n > M, we have that
per (S). Then from Corollary 3.3, Theorems 3.1 and 3.2, it follows that
Therefore by Lemma 4.3, there are constants C > 0 and γ < 1 such that This thus completes the proof of Theorem 2.6 from Lemma 4.2.
Periodical stability implies almost sure exponential stability
We now additionally let the {0, 1}-matrix S be irreducible. We can choose a transition probability matrix P = (p i j ) of K × K such that its sign matrix is just S. Then by the Perron-Frobenius theorem, one can find a probability vector p = (p 1 , . . . , p K ) such that
We define a canonical Markovian probability measure µ p,P on the full symbolic sequence space
In fact, here µ p,P is ergodic since P is irreducible.
Let P π ξ be the probability distribution of π ξ on (Ω, F , P) valued in Σ + K as in Lemma 2.3. The following equivalence is useful. 
Concluding remarks
In this note, we have studied the uniform and a.e. exponential stability of a nonhomogeneous Markovian chain ξ = (ξ n ) n≥0 defined on a probability space (Ω, F , P) valued in a finite set S = {S 1 , . . . , S K } of d × d matrices. Although the transition probability matrices are not constant and hence ξ is not necessarily to be stationary, yet if they have the same transition sign matrix we have shown the following two statements:
• ξ is uniformly exponentially stable if and only if it is completely periodically stable; i.e., there exists a constant γ < 1 such that for any n ≥ 1, ρ(S i 0 · · · S i n−1 ) ≤ γ for all nonignorable closed sample paths (S i 0 , . . . , S i n−1 ) ∈ S n of ξ.
• Irreducible ξ is exponentially stable P-almost surely if it is periodically stable; i.e., for any n ≥ 1, ρ(S i 0 · · · S i n−1 ) < 1 for all non-ignorable closed sample paths (S i 0 , . . . , S i n−1 ) ∈ S n of ξ.
These statements provide us characterizations of exponential stability of nonstationary matrixvalued Markovian chains. By Theorems 2.6 and 2.7, we see that the stability of ξ does not depend on the explicit values of the transition probability matrices P(n), but it depends only upon its transition sign matrix S of ξ.
Finally we conclude this note with the following open problem for our further researching:
Question. Let ξ be exponentially stable P-almost surely. Does it holds that for any n ≥ 1 and all non-ignorable We note here that if we abusedly require more: ρ(S i 0 · · · S i n−1 ) < 1 for all non-ignorable sample paths (S i 0 , . . . , S i n−1 ) ∈ S n of ξ, then the statement is not necessarily to be true as shown by the example considered in Section 1.1.
