We construct eight implicit-explicit (IMEX) Runge-Kutta schemes up to third order of the type in which all stages are implicit so that they can be used in the zero relaxation limit in a unified and convenient manner. These all-stages-implicit schemes attain the strong-stability-preserving property in the limiting case, and two are strong-stability-preserving not only for the explicit part but also the implicit part and the entire IMEX scheme. Three schemes can completely recover to the designed accuracy order in two sides of the relaxation parameter for both equilibrium and non-equilibrium initial conditions. Two schemes converge nearly uniformly for equilibrium cases.
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Introduction
Several physical phenomena of great importance for applications are described by stiff systems of differential equations of the form ∂ t U = F (U ) + R(U )/ε, where U is the vector of conserved quantities, F (U ) is the vector of hyperbolic fluxes, R(U ) denotes the stiff relaxation terms, and ε ∈ [0, ∞] is the stiffness parameter, or relaxation parameter in physics. These systems can be related to many types of problem, for example, viscosity/hyperviscosity, viscoelasticity, heat-conduction, diffusion, turbulence, boundary layer, reacting flows, traffic flows, multiphase flows and phase transitions, kinetic theory of rarefied gases, hydrodynamic models for semiconductors, radiation hydrodynamics, and relaxation magnetohydrodynamics.
One of the major difficulties when computing solutions to the aforementioned problems is the stiffness of the differential equations in temporal integrations. The development of efficient temporal integration schemes for such systems is challenging because the local relaxation time corresponding to the source terms has a wide range and can be much smaller than the global characteristic transport time determined by the characteristic speed and length of the system. In this case, the differential equations are stiff. As a result, if explicit methods are used to integrate the stiff differential equations, the computations become extremely inefficient because the time-step size dictated by the stability requirements is much smaller than that dictated by the characteristic transport speed.
To remove the stability restriction on explicit methods in the case of stiffness, L-stable implicit methods need to be used to filter out the highfrequency component and step over the fast time scale. Pure implicit methods are rarely used because they require the inversion of a large matrix. Implicitexplicit (IMEX) hybrid methods are much more widely used. IMEX methods can be single-step or multi-step. Single-step IMEX methods are also known as additive Runge-Kutta (RK) methods [1, 2] . The fractional step method (or time-splitting method) is another type of hybrid method that can be used. The drawback of using these methods is that it is difficult to exceed second-order temporal accuracy.
Pareschi and Russo [3] derived IMEX RK schemes up to third order that are strong-stability-preserving (SSP) [4] for the limiting system of conservation laws. These schemes, denoted by IMEX-SSP, combine an L-stable implicit and SSP explicit RK scheme into one scheme that satisfies some order conditions. Pareschi and Russo's IMEX-SSP schemes are widely used in studies because they have the asymptotic preserving property, that is, the consistency of the scheme with the equilibrium system and asymptotic accuracy, thus, the order of accuracy is maintained in the stiff limit [3] .
However, these schemes have a minor defect that makes them cumbersome when used in the zero relaxation limit because the relaxation parameter ε is a denominator in the final explicit assembly stage of a standard RK scheme.
The denominator definitely should not be zero. Even when the denominator is not zero but finite small, the machine truncation error would be large.
Therefore, we need an IMEX scheme whose final stage is also implicit or that has no final assembly stage so that the zero or small parameter can be multiplied on the left-hand side. This is possible, in fact, the second type of Ascher-Ruuth-Spiteri (ARS) [1] IMEX scheme is of this type. Liu and Zou [5] thoroughly studied this type of IMEX scheme, motivated by the consideration of the convenience of enforcing some type constraints, such as divergence-free. They provided such schemes up to fourth order. We note that Liu and Zou's schemes have some differences compared with the second type of ARS.
The aim of the present paper is to construct new IMEX RK schemes by combining an L-stable implicit and SSP explicit RK scheme, and ensuring that the final assembly stage of the implicit part is also implicit or is not required. Thus, all stages are implicit so that the scheme can be used in the zero relaxation limit in a unified and convenient manner. All the properties of Pareschi and Russo's IMEX-SSP schemes are held. Optimizations are performed to maximize the absolute monotonicity region [6, 7] , the intersection of the stable region and the imaginary axis, or stable region of the IMEX RK schemes.
IMEX RK schemes
An IMEX RK scheme consists of applying an implicit RK scheme to the stiff source terms and an explicit scheme to the nonstiff terms. When applied to ∂ t U = R(U )/ε + F (U ), an s-stage IMEX RK scheme takes the following form [2, 3] :
The matrices A = (a ij ) and B = (b ij ), where 
In this case, all stages are implicit (all-stages-implicit (ASI) type) so that the zero or small parameter can be multiplied on the left-hand side of Eq.
(1). Thus, the resulting scheme could be used in the zero relaxation limit in a unified and convenient manner, for example, the second type of ARS [1] IMEX scheme and Liu and Zou's scheme [5] . However, the explicit parts of both these schemes are not SSP and the implicit parts of Liu and Zou's scheme are explicit singly diagonally implicit RK (ESDIRK) [2] , characterized by having an explicit first stage. Thus, these schemes do not have the good properties of Pareschi and Russo's schemes [3] for the application to hyperbolic systems with stiff relaxation terms.
New schemes
We construct new ASI type (i.e., form (4)) IMEX RK schemes up to third order. First, we fix the explicit part by a known optimal [4] or optimized [7] SSP explicit RK scheme and then impose order conditions described in studies such as those conducted by Pareschi and Russo [3] and Liu and Zou [5] . Some degrees of freedom (DOFs) remain. The implicit part that we considered is SA DIRK or zeroed in the first column, so it has a vanishing stability function at minus infinity, that is, R(−∞) = 0, which makes it Lstable if it is A-stable, according to Proposition 3.8 in the study by Hairer and Wanner [8] . Optimizations are performed in the remaining DOF space to maximize the absolute monotonicity region [6, 7] , the intersection of the 
where
We fix γ = 1/4 to provide L-stability and a small error constant for the above implicit RK scheme [8] . Then, the remaining two DOFs are fixed by maximizing the region of absolute monotonicity R(A, B) of the IMEX scheme, which is defined in the studies by Higueras [6] and Higueras et al. [7] .
A detailed scan shows that the largest value of r 1 such that (r 1 , 0) ∈ R(A, B)
. This value is attained for 1/2 ≤ α ≤ (3 + √ 5)/8 and β = 3/4 − α. One DOF still remains. We then maximize the area of the stable region of the IMEX scheme. The definition of the stable region of an IMEX scheme and the method to determine it are provided in reference [9] .
We find that the maximum area is approximately 14.57 when α = 1/2. As 
The explicit part of ASI-SSP(4,3,2) is the known optimal SSP(3,2). The implicit part and the entire IMEX scheme are also SSP.
We note that there are no (2,2,2) and (3,2,2) combinations with nonzero diagonal entries. There is a (4,2,2) combination that fulfils all requisite conditions, but it is not competitive with ASI-SSP(4,3,2) as a four-stage scheme because of the smaller area of the stable region, and hence has not been presented in this paper. 
This scheme is not SSP because of the negative entry [6, 7] , but it attains an SSP property in the same manner as Pareschi and Russo's IMEX-SSP schemes [3] . If we impose a singly diagonal condition, the resulting SDIRK would be more efficient when Newton-type iterative methods are used to 
As previously, we fix γ = 1/4, and then three DOFs remain. We find that α = (391−36 √ 5)/840, β = 0, δ = 7/25 provides the maximum r 1 = 2(
and an area of the stable region of approximately 10.70, which is very close to the maximum, and is the area of the stable region of the explicit part SSP(3',2). The implicit part and the entire IMEX scheme are both SSP.
Using these values, the ASI-SSP(4,3',2) becomes 
The first third-order scheme is ASI-SSP(6,4,3): 
The singly diagonal entries have been selected to minimize the error constant [8] . We maximize the intersection of the stable region and the imaginary axis.
When α = −3/10, β = −7/10, the intersection approaches the maximum, but the area of the stable region, approximately 3.98, is away from the maximum. The area of the stable region is approximately 17.96, whereas it is approximately 33.49 for the optimal SSP(5,3) scheme.
According to Higueras et al. [7] , for methods aimed at hyperbolic systems, it is better to make the stable region contain an interval on the imaginary axis or at least be sufficiently large close to the imaginary axis. All secondorder optimal SSP explicit RK schemes have a stable region that contains no part of the imaginary axis, which is also the case for the IMEX schemes based on such explicit RK schemes. Figure 1 shows the stable regions for eight schemes designed in this paper and two from Pareschi and Russo [3] for comparison. Only two of these 10 schemes, ASI-SSP(4,3',2) and ASI-SSP(6,4,3), can be optimized to have a nontrivial interval on the imaginary axis. ASI-SSP(4,3',2) is noteworthy because there seemingly exists a point to maximize r 1 , the area of the stable region, and the interval on the imaginary axis, simultaneously, and α = (391−36 √ 5)/840, β = 0, δ = 7/25 is very close to this point. ASI-SSP(6,4,3) with α = −3/10, β = −7/10 has an interval of slightly more than 1.1 on the imaginary axis. Some of the remaining schemes seemingly approach the imaginary axis closely, but do not contain any of it.
The precedence in optimization is first, absolute monotonicity, then the intersection, and finally, the area. We cannot confirm that this is the best strategy. Thus, we present the undefined forms with free parameters together with the defined forms in the manuscript so that they may be re-optimized in future research. 
Tests
We first consider Pareschi and Russo's problem [10] to study the convergence behaviors in the temporal domain:
The eigenvalues of the explicit part are ±i. To partition for an IMEX scheme, the terms divided by ε are integrated with the implicit method, whereas the other terms are integrated explicitly. The initial conditions are considered in two forms: equilibrium initial conditions accomplished with x(0) = π/2, y(0) = 1, and non-equilibrium, or perturbed, conditions specified by replacing the condition on y with y(0) = 1/2.
The L 2 -norm error over the numerical integration interval t ∈ [0, 5] is used to assess the convergence behaviors. The L 2 -norm is a type of average defined [5] as
where x i is computed by the IMEX scheme and x(t i ) is expected to be an exact solution, but is substituted by the computed solution on the finest time grids. The error is a function of ε and ∆t, that is, E = E(ε, ∆t). We examine it in two-dimensional parameter space (ε, ∆t). We first introduce the results for eight schemes designed in this paper.
In every colorized contour plot at the bottom of the subplots in Fig. 2, there is an overlapping straight slash log ∆t = log ε. can completely recover to the designed accuracy order on the left-hand side of the ε axis, whereas the other five merely recover convergence accuracy to first-order. These observations seem to indicate that the first (4,3,2), third (4,3',2) , and sixth (6, 4, 3) schemes precede the others. However, the second (3',3,2) and fifth (4',4,2) schemes perform much better for equilibrium cases;
the "ridge" becomes a negligible "ripple", as illustrated in Fig. 2 . A common feature of these two schemes is the monotony of the internal sub-time level;
however, we do not have conclusive evidence that this is linked to the good convergence behavior. Now, we briefly introduce the results for two schemes from Pareschi and Russo [3] as a comparison. IMEX-SSP2(3,3,2) is the best second-order scheme and IMEX-SSP3 (4, 3, 3) is the only third-order scheme from Pareschi and Russo [3] . Both schemes can completely recover to the designed accuracy order on the left-hand side of the ε axis for the first variable x, but cannot for the second variable y regardless of the initial condition type. In particular, when ε = 0, both schemes cannot be used (the leftmost point of the axis is not zero for these two schemes). As a comparison, our new schemes are indeed capable in the zero relaxation limit without degradation of convergence, as demonstrated by our tests. If a computer code based on, for example, relaxation magnetohydrodynamics (MHD) and integrated with an IMEX-SSP-like scheme is aimed at running from a relaxation range to an ideal range (ε = 0, corresponding to ideal MHD), the source code may be written as an if-else statement for the case of ε = 0. However, if it is integrated with our new scheme, the if-else statement is unnecessary. Thus, our new schemes can be used in the zero relaxation limit in a unified and convenient manner. In our experience, the source code would be between half and a quarter of the length of the code that includes if-else statements.
Finally, we consider van der Pol's equation [2] to test the convergence behavior:ẋ (t) = y(t),ẏ(t) = ((1 − x(t) 2 )y(t) − x(t))/ε.
As before, the terms divided by ε are integrated with the implicit method, whereas the other terms are integrated explicitly. Initial conditions are considered in two forms: equilibrium initial conditions accomplished with x(0) = 2, y(0) = −2/3, and non-equilibrium conditions specified by replacing the condition on y with y(0) = −1. 
Conclusion
We construct eight IMEX RK schemes up to third order of the type in which all stages are implicit so that they can be used in the zero relax- 
