Abstract. We verify the Selberg eigenvalue conjecture for congruence groups of small squarefree conductor, improving on a result of Huxley [20] . The main tool is the Selberg trace formula which, unlike previous geometric methods, allows for treatment of cases where the eigenvalue 1=4 is present. We present a few other sample applications, including the classification of even 2-dimensional Galois representations of small squarefree conductor.
Introduction
Let H :¼ fx þ iy j x; y A R; y > 0g be the upper half plane, D :¼ Ày ! the hyperbolic Laplacian, and G I GðNÞ :¼ fg A SLð2; ZÞ j g 1 I ðmod NÞg a congruence subgroup of SLð2; ZÞ of level N. In [32] , Selberg conjectured that l 1 ðGÞ, the smallest eigenvalue of D acting on the space of cusp forms L 2 cusp ðGnHÞ, is bounded below by 1=4. In the same paper, he proved the lower bound l 1 ðGÞ f 3=16; this has steadily been improved over recent years to l 1 ðGÞ f 1=4 À ð7=64Þ 2 ¼ 0:238037109375 by making use of results toward Langlands' functoriality conjectures [22] . Despite this recent progress, the current record in terms of a‰rming Selberg's conjecture is a theorem of Huxley [20] from 1985 establishing the cases with N e 18.
In this paper, we attack the problem of verifying the conjecture by a method substantially di¤erent from that of Huxley. In particular, our method, which relies on the Selberg trace formula, allows us to treat cases where the lower bound is exact, i.e. where the eigenvalue 1=4 is present1); according to Artin's conjecture, most cases of which are known in the present context, this happens whenever there is an even 2-dimensional Galois representation of Artin conductor N. (Conversely, it is believed that all forms of eigenvalue 1=4 are 1) By contrast, Huxley's geometric method, when applicable, always produces a strict lower bound. Upon learning of the existence of forms of eigenvalue 1=4, Huxley writes, he ''perceived the futility of numerical methods'' [21] , §4. Thus, the inability to deal with the eigenvalue 1=4 forms may explain the lack of more recent results on the subject.
The Selberg trace formula
For our numerical study it will be important to desymmetrize the given space of functions as far as possible, in order to obtain as low eigenvalue density as possible in each individual application of the trace formula. Recall that the space L 2 À G 1 ðNÞnH Á decomposes as a direct sum of spaces of functions invariant under G 0 ðNÞ with nebentypus character w, where w runs through all even Dirichlet characters modulo N (cf., e.g., [29] , Lemma 4.3.1). Each such space can be further decomposed into spaces of odd and even functions, and newforms and oldforms.
Our goal in this section is to derive a maximally explicit and ready-to-apply version of the Selberg trace formula for the space of even (or odd) Maass newforms invariant under G 0 ðNÞ (N squarefree) with an arbitrary nebentypus character w. The main technical di‰-culty comes from our wish to separate the even and odd parts of the spectrum. For this we find it convenient to treat, as an intermediate step, the case of a general cofinite group of isometries (not necessarily orientation preserving) of the hyperbolic plane, with an arbitrary character. This is done in Section 2.1, see (2.37) and Theorem 2 for the resulting trace formula. This formula generalizes one given by Venkov [42] for the case of Dirichlet or von Neumann boundary problems on certain (compact or non-compact) polygons in the hyperbolic plane. (Cf. Remark 2.6 below; in particular note that our case involves a considerably more delicate interplay with the continuous spectrum.) The general trace formula in (2.37) will be applied again in a sequel to this paper, [40] , to the case of G 0 ðNÞ with N not squarefree. Formula (2.37) might also prove to be useful for numerical applications of the trace formula in other cases, e.g. noncongruence subgroups of PSLð2; ZÞ (cf. [35] , Ch. 3; note the prominent role of mirror symmetries therein).
For previous work on the Selberg trace formula for G 0 ðNÞ with w ¼ 1 and without separation of the odd and even parts of the spectrum, see Hejhal [18] , Ch. 11, and Huxley [19] , where the cuspidal contribution to the trace formula is computed.
2.1. The case of a general group of isometries. We first fix some notation. The group of all isometries (orientation preserving or not) of H can be identified with G ¼ PGLð2; RÞ, where the action is defined by
The group of orientation preserving isometries, G þ ¼ PSLð2; RÞ, is a subgroup of index 2 in G. We write G À ¼ G À G þ for the other coset in G. One easily shows that any element T A G, T 3 I is conjugate in G to a unique element of the form (with g > 1 or g < À1, and 0 < y e p=2): 
ð2:1Þ
Geometrically, in the first case T is a hyperbolic map (if g > 1) or a glide reflection (if g < À1); in the second case T is a reflection, in the third case an elliptic map, and in the fourth case a parabolic map. Now let G be a discrete subgroup of G such that the surface GnH has finite area, and let w be a (unitary) character on G. We set G þ :¼ G X G þ and assume G þ 3 G. (Otherwise the desired trace formula is already stated in [18] , Ch. 6.) We let L 2 ðGnH; wÞ be the Hilbert space of functions f : H ! C satisfying the automorphy relation f ðTzÞ 1 wðTÞ f ðzÞ, ET A G, and Ð GnH j f j 2 dm < y. The trace formula concerns the spectrum of the Laplace operator D ¼ Ày
on L 2 ðGnH; wÞ. We let f 1 ; f 2 ; . . . be any orthonormal basis of the discrete spectrum of D, i.e. f n A C y ðHÞ X L 2 ðG; wÞ and Df n ¼ l n f n , say with increasing eigenvalues 0 e l 1 e l 2 e Á Á Á . We also let r n ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi l n À 1=4 p A R þ W i½À1=2; 0. By abuse of terminology, we may sometimes refer to r n as the eigenvalue.
Note that G þ is a cofinite Fuchsian group, and for this group we will use similar notation to [18] , p. 268: Let F H H be a canonical (closed) fundamental domain for G þ nH, and let h 1 ; . . . ; h k (where k f 0) be the vertices of F along qH ¼ R W fyg. Since F is canonical, h 1 ; . . . ; h k are G-inequivalent. For each k A f1; . . . ; kg we choose N k A G þ such that N k ðh k Þ ¼ y and such that the stabilizer G u k A R; however, (2.2) will be convenient in our proof of (2.37).) For Y f B 0 , the corresponding cuspidal region in F is labeled C kY :
We then define
This is a bounded region. Also C kY X C jY ¼ j for all j 3 k.
Let us fix, once and for all, an element V A G À G þ . We introduce some notation in order to describe in a precise way the action of V on the cusps: For each j A f1; . . . ; kg, VT j V À1 is a parabolic element in G þ , and hence there are kð jÞ A f1; . . . ; kg, U j A G þ and nð jÞ A Z À f0g such that VT j V À1 ¼ U j T nð jÞ kð jÞ U À1 j . (Here kð jÞ and nð jÞ are uniquely determined, and U j is determined up to right shifts with T kð jÞ ; we fix one choice of U j from now on.) This implies that g ¼ N kð jÞ U A similar identity holds with j replaced by kð jÞ, and multiplying these two we obtain: ; where necessarily x kð jÞ À x j A Z: ð2:6Þ Let C G; w ¼ fj A f1; . . . ; kg j wðT j Þ ¼ 1g be the set of indices of open cusps. Note that j A C G; w implies kð jÞ A C G; w , since T kð jÞ ¼ ðU
For j A C G; w , let E j ðz; s; wÞ be the Eisenstein series for hG þ ; wi associated to the cusp h j , viz. Hence E G j ðz; s; wÞ has a meromorphic continuation to all s A C.
We are now ready to start the development of the trace formula. We fix d > 0, and take hðrÞ to be an arbitrary even analytic function in the strip jIm rj e 1=2 þ d such that hðrÞ A R for r A R and hðrÞ ¼ Oðe À15jrj Þ throughout the strip. We then form the usual transforms (cf., e.g., [17] , Ch. 1 (Prop. 4.1), or [18] , pp. 168-169):
hðrÞ Á e Àiru dr; ð2:11Þ QðxÞ ¼ gðuÞ for x f 0; x ¼ e u þ e Àu À 2; u A R; ð2:12Þ 
Here all sums and integrals are uniformly absolutely convergent for ðz; wÞ in H Â H compacta.
Formula (2.15) can be proved by generalizing the usual development for cofinite Fuchsian groups (cf. e.g. [18] , Ch. 6, 8) to the slightly more general case of G H G, but it is more quickly derived as a consequence of [18] 
Note that the assumption jFðtÞj e Aðt þ 4Þ Àd certainly holds for FðtÞ as in (2.13); cf. [18] , pp. 168-9. (2.5) , and the summation technique in [18] , pp. 92-93. (The details are exactly as in [37] , Lemma 3.4, Lemma 3.5.) r
Let us write
Hðz; w; wÞ ¼ 1 8p Now the first sum on the right-hand side of (2.19) is easily treated. Note that by definition M does not contain the identity or any parabolic elements. Recall the normal forms in (2.1); for T A G hyperbolic, a glide reflection or a reflection we define NðTÞ :¼ jgj where g is the unique real number with g > 1 or g e À1 such that T @ g 0 0 1
(thus NðTÞ ¼ 1 i¤ T is a reflection); if T is elliptic we let yðTÞ :¼ y be the unique number in ð0; p=2 such that T @ kðyÞ. We also let Z G ðTÞ denote the centralizer of T in G. 1 þ e À2pr Á hðrÞ dr:
The fTg sums are taken over distinct G-conjugacy classes; the first sum is taken over all nonelliptic conjugacy classes, i.e. T hyperbolic or a reflection or a glide reflection. The various sums and integrals are all convergent with good majorants. The elliptic sum is finite.
We remark that the factor log NðT 0 Þ ½Z G ðTÞ : ½T 0 in line 3 of (2.21) is independent of the choice of T 0 A Z G ðTÞ; indeed, one easily verifies that this ratio is well defined and takes the same value for any T 0 A Z G ðTÞ which is hyperbolic or a glide reflection.
Proof. It follows from G ¼ G þ W G þ V and (2.5) that G permutes the set of (G þ )-cusps; hence the subset M H G is seen to consist of full G-conjugacy classes. Collecting these conjugacy classes we obtain (cf., e.g., [17] , Ch. 1.5)
kðz; TzÞ dmðzÞ: ð2:22Þ
As in [17] , pp. 27-28 we see that the contribution from T ¼ I is given by the first term on the right-hand side of (2.21). Now fix a conjugacy class fTg H M; we first assume that T is a reflection. Then after an auxiliary conjugation we may assume T ¼ À1 0 0 1 . The centralizer of T in [17] , pp. [25] [26] and this is divergent for any nonnegative function F E 0. This is a contradiction.
Since Z G ðTÞ is discrete and contains hyperbolic elements, there is a smallest number
A Z G ðTÞ, we find that
for some b > 0. Now by similar computations as in [17] , pp. 25-26, we see that the contribution from fTg is indeed as line 3 of (2.21).
The cases when T is hyperbolic or a glide reflection are treated by similar discussions, and are somewhat easier. Finally for the case of T elliptic see [17] , pp. 351, 449-450 (however note that in our setting Z G ðTÞ may also contain reflections, in the special case T 2 ¼ I). r Remark 2.3. It is convenient for applications to rewrite (2.21) using instead the group G :¼ fg A GLð2; RÞ j det g ¼ G1g and the preimages where the sums are taken over all G þ -conjugacy classes in M, and for non-elliptic
(Also, we write wðTÞ in place of w À pðTÞ Á , and similarly for NðTÞ and yðTÞ.)
We now turn to the remaining integral in (2.19). Here the fTg þ sums are taken over sets of representatives of the distinct G þ -conjugacy classes in G À M I (n o t G-conjugacy classes!), and if T is a reflection with fixpoints
. . . ; kg) then ðÃÞ T; Y is the region defined by
. . . ; kg) then ðÃÞ T; Y is defined by
Proof. If T A G À M I were hyperbolic then we would have T A G þ , contradicting the well-known fact that no hyperbolic element in 
In view of Lemma 2.1 (both statements) we may then change the order of summation and integration to obtain Hðz; z; wÞ dmðzÞ
wðTÞkðz; TzÞ À Hðz; z; wÞ dmðzÞ:
In fact it follows that the first two terms are absolutely convergent for any choice of FðtÞ as in Lemma 2.1. 
, and hence we find that D ¼ ðÃÞ T; Y , as in the formulation of the lemma. If, on the other hand, only one fixpoint of T would be a cusp (say V 1 h k ) while the other fixpoint is not a cusp, then we would obtain Similar manipulations also show that the contribution from the parabolic conjugacy classes fTg þ A G À M I to the first two terms in (2.24) is as in the formula in the lemma. (Cf. also [37] , p. 25.) Finally note that each C jY -integral in the second line of (2.24) tends to 0 as Y ! y; this is clear from (2.20) and Lemma 2.1. This completes the proof of the lemma. r
We will now enumerate the G þ -conjugacy classes which appear in Lemma 2.4 in a way which is well suited for applications to explicit cases. For each j A f1; . . . ; kg such that kð jÞ ¼ j and each v A Z we define
(The last identity follows from (2.5).) Note that T jv is a reflection fixing h j ; in particular T jv A G À M I . It is clear from the proofs of Proposition 2.2 and Lemma 2.4 that for each reflection
Lemma 2.5. Let H be the set of all pairs h j; vi such that kð jÞ ¼ j and v A f0; 1g. Then for each reflection T A G À M there is some pair h j; vi A H such that T is G þ -conjugate to T jv . For each h j; vi A H there are exactly 2jZ
Proof. Let T A G À M be a reflection, and let h be one of T's two fixpoints. By
N kð jÞ B:
N j ðh j Þ ¼ y, and thus kð jÞ ¼ j and
We leave the details of the uniqueness discussion to the reader. r
The explicit evaluation of the ''reflection integral'' in Lemma 2.4 is as follows (cf. also [42] , pp. 135-136). We keep Y f B 0 . Note that T jv has one fixpoint h j ; write the other fixpoint as V 2 h k (as before). Define the number c jv > 0 by the relation 
with c ¼ c jv . The integral is further evaluated by changing variables to z ¼ ue ij and t ¼ 4 cot 2 j and using [16] , 4.2923, 3.5416, and (2.11), (2.12) and (2.13). We now use Lemma 2.5, and note that P
wðT j0 Þ, for if kð jÞ ¼ j then
Hence the full ''reflection sum'' in Lemma 2.4 equals:
The parabolic sum in Lemma 2.4 is exactly as in the usual trace formula; as in [18] , p. 313 (4.13) we find that the parabolic sum in Lemma 2.4 equals, as Y ! y: Relation (2.29) follows, for fixed generic s A C, from the asymptotic formula for E j ðz; s; wÞ in the cusp h l ( [18] , pp. 280, 297(F)) together with (2.8) and (2.5). Relation (2.30) follows directly from (2.6), since wðT j Þ ¼ 1 for j A C G; w .
For any j; l A C G; w we have the following Maass-Selberg identity, whose proof is a straightforward generalization of [18] , pp. 153-155, 200-201(13.15) (see [37] , §7, for a detailed proof in the case w 1 1):
uniformly over all Y f B 0 and all t A R À f0g. Here oðtÞ is an even function which only depends on G and which satisfies oðtÞ f 1 and
We will need an analog of (2.31) for the G-Eisenstein series E G ðz; s; wÞ (cf. (2.9), (2.10)). We first introduce some more notation. We fix, once and for all, a subset R G; w H C G; w such that Ej A C G; w :
kð jÞ 3 j ) R G; w contains exactly one of j; kð jÞ; kð jÞ
As a partial (and sketchy!) motivation for these definitions, note that if f A C y ðHÞ is any G, w-invariant eigenfunction with D-eigenvalue sð1 À sÞ, Re s > 1 and of modest growth in each cusp (of G þ nH), then f ðzÞ decays exponentially in all cusps h j with j B C G; [18] , Ch. 6 (Prop. 4.10); in the second case also note that by (2.5), f is odd with respect to a geodesical axis through the cusp h j ). Using [18] , pp. 69(bottom)-71, 282 (item 2), and the symmetry between the cusps h j and h kð jÞ (see (2.5)) one then proves f ðzÞ 1 P
In particular, in this way one proves for each j A R G; w (first for Re s < 0 and then for generic s A C by meromorphic continuation):
wÞ, where j G jl ðsÞ is as in (2.32) . Applying this formula twice and using the uniqueness of the constants a l in the above expansion f ðzÞ 1 P
(Thus the matrix F G ðsÞ is a good G-analog of the usual FðsÞ, cf. [18] , p. 281.) In retrospect the last two relations may alternatively be verified directly from our definitions together with [18] , p. 283 (3.13), by direct but rather tedious computations.
With this notation in place we have, for any j; l A R G; w , the following version of the Maass-Selberg identity:
uniformly over all Y f B 0 and all t A R À f0g. The proof of (2.34) is (again) a tedious but direct computation straight from the definitions (2.10) and (2.32), using (2.31) and the relations (2.29), (2.30). (A more illuminating proof of (2.34)-but requiring more work-is to carry out the Maass-Selberg computation from scratch working on the space GnH.)
It follows from (2.10) that E G kð jÞ ðz; s; wÞ ¼ wðV À1 U j ÞE G j ðz; s; wÞ. Hence the formula for Hðz; w; wÞ, (2.16), can be rewritten as Hðz; w; wÞ ¼ 1 4p
(In particular Hðz; w;
Hðz; z; wÞ dmðzÞ we may change order of integration (this is justified by absolute convergence of the double integral; recall hðtÞ ¼ Oðe À15jtj Þ and cf. [18] , p. 301(a,d)), and then apply (2.34). The contribution from the second line in (2.34) is treated as in [18] , p. 202. To simplify the answer we define j G ðsÞ :¼ det F G ðsÞ and note that (using (2.33))
We thus obtain:
where b > 1=2 is a constant which only depends on G. Finally, using the definition and our remarks about R G; w , one easily checks that
Hence the log Y terms cancel each other when adding (2.27) and (2.28) and subtracting (2.36) (as in Lemma 2.4), and hence we may compute the limit as Y ! y. Combining this with (2.19) and Proposition 2.2 we obtain, at last, the explicit trace formula for G, w:
hðr n Þ ð2:37Þ ¼ mðGnHÞ 4p
Here the set M was defined in (2.18), and Z G ðTÞ, NðTÞ, yðTÞ, T 0 were defined in and before Proposition 2.2. The set C G; w is C G; w ¼ f j A f1; . . . ; kg j wðT j Þ ¼ 1g and the set H is H ¼ fh j; vi A f1; . . . ; kg Â f0; 1g j kð jÞ ¼ jg as in Lemma 2.5. We have (2.25) ). The numbers c jv > 0 were defined in (2.26), and the matrix F G ðsÞ was defined in (2.33); also j G ðsÞ :¼ det F G ðsÞ; if R G; w ¼ j then the last line in (2.37) is to be omitted.
We recall that an alternative form for the second and third lines in (2.37) was given in Remark 2.3. We also note that if G is cocompact (, G þ is cocompact) then the last four lines in (2.37) are to be omitted (for in this case we have M ¼ G and hence the trace formula is given already by Proposition 2.2).
Finally, by a standard approximation argument we may extend the class of admissible test functions hðrÞ: Theorem 2. Let hðrÞ be any function satisfying the following hypotheses:
(a) hðrÞ is analytic on jIm rj e 1 2 þ d for some d > 0.
(b) hðÀrÞ ¼ hðrÞ.
(c) jhðrÞj e Að1 þ jRe rjÞ À2Àd .
Set gðuÞ ¼ 1 2p
Then the formula (2.37) holds, where the various sums and integrals are all absolutely convergent.
Proof. This is very similar to [18] , pp. 209-210 (Thm. 13.8). To obtain good majorants for the À ðj G Þ 0 =j G Á -integral one uses (2.35) and computations similar to the proof of (2.34) to show
This can now be bounded using [37] , Lemma 8.2 (which is easily generalized from w 1 1 to general w). r Remark 2.6. The situation which we have considered in the present section contains as a special case the situation in Venkov [42] , §6.5, which in our notation corresponds to taking w ¼ sgn det : G ! f1; À1g and special choices of G; in particular, note that for any G ¼ G 0 M as in [42] , p. 118(top) we have kð jÞ ¼ j for all j A f1; . . . ; kg. (This is not true for general cofinite subgroups G H G; cf., e.g., [40] .) For these choices of G, w one has C G; w ¼ f1; . . . ; kg and R G; w ¼ j using our notation, and hence the last line in (2.37) is not present. One easily checks that (2.37) indeed specializes to the formula [42] , (6.5.40) , after the latter has been slightly modified in its next to last line to correct for two minor errors (note that these mistakes were repeated in [5] 
where h is the unique epimorphism h : PGLð2; Z=2ZÞ G S 3 ! f1; À1g. One now finds Z G þ ðTÞ ¼ fI g for the
to what is claimed in [42] , below (6.5.12),
of a reflection T may contain both hyperbolic and elliptic elements. (For a concrete example, let G ¼ G 0 M be the group generated by the reflections in the sides of any compact hyperbolic triangle M with angles p=n j , where n 1 ; n 2 ; n 3 f 2 and n
þ contains the elliptic element E which rotates angle p about the corresponding vertex; if T A G is the reflection in one of the adjacent sides then E A Z G þ ðTÞ, but Z G þ ðTÞ also contains an infinite hyperbolic cyclic subgroup, since G is cocompact.) 2.2. Trace formula for G 0 (N), w, with N squarefree. Throughout this subsection we will use the convention that all matrix representatives for elements in G ¼ PGLð2; RÞ are taken to have determinant 1 or À1. Let N A Z þ be squarefree and set
Let w be an even Dirichlet character modulo N. Let qðwÞ be its conductor. For any divisor A j N we will let w A denote the character modulo A defined by w A ðxÞ :¼ wðyÞ whenever y 1 x ðmod AÞ and y 1 1 ðmod N=AÞ. It follows that w ¼ w A Á w N=A for all divisors A j N (note that A and N=A are always relatively prime since N is squarefree). We will use the notation w ðAÞ :¼ w A w qðwÞ=A (thus w ðAÞ is a primitive character modulo qðwÞ). Also, let us agree to call w pure if w p ðÀ1Þ ¼ 1 for every prime p j N.
We view w as a character on Our goal in this section is to prove the following theorem. 
LðnÞ Á fwg e ðnÞ n gð2 log nÞ
The notation is as follows. In lines 2 and 3 of (2.39), d, l are implicit variables defined through 
1 þ e À2pr hðrÞ dr if t 2 À 4n < 0 ðthus n ¼ 1Þ; More explanation of the notation is given in the proof below.
We remark that one can easily check that the parabolic contribution in (2.39) (viz., the last four lines) agrees with [18] , p. 538 when added over e ¼ 0; 1; also, when added over all even Dirichlet characters w modulo N, so that the trace formula for L 2 À G 1 ðNÞnH Á is obtained, we have agreement with the formula in [18] , p. 568 (N f 3 and odd).
The remainder of this section is devoted to the proof of Theorem 3.
It is well known that
, Thm. 4.2.5(2); hence the second line of (2.37) translates into the first term in the right-hand side of (2.39).
The 
A . This means that in the present case the decomposition in (2.5) takes a particularly simple form: kðAÞ ¼ A for all A, and we may take 
and Aag 1 0 ðmod NÞ), that is C G; w ¼ fA : A j Ng. Hence the sum P j A C G; w ðkð jÞ¼ jÞ wðT j0 Þ appearing in (2.37) can be evaluated as:
Note that w p ðÀ1Þ ¼ 1 or À1 for each prime p j N. We see that 
Thus a=g ¼ Av=2, and since a and g are integers and relatively prime this gives g ¼ G1 if 2 j Av, otherwise g ¼ G2. Hence using (2.26), (2.43) and Lemma 2.8 we get
From this we obtain, for each A j N, We consider next the Eisenstein contribution. The following lemma gives a formula for the scattering matrix, which generalizes the formula in [18] , Ch. 11, §4, for trivial character to our case of arbitrary w. 
ð1Þ Þ ¼ zðsÞ, and Lemma 2.9 specializes to the formula in [18] , p. 536 (4.2).
Proof. Given any A 1 ; A 2 j N we evaluate j A 1 A 2 ðsÞ by generalizing [18] , pp. 534-535, to the case of an arbitrary character w; we obtain, with B j ¼ N=A j : Combining all the results obtained so far, we see that the contribution from the last four lines in (2.37) translate exactly into the last four lines of (2.39).
We now consider lines 3 and 4 in (2.37). The method we use to enumerate the conjugacy classes appearing in these sums is well-known, cf., e.g., [14] , [43] , [29] . Here we will follow the setup in [29] fairly closely.
Recall G ¼ G If t 2 À 4n > 0; t 3 0: T is hyp. or glide refl.;
If t 2 À 4n < 0: T is elliptic; and cos yðTÞ ¼ jtj=2:
ð2:50Þ
In particular, since t 2 À 4n > 0 and t ¼ 0 imply ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi t 2 À 4n p ¼ 2 A Q, it follows that M does not contain any reflections.
We will use the alternative format of the sums, (2.23), pointed out in Remark 2.3. In particular, recall the definitions of G þ ; G; M H G given there. By what we have noted above, we have a disjoint union
H n; t ; where H n; t :¼ fT A G j det T ¼ n; tr T ¼ tg: ð2:51Þ Given any n, t as in (2.51), we let d, l be the unique integers such that 
Note that for any d A GLð2; QÞ, the set Q½T t X d À1 Rd is an order in Q½T t , and if [29] , Lemma 5.2.2(3), and thus
Hence CðT t Þ can be decomposed as a disjoint union
CðT t ; r½ f Þ; ð2:52Þ where we have defined, for any order r in Q½T t ,
One also checks that if T t A r then CðT t ; rÞ H H n; t , whereas T t B r implies CðT t ; rÞ X H n; t ¼ j. Using T H n; t ¼ F f j l CðT t ; r½ f Þ: ð2:54Þ
The following is a direct generalization of [39] , Lemma 3.7 (same proof ):
Lemma 2.10. In the situation above, take f j l and T A CðT t ; r½ f Þ H H n; t . If T is elliptic, i.e. if d < 0, then
If T is hyperbolic or a glide reflection, i.e. if d > 0, then for any T 0 A M with
where 1 > 1 is the proper fundamental unit in Qð ffiffiffi d p Þ.
The G þ -conjugacy classes in each CðT t ; rÞ can be counted using a local-to-global principle: Let r ¼ r½ f for some f j l. For each prime p we set
where By [29] , Lemma 6.5.2 (which is trivially generalized to also cover the cases of hyperbolic elements and glide reflections), the map y is surjective, and in fact y is exactly h þ ðrÞ-to-1, where h þ ðrÞ is the (narrow) class number for r. The case v ¼ y is easy; as in [29] , (6.6.1), we have
e.g., [29] , Theorem 6.6.7).
Finally, if p j N, a complete set of representatives for C p ðT t ; r½ f Þ==R Â p is given in [29] , Thm. 6.6.62). We should take n ¼ 1 therein (see [29] , (6.6.3)), since N is squarefree, and r ¼ ord p ðl=f Þ. Then notice that t 2 À 4n ¼ l 2 d is divisible by p 2r . Making the result slightly more explicit in a similar way as in [39] , (3.26) and below), we obtain that Using these observations and our remarks about the map y in (2.56) it now follows that
2) There is a misprint in the statement of [29] we finally see that lines 3 and 4 in (2.37) can be expressed explicitly as in the second term in the right-hand side of (2.39).
This concludes the proof of Theorem 3.
Sieving for newforms.
From now on we keep w and e A f0; 1g fixed, with w an even Dirichlet character of squarefree conductor qðwÞ. This specifies a character on the group G In this section we apply a standard sieving procedure to obtain a version of the trace formula for G G 0 ðNÞ, w where we only sum over newform eigenvalues on the left-hand side.
It is well-known that for each l > 0 and N divisible by qðwÞ, AðN; lÞ can be expressed as a direct sum of subspaces as follows:
where the sum is taken over all pairs of positive integers M, l with Ml dividing N=qðwÞ, cf. [28] . Hence
Applying Mö bius inversion to this formula we obtain
where bðnÞ can be defined by zðsÞ À2 ¼ P y n¼1 bðnÞn Às ; note that for n squarefree we have 
The contributions from the other terms in (2.39) are evaluated in a fairly straightforward manner (similar to e.g. [39] , §5), and the final result is as follows. 
The notation in this formula is the same as in Theorem 3.
Computational remarks.
In our applications of the trace formula (see Section 4), we choose test functions to localize on the spectral side of (2.39) and (2.59). Correspondingly, we encounter long sums on the geometric side. For such test functions, the bottleneck in terms of computation is the contribution from hyperbolic terms, that is the sum over t A Z with t 2 G 4 > 0, which involves the quadratic class numbers hðt 2 G 4Þ. For numerical purposes, it is best to consider test functions g of compact support; (2.39) and (2.59) are then exact, in the sense that one can compute the geometric side to arbitrary precision with a fixed list of class numbers. Precisely, given a list of the numbers hðdÞ for d ¼ t 2 G 4 < e X , one can evaluate the trace formula for any g as in Theorem 2 with support contained in ½ÀX ; X .
There are many algorithms for computing quadratic class numbers. In our implementation, we used a simple variant of the algorithm of [7] , which has asymptotic complexity Oðd 1=4þe Þ for computing hðdÞ. While heuristically faster methods exist, they rely on GRH to certify the results; we avoided these so as to be able to state Theorem 1 unconditionally. However, note that no matter which class number algorithm is used, one cannot escape the exponential complexity of computing the hyperbolic sum; it is therefore unlikely that the faster conditional methods would significantly extend the results of Theorem 1 without employing a new idea.
We computed hðdÞ for all d ¼ t 2 G 4 < e 36 , using approximately two weeks of time on a network of 80 Linux PCs. Note that (2.39) and (2.59) are very sensitive to errors in the class number computations, since each of the approximately e 18 values of hðdÞ has roughly the same weight, yet they cancel out to yield an answer of small size. Thus, the trace formula itself serves as a good check of the correctness of the computation. (In fact, this observation may be extended to a fast heuristic algorithm for certifying a list of class numbers without relying on GRH; this theme is being explored in the case of imaginary quadratic fields by Jacobson, Ramachandran and Williams.) For the same reason, one must be careful to use su‰cient precision to handle the catastrophic cancellation that occurs when evaluating the trace formula; for our implementation, we used the PC ''long double'' type, which has a 64-bit mantissa.
It is worthwhile to note that all terms of (2.39) and (2.59) may be expressed in terms of g. In particular, Cf. [17] , pp. 27-28, 450, [18] , pp. 205-206, and our references in connection with (2.27).
Since g has compact support, the integrals above may be computed accurately, either symbolically or by standard methods such as Gaussian quadrature. Moreover, for any fixed the Maass forms arising in this manner, and determine their contribution to the trace formula. First, we recall some facts about Hecke characters.
Hecke characters. Let
Þ be a real quadratic field of fundamental discriminant D and fundamental unit 0 , O its ring of integers, and m an ideal of O. We imbed K in R 2 as usual. Let J m be the group of fractional ideals with numerator and denominator relatively prime to m.
We record the following facts, whose proofs may be found, for example, in Neukirch [30] .
For any Hecke character c, the associated c f and c y are unique.
Any c f and c y satisfying (3.1) come from a Hecke character.
Any two Hecke characters with the same c f and c y di¤er by a character of the ideal class group.
Since we are not concerned with calculating Hecke eigenvalues, it turns out that the basic data (level, nebentypus character, eigenvalue and parity) of the associated Maass forms may be computed directly from the character c f , with no class group computations needed. The above points show that each set of data occurs with multiplicity hðDÞ, the class number. However, it is possible for two distinct Hecke characters to induce the same Maass form; we return to this point in Section 3.2 below.
Given a character c f we look for a matching c y satisfying (3.1). In this real quadratic case, c y always takes the form (cf. [30] )
for certain a 1 ; a 2 A f0; 1g and r 1 ; r 2 A R. The ones that give rise to weight 0 Maass forms have a 1 ¼ a 2 ¼ a and r 1 ¼ Àr 2 ¼ r; these numbers determine the parity and eigenvalue of each associated form f , respectively. If c f ð 0 Þ ¼ eðaÞ, the possible solutions to (3.1) are:
where n is an arbitrary integer.
in this case c 2 ðaÞ ¼ cðaa t Þ ¼ 1. Thus, the non-cuspidal forms correspond precisely to the 2-torsion narrow class group characters. We eliminate those elements in our PARI program [8] , rayclass.gp.
3.3.
Contribution of CM forms to the trace formula. Now starting with a given (squarefree) level N and nebentypus character w, we determine the contribution to the trace formula from infinite order Hecke characters.
First, we must consider all fundamental discriminants D dividing N; since N is squarefree, this means D 1 1 ðmod 4Þ. In order for there to exist forms with nebentypus w, we must have the factorization (3.4) , i.e., w Á w D must be a character of conductor exactly N=D. This then determines c f j Z=NðmÞZ . To pass to the character c f we consider all ideals m of norm N=D. Since N is squarefree, N=D must be a product of split primes, i.e., p such that w D ðpÞ ¼ 1.
Now for a given m of norm N=D we have O=m G Z=ðN=DÞZ, so that w Á w D lifts to a unique character c f modulo m. Once defined, we have seen that the Hecke characters associated to c f induce hðDÞ Maass forms (ignoring possible coincidence of forms) with parameter r given by (3.3) , where c f ð 0 Þ ¼ eðaÞ. We calculate the contribution of these forms to the trace formula, removing those of eigenvalue 1=4, by Poisson sum: Next we consider the sum of (3.6) and (3.7) over all possible lifts c f . If We substitute these into (3.6) and (3.7), and divide by 2 to correct for the coincidence of forms observed in Section 3.
and for odd forms
3.4. Multiplicity of non-CM forms. The CM forms may be characterized in another way: they are the forms that admit a self-twist, i.e., f such that f ¼ f Â s for some (quadratic) Dirichlet character s. This follows from the cuspidality criterion for the symmetric square lift; see [15] , Theorem 9.3 and Remark 9.9. This property makes them the fixed points of certain maps that we recall here.
Let N be squarefree, as above, and w a Dirichlet character mod N. Given any divisor A j N we define
(note that this is the Dirichlet character mod N which comes from the primitive Dirichlet character w ðAÞ defined in Section 2.2).
We now recall from [1] , [2] (cf. also [35] , §1.2.8, for the non-holomorphic case) the definition of the Atkin-Lehner operators. For Q A Z þ with Q j N we set
; where x; y; z; w A Z, y 1 1 mod Q, x 1 1 mod N=Q and Q 2 xw À Nzy ¼ Q. Define W Q f :¼ f W Q . Then W Q gives a bijection from the space A new ðN; w; lÞ of newforms of level N, eigenvalue l and nebentypus character w to the corresponding space A new ðN; w ½Q ; lÞ. (The inverse map is w Q ðÀ1Þw N=Q ðQÞ Á W Q .) This map does not depend on the choice of x, y, z, w. Furthermore, for any prime q, if f A A new ðN; w; lÞ satisfies
, the parity of W Q f is the same as that of f if and only if w Q is even. In representation-theoretic terms, the map W Q corresponds to twisting (the representation associated to) f by w Q .
If w is distinct from w ½Q , then we already separate the forms f and W Q f in the trace formula. Therefore, the above map is most interesting when Q is divisible only by primes p for which w p is quadratic, for then w and w ½Q agree. As mentioned above, the map can then have CM fixed points, but we remove the contribution of those from the trace formula.
For non-CM forms f , we have f Â w 1 3 f Â w 2 for distinct Dirichlet characters w 1 and w 2 . Therefore, the multiplicity of each non-CM eigenvalue is divisible by 2
Kf p j N:w p has order 2g . If at least one of the w p is odd quadratic, this multiplicity is spread equally over even and odd forms. Thus, to remove the multiplicity, after subtracting the contribution of CM forms we divide each trace formula by 2 Kf p j N:w p has order 2gÀ1 if some w p is odd quadratic; 
Optimization
As discussed in Section 2.4, given a list of class numbers hðdÞ for d ¼ t 2 G 4 e e X , the trace formula gives a method to evaluate P n hðr n Þ for essentially any function h whose Fourier transform is supported in ½ÀX ; X . When X is large, we may choose h to be narrowly concentrated around any particular point, and thus resolve features of the spectrum in places where the density of r-values is not too large compared to X . For a fixed support ½ÀX ; X , there is a canonical way of choosing a ''best'' test function, which we describe in this section.
For r A R W i½À1=2; 1=2, let CðX ; rÞ be the set of trace-class functions h, with the corresponding g supported in ½ÀX ; X , and the additional restrictions hðtÞ f 0 for t A R W i½À1=2; 1=2 and hðrÞ ¼ 1. Define Note that if F X ðrÞ < 1 for any value of X then l ¼ ð1=4Þ þ r 2 cannot be an eigenvalue. Moreover, as X ! y, F X tends pointwise to the characteristic function of the eigenvalues. Thus, by evaluating F X we can find provable intervals in which the eigenvalues must lie.
Although the definition of F X is abstract, it is easy to construct concrete families of functions that closely approximate any desired function. For instance, let M be a large integer, d ¼ X =2M and set
x n cos dnt and hðtÞ ¼ f ðtÞ 2 ; ð4:2Þ for arbitrary real numbers x n . On the other side of the Fourier transform, this corresponds to taking g ¼f f Ãf f , wheref f (the Fourier transform of f ) linearly interpolates arbitrary values at multiples of d.
The sum over eigenvalues in (4.1) is then a positive definite3) quadratic form in the numbers x n . To compute the matrix of the form, it su‰ces to compute the trace for the test functions hðtÞ ¼ sin dt=2 dt=2 4 cosðdntÞ, 0 e n e 2M À 2. The corresponding functions g are translates of a fixed function of small compact support. Since we may compute the formula for all localized test functions simultaneously, this computation takes roughly the same time as a single evaluation of the trace formula. Once the matrix is known, the infimum in (4.1) over this restricted class of test functions is easily found as the minimum of the quadratic form subject to the linear constraint f ðrÞ ¼ 1. This involves inverting the matrix, after which the minimum may be found quickly for many di¤erent values of r.
Estimating low eigenvalues.
In this section we discuss a numerical method for computing eigenvalues using the trace formula. This problem was previously explored by Matthies, Steiner, [27] , and Aurich, Steiner, [3] . Our technique, based on the observations presented above, has the advantage of giving rigorously provable estimates.
Our approach uses two di¤erent heuristics, which turn out to give the same estimates for the eigenvalues. First, we introduce some additional notation to be used in this section. Let V r be the set of h ¼ As noted above, F X tends to the characteristic function of the eigenvalues as X ! y. The first heuristic is that the eigenvalues should be near the peaks of F X for large X . Our task is thus to locate the minima of q. While this could be accomplished by computing many sample points as described above, a more numerically stable method is to evaluate the derivative q 0 ðrÞ, which is possible thanks to the following lemma. 3) As T ! y, f ðtÞ has OðTÞ zeros in ½ÀT; T, whereas the number of distinct r n e T is g T log T. 4) shows, the optimal functions h r may be determined as easily as the value of qðrÞ. We may thus estimate the eigenvalues by searching for the negative-to-positive transitions of the function h 0 r ðrÞ, and further refine the roots by a bisection algorithm; faster techniques are discussed below.
The second heuristic is that if h ¼ f 2 has small trace then the eigenvalues should be near the zeros of f . More precisely, for any f ðtÞ ¼ x Á yðtÞ we have j f ðr n Þj e ffiffiffiffiffiffiffiffiffiffi ffi QðxÞ p for every n; this gives an e¤ective bound on the possible locations of r n , around zeros r 0 of f . The strength of that bound is controlled by the size of j f 0 ðr 0 Þj= ffiffiffiffiffiffiffiffiffiffi ffi QðxÞ p , i.e. if this quantity is large then there is only a small interval around r 0 that could possibly contain an eigenvalue. Since j f 0 ðr 0 Þj= ffiffiffiffiffiffiffiffiffiffi ffi QðxÞ p is unchanged if f is replaced by cf for a scalar c 3 0, we need to fix a normalization; a convenient choice is to fix the derivative f 0 ðrÞ ¼ 1 for an arbitrary r and optimize Q. Typically, the resulting optimal function will not have a zero at r; our estimates for the eigenvalues are the special points where that happens. Precisely, letṼ V r denote the set of functions h ¼ f 2 of the form (4.2), constrained by f 0 ðrÞ ¼ 1, and leth h r ¼f f 2 r AṼ V r have minimal trace. Then we look for eigenvalues at the points r such thatf f r ðrÞ ¼ 0.
Fortunately, this heuristic is equivalent to the one described above, in the sense that they produce the same estimates, as the following lemma shows. 
is more stable around the minima.) Thus, while either function may be used for a bisection algorithm,h h r is preferable if one wishes to apply Newton's method. A simple iterative technique that seems to converge almost as quickly as Newton's method, yet uses only first derivative information, is to replace r by the nearest zero off f r (which may be located by bisection without any additional matrix operations).
Using this technique, we get the estimate r ¼ 0:3733851150 for the first eigenvalue, and prove moreover that it lies in the interval ð0:3733851149; 0:3733851152Þ. In fact, one can show that there must be an eigenvalue in that interval, by computing the trace formula for a test function which is positive up to 0.9 ( just below the spike from the second eigenvalue), and non-positive everywhere else; such a function is easily constructed with Fourier transform of small compact support. We remark also that our estimate agrees to within 10 À8 with the value r ¼ 0:37338511 computed by Strö mberg [36] , [35] using a version of Hejhal's heuristic algorithms adapted to congruence subgroups. In a forthcoming paper [10] , we combine the techniques of this section with those of [35] to study the distribution of eigenvalues in the level aspect.
Application to G(1).
Applying the method described above to Gð1Þ, we obtain the estimates for the first ten r-values shown in Table 4 .1, rounded to nine significant figures. These agree with the results of [11] , where the eigenvalues are computed and proven correct to 100 places, using a high-precision version of Hejhal's algorithms and a certification technique. What was not shown in [11] is that the list is complete. Here we establish that fact with the trace formula. Table 4 .1 are all simple. There are no other eigenvalues with r e 20 on Gð1Þ.
Proof. Since the eigenvalues listed in Table 4 .1 are known to exist and are given very precisely in [11] , we may remove their contribution from the trace formula. It then su‰ces to exhibit a test function hðrÞ which is non-negative for r A R (since Selberg's conjecture is true for Gð1Þ) and f1 for jrj e 20, yet such that the trace (over the remaining eigenvalues) is <1. We choose the optimal function h 20 with X ¼ 1 and M ¼ 200 sample points, which is graphed on a logarithmic scale in Figure 4 .2. The trace over higher eigenvalues is less than 0.9. We remark that the support ½À1; 1 is small enough that there is no parabolic or hyperbolic contribution to the trace formula. r 4.3. Application to Selberg's conjecture. By the discussion above, in order to demonstrate Selberg's conjecture for a particular hG 0 ðNÞ; wi, it su‰ces to show that F X ðrÞ < 1 for r A i½À1=2; 1=2 (or even just r A i½À7=64; 7=64, in light of the known lower bound). In principle this could be done by carrying out the above procedure using interval arithmetic for a large choice of X . In practice, it is enough to find the optimal test function h 0 for r ¼ 0. In all cases known to us, it was then possible to exhibit an M 0 < M such that the corresponding coe‰cients x n satisfy x n < 0 for n e M 0 and x n > 0 for n > M 0 ; thus, for n A R, To prove Theorem 1, we wrote two programs [8] , trace.c and opt.c. The first computed the trace formula for a given N and all w for a fixed test function h of the form sin At At sin Bt Bt 2 , A þ B e 18. This program worked for the majority of cases. The remaining ones were handled by the second program, which carried out the minimization procedure for a single ðN; wÞ. There were twelve exceptional cases due to Galois representations, at the levels given in Table 5 .1; these will be treated in the next section. At level 857 we were unable to show the conjecture for one character which cannot possibly admit a Galois representation. Most likely the conjecture is true for G 1 ð857Þ as well, but our list of class numbers is not su‰cient to show it.
Galois representations
5.1. General facts for non-dihedral representations. It turns out that the characterization of 2-dimensional Galois representations of prime conductor given by Serre [34] and Vignéras [44] can be carried over in a straightforward way to yield a convenient and precise characterization of those Galois extensions of Q which give rise to non-dihedral (even) representations of squarefree conductor.
Assume that r : G Q ! GLð2; CÞ ðG Q ¼ GalðQ=QÞÞ is an irreducible, even, nondihedral Galois representation of squarefree conductor N. Let e ¼ det r and let r r : G Q ! PGLð2; CÞ be the composition of r with the projection GLð2; CÞ ! PGLð2; CÞ. We may identifyr rðG Q Þ with A 4 , S 4 or A 5 . Now for each prime p j N, if I p < G Q p < G Q is the inertia and decomposition subgroup for a place of Q over p, then since ord p N ¼ 1 we have r j I p ¼ c l 1 for some 1-dimensional representation c 3 1 of I p . Hence the canonical homomorphisms rðI p Þ ! eðI p Þ and rðI p Þ !r rðI p Þ are in fact isomorphisms. But eðI p Þ is a cyclic subgroup of C Â , andr rðI p Þ is a subgroup of A 4 , S 4 or A 5 ; hence eðI p Þ G rðI p Þ Gr rðI p Þ is cyclic of order 2, 3, 4 or 5. The Artin map Q
. Hence when viewing e as a Dirichlet character on Z=NZ via class field theory, e p on ðZ=pZÞ Â is determined from e j I p , and in particular e p and e j I p have the same order. It follows that the conductor of e is exactly equal to N, and in particular N is odd.
Let N j be the product of primes p j N such that jeðI p Þj ¼ j, for j ¼ 2; 3; 4; 5, so that N ¼ N 2 N 3 N 4 N 5 . Then for each p j N j the character e p on ðZ=pZÞ Â is of order j; thus p 1 1 ðmod jÞ, and if j ¼ 2 then e p ¼ ðÁ=pÞ, the Legendre symbol. We fix a subgroup H inr rðG Q Þ of index 4 ifr rðG Q Þ G A 4 or S 4 ; in the last caser rðG Q Þ G A 5 we instead let H be a subgroup of index 5. Let E 0 =Q be the quartic or quintic extension corresponding tõ r r À1 ðHÞ. Note that in each case the choice of H is uniquely determined up to conjugation, and the Galois closure of E 0 , which we call E, is the fixed field of the kernel ofr r; thus r rðG Q Þ G GalðE=QÞ. Note that since e is even, E is totally real, and thus E 0 is totally real. Note also that by definition of the Artin conductor, each prime p F N is unramified in E and hence in E 0 . We now have: p , and this holds for each p j N 5 . Hence as above we see that if r 0 runs through all the dðNÞ liftings ofr r 0 with conductor N then det r 0 runs through all Dirichlet characters w mod N such that w p is of order j for each p j N j , j ¼ 2; 3; 4, and w p A fe 2 p ; e 3 p g, for each p j N 5 , and each such Dirichlet character is obtained exactly dðN 2 Þ times. Clearly, no lifting ofr r 0 can be isomorphic to a lifting ofr r. Hence, if GalðE=QÞ G A 5 then there are exactly 2dðNÞ nonisomorphic Galois representationsr r : G Q ! GLð2; CÞ such that kerðr rÞ has fixed field E; a complete list of representatives for these is formed by the above dðNÞ liftings ofr r together with the dðNÞ liftings ofr r 0 .
Remark 5.2. We point out some more restrictions which are valid whenever the situation in Proposition 5.1 holds. For each p j N 3 N 5 the character e p is of odd order and thus e p ðÀ1Þ ¼ 1; hence ðÀ1Þ 
Explicit examples.
Recall that our computations with the trace formula, after removing the contribution from dihedral forms, allowed us to prove that the Selberg eigenvalue conjecture holds true for any ðN; wÞ with N squarefree < 857, except possibly for those ðN; wÞ listed in Table 5 .1 below.4) On the other hand, for each listed ðN; wÞ it is possible to construct a tetrahedral or octahedral Galois representation with conductor N and determinant character equal to w; we list in Table 5 .1 the polynomials defining quartic number fields E 0 from which the Galois representation can be deduced as in Proposition 5.1.
In view of the results of Langlands [25] and Tunnell [41] (and the elementary discussion of multiplicity in Section 5.1), for each such ðN; wÞ there exists a Maass waveform with eigenvalue exactly l ¼ 1=4 on hG 0 ðNÞ; wi (orthogonal to any possible CM-form). With this information added, our trace formula computations now allow us to conclude the main result of this paper (a restatement of Theorem 1 in the introduction): We also used an exhaustive Hunter search to prove that no non-dihedral Galois representations exist for the cases in Table 5 .2 (whenever this could not be ruled out already by Proposition 5.1 or Remark 5.2). An alternative approach for the tetrahedral and octahedral cases requiring ''no searching'' would be via class field theoretic computations; in fact, this was kindly done for us at an early stage by D. Doud for the representation with N ¼ 785.
We remark that the possibility of tetrahedral representations leading to some ðN; wÞ as in Table 5 .2 can alternatively be ruled out by using the number field tables in [31] ; this is also true for icosahedrals at N ¼ 2143 and N ¼ 2611. Also, for those cases in Table 5 .2 where N is prime and w is of order 5, so that non-icosahedral representations are ruled out from the start, the non-existence of icosahedral representations follows from the computations of Doud and Moore [13] .
We note the following consequence of our trace formula computations combined with the results of Langlands [25] and Tunnell [41] , and the fact that we have shown that there are no Galois representations with data as in Table 5 .2:
Theorem 5. The complete list of even tetrahedral and octahedral Galois representations with squarefree Artin conductor N < 3000 is given by Tables 5.1 and 5.3. If Artin's conjecture is true, the only even icosahedral Galois representations with squarefree Artin conductor N < 3000 occur for N ¼ 1951 and N ¼ 2141, cf. Table 5 .3.
We remark that the computations of Doud and Moore [13] prove unconditionally that there are exactly six A 5 -extensions of Q which lead to even icosahedral Galois representations with Artin conductor N a prime number < 10000; these occur for N ¼ 1951; 2141; 3701; 3821; 8501; 9461. In a paper in preparation, [9] , we will continue the study of finding all Galois representations of small conductor. 
Complexity
There are two factors governing the complexity of demonstrating Selberg's conjecture for hG 0 ðNÞ; wi using the trace formula. First, as N increases, the density of high eigenvalues, given by Weyl's law, increases roughly in proportion to N; thus, we need test functions hðtÞ that decay more rapidly at infinity for larger N. Second, the lowest eigenvalues encroach more and more closely upon the lower bound 1=4; heuristics based on the trace formula and numerical experiments [10] indicate that the lowest r-value for hG 0 ðNÞ; wi (in cases where Selberg's conjecture is satisfied) is typically of size N À1=3 . (See [10] for a more thorough discussion of this point.) Thus, our test functions hðtÞ should vary for t on the order of N À1=3 and decay sharply thereafter.
On the other hand, as was discussed briefly in Section 2.4, computing the trace formula with a test function whose Fourier transform is supported in ½ÀX ; X takes exponential time in X , with the main contribution coming from hyperbolic terms. Because of the uncertainty principle, the factors mentioned above translate into an exponential running time in N (typically on the order of e cN 1=3 ). Moreover, the size of X required is very sensitive to the distribution of low eigenvalues; that is, an eigenvalue substantially smaller than average would greatly increase the required running time. This is likely the reason that we were unable to show Selberg's conjecture for conductor 857, for instance.
The bulk of this paper goes into addressing the first factor; separating forms by character and parity, sieving for newforms, and removing the contribution from special forms are all methods of thinning out the spectrum, so as to decrease the eigenvalue density. These techniques allowed us to broaden significantly the range of conductors that we could reach. A natural extension would be to use Hecke operators, which can further refine the spectrum at both small and large eigenvalues; we will pursue this further in [10] .
Here we describe a more direct approach for dealing with the low eigenvalues. A prototype was given in the proof of Proposition 4.4; since the first ten eigenvalues for Gð1Þ are known very precisely from [11] , we could remove their contribution from the trace formula. A similar technique would work for testing Selberg's conjecture: For any fixed test function, the main contribution to the spectral side of the trace formula comes from roughly the first N eigenvalues. Thus, given a list of those eigenvalues, one could quickly verify the conjecture after removing their contribution. Moreover, as remarked in [11] , the approach taken there for certifying eigenvalues can be generalized to GðNÞ, with polynomial complexity in N and the eigenvalue. Therefore, provided we have a fast method of locating eigenvalues, we get a polynomial-time algorithm for verifying Selberg's conjecture. Such a method is given heuristically by Hejhal's algorithms; see [36] , [35] and the discussion of complexity therein. There is one subtle point to note: This approach still depends on finding Galois representations when they exist, since the method of [11] cannot distinguish eigenvalue 1=4 from ð1=4Þ À e. It's not hard to see that this part can be done in polynomial time as well, e.g. by a Hunter search. (Moreover, a targeted Hunter search used in conjuction with the trace formula is quite practical, as demonstrated in Section 5.) Thus, combining all of these ingredients and assuming Artin's conjecture, there is an algorithm for verifying Selberg's conjecture that runs heuristically in polynomial time.
Finally, we mention a related question. In the proof of Proposition 4.4, we saw that the techniques of [11] may be combined with the trace formula to certify the first few eigen-values on Gð1Þ. By the analysis above, the same procedure should locate all eigenvalues up to a given R, heuristically in polynomial time in R. An appealing possibility is to remove the trace formula from this procedure, and certify the eigenvalues instead by analyzing the oscillations in the remainder term in Weyl's law, much like Turing's method for verifying the Riemann hypothesis. This approach will be taken up in a future publication.
