Abstract-This correspondence paper addresses the problem of output feedback stabilization of control systems in networked environments with quality-of-service (QoS) constraints. The problem is investigated in discrete-time state space using Lyapunov's stability theory and the linear inequality matrix technique. A new discrete-time modeling approach is developed to describe a networked control system (NCS) with parameter uncertainties and nonideal network QoS. It integrates a network-induced delay, packet dropout, and other network behaviors into a unified framework. With this modeling, an improved stability condition, which is dependent on the lower and upper bounds of the equivalent network-induced delay, is established for the NCS with norm-bounded parameter uncertainties. It is further extended for the output feedback stabilization of the NCS with nonideal QoS. Numerical examples are given to demonstrate the main results of the theoretical development.
I. INTRODUCTION
With the rapid development of computer and networking technologies, conventional control system architecture has been evolving to modern networked control, which implements control functionality over data communication networks. Compared with conventional control systems, the networked control has a number of advantages, e.g., cost effectiveness, simplicity in installation and maintenance, and high reliability. Thus, it has received increasing interest in recent years. An introduction to networked control systems (NCSs) can be found in [1] - [6] and references therein.
An NCS integrates information, communications, and control into a single system in which control loops are closed over computer networks. However, this integration results in some major difficulties in the NCS design and implementation [1] - [3] . Among many problems in the networked control, the network-induced delay and data packet dropout are challenging [3] , [5] , [7] - [9] . These problems become more evident and severer when wireless networks are employed and/or when the scheduling of computing and network resources is considered.
The network-induced delay is time varying. It affects the accuracy of timing-dependent computing and can degrade the control performance significantly. One of the important issues in the NCS analysis and synthesis is to deal with the effect of the network-induced delay on the NCS control performance.
The data packet dropout results from network traffic congestion and limited network reliability. When a data packet is dropped, complete information of the NCS becomes unavailable. In this case, the controller or actuator has to decide, with incomplete information, what control signals to output.
Because of the problems of the network-induced delay and packet dropout, many existing control technologies may become infeasible for specific networked control applications. Therefore, the stability analysis and control design of the NCS with a network-induced delay and packet dropout have received much attention recently [4] , [8] , [10] - [13] .
Essential to the NCS analysis and design, modeling an NCS with a network-induced delay and packet dropout is challenging. Ideally, an NCS should be modeled as a hybrid system and handled using a hybrid systems theory (see, e.g., [8] ). However, employing the hybrid systems theory will introduce extra complexity into the NCS analysis and design. Thus, the simplification of NCS modeling becomes attractive. One of the approaches to simplify the NCS modeling is to convert a continuous-time NCS model into a discrete-time one. As in many recent references in the literature, e.g., [14] - [17] , this correspondence paper also adopts the discrete-time modeling technique to describe NCS dynamics. It is worth mentioning that there are occasions where the dynamics of a continuous-time plant model cannot be fully reconstructed from its discrete-time version. Fortunately, most industrial processes under computer control do not belong to this category of systems.
Recently, the control problem of discrete-time systems with a time delay has been investigated in nonnetwork environments [14] , [15] . Hu and Zhu [16] and Nilsson et al. [17] considered similar problems in network environments and developed stochastic optimal controllers based on discrete-time models for the cases when the networkinduced delay is larger [16] or shorter [17] than the sampling period. Feng et al. [10] adopted the discrete-time modeling technique to analyze the stability and performance of a closed-loop NCS. However, the networked controllers presented in [16] and [17] rely on all past information from the starting point, demanding complicated controller implementation and a considerable system memory. They have also ignored the effect of the controller-to-actuator delays on the NCS control performance in order to simplify the system analysis, further limiting the applicability of the controllers to many real-world systems.
The issue of the packet dropout has also been addressed in the NCS analysis and design in the last few years [4] , [7] , [12] , [13] , [17] . Nilsson et al. pioneered the modeling of the NCS packet dropout as a Markov process [17] . Zhang et al. [4] modeled the NCS with a packet dropout as an asynchronous dynamic system and derived NCS stability conditions expressed in bilinear matrix inequalities. Yu et al. [12] proposed an iterative approach to model the NCS with a packet dropout as a switching linear system. Although innovative, the iterative approach requires past delay information and ignores variations in the time delay. Tian and Levy [7] developed a method of direct compensation for the NCS packet dropout without the need of rigorous NCS modeling. Most recently, Xiong and Lam [13] have proposed a general framework with a logic zero-order hold (ZOH) to choose the latest control signals.
Despite the aforementioned progress in NCS research, how to analyze and synthesize the NCS under constrained network qualityof-service (QoS) conditions is still an open problem. This motivates the research of this correspondence paper for the development of the output feedback control of dynamic systems with a time delay in networked environments. Similar to some existing methods, the methods to be developed in this paper employ discrete-time modeling to describe the NCS dynamics and consider a network-induced delay and packet dropout simultaneously in a unified framework. However, unlike most existing methods, the stability analysis and control design in this paper consider nonideal and constrained network QoS explicitly for tradeoffs between the QoS and the NCS control performance.
In the field of computer networking and packet-switched telecommunication networks, QoS refers to a broad set of capabilities and parameters for controlling bandwidth, latency and jitter, and service quality in order to provide a certain level of network performance. It is also used as a quality measure with many alternative definitions. This correspondence paper considers the latency and jitter, packet loss, and transmission error rate in the NCS analysis and synthesis and leaves other QoS indices to network planning and design.
The main contributions of this paper include the following: 1) A discrete-time modeling approach with parameter uncertainties is developed to describe the NCS with nonideal and constrained network QoS; 2) an improved stability condition and a robust output feedback controller are derived for the modeled NCS with parameter uncertainties, and the results are dependent on the lower and upper bounds of network-induced delays; and 3) the conditions that give the maximum allowable equivalent delay bound (MAEDB) are obtained for the output feedback stabilization of the modeled NCS. This links the NCS network QoS and NCS controller design and consequently leads to a new method for the integration and codesign of the NCS networks and control. This paper is organized as follows. Section II proposes a discretetime modeling approach for the NCS with constrained network QoS. Section III establishes the main results of our NCS stability analysis and control synthesis. The examples are given in Section IV. Finally, Section V concludes this paper.
II. PROBLEM DESCRIPTION AND NCS MODELING

A. NCS Structure and Basic Assumptions
Consider a continuous-time systeṁ
where x(t) ∈ R n , y(t) ∈ R m , and u(t) ∈ R w represent the state, output, and control signal of the system, respectively; A and B are constant matrices, and H is a nonsingular matrix with an appropriate dimension.
For our NCS modeling, the following assumptions are made, which are common in the NCS research in the literature.
Assumption 1: Sensors are clock driven, and all measurement data packets are timestamped.
Assumption 2:
The controller is event driven and is triggered by the arrival of a measurement data packet. Once the control data become available, it sends a control packet to the actuator of the control loop. The control packet carries the timestamps of the measurement and control data.
Assumption 3: The actuator is clock driven and has a logic ZOH. The role of the logic ZOH is to accept a received control packet only if the timestamp of the packet is greater than that of the packet currently stored in the ZOH. A justification of this assumption is given later in Remark 2.
Assumption 4: For any control loop, the measurement data of the plant are transmitted with a single packet in each control period and also are the control data.
Remark 1: Employing the time-stamping technique described in Assumptions 1 and 2, the logic ZOH at the actuator stores the latest control packet. This implies that the logic ZOH discards all control packets but the most recent valid one. The actuator keeps its control signal unchanged until the output of the logic ZOH gets updated to a new value.
Remark 2: Without the ZOH, the actuators are normally designed to be event driven. With the ZOH, either event-driven or clock-driven actuators can be implemented. The clock-driven actuators are assumed in this correspondence paper for easier control of timing in the NCS modeling, stability analysis, and controller design.
B. Network-Induced Delay and Packet Dropout
Denote the kth sampling time instant as t k , i.e.,
where h is the sampling period and N stands for the set of nonnegative integers. The system samples the value of y(t) at time instant t k and transmits the sampled data to the NCS network at time instant
As in [13] , for simplicity and without the loss of generality, h is normalized to unity. Thus, (2) is simplified to
Therefore, t k and k are used interchangeably in this correspondence paper whenever convenient unless otherwise specified explicitly. Fig. 1 shows typical time evolution in an NCS, where i k , i.e., i k h represents the timestamp of the latest valid measurement data packet used for the control computation in the kth sampling period. It contains the information of both the network-induced delay and packet dropout. For example, in the tenth period (k = 10), the control signal available to the actuator is computed from the data sampled in the seventh period (i 10 = 7). This is because of the following: 1) the control packet computed from the sampled data in the sixth period is an out-of-order packet as it arrives at the actuator later than its successive packet derived from the seventh period, and thus, it is discarded; 2) for the sampling in the eighth period, either the measurement data packet or the control packet is lost in the transmission, and thus, no control signal can be made available to the actuator from this sampling; and 3) the control signal based on the sampling in the ninth period has not arrived yet at the actuator.
To model the NCS, it is necessary to characterize the equivalent network-induced delay. For sampling instant k ∈ N, let τ i k denote the network-induced delay of the latest valid control packet received by the actuator. τ i k can be expressed as
where
= 0, the control signal at the actuator has just been updated right before or at the beginning of the current (the kth) sampling period. Now, we define the network allowable equivalent delay (k) as
It is seen from (5) that (k) ∈ N. It follows that
where τ i k gives the smallest integer greater than or equal to τ i k .
Furthermore, we define two constant positive integers d m and d M , representing the minimum and maximum network allowable equivalent delays, respectively
Equations (4)- (7) justify the following assumption. Assumption 5: The network allowable equivalent delay (k) is time varying and has the lower and upper bounds (7) and (8) can be acquired when the NCS monopolizes the network and CPU resources. Furthermore, it can be inferred from (8) that a larger network allowable equivalent delay may allow a larger network-induced delay and/or more successive packet losses.
Remark 4: If the control signal at the actuator gets updated in every sampling period, we have i l k = 0, ∀ k ∈ N. In this case, it is seen from (7) that
Furthermore, if
This simplifies the problem in the constant delay case.
C. Maximum Allowable Equivalent Delay Bound
Now, let us formally introduce the concept of the MAEDB for the NCS.
Definition 1: The MAEDB of an NCS, given by d M in (7), is the upper bound of the equivalent delay lumped from the effect of the nonideal and constrained network QoS.
Remark 5: From Definition 1, it is inferred that if i l k > 0 is allowed, some packet losses can be tolerated in the NCS. This provides a mechanism to schedule network QoS resources for better tradeoffs between the network-QoS and NCS-control performances. For example, if the current level of QoS (e.g., transmission delay) is below the expectation, the NCS may actively drop some packets to improve the QoS performance with some sacrifice of the NCS control performance.
D. Discrete-Time Modeling of Closed-Loop NCS
Under Assumptions 1 to 4, a memoryless output feedback controller with a logic ZOH is now designed for the closed-loop control of system (1) over the NCS networks. For proportional feedback control with controller gain K, the closed-loop control imposed onto the plant by the actuator in the kth control period is
Substituting (5) into (10) gives
Then, discretizing the open-loop system in (1) with consideration of the norm-bounded parameter uncertainties and the control signal in (11), we obtain the following closed-loop system with input delays under the networked control 
where W , E 1 , and E 2 are constant matrices of appropriate dimensions and Δ(k) is an unknown time-varying matrix, which is Lebesgue measurable in k and satisfies Δ T (k)Δ(k) ≤ I.
III. MAIN RESULTS
Our main results on the NCS stability analysis and control synthesis are summarized in two theorems in this section. The following Lemma [18] would be useful in deriving our results.
Lemma 1: Given matrices F 1 = F T 1 , F 2 , and F 3 of appropriate dimensions, we have 
is satisfied, where * denotes the symmetric elements and
then the system in (12) is asymptotically stable.
Proof: First of all, set y(k) = x(k + 1) − x(k) and choose a Lyapunov functional candidate as
Then, taking the increment of (16), we have
Each of the ΔV 1 (k) to ΔV 4 (k) in (17) is derived as follows:
Considering (8), we obtain
It follows from (19) and (20) that
We also have ΔV 3 (k) and ΔV 4 (k) as
For deleting the accumulative term in (23), the following two equations are introduced:
, and M i and N i (i = 1, 2, 3) are arbitrary matrices of appropriate dimensions.
From (18)- (25), ΔV (k) in (17) can be magnified as
Now, we prove that ΔV (k) < 0. It follows from Definition 1 and (8) that
It is also seen that for any R > 0
From (27)- (29), we obtain
It is known from Lemma 1 that there exists ε > 0 such that
From (30) and (31) and using Schur's complement, the condition in (14) guarantees that ΔV (k) in (30) satisfies ΔV (k) < 0 for all nonzero ζ(k). This implies that the condition in (14) guarantees the asymptotical stability of the system in (12) for all (k) satisfying
This completes the proof. 
is satisfied, where
Proof: First of all, Theorem 1 guarantees the asymptotical stability of the system in (12) and (13) under the condition of (14) . Then, if we show that the condition of (32) can be derived from (14) , the theorem is proven to be true.
Denote
, and Y = KHX T . Pre-and postmultiplying (14) with diag(X, X, X, X, I, I) and its transpose, respectively, yields (32).
Furthermore, when (32) holds, we haveΠ
From the assumption of Theorem 2,P + d MR > 0. Assuming λ 3 > 0, we can obtain X T + X > 0, where X is nonsingular. This completes the proof.
Remark 6: For a given discrete-time NCS in (12), the maximum allowable equivalent delay d M can be derived from Theorem 1 or 2. It is seen from (8) that the resulting d M is the MAEDB into which the effect of the network induced-delay, packet dropout, and other QoS parameters on the NCS control performance is lumped. Thus, the MAEDB can help relate the control performance to the network QoS and can be used to schedule NCS resources through adjusting one or more QoS parameters for a better tradeoff between the control performance and the network QoS. For example, actively dropping some packets can be a way of reducing traffic congestion and the network-induced delay in heavy traffic conditions.
Remark 7: It is seen from the proof of Theorem 2 that in order to derive the condition in (32) from (14), we have set N 1 = N , N 2 = λ 2 N , and N 3 = λ 3 N . The resulting condition in (32) becomes tighter than (14) . This implies that the result derived from (14) is generally less conservative than that obtained from (32). However, (32) is directly applicable to the feedback controller design.
The results presented in Theorem 2 are related to given scalars d M , λ 2 , and λ 3 . This means that the direct computation of optimal d M and K values from Theorem 2 becomes infeasible. Therefore, the following algorithm is developed.
Algorithm 1:
The iterative computation of d M and K is enumerated in the following paragraphs.
Step 1) Give α i and β i as the upper and lower bounds of λ i , respectively, and ζ i as the step increments (i = 2, 3); let
Step 2) Use the linear inequality matrix (LMI) toolbox to com- 
IV. NUMERICAL EXAMPLES
Example 1: Consider an inverted pendulum governed bẏ
where M = 8.0 kg, m = 2.0 kg, l = 0.5 m, g = 9.8 m/s 2 , and h = 30 ms. Discretizing the continuous-time plant model in (34) gives the following discrete-time plant model [15] x(k + 1) = 1.0087, 0.0301 0.5202, 1.0087 
Now, let us investigate the scenario where the network-induced delay changes randomly in the range 1 ≤ (k) ≤ 5. Assume that this random delay has a Gaussian distribution. The initial condition of the system is arbitrarily chosen as x(0) = [2, −1] T . Applying the networked controller in (36), we obtain the closed-loop system dynamics in Fig. 2 . It is seen from this figure that the system is stabilized. Assume that both the lower and upper bounds of the delay (k) are known. Our purpose is to determine the maximum value ofᾱ such that the system in (12) with the uncertainties in (13) is asymptotically stable. Table I tabulates our simulation results from Theorem 2 of this correspondence paper with λ 2 = 0.1 and λ 3 = 4.3. For comparison, the methods from [14] and [15] are also simulated under the same conditions, and the results are listed in Table I as well.
It is seen from Table I that the results derived from this correspondence paper are less conservative than those from [14] and [15] . Some improvements are significant, e.g., 20% and 33% over [15] for (k) ∈ [2, 7] and (k) ∈ [2, 8] , respectively.
V. CONCLUSION
A new discrete-time modeling approach has been developed in this paper to describe the NCS with a network-induced delay and packet dropout. With this modeling, a less conservative stability condition has been established, which is dependent on the lower and upper bounds of the equivalent network-induced delay to guarantee the asymptotic stability of the NCS with parameter uncertainties. From this condition, the maximum allowable equivalent delay bound can be derived, which links the network QoS and the controller design and consequently suggests a new method for an integrated design of the NCS networks and control. The stability analysis results have been further applied to the output feedback stabilization of the NCS.
