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RESUMEN 
El paradigma de los sistemas ciberfísicos tiene en los desafíos de la Industria 4.0 uno 
de los casos particulares de aplicación más importantes. En este trabajo se analizan los 
requisitos fundamentales para el diseño y desarrollo de un sistema ciberfísico para la 
monitorización y su aplicación a la industria manufacturera, y en particular al sector de 
la máquina herramienta. En este trabajo se identifican las líneas de actuación más 
importantes y se hace una revisión del estado de la técnica, haciendo énfasis en los retos 
técnicos más relevantes. 
 
Análisis de requisitos para la monitorización en la industria 
manufacturera desde la perspectiva del modelado, la monitorización y 
el control. 
1.1	Sistemas	de	monitorización	inteligente	en	la	Industria	4.0	
El concepto de Industria 4.0 [1] o Fábrica Inteligente y Conectada está enfocado 
hacia la completa interconexión entre procesos de fabricación de bienes y los 
consumidores o usuarios de esos bienes y productos. Se trata de dotar a los sistemas de 
fabricación de capacidad de adaptación a la demanda del mercado y que sean capaces de 
fabricar productos adaptados a los consumidores. Esto implica varios desafíos técnicos 
relacionados, entre otras áreas, con el desarrollo de sistemas de control con capacidades 
de auto-aprendizaje, desarrollos de programas informáticos que sirvan de interfaz de 
realimentación mutua entre fábrica y usuario final y soportados además sobre el 
desarrollo de nuevas tecnologías o nuevos conceptos como son el Internet de las Cosas 
y los Sistemas Ciberfísicos [2, 3]. 
El proyecto Industria 4.0[4], impulsado por el Ministerio Federal de Educación e 
Investigación de Alemania (BMBF), en relación a los sistemas de monitorización 
inteligente, realiza el siguiente planteamiento: 
 Junto con el aumento de la automatización en la industria, resulta 
particularmente importante el desarrollo de procesos de monitorización 
inteligente y de sistemas autónomos de toma de decisiones, dado que deben 
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ser capaces de guiar y optimizar, prácticamente en tiempo real, tanto las 
empresas como las redes de valor añadido. 
 Sobre la base del registro en línea de datos detallados del proceso de 
producción, en combinación con una visualización inteligente, los sistemas de 
control deben ser capaces de apoyar la toma de decisiones sobre la 
planificación y el control de la producción, con el objetivo de mejorar 
considerablemente objetivos de la empresa, como es el caso de la fiabilidad 
en la producción y suministro de productos. 
A partir del planteamiento anterior, en un artículo publicado en la revista electrónica 
MaintWorld (Maintenance and Asset Management), [5] realiza un breve análisis de los 
retos y requisitos de los sistemas de monitorización inteligente para su diseño y 
adecuado desarrollo dentro del contexto de la Fábrica Inteligente. En ese trabajo se 
concluye que dado el gran volumen de datos que puede generar un sistema de 
monitorización de una planta industrial y dado que los sistemas expertos requieren 
además una gran cantidad de información para determinar patrones de comportamiento 
para realizar una toma de decisiones de forma precisa, los sistemas expertos en la 
actualidad solo son aplicables en algunos casos específicos a la monitorización del 
estado de plantas industriales. 
Además de los grandes retos que implica la interconexión de los componentes de una 
Fábrica Inteligente, constituye también un gran desafío manipular, correlacionar e 
interpretar de forma automática grandes volúmenes de datos. 
1.2	Sistemas	de	monitorización	de	estado.	Nociones	generales	
La monitorización del estado (Condition Monitoring, CM) en términos generales es 
el proceso de monitorización de un parámetro, proceso o máquina, a fin de identificar 
un cambio significativo con el objetivo de prevenir o evitar un fallo. Las principales 
técnicas de monitorización de condiciones más reportadas para aplicaciones en los 
sectores industriales son: análisis y diagnóstico de la vibración; análisis de lubricantes; 
análisis de emisión acústica; termografía infrarroja; ensayos por ultrasonidos y análisis 
de estado y consumo en motores, entre otras [6-8]. 
De manera general un esquema genérico para el monitorización de estado puede 
estar formado por varios pasos o niveles como se muestra en la Figura 1, estableciendo 
los siguientes cinco niveles [9]: 
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Figura 1 Esquema genérico para el monitorización del estado 
1. Procesamiento analógico: está relacionado con la preparación de información sin 
procesar antes de la digitalización. 
2. Procesamiento digital: modifica la información luego de ser digitalizada, a 
través de la filtración, normalización, linealización y otras técnicas. 
3. Extracción de rasgos: condensa la información restante en pocos valores que 
pueden ser usados como entrada de los modelos. 
4. Modelado: estima el estado de los valores obtenidos en el nivel anterior. 
5. Toma de decisiones: produce una salida sobre el estado de la máquina o proceso  
y combina muchos de estos resultados para llegar a una conclusión final. 
Este esquema ofrece solo solamente un enfoque general y en la mayoría de las 
investigaciones publicadas no reportan el uso de todas las etapas en los modelos 
propuestos. Hoy en día, en la mayoría de las publicaciones abordan solo tres niveles: el 
primero compuesto por una fusión de las etapas 1, 2 y 3 anteriormente descritas, 
generando una etapa de procesamiento de señales o extracción de rasgos, 
posteriormente la etapa de modelado y finalmente la toma de decisiones [10-12].  
Una de las aplicaciones de los sistemas de monitorización, específicamente enfocado 
a la industria manufacturera son los sistemas de monitorización del estado en máquina 
(Machine Condition Monitoring, MCM), con el fin de extender la vida útil de equipos y 
reducir el tiempo de inactividad no programado. Tradicionalmente, MCM se basa en el 
análisis señales complejas (vibraciones, temperatura, ondas, etc.), siendo a largo plazo 
muy costosas en función de un gran consumo tiempo de cómputo de las mismas, así 
como la demora en la toma de decisiones. 
Los métodos de monitorización del estado de máquinas se pueden dividir en dos 
tipos: basados en modelos y basados en rasgos [13].  
Los métodos basados en modelos o también los llamados, métodos de detección de 
fallos utilizan para encontrar un modelo computacional preciso para correlacionar las 
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firmas de observación de estructuras anormales con modelos analíticos y cuantitativos 
para detectar los parámetros de daño basado en modelos. Varios tipos de modelos tales 
como auto-regresivo y el modelo de media móvil (ARMA), los modelos ocultos de 
Markov (HMM), la red neuronal artificial (ANN), etc. pertenecen a esta categoría. 
Los métodos basados en rasgos se llevan a cabo en dos pasos: uno es la extracción de 
características de la señal y la otra es la toma de decisiones sobre la base de estas 
características. 
A continuación, se describen algunas nociones generales de las tres etapas más 
presentes en los sistemas de monitorización de estado actuales.  
1.2.1 Extracción de rasgos 
Una característica importante a la hora de seleccionar un método para la extracción 
de rasgos es saber qué tipos de datos se pueden manipular, en el caso de transformada 
rápida de Fourier (Fast Fourier Trasform, FFT) puede realizar el análisis de datos 
basados en suposiciones lineales y estacionarias [1], para analizar datos no estacionarios 
y lineales tiene mayor utilidad la transformada de óndula (Wavelet Transform, WT) 
[14]. La transformada de óndula es usada para dividir una función de tiempo continuo 
en pequeñas ondas. A diferencia de la FFT, la WT posee la habilidad de construir un 
diagrama de tiempo-frecuencia de una señal dando una localización precisa del 
comportamiento de la señal. Por último, para analizar datos no estacionarios y no 
lineales a través de HHT. Esta se divide en dos partes: un modo de descomposición 
empírica y el análisis espectral de Hilbert. Debido a esto, a pesar de no ser muy citada 
en la literatura, empíricamente todas las pruebas indican que la HHT es la mejor 
herramienta para análisis de tiempo-frecuencia en datos no lineales y no estacionarios 
[15]. 
Además, no se puede descartar el uso de los métodos estadísticos en el dominio 
temporal, siendo estos los métodos de extracción de rasgos más difundidos en la 
literatura consultada, no siendo así para el caso de las series temporales, que aunque 
tienen la ventaja de no requerir cálculos tediosos para la edición, compilación y 
depuración de los programas de adquisición de información. Los estadígrafos se basan 
en la aplicación de funciones estadísticas tales como la media, máxima, desviación 
estándar, raíz media cuadrática (Root Mean Square, RMS), asimetría y curtosis. Sin 
embargo, estos rasgos son menos informativos sobre el proceso y son afectados por los 
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ruidos y disturbios del sistema, por esto no son muy reportados, aunque algunos autores 
muestran algoritmos basados en ellos [16]. Otros modelos propuestos son los modelos 
auto-regresivos y la transformada discreta del coseno, en todos los casos para análisis de 
tiempo-frecuencia [17]. 
Los sensores más utilizados para la captura y posterior extracción de rasgos en los 
sistemas de monitorización de estado son: de vibraciones [18, 19], emisiones acústicas 
[20, 21], fuerzas [22] y corriente y potencia eléctrica [23], aunque no se descartan la 
medición de otros parámetros como la temperatura mediante cámaras térmicas, la 
utilización de métodos de ultrasonido o la captura de imágenes mediante cámaras de 
ultra-alta resolución, siendo estos últimos altamente costosos y generalmente utilizados 
a escala de laboratorio [24]. 
1.2.2 Modelado 
El modelado es el centro de un sistema de monitorización [25]. En él se estiman los 
valores obtenidos de los rasgos extraídos de las señales medidas. La cuestión más 
importante en la constitución del modelo es cuál herramienta seleccionar para 
identificar la relación entre las variables dependientes y las independientes. 
Tradicionalmente, las técnicas estadísticas: los métodos de regresión factorial o 
multifactorial; la correlación factorial o multifactorial entre otras, han sido las más 
populares en el modelaje y continúan empleándose actualmente. Sin embargo, como ha 
sido puntualizado repetidamente, la complejidad de los procesos industriales limita los 
usos de estas técnicas sencillas, dándole lugar a la introducción de herramientas 
inteligentes modernas. 
Sin lugar a dudas, hoy en día la técnica de modelado más universalmente utilizada de 
todas estas técnicas inteligentes es la de redes neuronales artificiales (Artificial Neural 
Network, ANN) [26, 27]. Las redes neuronales artificiales no son más que otra forma de 
emular ciertas características propias de los humanos como la capacidad de memorizar y 
de asociar hechos. Si se examinan con atención aquellos problemas que no pueden 
expresarse a través de un algoritmo, se observará que todos ellos tienen una 
característica en común: la experiencia. El hombre es capaz de resolver estas situaciones 
acudiendo a la experiencia acumulada [28-31]. 
Una red neuronal se puede representar como un gráfico directo con neuronas en 
capas. Dependiendo de cómo se interconecta la capa, las redes neuronales se clasifican 
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como anticipativas o recurrentes [32-34]. La Figura 2 muestra una red de anticipativa, 
éstas se componen por varias capas cuyas salidas estén conectadas solamente con las 
neuronas en las capas posteriores, es decir, sólo existen las conexiones delanteras. Las 
muestras bien conocidas de estas redes neuronales son el perceptrón de múltiples capas 
(MLP), las redes radiales de la función de base (RBF) y los mapas de auto-organización 
(SOM), entre otras [35]. 
 
Figura 2 Red neuronal artificial (ANN) 
Otra técnica que ha tenido un gran auge son los sistemas borrosos [36-41], pero 
éstos, a su vez, presentaban dificultades a la hora de establecer las funciones de 
pertenencia ya que el resultado alcanzado pudiera estar entre dos valores lógicos 
posibles. Debido a esto surgen las técnicas neuro-borrosas las cuales mantiene los 
principios de los primeros, pero agregan el auto-entrenamiento que proporcionan las 
redes neuronales por lo cual éstas ya son capaces de tomar sus propias decisiones, pero 
estos además tienen la habilidad de trabajar en áreas que no están claramente definidas, 
o sea, conjuntos borrosos [27, 42-44].  
Los sistemas de inferencia adaptativa neuro-borrosos (Adaptive Neuro Fuzzy 
Inference Systems, ANFIS) parten de un conjunto de datos de entrada y mediante un 
sistema borroso conducido por funciones de pertenencia que son atribuidas a cada 
conjunto de datos, los parámetros son ajustados para determinar su influencia en la 
salida [45, 46]. Estos utilizan una estructura similar a las ANN como se puede apreciar 
en la Figura 3. Los parámetros asociados con cada una de las funciones de pertenencia 
cambian a medida que el proceso de entrenamiento va transcurriendo. Este sistema está 
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compuesto por capas donde la primera (X1 y X2) agrupa a las variables de entrada, 
luego pasa por una serie de etapas donde se definen las funciones de pertenencia, los 
pesos y las reglas de cada una de ellas durante el entrenamiento hasta lograr una salida 
(y). Otro enfoque neuro-borroso es el empleo de las redes de base B-spline [47]. 
 
Figura 3 Sistemas de inferencia adaptativa neuro-borrosos (ANFIS) 
Otra herramienta que se utiliza es el modelo oculto de Markov (Hidden Markov 
Model, HMM) [48-50]. Las ventajas de los HMM consisten en que son sumamente 
sencillos de inicializar e implementar. No obstante, los HMM contienen típicamente un 
gran número de parámetros y por tanto necesitan grandes cantidades de información, 
para ser entrenados. 
Finalmente, existen técnicas que, aunque no tan usadas en la industria, han sido 
reportadas ocasionalmente. En este grupo se encuentran las máquinas de soporte 
vectorial (Support Vector Machine, SVM) [51, 52], el soporte vectorial bayesiano, las 
redes bayesianas y el proceso de jerarquía analítica entre otras [53, 54]. 
1.2.3 Toma de decisiones 
La toma de decisiones consiste en encontrar una solución adecuada para resolver una 
situación problemática, en la que además, hay una serie de sucesos inciertos. Una vez 
que se ha detectado una situación: real, imaginaria, probable o no y se ha decidido hacer 
un plan para enfrentarse a ella, hay que analizarla, determinando los elementos que son 
relevantes y obviando los que no lo son. A su vez, se debe analizar las relaciones entre 
ellos y la forma de influir sobre los mismos. Este paso puede dar lugar a problemas, si 
se tienen en cuenta aspectos irrelevantes y se ignoran elementos fundamentales del 
problema. Una vez determinada cuál es la situación problemática es necesario elaborar 
modelos de acciones alternativas, extrapolarlas para imaginar el resultado final teniendo 
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en cuenta la incertidumbre de cada suceso que lo compone y el valor que 
subjetivamente se le asigna ya sea consciente o automáticamente. Así se obtiene una 
idea de las consecuencias que tendría cada una de las acciones alternativas que se han 
definido y que puede servir para elegir la conducta más idónea para la toma decisiones 
[55]. 
Llevando este concepto al plano industrial, el proceso de toma de decisiones se 
puede realizar automáticamente, basándose en la experiencia acumulada durante la 
captura de datos a lo largo del proceso y la precisión de los modelos obtenidos por las 
técnicas aquí mencionadas. Sin lugar a duda, si funcionan bien las dos etapas anteriores 
del sistema de monitorización de estado, el proceso de toma de decisiones puede 
llevarse a cabo con un alto nivel de precisión y fiabilidad [56-59].   
En la industria, el proceso de toma de decisiones se utiliza tanto en sistemas de 
monitorización de los procesos industriales como en sistemas de supervisión de los 
lazos de control. La Figura 4 muestra un ejemplo de la utilización de la toma de 
decisiones en un sistema de monitorización [60]. En este caso la toma de decisiones se 
utiliza para ofrecer recomendaciones en tiempo real al operador de la máquina, 
relacionadas con el nivel de vibración que se generan debido a perturbaciones. Estas 
perturbaciones no son compensadas mediante algoritmos de control a lazo cerrado y, 
aunque no son críticas para la ejecución del proceso, si influyen de forma negativa en su 
desempeño final, requiriendo acciones por parte de los operadores. 
 
Figura 4 Toma de decisiones como etapa en un sistema de monitorización del cabezal 
de una máquina de mecanizado de precisión 
La toma de decisión en el ejemplo anterior se realiza mediante la utilización de 
umbrales en el antecedente de reglas lógicas. Mediante la definición de un valor umbral 
mínimo, la toma de decisiones se realiza de la siguiente forma: 
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Figura 5 Ejemplo de toma de decisiones mediante umbrales  
Por otra parte, en el caso de los sistemas de supervisión de los lazos de control de 
procesos, la toma de decisiones se introduce como parte de una etapa de monitorización 
inteligente. En la figura que se muestra a continuación se describe un sistema de 
supervisión basado en modelos, que consta de tres etapas esenciales: la generación de 
residuos (diferencia entre la salida real y la estimada por el modelo), la evaluación de 
esos residuos y la toma de decisión acerca de la condición o estado del proceso [61]. 
 
Figura 6 Toma de decisiones como etapa en un sistema de supervisión aplicado a 
procesos de fabricación 
Esta estrategia supervisión de los procesos industriales basada en modelos, es una de 
las más utilizadas. La estrategia compara la respuesta del proceso real con la estimación 
realizada por el modelo del proceso, generando los correspondientes residuos. El 
proceso de toma de decisiones se encuentra vinculado estrechamente a la etapa de 
evaluación de los residuos. Dos de los métodos empleados para implementar estas dos 
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etapas son el método de la suma ponderada del cuadrado de los residuos (WSSR, 
weighted sum squared residuals) y el método de la razón de verosimilitud generalizado 
(GLR, generalised likelihood ratio) [62]. 
En el caso en específico del método WSSR, se toman decisiones en base a un valor 
umbral que se calcula de forma empírica. Con el objetivo de mejorar la robustez de este 
método, es posible utilizar umbrales adaptativos [61], obtenidos mediante estrategias 
adaptativas a partir de criterios heurísticos o utilizando funciones matemáticas exactas. 
Por ejemplo, el valor del umbral puede actualizarse dinámicamente en función del 
elemento de mayor magnitud en el vector de residuos o de su derivada. 
1.2.3.1	Toma	de	decisiones	basadas	en	Lógica	borrosa	
A día de hoy, es muy difícil de refutar, que la lógica borrosa ofrece una alternativa 
adicional, una herramienta más, para la solución técnica al problema de toma de 
decisiones y al control inteligente de procesos [63], es decir, que ha venido a enriquecer 
el arsenal a disposición de los diseñadores de sistemas de monitorización y control, con 
un enfoque muy novedoso para emular la toma de decisiones humana. La idea de 
incorporar al proceso de toma de decisiones la experiencia de los operadores expertos y 
su forma de actuar sobre el proceso, le proporciona el “conocimiento” necesario para 
hacer frente a la complejidad y severas no linealidades de muchos sistemas. 
Mediante el empleo del marco teórico-matemático que provee la lógica borrosa, es 
posible diseñar etapas de toma de decisiones que permitan hacer frente de la 
incertidumbre y la imprecisión de las variables medidas del proceso. A modo de 
ejemplo, en el trabajo desarrollado por [64], se ha diseñado un modelo borroso, el cual a 
su vez incluye un proceso de toma decisiones basado en reglas borrosas sobre el estado 
de desequilibrio de un dispositivo rotatorio de alta precisión. El modelo (ver Figura 7) 
utiliza entradas provenientes de algoritmos de procesamiento de señales en el dominio 
frecuencial y tiene una salida relacionada con el estado del dispositivo rotatorio. La 
figura muestra además una de las 27 reglas del sistema de toma de decisiones. El 
consecuente de las reglas lingüísticas que se utilizan en el modelo borroso, son el 
resultado del sistema de toma de decisiones. 
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Figura 7 Ejemplo de modelo y sistema de toma de decisiones basado en lógica borrosa 
[64] 
En el caso del ejemplo que se muestra en la figura, las particiones borrosas de la 
salida están definidas mediante funciones de tipo triangular, por lo que la variable de 
salida tendrá valores infinitos dentro del rango en el que está definida. De utilizar 
conjuntos borrosos de tipo nítido (fuzzy singleton), la salida del proceso de toma de 
decisiones borroso podría utilizarse de forma directa como el conjunto de 
recomendaciones que provee el sistema de monitorización inteligente. 
1.2.3.2	Toma	de	decisiones	y	gestión	de	alarmas	en	sistemas	de	monitorización	y/o	
supervisión	
La toma de decisiones también se utiliza para gestionar alarmas en sistemas de 
monitorización y/o supervisión. Las alarmas son concebidas como desviaciones de una 
variable superiores a unos umbrales o límites especificados. Las alarmas se clasifican 
según la naturaleza de la variable a la cual están relacionadas [65], diferenciándose entre 
alarmas discretas, asociadas a variables discretas y alarmas sobre variables 
continuas, también denominadas alambras de umbral. 
Las alarmas discretas son indicadores de un cambio binario en el estado de una 
variable discreta. Las variables discretas se utilizan para definir estados en un sistema 
automático, por ejemplo, paro/marcha, manual/automático, también para caracterizar 
estados como pueden ser la presencia/ausencia de material, fin de carrera, entre otros. 
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Estas variables se utilizan para gestionar las secuencias de tareas en un sistema 
automático pero también se utilizan para alertar a los operarios en forma de alarma. 
Por otra parte, las alarmas asociadas a variables continuas son generadas a partir de 
la definición de umbrales numéricos que definen los límites de operación normal de 
dicha variable. Entre las formas de definición de umbrales más utilizados en sistemas de 
monitorización/supervisión podemos citar los siguientes: 
 Umbral de valor absoluto: Permite definir una alarma por sobrepasar una 
variable unos valores de umbral, ya sea un valor superior o inferior o, 
además, diferentes niveles de umbral sobre la misma variable, dando lugar a 
diferentes niveles de alerta en la activación de alarmas. Es habitual 
especificar una banda muerta (histéresis) en valor porcentual para la 
activación/desactivación de alarmas por cruce de umbrales. 
 Umbral de valor relativo: Permite definir una alarma de acuerdo con límites 
establecidos alrededor de una consigna o valor objetivo (target). De forma 
habitual los límites se fijan como valores porcentuales con respecto al valor 
de referencia, admitiendo valores simétricos. También se considera una banda 
muerta (en valor porcentual) para la activación/desactivación de alarmas por 
cruce de umbrales. 
 Umbral de velocidad de cambio (ROC, ratio of change): Un umbral de 
velocidad de cambio permite definir alarmas por observación de la variación 
de una variable. En este caso la diferencia entre dos valores adquiridos de 
forma consecutiva permite estimar la velocidad de cambio (ROC, ratio of 
change) de la variable. Este tipo de umbral es muy útil cuando se desea 
detectar cambios provocados por circunstancias ajenas a la evolución 
esperada de la dinámica de un proceso. 
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Figura 8 Tipos de umbrales para detección de alarmas, (1) umbral de valor absoluto, (2) 
umbral de valor relativo y (3) umbral de velocidad de cambio o ROC 
Finalmente, la Figura 9 describe un modelo teórico de las diferentes etapas y 
algoritmos que puede estar compuesto un sistema de monitorización de estado partiendo 
de una n-entradas hasta obtener una salida y que depende de estás [66, 67].    
 
Figura 9 Esquema teórico de un sistema de monitorización de estado 
1.2	Sistemas	Ciberfísicos	aplicados	a	máquinas‐herramienta	
El diseño e implementación de sistemas ciberfísicos de fabricación está ocupando 
una buena parte de la comunidad científica y la industria. Específicamente, los sistemas 
ciberfísicos de producción (CPPS), tienen el potencial para definir una cuarta revolución 
industrial [68] y tienen un nexo indisoluble con los nuevos paradigmas de Industria 4.0. 
En la primera anualidad del proyecto AM.4G nos centraremos en algoritmos locales. 
Esta tarea se integra en una tarea más amplia que abarca un registrador integrado de 
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eventos y alarmas que sea modular y configurable (T3.2.1). El trabajo se centrará en 
técnicas borrosas y de modelado híbrido incremental que proporciona una aproximación 
al comportamiento de un sistema localmente no lineal. Para ello, esta estrategia hace 
uso de un modelo básico o global que captura el comportamiento general del sistema y 
le superpone un modelo local que captura el comportamiento local del mismo.  
El primer hito del proyecto se centra en el estado de la técnica, definición de 
requisitos y especificaciones para CPS en tareas de monitorización basadas en métodos 
de inteligencia computacional (junio/2016). Las dos tareas fundamentales son por una 
parte, el análisis de requisitos de monitorización de la máquina en la industria 
manufacturera basados en sistemas ciberfísicos desde la perspectiva del modelado, la 
monitorización y el control. Por la otra, nos centraremos en el análisis sistémico global 
y propiedades de los subsistemas locales, los objetivos y restricciones.  
Tal y como proponen Lee, et al. [69], los sistemas CPS de fabricación se ubican en 
una pirámide en la zona intermedia tanto en atributos como en funciones (ver Figura 
10). 
 
Figura 10 Pirámide de cinco niveles para la implementación de los CPS [69] 
En general está estrategia es completamente alineada con las ideas y el alcance del 
proyecto, tal y como corroboraremos en base al estado de la técnica, más adelante. La 
eficacia de la estructura de CPS dependerá mucho del despliegue y del desempeño de 
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las funciones de análisis de datos que se incorpore, tal y como se muestra en la Figura 
11. 
 
Figura 11 Flujo de datos e información en los CPS [70] 
El CPS debe resumir de forma autónoma, aprender y acumular conocimientos 
sistema basado en datos recogidos de una máquina-herramienta o de un grupo de 
máquinas [71]. El conocimiento del sistema puede incluir posibles regímenes de trabajo, 
estado de la máquina, los modos de fallo y los patrones de degradación. Por otra parte, 
la configuración y arquitectura del CPS es fundamental junto con el procesamiento 
autónomo de datos y el aprendizaje que tienen una alta prioridad ya que los modelos 
tradicionales adhoc apenas se pueden aplicar a situaciones complejas o inesperadas.  
Por tanto es necesario, una metodología de aprendizaje automático y la extracción de 
conocimiento autónomo, tal y como se prevé en las tareas a realizar. En general, el uso 
de técnicas de modelado y agrupamiento borroso no son nuevas. Yang, et al. [72] 
sugieren la utilización de un método de agrupamiento. Si consideramos un conjunto de 
máquina-herramientas con el mismo CNC, la similitud siempre existe entre las 
máquinas, es decir, entre máquinas que llevan a cabo tareas similares o en el tiempo de 
servicio similar puede tener un rendimiento y estado similar. 
En este caso los algoritmos de aprendizaje no supervisados, tales como el aprendizaje 
por refuerzo, el agrupamiento Fuzzy-C-Means (FCM) y los mapas auto-organizados 
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(SOM) se pueden utilizar para la creación de forma autónoma de agrupaciones para 
diferentes condiciones de régimen y de la máquina de trabajo (ver Figura 12). 
 
Figura 12 Algoritmo de clustering para el modelado [70] 
En general, la literatura científica y el número de patentes en el campo de los CPS de 
fabricación son escasos y muy conceptuales, con aportes prácticos muy limitados. 
Morgan y O´Donnell (2015) [73] presentan un sistema ciberfísico para la 
monitorización del procesos de mecanizado, en este el proceso analizado es el torneado, 
que se ajusta a las necesidades y retos del proyecto AM.4G 
Los sistemas CPS dependen de la arquitectura. Por ejemplo, la arquitectura cliente -
servidor de los CPS con análisis habilitados permite el procesamiento paralelo de 
múltiples señales. Sin embargo, los sistemas de procesamiento de señal y de soporte de 
decisiones son más complejos, al igual que los datos en la transición entre los estados. 
Por ejemplo, el  pre-procesamiento de señales, la extracción de patrones y la selección o 
toma de decisión. Por otra parte, la abstracción de las funciones de procesamiento de la 
señal en la nube a través del diseño holónico y/o basado en agentes requiere de la 
orquestación entre las diferentes entidades lo que no es sencillo. Evidentemente, para 
lograr la salida necesaria de estas cadenas de procesamiento de señales descentralizadas, 
se requiere relaciones finales entre módulos locales uno-a-muchos que sean abiertas, y 
métodos de orquestación y configuración. 
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A partir de la literatura a la que hemos tenido acceso, una realización práctica del 
procesamiento de señales dinámicas multi-escalable en base a CPS aún no ha sido 
demostrada. Esto incorpora la migración de las técnicas de procesamiento de señales 
fundamentales a una arquitectura en la nuble/ basada en agentes, para formar un sistema 
CPS para la monitorización. 
1.2.1 Sistema ciberfísico para monitorización del proceso. 
El resultado del proyecto AM.4G debe ser un prototipo para monitorizar en base a 
eventos y de forma semi-autónoma el funcionamiento y rendimiento de una máquina-
herramienta. 
Utilizando un enfoque de arriba hacia abajo para el diseño, el primer paso debe ser la 
definición del objetivo global del CPS y del módulo de procesamiento de señales 
descentralizado, en tres cuestiones esenciales: 
1. Definir el objetivo global de la cadena de valor para el procesamiento, en este 
caso, para monitorizar de forma semi-autónoma el funcionamiento y 
rendimiento de una máquina-herramienta.  
2. Definir las metas locales de los componentes, y  
3. Definir el implementar la arquitectura para garantizar interoperabilidad. 
El CAR (UPM-CSIC) no abordará las cuestiones relativas a la arquitectura. Sin 
embargo, la realización de un prueba de concepto requerirá un marco o plataforma que 
permita evaluar el cumplimento de este objetivo global. 
Como ya se ha mencionado, el objetivo global es la monitorización de la condición 
del proceso (CM), a través de la caracterización del funcionamiento, en este caso la 
caracterización va dirigida hacia la monitorización del estado del proceso. 
El módulo de procesamiento de señal de incorporar etapas esenciales del proceso de 
monitorización, la adquisición de datos, el procesamiento de señales y análisis de 
procesos. Algunas de las técnicas y métodos más viables técnicamente serán analizadas 
más adelante en este informe. 
En general el funcionamiento puede ser inferido a partir de señales internas del CNC 
o externas. En este caso se asume que por restricciones de Fagor como fabricante del 
CNC nos centraremos únicamente en señales internas (consumos de corriente y 
potencia, etc.). 
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Los objetivos locales representan los requisitos funcionales sistemáticos de cada 
componente en el módulo y/ cadena de valor de procesamiento. La funcionalidad debe 
incluir: 
 la adquisición de datos,  
 el almacenamiento de datos, 
 el procesamiento de señales,  
 la correlación de eventos, 
 y la caracterización del funcionamiento para la monitorización efectiva.  
En el almacenamiento de datos se correlaciona los flujos de datos de múltiples 
fuentes y se almacena los datos para su análisis posterior. El procesamiento de señales 
en paralelo extrae características del proceso. El análisis de correlación permite 
identificar las secuencias correctas de operación a partir de múltiples entradas (eventos).  
La secuencia de iteraciones crea ventanas de análisis para la caracterización del 
funcionamiento, y esta caracterización se logra a través de análisis en el dominio del 
tiempo/frecuencial que estén en correspondencia con las operaciones de las máquinas 
secuenciales. 
 
Figura 13 Arquitectura para un CPS de fabricación en máquina-herramientas [74] 
La Figura 14 muestra un posible enfoque del CAR para el proyecto AM.4G en 
consonancia con lo que recoge el estado de la técnica. 
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Figura 14 Concepto para el proyecto [75] 
Es muy importante señalar que la arquitectura de interoperabilidad en la nube define 
las capacidades de interacción entre los componentes del sistema CPS. Esta arquitectura 
puede ser cliente-servidor basada en sistemas intermediarios (por ejemplo, ICE ZERO), 
o puede estar basada en sistemas propietarios del propio fabricante del CNC (alquiler de 
servicios en la nube, o servicios propios). Hay compañías que ofrecen la posibilidad de 
intercambio de variables como National Instruments a través de SVE-shared variable 
engine y NI Publish-Subscribe Protocol (NI-PSP) que permite habilitar la transferencia 
de datos a través de la red [72].  
Una propuesta interesante se muestra en la Figura 15. En este caso cada máquina con 
su CNC lleva un “agente hardware” que es el nodo local que se comunica con la nube, 
pero la implementación final dependerá de las restricciones y objetivos de Fagor 
Automation. 
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Figura 15 Sistema CPS para máquina-herramienta basado en ARC-SVE [75] 
Otro enfoque destacado es el presentado por [76] donde aplica un método basado en 
el procesamiento de instrucciones contenidas en los ficheros de código G (G-code) para 
analizar los grandes volúmenes de datos (Big data, BD) y obtener una descripción 
cuantitativa sobre el estado del proceso en máquinas por control numérico. Basándose, 
en un modelo CPS del proceso de trabajo se propone un sistema en tiempo real de las 
tareas de fabricación, los recursos y el estado de la máquina herramienta CNC. Todo el 
sistema total implementado sobre la base de los valores de las señales internas del CNC 
del centro de mecanizado que se almacenan en las instrucciones que componen el 
código G de la misma, siendo este aspecto de sumo interés si se decide diseñar un 
sistema de monitorización basado solo en información aportada por la máquina sin la 
influencia de ningún sensor externo.  
      
21 
 
 
Figura 16 Arquitectura basada en CPS para máquina-herramientas con CNC [76] 
Aunque el nexo entre objetivos locales y globales esté basado en eventos, las 
comunicaciones son un elemento clave en la arquitectura. En la Tabla 1 se recoge un 
estudio comparativo realizado por Cao, et al. [77]: en relación con la fabricación 
colaborativa a través de la nube. 
Tabla 1 Protocolos WLAN y WPAN en el ámbito de la fabricación 
Tipo Protocolo Banda de 
frecuencia 
Velocidad de 
trasmisión 
(Mbps) 
Eficiencia del  
ancho de banda 
(bps/Hz) 
QoS Rango 
(m) 
WPAN Bluetooth 2.0 2.4-2.4835 2.1 2.1 No 10 
UWB 4.8-10 480 0.96 No 10 
ZigBee 2.4-2.484 250 Kbps 0.125 Si 50 
6loWPAN 2.4-2.484 250 Kbps 0.125 Si 50 
Wireless HART 2.4-2.4835 250 Kbps 0.125 Si 50 
WLAN 802.11a 5 6-48 2.7 Si 70-100
802.11b 2.4-2.484 11 0.55 Si 35-100
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802.11c 2.4-2.484 6-54 2.7 Si 100 
1.2.2 Ejemplo de aplicación entre los fabricantes de CNC. 
Se trata de una solución gratuita de HaaS y que ha sido diseñada por Holonix. Se han 
trasladado los conceptos de monitorización en red hacia los sistemas ciberfísicos de 
fabricación [78]. 
 
Figura 17 Interfas para usuarios de máquina-herramientas 
 
Figura 18 Interfaz para productores de máquina-herramientas 
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1.3	 Principales	 variables	 captadas	 para	 monitorización	 de	 estado	 en	
máquina‐	herramientas	
En un modelo de CPS de una máquina-herramienta CNC, los datos se recogen de dos 
maneras: mediante variables externas (ej. fuerzas, vibraciones, emisiones acústicas, etc.) 
o por variables internas adquirida desde el sistema CNC/PLC (ej. desplazamientos de 
ejes, corrientes de motores, potencia, refrigeración, etc.). 
En el primer caso, los datos se adquieren indirectamente, a través de sensores o 
accesorios complementarios de la máquina-herramienta CNC [79]. Por ejemplo, la 
vibración del husillo se adquiere a través de sensores piezoeléctricos. Estudios previos 
han adoptado ampliamente este método para obtener datos. La desventaja de este 
método es que el espacio debe ser reservado para la instalación de los sensores en la 
máquina-herramienta, lo que aumenta la complejidad y el coste del sistema. Además, 
cuando la máquina-herramienta CNC opera en un entorno laboral desfavorable con una 
interferencia complicada electromagnética (EMI), la estabilidad y la fiabilidad de las 
señales de los sensores de adición es pobre. 
En el segundo método, los datos se adquieren directamente desde el sistema CNC 
[80, 81]. Datos de control (ej. posiciones de interpolación, velocidad de avance, 
aceleración, velocidad de rotación del husillo y la superficie de corte) y datos de 
realimentación (ej., potencia del husillo, la corriente de husillo, corriente del eje de 
avance y la posición de error de contorno), es genera dentro del sistema de CNC en 
tiempo real. Estos datos contienen una enorme cantidad de información útil además de 
ser estandarizados y fiable, sin verse afectados por interferencias externas tales como: la 
contaminación, las virutas de corte, el fluido de corte, maquinaria, etc. Por otra parte el 
coste de la captura de datos internos de los sistemas de CNC es bajo y no hay ninguna 
alteración en el proceso de mecanizado. 
1.3.1 Variables internas utilizadas en sistemas de monitorización de estado 
Las variables internas de una máquina-herramienta CNC son las partes del sistema 
físico que se requieren con el fin de realizar tareas de mecanizado, incluyendo los datos 
del sistema del husillo, los carriles-guía de los ejes, el motor, la herramienta de corte, 
etc. Hoy en día, se reportan una gran cantidad de trabajos enfocados la monitorización 
del estado basado en variables internas captadas del CNC/PLC [82, 83].  
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Un ejemplo de ello es el sistema de diagnóstico de fallos basado en eventos mediante 
señales tomadas del CNC de una máquina-herramienta propuesto por [84]. La influencia 
en los fallos con similitudes es calculada mediante un factor de deficiencia, introducido 
para reducir el efecto negativo de los códigos de alarma inexistentes con alto peso en la 
objetividad y la precisión. Luego, se dividen el factor de ponderación de cada atributo 
para el cálculo de similitud en dos categorías en función de las diferentes etapas: peso 
estático y peso dinámico. En la primera etapa, se estima la similitud local con pesos 
estáticos, estimada por los expertos con tres escalas dentro del proceso analítico 
jerárquico (Analytic Hierarchy Process, AHP) de acuerdo con la importancia de cada 
código de alarma. Posteriormente, el peso dinámico se calcula con el valor de recuento 
dinámico de códigos de alarma de base de datos. Por último, la similitud global se 
calcula con la similitud local y peso dinámico, mejorando la capacidad del sistema en la 
gestión de alarmas. 
 
Figura 19 Estructura jerárquica del proceso de operación [84] 
Para validar el enfoque antes planteado se construyó un banco de pruebas de la 
máquina herramienta CNC con 32 disparadores y 32 indicadores LED simulando 
códigos de alarma aleatoriamente. 
Otra fuente de información utiliza como variables internas del CNC es la contenida 
en los ficheros de código G ejecutados en las diferentes operaciones de la máquina 
durante el proceso de fabricación. Un ejemplo de ello es trabajo presentado [76] donde 
se almacenan grandes cantidades de datos captados mediante la lectura de cada una de 
las instrucciones que contienen los diferentes programas pieza. Variables como la 
rotación, avance, desplazamientos y uso de refrigerante se pueden utilizar como 
históricos del nivel de uso de la máquina-herramienta. 
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Otro trabajo interesante es el sistema de la monitorización de estado mediante un 
control numérico (Numeric Control; NC) abierto sin sensores externos presentado por 
[80]. Este propone un enfoque sobre el uso de señales de accionamiento digitales 
(Digital Drive Signal, DDS) para un sistema de monitorización del estado integrado 
para controlar alteraciones tales como la holgura y grietas en los carriles-guía de los 
centros de mecanizado. La idea fue compensar a través de NC usando un codificador 
(Encoder) de medición directa para el control de posición ajustando de manera 
automática los posibles errores de posición producto a la holgura en los elementos que 
componen la cadena cinemática de la máquina (rodamientos, ejes, correas, etc.). 
Además, se elaboraron una serie de pruebas para determinar un modelo para predecir las 
grietas y posibles roturas de los carriles-guías, las cuales también serían monitorizadas 
por el sistema propuesto. Cabe destacar que solo se llegó al diseño de la arquitectura del 
sistema de control integrado, sin ser probada en entornos reales. 
Por otra parte, otra de las variables internas de sumo interés para los sistemas de 
monitorización son las derivadas de las corrientes y potencias para reducir los niveles de 
consumo y aumentar la eficiencia energética de los centros de mecanizado [85, 86]. 
Referente a este tema una estudio interesante es el realizado por  Ministerio de 
Economía Alemán (German Federal Ministry of Economics and Energy) donde plantea 
que el consumo en los centros de mecanizado puede ser disminuido más de un 50% 
realizando mediciones específicas ales como [87]: 
 Construcción optimizada (ej. Reducción del peso, de la fricción entre 
elementos, etc.) 
 Acoplamientos eficientes y componentes periféricos 
 Adecuado dimensionamiento de los dispositivos 
 Optimización de procesos 
 Recuperación de energía 
 Estrategias de control de energía bajo demanda 
Siendo estas dos últimas tratadas por [88] en su enfoque estandarizado para recopilar 
datos relevantes de energía en máquina-herramientas y sus componentes a través de 
datos provenientes del PLC. El objetivo fue crear dos bloques de funciones para la 
gestión de energía, programable y estandarizado. Es decir, un módulo de monitorización 
de la energía (EnergyMonitoring) para determinar el consumo de energía y los picos de 
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carga eléctrica, así como, un módulo de control de energía (EnergyControl) para la 
reducción del consumo de energía mediante la desconexión si no se requieren cargas. Al 
mismo tiempo, los operadores de máquinas utilizan una mayor transparencia del 
consumo de energía de la máquina y  sus componentes. Finalmente el sistema de 
gestión de la energía se validó en condiciones de laboratorio en una fresadora MAG 
XS211 5 ejes horizontales de alta velocidad. 
1.3.2 Variables externas utilizadas en sistemas de monitorización de estado 
Un asunto esencial en los sistemas de monitorización mediante señales externas es la 
selección adecuada de las variables de entrada de los modelos. La Figura 20 muestra una 
pequeña revisión basada en 160 artículos de las señales más utilizadas para la 
monitorización basado en sensores externos. 
 
Figura 20 Señales externas más usadas para el monitorización de estado 
Como se puede apreciar en la figura anterior, las fuerzas de corte se utilizan 
usualmente en los sistemas de monitorización debido a que generalmente son muy 
fáciles de medir y aportan gran información del estado de la máquina [89]. Una causa de 
incremento de las fuerzas de corte es por las afectaciones en la geometría de la 
herramienta, y por ende, a medida que esta se desgasta, su geometría cambia, 
impactando sobre las fuerzas de corte. A veces, se utilizan varias componentes 
simultáneamente, ya sea al combinar sus señales o al calcular su razón [90]. El principal 
inconveniente de utilizar las fuerzas de corte es que la puesta en práctica de los sistemas 
de medida dinamométrica en el taller está restringida por su elevado coste, el impacto 
negativo que ejerce sobre la rigidez del sistema de maquinado, los requisitos de una 
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estructura de cableado y espacio extra necesario para su instalación. La Figura 21 
muestra algunos de los sensores externos presentes en los sistemas de monitorización de 
estado en máquina-herramientas. 
 
Figura 21 Sensores externos: a) Plataforma dinamometrica tri-axial para la medición de 
fuerzas marca Kistler; b) Acelerometro monoaxial para la medición de vibraciones 
marca Bruel & Kjaer; c) Sensor para captar emisiones acústicas marce Kistler   
El análisis de vibración es otro de los métodos más comúnmente utilizados para la 
monitorización, detección y análisis del estado de la estructura en tiempo real o en 
intervalos de tiempo especificados. La medición de la vibración es una técnica invasiva 
eficaz, fiable y no para controlar el estado de la máquina durante los arranques, paradas 
y operaciones normales. La amplitud de la señal de vibración da una indicación de la 
gravedad del problema, mientras que la frecuencia puede indicar el origen del defecto 
[91]. La extracción de estas señales puede ser considerada como una herramienta 
valiosa para detectar y diagnosticar el período previo fallos de las máquinas y equipos. 
Es un trabajo duro para extraer la característica de la señal adquirida como se 
produjeron las interferencias debidas a la presencia de ruido. Surge la necesidad de 
desarrollar un sistema de procesamiento y análisis de datos de alto nivel para 
proporcionar la extracción veraz de los datos sobre el estado de la máquina.  
 Los sensores de vibración son considerados el núcleo de alguno de los sistemas de 
monitorización modernos. La selección de los sensores apropiados es de importancia 
fundamental para proporcionar la mejor señal para el sistema de adquisición de datos 
para mejorar la confianza en la tecnología basada en sensores de monitorización. 
Existen diferentes tipos de sensores para la mediciones de vibraciones tales como 
transductores de desplazamiento, transductores de velocidad y acelerómetros, siendo los 
acelerómetros los más utilizados a escala industrial [92]. 
Por otra parte, las emisiones acústicas son otra de las señales capturadas para los 
sistemas de monitorización, no sólo en el torneado, sino también en el fresado y el 
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rectificado. Existen diversas fuentes de emisión acústica durante el proceso de corte de 
metal. La detección del aumento de la fricción entre las partes, la detección de 
colisiones y la ruptura son algunos de los ejemplos reportados en la literatura [93] .  La 
principal ventaja en el uso de la emisión acústica en el monitorización es su amplio 
rango de la frecuencia, en la mayoría de los casos, muy superior al de las vibraciones de 
la máquina y los ruidos ambientales [94]. La mayor desventaja es que hay muy pocos 
micrófonos lo suficientemente resistentes como para operar en un ambiente de taller 
práctico y que su posicionamiento no es una tarea sencilla. 
Las señales de potencia  o corriente han sido exitosamente utilizadas en el 
monitorización, ya sea del motor del husillo o un motor del avance [95]. Estos 
parámetros están estrechamente relacionados con el torque y por lo tanto, con las 
fuerzas de corte. Quizás, la mayor ventaja de emplear las señales de energía o corriente, 
es la sencilla implementación de su hardware, que no interfiere con el proceso y no 
requiere de dispositivos de alto coste; sin embargo, no son tan sensible como los 
sensores de emisión acústica.  
Además de las señales expuestas existen artículos referidos a otras tales como la 
temperatura [96]. El torque también es reconocido en muchos casos como una señal de 
gran utilidad, principalmente se reporta su uso en artículos de taladrado. El mismo es 
medido de forma directa o calculado según el comportamiento de la fuerza principal de 
corte. En la mayoría de los casos los sistemas de monitorización utilizan plataformas 
dinamométricas para medir las fuerzas que actúan en el proceso y a partir del 
comportamiento de estas se calcula y controla el torque [97]. Finalmente, en muchos 
casos se miden múltiples señales simultáneamente, en lugar de una sola. Este enfoque es 
conocido comúnmente como fusión sensorial y suele producir mejores resultados [66]. 
1.4	 Propuestas	 de	 sistemas	 de	 monitorización	 de	 estado	 aplicados	 a	
máquina‐herramientas	a	niveles	local	y	global	reportadas	en	la	literatura.	
1.4.1 Sistema de monitorización de estado en modo local 
Para el desarrollo de actividades de monitorización del estado en máquinas La 
plataforma utiliza la tecnología de la información, comunicaciones y análisis de datos 
para evaluar y predecir el rendimiento del equipo. Un ejemplo de ello, es la plataforma 
multi-sensorial para la evaluación, diagnóstico y predicción de máquina-herramientas 
(Wacthdog Agent toolbox) desarrollado por [98]. Dicho sistema se basa en la evaluación 
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de las lecturas de varios sensores que miden las propiedades críticas del proceso o de la 
máquina-herramienta en su totalidad. Una vez detectada una alteración en las lecturas 
del sensor, el agente Watchdog permite evaluar y cuantificar la variación de manera 
cuantitativa la información captada de los sensores. Además, un modelo del proceso o 
del equipo, el conocimiento específico de la aplicación disponible, o los registros 
históricos anteriores de comportamiento equipo puede ser utilizado para ayudar 
evaluación de cada estado, siempre dicho modelo, el conocimiento experto o registros 
históricos existan. A su vez, la función de predicción se realiza a través de tendencias y 
la modelización de la dinámica de las firmas rendimiento de los procesos observados 
y/o los parámetros del modelo. Esto permite predecir el comportamiento futuro de estos 
patrones y así pronosticar el comportamiento del proceso o de los diferentes 
componentes (motores, accionamientos, cojinetes, etc.) de la máquina-herramienta. La 
Figura 22 muestra el esquema general de los diferentes bloques que componen el 
sistema de vigilancia Wacthdog.  
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Figura 22 Paquete de funciones que componen el sistema WatchDog propuesto por [98] 
Además, el sistema tiene la capacidad de diagnóstico a través de la memorización y 
asociación de patrones significativos con el fin de reconocer las situaciones que se han 
observado en el pasado, o estar al tanto de la situación que nunca fue observada antes. 
Cabe resaltar que es sistema fue diseñado para trabajar con datos internos y externos 
captados del centro de maquinizado, lo cual obligaría a colocar sensores externos en la 
máquina o tener en cuenta el espacio de estos a la hora de hacer un nuevo diseño de 
máquina-herramienta. Por otra parte se necesitaría un PC externo con una gran 
capacidad de cómputo debido a la complejidad de los algoritmos que componen al 
sistema de vigilancia y una gran capacidad de almacenamiento por el número de señales 
captadas durante su ejecución. Finalmente, destacar que dicho sistema ha sido probado 
en múltiples aplicaciones industriales, en la cual incluye los centros de mecanizado.  
1.4.2 Sistemas de monitorización de estado en modo global 
En las última décadas, con el creciente desarrollo del hardware y las  
comunicaciones, apareciendo cada vez sistemas de almacenamiento de datos de mayor 
capacidad y sistemas de transferencias de datos más rápidos y seguros, así como, el 
desarrollo de protocolos de comunicación alámbricos e inalámbricos más potentes, se ha 
generado una nueva visión de cómo monitorear el estado las máquina-herramientas de 
manera global, es decir, hoy en día todas las arquitecturas reflejadas en la literatura 
tienen un concepto enfocado a que tanto el usuario como el fabricante tengan acceso de 
información del estado de la máquina de manera remota sin tener que interrumpir el 
funcionamiento de la misma de manera innecesaria.       
Un ejemplo de ellos es el diseño de una plataforma reconfigurable de pronósticos 
para máquina-herramientas (Reconfigurable Prognostics Platform, RPP) desarrollado 
por [99]. La Figura 23 muestra en enfoque general propuesto por [99]. Como se puede 
apreciar la arquitectura está divida en dos bloques o niveles. El primero a nivel local, a 
su vez está dividido en múltiples módulos. En este se definen tres agentes principales en 
el marco de software reconfigurable, agente de sistema (System Agent, SA), agente de 
base de datos de conocimientos (Knowledge-database Agent, KA) y el agente ejecutivo 
(Executive Agent, EA) los cuales desempeñan un papel importante en los procesos de 
software reconfigurable. La función principal de SA es la gestión tanto de los recursos 
del sistema (memoria, capacidad de disco, etc.) y del hardware de los dispositivos, por 
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ejemplo, el sistema de adquisición de datos, sensores y la conectividad alámbrica o 
inalámbrica.    
 
Figura 23 arquitectura para una plataforma de montoreo de estado reconfigurale para 
maquina-herramientas basada en [99] 
Luego, si se recibe una petición para generar un EA en la etapa inicial o para 
modificar la EA durante la etapa de tiempo de ejecución, SA crea primero un agente 
vacante, posteriormente mediante la interacción con KA, SA asigna recursos del sistema 
para el agente y su ejecución debe ser autónoma. Además un SA puede comunicarse 
con y recibir solicitudes de otros SA que compongan la red.  
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Figura 24 diagrama de flujo para el sistema de monitorización de estado reconfigurable 
propuesto por [99] 
Por otra parte, KA está en constante interacción con la base de datos de conocimiento 
para obtener información que contribuya a la toma de decisiones, proporcionando 
dependencias de los componentes y los parámetros del modelo para realizar una 
monitorización y pronósticos de tareas específicas en la máquina-herramienta. KA 
también proporciona módulos codificados que se pueden descargar desde la base de 
datos de conocimiento para crear un EA funcional. 
Para una mayor comprensión de la arquitectura propuesta por [99] se elaboró el 
siguiente diagrama de flujo (ver Figura 24).  Como se puede apreciar, una vez iniciado 
el sistema, SA y KA se generan automáticamente. En la fase de inicialización, KA 
interactúa con la base de datos de conocimiento para obtener reglas de conocimiento, 
los módulos de código y los parámetros. SA genera una vacante EA primero, luego 
inicializa los recursos de hardware, cargando los componentes de algoritmos necesarios 
de acuerdo con los conocimientos obtenidos de KA. EA de forma autónoma y en 
repetidas ocasiones realizar la vigilancia del estado y las tareas de pronóstico con los 
algoritmos desarrollados en el toolbox de procesamiento de señales hasta que una 
solicitud de tarea de parada o reconfiguración se recibe. Si se ha producido una alarma, 
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EA enviará la alarma antes de enviar la información de estado a través de Internet. Una 
cosa que hay resaltar es que cuando SA recibe una solicitud de reconfiguración, se dará 
por terminada la EA en ejecución y se genera un nuevo EA mediante la interacción con 
KA. 
Finalmente, tres servidores principales de aplicaciones remotas (ver Figura 23) 
divididos en: un servidor para la base de conocimientos y biblioteca de código; un 
servidor para las aplicaciones y autenticación; el tercero para la base de datos de 
información. Estas aplicaciones basadas en la Web se construyen sobre la base de una 
arquitectura de varios niveles que incluye capa de presentación, capa de la aplicación y 
la capa de datos, siendo un enfoque abierto, distribuido que separa el cliente en dos 
partes: la interfaz de usuario y la lógica de procesamiento [100]. 
Un enfoque similar es presentado en el sistema de monitorización de máquinas 
basado en la tecnología MTConnect presentado en [101]. Este define que para 
desarrollar un sistema de control remoto que cumpla con las necesidades del cliente, es 
fundamental determinar qué requisitos son más importantes para brindar un servicio 
orientado al usuario: 
 La monitorización de máquinas deberá ser accesible para el fabricante de 
cualquier lugar del mundo mediante acceso a Internet. 
 El acceso al sistema de monitorización de máquinas debe ser seguro, con el 
fin de defenderse de los ataques maliciosos a través de Internet. 
 Los informes presentados por el servicio de control deberán incluir suficiente 
información para determinar el estado de funcionamiento de la máquina. 
 Los datos recogidos estarán a disposición de los clientes para que puedan 
hacer uso de ella en su sistema de gestión de la producción. 
 El sistema de monitorización permitirá que los datos del informe a ser 
exportados en formatos de archivo estándar (como CSV y PDF). 
 El sistema deberá proporcionar acceso a los datos de control a través de un 
navegador web, y no requiere el uso de una aplicación de escritorio 
patentada. 
 El sistema deberá ser funcional en dispositivos móviles, tales como tabletas y 
teléfonos inteligentes. 
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 El sistema deberá ser capaz de programar los usuarios para recibir una 
notificación cuando se produce un evento de máquina. 
 El sistema deberá ser capaz de detectar y notificar a los usuarios cuando se 
produce un fallo de la máquina. 
 El sistema deberá ser tolerantes a fallos en la red, y recuperar datos cuando se 
producen interrupciones en la red. 
 El sistema deberá funcionar en un servidor LAN, según la política de TI del 
cliente 
La arquitectura del sistema propuesto en [101] se muestra en la Figura 25. Este 
sistema se compone de varios componentes repartidos entre los dos ordenadores en red: 
la máquina herramienta y el servidor de Messenger. 
 
Figura 25 Arquitectura del MTConnect Agent propuesta por [101] 
El adaptador MTConnect transmite estos datos al agente MTConnect que se ejecuta 
en el servidor de Messenger. En este punto, el agente MTConnect procesa los datos de 
estado de la máquina, y la presenta en un formato XML estándar basado en la norma 
MTConnect. A partir de aquí, la adquisición de datos lee datos desde el agente 
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MTConnect, y rellena la base de datos de Messenger. Estos datos se consultan a 
continuación para generar informes para el servidor Web Messenger y enviar correo 
electrónico y notificaciones por SMS a los operadores y administradores de la máquina. 
El adaptador de muestras MTConnect captura por defecto el estado de la máquina una 
vez por segundo; sin embargo, esta resolución se puede aumentar hasta una vez cada 
100 milisegundos. 
Por otra parte, el desarrollo de servicios ofrecidos a través de una red, en la mayoría 
de los casos Internet, conocido como: computación en la nube (Cloud Computing, CC) 
se ha extendido a numerosos sectores dentro de la sociedad, destacándose cada vez sus 
aplicaciones en esferas industriales. La computación en la nube es considerada un nuevo 
modelo de prestación de servicios de negocio y tecnología, que permite incluso al 
usuario acceder a un catálogo de servicios estandarizados y responder con ellos a las 
necesidades de forma flexible y adaptativa. Esto permite aumentar el número de 
servicios basados en la red, generando beneficios tanto para los proveedores, que 
pueden ofrecer, de forma más rápida y eficiente, un mayor número de servicios, como 
para los usuarios que tienen la posibilidad de acceder a ellos. Además se apoya en una 
infraestructura tecnológica dinámica que se caracteriza, entre otros factores, por un alto 
grado de automatización, una rápida movilización de los recursos y una elevada 
capacidad de adaptación.  
 Al igual que en diferentes sectores de la industria, cada día se reportan más sistemas 
de monitorización del estado de máquina herramientas basadas en técnicas de 
computación en la nube. La Figura 26 muestra un análisis comparativo de las 
arquitecturas de las infraestructuras de computación en la nube para la monitorización 
de estado.   
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Figura 26 Esquema general de arquitectura de monitorización basado en computación 
en la nube [102] 
Un ejemplo de arquitectura inalámbrica es las propuesta por [103] donde un nodo de 
sensores inalámbricos (WLAN) son capaces de adquirir datos localmente por períodos 
prolongados. Los datos son enviados periódicamente a través de Internet, los cuales 
pueden ser analizados por medio de servicios en la nube. Como se muestra en la Figura 
27 el sistema propuesto es implementado en una tarjeta SD de 4 GB de SanDisk Eye-Fi, 
el cual incorpora un interfaz de conexión Wi-Fi, transfiriendo automáticamente a un 
host de servidor remoto a través de Simple Object Access Protocol (SOAP) en un 
servidor HTTP.  
 
Figura 27 Arquitectura de bajo coste mediante sensores inalambricos según [103] 
La tarjeta se conecta vía SPI link a un microcontrolador supervisando la conversión 
de la señal del sensor de vibración. Los datos que se registran se almacenan en un 
archivo simulando una imagen JPEG. De hecho, los datos pueden ser almacenados de 
forma incremental en la memoria; al final, cuando el archivo de imagen es similar a 
cerrado, la sección WLAN despierta e intenta conectarse a un punto de acceso de un 
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modo de infraestructura configurado red. Una vez establecido el enlace, el Eye-Fi se 
inicia el proceso de autenticación y, si tiene éxito, la transferencia real de datos de 
usuario puede tener lugar. 
Otro sistema monitorización y mantenimiento remoto para máquina-herramientas 
(Remote Monitoring and Maintenance System, RMMS) es presentado por [104]. RMMS 
está pensado para que fabricantes de máquina herramientas puedan obtener información 
sobre sus máquinas y dar servicios al cliente de forma remota con el objetivo de reducir 
el tiempo de inactividad. La Figura 28 presenta la arquitectura RMMS propuesta por 
[104].  
 
Figura 28 Arquitectura RMMS propuesta por [104, 105] para máquina-herramientas 
El operador de CNC en cada máquina herramienta controla la comunicación con el 
servidor del fabricante remoto a través del protocolo TCP / IP, proporcionando un 
servicio de asistencia remota a miles de solicitudes de múltiples clientes. En este 
concepto la información se almacena en un buffer dentro del CNC y luego este envía 
correo electrónico cuando: la memoria intermedia alcanza un cierto nivel o cuando ha 
pasado mucho tiempo de la última transmisión o por una situación de emergencia. En 
todos los casos, los datos serán encriptados antes de ser transmitidos como un correo 
electrónico garantizando la seguridad de las comunicaciones. Una vez recibido el correo 
electrónico, el servidor del fabricante de la máquina-herramienta codifica y almacena 
los registros en la base de datos. 
      
38 
 
El sistema propuesto incorpora una parte de software y hardware utilizando la 
tecnología informática, la comunicación y análisis de datos para evaluar y predecir el 
rendimiento del equipo mediante métodos de auto-diagnóstico avanzados. Como se 
puede apreciar en la Figura 29, la arquitectura se divide en cuatro bloques. El primer 
bloque es una herramienta para la adquisición de datos (Data Acquisition, DAQ). Los 
datos son captados por sensores inteligentes instalados en la máquina herramienta. 
Dicha adquisición de datos se efectúa a través de canales seguros de comunicación 
HTTPS que combina iteración del protocolo HTTP a través de un mecanismo de cifrado 
como SSL (Secure Sockets Layer, SSL), trasmitidos posteriormente a la nube. 
 
Figura 29 Bloques de la arquitectura RMMS [104] 
En la siguiente etapa, se lleva a cabo el análisis de los datos en el interior de la nube, 
proporcionando acceso de la compañía de servicio a la nube de poder recuperar los 
datos relacionados con la máquina-herramienta. Una vez analizados los datos, en el 
servicio se realiza una evaluación del estado de salud de la máquina-herramienta en 
cuestión, a través de una comparación entre los datos medidos y las condiciones 
iniciales relativas a la puesta en marcha de la máquina. Posteriormente, la empresa de 
servicios emitirá un informe al usuario donde le informa si existen algunas 
incongruencias con funcionamiento normal de la máquina, indicándole si debe ejecutar 
trabajos de reparación o calibración de la máquina. Con este enfoque, la empresa de 
servicios también puede proporcionar a la compañía de producción información en 
tiempo real para la planificación del mantenimiento que debe realizar.  
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Por su parte, Chen, et al. [76] se basa en un enfoque de CPS para adquirir solo 
señales internas de manera masivas, incluyendo datos de control (por ejemplo, las 
posiciones de interpolación, velocidad de alimentación, la aceleración, la velocidad del 
husillo y la superficie de corte de velocidad) y retroalimentación datos (por ejemplo, 
potencia del husillo, la corriente de husillo, corriente del eje de alimentación, y la 
posición de error de contorno), generadas en el interior del sistema de CNC en tiempo 
real. La Figura 30 muestra la arquitectura general diseñada para la adquisición de 
información de los diferentes elementos que componen las cadenas físicas, mecánicas y 
geométricas de la máquina.   
 
Figura 30 Grandes volúmenes de datos adquiridos en máquina-herramienta con CNC 
[76] 
En particular, los elementos fueron clasificados en modelos: los recursos de 
fabricación, partes del sistema físico (ej. equipos, materiales, herramienta de corte, 
accesorio,  piezas de trabajo), así como factores ambientales; el segundo grupo 
denominado tarea de trabajo, refiriéndose al trabajo a realizar por la máquina (ej. 
número de línea, segmento de instrucciones, velocidad de giro, velocidad de avance). 
Dicho sistema fue validado en diferentes CNC, obteniendo resultados a nivel de 
laboratorio bastante significativos. 
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Finalmente, la Tabla 2 muestra un resumen de las diferentes arquitecturas descritas 
con antelación, tomando en cuenta aspectos fundamentales como que sistema de 
monitorización y protocolos de comunicaciones utilizan. Siendo de gran importancia 
también si estas han sido validadas o no en entornos industriales ya que esto nos 
indicaría el grado de madurez de cada una de las propuestas analizadas.   
Tabla 2 Resumen de las arquiterturas globales reportadas en la literatura 
Nombre Objetivo Monitorización Comunicaciones Validacion 
RPP 
[99] 
diseño de una plataforma de 
pronósticos reconfigurable 
que puede desplegarse con 
rapidez y eficacia para 
aplicaciones de pronóstico  
Watchdog 
Agent 
Ethernet/ 
Router/ 
Internet 
Si 
Escala 
industrial 
DMG 
MORI 
SEIKI 
[101] 
implementa el estándar 
MTConnect dentro de su 
MAPPS HMI con un XML 
estándar en la salida para 
construir un sistema capáz 
de recopilar datos 
MTConnect 
Agent 
TCP/IP Si 
Pruebas 
Betas 
Industriales
Eye-Fi 
[103] 
sugiere la adopción de 
paradigma de la 
computación en nube para 
soportar las estaciones 
inalámbricas 
Propio WLAN/ 
Wi-Fi/ 
HTTP 
No 
RMMS 
[104] 
utilizar información, 
comunicaciones y análisis 
de datos para evaluar y 
predecir el rendimiento del 
equipo 
Watchdog 
Agent 
HTTPS No 
CPS-
model 
[76] 
Monitorizar y optimizar los 
procesos a través de CPS 
utilizando grandes 
volúmenes de información 
captado del código G  
Propio  No se describen Si 
Pruebas 
Laboratorio 
  
Análisis sistémico global y propiedades de los subsistemas locales. 
Objetivos y restricciones. Diseño. 
Una vez realizado un estudio detallado del estado del arte sobre los diferentes 
algoritmos que compondrán cada una de las etapas de la arquitectura para la 
monitorización de procesos de mecanizado, así como el enfoque ciber-físico de la 
misma, se elaboró una propuesta de arquitectura mostrada en la Figura 31.  
 
Figura 31 Descripción de los diferentes módulos que componen la arquitectura 
Esta arquitectura se compone de dos partes: un módulo local y un módulo global que 
funcionará y se ejecutará en la nube, una breve descripción de estos se realiza a 
continuación. 
 Módulo local: es el encargado de realizar la monitorización del proceso 
basado en varios subsistemas, a saber: procesamiento de señales, modelado y 
toma de decisiones. De esta manera el módulo local será capaz de recibir los 
datos, procesarlos, ejecutar un modelo representativo y tomar una decisión 
con respecto la salida de estimada por el modelo en comparación con la salida 
real deseada para el proceso. 
 Módulo global (servidor local o servicio en la nube): será la parte encargada 
de supervisar al módulo local, a partir de las configuraciones realizadas a la 
hora de adquirir el servicio, a su vez estas podrán ser modificadas en 
cualquier instante que el usuario lo decida, proporcionando una continua 
interacción cliente-servidor/nube. De esta forma, el módulo global podrá 
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cambiar tanto los componentes de los diferentes subsistemas del módulo local 
como los parámetros de éstos en función del comportamiento del proceso. 
Para esto será necesario que el módulo local proporcione al módulo global 
información sobre el proceso, por lo que el cliente deberá habilitar el envío de 
datos entre módulo local y global. 
No obstante, para un escenario real de uso la arquitectura dependerá de que la 
integración con otros subsistemas proporcionados por el fabricante de CNC (Fagor 
Automation) permitan la integración de este sistema con el proceso del cliente. Estos 
componentes se encargarán de leer los datos del proceso (usando los protocolos 
pertinentes) y de enviar los datos al proceso/operario frutos de la ejecución del módulo 
local. Por la propia naturaleza de estas comunicaciones entre proceso y sistema es 
necesario que todos los subsistemas se construyan según los estándares definidos por 
ambas partes (GAMHE-Fagor Automation), eliminando así cualquier tipo de 
restricciones en las comunicaciones. 
2.1	Descripción	del	fichero	de	configuración	
Para configurar el sistema descrito anteriormente es necesario la definición de un 
fichero de configuración que describa el sistema, así como las interconexiones entre 
todos los modos que componen al mismo. Este fichero de configuración se basará en el 
estándar JSON (javascript object annotation). La Figura 32 describe la tipología de cada 
una de las variables que componen dicho fichero: 
 
Figura 32 Ejemplo de variables según estandar JSON 
Teniendo en cuenta dichas consideraciones el formato del fichero de configuración 
se muestra en la Figura 33. Un aspecto importante a la hora de definir el fichero de 
configuración es tener en cuenta que todas las variables definidas tengan nombre que 
sea fácil de asociar con un parámetro real del proceso, guardando además una 
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correlación con las salidas provenientes de etapas anteriores (adquisición de datos, 
CNC, etc.).  
 
 
Figura 33 Ejemplo de definición del fichero de configuración 
Para una mayor comprensión del fichero de configuración, a continuación, se 
explican las diferentes partes que componen el mismo: 
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 usedVars: vector o matrices de tipo cadenaque indica el subconjunto de 
variables que se usarán en el sistema local. 
 systemVars: vector o matrices de tipo cadenaque indica el nombre de las 
variables propias del sistema. Variable según la funcionalidad del sistema 
instalado. 
 varMap: objeto en el que se describe el mapeo entre las diferentes variables 
del sistema, organizado en los diferentes subsistemas: 
o dataAdqParams: vector o matrices de tipo cadena que define los 
parámetros configurables del componente de ‘Adquisición de datos’. 
o signalProcessing: objeto cuyos atributos definen el identificador de un 
componente de tipo ‘Procesamiento de señales’ y sus diferentes 
entradas, parámetros y salidas. 
o models: objeto cuyos atributos definen el identificador de un 
componente de tipo ‘Modelo y sus diferentes entradas, parámetros y 
salidas. 
o decisionMakers: objeto cuyos atributos definen el identificador de un 
componente de tipo ‘Toma de decisiones y sus diferentes entradas, 
parámetros y salidas. 
o senders: objeto cuyos atributos definen el identificador de un 
componente de tipo ‘Envío de datos’ y sus diferentes entradas, 
parámetros y salidas. 
o db: vector o matrices de tipo cadena que define qué variables se 
deben de guardar en la base de datos local. 
 default: objeto que describe la configuración inicial del sistema: 
o signalProcessing: vector o matrices de tipo cadena indicando qué 
componentes de tipo ‘Procesamiento de señales’ están activos. 
o models: vector o matrices de tipo cadenaindicando qué componentes 
de tipo ‘Modelo’ están activos. 
o decisionMakers: vector o matrices de tipo cadena indicando qué 
componentes de tipo ‘Toma de decisiones’ están activos. 
o senders: vector o matrices de tipo cadena indicando qué componentes 
de tipo ‘Envío de datos’ están activos. 
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o otros atributos: dan valor a la variable cuyo identificador coincide con 
la clave del atributo. 
2.2	Descripción	de	las	clases	
La Figura 34 muestra la formalización del sistema descrito anteriormente. La interfaz 
principal del módulo local está definida por la clase LocalModule que expone todos los 
métodos necesarios para que este se pueda configurar remotamente, además de poder 
proporcionar información sobre el proceso que está monitorizando. Para la ejecución de 
dicha tarea esta clase se utilizan varios componentes que representan a los algoritmos 
utilizados en los diferentes subsistemas del módulo local. De esta manera 
SignalProcessing representa a un algoritmo de procesamiento de señales, Model a un 
modelo y DecisionMaker a un algoritmo de toma de decisiones. Gracias a la ejecución 
bien orquestada de estos componentes el módulo local puede realizar una 
monitorización efectiva de una máquina o proceso específico. 
 
 
Figura 34 Diagrama de clases 
Por último, es módulo local posee un componente de tipo DataAdquisition, creado 
para el proceso en cuestión, que será el encargado de leer los datos que el módulo local 
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necesite para su ejecución (descritos en el fichero de configuración descrito 
anteriormente o configurado remotamente en tiempo de ejecución). Además, dada la 
versatilidad que posee el sistema, éste es capaz de conectarse con varios DataSender, 
que serán los encargados de recibir la información fruto de la ejecución del módulo 
local y hacérsela llegar a las partes pertinentes: proceso, interfaz gráfica, email, etc. 
 
2.3	Etapas	que	componen	el	sistema	de	monitorización	
La monitorización del proceso se ejecuta teniendo en cuenta los diferentes 
subsistemas que componen la arquitectura como se ha descrito anteriormente. La Figura 
35 muestra un diagrama de la interconexión de dichos subsistemas tomando como punto 
de partida la adquisición de datos del proceso. 
 
Figura 35 Diagrama de actividad (Monitorización) 
Un proceso se ejecutará de manera constante, normalmente a una frecuencia 
configurable, y en el cual se adquieren los datos que el sistema necesita utilizando el 
protocolo adecuado. Estos datos pasan al módulo local y este a su vez los enruta por sus 
diferentes subsistemas. El primer subsistema es el de procesamiento de señales ya que 
los demás subsistemas pueden depender de los resultados obtenidos en este paso. 
A continuación, se ejecuta el modelo del proceso con los datos obtenidos del proceso 
real y del procesamiento de estos datos. Con la salida de este modelo y los datos 
anteriores necesarios se realiza la toma de decisiones cuya salida determinará si ha 
habido algún problema o todo está funcionando correctamente. 
Una vez realizado todos los pasos que componen el LocalModule anteriores se le 
manda a cada DataSender sus entradas correspondientes (configurado en el objeto 
varMap del fichero de configuración). Para este caso de uso, el DataSender recibirá la 
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variable que indica si ha habido un problema o no. Una vez que el DataSender recibe 
esta variable la envía a las interfaces gráficas asociadas a él. Finalmente, la interfaz 
gráfica, interpreta la información obtenida por el DataSender (ej. un caso de alarma), la 
muestra visualmente en la pantalla. 
Es importante destacar que se ha considerado que la manera en la que el sistema 
informa de sus resultados a los operarios se realizar mediante una interfaz gráfica 
convencional. Por este motivo es necesario tener el componente (DataSender) que 
recibe los datos del sistema y sabe cómo enviarlos a la propia interfaz. Es posible que, 
en el caso de una interfaz convencional, que se ejecute en la misma máquina que el 
sistema, el DataSender y la interfaz estén fuertemente acoplados y podrían ser el mismo 
componente, pero es posible tener otras configuraciones. 
2.4	Ejemplo	de	uso	
Finalmente, para una mayor comprensión se elaboró un ejemplo en el que sistema se 
configura para realizar la monitorización de un proceso de fabricación de taladrado 
definiendo como variables repetitivas la fuerza de corte force y la posición de la 
herramienta en coordenadas cartesianas positionX, positionY, positionZ. 
Una vez definidas las variables a monitorizar, el fichero de configuración para este 
ejemplo se muestra en Figura 36. Como se puede observar, dicho fichero utilizaría 
además de las variables definidas anteriormente una variable interna sample time que 
sería el tiempo de muestreo, configurable para poder controlar la frecuencia a la que se 
reciben los datos. 
Posteriormente, la descripción y mapeo de los diferentes componentes del sistema 
serían los siguientes: 
- El componente de adquisición de datos sólo tiene un parámetro de 
configuración y está directamente mapeado a la variable del sistema sample 
time. 
- Existen dos algoritmos de procesamiento de señales: uno que calcularía la 
transformada de Fourier de los datos recibidos y otro que realizaría la media 
sobre la resultante de la transformada. 
- Un modelo basado en el algoritmo Hybrid Incremental Modeling (HIM) 
[106] recibe la media de la transformada de Fourier y devuelve el desgaste de 
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la herramienta. Este modelo presenta tres parámetros que pueden 
configurarse: m, k y p. 
- Un algoritmo adaptativo de toma de decisiones por umbral. En este caso es 
un algoritmo que clasifica en 3 zonas determinadas por 2 umbrales 
(threshold1 y threshold2). 
- El sistema está configurado con un DataSender, webService, al que mandará 
las variables: force, force fft, mean force fft, y tool wear info. 
- Por último, en la base de datos se guardarán las siguientes variables: force, 
force fft, mean force fft, y tool wear info. 
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Figura 36 Ejemplo de fichero de configuración para un proceso de taladrado 
 
La configuración inicial de ejecución del sistema será la siguiente: 
- Se definen dos algoritmos de procesamiento de señales descritos 
anteriormente. 
- Se definen el modelo HIM. 
- Se definen el algoritmo de toma de decisiones descrito anteriormente. 
- Se mandará la información al sender webService. 
- sampleTime tendrá un valor inicial de 30. 
- m tendrá un valor inicial de 5. 
- k tendrá un valor inicial de 9. 
- p tendrá un valor inicial de 0.9. 
- "threshold1" tendrá un valor inicial de 0.3. 
- "threshold2" tendrá un valor inicial de 0.8. 
Además, es necesario definir un componente de tipo DataAdquisition que ‘sepa’ 
cómo leer las variables del proceso y que se pueda configurar tanto el tiempo de 
muestreo (sampleTime) como el número, y nombre, de las variables que tiene que leer 
(usedVars). 
En este ejemplo, el operario del proceso de fabricación puede monitorizar en todo 
momento el sistema a través de una interfaz web accesible a través de una url privada 
dentro de la red de la empresa. 
Para que este sistema funcione correctamente es necesario implementar también un 
componente de tipo DataSender que recibirá los datos proporcionados por el módulo 
local. Este componente debería exponer un servicio accesible por web sockets al que la 
interfaz web podría enlazarse para recibir toda la información de forma casi inmediata. 
De esta manera el DataSender cuando reciba un dato del módulo local informará a 
través de todas sus conexiones por web sockets de los datos obtenidos. 
Como es obvio, la interfaz web, una vez que el operario se haya autentificado, tendrá 
que establecer una conexión por web socket con el DataSender (que será accesible en 
una dirección fija de la red local de la empresa) y recibirá los valores de las variables 
force, force fft, mean force fft, y tool wear info como se ha configurado en el fichero de 
configuración. Finalmente, esta interfaz web podría hacer uso de los servicios expuestos 
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por el módulo local como coger los valores de las variables guardados, cambiar los 
parámetros de un componente, etc. 
Conclusiones. 
A partir del estudio realizado para el  “Análisis de requisitos de monitorización en la 
industria manufacturera basados en sistemas ciber-físicos desde la perspectiva del 
modelado, la monitorización y el control” y el  “Análisis sistémico global y propiedades 
de los subsistemas locales. Objetivos y restricciones. Diseño” se realizó una revisión del 
estado de la técnica en base a los trabajos más contemporáneos en esta temática. 
Además, se definieron los requisitos y especificaciones de los sistemas ciber-físicos en 
tareas de monitorización basados en técnicas de inteligencia computacional. 
A partir de estos resultados, se diseñará el sistema de monitorización para la etapa 
local y global, sin restricciones en los protocolos de comunicación, tipo de arquitectura 
cliente-servidor y estructuras de almacenamiento de datos que se empleen en las 
diferentes etapas de la arquitectura. El sistema de transferencia de datos entre el CNC 
Fagor y el sistema de monitorización propuesto se realizará en cualquiera de los 
siguientes formatos: csv, json o xml. Posteriormente, Fagor automation proporcionará 
un ejemplo de fichero de su Datalog, para poder definir las estructuras de datos 
necesarias en todas las etapas del sistema de monitorización.  
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