ABSTRACT
INTRODUCTION
Diffusion-weighted magnetic resonance imaging (DWMRI) provides valuable information about the fiber architecture of neural tissue by measuring the diffusion of water molecules in three-dimensional (3D) space. The microscopic diffusion function may be measured by using the model-free diffusion spectrum imaging (DSI) (1) , which uses the direct Fourier inversion of the diffusion signal. This technique is time intensive, as it measures the diffusion signal on a 3D (e.g., 11×11×11) Cartesian lattice. Thus, an alternative approach based on sampling only on one or multiple spherical shells in q-space has been proposed, referred to as high angular resolution diffusion imaging (HARDI) (2) . The spherical shell, being a 2D manifold, includes a number of measurement points which grows quadratically with the desired angular resolution, as opposed to cubically with the spatial resolution in the entire 3D lattice of DSI.
While the 3D probability density function (PDF) of the diffusion is helpful in studying the tissue microstructure, the orientation distribution function (ODF) -the marginal probability of diffusion in a given direction -is the quantity of interest for mapping the orientation architecture of the tissue. Q-ball imaging (QBI), (3) , is a widely used acquisition scheme for HARDI, from which ODFs can be reconstructed through a spherical tomographic inversion called the Funk-Radon transform. This technique's simplicity and its ability to resolve intravoxel fiber orientations have made it popular for fiber tracking and characterizing white matter architecture. A number of recently proposed methods have turned QBI into a very efficient and robust technique (4)- (6) . Moreover, a few works have suggested exploiting data from multiple q-shells to benefit from the high signal-to-noise ratio (SNR) and high angular contrast-to-noise ratio (CNR) of the data acquired at respectively low and high b-values, (3), (7)- (9) . Using multiple q-shells also allows us to employ richer models for the diffusion signal, as discussed in this paper.
However, the definition of the ODF used in the original QBI is different from the actual marginal PDF of diffusion in a constant solid angle. It is computed as a linear radial projection of the PDF, which does not take into account the quadratic growth of the volume element with respect to its distance from the origin (see the "General ODF Definition" section and Fig. 1 for more details). This inaccurate formulation generally distorts the ODF, produces non-distribution functions, and has created the need for artificial post-processing such as manual normalization and sharpening.
In this paper, we re-derive the ODF expression for QBI via Fourier analysis, this time starting from the proper definition of the ODF in constant solid angle. We show that this results in an inherently 1 
METHODS

General ODF Definition
The PDF of the diffusion of water molecules, ( ) r P , gives the displacement probability ( )dv r P of a molecule, initially placed at the origin, to be in the infinitesimal volume dv located at r after a certain amount of time. We assume this function to be symmetric (i.e. ( ) ( ) 
being the infinitesimal solid angle element.
1 After our conference paper was accepted and its extension to multiple shells was submitted, a parallel and independent work was published (14) , where the proper definition of the ODF was considered in single q-shell QBI. However, in addition to not considering multiple shells and the richer model as done here, the authors of (14) take the integral of the diffusion signal on a circle and not on the entire plane, and that results in a different formula which is not necessarily normalized and leads to other potential inaccuracies. (See the "Q-ball Imaging ODF Reconstruction" section for further details and comparison). 
[1]
The above definition, which is normalized and dimensionless, is the integral of the probability values in a cone of "very small" constant solid angle ( Fig. 1(a) ). This correct definition was used for instance by the authors of (1) in DSI, where ( ) r P was first computed from the diffusion data via Fourier inversion and then integrated to calculate the ODF, and also in (12)-(13) for diffusion tensor imaging (DTI), where the ODF was analytically computed. However, the original expression for ODF reconstruction in HARDI, and specifically QBI (3), is different from Eq. [1] , in the sense that the integral is not weighted by the important (and mathematically correct) factor 2 r ( Fig. 1(b) ). To the best of our knowledge, the only paper which has so far considered this factor in (single shell) QBI, is a very recent parallel work (14) (published independently after a conference version of our paper (10) had just been accepted), where the ODF is approximated from the q-shell using Eq. [1] . (See the "Q-ball Imaging ODF Reconstruction" section for details and comparison.)
Computing the ODF without the factor 2 r would be equivalent to assuming the PDF to be ( ) . This radial projection gives an artificial weight to ( ) r P which is, respectively, too large and too small for points close to and far from the origin, and in fact, the computed quantity would be different just as the zeroth moment of a one-dimensional function ( ) ( ) u r P r P:= is different from its second moment. For instance, a consequence of not including the factor 2 r is that the computed ODF will not be necessarily normalized, and an artificial normalization factor will be required. Moreover, the ODF will not be dimensionless, since, given that ( ) (see (3) ). An example of this pair of ODFs is illustrated in is the zero frequency of a PDF which is its integral over the entire space, yielding 1.
Our mathematical derivation is based on the following two fundamental facts from Fourier analysis:
• The Fourier transform of ( ) 
Now, without loss of generality, we choose our coordinates such that u z= , thus making ⊥ û the q x -q y plane. We then use the following expansion for the Laplacian in spherical coordinates ( )
We can see that the integral of the first term is constant and independent of ( ) q E and its derivatives: 
while 2 π θ = is kept constant in the integration.
To compute the integral of the second term, the values of ( ) q E are required in the entire q-space. The above equation could be used for example in the DSI modality, where direct computation of the ODF from the diffusion signal would eliminate the need for 3D Fourier inversion. In QBI, however, the values
are not available in the entire q-space. Thus, we need to approximate ( )
from the values measured on the q-ball. In this work, we consider the following radial mono-exponential model:
where 0 q is the radius of the q-ball. This type of interpolation has been previously used and discussed in After applying the mono-exponential assumption and a few more steps of calculations (see Appendix C for details), the following ODF expression can be derived:
Finally, rewriting the expression independently of the choice of axes, the following analytical formula can be shown to hold for the ODF:
where FRT is the Funk-Radon transform (18) , defined as
The above ODF expression is dimensionless and intrinsically normalized, since the integrals of the first and second terms over the sphere are respectively 1 and 0. This is in contrast to the ODF formulas used in the original QBI, i.e.,
, and also in (14) , where an artificial normalization factor Z is needed.
Additional fundamental differences can be observed in the approach presented here, compared to (14) .
As we demonstrated, integration of the radial part of the Laplacian on the plane always results in a constant and does not require any model for the diffusion signal. Yet, (14) uses the Bessel approximation of the Dirac delta function which yields a variable (sometimes even negative) term. As for the integral of the tangential term of the Laplacian, we use the exponential model that is in particular consistent with
, in contrast to (14) that assumes the tangential term of the Laplacian to be zero outside the q-ball (Bessel approximation again), leading to an expression rather similar to Laplace-Beltrami post-processing sharpening (19) . A major disadvantage of approximating the Dirac delta function with a Bessel function while considering the factor 2 r is that, unlike for ( ) P r which is typically concentrated near the origin, the projection of ( ) From Eq. [3] , it can be seen that the essential quantity used in computing the ODF from the raw data is
, which is plotted along with the absolute value of its derivative with respect to Ẽ , in 
Implementation
Our implementation of the ODF reconstruction makes use of the spherical harmonic (SH) basis,
which is common for the analysis of HARDI data. The steps taken here to numerically compute Eq. [3] are similar to those described in (5) . Particularly, we use the real and symmetric modified SH basis introduced in (5), where SH functions are indexed by a single parameter ( ) 
where is the Legendre polynomial of degree k , with
, the SH coefficients of the ODF are derived as ( ) ( ) 
Extension to Multiple q-Shells
Multi-Exponential Model
We have so far employed the proposed technique to compute the ODF from a single q-shell. However, if diffusion data are available on multiple q-shells, this technique can be applied to reconstruct the ODF while exploiting the information from all the q-shells. With more available data, richer models become practical and appealing. Here we consider the following radial multi-exponential model (see (16) , (21)),
with the constraints
where Eq. [5] comes from the fact that (
Once the values of k λ and k α are estimated (see the "Parameter Estimation" subsection), they can be used in the following more general ODF expression, which is derived in details in Appendix D: The implementation is quite similar to what we explained in the "Implementation" section, with Eq. [4] being the only difference, as it now writes
In addition, the function ( ) E f~ introduced in the "Regularization" section can be applied to k α s, to reduce the effect of the noise. , we obtain
Numerical optimization approaches such as the trust region algorithm, (22) , may be employed to solve this non-linear system in the most general case. Here, however, we discuss two special cases (one familiar and one new) with analytical solutions. We continue this subsection considering a fixed direction, and therefore drop the notation ( ) In general, this set of equations can be solved numerically. Nevertheless, an analytical solution can be derived for the particular and reasonable case when the sequence is constant). We describe this solution here, along with some regularization that guarantees the parameters to remain within the correct range.
Without loss of generality, let us assume β α ≥ , and also choose the physical units such that
, and Thus, we can obtain the optimal values of α , β , and λ , by initially projecting i Ẽ s onto the subspace defined by the above inequalities, and then computing the parameters. Note that such projection is usually necessary, because the bi-exponential model may not be fully accurate and the data may be noisy.
Furthermore, using a small separating margin of 
RESULTS AND DISCUSSIONS
Results from Single q-Shell
To validate our approach, we first show results using artificial data. We simulated fiber crossing by generating diffusion images from the sum of two exponentials, ( ) ( ) The results are shown in Fig. 5 , for three different methods: our proposed framework, the original (standard) QBI, and the original QBI followed by Laplace-Beltrami sharpening, ( ) (19) ), with parameter λ=0.15 (chosen to produce the optimal results). As can be seen, our method resolves the crossings starting at about 45˚, compared to about 60˚ by the other two methods. We also verified this using the dip test (25) -a measure of multimodality in a distribution -on the reconstructed ODFs from the same synthetic diffusion signals, with Rician noise. As can be observed in Fig. 6 , the two modes of the ODFs with high SNR are distinguished at a crossing angle which is about 15˚ smaller with the proposed reconstruction method, compared to the two other techniques. As expected, this difference becomes less marked as the noise increases.
We also tested our method on three real HARDI datasets; first on the physical phantom in (26) , which was constructed from excised rat spinal cords and designed to have crossing tracts (90 diffusion images at b=1300 s/mm²), and then on human brain data (27) (200 diffusion images at b=3000 s/mm²). (For the third real dataset, set the "Results from Multiple q-Shells" section.) The ODFs were reconstructed with the fourth order SH basis using three approaches: our proposed method, the original (standard) QBI, and the original QBI followed by Laplace-Beltrami sharpening with parameters 0.5 for the rat data and 0.8 for the brain data. Results are superimposed on the generalized fractional anisotropy (GFA) map and presented in Fig. 7. (Note that the ODFs are shown as they are; no min-max normalization is used in any of the figures.) Our method (left) produces sharper and more accurate ODFs than the original QBI (middle). In addition, although sharpening (right) enhances the original QBI ODFs considerably in anisotropic tissue, it causes significant instability in isotropic regions (e.g. the background of the rat phantom and the CSF in the human brain data), in contrast to our technique which preserves isotropy fairly well. For the human brain dataset, we focus on the region of the centrum semiovale, where three major fiber bundles intersect: the internal capsule (IC)/corona radiata (CR), the radiations of the corpus callosum (CC), and the superior longitudinal fasciculus (SLF).
Results from Multiple q-Shells
To demonstrate the advantages of exploiting multiple q-shells in QBI, we first show experimental results on a synthetic example which consists of large diffusion values in two orthogonal directions. We synthesized diffusion images by sampling the sum of two exponentials, ( ) ( ) φ =°°°°). It should be noted, however, that the drawback of such a more general model is its lesser robustness to noise, as low order models are often more robust (e.g., computing the average of a signal is more robust than estimating the actual signal). Dark red represents negative values.
These values do not appear often in general, nonetheless, a possible formal approach to handle them can be found at (20) .
We also tested our method on the real HARDI dataset initially introduced in (28) . An anesthetized Macaca mulatta monkey was scanned using a 7T MR scanner (Siemens) equipped with a head gradient coil (80mT/m G-maximum, 200mT/m/ms) with a diffusion weighted spin-echo EPI sequence. Diffusion images were acquired (twice during the same session, and then averaged) over 100 directions uniformly distributed on the sphere. We used three b-values of 1000, 2000, and 3000 s/mm², TR/TE of 4600/65 ms, and a voxel size of 1×1×1 mm³. The proposed method was used to reconstruct the ODFs from the three qshells using both bi-exponential and mono-exponential methods, and also from the single q-shells individually. Figure 9 depicts the results on a coronal slice through the centrum semiovale area, is the Fourier transform function of ( ) r P , then: Without loss of generality, we choose our coordinates such that u z= , thus making ⊥ û the q x -q y plane.
We first rewrite the expression as a volume integral over the entire space, with the help of Dirac delta 
1ˆ, , , As can be seen, the integral is taken on the q x -q y plane, which is ⊥ û . This completes the proof.
APPENDIX C
Incorporating the Mono-Exponential Model in the ODF Formula
We will show here that by assuming the mono-exponential model, ( ) ( ) Therefore the only remaining term in the integral is θθ f , which completes the proof of the lemma.
We now change the orders of the integrals twice, while using the lemma in between:
( ) 
Next, we compute the radial integral: We completed the proof by reusing the lemma in the last step.
APPENDIX D
Incorporating the Multi-Exponential Model in the ODF Formula
By assuming the multi-exponential model, ( ) ( ) ( )
, we will show that:
is kept constant in the integration. The ODF will then be derived by replacing the above expression in Eq. [2] .
The proof is an extension of Appendix C. We first introduce the new non-negative variable The first integral is computed the same way as in Appendix C: Finally, substituting in Eq. [6] : 
We completed the proof by using the lemma introduced in Appendix C.
An interesting observation is that if 
