The fuzzy integral has been shown to be an effective tool for the aggregation of evidence in decision making. Of primary importance in the development of a fuzzy integral pattern recognition algorithm is the choice (construction) of the measure which embodies the importance of subsets of sources of evidence. Sugeno fuzzy measures have received the most attention due to the recursive nature of the fabrication of the measure on nested sequences of subsets. Possibility measures exhibit an even simpler generation capability, but usually require that one of the sources of information possess complete credibility. In real applications, such normalization may not be possible, or wen desirable. In this paper both the theory and a decision making algorithm for a variation of the fuzzy integral are presented.
In multicriteria decision making, as can be found in most pattern recognition problems, the value of each source of information (and thus all subsets of sources) toward each alternative can be different. For example, "greenness" may be a very important feature for recognizing certain types of trees in an image; whereas it may be quite unimportant as a feature for a roof of a building. This difference in the importance or credibility of subsets of information sources will be encoded in a possibility measure. The degree to which a given image region is green, to continue the example, is objective evidence supplied by the information source. After collecting all such objective information, it is the job of the decision making algorithm to fuse the objective evidence together with the worth of the sources. In our methodology, this will be accomplished by utilizing the possibility integral, a variation of the fuzzy integral [ 11.
The particular possibility measures which we describe generalize fuzzy measures in that it is not required that the measure of the entire domain of discourse be one. In a pattern recognition problem, it may not be possible, or may not be desirable to force one of the sources of information to have "perfect credibility". By relaxing this requirement, not only do we match real situations better, we also provide the opportunity to create better decision making algorithms, a s we shall see later.
For a pattern recognition environment, a method to learn the possibility densities (values upon which the measure is generated) from training data is given. The results of the subsequent algorithm are compared to Bayesian analysis in a Jacknife procedure on the wellknown IRIS data set [2] . Note: If X is finite, a possibility measure is not a fuzzy measure when Pos(X) < 1 ; it is the same as fuzzy measure only when Pos(X) = 1. If X is infinite, a possibility measure is not a fuzzy measure in general 131. Puri and Ralescu I41 give two counterexamples which show that, even in "nice" cases, a possibility measure is not a fuzzy measure in the infinite case. Definition 2.2 Let X = { x , I j = 1. ..., n } be a finite set and let Pos be a possibility measure on 2x Theset{$ =Pas({?}) I j = 1. ..., n}iscalledthesetofpossibilitydensitiesforPos.
Possibility Measures and
By defhition of the possibility measure, it is clear that the measure of any subset A of X can be generated by -A ) = max{dl, ? E A and hence, a possibility measure is easily generated by its densities.
We note that possibility theory can be induced not only from the nested bodies of evidence within the Dempster-Shafer theory 151, but also from the fuzzy sets introduced by Zadeh The rational of the possibility expectation is to find the source within the universe where both the information value h(xj ) and the possibility measure Pots(+ ) are compatibly large, that is, where the feasibility of the data and the reliability of a subset of sources is jointly optimal. where h 2 -1 [ 1 , 10. 111. The value of hmust be calculated from the equation
If one is going to try to learn a measure (iteratively) from training data, the amount of computations necessary to learn a possibility measure, and then evaluate its possibility integral is considerably less than that required for a Sugeno fuzzy measure and its fuzzy integral. 
Decision Rule and T d n h g Algorithm
In the procedure given below, we consider a two class pattern recognition problem, or a two altemative decision process. The approach can be extended directly to multiple classes, but from the particular structure of the training mechanism, it would be more appropriate to view it as a series of two class problems, either as pairwise distinctions. or as each class against all of the remaining classes. Since the possibility integral algorithm dose not create geometric decision boundaries in feature spaces (as, for example, Bayes Decision Theory), the second approach is reasonable and contains fewer subdecisions which need to be made to extend this to multiple classes.
The actual decision algorithm utilizes the nature of the possibility integral to split the input objects (as represented by the evidence function h(x) ) into four groups to reduce the computational load. The first two groups deal with the case where the strength of all objective evidence for one class outweighs that for the other. In most cases, this corresponds to the fact that, in a pattern recognition problem, a majority of the data are easily distinguished (being quite typical of their class). Decision rules 1 and 2 below are a consequent of Theorem 3.2 assuming that the possibility measures for both classes in this case are identical. Of course, there are problems where the objective evidence for one class can dominate that for the other class, and yet, the object belongs to the later. This could happen if the worth of the source, i.e.. the densities, are vastly different between classes. During training, this condition is monitored, and if the training data produce such outcomes, the first two rules are abandoned, forcing all training samples to be "conflict data".
The initial definition of "conflict" is an object where the evidence function for one class does not dominate that of the other. In this case, we split the training data (and also the unknown test objects) into two subgroups based on the class receiving the highest degree of support from any source. For each group, two possibility measures are formed which minimize the total misclassification of the training data. The purpose of partitioning the data in this manner is to reduce the size of the training set since our initial training scheme is a complete search through a quantized set of all pairs of density functions. To reduce further the amount of computations, we note that the value of a possibility integral cannot be larger than the maximum of the function being integrated. This fact allows us to restrict the range of density values to be no larger than the maximum evidential support in the training set.
(Reducing the training sets gives more opportunity to invoke this restriction). Optimal pairs of density functions (in term of minimal error rate on the training data) are formed and then used in the testing cycle. There are 4 possibility measures generated during training -one from each class in each of the two subgroups of conflict data.
The decision algorithm is summarized below. 
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Fhperimental Results
The decision making algorithm based on the possibility integral was run in a 10%
Jacknife training/testing procedure on the two overlapping classes of the IRIS data [2]
('Versicolor" and 'Virginica"). In the 10% Jacknife, 90% of the data is used to train the algorithm which is then tested on the remaining 10%. This is varied 10 times until each sample is used once for testing and is part of the nine training sets. Since the IRIS data has 50
vectors per class (with four features), each pass consisted of training on 45 vectors, and testing 5 samples. The evidence functions for this experiment were generated by simply using a onedimensional Gaussian model of each feature of the training set. There are, however, many other methods to generate membership functions, some of which are listed in 1131.
The IRIS data is fairly Gaussian. A four feature Bayes Decision Theoretic Algorithm was also run in the 10% J a c W e methodology. Table 1 shows the results of all 10 passes for the Bayes classifier. As seen, there were a total of six misclassifications (out of 100 test points). As can be seen fromTable 2. there are only two misclassifications. The proposed algorithm certainly outperformed the Bayesian classifier. Part of this can be explained by the fact that the IRIS data is a well behaved pattern recognition set. This limited the conflict data to about 25% of each training set, which allowed the possibility integrals to really "focus in" on the region of overlap. More extensive testing and subsequent refinement of both the algorithm and the training procedure are required. As the number of features and training samples grow, the size of the conflict data sets will also increase rapidly. This will make the exhaustive search procedure, even with the speed-ups indicated above, not feasible. A further approach at reducing the search space based on systems of inequalities is suggested in [ 121. However, other optimization techniques are necessary.
Conclusion
In this paper, a decision making algorithm based on a variation of the fuzzy integral was
proposed. The possibility integral has a particularly simple generation capability. By splitting the training data into several subclasses, and utilizing the nature of the integrals, an exhaustive search for optimal possibility measures was possible. The algorithm was run on the IRIS data and the results compared to that of the Bayesian classifier.
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