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Repetitive construction projects such as highways, high-rise buildings, and housing 
projects consist of repetitive construction activities that need to be repeated by the same crew in 
several locations in the project. Repetitive construction projects have inherent uncertainties that 
are commonly encountered during the construction phase due to variations in labor productivity, 
weather, site conditions, and equipment availability. These inherent uncertainties often lead to 
project delays and additional cost. The main goal of this study is to present the development of 
novel models to analyse the impacts of activity delays and optimize resource utilization with its 
stochastic scheduling in repetitive construction projects. To achieve this goal, the research 
objectives of this study are to develop: (1) a novel scheduling model for both serial and non-serial 
repetitive construction projects to quantify the impact of any activity delay on interrupting the crew 
work continuity of its successors; (2) an innovative stochastic scheduling model for repetitive 
construction projects to analyze and optimize the impact of crew deployment dates in uncertain 
repetitive construction projects on the project duration and the work continuity of construction 
crews and their impacts on project cost; and (3) a novel multi-objective stochastic scheduling 
optimization model for both serial and non-serial repetitive construction projects that is capable of 
searching for and identifying an optimal/near optimal crew formation and its deployment date for 
each activity that that generates optimal tradeoffs between project duration and project cost.  
The performance of the developed models was analyzed using real-life case studies. The 
results of analyzing these case studies illustrated the novel, and unique capabilities of the 
developed models in enabling construction planners and managers to (1) classify project activities 
according to the severity of their delay impact, (2) minimize negative impacts of activity delays, 
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(3) maximize crew work continuity, (4) maximize resource utilization, (5) minimize project 
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CHAPTER 1: INTRODUCTION 
1.1 Overview and Problem Statement 
Examples of repetitive construction projects include highway projects, bridges, tunnels, 
pipeline networks, high-rise buildings, and housing projects. In this type of projects, construction 
crews are required to repeat their work in different locations on site. For example, a paving crew 
in a highway project is required to repeat its paving operations while continuously moving from 
one section in the project to the next. This continuous movement of crews requires that their work 
be scheduled in such a way that enables them to move from one section to the next without having 
to wait for the preceding crew to complete its work (El-Rayes and Moselhi 1998). This unique 
scheduling requirement of repetitive construction projects is often referred to as “crew work 
continuity constraint”. Compliance with this scheduling constraint is reported to minimize crew 
idle time and maximize resource utilization by exploiting learning curve effects (Bakry et al. 2013; 
El-Rayes and Moselhi 1998; Vanhoucke 2006). 
A number of models were developed to consider the aforementioned crew work continuity 
constraint during the scheduling of repetitive construction projects (Ammar 2013; Ammar and 
Elbeltagi 2001; El-Rayes and Moselhi 1998; Harris and Ioannou 1998; Harmelink and Rowings 
1998; Lucko 2008; Ioannou and Yang 2016). These scheduling models can be classified in two 
main categories that were designed to perform the scheduling computations for serial and non-
serial repetitive construction projects. Scheduling models in the first category assume that all 
activities in the repetitive construction project are serial and will be constructed sequentially 
(Bakry et al. 2014; El-Rayes and Moselhi 1998; Harmelink 2001; Hyari and El-Rayes 2006; 
Moselhi and El-Rayes 1993; Moselhi et al. 2016). Scheduling models in the second category 
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provide more flexibility and are designed to consider repetitive activities that have multi 
predecessor and successor activities and can be constructed sequentially and/or concurrently 
(Ammar and Elbeltagi 2001; Ammar 2003; Ammar 2013; Harmelink and Rowings 1998; Harris 
and Ioannou 1998; Hegazy and Wassef 2001; Ioannou and Yang 2016).  
A number of the aforementioned models were designed to identify the critical activities in 
serial and non-serial repetitive construction projects using two methods: (1) controlling activity 
path, and (2) rate float. The controlling activity path is defined by Harmelink and Rowings (1998) 
as “the continuous path of longest duration through the project and defines the sequence of 
activities that must be completed as planned to finish the project within the overall planned 
duration”. This controlling activity path method was also utilized by other scheduling models to 
identify the critical activities in repetitive construction projects (Ammar and Elbeltagi 2001; Harris 
and Ioannou 1998; Harmelink and Rowings 1998; Lucko 2008). The rate float method was used 
by other scheduling models to identify the critical activities in repetitive construction projects 
(Ammar 2003; Awwad and Ioannou 2007; Harmelink 2001; Lucko and Peña Orozco 2009) and is 
defined as the difference between production rate of a non-controlling activity and its lowest 
production rate that converts it to a controlling activity (Harmelink 2001).  
The aforementioned scheduling methods provide the capability of identifying the critical 
activities in repetitive construction projects and accordingly quantifying the impact of activity 
delays on the project duration. These models, however, are incapable of: (1) analyzing the impact 
of activity delays on the interruption of crew work continuity for successor activities in the project; 
(2) defining and calculating successor-interruption float for repetitive construction projects that 
can be used by planners to identify the total amount of time that an activity can be delayed without 
causing interruption to any of its successor activities; and (3) identifying the specific repetitive 
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activity units that will suffer interruptions in their crew work continuity due to unforeseen delays 
in their predecessor activities. Accordingly, there is a pressing need for a novel scheduling model 
for both serial and non-serial repetitive construction projects that is capable of overcoming these 
three main limitations of existing models.  
Another group of the existing models for scheduling repetitive construction projects were 
designed to consider and model the uncertainties associated with the scheduling input parameters. 
These “non-deterministic” models include fuzzy set theory models and stochastic/probability-
based models (Guyonnet et al. 2003; Sadeghi et al. 2010; and Abdo and Flaus 2016). Existing 
fuzzy set theory models for repetitive construction projects can be used when there is a lack of or 
insufficient historical data on construction productivity and/or activity duration (Bakry et al. 2013; 
El-kholy 2012; Maravas and Pantouvakis 2011; Moselhi et al. 2016). On the other hand, existing 
stochastic/probability-based models for the scheduling of repetitive construction projects utilize 
probability distribution functions that are derived from historical construction productivity data 
and/or activity duration data. These stochastic/probability-based models were designed to: (1) 
identify all possible project completion times at different confidence levels by integrating the 
crews queueing method and Monte Carlo simulation technique to consider uncertainty in activities 
duration (Kavanagh 1986); (2) minimize project duration by optimizing resource allocation using 
a chance-constrained programming model to account for uncertainty in resource availability (Yang 
and Chang 2005); (3) maximize crew work continuity in repetitive construction projects by 
utilizing the sequence step algorithm with probability theory (Ioannou and Srisuwanrat 2006); (4) 
maximize profit of repetitive construction projects that have probabilistic durations by integrating 
completed unit algorithm with genetic algorithms (Srisuwanrat and Ioannou 2007); (5) visualize 
the impact of changing production rates due to construction location and time on the scheduling 
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of repetitive construction projects (Duffy et al. 2011); and (6) quantify the project delay risk by 
integrating LOB and Monte Carlo simulation (Hickernell et al. 2018).  
Despite the original contributions of the aforementioned non-deterministic scheduling 
models, they are incapable of: (1) analyzing the impact of deployment plan of construction crews 
on project duration, crew work interruptions, and project costs; (2) identifying an optimal 
deployment plan for each construction crew that minimizes expected project duration and expected 
crew deployment plan cost, simultaneously; (3) quantifying the impact of crew formation and crew 
deployment date on project duration and cost; and (4) generating optimal tradeoffs between expected 
project duration and cost. Accordingly, there is a pressing need for novel stochastic scheduling 
models for both serial and non-serial repetitive construction projects that are capable of 
overcoming these four main limitations of existing models, as shown in Figure 1.1. 
 
Figure 1.1. Challenges and Research Gaps in Scheduling Repetitive Construction Projects. 
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1.2 Research Objectives 
The main goal of this study is to develop novel models for scheduling repetitive 
construction projects that circumvent the aforementioned limitations and research gaps of existing 
models. To achieve this goal, the following objectives of this study and its relevant questions are 
identified.  
Objective 1: Conduct a comprehensive literature review on the latest research on scheduling and 
risk assessment of repetitive construction projects in order to establish a solid point of departure 
for the proposed research. 
Research questions: (a) What are the latest deterministic scheduling models for repetitive 
construction projects? (b) What the deterministic models that can calculate floats for repetitive 
activities? (c) What are the latest non-deterministic scheduling models utilized in scheduling 
construction projects and which ones consider crew work continuity in scheduling? and (d) What 
are the capabilities and limitations of these models? 
Objective 2: Develop a novel scheduling model for quantifying the interruption impact of 
unforeseen activity delays in both serial and non-serial repetitive construction projects that is 
capable of: (1) creating and calculating successor-interruption float for repetitive construction 
activities that can be used by planners to identify the total amount of time that an activity can be 
delayed without causing interruption to any of its successor activities; (2) identifying the specific 
successor repetitive activity units that will be interrupted due to unforeseen delays in each 
repetitive activity unit; and (3) quantifying the impact of unforeseen activity delays on interrupting 
the crew work continuity of successor activities.  
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Research Questions: (a) How to identify an early schedule for each repetitive activity that identifies 
its early start and early finish times in each repetitive unit while complying with work continuity 
and precedence relationship constraints? (b) How to calculate the latest time that each repetitive 
activity unit can start and finish without interrupting crew work continuity for any of its successor 
activities, and without delaying the project completion time? (c) How to develop and calculate a 
novel type of float that identifies the total amount of time that each repetitive activity unit can be 
delayed without interrupting the crew work continuity of its successors and without extending the 
project duration? (d) How to identify the interrupted successor repetitive activity units due to 
unforeseen delays in each activity unit? and (e) How to quantify the impact of unexpected activity 
delays on the work continuity of its successors? 
Objective 3: Create a novel stochastic model for optimizing the scheduling of crew deployments 
in repetitive construction projects that is capable of (a) considering and analyzing uncertainty in 
crew production rates; (b) identifying an optimal crew deployment date for each activity; (c) 
minimizing expected project duration and expected crew deployment plan cost including crew 
interruption cost, project penalty cost, and project overhead costs/savings; and (d) generating 
optimal tradeoffs between expected project duration and expected crew deployment plan cost.  
Research Questions: (a) How to formulate a simulation module for scheduling repetitive 
construction projects to consider uncertainty in crew production rates? (b) How to calculate the 
impact of crew deployment plan on expected project duration and cost? (c) What are the decision 
variables, objective functions, and constraints that should be considered in modeling this type of 
optimization problem? and (d) How to evaluate and refine the performance of the developed 
optimization model?  
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Objective 4: Develop a novel stochastic multi-objective optimization model for both serial and 
non-serial repetitive construction projects that is capable of searching for and identifying an 
optimal crew formation and crew deployment date for each activity that minimize both expected 
project duration and cost. 
Research Questions: (a) What are the decision variables, objective functions, and constraints that 
should be considered in modeling this type of optimization problems? (b) How to formulate a multi-
objective optimization model to generate optimal tradeoffs between expected project duration and cost 
while considering uncertainty in crew production rates? and (c) How to evaluate the performance and 
capability of the developed optimization model? 
1.3 Research Methodology and Tasks 
To accomplish the aforementioned objectives of this study, a research methodology is 
proposed as shown in Figure 1.2. The research methodology consists of four major research tasks: 
(1) conduct a comprehensive literature review of the latest related research for both deterministic 
and stochastic scheduling of repetitive construction projects; (2) formulate a computational 
scheduling model for both serial and non-serial repetitive construction projects; (3) create a novel 
model to optimize the scheduling of crew deployments under uncertainty; and (4) develop a novel 
stochastic scheduling optimization model to minimize project duration and cost. 
1.3.1 Task 1: Conduct a Comprehensive Literature Review 
The objective of this task is to conduct a comprehensive literature review in order to 
investigate the latest research studies on repetitive construction projects. This research task 




Task 1.1: Study deterministic scheduling models for repetitive construction projects. 
This task reviews and examines the latest scheduling models that deal with repetitive 
construction projects challenges. This task also analyzes the capabilities and limitations of the 
studied scheduling models to identify existing research gaps.  
Task 1.2: Analyze repetitive activity floats  
In this task, scheduling models that can calculate different types of floats for repetitive 
construction projects are identified and studied. This task also analyzes the capabilities of existing 
floats types to quantify the impact of activity delays on work continuity of successors and project 
duration. 
Task 1.3: Investigate non-deterministic scheduling models for repetitive construction projects.  
This research task investigates and analyzes existing scheduling models that consider 
uncertainty in the input parameters of construction projects. Furthermore, this task analyzes the 
capabilities and limitations of these scheduling models.  
1.3.2 Task 2: Develop Scheduling Model for Quantifying the Interruption Impact of 
Unforeseen Activity Delays. 
This task is designed to develop a novel scheduling model for both serial and non-serial 
repetitive construction projects that is capable of: (1) quantifying the impact of unforeseen activity 
delays on interrupting the crew work continuity of successor activities; (2) creating and calculating 
a novel type of float to specify the total amount of time that an activity can be delayed beyond its 
early start without interrupting the work continuity of any of its successors; and (3) identifying the 
specific successor repetitive activity units that will be interrupted due to unforeseen delays in each 
repetitive activity unit. This task will be achieved through the following sub-tasks: 
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Task 2.1: Perform scheduling calculations. 
The purpose of this task is to develop a mathematical scheduling model to calculate: (1) 
early schedule for each repetitive activity in the project that identifies its early start and early finish 
times in each of its repetitive units while complying with the work continuity and precedence 
relationship constraints; (2) latest time that each repetitive activity unit can start and finish without 
causing interruption in the crew work continuity for any of its successor activities; and (3) latest 
time that each repetitive activity unit can start and finish without causing any delays in the project 
completion time. 
Task 2.2: Calculate successor-interruption float and total float. 
The purpose of this task is to create and calculate a novel type of float to specify the total 
amount of time that an activity can be delayed beyond its early start schedule without interrupting 
the work continuity of any of its successors. This task also calculates the total float to identify the 
total amount of time that an activity can be delayed beyond its early start without increasing the 
total project duration. 
Task 2.3: Quantify the impact of activity delay on work continuity of its successors. 
The objective of this task is to identify the specific repetitive activity units that will 
encounter interruptions in their crew work continuity due to unforeseen delays in their predecessor 
activities. This task also develops mathematical formulas to quantify the impact of unforeseen 
activity delays on the interruption of successor activities. 
Task 2.4: Analyze and refine the model performance.  
The main goal of this task is to evaluate and improve the performance and capabilities of 
the developed model using an application example of a repetitive construction project. 
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1.3.3 Task 3: Create Stochastic Model for Optimizing the Scheduling of Crew Deployments 
The objective of this task is to create a novel stochastic optimization model that is capable 
of considering uncertainty in repetitive construction projects in order to analyze and optimize the 
impact of crew deployment plans on project duration and cost. To achieve this task, the following 
sub-tasks are identified: 
Task 3.1: Calculate crew deployment dates that comply with crew work continuity and consider 
uncertainty. 
The goal of this task is to create a simulation module based on the integration between a 
resource-driven scheduling algorithm and Monte Carlo simulation to calculate the earliest crew 
deployment date for each activity that satisfies full crew work continuity while considering 
uncertainty in crew production rates.  
Task 3.2: Identify model decision variables, objective functions, and constraints. 
This task is aimed to define the model decision variables, formulate its objective function 
and identify its relevant practical constraints.  
Task 3.3: Quantify the impact of crew deployment plan on the project duration and cost. 
The purpose of this task is to analyze and quantify the impact of crew deployment dates on 
expected project duration and expected crew deployment plan cost including crew interruption 
cost, project penalty cost caused by delays in the expected project duration beyond the specified 
deadline, and/or project overhead cost/savings resulting from completing the project after/before 
its specified deadline. 
Task 3.4: Evaluate model performance using a case study. 
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In this task, the performance of the developed optimization model is analyzed using a case 
study to demonstrate its unique capabilities.  
1.3.4 Task 4: Develop a Stochastic Optimization Model to Minimize Project Duration and 
Cost 
The objective of this task is to develop a novel stochastic multi-objective optimization 
model for both serial and non-serial repetitive construction projects that is capable of searching for 
and identifying an optimal crew formation and crew deployment date for each activity that 
minimize both expected project duration and cost. To achieve this task, the following sub-tasks 
are identified: 
Task 4.1 Formulate multi-objective optimization model. 
The purpose of this task is to formulate a multi-objective optimization model that is capable 
of generating optimal tradeoffs between project duration and cost under uncertainty. The model 
formulation focuses on identifying all relevant decision variables and establishing its objective 
functions.  
Task 4.2: Quantify impact of resource utilization plan on expected project duration and cost. 
The main goal of this task is to develop a computation module that is capable of: (a) 
considering uncertainty in the production rates of all construction crews in the project; and (b) 
analyzing and quantifying the impact of crew formation and crew deployment date on expected 
project duration and cost.  
Task 4.3: Verify the performance of the optimization model. 
This task focuses on verifying the performance of the optimization model by comparing 
the generated results by the developed model to those reported by existing models in the literature 
to verify the accuracy of the model computations.  
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Task 4.3: Analyze the performance of the optimization model. 
This task utilizes a real-life case study to analyze the performance of the developed model 
and demonstrate its unique capabilities in generating and evaluating optimal tradeoffs between 
expected project duration and cost.  
 




1.4 Research Significance  
This research study develops novel and practical models that provide construction planners 
with a number of novel and practical scheduling capabilities, including: (1) optimizing the 
scheduling of all types of repetitive construction projects including both serial and non-serial 
repetitive projects; (2) analyzing the risks and uncertainties that are encountered during the 
planning of repetitive construction projects; (3) maximizing crew work continuity of all 
construction crews; (4) quantifying the impact of unforeseen activity delays on interrupting the 
crew work continuity of successor activities; (5) minimizing the risk of project delay by identifying 
the critical activity units that can cause delays in the project completion time; (6) identifying an 
optimal crew deployment plan that simultaneously minimizes project duration and cost; and (7) 
generating a set of optimal solutions that provide optimal trade-offs between expected project 
duration and cost. These novel and practical capabilities provide construction planners with much-
needed support in optimizing the scheduling of all types of repetitive construction projects and are 
expected to lead to expedited and cost-effective construction of this type of projects. 
1.5 Report Organization 
The findings of this proposed study are organized in the following five chapters.  
Chapter 2 explores the latest literature in the planning and scheduling of repetitive 
construction projects in order to establish baseline knowledge. It presents a detailed and 
comprehensive review of existing deterministic and stochastic scheduling models that were 
specifically designed to address the unique requirements of repetitive construction projects. 
Chapter 3 presents the development of a novel scheduling model for both serial and non-
serial repetitive construction projects that is capable of quantifying the impact of unforeseen 
14 
 
activity delays on interrupting the crew work continuity of successor activities. This chapter 
presents the schedule computations and quantifies the interruption impact of activity delay, 
evaluates the performance of the proposed scheduling model using an application example of a 
repetitive construction project, and demonstrate the capabilities of the formulated model. 
Chapter 4 describes the development of an innovative model for optimizing the scheduling 
of crew deployments in repetitive construction projects while considering uncertainty in crew 
production rates. The model computations are performed in three modules: (1) simulation module 
that integrates Monte Carlo simulation and a resource-driven scheduling technique to calculate the 
earliest crew deployment dates for all activities that fully comply with crew work continuity while 
considering uncertainty; (2) optimization module that utilizes genetic algorithms to search for and 
identify optimal crew deployment plans that provide optimal trade-offs between project duration 
and crew deployment plan cost, and (3) fitness module that utilizes Monte Carlo simulation to 
identify the project duration and crew deployment cost for each generated crew deployment plan. 
A real-life example of street renovation is analyzed to illustrate the use of the model and 
demonstrate its capabilities. 
Chapter 5 presents the development of a novel multi-objective stochastic scheduling 
optimization model for both serial and non-serial repetitive construction projects that is capable of 
searching for and identifying an optimal crew formation and crew deployment date for each 
activity that minimize both expected project duration and cost. The developed model computations 
are performed in two main modules: (1) optimization module that searches for and identifies an 
optimal crew formation and crew deployment date for each activity that minimizes total project 
duration and cost, simultaneously; and (2) simulation module that calculates expected project 
duration and cost for each generated solution in the optimization module. A case study of repetitive 
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construction projects is analyzed to illustrate the use of the model and demonstrate its novel and 
unique capabilities. 
Chapter 6 presents the conclusion of this study including its summary, main contributions, 






CHAPTER 2: LITERATURE REVIEW 
2.1 Introduction 
The planning and scheduling techniques for construction projects can be grouped into two 
main categories: (1) duration-driven techniques such as bar charts and critical path method (CPM); 
and (2) resource-driven techniques such as repetitive scheduling method (RSM) and line of balance 
(LOB) (Ammar 2013). Duration-driven techniques are commonly utilized in the planning and 
scheduling of most construction projects, however, they are ineffective in scheduling repetitive 
construction projects because they are incapable of considering and maintaining work continuity 
for construction crews, as shown in Figure 2.1. To overcome this main limitation of duration-
driven techniques, a number of resource-driven scheduling models were developed to address the 
specific needs of repetitive construction projects and enable the consideration of crew work 
continuity. These resource-driven scheduling models for repetitive construction projects can be 
classified as deterministic or stochastic scheduling models based on their capability to consider 
and analyze risk and uncertainty. This chapter presents a comprehensive literature review of 
deterministic and stochastic resource-driven scheduling models that were developed for repetitive 
construction projects as well other related stochastic scheduling models that were developed for 
regular construction projects. Accordingly, the conducted literature review in this chapter is 




Figure 2.1 Duration-Driven Scheduling Representation 
2.2 Deterministic Scheduling Models 
Deterministic schedule models for repetitive construction projects can be grouped in three 
main groups: (1) line of balance (LOB); (2) linear scheduling method (LSM); and (3) mathematical 
scheduling models.  
2.2.1 Line of Balance (LOB)  
In the early 1940s, Goodyear Company created LOB to manage and control industrial 
manufacturing operations. In 1952, LOB was developed by the US Navy and was widely used 
later by the US Army in 1958. LOB was later applied in the construction industry by the National 
Building Agency of the UK in the 1960’s (Yang and Ioannou 2004). LOB is a graphical method, 
where the X-Axis represents the time, and the Y-Axis represents the repetitive units. Each activity 
is presented as an inclined bar where the width of the bar represents the duration of the activity, 
and its slope represents the production rate of the activity, as shown in Figure 2.2. LOB scheduling 
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concept is a quantity-time diagram. In other words, the LOB calculates the number of completed 
units at a specific time (Lutz 1990).  
 
Figure 2.2. Line of Balance (LOB) Representation  
Lutz and Halpin (1990), Mattila and Abraham (1998), and Srisuwanrat (2009) concluded 
that LOB scheduling models provide: (1) a better presentation of the repetitive construction 
projects; (2) the ability to identify optimum crew formation that enables the construction planners 
to maximize resource utilization by avoiding overuse of resources; and (3) the ability to visualize 
production rates that enables the user to have good reported progress and has the opportunity to 
adjust resources to meet the required production rate. Several researchers developed different 
models based on LOB assumptions and concepts that encompass different features (Arditi and 
Albulak 1986; Reda 1990; Hegazy et al. 1993; and Ammar 2012).  
However, LOB has been criticized on: (1) LOB is based on an unrealistic assumption where 
crew production rate and quantity of work in each activity are assumed to be identical in all 
repetitive units (Lutz and Halpin 1990; Srisuwanrat 2009); (2) LOB cannot represent non-typical 
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repetitive activities that have different work quantity in each repetitive unit (Bakry 2014; 
Srisuwanrat 2009); (3) LOB does not consider learning phenomena effect that has a considerable 
impact on repetitive projects (Bakry 2014; Mattila and Abraham 1998); and (4) LOB is incapable 
of representing all activities with the same production rate resulting in overlapping representation. 
Several researchers developed different models based on the integration between CPM and 
LOB to benefit from the capabilities of both techniques. In 1987, the principles of this 
methodology were created to overcome the field challenges of CPM scheduling in a complicated 
housing project in Kuwait (Suhail and Neale 1994). Suhail and Neale (1994) developed a model 
to identify the number of crews that are required to complete the repetitive construction projects 
within a specific duration. This model has two main calculation steps: (1) the model utilizes CPM 
to calculate the early and late times for each repetitive activity in the first unit to identify the total 
project duration and the total float of these activities; and (2) the model utilizes LOB to identify 
the required total number of crews for each repetitive activity to achieve the pre-calculated project 
duration. However, this model is incapable of:(1) maintaining crew work continuity; (2) 
considering the availability of construction crews; and (3) providing accurate results in case of 
rounding the required number of crews to an integer number (Ammar 2013).  
Ammar (2013) created a model that combined CPM and LOB to schedule repetitive 
construction projects that have identical repetitive units. The calculations of this model are 
implemented in five steps: (1) perform CPM to schedule the subnetwork that includes the first unit 
only in each repetitive activity considering minimum buffer duration among them; (2) perform 
LOB to identify the number of required crews for each repetitive activity; (3) calculate the total 
duration of each repetitive activity based on LOB calculations; (4) specify logic precedence 
relationship while complying with the crew work continuity to identify the lag value among the 
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sequential activities based on their actual production rates; (5) implement forward and backward 
pass calculations for the network, considering each activity in all repetitive units as one unit to 
calculate early and last possible times. Despite that CPM and LOB integration models provide 
more details in scheduling repetitive projects, yet these models are incapable of scheduling non-
typical activities in repetitive construction projects. 
2.2.2 Linear Scheduling Method (LSM) 
The linear scheduling method (LSM) is another platform for scheduling repetitive 
construction projects that was created to overcome the limitation of LOB (Chrzanowski and 
Johnston 1986). While LOB based schedule models rely on balancing production rate among all 
repetitive activities, LSM models calculate the production rate of each repetitive activity unit and 
create a graphical schedule (Mattila and Park 2003). The graphical schedule of LSM is also an X-
Y diagram, where each repetitive activity is presented as an inclined line along the repetitive units 
(X-axis) and the time (Y-axis). LSM is capable of addressing identical and non-identical repetitive 
activities. Yamín and Harmelink (2001) conducted comparative study between the linear 
scheduling model (LSM) and the critical path method (CPM). They conclude that LSM is 
advantageous over CPM in (1) presenting clear schedules for complex projects at project and/or 
activity levels; and (2) updating the project schedule.  
Several LSM based models were developed to schedule repetitive construction projects 
(Harmelink 2001; Harmelink and Rowings 1998; Harris and Ioannou 1998; Yang and Ioannou 
2004). For example, Harmelink and Rowings (1998) created a model based on LSM that is capable 
of dealing with different types of repetitive and non-repetitive activities. The repetitive activities 
were defined under four possible conditions: (1) continuous full-span linear; (2) intermittent full-
span linear; (3) continuous partial-span linear; and (4) intermittent partial-span linear. Similarly, 
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non-repetitive activities were defined under two possible conditions: (a) full-span block; and (b) 
partial-span block. LSM based model are incapable of: (i) dealing with complex repetitive project 
scheduling problem is due to its graphical based method (ii) considering uncertainties in different 
input parameters. 
2.2.3 Mathematical Scheduling Models 
Several models used mathematical based to overcome the limitations of the graphical based 
models in scheduling the repetitive construction project while considering crew work continuity 
constraint. For example, El-Rayes and Moselhi (1998) created a scheduling model for typical and 
non-typical repetitive activities that consider multi crews to be assigned to work simultaneously in 
the same activity. This model is capable of dealing with extra practical input parameters such as 
the availability period for each crew on site, the acceptable crew idle time for each activity, and 
the proper execution order among repetitive units. The implementation of this model includes two 
stages: (1) calculate the early times for each activity unit that satisfies precedence relationships 
and crew availability constraints; and (2) maintain the crew work continuity constraint by 
eliminating the idle times that may be generated in the first stage among some units. The model 
outputs the start time, finish time, and assigned crew for each unit. However, this model does not 
consider non-serial repetitive activities and incapable of identifying the activity units that have 
project delay impact and the activity units that have interruption impact on crew work continuity 
of its successors. 
Yang and Ioannou (2001) introduced a scheduling model that is based on a pull-system 
algorithm to schedule repetitive construction projects. The pull-system algorithm follows the just-
in-time (JIT) approach in lean production. This model includes two sets of elements, project 
activities and precedence relationship. The first set represents the project activities as: (1) 
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continuous lines represents the repetitive activities; (2) blocks represent the activities that need a 
particular space through a specific period with an area constraint against other activities; and (3) 
bars represent non-repetitive activities. The second set is the precedence relationships among the 
project activities that includes time-controlled, distance-controlled, and continuity relationships. 
The model is implemented in four steps: (1) create an activity shape based on the activity type; (2) 
calculate the required shift to achieve the precedence relationship between the activity and its 
predecessors; (3) identify the maximum shift; and (4) push the activity as a rigid part by the 
selected maximum shift value. 
Fan and Tserng (2006) developed a model with the soft logic principle to schedule 
repetitive constitution projects. The soft logic was created by Tamimi and Diekmann (1988) to 
improve the resource allocation and increase the flexibility in scheduling activities. Soft logic 
relationships improve the scheduling phase to minimize project duration (Fan and Tserng 2006; 
Srisuwanrat 2009). This model consists of three modules, input, scheduling, and work-continuity-
maintenance module. The input module defines each activity parameter, such as work area (i.e., 
zone A, zone B, zone C), work level (i.e., level 1, level 2, level 3), and the type of relationship 
between the activity and its successors to generate a simple project network. Activities 
relationships are classified into soft and hard relationships. The schedule module utilized an object-
oriented scheduling model that was created by Fan et al. (2003) to calculate the near-shortest 
project duration pass based on the data that are generated by the input module. The work-
continuity-maintenance module determines optimal start times for the activities to overcome the 
work interruptions that may be created in a scheduling module. 
Other mathematical models utilized singularity functions to schedule repetitive 
construction projects (Lucko 2007a; Lucko 2007b; Lucko 2008). The singularity functions were 
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created to make structural analysis of beams under different types of load and were introduced by 
Lucko (2007). Scheduling using singularity functions is implemented in five steps: (1) represent 
the project activities as singularity functions with Macaulay brackets without considering 
precedence relationships among activities; (2) calculate schedule times for all activity units 
considering a time buffer; (3) determine the required minimum time difference to achieve the 
precedence relationship between each repetitive activity in the first sequence and its successors; 
(4) update schedule times for all activity units by pushing the calculated ones in the step 2 with the 
minimum time difference value; and (5) repeat step 3 and 4 to through all project activities.  
2.3 Activity Floats  
Activity floats are identified during the scheduling computations of construction projects 
to measure the flexibility in starting and finishing times of each activity in the project and quantify 
the impact of their delays on the project (Householder and Rutland 1990; De La Garza et al. 1991; 
Raz and Marshall 1996). Existing types of construction activity floats can be classified as (a) non-
repetitive activity floats, and (b) repetitive activity floats. 
2.3.1 Non-Repetitive Activity Floats 
Critical Path Method (CPM) was developed in the 1950s and has been widely used for 
planning, scheduling, and controlling of construction projects (Ammar 2003; Lu et al. 2008). The 
computations of CPM are performed in two stages: forward pass to calculate the minimum project 
duration while considering construction times of activities in the project and precedence 
relationships among them, and backward pass to identify the latest time that each activity can start 
and finish without extending the project duration. A number of activity floats can be calculated 
through the CPM calculations to identify scheduling flexibility for each activity in a project 
network. These floats are total float, free float, and independent float. 
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First, the total float is the total duration that an activity can be delayed without extending 
the project duration (De La Garza et al. 1991; Raz and Marshall 1996). The total float is calculated 
for each activity by determining the difference between its late dates calculated in CPM backward 
pass and its early start dates calculated in CPM forward pass. Second, free float is a total amount 
of time that an activity can be delayed beyond its early start without delaying the early start of any 
of its successors (Raz and Marshall 1996). The free float is calculated for each activity by 
determining the difference between the earliest start date of its successors calculated in CPM 
forward pass and its early finish and its early start dates calculated in CPM forward pass. Third, 
the independent float is a maximum amount of time that an activity can be delayed without 
delaying the early start of any of its successors while considering the late finish of its predecessors. 
It should be noted that these three types of float do not consider resource limitations. 
To account for the impact of resource limitations, a number of studies developed modified 
types of the aforementioned floats. For example, Raz and Marshall (1996) developed scheduled 
total and free floats to consider the impact of resource limitations. Scheduled total float is the total 
amount of time that an activity can be delayed beyond its early start after accounting for the effect 
of resource availability on its schedule without affecting the project duration. Scheduled free float 
is the total amount of time that an activity can be delayed beyond its early start without delaying 
the early start of any of its successors while considering the effect of resource availability on the 
project schedule.  
In another study, Kim and Garza (2003) introduced a resource-constrained critical path 
method (RCPM) that integrates critical path method (CPM) and resource-constrained scheduling 
(RCS) techniques to calculate real total float that was referred to as ‘phantom float’ and identify 
new critical paths while considering the resource limitation constraint. Phantom float is the total 
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amount of duration that an activity can be delayed without extending the project duration while 
considering precedence relationships among the activities, resource limits, and resource links in 
the project. The computations of RCPM are executed in five steps that are designed to: (1) perform 
CPM forward and backward pass calculations; (2) apply serial RCS technique to satisfy the 
resource limitation constraint; (3) find unidentified resource links while considering resource 
relationships; (4) identify alternative schedules using backward pass while considering precedence 
relationships and resource links. Despite the original contributions of the aforementioned non-
repetitive activity floats, they are all incapable of maintaining the crew work continuity constraint 
that is essential in the scheduling of repetitive construction projects.  
2.3.2 Repetitive Activity Floats 
 Activity delay could have an impact on the crew work continuity of its successors and/or 
project duration. There are two techniques used to identify the critical activities during scheduling 
repetitive construction projects: (1) control path technique; and (2) rate float technique. 
2.3.2.1 Control Path Technique 
The control path is the sequence of some activities that control the project duration while 
complying with the crew work continuity, construction crews’ availability and precedence 
relationship constraints (Ammar and Elbeltagi 2001; Harris and Ioannou 1998; Harmelink and 
Rowings 1998; Lucko 2008). This technique is implemented in forward pass and backward pass 
to identify the control activity. Forward pass is performed to calculate the early start of each 
repetitive activity and the minimum project duration while complying with the crew work 
continuity and precedence relationship constraints. Backward pass is performed to identify the 
control repetitive activity units located among control points. These control points represent the 
critical precedence relationship that determines earliest times of repetitive activities while keeping 
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their crew work continuity (Harris and Ioannou 1998; Harmelink and Rowings 1998; Ioannou and 
Srisuwanrat 2007). This technique utilizes the principle of critical path method to identify the 
critical and non-critical activity units. However, the control path contains critical and non-critical 
activities due to the compliance with crew work continuity constraint (Yamín and Harmelink 
2001).  
 Harris and Ioannou (1998), and Harmelink and Rowings (1998) utilized control path 
technique to identify the control activity units, critical activity units, and non-critical activity units. 
Harris and Ioannou (1998) classified the activities of repetitive construction projects into four types 
based on their location and criticality, as shown in Figure 2.3: (1) “Controlling-critical activity 
units” that delay the completion of the project due to any delay in their completion time ( heavy 
solid lines); (2) “Controlling-non-critical activity units” that interrupt the crew work continuity of 
its successor due to any unforeseen delay in these activity units (double lines); (3) “Non-
controlling-critical activity units” that are critical because of the additional crew work continuity 
constraint and any delays in their completion times will extend the project duration (heavy dashed 
lines); and (4) “Non-controlling-non-critical activity units” that are neither included in the control 
path activity units nor affected by the crew work continuity constraint to be critical (plain solid 
lines). 
 Harmelink and Rowings (1998) concluded that identifying controlling activity path by the 
control path technique for repetitive construction projects is more realistic than CPM. However, 
these models are incapable of identifying all activity units that have interruption impact on crew 
work continuity of its successors. Additionally, these models are too complicated to solve a 





Figure 2.3: Types of Activity Units in Repetitive Construction Projects (Harris and Ioannou 1998) 
Ammar and Elbeltagi (2001) developed computer-based model to schedule sophisticated 
repetitive activities using control path technique. This model is implemented in three steps: (1) 
identify relationship types which are Start-to-Start (SS) and Finish-to-Finish (FF) depending on 
the value of the production rate of successor and its predecessor. Start-to-Start (SS) is used when 
the successor production rate is slower than its predecessor and vice versa; (2) perform forward 
and backward pass calculations similar to CPM scheduling; and (3) utilize Step 2 calculations to 
identify the controlling activity units and non-controlling-critical activity units. This model is 
incapable of considering non-typical repetitive activities and calculating the total amount of time 
that each activity can be delayed without affecting the crew work continuity of its successors. 
2.3.2.2 Rate Float Technique 
Rate float is defined as the difference between the production rate of a non-controlling 
activity and its lowest production rate that converts it to a controlling activity (Harmelink 2001). 
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Several models have been used this technique to improve repetitive construction projects 
scheduling features (Ammar 2003; Harmelink 2001; Hegazy and Wassef 2001; Lucko and Peña 
Orozco 2009). 
Harmelink (2001) developed a model based on control path technique to calculate the rate 
float values for non-controlling segments of repetitive activities. The calculations of this model 
are performed in three main steps: (1) calculate the project schedule using the control path 
technique while maintaining crew work continuity and precedence relationship among the 
activities; (2) identify the controlling segments and non-controlling segments; and (3) calculate 
the rate float values for non-controlling segments based on their types, as shown in Figure 2.4 and 
Figure 2.5. Harmelink (2001) classified non-controlling segments into two types: (1) “Beginning 
non-controlling segment” that includes non-controlling repetitive activity units at the beginning of 
the repetitive activity and followed by a controlling segment such as activity (D-), (E-) and (F-) 
units in Figure 2.4; (2) “Ending non-controlling segment” that includes non-controlling repetitive 
activity units located after a controlling segment and at the ending of the repetitive activity such 
as activity (A+), (B+), (C+) and (D+) units in Figure 2.4. This model provides more details in 
scheduling repetitive projects. However, this model is incapable of: (1) dealing with complex 
repetitive construction projects because the model is a graphical-based one; (2) considering non-
serial repetitive activities; and (3) identifying all activity units that have interruption impact on 








Figure 2.5 Rate Float in an Ending Non-controlling Activities (Harmelink 2001) 
Ammar (2003) expanded Ammar and Elbeltagi (2001) model to determine different float 
types for non-serial repetitive construction projects which are total float (𝑇𝐹), free float (𝐹𝐹), and 
rate float (𝑅𝐹). The computations of this models are performed in two main stage. First stage 
utilized Ammar and Elbeltagi (2001) model to generate a scheduling for a repetitive construction 
project and identify the control path activities units. Second stage was designed to calculate the 
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total float (𝑇𝐹), free float (𝐹𝐹), and rate float (𝑅𝐹) for all non-controlling activities. This model 
is incapable of: considering non-typical repetitive activities. 
Lucko and Peña Orozco (2009) developed a mathematical model using singularity 
functions to determine different types of floats for repetitive construction projects. They classified 
the float into early float and late float. Early and late floats are equivalent to beginning non-
controlling segment float and ending non-controlling segment float in the model of Harmelink 
(2001). The model provides free float (𝐹𝐹), and rate float (𝑅𝐹) associated with their early or late 
type. This model is incapable of considering non-serial repetitive activities. 
The aforementioned deterministic scheduling methods provide the capability of identifying 
the critical activities in repetitive construction projects and accordingly quantifying the impact of 
activity delays on the project duration. These models, however, are incapable of: (1) analyzing the 
impact of activity delays on the interruption of crew work continuity for successor activities in the 
project; (2) calculating the total amount of time that an activity can be delayed without causing 
interruption to any of its successor activities; and (3) identifying the specific repetitive activity 
units that will suffer interruptions in their crew work continuity due to unforeseen delays in their 
predecessor activities.  
2.4 Non-Deterministic Schedule Models 
Construction projects are affected by many factors, such as labor productivity, weather, 
site conditions, and equipment availability and capabilities. These factors lead to increasing the 
level of uncertainty, resulting in unrealistic schedules which are one of the most reported reasons 
for project delays (Abd El-Razek et al. 2008; Assaf and Al-Hejji 2006; Tafazzoli and Shrestha 
2017). Insufficient schedules can create idle-times that cause resources to wait for other operations 
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to be completed. Therefore, several models and tools were developed to consider uncertainty in 
models input data. Those models and tools are based on two types of uncertainty quantification 
theories, which are probability theory and Fuzzy theory (Abdo and Flaus 2016; Guyonnet et al. 
2003; Sadeghi et al. 2010). 
2.4.1 Probability-Based Scheduling Models 
Probability-based scheduling models rely on a statistical representation of available 
historical construction productivity data and/or activity duration data (Kavanagh 1986; Yang and 
Chang 2005; Duffy et al. 2011; Francis 2017). These models can be classified into two types: 
Project evaluation and review technique (PERT) models and simulation models.  
2.4.1.1 Project Evaluation and Review Technique (PERT) Models 
U.S Navy created Program Evaluation and Review Technique (PERT) in 1957 to schedule 
nuclear submarine projects (Aziz 2013). PERT is a simplified statistical mathematical method that 
is used in calculating the probability of the project duration. It assumes that each activity duration 
follows Beta (𝛽) distribution and can be represented by three types of durations: (1) optimistic 
duration represents a duration of the activity when the activity is surrounded by suitable conditions; 
(2) pessimistic duration which represents a duration of the activity when the activity surrounding 
conditions are hard; and (3) most likely or normal duration that represents a duration of the activity 
at normal surrounding conditions.  
Several models integrated PERT with CPM to consider the uncertainty of activity duration 
in the scheduling of construction projects (Jun and El-Rayes 2011; Lee and Arditi 2006; Lu and 
Abourizk 2000; Pérez et al. 2016). On the other hand, exploring the existing literature revealed 
that few models utilized PERT to consider uncertainty in scheduling repetitive construction 
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projects (Aziz 2013;Schoderbek and Digman 1967) . Schoderbek and Digman (1967) presented a 
model that integrates PERT with LOB to schedule a repetitive production process. This model 
utilized PERT to calculate activity duration then LOB to schedule repetitive production processes.  
Aziz (2013) introduced repetitive-projects evaluation and review technique (RPERT) to 
consider uncertainty during the scheduling of repetitive construction projects. This model 
considers uncertainty in crews’ production rates and was implemented in four steps: (1) represent 
the project network and the activities sequence using precedence diagram method (PDM); (2) 
determine the expected duration for each repetitive activity based on three values of its crew 
production rate by applying program evaluation and review technique (PERT); (3) calculate the 
project schedule using the activities expected durations in step 2 utilizing line of balance (LOB); 
and (4) update LOB schedule using CPM calculations while considering buffer time. This model 
has limitations in scheduling non-typical repetitive construction projects. 
Despite its capabilities of considering uncertainty in input parameters for scheduling 
construction projects, the PERT method has some disadvantages in: (1) neglecting the effect of 
sub-critical paths on the probability of total project duration; and (2) underestimating project 
duration due to the merge event bias in some cases (Barraza 2011; Jun and El-Rayes 2011).  
2.4.1.2 Simulation Models 
Simulation technique is a popular tool to analyze the problems that have random variables 
and/or not linear relationships (Senior-Brown 1993; Srisuwanrat 2009). Several models have been 
used simulation technique to consider the uncertainty of different input parameters in the 
scheduling of repetitive construction projects (Chehayeb and AbouRizk 1998; Duffy et al. 2011; 
Francis 2017; Ioannou and Srisuwanrat 2006; Kavanagh 1986; Lutz 1990; Yang and Chang 2005).  
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Kavanagh (1986) created SIREN (Simulation of Repetitive Network) model to schedule 
repetitive construction projects based on the crew queueing method. This model utilizes Monte 
Carlo simulation technique to count uncertainty in the duration of each activity. In this model, 
activities are classified according to three implementation stages, unready queue, ready queue, and 
in-progress activities. The unready queue activities include all activities that do not satisfy their 
precedence constraints. The activity is moved to the ready queue activities stage, after finishing 
the required work in all its predecessors. The activity is moved to in-progress activities stage, when 
its construction crew is available to work. The work progresses in each activity start sequentially 
from the first unit to the last one. This model can provide the total project duration and cost at 
different confidence levels.  
Lutz (1990) also utilized simulation in line of balance (LOB) to schedule the repetitive 
construction projects. This study includes three enhancements in MicroCYCLONE code, learning 
curve phenomenon, cycle monitoring, and buffer monitoring. Lutz made some modifications in 
the original learning development methodology of Hijazi (1989), using MicroCYCLONE coded 
to improve its usability. These modifications provide three input parameters with duration: (1) the 
percentage of development rate in the Boeing learning curve; (2) the tasks that are affected by 
changes in learning curve; and (3) the limit of lower learning value represented as a percentage of 
original activity duration. Lutz modified cycle monitoring to capture the real process procedures 
and to be able to deal with multiple processes models. Thus, he created some additional small 
subroutines in SIMULA module of MicroCYCLONE to provide the user with the flexibility to 
make different ACCUMULATORS at multilocation in the same model. These subroutines 
represent queues in location and buffer to describe the process progress when it should start, 
continue working, or wait. The location of the queues is between the predecessor and its successor. 
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The buffer queue is an indicator of the relative progress rate of predecessor and its successor. For 
example, when a buffer queue between task A and task B is empty, this means that the progress of 
task B is higher than task A. Thus, the task B will wait until this the queue is not empty. This model 
does not consider non-typical repetitive activities.  
Chehayeb and AbouRizk (1998) presented SimCon (Simulation-based project Control) 
model, to simulate repetitive construction projects. SimCon provides two types of links: 
continuous production link (CP) and single production link (SP) to represent repetitive and non-
repetitive activities. In SimCon, construction process modeling is implemented in four steps. First, 
flow unit identification where the user should assign the resource units that are required for each 
activity. The flow units could be labor, equipment, materials, locations, or any additional required 
data for the activity. Second, flow unit cycles where the user should create the construction cycle 
of each activity. For example, constructing the wall using a brick masonry process is described as 
a skilled mason who builds the wall and the helper who assists the mason by providing the required 
material for this process, such as bricks and mortar. In this example, the cycle units are masons, 
the laborers, and the brick pallets. Third, integration of flow unit cycles where each activity can be 
divided into several flow unit cycles. This integration aims to improve the efficiency of the model. 
In the previous example, cycle units’ separation aims to maximize the production rate while 
minimizing the idle time of both the skilled mason and labors simultaneously. Last, flow unit 
initialization aimed to identify system performance based on the number and location of each cycle 
unit in the model.  
Yang and Chang (2005) created a chance-constrained programming model to minimize 
project duration by optimizing resource allocation while considering uncertainty in their 
availability. This model is capable of calculating the production rate of each repetitive activity that 
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satisfies the minimum project duration while achieving the limit resources under uncertainty. This 
model is applied to 100 house units and tunnel projects and its performance is verified by 
comparing its results to Monte Carlo simulation result. This model does not consider the non-serial 
repetitive construction. 
Ioannou and Srisuwanrat (2006) utilized sequence step algorithm with probability theory 
for scheduling repetitive construction projects. This model is implemented in four steps: (1) 
identify the number of sequences in the project and each sequence activities; (2) generate a random 
independent productivity rate for each activity unit based on the probability distribution function 
of the crew production rate assigned to this activity; (3) calculate the schedule times for all 
activities in sequence number 1, these calculations are implemented in four sub-steps: (a) calculate 
the total interruption duration of every activity using CPM; (b) collect the total interruption 
durations for each repetitive activity in sequence number 2, and the interruption durations are 
arranged in a confidence levels intervals in ascending order; (c) select the minimum total 
interruption duration for each repetitive activity in sequence number 2 that achieves the required 
confidence level; and (d) push start time of each repetitive activity in sequence number 2 by the 
value selected in step c; and (4) repeat step 3 for all repetitive activity in each sequence to the end. 
This model provides start and finish times for all repetitive activities at specified confidence level 
of work continuity of construction crews in the project.  
Duffy et al. (2011) created a model to calculate the variance in the production rate of each 
activity in terms of time and location. This model is based on LSM technique with some 
modifications in the input data and output graph. Each value of crew production rate is based on 
the location and time of work. The graph visualizes location and time of the variance in production 
rate by calculating activity performance index (API). The linear scheduling chart is color coded 
37 
 
based on API from the best (Green) to the worst (Red). However, this model is incapable of: (1) 
presenting all activities on one graph with the same color variation because of multiple values of 
API for the activities in the same location; and (2) scheduling non-serial repetitive construction 
projects.  
Francis (2017) presented a model to simulate uncertainty in the project based on 
Chronographically Method. This model considers uncertainty during the project’s life cycle. This 
model calculates the contingency duration that is required for the activity duration to make a safety 
start and finish times for each activity. However, the graphical presentation in this model is hard 
to represent all project activities in one graph due to its complexity.  
2.4.2 Fuzzy-Based Scheduling Models 
Fuzzy set theory is the second alternative technique that can be used in considering 
uncertainty that is inherent in the different input parameters. Fuzzy technique is a useful tool in 
case of insufficient data because it is capable of capturing experts’ linguistic expressions and 
extracting the required data. Fuzzy set theory represents uncertainty in construction activity 
duration and/ or production rate as a fuzzy interval where each value in the interval has a 
membership value between zero (poor possibility) and one (high possibility). There are three 
shapes of fuzzy number membership: uniform, triangle, and trapezoidal, as shown in Figure 2.6. 





Figure 2.6 Fuzzy membership shapes 
Several models were developed to consider uncertainty during the scheduling of 
construction projects by utilizing fuzzy set theory. For example, Chen and Huang (2007) created 
a mathematical model that combines fuzzy set theory with the PERT technique to calculate the 
critical degree of each activity in the project at the activity level and critical degree of each path in 
the project network at the project level. The model utilized triangular fuzzy numbers to consider 
uncertainty associated with duration of the activities. Chen and Hsueh (2008) presented a 
mathematical model that is based on fuzzy number ranking method and linear programming (LP) 
technique to identify the criticality degree of activities. Yakhchali and Ghodsypour (2010) also 
created a model that is based on fuzzy number and CPM to determine the possible values of the 
earliest and latest times of activities. Despite the contributions of the aforementioned fuzzy set 
scheduling models, they are incapable of considering the crew work continuity during the schedule 
of construction projects.  
Therefore, a number of models were developed based on fuzzy set theory to consider crew 
work continuity. For example, Maravas and Pantouvakis (2011) created F-RSM model that 
combined RSM and Fuzzy set theory to schedule non-serial repetitive construction projects. This 
model is a graphical-based scheduling model and implemented in four steps: (1) operation push to 
achieve precedence relationship among the repetitive activities and units of the same activity; (2) 
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operation pull to satisfy the crew work continuity constraint by pulling and shifting the activity 
units; (3) evaluate control segments to identify the controlling activity units in the project by 
determining the maximum intersecting value between two sequence activities; and (4) evaluate the 
controlling sequence to identify the controlling sequence path by tracking the controlling activity 
units from the last unit of the last activity to the first one. This model is used to schedule the same 
six-unit repetitive project that was presented by Harris and Ioannou (1998). Maravas and 
Pantouvakis (2011) represented the uncertainty of crew production rates by three value (a,b,c) of 
triangle fuzzy numbers, which are reflected in the durations of activities. The schedule of each 
repetitive activity was presented by an area. There are three main lines in this area, two bunded 
lines that corresponde to maximum and minimum values of fuzzy production rate (a,c) and the 
third one correspondes to fuzzy production rate (b), as shown in Figure 2.7. however, This model 
does not represent the schedule of complex repetitive construction projects due to its graphical-





Figure 2.7 F-RSM Schedule (Maravas and Pantouvakis 2011) 
Bakry et al. (2013) created fuzzy dynamic programming schedule model for repetitive 
construction projects. This model is implemented through scheduling and optimization stages. The 
scheduling stage utilized fuzzy set theory to consider uncertainty associated with different input 
parameters using triangle membership function. This stage was designed to calculate the early time 
that each repetitive activity unit can start and finish while complying with the work continuity, 
crew availability, and precedence relationship constraints. The optimization stage utilized the 
dynamic programming technique to identify the optimum crew formation for each repetitive 
activity that provides the minimum project cost or duration. This stage is executed in three steps: 
(1) forward pass calculations to identify the local crew formation; (2) backward pass calculations 
to identify the global crew formation; (3) defuzzification to convert fuzzy schedule into an 
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equivalent deterministic result for better visualization. However, this model does not represent 
schedules of non-serial repetitive construction projects.  
Despite the original contributions of the aforementioned non-deterministic scheduling 
models, they are incapable of: (1) analyzing the impact of deployment plan of construction crews 
on project duration, crew work interruptions, and project costs; (2) identifying an optimal 
deployment plan for each construction crew that minimizes expected project duration and expected 
crew deployment plan cost, simultaneously; (3) quantifying the impact of crew formation and crew 
deployment date on project duration and cost; and (4) generating optimal tradeoffs between expected 
project duration and cost. 
2.5 Research Needs  
This chapter provided a comprehensive review of deterministic and non-deterministic 
scheduling models for repetitive construction projects. This review revealed that there is a pressing 
need for a novel mathematical scheduling model for both serial and non-serial repetitive 
construction projects that is capable of: (1) quantifying the impact of unforeseen activity delays on 
interrupting the crew work continuity of successor activities; (2) creating and calculating a novel 
type of float to specify the total amount of time that an activity can be delayed beyond its early 
start without interrupting the work continuity of any of its successors; and (3) identifying the 
interrupted repetitive activity units due to unforeseen delays in each repetitive activity unit. 
Furthermore, this chapter studied and analyzed the capabilities and limitations of available 
scheduling models that consider uncertainty in the input parameters of construction projects. This 
review of the recently developed non-deterministic models demonstrated that there is a pressing 
need for novel stochastic scheduling models for both serial and non-serial repetitive construction 
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projects that is capable of: (1) analyzing and optimizing the scheduling of crew deployments in 
repetitive construction projects under uncertainty; and (2) Identifying optimal resource utilization 
plans that provide optimal trade-offs between expected project duration and cost while considering 




CHAPTER 3: SCHEDULING MODEL FOR QUANTIFYING THE 
INTERRUPTION IMPACT OF UNFORESEEN ACTIVITY DELAYS.  
3.1 Introduction 
The objective of this chapter is to develop a novel scheduling model for both serial and 
non-serial repetitive construction projects that is capable of: (1) quantifying the impact of 
unforeseen activity delays on interrupting the crew work continuity of successor activities; (2) 
creating and calculating a novel type of float to specify the total amount of time that an activity 
can be delayed beyond its early start without interrupting the work continuity of any of its 
successors; and (3) identifying the specific successor repetitive activity units that will be 
interrupted due to unforeseen delays in each repetitive activity unit. The model is developed in 
three main phases: (a) scheduling phase; (b) float calculation phase; and (c) interruption 
quantification phase, as shown in Figure 3.1. The following sections describe the development of 
these three phases and analyze an application example to illustrate the use of the model and 
demonstrate its unique and novel capabilities.  
 
Figure 3.1. Scheduling Model for Repetitive Construction Projects 
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3.2 Scheduling Phase 
The scheduling calculations in this phase require two sets of user-specified input data: (a) 
project data that specifies the number of activities (𝐼) in the project and the number of repetitive 
units (𝐽); and (b) activity data that identifies the work quantity (𝑄 , ) of each repetitive unit (𝑗) in 
each activity (𝑖), precedence relationships, the daily output (𝑃 ) , and daily idle cost (𝐼𝐶 ) of each 
crew assigned to each activity (𝑖). It should be noted that the model assumes that a single crew 
formation is utilized to perform each repetitive activity. This input data is utilized in the scheduling 
calculation in this phase which are performed in three stages. These three stages are designed to 
calculate: (1) early schedule for each activity (𝑖) in the project to identify its early start (𝐸𝑆 ) and 
early finish (𝐸𝐹 ) times in each of its repetitive units (𝑗) while complying with the work continuity 
and precedence relationship constraints; (2) latest time that each repetitive activity unit (𝑖, 𝑗) can 
start (𝐼𝐿𝑆 ) and finish (𝐼𝐿𝐹 ) without causing interruption in the crew work continuity of any of 
its successors nor causing any delays in the project completion time; and (3) latest time that each 
repetitive activity unit can start (𝐿𝑆 ) and finish (𝐿𝐹 ) without causing any delays in the project 
completion time. The scheduling calculations in these three stages are described in the following 
sections. 
3.2.1 Early Schedule Computation 
The purpose of this stage is to calculate the early time that each repetitive activity unit (𝑖, 𝑗) 
can start (𝐸𝑆 ) and finish (𝐸𝐹 ) while complying with the work continuity and precedence 
relationship constraints. The scheduling computations in this stage are performed in the following 
three steps, as shown in Figure 3.2.  
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1. Calculate the construction duration 𝑑  of activity (𝑖) in each repetitive unit (𝑗), using its 
work quantity (𝑄 ) and the daily output (𝑃 ) of the crew assigned to activity (𝑖), as shown 
in Eq. (3.1). 
 𝑑 = 𝑄 /𝑃  ∀ 𝑖 ∈ 𝐼 & ∀ 𝑗 ∈ 𝐽 (3.1) 
2. Calculate the preliminary early schedule that each repetitive activity unit (𝑖, 𝑗) can start 
𝑃𝐸𝑆  and finish 𝑃𝐸𝐹  while satisfying crew availability and crew work continuity 
constraints. This step assumes that each repetitive activity (𝑖) is an independent activity 
and does not have any predecessors, as shown in Eqs. (3.2) to (3.4).  
𝑃𝐸𝑆 = 0  ∀ 𝑗 = 1 (3.2) 
𝑃𝐸𝐹 = 𝑃𝐸𝑆 + 𝑑  ∀ 𝑖 ∈ 𝐼 & 𝑗 > 1 (3.3) 
𝑃𝐸𝑆 = 𝑃𝐸𝐹 ( ) ∀ 𝑖 ∈ 𝐼 & 𝑗 > 1 (3.4) 
Where, 
𝑃𝐸𝑆 = Preliminary early start of activity unit (𝑖, 𝑗); 
𝑃𝐸𝐹 = Preliminary early finish of activity unit (𝑖, 𝑗); 
𝑑  = Duration of activity unit (𝑖, 𝑗). 
3. Calculate the earliest time that each repetitive activity unit (𝑖, 𝑗) can start 𝐸𝑆  and finish 
𝐸𝐹  while maintaining crew work continuity and complying with the precedence 
relationships among activities. This calculation is performed using the following three sub-
steps: (a) calculate the minimum duration (𝑇 ) that is required to achieve precedence 
relationship between activity (𝑖) and all its predecessors (𝐾 ) in unit (𝑗), as shown in the 
Eq. (3.5); (b) identify the minimum duration (𝑇 ) that the preliminary early schedule 
𝑃𝐸𝑆  and 𝑃𝐸𝐹  needs to be shifted to maintain the crew work continuity of activity 
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(𝑖) while complying with the precedence relationship between activity (𝑖) and all its 
predecessors (𝐾 ), as shown in the Eq. (3.6); and (c) shift the preliminary early start 
(𝑃𝐸𝑆 ) and preliminary early finish (𝑃𝐸𝐹 ) of activity (𝑖) in each unit (𝑗) by duration 
(𝑇 ), as shown in the Eqs. (3.7) and (3.8). 
𝑇 = 𝐸𝐹 + 𝑙𝑎𝑔 − 𝑃𝐸𝑆  ∀ 𝑘 ∈ 𝐾  & ∀ 𝑗 ∈ 𝐽 (3.5) 
𝑇 = 𝑚𝑎𝑥 𝑇    ∀ 𝑘 ∈ 𝐾  & 𝑗 ∈ 𝐽 (3.6) 
𝐸𝑆 = 𝑃𝐸𝑆 + 𝑇    ∀ 𝑗 ∈ 𝐽 (3.7) 
𝐸𝐹 = 𝑃𝐸𝐹 + 𝑇    ∀ 𝑗 ∈ 𝐽 (3.8) 
Where, 
𝑇  = The minimum duration that is required to achieve precedence relationship 
between activity (𝑖) and its predecessor (𝑘) in unit (𝑗); 
𝑇  = The minimum duration that the preliminary early schedule needs to be shifted to 
maintain the crew work continuity of activity (𝑖) while complying with the 
precedence relationship between activity (𝑖) and all its predecessors (𝐾 ); 
𝐸𝑆 = Early start of activity unit (𝑖, 𝑗); 





 Figure 3.2. Early Schedule Computation Stage 
3.2.2 Late Schedule Computation without Interrupting Successors 
The purpose of this stage is to calculate the latest time that each repetitive activity unit (𝑖, 𝑗) 
can start (𝐼𝐿𝑆 , ) and finish (𝐼𝐿𝐹 , ) without causing interruption in the crew work continuity for 
any of its successor activities nor causing an extension in the project duration. This stage considers 
that early schedule times of all successors of each repetitive activity (𝑖) are hard constraints and 
must be not violated. Therefore, 𝐼𝐿𝑆 ,  and 𝐼𝐿𝐹 ,  for each activity unit (𝑖, 𝑗) are calculated based 
on the early schedule of its successor activities (𝑆 ) and the availability of its assigned crews. The 
computations of this stage for each activity (𝑖), starts from last unit (𝐽) to first one, as shown in 
the Eqs. (3.9) to (3.11) and Figure 3.3. 
𝐼𝐿𝐹 =  𝑀𝑖𝑛 (𝐸𝑆 − 𝑙𝑎𝑔 )  ∀ 𝑠 ∈ 𝑆  & 𝑗 = 𝐽 (3.9) 
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𝐼𝐿𝐹 =  𝑀𝑖𝑛 ( 𝐸𝑆 − 𝑙𝑎𝑔  , 𝐼𝐿𝑆  ( ))  ∀ 𝑠 ∈ 𝑆  & ∀ 𝑗 < 𝐽 (3.10) 
𝐼𝐿𝑆 =  𝐼𝐿𝐹 − 𝑑    ∀ 𝑗 ∈ 𝐽 (3.11) 
Where, 
𝐼𝐿𝐹 = Latest time that repetitive activity unit (𝑖, 𝐽) can finish without causing 
interruption in the crew work continuity for any of its successors nor causing 
an extension in the project duration; 
𝑆  = Successors of activity (𝑖); 
𝐸𝑆 = Early start of the last repetitive unit (𝐽) in successor activity (𝑠); 
𝑙𝑎𝑔 = Lag duration between activity (𝑖) and its successor activity (𝑠); 
𝐸𝑆 = Early start of successor activity unit (𝑠, 𝑗); 
𝐼𝐿𝑆 = Latest time that repetitive activity unit (𝑖, 𝑗) can start without causing 
interruption in the crew work continuity for any of its successors nor causing 
an extension in the project duration; 
 
Figure 3.3. Late Schedule Calculation without Interrupting Successors 
3.2.3 Late Schedule Computation without Delaying Project Duration 
The purpose of this stage is to calculate the latest time that each repetitive activity (𝑖) in 
each unit (𝑗) can start (𝐿𝑆 ) and finish (𝐿𝐹 ) without causing any delays in the project duration. 
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This stage considers that the project duration is a hard constraint that should be enforced. Thus, 
the latest schedule times for each repetitive activity (𝑖) are calculated based on the latest times of 
its successor activities (𝑆 ) and the availability of its assigned crews. The calculation in this stage 
is performed in a backward pass at the project and activity levels. At the project level, the 
calculations are performed starting from the last activity (𝑖 = 𝐼) through the first (𝑖 = 1). At the 
activity level, the calculations are performed starting from the last unit (𝑗 = 𝐽) through the first 
(𝑗 = 1), as shown in Figure 3.4. The latest start (𝐿𝑆 ) and latest finish (𝐿𝐹 ) for each repetitive 
activity unit (𝑖, 𝑗) are calculated using Eqs. (3.12) to (3.14). The latest finish (𝐿𝐹 ) are equal to 
project duration (𝑃𝐷) for all repetitive activities that do not have any successor activities, as shown 








𝑃𝐷 𝑆 = Ø  
(3.12) 
𝑀𝑖𝑛 ( 𝐿𝑆 − 𝑙𝑎𝑔  ) ∀ 𝑠 ∈ 𝑆  
𝐿𝐹 =  𝑀𝑖𝑛 ( 𝐿𝑆 − 𝑙𝑎𝑔  , 𝐿𝑆  ( ))  ∀ 𝑠 ∈ 𝑆  & ∀ 𝑗 < 𝐽 (3.13) 
𝐿𝑆 =  𝐿𝐹  − 𝑑    ∀ 𝑗 < 𝐽 (3.14) 
Where, 
𝐿𝐹 = Late finish of the last repetitive unit (𝐽) in activity (𝑖); 
𝑆  = Successors of activity (𝑖); 
𝑃𝐷 = Project duration; 
𝐿𝑆 = Late start of the last repetitive unit (𝐽) in successor activity (𝑠); 
𝐿𝐹 = Late finish of activity unit (𝑖, 𝑗); 
𝐿𝑆 = Late start of successor activity unit (𝑠, 𝑗); 




Figure 3.4. Late Schedule Calculation without Delaying Project Duration  
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3.3 Float Calculation Phase 
Activity delays can be encountered during the construction phase because of unforeseen 
weather conditions, overestimating crew productivity rates, change orders, and/or unforeseen site 
or underground conditions (Abd El-Razek et al. 2008; Toor and Ogunlana 2008). Encountering 
any combination of these factors often causes the actual activity duration to be longer than its 
planned one, as shown in the example of a one-day delay in activity A3 in Figure 3.5. These 
activity delays in repetitive construction projects can impact both the project duration and the crew 
work continuity of successor activities. For example, a delay of one day in A3 in Figure 3.5 causes 
(a) an extension of one day in the total project duration; and (b) a total of two days of crew work 
interruptions in the planned schedule of its successors: one day between the completion of B2 and 
start of B3, and another day between the completion of C4 and start of C5, as shown in Figure 3.5. 
To analyse these two different impacts of activity delays, the present model is designed to calculate 
two types of floats: (1) successor-interruption float to analyse the delay impact on the crew work 





Figure 3.5. Delay Impact of Activity A3 
3.3.1 Successor-Interruption Float Calculation 
In this stage, a novel type of float is developed to calculate and analyze the impact of 
delaying the early start of repetitive construction activities on the crew work continuity of their 
successors. This newly developed float is named ‘successor-interruption float’ 𝑆𝐼𝐹 , and it 
represents the total number of days that unit (𝑗) of activity (𝑖) can be delayed beyond its early start 
without causing interruption in the work continuity of any of its successors nor increasing the total 
project duration. The successor-interruption float (𝑆𝐼𝐹 ) is calculated for activity (𝑖) in each 
repetitive unit (𝑗) by computing the difference between its successor interruption late start date 
calculated in stage 3.2.2 and its early start date calculated in stage 3.2.1, as shown in Eq (3.15) and 
Figure 3.6.  
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𝑆𝐼𝐹 =  𝐼𝐿𝑆 − 𝐸𝑆 =  𝐼𝐿𝐹 − 𝐸𝐹   ∀ 𝑖 ∈ 𝐼 & ∀ 𝑗 < 𝐽 (3.15) 
Where, 𝑆𝐼𝐹  = Successor-interruption float of activity unit (𝑖, 𝑗).   
 
Figure 3.6. Calculation of Successor-Interruption Float 
3.3.2 Total Float 
Total float (𝑇𝐹 ) is the total number of days that an activity can be delayed beyond its 
early start without increasing the total project duration. The total float is calculated for each activity 
(𝑖) at each repetitive unit (𝑗) by determining the difference between its project duration late date 
calculated in stage 3.2.3 and its early start date calculated in stage 3.2.1, as shown in Eq (3.16). 
𝑇𝐹 =  𝐿𝑆 − 𝐸𝑆 =  𝐿𝐹 − 𝐸𝐹   ∀ 𝑖 ∈ 𝐼 & ∀ 𝑗 < 𝐽 (3.16) 
Where, 𝑇𝐹  =Total float of activity unit (𝑖, 𝑗). 
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3.4  Successor Interruption Quantification Phase 
The previous phase calculated for each activity unit (𝑖, 𝑗) two types of float: total float 
(𝑇𝐹 ) and successor interruption float (𝑆𝐼𝐹 ). Any unforeseen delay in the completion of a critical 
activity unit (𝑖, 𝑗) that has zero total float (𝑇𝐹 = 0) will result in extending the project duration 
with an equivalent delay. On the other hand, any unforeseen delay in activity unit (𝑖, 𝑗) that has 
zero successor interruption float (𝑆𝐼𝐹 = 0) will cause interruption in the work continuity of its 
successors, but its interruption impact may vary from an activity unit (𝑖, 𝑗) to another. Thus, this 
phase is designed to: (1) assess the impact of any delay in the completion time of each activity unit 
(𝑖, 𝑗) on its successor activities and units; (2) calculate the impact of any delay in each activity unit 
(𝑖, 𝑗) on the total number of interruption days and total interruption costs suffered by all of its 
successors; and (3) identify the specific successor repetitive activity units that will be interrupted 
due to delays in each activity unit (𝑖, 𝑗). 
3.4.1 Assessing Delay Impact on Successors  
The purpose of the stage is to describe a novel methodology for assessing the impact of 
any delay in the completion time of each activity unit (𝑖, 𝑗) on its successor activities and units. 
This assessment methodology considers the presence and impact of control points between each 
pair of predecessor activity and its successors. These control points represent the critical 
precedence relationship that determines the repetitive activity’s earliest times while maintaining 
its work continuity (Ioannou and Srisuwanrat 2007). Each pair of predecessor and successor 
activities in a non-serial repetitive construction projects may have no, one or more control points, 
as shown in Eq (3.17). The locations of these control points can be identified based on the relation 
between the production rates of both predecessor and its successors (Harris and Ioannou 1998). 
An example of these control points and their locations is shown in Figure 3.7. Control Points 
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Location for a simple non-serial repetitive project that consists of four activities of, A, B, C and 
D. The precedence relationships among these activities are: A is predecessor of both B and C, and 
D is successor to both C and B. The following two sections explain how the newly developed 
methodology utilize these control points to assess the impact of delays in activity unit (𝑖, 𝑗) on its 






𝐸𝐹 + 𝑙𝑎𝑔 = 𝐸𝑆  
𝐸𝐹 + 𝑙𝑎𝑔 < 𝐸𝑆  
(3.17) 
 Where, 𝐶𝑃( )  = Control points between activity (𝑖) and its successor activity (𝑠) in unit (𝑗). 
 
Figure 3.7. Control Points Location 
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3.4.1.1 Impact on First and Subsequent Level Successor Activities  
Unforeseen delays in any unit of a repetitive activity (𝑖, 𝑗) that is located before the 
aforementioned control points will cause interruption in the work continuity of its first and 
potentially subsequent successors. For example, a delay in any unit of activity C (see case 1 in 
Figure 3.8) will cause a delay in the start of its first level successor unit D5 and accordingly cause 
interruption between the completion of D4 and start of D5. Similarly, a delay in the completion of 
unit A2 (see case 2 in Figure 3.8) will cause interruption before the start of both its first level 
successor units B5 and C2. Moreover, the impact of this delay in A2 will extend to cause 
interruption before the start its subsequent successor unit D5, as shown in case 2 in Figure 3.8. 
This illustrates that if a delay in activity unit (𝑖, 𝑗) interrupts crew work continuity of any of its 
successor activity units (𝑠 , 𝑗) that does not have successor interruption float, this delay in activity 
unit (𝑖, 𝑗) will cascade and continue to affect the next successors of its successor, as shown in the 
example impact of delaying unit A2 on unit C2 and subsequently D5 (see case 2 in Figure 3.8). 
On the other hand, if an activity unit (𝑖, 𝑗) delay interrupts crew work continuity of its successor 
unit that has a successor interruption float, the effect of this delay will be terminated at this 
successor level because it will be absorbed by the successor interruption float if the delay is less 
than or equal to that float. For example, the interruption impact of delaying unit A2 on first-level 
successor unit B5 (see case 2 in Figure 3.8) will be terminated at this successor level because it 
will be absorbed by the successor-interruption float of B5. Accordingly, the successor interruption 
impact of an activity unit can be classified into two groups: (1) first-level successors interruption 
impact, where the interruption impact is limited to its first-level of successors only; and (2) 
subsequent-level successors interruption impact, where the interruption impact is extended beyond 




Case 1. Impact on First Level Successor Case 2. Impact on First & Second Level Successors  
Figure 3.8. Impact of Activity Delay on First and Subsequent Level Successors 
3.4.1.2 Impact on Successor Activity Units  
The impact of any delay in the completion time of each activity unit (𝑖, 𝑗) on its successor 
activity units depends on (1) a newly developed unit buffer that is calculated for each repetitive 
unit (𝑗) that is shared between each pair of predecessor activity (𝑖) and its successors (𝑆 ); and (2) 
whether the delay is before, at, or after the control point between the activity and its successor. 
First, the newly developed unit buffer (𝐵( ) ) for each repetitive unit (𝑗) that is shared between 
each pair of predecessor activity (𝑖) and its successors (𝑆 ) represents the total number of days 
that activity unit (𝑖, 𝑗) can be delayed beyond its early start without delaying the early start of the 
same unit in the successor activity (𝑠, 𝑗), as shown in Eq (3.18) and Figure 3.9. It should be noted 
that the earlier described control points exist at each repetitive activity unit that has a unit buffer 
of zero (𝐵( ) = 0), as shown in the examples of 𝐵( )  and 𝐵( )  in Figure 3.9. 
𝐵( ) =  𝐸𝑆 − (𝐸𝐹 + 𝑙𝑎𝑔 ) ∀ 𝑠 ∈ 𝑆  & ∀ 𝑗 ∈ 𝐽 (3.18) 






Figure 3.9. Unit Buffer Between Predecessor and Successor Activities. 
Second, the impact of delay in the completion time of activity unit (𝑖, 𝑗) can cause 
interruption in the units of its first-level successor (𝑠) starting from the same unit (𝑗) up to the last 
unit (𝐿𝑢 ) that could be interrupted by that delay, as shown in Figure 3.10. The impact of that 
delay and the last affected successor unit (𝐿𝑢 ) depend on whether the delay occurs before, at, or 
after the control point between activity (𝑖) and its successor (see Figure 3.10), as follows:  
1. Delay Before Control Point: If a delay in the completion time of activity (𝑖, 𝑗) occurs before 
the control point, then the last successor unit (𝐿𝑢 ) that could be interrupted by that delay is 
the first successor unit that has a control point because the location of that control point 
represents a critical precedence relationship between activity (𝑖) and its successor (𝑠). 
Accordingly, a delay in activity (𝑖, 𝑗) in this case will not cause interruption in all successor 
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units that are located after the control point. For example, case 1 in Figure 3.10 shows that a 
two-day delay in activity unit A2 will cause two interruption-days in the units of its first-level 
successor that includes one interruption-day before the start of unit B2 and one interruption-
day before the start of unit B3. This delay also does not affect the successor units ( 𝑗 = 4 to 6) 
that are located after the control point (𝐶𝑃( ) ) causing their unit buffers (𝐵( ) ) to remain 
unchanged (see case 1 in Figure 3.10).  
2. Delay at Control Point: If a delay in the completion time of activity (𝑖, 𝑗) occurs at a control 
point, the delay in this unit will only interrupt the same unit (𝐿𝑢 = 𝑗) in the successor activity 
(s) because this unit does not have unit buffer (𝐵( ) = 0). For example, a two-day delay in 
activity unit A3 (see case 2 in Figure 3.10) will delay the start of unit B3 only and will not 
affect the successor units after that. 
3. Delay After Control Point: If a delay in the completion time of activity (𝑖, 𝑗) occurs after the 
last control point between activity (𝑖) and its successor (𝑠), then the last successor unit (𝐿𝑢 ) 
that could be interrupted by that delay is the last repetitive unit (𝐿𝑢 = 𝐽). For example, the 
impact of a two-day delay in the completion of activity unit A5 (see case 3 in Figure 3.10) 
causes one interruption-day before the start of last unit B6. In another example, the impact of 
a two-day delay in the completion of activity unit A4 (see case 4 in Figure 3.10) causes one 
interruption-day before the start of unit B4 and causes modified unit buffers (𝑀𝐵( ) ) for 
both units ( 𝑗 = 5 𝑎𝑛𝑑 6). Accordingly, the current model identifies the last unit in the first-




Case 1. Delay Before Control Point Case 2. Delay at Control Point 
 
Case 3. Delay After Control Point Case 4. Delay After Control Point 
Figure 3.10. Impact of Delay on First and Second Level Successors.  
3.4.2 Successor Interruption Duration and Cost. 
The main purpose of this stage is to calculate the impact of any delay in the completion 
time of each activity unit (𝑖, 𝑗) on the total number of interruption days and total interruption costs 
suffered by all of its successors. First, the total number of interruption days suffered by all 
successors (𝑇𝐷 (𝐷𝑙)) due to any delay (𝐷𝑙) in each activity unit (𝑖, 𝑗) is calculated by summing 
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up first-level interruption duration (𝐹𝐷 (𝐷𝑙)) and subsequent-level interruption duration 
(𝑆𝑆𝐷 (𝐷𝑙)) for all successors, as shown in Eq. (3.19). 𝐹𝐷 (𝐷𝑙) is the total idle-time of crews 
caused by delay (𝐷𝑙) in activity unit (𝑖, 𝑗) on its first-level successors, while 𝑆𝑆𝐷 (𝐷𝑙) is the total 
idle-time of crews caused by delay (𝐷𝑙) in activity unit (𝑖, 𝑗) on its subsequent successors beyond 
the first level. 𝐹𝐷 (𝐷𝑙) and 𝑆𝑆𝐷 (𝐷𝑙) are calculated in the present model using a newly 
developed algorithm that considers whether the delay occurs before, at, or after the control point 
between each activity and all its successor in all subsequent levels using Eqs. (3.20) and (3.21), as 









0 𝑆 = Ø  
(3.19) 
0 𝑆𝐼𝐹 , ≥ 𝐷𝑙 
𝐹𝐷 (𝐷𝑙) + 𝑆𝑆𝐷 (𝐷𝑙)  
𝐹𝐷 (𝐷𝑙) = 𝐼𝐷    (3.20) 
𝑆𝑆𝐷 (𝐷𝑙) = 𝑆𝐷   (3.21) 
 
Where, 
𝑇𝐷 (𝐷𝑙) = Total interruption duration of all successors due to delay (𝐷𝑙) in activity 
unit (𝑖, 𝑗); 
𝑆  = First-level successors of activity (𝑖); 
𝐹𝐷 (𝐷𝑙) = First-level interruption duration due to delay (𝐷𝑙) in activity unit (𝑖, 𝑗);  
𝐼𝐷  = Interruption duration suffered by the crew assigned to successor activity 
unit (𝑠, 𝑡) due to delay (𝐷𝑙) in predecessor activity unit (𝑖, 𝑗); 
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𝐿𝑢 = Last unit in successor activity (𝑠) that could be interrupted by delay (𝐷𝑙) 
in activity unit (𝑖, 𝑗); 
𝑆𝑆𝐷 (𝐷𝑙) =
  
Interruption duration of all subsequent-level successors beyond the first 
level due to delay (𝐷𝑙) in activity unit (𝑖, 𝑗); 
𝑆𝐷 = Interruption duration of the second-level successor activity unit (𝑚, 𝑛) due 
to delay (𝐷𝑙) in predecessor activity unit (𝑖, 𝑗); 
𝑀 = Total number of successors in each subsequent-level of activity (𝑖); 
𝑆𝐿= Successor-levels of activity (𝑖). 
Second, the total interruption costs (𝑇𝐶 (𝐷𝑙)) caused by a delay (𝐷𝑙) in the completion 
of an activity unit (𝑖, 𝑗) is calculated using a similar methodology to the aforementioned one for 
calculating the total number of interruption days. Accordingly, this interruption cost calculation 
methodology computes both first-level successors interruption cost (𝐹𝐶 (𝐷𝑙)) and subsequent-
level successors interruption cost (𝑆𝑆𝐶 (𝐷𝑙)), as shown in Eqs. (3.22) to (3.24). It should be noted 
that the calculation of both 𝐹𝐶 (𝐷𝑙) and 𝑆𝑆𝐶 (𝐷𝑙) considers both the interruption-days suffered 








0 𝑆 = Ø  
(3.22) 
0 𝑆𝐼𝐹 , ≥ 𝐷𝑙 
𝐹𝐶 (𝐷𝑙) + 𝑆𝑆𝐶 (𝐷𝑙)  
𝐹𝐶 (𝐷𝑙) = 𝐼𝐷  × 𝐼𝐶   (3.23) 
𝑆𝑆𝐶 (𝐷𝑙) = 𝑆𝐷  × 𝐼𝐶   (3.24) 
Where, 
𝑇𝐶 (𝐷𝑙) = Total interruption cost of all successors due to delay (𝐷𝑙) in activity unit 
(𝑖, 𝑗); 
𝐹𝐶 (𝐷𝑙) = First-Level Interruption Cost due to delay (𝐷𝑙) in activity unit (𝑖, 𝑗);  





Interruption cost of all subsequent-level successors beyond the first level 
due to delay (𝐷𝑙) in activity unit (𝑖, 𝑗); 
𝐼𝐶  = Daily cost of interrupting the crew assigned activity (𝑚). 
3.4.3 Identifying Interrupted Activity Units 
The purpose of this stage is to identify all the specific successor repetitive activity units 
(𝑇𝑈 (𝐷𝑙)) that will be interrupted due to any unexpected delays in each activity unit (𝑖, 𝑗). 
𝑇𝑈 (𝐷𝑙) is identified by generating an exact list of all first-level (𝐼𝐷 > 0) and subsequent-level 
successor units that suffered interruption due to any delay in activity unit (𝑖, 𝑗). It should be noted 
that the calculation of 𝐼𝐷  and 𝑆𝐷  was earlier described in Figure 3.10 and is reused in this stage 
to identify all successor units that have an interruption greater than zero (𝐼𝐷 > 0 𝑜𝑟 𝑆𝐷 > 0).  
3.5 Application Example  
An application example of a repetitive construction project from the literature is analyzed 
to illustrate the use of the current model and demonstrate its capabilities. The example was 
introduced by Harris and Ioannou (1998) and it consists of six non-serial repetitive activities that 
are repeated in six different units. The precedence relationships among all six repetitive activities 
are finish-to-start with no lag time except for the relationship between activities A and C that has 
a lag time of two days, as shown in Figure 3.11. The example assumes that there is a five-day 
work-break between units 3 and 4 in activity B. The input data of the example are summarized in 
Table 3.1, including the quantity of work (units of measurement) of all activities at each repetitive 
unit, the daily output rate of each construction crew (unit of measurement/day), and the daily cost 








Table 3.1. Repetitive Activities Data  
Activity 




Cost ($/day) Repetitive Unit 
1 2 3 4 5 6 
A 1 1 2 2 1 1 0.5 1100 
B 1 1 1 1 1 1 1 1400 
C 1 1 1 1 0 1 0.25 1200 
D 1 1 1 1 1 1 0.33 1600 
E 1 1 1 1 1 1 1 1000 
F 1 1 1 1 1 1 1 1500 
 
The example was analysed using the aforementioned three computation phases: (1) scheduling 
phase; (2) floats computation phase; and (3) successor interruption quantification phase.  
3.5.1 Phase 1: Scheduling  
In this phase, the scheduling of the application example was executed in three stages that 
are designed to calculate: (1) early start (𝐸𝑆 ) and finish (𝐸𝐹 ) times of each activity that comply 
with both the work continuity and precedence relationship constraints; (2) latest time that each 
repetitive activity unit can start (𝐼𝐿𝑆 ) and finish (𝐼𝐿𝐹 ) without causing interruption in the crew 
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work continuity of any of its successors; and (3) latest time that each repetitive activity unit can 
start (𝐿𝑆 ) and finish (𝐿𝐹 ) without causing any delays in the project completion time. 
The first stage calculates the early start (𝐸𝑆 ) and finish (𝐸𝐹 ) times of each activity in 
the application example using the computation procedure in Figure 3.2. For example, the early 
start (𝐸𝑆 ) and early finish (𝐸𝐹 ) times of activities A and C are calculated in two steps that are 
designed to comply with (a) crew continuity constraint only, as shown in Figure 3.12(A); and (b) 
comply with both the work continuity and precedence relationship constraints as shown in Figure 
3.12 (B). The 𝐸𝑆  and 𝐸𝐹  times of all the other repetitive activity units (𝑖, 𝑗) in the application 
example are calculated using the same procedure, and their calculated schedule is presented in 
columns 1 and 2 in Table 3.2. 
The second stage calculates the interruption late start (𝐼𝐿𝑆 ) and interruption late finish 
(𝐼𝐿𝐹 ) times for each activity unit (𝑖, 𝑗) that maintain crew work continuity of all successor 
activities and do not cause any extension in the project duration using Eqs. (3.9) to (3.11). For 
example, the latest time that activity A can start (𝐼𝐿𝑆 ) and finish (𝐼𝐿𝐹 ) in each repetitive unit 
are calculated starting from last unit (𝑗 = 6) to first (𝑗 = 1) based on the early start of its two 
successors B (𝐸𝑆 ) and C (𝐸𝑆 ) and the availability of its construction crew, as shown in Figure 
3.13. (A). The same procedure was utilized to calculate the 𝐼𝐿𝑆  and 𝐼𝐿𝐹  times for all the 
repetitive activity units (𝑖, 𝑗) in the application example, and their calculated schedule is presented 




A. Preliminary Early Schedule (𝑃𝐸𝑆  and 𝑃𝐸𝐹  ) Complying with Work Continuity Only 
 
B. Early Schedule (𝐸𝑆  and 𝐸𝐹 ) Complying with Work Continuity and Precedence Relations 
Figure 3.12. Early Schedule Computation of Activities A and C. 
 
 
A. Late Schedule Computation of Activity A Without 
Interrupting Successors. 
B. Late Schedule Computation of Activities E and F 
Without Delaying Project Duration. 
Figure 3.13. Late Schedule Computation. 
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The third stage calculates the latest start (𝐿𝑆 ) and latest finish (𝐿𝐹 ) times for each 
repetitive activity unit (𝑖, 𝑗) that avoid delaying the project completion time using the computation 
procedure in Figure 3.4. This calculation of 𝐿𝑆  and 𝐿𝐹  times is performed in a backward pass 
progressing throughout the project starting from the last activity (𝑖 = 𝐹) to the first (𝑖 = 𝐴), and 
progressing throughout the repetitive units of each activity starting from the last unit (𝑗 = 6) to 
the first (𝑗 = 1). For example, the calculation of 𝐿𝑆  and 𝐿𝐹  times for the application example 
activities starts with the last activity in the project (F) then moves to its predecessor activity (E), 
as shown in Figure 3.13(B). For each of these two example activities, the calculation of their 𝐿𝑆  
and 𝐿𝐹  starts with the last unit (𝑗 = 6) through the first (𝑗 = 1), as shown in Figure 3.13(B).The 
same procedure was utilized to calculate the 𝐿𝑆  and 𝐿𝐹  times for all the repetitive activity units 
(𝑖, 𝑗) in the application example, and their calculated schedule is presented in columns 5 and 6 in 













Late Schedule without 
Interrupting Successors 
nor causing an extension 





𝒊𝒋 𝑬𝑺𝒊𝒋 𝑬𝑭𝒊𝒋 𝑰𝑳𝑺𝒊𝒋 𝑰𝑳𝑭𝒊𝒋 𝑳𝑺𝒊𝒋 𝑳𝑭𝒊𝒋 𝑺𝑰𝑭𝒊𝒋 𝑻𝑭𝒊𝒋 
  1 2 3 4 5 6 7 8 
A1 0 2 0 2 0 2 0 0 
A2 2 4 2 4 4 6 0 2 
A3 4 8 4 8 6 10 0 2 
A4 8 12 8 12 10 14 0 2 
A5 12 14 12 14 16 18 0 4 
A6 14 16 14 16 18 20 0 4 
B1 6 7 10 11 10 11 4 4 
B2 7 8 12 13 12 13 5 5 
B3 8 9 13 14 13 14 5 5 
B4 14 15 19 20 19 20 5 5 
B5 15 16 22 23 22 23 7 7 
B6 16 17 25 26 25 26 9 9 
C1 4 8 4 8 4 8 0 0 
C2 8 12 8 12 8 12 0 0 
C3 12 16 12 16 12 16 0 0 
C4 16 20 16 20 16 20 0 0 
C6 20 24 20 24 22 26 0 2 
D1 11 14 11 14 11 14 0 0 
D2 14 17 14 17 14 17 0 0 
D3 17 20 17 20 17 20 0 0 
D4 20 23 20 23 20 23 0 0 
D5 23 26 23 26 23 26 0 0 
D6 26 29 26 29 26 29 0 0 
E1 19 20 23 24 23 24 4 4 
E2 20 21 24 25 24 25 4 4 
E3 21 22 25 26 25 26 4 4 
E4 22 23 26 27 26 27 4 4 
E5 23 24 27 28 27 28 4 4 
E6 24 25 28 29 28 29 4 4 
F1 24 25 24 25 24 25 0 0 
F2 25 26 25 26 25 26 0 0 
F3 26 27 26 27 26 27 0 0 
F4 27 28 27 28 27 28 0 0 
F5 28 29 28 29 28 29 0 0 
F6 29 30 29 30 29 30 0 0 
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3.5.2 Phase 2: Floats calculation  
In this phase, the model was used to calculate two types of floats: (1) successor-interruption 
float 𝑆𝐼𝐹 ; and (2) total float (𝑇𝐹 ). First, the successor-interruption float 𝑆𝐼𝐹  was 
calculated for each repetitive activity unit (𝑖, 𝑗) in the application example shown in column 7 in 
Table 3.2 using Eq. (3.15) as the difference between columns 3 and 1 or columns 4 and 2 in Table 
3.2. For example, the successor-interruption float of the sixth repetitive unit in activity A (𝑆𝐼𝐹 ) 
is calculated as the difference between its (1) interruption late finish (𝐼𝐿𝐹 ) and early finish 
(𝐸𝐹 ); or (2) interruption late start (𝐼𝐿𝑆 ) and early start (𝐸𝑆 ) {𝑆𝐼𝐹 = [𝐼𝐿𝐹  −
 𝐸𝐹 ] 𝑜𝑟[𝐼𝐿𝑆  −  𝐸𝑆 ]  = [16 − 16]𝑜𝑟 [14 − 14] = 0}. Second, the total float 𝑇𝐹  was 
calculated for each repetitive activity unit (𝑖, 𝑗) in the application example as shown in column 8 
in Table 3.2 using Eq. (3.16) as the difference between columns 5 and 1 or columns 6 and 2 in 
Table 3.2. For example, the total float of the sixth repetitive unit in activity A (𝑇𝐹 ) is calculated 
as the difference between its (1) late finish (𝐿𝐹 ) and early finish (𝐸𝐹 ); or (2) late start (𝐿𝑆 ) 
and early start (𝐸𝑆 ) {𝑇𝐹 = [𝐿𝐹  −  𝐸𝐹 ] 𝑜𝑟[𝐿𝑆  −  𝐸𝑆 ]  = [20 − 16]𝑜𝑟 [18 − 14] =
4}.  
According to the results of 𝑆𝐼𝐹  and 𝑇𝐹 , the activities in this repetitive construction 
protect example can be categorized into four types: (1) activities that have interruption and project 
delay effects that includes all activity units that have zero successor interruption float (𝑆𝐼𝐹 = 0) 
and zero total float (𝑇𝐹 = 0) such as A1, activity C from unit 1 through 4, and activity D from 
unit 1 through 6; (2) activities that have only interruption effect that includes all activity units that 
have zero successor interruption float (𝑆𝐼𝐹 = 0) only such as activity A from unit 2 through 6, 
and activity C6; (3) activities that have only project delay effect that includes all activity units that 
have neither total float (𝑇𝐹 = 0) nor successors such as activity F from unit 1 through 6; and (4) 
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activities that have neither interruption nor project delay effect that includes all activity units that 
have successor interruption float (𝑆𝐼𝐹 > 0) and total float (𝑇𝐹 > 0) such as activity B from unit 
1 through 6, and activity E from unit 1 through 6.  
3.5.3 Phase 3: Successor interruption quantification 
In this phase, the model was used to assess and quantify the impact of a hypothetical delay 
that ranges from 1 to 4 days (𝐷𝑙 = 1 𝑡𝑜 4 𝑑𝑎𝑦𝑠) in the completion time of each repetitive activity 
unit (𝑖, 𝑗) on its successors. Accordingly, the model was used to calculate the impact of that 
hypothetical range of delays on (1) the total number of interruption days (𝑇𝐷 (𝐷𝑙)); and (2) total 
interruption costs (𝑇𝐶 (𝐷𝑙)) suffered by all of its successors, as shown in Tables 3.3 and 3.4. The 
model was also used to identify all successor repetitive activity units (𝑇𝑈 (𝐷𝑙)) that will be 
interrupted because of that hypothetical delay, as shown in Tables 3.3 and 3.4. For example, the 
impact of a hypothetical two-day delay in the completion time of the third repetitive unit of activity 
C (C3) was quantified by the model to be (1) total duration of 6 interruption days in the work 
continuity of C3 successors (𝑇𝐷 (2) = 6); and (2) total interruption costs of $8,200 caused by 
disruption in the work continuity of C3 successors (𝑇𝐶 (2) = $8200), as shown in Table 3.3. 
Furthermore, the model identified that the successor repetitive activity units that will be interrupted 
because of that hypothetical one-day delay in C3 are repetitive units D3, D4, E6, and F6 
(𝑇𝑈 (2) =  𝐷3, D4, E6, F6), as shown in Table 3.3. The model assessed and quantified the 
impact of this example two-day delay in C3 using (a) the aforementioned unit buffer that is 
calculated for all repetitive units starting from activity C to the last activity F, as shown in Figure 
3.14(A); and (2) whether the delay is before, at, or after the control point between activity C and 
its successors D and E, as shown in Figure 3.14(B). The same procedure was utilized to calculate 
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the 𝑇𝐷 , 𝑇𝐶  and 𝑇𝑈  for all repetitive activity units (𝑖, 𝑗) due to hypothetical delays that ranged 
from 1 to 4 days (𝐷𝑙 = 1 𝑡𝑜 4 𝑑𝑎𝑦𝑠), as shown in Tables 3.3 and 3.4.  
 
A. Unit Buffer Computation for Successors of 
Activity C 
B. Successors Interruption Impact Due to Two-day 
Delay in Completion of C3. 
Figure 3.14. Late Schedule Computation. 
It should be noted that the relation between the increase in activity delay and its interruption 
impact is not always linear. For example, one-day delay in A2 will cause one-day interruption 
before B3 only with total cost $1400 but three-days delay in the same activity unit will create 
seven-days interruption before five activity units which are B3, C2, D4, E6 and F6 with total cost 
$9500. Other activity units can have a linear relation between the increase in its delay and the 
interruption impact of that delay such as activity unit A1. For example, a one-day delay in activity 
unit A1 causes five-days interruption and $6700 in interruption cost for its successors and that 
impact doubles to ten-days interruption $13400 interruption cost when the delay in A1 is doubled 





Table 3.3. Impact of 1-day and 2-day Delays 
Activity Impact of 1-day Delay of Activity (𝒊, 𝒋) 
on Successors 















A1 B3, C1, D4, E6, F6 5 6700 B3,C1,D3,D4,E6,F6 10 13400 
A2 B3 1 1400 B3 2 2800 
A3 B3 1 1400 B3 2 2800 
A4 B6 1 1400 B5,B6 2 2800 
A5 B6 1 1400 B5,B6 2 2800 
A6 B6 1 1400 B6 2 2800 
B1   0 0   0 0 
B2   0 0   0 0 
B3   0 0   0 0 
B4   0 0   0 0 
B5   0 0   0 0 
B6   0 0   0 0 
C1 D4, E6, F6 3 4100 D3,D4,E6,F6 6 8200 
C2 D4, E6, F6 3 4100 D3,D4,E6,F6 6 8200 
C3 D4, E6, F6 3 4100 D3,D4,E6,F6 6 8200 
C4 D4, E6, F6 3 4100 D4,E6,F6 6 8200 
C6 E6 1 1000 E6 2 2000 
D1 F6 1 1500 F6 2 3000 
D2 F6 1 1500 F6 2 3000 
D3 F6 1 1500 F6 2 3000 
D4 F6 1 1500 F6 2 3000 
D5 F6 1 1500 F6 2 3000 
D6 F6 1 1500 F6 2 3000 
E1   0 0   0 0 
E2   0 0   0 0 
E3   0 0   0 0 
E4   0 0   0 0 
E5   0 0   0 0 
E6   0 0   0 0 
F1   0 0   0 0 
F2   0 0   0 0 
F3   0 0   0 0 
F4   0 0   0 0 
F5   0 0   0 0 




Table 3.4. Impact of 3-day and 4-day Delays 
Activity Impact of 3-day Delay of Activity (𝒊, 𝒋) on 
Successors 


















A2 B3,C2,D4,E6,F6 7 9500 B2,B3,C2,D3,D4, 
E6,F6 
12 16200 
A3 B3,C3,D4,E6,F6 7 9500 B3,C3,D3,D4,E6,F6 12 16200 




A5 B5,B6,C6,E6 5 6400 B5,B6,C6,E6 8 10000 
A6 B6,C6,E6 5 6400 B6,C6,E6 8 10000 
B1  0 0  0 0 
B2  0 0  0 0 
B3  0 0  0 0 
B4  0 0  0 0 
B5  0 0  0 0 















C3 D3,D4,E4,E6,F5,F6 9 12300 D3,D4,E4,E6,F5,F6 12 16400 
C4 D4,E4,E6,F5,F6 9 12300 D4,E4,E6,F5,F6 12 16400 
C6 D6,E6,F6 5 6100 D6,E6,F6 8 10200 
D1 F5,F6 3 4500 F5,F6 4 6000 
D2 F5,F6 3 4500 F5,F6 4 6000 
D3 F5,F6 3 4500 F5,F6 4 6000 
D4 F5,F6 3 4500 F5,F6 4 6000 
D5 F5,F6 3 4500 F5,F6 4 6000 
D6 F6 3 4500 F6 4 6000 
E1  0 0  0 0 
E2  0 0  0 0 
E3  0 0  0 0 
E4  0 0  0 0 
E5  0 0  0 0 
E6  0 0  0 0 
F1  0 0  0 0 
F2  0 0  0 0 
F3  0 0  0 0 
F4  0 0  0 0 
F5  0 0  0 0 
F6  0 0  0 0 
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3.6 Discussion  
The novelty of the present scheduling model can be highlighted by comparing its results to 
those generated by aforementioned existing related models that are based on controlling activity 
path technique (Harmelink and Rowings 1998; Harris and Ioannou 1998; Ammar and Elbeltagi 
2001) and rate float technique (Ammar 2003; Awwad and Ioannou 2007; Harmelink 2001; Lucko 
and Peña Orozco 2009), as shown in Table 3.5. This comparison confirms the contributions of the 
developed model and its unique capabilities of: (1) calculating a novel type of float (𝑆𝐼𝐹 ) to 
specify the total amount of time that an activity can be delayed beyond its early start without 
interrupting the work continuity of any of its successors; (2) quantifying the impact of activity 
delays on interrupting the crew work continuity of all successor activities, and (3) identifying the 
specific successor repetitive activity units that will be interrupted due to unexpected delays in each 
repetitive activity unit. 
Table 3.5. Comparison Between Capabilities of Present Model and Existing Related Models. 
The developed model also provides construction planners and managers with the novel 
capability of classifying project activities according to the severity of their delay impact into four 
categories: (1) activities that cause interruption and project delay; (2) activities that cause only 











(𝑆𝐼𝐹) that specifies 
total time an 
activity can be 
delayed without 
interrupting any of 
its successors  
Quantifying impact 
of activity delays on 











that will be 
interrupted 
because of any 
activity delay 
𝑇𝑆𝐼𝑈(𝐷𝑙) 
Existing Models Yes Yes NO NO NO 
Present Model Yes Yes Yes Yes Yes 
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interruption nor project delay. For example, activities A5 and B1 are classified by existing models 
as non-critical activities because they both have a total float of four days (𝑇𝐹 = 4 𝑑𝑎𝑦𝑠), as shown 
in Table 2. Unlike existing models, the present model classifies A5 (𝑆𝐼𝐹 = 0, 𝑇𝐹 = 4) as 
category 3 and B1 (𝑆𝐼𝐹 = 4, 𝑇𝐹 = 4) as category 4. This novel classification enables 
construction planners and managers to provide higher attention to A5 compared to B1 because any 
delay in its completion during construction will interrupt its successors and potentially cause 
additional costs.  
Furthermore, the current model quantifies and identifies the impact of unexpected activity 
delays on the planned schedule of all of its successors, assuming that all successors will start as 
planned. Construction planners and managers can analyse the impacts of these activity delays and 
develop a mitigation plan to minimize their negative effects if and when they are encountered. 
Such a mitigation plan may include: (1) delaying the deployment date of interrupted crews in 
successor activities to eliminate their interruption; (2) delaying the start of the first interrupted unit 
in the successor activity by a duration equal to the summation of all its interruption days to enable 
its temporary redeployment and utilization in other projects and/or activities, if its movement cost 
is less than its idle cost; and/or (3) slowing down the productivity and progress of affected 
successor crews to minimize their interruption. For example, Figure 11 (B) shows that an 
unexpected two-day delay in the completion time of C3 causes a 6-day interruption duration with 
total interruption costs of $8,200 due to the disruption in the work continuity of the construction 
crews in repetitive units D3, D4, E6 and F6. To minimize these effects, a construction planner can 
develop a mitigation plan that: (a) delays the deployment date of construction crews of activities 
E and F by two-days to start activity E on day 20 instead of day 19 and activity F on day 26 instead 
of day 24 to eliminate their interruptions; (b) delays the start of D3 to day 19 instead of day 18 to 
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enable the execution of units D3 to D6 without interruptions, and the temporary deployment and 
use of the construction crew in another activity or project for two-days; and/or (c) slowing down 
the progress and productivity of the crews assigned to activities E and F to enable them to start on 
their planned dates and minimize their interruption.  
3.7 Conclusion  
Several scheduling models have been developed to identify critical activities and calculate 
the float for activities in repetitive construction projects. These models focused on quantifying 
activity delays on project completion time and did not investigate and quantify the impact of these 
delays on the crew work continuity of successor activities. To overcome this limitation, a novel 
scheduling model was developed for both serial and non-serial repetitive construction projects to 
analyse and quantify the impact of any unexpected delays in the completion of an activity on 
interrupting the crew work continuity of all its successor activities. The model was developed in 
three phases: scheduling phase, floats computation phase, and successor interruption quantification 
phase. The schedule computation phase provided a methodology for calculating the latest start and 
finish times of each repetitive activity that do not cause interruption in the crew work continuity 
of any of its successor activities. The float calculation phase presented a novel successor-
interruption float to analyse the impact of delaying the early completion of repetitive construction 
activities on the crew work continuity of their successors. The successor interruption quantification 
phase provided a methodology to calculate the impact of any delay in each activity unit on the total 
number of interruption days and total interruption costs suffered by all of its successors and 
identify the specific successor repetitive activity units that will be interrupted due to that delay. 
The scope of the developed scheduling model is limited to repetitive construction projects that 
enforce crew work continuity constraint for all activities during the planning and scheduling phase. 
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The model was developed based on a number of assumptions, including: (1) a single crew 
formation is assigned to construct each construction activity sequentially moving from the first 
repetitive unit to the last, where each of these crew formations can consist of one or more 
construction crews that can work in the same unit simultaneously; and (2) precedence relationships 
among all successor activities in all repetitive units are finish-to-start with or without lag time. An 
application example of a repetitive construction project from the literature was analysed to 
illustrate the use of the current model and demonstrate its capabilities. These novel and unique 
model capabilities provide much needed support for construction planners and enable them to 
quantify and minimise the impact of unexpected delays in the completion of each activity on the 
crew work continuity of its successor activities. The scope of the developed model can be extended 
in future research to enable the use of (a) multiple crew formations that can work simultaneously 
in the repetitive units of each activity; and (b) additional precedence relationship types among the 
repetitive activities such as start-to-start, finish-to-finish, and start-to-finish.  
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CHAPTER 4: STOCHASTIC MODEL FOR OPTIMIZING THE SCHEDULING 
OF CREW DEPLOYMENTS 
4.1 Introduction 
The objective of this chapter is to develop a novel multi-objective stochastic scheduling 
optimization model for both serial and non-serial repetitive construction projects that is capable of 
identifying an optimal/near optimal deployment plan for each construction crew that minimizes: 
(a) expected project duration; and (b) expected crew deployment plan cost including crew 
interruption cost, project penalty cost, and project overhead costs/savings. As shown in Figure 4.1, 
the developed model computations are performed in three major modules: (1) simulation module 
that calculates the earliest crew deployment dates for all construction crews in the project while 
considering uncertainty in their production rate and ensuring their full compliance with the work 
continuity constraint; (2) optimization module that searches for and identifies a near optimal crew 
deployment plan for construction crews that minimize their impact on both the project duration 
and the crew deployment plan cost, and (3) fitness module that computes the expected project 
duration and crew deployment plan cost at planner-specified confidence level for each feasible 
solution generated by the optimization module. The following sections describe each of these three 
modules and analyze an application example to illustrate the use of the model and demonstrate its 




Figure 4.1. Stochastic Scheduling Model for Repetitive Construction Projects 
4.2 Simulation Module 
This module is designed to identify the earliest crew deployment date (𝐸 ) for each activity 
(𝑖) that satisfies full crew work continuity at the highest confidence level (α ≈ 100%). For example, 
day 27 is the earliest day that activity B crew (see case 2 in Figure 4.4) can be deployed with full 
(100%) confidence that it will not be interrupted due to the risk of delays in its predecessor activity 
A. If crew B is deployed earlier, it runs the risk of being interrupted if it achieves its highest 
production rate and its predecessor was delayed, as shown in case 1 in Figure 4.4. These identified 
crew deployment dates will be used to limit the ranges of each decision variable in order to reduce 
the search space and computation time of the optimization module. This module utilizes Monte 
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Carlo simulation (Diaz and Hadipriono 1993; Tokdemir et al. 2019) to account for the uncertainty 
in the production rate of crews assigned to all project activities. The computations of this module 
are performed in following two stages, as shown in Figure 4.2.  
 
Figure 4.2 Simulation Module Computations. 
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4.2.1 Stage 1: Generate Random Duration for Each Activity 
The purpose of this stage is to generate a set of possible durations (𝐷 = 𝔻  ×  ) for each 
activity (𝑖) based on the probability distribution function of the production rate (𝑃𝐷𝐹 ) of its crew, 
as shown in Eq. (4.1). This stage generates random simulation iterations (𝑁 = 10,000 ) to 
consider the uncertainty in the production rate of construction crews and provide a good 
representation of the project schedule (Diaz and Hadipriono 1993; Sakka and El-Sayegh 2007). 
For each iteration (𝑛), the duration (𝑑 ) of activity unit (𝑖, 𝑗) is calculated by generating a random 
production rate (𝑝 ) from the probability distribution function of its crew (𝑃𝐷𝐹 ), as shown in 
Eq.(4.2). It should be noted that the model assumes that a single crew formation is utilized to 
perform each repetitive activity. It also assumes that the production rate of the construction crew 
for each activity unit is assumed to be independent. This means that it does not affect the 
production rate of other activities. The probability distribution functions of crew production rates 
can be readily generated using historical crew performance data in similar prior projects in order 
to represent and analyze uncertainties caused by variations in labor productivity, weather, site 
conditions, material deliveries, and/or equipment breakdowns. The model provides flexibility of 
utilizing: Normal; Beta, Triangle; and Uniform probability distribution functions (𝑃𝐷𝐹) to 
represent the variability of crew production rates.  
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𝐷  = All generated durations of activity (𝑖), where each row represents the duration 
of all unit𝑠 (𝑗 = 1 𝑡𝑜 𝐽) in simulation iteration (𝑛) 
𝑑  = Duration of activity unit (𝑖, 𝑗) in simulation iteration (𝑛); 
𝑝  = Production rate of the construction crew of activity (𝑖) in unit (𝑗) in simulation 
iteration (𝑛); 
𝑄  = Quantity of work of activity unit (𝑖, 𝑗). 
4.2.2 Stage 2: Calculate Crew Earliest Deployment Date 
This stage is designed to calculate the earliest crew deployment date (𝐸 ) for each activity 
(𝑖) that fully complies with both the crew work continuity constraint at the highest confidence 
level (α ≈ 100%) and the precedence relationship constraint between activity (𝑖) and all its 
predecessors (𝐾 ), as shown in stage 2 in Figure 4.2. The earliest crew deployment date (𝐸 ) of 
activity (𝑖) is calculated as the maximum early crew deployment date (𝐸 ) in all iteration s 
(N=10,000), as shown in Eq.(4.3). As shown in in Figure 4.3, the early crew deployment date (𝐸 ) 
of activity (𝑖) in each iteration (𝑛) is calculated in two steps that are designed to: (1) calculate an 
initial early start and finish dates (𝐼𝐸𝑆 , 𝐼𝐸𝐹 ) of activity unit (𝑖, 𝑗) in iteration (𝑛) that satisfies 
crew availability and crew work continuity constraints, assuming that activity (𝑖) does not have 
any predecessors and can start on day zero; and (2) calculate the early crew deployment date (𝐸 ) 
which is equal to the required shift of the initial early schedule to maintain the crew work 
continuity of activity (𝑖) while complying with the precedence relationship between activity (𝑖) 
and all its predecessors (𝐾 ).  
𝐸 = 𝑚𝑎𝑥(𝐸 , 𝐸 , … … … , 𝐸 ) ∀ 𝑖 ∈ 𝐼  (4.3) 
Where, 
𝐸  = Early crew deployment date of activity (𝑖) that complies with both crew work 





Figure 4.3. Calculation of Early Crew Deployment Date (𝐸 ) for activity (𝐸) in Iteration (𝑛). 
4.3 Optimization Module 
The main purpose of this module is to search for and identify an optimal/near optimal 
deployment plan for all construction crews that simultaneously minimize: (1) expected project 
duration; (2) expected crew deployment plan cost including interruption costs for all crews that 
suffer from interruption in their work continuity, project penalty cost caused by exceeding project 
specified deadline, and/or project overhead cost/savings resulting from completing the project 
after/before its specified deadline. The optimization module is developed in three main stages that 
are designed to (a) identify all relevant decision variables, (b) formulate the optimization objective, 
and (c) implement optimization module.  
4.3.1 Decision Variables 
The decision variables in the present module are identified to enable planners to search for 
and identify a near optimal crew deployment date (𝑇 ) for each activity (𝑖) that is capable of 
optimizing its impact on crew work continuity at the activity level, and project duration at the 
project level simultaneously. The crew deployment date (𝑇 ) represents beginning of the day that 
a construction crew is ready to work in activity (𝑖) with full capacity. The crew deployment date 
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variable (𝑇 ) is modeled using a positive integer number that represents a set of feasible alternative 
crew deployment dates for activity (𝑖) that can range from a planner-specified minimum 
deployment date (𝑀 ) to the maximum deployment date (𝐸 ) identified in the aforementioned 
Simulation module, as shown in Eq.(4.4). For example, an identified decision variable (𝑇 = 4) 
represents that the crew assigned to the third activity (𝑖 = 3) will be deployed on site on day 4. 
𝑀 ≤  𝑇  ≤  𝐸  ∀ 𝑖 ∈ 𝐼 (4.4) 
Scheduling the crew deployment dates in uncertain repetitive construction projects can 
have a significant impact on the project duration and the work continuity of construction crews 
and their impacts on project cost. This can be illustrated using a simple example of three sequential 
activities A, B, and C that are repeated in four units, as shown in Figure 4.4. The scheduling of 
these activities and planning the deployment of their crews are affected by the uncertainty in the 
production rates of these crews. The range of possible schedules for each activity can be 
represented by the area bounded by the two lines representing the optimistic and pessimistic early 
start of the activity, as shown in Figure 4.4. In this example, two cases of early and late deployment 
plans are analyzed to illustrate the impact of deployment plan of construction crews assigned to 
activities B and C on: (1) project duration; (2) crew work interruptions; and (3) project costs 
affected by the crew deployment plan including (a) crew interruption cost, (b) project penalty cost 
caused by exceeding project specified deadline, and/or (c) project overhead cost/savings resulting 
from completing the project after/before its specified deadline. The main assumptions in this 
example are idle cost of crews assigned to activities B and C are $1,400, and $900 per day, 
respectively; project overhead cost rate is $800 per day; and penalty cost is $1,600 for each day of 
extension in project duration beyond the project specified deadline of 118 days. In the first case of 
early crew deployments, crews assigned to activities B and C are planned to be deployed on site 
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on day 18 and 36, respectively to minimize the risk of extending the project duration beyond its 
specified deadline. The maximum expected duration of the project in this case is 105 days; and its 
maximum expected costs affected by this crew deployment plan is $7,600 including (a) crew 
interruption cost of $18,000 caused by the 9 and 6 idle-days suffered by activity B and C crews, 
respectively, (b) project penalty cost of $0, and (c) project overhead savings of $10,400 realized 
by completing the project 13-days ahead of its specified deadline, as shown in Case 1 in Figure 
4.4. In the second case in Figure 1, the crew deployment dates of activities B and C are pushed 
back to day 27 and 51, respectively to minimize the risk of interrupting the work continuity of 
construction crews. The maximum expected project duration in this case is increased by 15-days 
to 120 days; and its maximum expected costs affected by this crew deployment plan decreased to 
$4,600 including (a) crew interruption cost of $0, (b) project penalty cost of $3,000 caused by the 
two-day delay beyond the project specified deadline of 118 days, and (c) additional project 
overhead cost of $1,600 due to completing the project two-day behind its specified deadline, as 
shown in Case 2 in Figure 4.4. The aforementioned example in Figure 4.4 illustrates the significant 
impact of construction crew deployment plans on project duration and cost that needs to be 




Case 1: Early Crew Deployment Plan Case 2: Late Crew Deployment Plan 
Figure 4.4. Stochastic Scheduling for Three Sequential Repetitive Activities A, B, and C 
4.3.2 Objective Function  
The model integrates two optimization objective functions that are designed to (1) 
minimize expected project duration time (𝐸𝐷(𝛼)); and (2) expected crew deployment plan cost 
(𝐸𝐶(𝛼)) at planner-specified confidence level (𝛼), as shown in Eq. (4.5) and (4.6), respectively. 
The model enables the calculation of 𝐸𝐷(𝛼) and 𝐸𝐶(𝛼) at a planner-specified confidence level 
(𝛼) to consider uncertainty in the production rate of construction crews in repetitive construction 
projects. It should be noted that these two optimization objectives are often conflicting, as shown 
in Figure 4.4. Accordingly, the model is designed to support multi-objective optimization to enable 
decision makers to search for and identify the deployment date for each construction crew that 
provide optimal trade-offs between these two conflicting objectives. 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐸𝐷(𝛼)  (4.5) 






𝐸𝐷(𝛼) =  Expected project duration corresponds to planner-specified confidence level 
(𝛼) in the cumulative distribution function of the project duration that was 
generated after the completion of (𝑁) simulation iterations; 
𝐸𝐶(𝛼)= Expected crew deployment plan cost corresponds to planner-specified 
confidence level (𝛼) in the cumulative distribution function of the crew 
deployment plan cost that was generated after the completion of (𝑁) 
simulation iterations. 
4.3.3 Implementation Stage 
The optimization module is implemented using genetic algorithms (GAs) due to their 
capabilities of searching for and identifying optimal/near optimal solutions in a large space with a 
reasonable computational time (Hegazy and Kamarah 2008; Hyari et al. 2009; Jun and El-Rayes 
2010; Said and El-Rayes 2010). The optimization module is implemented utilizing the 
nondominated sorting genetic algorithm II (NSGA-II) (Deb et al. 2002) and performed with the 
Distributed Evolutionary Algorithms (DEAP) framework in Python (Fortin et al. 2012). As shown 
in Figure 4.5, the optimization computations are executed in six main steps: 
1. Generate a number of random solutions (𝑠 = 1 𝑡𝑜 𝑆) for the first generation (𝑔 =
1), where each solution represents a selection of deployment dates for all 
construction crews (𝑖 = 1 to I) in the project within their specified ranges that are 
bounded by planner-specified minimum deployment date (𝑀 ) and maximum 
deployment date (𝐸 ) identified in the aforementioned Simulation module.  
2. Evaluate the fitness of each solution (𝑠 = 1 𝑡𝑜 𝑆) in the current generation (𝑔 =
1), by calculating the values of its two objective functions: expected project 
duration ( 𝐸𝐷 (𝛼) ) and expected crew deployment plan cost ( 𝐸𝐶 (𝛼) ) at a 




3. Rank all generated solutions (𝑆)using the nondominated sorting genetic algorithm 
II (NSGA-II) in two steps that: (a) sort all solutions into several Pareto front levels 
based on non-domination criteria; and (b) rank solutions in each Pareto front level 
based on crowding distance criteria to ensure a wider spread of solutions that 
prevents premature convergence to local optimal solutions (Deb et al. 2002). 
4. Select the best solutions from the current population considering their ranks to form 
the parent population for the next generation (𝑔 = 𝑔 + 1).  
5. Perform genetic algorithms operations of selection, crossover, and mutation to 
generate a child population. 
6. This procedure is repeated from step (2) through step (5) for each generation (𝑔) 
until reaching a predefined stopping criterion such as number of generations (𝑔 =





Figure 4.5 Optimization model computations
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4.4 Fitness Module 
The main objective of this module is to analyze the impact of decision variables (𝑇  ∀ 𝑖 ∈
𝐼) of solution (𝑠) on: (1) expected project duration (𝐸𝐷 (𝛼)) at planner-specified confidence level 
(𝛼); and (2) expected crew deployment plan cost (𝐸𝐶 (𝛼)) at the same confidence level (𝛼) that 
includes crew interruption cost, project penalty cost caused by delays in the expected project 
duration beyond the specified deadline, and/or project overhead cost/savings resulting from 
completing the project after/before its specified deadline. 
This module is designed to consider uncertainty in the production rate of all construction 
crews assigned to the project activities by utilizing Monte Carlo simulation similar to the earlier 
described simulation module in stage 1 to generate duration (𝐷 = 𝔻  × ) for each activity (𝑖) for 
a pre-defined number of possible simulation iterations (𝑁). For each iteration (𝑛), the model 
performs the following seven calculation steps, as shown in Figure 4.5. 
1- Calculate project schedule that complies with crew availability and precedence 
relationships constraints as shown in Eqs. (4.7) to (4.9). The crew availability constraint 
is used to ensure that a crew can start working on (a) the first repetitive unit (𝑗 = 1) of 
each activity (𝑖) as soon as it is deployed on site (𝑇 ), as shown in Eq.(4.7); and (b) 
subsequent repetitive units (𝑗 > 1) as soon as it finishes work in its predecessor unit 
(𝑗 − 1), as shown in Eq.(4.8). The crew precedence relationships constraint is used to 
ensure that a construction crew can start its work only after all preceding crews have 
completed their work in the same repetitive unit (j), as shown in Eqs. (4.7) and (4.8). 
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2- Identify project duration (𝑝𝑑 ) which is latest early finish of the last unit (𝐽) in the last 
construction activity in the project (I) that does not have any successors (𝑆𝑢 = Ø ), as 
shown in Eq.(4.10).  
3- Compute idle-time for each construction crew (𝐼𝑑 ) as the difference between its total 
employment time on the construction site and its actual working duration, as shown in 
Eq.(4.11).  
4- Calculate interruption cost (𝑖𝑐 ) caused by disrupting the work continuity of all 
construction crews based on their total interruption-days and daily interruption cost rates, 
as shown in Eq.(4.12). 
5- Identify project overhead costs/savings (𝑐𝑠 ) as a function of (a) the contractor’s daily 
indirect cost rate (𝐼𝑁𝑅) that accounts for all project overhead costs including site 
supervision, site utilities, and office overhead; and (b) the total number of days that the 
project duration (𝑝𝑑 ) exceeds or is ahead of the project specified deadline (𝑇𝐷), as 
shown in Eq.(4.13). 
6- Calculate project penalty cost (𝑝𝑐 ) based on (a) the project-specified daily penalty cost 
rate (𝑃𝑅); and (b) the total number of days that the project duration (𝑝𝑑 ) exceeds the 
project specified deadline (𝑇𝐷), if any, as shown in Eq.(4.14). 
7-  Calculate crew deployment plan cost (𝑑𝑐 ) that includes the aforementioned 
interruption cost (𝑖𝑐 ), project overhead costs/savings (𝑐𝑠 ), and project delay cost 
(𝑑𝑐 ), as shown in Eq.(4.15). 
𝐸𝑆 = 𝑚𝑎𝑥(𝐸𝐹 + 𝐿𝑎𝑔 ;  𝑇 )  ∀ 𝑖 ∈ 𝐼 & ∀ 𝑘 ∈ 𝐾   (4.7) 
𝐸𝑆 = 𝑚𝑎𝑥 𝐸𝐹 + 𝐿𝑎𝑔 ;  𝐸𝐹 ( )    ∀ 𝑘 ∈ 𝐾  & ∀ 𝑗 ∈ 𝐽 (4.8) 
𝐸𝐹 = 𝐸𝑆 +  𝑑    ∀ 𝑖 ∈ 𝐼 & ∀ 𝑗 ∈ 𝐽 (4.9) 
𝑝𝑑 = 𝑚𝑎𝑥(𝐸𝐹 )  𝑆𝑢 = Ø (4.10) 
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𝐼𝑑 = 𝐸𝐹 − 𝑇 −  𝑑   ∀ 𝑖 ∈ 𝐼  (4.11) 
𝑖𝑐 =  𝐼𝑑  ×  𝑖𝑑𝑐   ∀ 𝑖 ∈ 𝐼  (4.12) 
𝑐𝑠 = [𝑝𝑑 − 𝑇𝐷] × 𝐼𝑁𝑅  (4.13) 
𝑝𝑐 =




𝑝𝑑 > 𝑇𝐷 
𝑝𝑑 <= 𝑇𝐷 
(4.14) 
𝑑𝑐 = 𝑖𝑐 + 𝑐𝑠 + 𝑝𝑐   (4.15) 
Where, 
𝐸𝑆  = Early start of activity unit (𝑖, 𝑗) in simulation iteration (𝑛); 
𝐾  = predecessors of activity (𝑖); 
𝐿𝑎𝑔 = Lag duration between activity (𝑖) and its predecessor (𝑘); 
𝑆𝑇 = Deployment date of the crew assigned to activity (𝑖) in solution (𝑠); 
𝐸𝑆 = Early start of activity unit (𝑖, 𝑗); 
𝐸𝐹 = Early finish of activity unit (𝑖, 𝑗) in simulation iteration (𝑛); 
𝑝𝑑 = Project duration in simulation iteration (𝑛); 
𝐼𝑑 = Idle-time suffered by the crew assigned to activity (𝑖) in simulation iteration 
(𝑛); 
𝑖𝑑𝑐 = Daily crew interruption cost rate for activity (𝑖); 
𝑖𝑐 = Total interruption cost of all crews in simulation iteration (𝑛); 
𝑐𝑠 = Project overhead costs/savings in simulation iteration (𝑛); 
𝐼𝑁𝑅 = Daily project indirect cost rate; 
𝑝𝑐 = Project penalty cost if project duration (𝑝𝑑 ) exceeds the project specified 
deadline (𝑇𝐷) in simulation iteration (𝑛); 
𝑃𝑅 = Project-specified daily penalty cost rate; 
𝑑𝑐 = Crew deployment plan cost of solution (𝑠) in simulation iteration (𝑛); 
4.5 Case Study  
A real-life example of a street renovation project is analyzed to illustrate the use of the 
optimization model and demonstrate its capabilities. The project consists of 15 non-serial activities 
that are repeated in six different sections of the street with a total length of 9,612 feet (see sample 
construction plan in Figure 4.6) and a total cost of $11,446,200. The construction activities of this 
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project include demolishing pavement and curb, laying storm sewer, street pavement and side walk 
pavement, as shown in Figure 4.7. The quantities of work for the 15 activities in each section of 
the street renovation project are summarized in Table 4.1. The precedence relationships among all 
repetitive activities are finish-to-start with no lag time, as shown in Table 4.2. The city department 
of public works requires the construction of this project to be completed in 110 days and specifies 
that the daily penalty cost for exceeding this deadline is $8,500/day. The contractor estimates that 
the daily indirect cost rate of this project to be $3,500/day. The construction crew data are 
summarized in Table 4.2, including estimated crew daily output rates and their uncertainties, daily 
cost of idle-time, and successor activities. These uncertainties in crew daily output rates are 
presented in this example by different types of the probability distribution functions (𝑃𝐷𝐹𝑠) to 
demonstrate the flexibility of the current model in analyzing a wide range of PDFs. 





Repetitive Section  
1 2 3 4 5 6 
A Demolishing pavement and curb S.Y. 5,993 8,990 7,192 7,791 6,892 8,390 
B Excavation  C.Y. 2,056 3,084 2,467 2,673 2,364 2,878 
C Demolish side walk S.F. 15,585 23,378 18,702 20,261 17,923 21,819 
D Trench excavation for storm sewer L.F. 1,200 1,800 1,440 1,560 1,380 1,680 
E Storm sewer removal L.F. 597 896 716 776 687 836 
F Laying storm sewer  L.F. 1,144 1,716 1,373 1,487 1,316 1,602 
G Trench backfill for storm sewer C.Y. 200 300 240 260 230 280 
H Aggregate base course S.Y. 6,964 10,446 8,357 9,053 8,009 9,750 
I 
Combined Concrete Curb and gutter 
poring  
L.F. 2,677 4,016 3,212 3,480 3,079 3,748 
J PCC pavement 8'' (joined) S.Y. 5,821 8,732 6,985 7,567 6,694 8,149 
K PCC drive way pavement 8''  S.Y. 327 491 392 425 376 458 
L PCC side walk pavement 8''  S.F. 15,872 23,808 19,046 20,634 18,253 22,221 
M Toping soil furnish and place, 4'' S.Y. 1,744 2,616 2,093 2,267 2,006 2,442 
N Sodding S.Y. 1,515 2,273 1,818 1,970 1,742 2,121 





Figure 4.6 sample construction plan 
 
  
A. Demolishing pavement and curb B. Laying storm sewer 
  
C. Street pavement D. Side walk pavement 




Table 4.2 Construction Crews Data 
Activity 
ID 










A 1400 2000 2200 0 Triangle  7,950  B 
B 750 1000 1120 0 Beta  8,800  C, and D 
C 2250 2500 3000 0 Triangle  2,050  L 
D 560 800 960 0 Beta  2,550  E 
E 800 1000 1200 0 Uniform  3,800  F 
F 140 200 220 0 Beta  5,200  G 
G 112 160 176 0 Triangle  2,000  H 
H 1225 1750 2012 0 Beta  2,250  I 
I 960 1200 1320 0 Beta  5,550  J 
J 875 1250 1500 0 Beta  3,800  K and L 
K 105 150 180 0 Triangle  3,800  O 
L 1400 2000 2400 0 Beta  2,800  M 
M 0 1000 0 130 Normal  850  N 
N 0 1500 0 150 Normal  1,500  O 
O 1125 1500 1875 0 Uniform  1,000  B 
 
The application example was analyzed by the present model to illustrate its unique and 
original capabilities in generating optimal/near optimal tradeoffs between project duration and 
crew deployment plan cost at a planner-specified 85% confidence level (𝛼 = 85%). The 
optimization computations were performed using the aforementioned three main modules. First, 
the Simulation module was used to calculate the earliest crew deployment date (𝐸 ) for each 
activity (𝑖) that satisfies the full work continuity at a max confidence level (𝛼 ≈ 100%) while 
considering uncertainty in the production rates of all construction crews in the project, using the 
computation procedure in Figure 4.2. These computations were performed in two stages. In the 
first stage, Monte Carlo simulation with a total number of iteration s (N=10,000) was utilized to 
generate a variety of random durations (𝐷 = 𝔻 ,  ×  ) for each activity (𝑖) to consider the 
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uncertainty in its crew production. In the second stage, these durations were utilized to calculate 
the earliest deployment dates of all construction crews in the project that achieves full crew work 
continuity at the highest confidence level (α ≈ 100%). The calculation of 𝐸  was performed in a 
forward pass progressing throughout the project starting from the first activity (𝑖 = 𝐴) to the last 
one (𝑖 = 𝑂). For example, the earliest deployment date for activity C was calculated as the 
maximum early crew deployment date (𝐸 = 18) in all the generated 10,000 schedule iteration s 
(N=10,000) while considering the earliest crew deployment date of its predecessor activity B 
(𝐸 = 16). The same procedure was utilized to calculate the earliest crew deployment dates (𝐸 ) 
for all the other activities in the application example, as shown in Table 4.3. In addition, the planner 
specified that all construction crews in this project are available for deployment on site starting 
from the first day of the project, as shown in Table 4.3. 
Table 4.3 Feasible Range of Construction Crew Deployment Dates  
Crew of 
Activity 
A B C D E F G H I J K L M N O 
𝑀  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
𝐸  0 16 18 24 34 34 76 77 99 101 129 108 168 179 180 
 
The feasible range of construction crew deployment dates in Table 3 creates a total number 
of possible deployment dates of (𝐸 + 1) for each construction crew. Accordingly, the total number 
of all possible combinations of deployment dates for all crews in this project is 4.73x1025 feasible 
alternative. Each of these crew deployment plan alternatives leads to a different project schedule 
that provides a unique project duration and crew deployment plan cost for this street renovation 
project. Calculating the crew deployment plan cost and project duration for all these 4.73x1025 
feasible alternatives to identify an optimal deployment plan for all construction crews in the project 
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is impractical due to its prohibitive computational time and effort. To support construction planner 
in this challenging task, the developed model was utilized to identify near-optimal solutions that 
provide optimal trade-offs between its two optimization objectives of minimizing project duration 
and minimizing crew deployment plan cost at confidence level (𝛼 = 85%).  
The model was able to generate ten non-dominated near-optimal solutions, where each 
represents a unique and optimal trade-off between the two objective functions, as shown Figure 
4.8. This range of optimal trade-offs between the project duration and the crew deployment plan 
cost includes one solution (S4) that meets the specified deadline with a crew deployment plan cost 
of $393,175, as shown Figure 4.8 and Table 4.4. S4 splits the Pareto front into two groups of 
solutions. The first group represented in S1 to S3 provides a project completion time ahead of the 
specified deadline and higher crew deployment plan cost. For example, S1 represents the extreme 
solution in this group with a minimum project duration of 107 days with the highest crew 
deployment plan cost of $454,884. This solution (S1) was able to achieve a project duration 3-
days ahead of the specified deadline by selecting the earliest possible deployment plan for the 
construction crews in order to finish activities sooner, as shown Figure 4.8 and Table 4.4. This 
solution, however, provides a 15.70% higher crew deployment plan cost of $454,884 compared to 
that of S4 that had a crew deployment plan cost of $393,175 due to an increase in the idle-time of 
construction crews that had earlier deployment dates than solution S4.  
On the other hand, the second group of generated optimal tradeoff solutions (S5 to S10) 
exceed the specified project deadline and provide lower crew deployment plan cost than solution 
S4, as shown in Figure 4.8. For example, S10 represents the extreme solution in this group with 
the minimum crew deployment plan cost of $361,790 at the longest project duration of 120 days. 
This solution (S10) achieves the minimum crew deployment plan cost of $361,790 for this example 
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by pushing the deployment date of all construction crews to later dates to minimize their idle-time 
and interruption costs, as shown Figure 4.8 and Table 4.4. This least expensive solution, however, 
results in exceeding the specified project deadline by 10-days. It should be noted that the model is 
also capable of providing additional non-dominated optimal trade-offs between expected project 
duration and expected crew deployment plan cost for other planner-specified confidence levels. 
For example, Table 4.5 illustrates two additional non-dominated optimal trade-offs between 
project duration and crew deployment plan cost that were generated at planner-specified 
confidence levels (𝛼 = 80%) and (𝛼 = 90%) for the same case study. 
This analysis illustrates the capability of the developed model to consider uncertainty in 
production rates of the construction crews and generate Pareto optimal solutions, where each 
provides a unique and optimal trade-off between the project duration and its crew deployment plan 
cost, as shown in Figure 4.8. This enables planners to generate and analyze these optimal trade-
offs and identify an optimal schedule of crew deployment dates that provides an optimal tradeoff 
between project duration and a crew deployment plan cost. Furthermore, the application example 
results clearly illustrate the impact of the crew deployment dates on the project duration and the 
additional cost resulting from project delays and/or interruptions in crew work continuity.  







) Crew deployment date (𝑆𝑇 ) 
Confidence Level 
 (𝛼 = 85%) 








1 0 4 8 6 7 8 19 20 26 28 68 33 76 79 76 107 454,884 
4 0 5 14 7 9 9 22 24 30 32 70 37 81 83 84 110 393,175 





Figure 4.8 Optimal Trade-Offs between Project Duration and Crew Deployment Plan Cost at Planner-




Table 4.5 Optimal Trade-Offs between Project Duration and Crew Deployment Plan Cost at Planner-
specified Confidence Levels (𝛼 = 80%) and (𝛼 = 90%). 
Solution 
(𝑠) 
Planner-specified Confidence Level 
(𝛼 = 80%) 
Planner-specified Confidence Level 








plan cost ($) 
1 106 $ 1,237,525 108 $ 1,226,310 
2 107 $ 1,212,840 109 $ 506,429 
3 108 $ 1,077,250 111 $ 404,594 
4 109 $ 486,900 112 $ 399,009 
5 110 $ 385,340 113 $ 387,604 
6 111 $ 379,869 116 $ 380,950 
7 112 $ 368,259 119 $ 378,920 
8 114 $ 364,730 120 $ 370,500 
9 115 $ 361,070   
10 119 $ 354,624   
11 120 $ 352,480   
4.6 Conclusion  
A novel multi-objective stochastic scheduling optimization model was developed for both 
serial and non-serial repetitive construction projects to identify optimal crew deployment plans 
that provide optimal trade-offs between expected project duration and expected crew deployment 
plan cost. The computations in the developed model are organized in three main modules: 
simulation module, optimization module, and fitness module. First, the simulation module 
integrates a resource-driven scheduling algorithm and Monte Carlo simulation to identify the 
earliest crew deployment dates for all construction crews in the project that fully comply with crew 
work continuity while considering uncertainty in crew production rates. Second, the optimization 
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module uses multi-objective genetic algorithms to identify optimal crew deployment plans for 
construction crews that generate optimal trade-offs between the project duration and the crew 
deployment plan cost. Third, the fitness module calculates expected project duration and expected 
crew deployment plan cost for each crew deployment plan generated by the optimization module. 
 A real-life example of a street renovation project was analyzed to illustrate the use of the 
developed model. The results of this analysis highlight the original contributions of the developed 
model and its unique capabilities in generating optimal crew deployment plans that provide 
optimal trade-offs between project duration and crew deployment plan cost while considering 
uncertainty in the production rates of construction crews. These novel and unique model 
capabilities provide much needed support for construction planners and enable them to generate 
and identify optimal crew deployment plans that minimize their impact on project duration and 
cost. This is expected to advance timely and cost-effective delivery of repetitive construction 





CHAPTER 5: STOCHASTIC OPTIMIZATION MODEL FOR MINIMIZING 
EXPECTED PROJECT DURATION AND COST  
5.1 Introduction 
The objective of this chapter is to develop a novel multi-objective stochastic scheduling 
optimization model for both serial and non-serial repetitive construction projects that is capable of 
searching for and identifying an optimal crew formation and crew deployment date for each 
activity that minimize both expected project duration and cost. As shown in Figure 5.1, the 
developed model computations are performed in two main modules: (1) optimization module that 
searches for and identifies an optimal crew formation and crew deployment date for each activity 
that minimizes total project duration and cost, simultaneously; and (2) simulation module that 
calculates expected project duration and cost for each generated solution in the optimization 
module. The following two sections describe the development and computations of these modules. 
 
Figure 5.1. Stochastic Scheduling Model for Repetitive Construction Projects 
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5.2 Optimization Module 
The main purpose of this module is to search for and identify an optimal crew formation 
(𝑚∗) and crew deployment date 𝑇∗  for each construction activity(𝑖) in the project that 
simultaneously minimize the expected project duration and cost at a planner-specified confidence 
level (𝛼). The optimization module is developed in three main stages that are designed to (a) 
identify all relevant decision variables, (b) formulate the two optimization objectives of 
minimizing expected project duration and cost, and (c) implement the optimization computations.  
5.2.1 Decision Variables Stage 
The decision variables of the present model are designed to represent all feasible 
alternatives for scheduling repetitive construction projects that affect project duration, and cost. In 
this model, the decision variables are identified to represent the selection of crew formations and 
crew deployment dates for each construction activity in the project. First, the crew formation 
variable (𝑚 ) represents the selection from a set of feasible crew configurations and sizes (𝑀 ) for 
each activity (𝑖). For example, an excavation activity can be constructed using four alternative 
crew configurations and sizes (RSMeans data 2018), as shown in Table 5.1. Each of these 
alternative crew formations has a unique impact on the activity and project duration and cost (see 
Table 5.1). In order to minimize project duration and cost, the planner needs to analyze the impact 
of these alternative crew formations in order to select an optimal solution (𝑚 ) for each activity 
(𝑖) in the project. Accordingly, the crew formation variable (𝑚 ) for each activity (𝑖) is 
represented in this model with a positive integer number that ranges from 1 to a planner-specified 
maximum number of feasible alternatives (𝑀 ), as shown in Eq. (5.1). For example, (𝑚 = 2) 
represents the selection of the second crew formation for the third repetitive activity (𝑖 =  3) from 
a set of four feasible alternatives (𝑀 = 4). 
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Table 5.1 Crew Data for Excavation (RSMeans data 2018) 

























1 ≤  𝑚  ≤  𝑀  ∀ 𝑖 ∈ 𝐼 (5.1) 
The second identified decision variable in this model is the crew deployment date (𝑇 ) 
that is designed to represent the first day that crew formation (𝑚 ) is ready to be deployed on site 
to start working on activity (𝑖). The crew deployment date variable (𝑇 ) for crew formation (𝑚) 
assigned to activity (𝑖) is modeled with a positive integer value that ranges from a planner-
specified early (𝐸 ) to late crew deployment date (𝐿 ), as shown in Eq.(5.2). For example, 
decision variable (𝑇 = 5) represents that the selection of deployment date 5 for the third crew 
formation (𝑚 = 3) assigned to second repetitive activity (𝑖 = 2).  
𝐸 ≤  𝑇  ≤  𝐿  𝑚  ∈  𝑀  & ∀ 𝑖 ∈ 𝐼 (5.2) 
The crew deployment dates of construction crews have a direct impact on their work 
continuity and project duration (see Figure 5.2), and accordingly they affect crew interruption cost, 
project overhead cost and total project cost, as shown in Figure 5.2. This can be illustrated using 
two simple cases of early and late crew deployment dates of construction activities B and C, as 
shown in Figure 5.2. In these cases, it is assumed that the daily crew idle cost of activity B is 
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$2,000 per day, and the daily project overhead cost rate is $1,000 per day. The first case in in 
Figure 5.2 shows that the crews assigned to construct activities B and C are scheduled to be 
deployed on site on day 4 and 7, respectively. This early crew deployment plan results in total idle 
time of 3 days for crew B, project duration of 20 days, crew interruption cost of $6,000, project 
overhead cost of $20,000, and total crew interruption and project overhead costs of $26,000, as 
shown in case 1 in Figure 5.2. The second case in in Figure 5.2 shows that the crew deployment 
dates of activities B and C are delayed to day 7 and 10, respectively. This late crew deployment 
plan results in eliminating the idle time of crew B, extending project duration to 23 days, 
eliminating crew interruption cost, increasing project overhead cost to $23,000, and reducing total 
crew interruption and project overhead costs to $23,000, as shown in case 2 in Figure 5.2. This 
simple example illustrates the direct impact of crew deployment date on project duration and cost, 
and therefore it highlights the need for integrating crew deployment date (𝑇 ) as an important 
decision variable in the optimization model.  
 
Case 1: Early Crew Deployment Date Case 2: Late Crew Deployment Date 
Figure 5.2. Impact of crew deployment date on wok continuity and project duration and cost 
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5.2.2 Objective Function  
The model integrates two optimization objective functions to minimize: (1) expected 
project duration (𝐷(𝛼)); and (2) expected total project cost (𝐶(𝛼)) at planner-specified confidence 
level (𝛼), as shown in Eq.(5.3) and (5.4), respectively. These objective functions are calculated at 
a specified confidence level (𝛼) considering the available construction crews’ formations and 
uncertainty in their production rates in repetitive construction projects. It should be noted that these 
two optimization objectives are often conflicting. Accordingly, the model is designed to support 
multi-objective optimization to enable decision makers to generate optimal trade-offs between 
these two conflicting objectives.  
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐷(𝛼)  (5.3) 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐶(𝛼)  (5.4) 
Where, 
𝐷(𝛼) =  Expected project duration at the planner-specified confidence level (𝛼) in the 
cumulative distribution function of the project duration that was generated 
after the completion of (𝑁) simulation iterations; 
𝐶(𝛼)= Expected project cost at the planner-specified confidence level (𝛼) in the 
cumulative distribution function of the project cost that was generated after 
the completion of (𝑁) simulation iterations. 
 
5.2.3 Implementation Stage 
This stage is designed to support decision makers in their search for optimal trade-offs 
between expected project duration and total expected project cost. The optimization module is 
implemented using nondominated sorting genetic algorithm II (NSGA-II) (Deb et al. 2002) that 
support a multi-objective genetic algorithm. Genetic algorithms (GAs) are capable of searching 
for and identifying optimal/near optimal solutions in a large search space problems with a 
reasonable computational time (Fan et al. 2012; Hegazy and Kamarah 2008; Hyari and El-Rayes 
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2006; Hyari et al. 2009). The multi-objective optimization computations in this module are 
performed using the Distributed Evolutionary Algorithms (DEAP) framework in Python (Fortin 
et al. 2012) in six main steps that are designed to: 
1. Generate a number of random solutions (𝑠 = 1 𝑡𝑜 𝑆) for the first generation (𝑔 =
1), where each solution (𝑠) for each activity (𝑖) represents a random selection of 
crew formation (𝑚 ) from the planner-specified range of feasible alternatives (𝑀 ), 
and crew deployment date 𝑇  from the planner-specified feasible range [𝐸 ; 𝐿 ].  
2. Evaluate the two objective functions for each solution (𝑠 = 1 𝑡𝑜 𝑆) in the first 
generation (𝑔 = 1), by calculating its expected project duration (𝐷 (𝛼)) and its 
expected project cost (𝐶 (𝛼)) at a planner-specified confidence level (𝛼) using the 
simulation module, as shown in Figure 5.1.  
3. Rank all generated solutions (𝑆)using the nondominated sorting genetic algorithm 
II (NSGA-II) (Deb et al. 2002). 
4. Select the best solutions from the current population that provide higher optimal 
ranks and wider crowding distances to form the parent population for the next 
generation (𝑔 = 𝑔 + 1).  
5. Perform genetic algorithms operators of crossover, and mutation to generate the 
next child population. Each crossover operation provides two new children based 
on swapping the decision variables of their two parents at a randomly selected one 
or more points (Senouci and Al-Derham 2008). The mutation operation creates a 
new child by randomly changing the value of crew formation (𝑚 ) and its 
deployment date 𝑇  of activity (𝑖) in the selected solution. 
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6. Repeat steps 2 through 5 for each generation (𝑔) until reaching the GA stopping 
criterion which can be a specified number of generations (𝑔 = 𝐺) or a specified 
number of sequential generations with no improvements in the Pareto front.
5.3 Simulation Module 
This module is designed to calculate expected project duration (𝐷 (𝛼)) and cost (𝐶 ( )) at 
specified confidence level (𝛼) for each solution (s) generated in the optimization module while 
considering uncertainty in the production rate of crew formation (𝑚 ) and its deployment date 
(𝑇 ) for each activity (𝑖) in the project. This module utilizes Monte Carlo simulation (Diaz and 
Hadipriono 1993; Tokdemir et al. 2019) to model uncertainties associated with the production 
rates of the construction crews. The probability distribution functions of crew production rates can 
be readily generated using historical crew performance data in similar prior projects in order to 
represent and analyze uncertainties caused by variations in labor productivity, weather, site 
conditions, material deliveries, and/or equipment breakdowns. The module performs simulation 
by calculating the project schedule and cost and their cumulative distribution functions for a 
specified number of iterations (𝑁). A simulation with 10,000 iterations (𝑁 = 10,000 ) was 
reported to be adequate to consider uncertainty in the production rates of construction crews and 
to provide good representation of the associated risks in the scheduling of construction projects 
(Diaz and Hadipriono 1993; Sakka and El-Sayegh 2007). For each iteration (𝑛), the simulation 
calculations in this module are performed in seven steps.  
1- Calculate duration (𝑑 ) for each activity unit (𝑖, 𝑗) based on the randomly generated 
production rate (𝑝 ) of its crew formation (𝑚 ) from its probability distribution 
function (𝑃𝐷𝐹 ), as shown in Eq.(5.5). It should be noted that the model assumes: (a) 
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a single crew formation is utilized to perform each repetitive activity; and (b) the 
production rate of construction crews (𝑝 ) for each activity unit (𝑖, 𝑗) is independent, 
which means that 𝑝  does not affect the production rate of other activities. To provide 
flexibility in modeling varying crew production rates, this module enables planners to 
specify the probability distribution function (𝑃𝐷𝐹 ) of each crew formation (𝑚 ) to be 




  ∀ 𝑖 ∈ 𝐼 & ∀ 𝑗 ∈ 𝐽 (5.5) 
Where, 
𝑑  = Duration of activity unit (𝑖, 𝑗) in simulation iteration (𝑛); 
𝑝 =  Randomly generated production rate of crew formation (𝑚 ) that is assigned 
to activity unit (𝑖, 𝑗) in simulation iteration (𝑛); 
𝑄  = Quantity of work of activity unit (𝑖, 𝑗) in units of measurement such as cubic 
yards. 
2- Calculate project schedule for simulation iteration (𝑛) based on the activity durations of 
each activity unit (𝑖, 𝑗) calculated in the first step while complying with crew availability 
and precedence relationships constraints, using Eqs. (5.6) to (5.9).  
𝐸𝑆 = 0 𝐾  = Ø  (5.6) 
𝐸𝑆 = 𝑚𝑎𝑥 𝐸𝐹 + 𝐿𝑎𝑔 ;  𝑇    ∀ 𝑘 ∈ 𝐾  & 𝑗 = 1 (5.7) 
𝐸𝑆 = 𝑚𝑎𝑥 𝐸𝐹 + 𝐿𝑎𝑔 ;  𝐸𝐹 ( )    ∀ 𝑘 ∈ 𝐾  & ∀ 𝑗 ∈ 𝐽 (5.8) 
𝐸𝐹 = 𝐸𝑆 +  𝑑    ∀ 𝑖 ∈ 𝐼 & ∀ 𝑗 ∈ 𝐽 (5.9) 
Where, 
𝐸𝑆  = Early start of activity unit (𝑖, 𝑗) in simulation iteration (𝑛); 
𝐾  = Predecessors of activity (𝑖); 
𝐿𝑎𝑔 = Lag duration between activity (𝑖) and its predecessor (𝑘); 
𝑇 = Deployment date of crew (𝑚 ) assigned to activity (𝑖); 





3- Identify project duration (𝑝𝑑 ) in simulation iteration (𝑛) which is latest early finish of 
the last unit (𝐽) in the last construction activities in the project that do not have successors 
(𝑆𝑢 = Ø ), as shown in Eq. (5.10).  
𝑝𝑑 = 𝑚𝑎𝑥(𝐸𝐹 )   ∀ 𝑖 ∈ 𝐼 & 𝑆𝑢 = Ø (5.10) 
Where, 𝑝𝑑 = project duration in simulation iteration (𝑛). 
 
4- Calculate project direct cost (𝐷𝐶 ) in simulation iteration (𝑛) that consists of material, 
labor and equipment costs of all activities in all repetitive units, using Eq.(5.11). 
𝐷𝐶 =  𝑄 × 𝑀𝑐  + 𝐿𝑐 + 𝐸𝑐 ×  𝑑   (5.11) 
Where, 
𝐷𝐶  = Project direct cost of simulation iteration (𝑛); 
𝑀𝑐  = Material unit cost rate of activity (𝑖) in $/unit of measurement such as $/cubic yard; 
𝐿𝑐 = Labor daily cost rate of crew formation (𝑚 ) working on activity (𝑖) in $/day; 
𝐸𝑐 = Equipment daily cost rate of crew formation (𝑚 ) working on activity (𝑖) in $/day. 
 
 
5- Calculate total crew interruption cost (𝐼𝐶 ) of all project activities in simulation iteration 
(𝑛) based on crew idle-times and daily interruption costs, using in Eq.(5.12). 
𝐼𝐶 =  𝐼𝑑𝑐 × 𝐸𝐹 − 𝑇 −  𝑑    (5.12) 
Where, 
𝐼𝐶  = Total crew interruption cost of all project activities in simulation iteration (𝑛); 
𝐼𝑑𝑐 = Daily idle-time cost of crew formation (𝑚 ) working on activity (𝑖). 
 
6- Calculate project indirect cost (𝐼𝑁𝐶 ) based on the project duration (𝑝𝑑 ) and the 
contractor’s daily indirect cost rate (𝐼𝐶𝑅) using shown in Eq. (5.13). 
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𝐼𝑁𝐶 = 𝑝𝑑 × 𝐼𝐶𝑅  (5.13) 
Where, 
𝐼𝑁𝐶  = Project indirect cost in simulation iteration (𝑛); 
𝐼𝐶𝑅= Contractor’s daily indirect cost rate; 
7- Calculate total project cost (𝐶 ) in simulation iteration (𝑛) by summing up the project 
direct cost (𝐷𝐶 ), interruption cost (𝐼𝐶 ) and indirect cost (𝐼𝑁𝐶 ), using Eq.(5.14). 
𝐶 = 𝐷𝐶 + 𝐼𝐶 + 𝐼𝑁𝐶   (5.14) 
5.4 Model Verification  
The generated results by the developed model can be verified by comparing them to those 
provided by similar models in the literature. The main challenge in conducing this verification 
analysis is that there are no reported stochastic models in the literature that are capable of 
generating optimal tradeoffs between expected project duration and cost. To overcome this 
challenge, this stage compares the model results to those reported by the closest deterministic 
model in the literature that was developed by Hyari et al. (2009). To enable a comparison between 
the results provided by the developed stochastic optimization model and the existing deterministic 
model by Hyari et al. (2009), the example in Hyari et al. (2009) is analyzed by the developed 
stochastic model by setting the planner-specified confidence level at 50%. The example includes 
five serial construction activities that are repeated in four sections. The precedence relationships 
among these five activities are finish-to-start with no lag time. The quantities of work in each 
section of the project are summarized in Table 5.2 and the daily project indirect cost rate is 
$2,500/day (Hyari et al. 2009). The deterministic daily production rates provided by Hyari et al. 
(2009) for all crew formations were transformed to stochastic rates in this analysis probability 
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triangle function, as shown in Table 5.3. All construction crews are assumed to be available on 
site from the first day of the project (𝐸 = 0) till the last day (𝐿 = 43). 




Repetitive Section  
1 2 3 4 
A Excavation 𝑚  1147 1434 994 1529 
B Foundation 𝑚  1032 1077 943 898 
C Columns 𝑚  104 86 129 100 
D Beams 𝑚  85 92 101 80 
E Slabs 𝑚  0 138 114 145 
 





Crew Production Rate  
 (𝑚 / Day) Material 
Cost 
 ($/Unit)  
Crew Cost ($/day) 
Min Mean Max 
Labor and 
Equipment Idle-Time  
A 1 77.99 91.75 105.51 0 906 906 
B 1 76.3 89.77 103.24 92 4,678 4,678 
 2 61.04 71.81 82.58 92 3,508 3,508 
 3 45.78 53.86 61.94 92 2,338 2,338 
C 1 4.87 5.73 6.59 479 2,160 2,160 
 2 5.85 6.88 7.91 479 2,809 2,809 
 3 6.83 8.03 9.23 479 3,456 3,456 
D 1 8.42 9.9 11.39 195 4,246 4,246 
 2 7.22 8.49 9.76 195 3,497 3,497 
 3 6.01 7.07 8.13 195 2,748 2,748 
 4 4.81 5.66 6.51 195 1,998 1,998 
E 1 7.42 8.73 10.04 186 2,407 2,407 




The present model was utilized to generate optimal trade-off solutions that simultaneously 
minimize expected project duration and expected project cost. The model was able to identify 
identical crews formations to those reported by Hyari et al. (2009) for both solution (a) that 
achieves the minimum project duration associated with the highest cost, and solution (b) that 
achieves the minimum project cost associated with the longest duration, as shown in Table 5.4. In 
solution (a), the minimum duration provided by the current model was 108 days which is one day 
(0.9%) longer than the minimum duration in Hyari et al. (2009) model (107 day), as shown in 
Table 5.4. Similarly, the minimum expected project cost generated by the current model in solution 
(b) is $1,690,715 which is 1.4% higher than the minimum project cost in Hyari et al. (2009) model 
($1,668,021), as shown in Table 5.4. These minor differences can be attributed to: (1) the 
identification of optimal crew deployment dates as integer number in the current model (e.g. day 
29 for activity C in solution b) and as real numbers in Hyari et al. (2009) (e.g. day 28.6 for activity 
C in solution b); and (2) the consideration of uncertainty in production rates of the construction 
crews that was not considered in the original example. This illustrates that the generated results by 
both models for the same example are very close and could have been identical if both models 





Table 5.4 Results of Current Model and Hyari et al. (2009) Model 
 
5.5 Performance Evaluation  
The performance of the developed optimization model is analyzed using a real-life case 
study to demonstrate its unique capabilities in generating and evaluating optimal tradeoffs between 
expected project duration and cost. The case study represents a street renovation project that 
extends over a distance of 3,970 feet and consists of five sections (see sample construction plan in 
Figure 5.3). The construction work in each section consists of 10 serial repetitive activities that 
have finish to start relationships with no lag time among them (see example activities in Figure 
5.4). The quantities of work for these activities in each section of the project are summarized in 
Table 2 and the daily project indirect cost rate is estimated to be $3,000/day. Each of the 10 
construction activities in this project can be performed using a set of feasible crew formation 
alternatives, as shown in Table 5.3. Each of these feasible crew formation alternatives has its 
unique crew daily production rate estimates, material unit cost rate ($/unit), crew daily cost rate 
 
Solution (a) Solution (b) 
 


































A 1 0 1 0 1 0 1 0 
B 1 14 1 15.6 2 14 2 13.7 
C 3 26 3 27.1 2 29 2 28.6 
D 1 41 1 43.3 4 46 4 43.5 
E 1 60 1 61.5 1 80 1 78.5 
Project 
Duration (day) 
108 107 128 124 
Project Cost 
($) 
1,777,110 1,736,861 1,690,715 1,668,021 
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($/day), and crew daily idle-time rate ($/day), as shown in Table 5.3. These crew daily production 
and cost rates in Table 5.3 were estimated assuming: (1) the use of the listed overtime hours in the 
Table; (2) labor overtime premiums are paid as 200% of the regular working hour rates; (3) the 
daily production rate of each crew formation is estimated using Eq (5.15); and (4) the daily labor 
and equipment cost rate of each crew formation is estimated using Eq (5.16). These uncertainties 
in crew daily output rates are presented in this example by different types of the probability 
distribution functions (𝑃𝐷𝐹𝑠) to demonstrate the flexibility of the current model in analyzing a 
wide range of PDFs. Furthermore, the planner specified that the availability period for the 
deployment of all construction crews in this case study starts on the first day of the project (𝐸 =
0) and ends 95 days later (𝐿 = 95).  











𝑃  = Daily production rate of crew formation (𝑚 ) of activity (𝑖); 
𝑂𝑇  = Overtime hours assigned to crew formation (𝑚 ) of activity (𝑖); 
LEC = Labor and equipment daily cost rate of crew formation (𝑚 ) of activity (𝑖). 
  








Repetitive Section  
1 2 3 4 5 
A Demolish pavement and curb S.Y. 2,645 2,405 3,370 3,610 2,525 
B Demolish sidewalk S.F. 2,830 2,570 3,600 3,855 2,700 
C 
Processing modified soil with 
cement, 12" at 12% 
S.Y. 2,625 2,385 3,340 3,575 2,505 
D Aggregate base course, 6" S.Y. 240 220 305 330 230 
E 
Nonwoven geotextile fabric bond 
breaker 
S.Y. 2,545 2,315 3,240 3,470 2,430 
F Geotextile fabric S.Y. 240 220 305 330 230 
G PCC Curb and Gutter, B 6.18 LF 1,415 1,285 1,800 1,925 1,350 
H PCC Pavement 8'' (Joined) S.Y. 2,240 2,035 2,850 3,050 2,135 
I PCC Drive way Pavement 8'' S.Y. 240 220 305 330 230 




A. Street pavement B. Side walk pavement 



























A 1 252 420 504 - Beta 0 0  3,990   2,150  
 2 378 630 756 - Beta 4 0  7,980   4,300  
B 1 - 1080 - 108 Normal 0 0  3,270   1,660  
C 1 576 960 1248 - Beta 0 9.55  10,810   5,270  
 2 720 1200 1560 - Beta 2 9.55  16,220   7,910  
D 1 - 1500 - 150 Normal 0 5.4  3,220   1,650  
E 1 1560 2400 2880 - Triangle 0 2.3  980   590  
 2 2340 3600 4320 - Triangle 4 2.3  1,960   1,180  
F 1 900 1500 2100 - Uniform 0 3.5  980   590  
G 1 260 400 500 - Beta 0 6.3  4,210   2,490  
 2 325 500 625 - Beta 2 6.3  6,320   3,740  
 3 390 600 750 - Beta 4 6.3  8,420   4,980  
H 1 1925 2750 3575 - Beta 0 35  11,140   5,780  
 2 2405 3437 4468 - Beta 2 35  16,710   8,670  
I 1 78 120 150 - Beta 0 35  1,790   1,040  
 2 97 150 187 - Beta 2 35  2,690   1,560  
 3 117 180 225 - Beta 4 35  3,580   2,080  
J 1 306 510 637 - Triangle 0 3.13  2,330   1,370  
 2 459 765 918 - Triangle 4 3.13  4,660   2,740  
 
In this case study, the combination of feasible crew formation alternatives (𝑀 ) (see Table 
5.3) and their feasible ranges of crew deployment dates [0 to 95] creates a total of 1.99x1020 
feasible resource utilization plans for this project, as shown in Eq. (5.17). Each of these 1.99x1020 
feasible resource utilization plans can lead to a different expected project duration and cost that 
are impacted by the uncertainties in the estimates of crew daily production rates shown in Table 
5.3. This large set of feasible resource utilization plans and their associated uncertainties needs to 
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be carefully analyzed in order to identify and implement an optimal resource utilization plan that 
minimizes both expected project duration and cost. 
 𝑇𝑆 = ∏ ∑ [𝐿 − 𝐸 ] + 1  (5.17) 
Where, 𝑇𝑆 = Total number of all possible combinations of crew formations and their deployment 
dates. 
To support construction planners in this challenging task, the developed multi-objective 
optimization model was utilized to search for and identify optimal/near optimal resource utilization 
plans for this case study, using the computation procedure in Figure 5.1. The model was able to 
generate 19 non-dominated optimal solutions, where each represents a unique and optimal trade-
off between the expected project duration and the expected project cost at 90% planner-specified 
confidence level (α=90%), as shown in Figure 5.5. This range of non-dominated optimal solutions 
includes two extreme solutions (a and c) that are highlighted in Figure 5.5. The first extreme 
solution (solution a) provides the minimum expected project duration of 48 days with the highest 
expected project cost of $2,027,263, while the second extreme solution (solution c) provides the 
minimum expected project cost of $1,724,794 at the longest expected project duration of 75 days, 
as shown in Table 5.7. 
The first extreme solution (solution a) in the generated Pareto optimal front was able to 
achieve the minimum expected project duration of 48 days by minimizing the completion time of 
all activities in the project. This was accomplished by selecting for each activity: (1) the 
construction crew formation that has the highest production rate, and (2) the earliest crew 
deployment date that complies with all precedence relationships to minimize the activity finish 
date, as shown in Table 5.7. This solution, however, resulted in the highest project cost of 
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$2,027,263 due to its impact on increasing the idle-time of construction crews, crew interruption 
cost, and project direct cost. On the other extreme of the generated optimal trade-off solutions, 
solution (c) was able to achieve the minimum project cost of $1,724,794 for this project by 
minimizing both the crew direct cost and crew interruption cost for all activities in the project in 
order to reduce the project cost. This was accomplished by selecting for each activity: (1) the 
construction crew formation that has the lowest production rate that has the least crew direct cost 
and crew interruption cost, and (2) a later crew deployment date that minimizes crew work 
interruption cost. This solution, however, resulted in the longest expected project duration of 75 
days. 
 In addition to the two aforementioned extreme solutions, the optimization model was able 
to generate 17 other intermediate trade-off solutions, including solution (b). This solution provides 
an expected project duration of 52 days and an expected project cost of $ 1,807,839. Compared to 
the minimum duration solution (a), intermediate solution (b) increases the project expected 
duration by 4 days (8.3%) and reduces the project expected cost by $ 219,424 (10.8%) by selecting 
(1) lower production rate crews for activities C, E, G and I to reduce their direct cost, and (2) later 
crew deployment dates for all construction activities in the project to reduce crew idle-times and 
crew interruption cost, as shown in Table 5.7. It should be noted that the model is also capable of 
providing additional non-dominated optimal trade-offs between expected project duration and 
expected project cost for other planner-specified confidence levels. For example, Figure 5.6 
illustrates two additional non-dominated optimal trade-offs between expected project duration and 
expected project cost that were generate for the same case study at planner-specified confidence 
levels (α=80%) and (α=85%). 
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This analysis illustrates the unique and novel capabilities of the developed model in (1) 
analyzing the impact of the uncertainties in crew daily production rates of resource utilization plan 
on the expected project duration and cost, and (2) identifying formations of the construction crews 
with their optimal deployment schedules that minimize that simultaneously minimize the expected 
project duration and cost at a planner-specified confidence level (𝛼). These novel capabilities 
enable planners to consider uncertainty during the optimization resource utilization and generate 
optimal tradeoff between the expected project duration and cost.  
 






Table 5.7 Sample of Optimal Non-dominated Solutions. 
Activity 
ID 



















A 2 0 2 0 1 0 
B 1 7 1 9 1 23 
C 2 9 1 14 1 27 
D 1 9 1 17 1 33 
E 2 11 1 15 1 33 
F 1 13 1 17 1 34 
G 3 12 2 18 2 35 
H 1 15 1 21 1 44 
I 3 17 1 21 1 44 
J 2 16 2 24 2 47 
Expected Project 
Duration (Day) 48 52 75 
Expected Project 
Cost ($) 




Figure 5.6 Optimal Trade-Offs between Expected Project Duration and Cost at Planner-specified 
Confidence Levels (𝛼 = 80% 𝑎𝑛𝑑 𝛼 = 85%). 
5.6 Conclusion  
A novel multi-objective stochastic scheduling optimization model was developed for both 
serial and non-serial repetitive construction projects to identify optimal crew formation and crew 
deployment date for each activity that provide optimal trade-offs between expected project 
duration and expected project cost. The computations in the developed model are organized in two 
main modules: optimization module and simulation module. The optimization module uses multi-
objective genetic algorithms to identify optimal crew formation and crew deployment date for each 
activity in the project that provide optimal trade-offs between the expected project duration and 
cost. The simulation module utilizes Monte Carlo simulation to identify the expected project 
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duration and expected project cost for each solution generated by the optimization module while 
considering uncertainty in the production rates of construction crews. 
A real-life example of a street renovation project was analyzed to illustrate the use of the 
developed model and demonstrate its capabilities. The results of this analysis highlight the 
capability of the developed model in generating a set of optimal trade-off solutions that provides 
flexibility to construction planners to select an optimal resource utilization plan that minimizes 
expected project duration and cost, simultaneously. These new and unique capabilities should 
prove useful to construction planners and should enable them to optimize the resource utilization 




CHAPTER 6: SUMMARY AND CONCLUSIONS  
6.1 Summary  
This research study focused on optimizing the scheduling of repetitive construction 
projects while considering uncertainties in the production rates of construction crews. The new 
research developments of this study include: (1) a novel scheduling model to quantify the 
interruption impact of activity delays; (2) an innovative scheduling model to optimize the 
scheduling of crew deployments under uncertainty; and (3) a new multi-objective stochastic 
optimization model to generate optimal trade-offs between expected project duration and cost. 
First, a novel scheduling model was developed for both serial and non-serial repetitive 
construction projects to quantify the impact of unexpected activity delays on interrupting the crew 
work continuity of its successors. The model is developed in three main phases: scheduling phase, 
floats calculation phase, and interruption quantification phase. An application example of a 
repetitive construction project from the literature is analyzed to illustrate the use of the model and 
its computations. This analysis illustrates the novel capabilities of the model in: (1) calculating a 
new float to identify the duration that each activity can be delayed without causing interruption in 
the crew work continuity of any of its successors; and (2) quantifying the impact of unexpected 
activity delay on interrupting the crew work continuity of its successors. The developed model 
also provides construction planners and managers with the novel capability of classifying project 
activities according to the severity of their delay impact into four categories: (1) activities that 
cause interruption and project delay; (2) activities that cause only project delay; (3) activities that 
cause only interruption; and (4) activities that cause neither interruption nor project delay. These 
capabilities enable construction planners to analyze and minimize the impact of unexpected 
activity delays on interrupting the crew work continuity of all its successors. 
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Second, a novel model was developed for optimizing the scheduling of crew deployments 
in repetitive construction projects while considering uncertainty in crew production rates. The 
model provides original capabilities that enable planners to identify an optimal crew deployment 
plan that simultaneously minimizes project duration and crew deployment cost. The model 
computations are performed in three modules: (1) simulation module that integrates Monte Carlo 
simulation and a resource-driven scheduling technique to calculate the earliest crew deployment 
dates for all activities that fully comply with crew work continuity while considering uncertainty; 
(2) optimization module that utilizes genetic algorithms to search for and identify optimal crew 
deployment plans that provide optimal trade-offs between project duration and crew deployment 
plan cost, and (3) fitness module that utilizes Monte Carlo simulation to identify the project 
duration and crew deployment cost for each generated crew deployment plan. A real-life example 
of street renovation is analyzed to illustrate the use of the model and demonstrate its capabilities 
in optimizing the stochastic scheduling of crew deployments in repetitive construction projects. 
Third, a novel multi-objective stochastic scheduling optimization model was developed for 
both serial and non-serial repetitive construction projects that is capable of searching for and 
identifying an optimal resource utilization plans that generate optimal trade-offs between expected 
project duration and cost. The model computations are performed in two main modules: (1) 
optimization module that searches for and identifies an optimal crew formation and crew 
deployment date for each activity that minimizes total project duration and cost, simultaneously; 
and (2) simulation module that utilize Monte Carlo simulation to calculate expected project 
duration and cost for each generated solution in the optimization module. The performance of the 
developed model was analyzed using a real-life case study. The results of this performance analysis 
illustrated the capability of the developed model in generating a set of optimal trade-off solutions, 
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where each provides a unique and optimal selection of crew formation, and crew deployment date 
for each repetitive activity in the project. These capabilities enable construction planners to 
identify and implement an optimal resource utilization plan that minimizes both expected project 
duration and cost. 
6.2 Research Contributions  
The main research contributions of this study include:  
1. Formulating an original methodology for calculating the latest start and finish times of 
each repetitive activity that do not cause interruption in the crew work continuity of 
any of its successor activities. 
2. Creating a novel type of float for repetitive construction activities that represents the 
duration that each activity can be delayed without causing interruption in the crew work 
continuity of any of its successors. 
3. Developing an innovative methodology to quantify the impact of unexpected activity 
delay on the crew work continuity of its successors including: (a) identifying the 
specific successor activity units that will be interrupted due to this delay; and (b) 
calculating the total number of interruption days and total interruption costs suffered 
by all of its successors. 
4. Formulating an original optimization model for scheduling repetitive construction 
projects that is capable of: (a) considering uncertainty in the production rates of all 
construction crews in the project; and (b) generating optimal deployment dates for each 
activity in the project that simultaneously minimize expected project duration and 
expected crew deployment plan cost. 
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5. Developing a novel stochastic multi-objective optimization model for both serial and 
non-serial repetitive construction projects that is capable of identifying optimal crew 
utilization plans that generate optimal trade-offs between expected project duration and 
cost.  
6.3  Future Research Work  
While the present study fully achieved its research objectives, additional research areas 
have been identified to expand and build upon the completed research work. These future research 
areas include: (1) developing an optimization model for minimizing the negative impacts of 
unexpected activity delays on the project duration and cost; and (2) formulating parallel computing 
framework for the developed stochastic multi-objective optimization model for repetitive 
construction projects to reduce its computational time. 
6.3.1 Optimizing the delay impact mitigation plan for repetitive construction projects  
The developed model in Chapter 3 provides the capabilities of quantifying the impact of 
unexpected activity delays on the planned schedule of all of its successors, assuming that all 
successors will start as planned. This model can be expanded to enable construction planners and 
managers to analyse the impacts of these activity delays and develop an optimal mitigation plan to 
minimize their negative effects if and when they are encountered. Such a mitigation plan may 
include: (1) delaying the deployment date of interrupted crews in successor activities to eliminate 
their interruption; (2) delaying the start of the first interrupted unit in the successor activity by a 
duration equal to the summation of all its interruption days to enable its temporary redeployment 
and utilization in other projects and/or activities, if its movement cost is less than its idle cost; 




6.3.2 Parallel Computing Framework for Stochastic Multi-Objective Optimization Model 
The developed model in Chapter 5 provides the capabilities of searching for and identifying 
an optimal crew formation and crew deployment date for each activity that minimize both expected 
project duration and cost. The computations of this model can be performed with a scalable and 
expandable parallel computing framework to reduce computational time. This framework can be 
achieved by implementing the genetic algorithm computations over a number of parallel 
processors to cut down their computational time. The model can provide a significant reduction in 
the computational time of identifying optimal resource utilization plans that minimize expected 
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