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Abstract
The eponymous Dirac equation originated in 1928 as a classic attempt to provide the com-
plete theory of a relativistic quantum electron. Weyl, Majorana and Dirac fermions, which are
relevant in particle physics have also recently also sprung up in condensed matter physics. It has
been realized that some condensed matter systems can host novel fermionic quasiparticle excitations
in direct analogy to Weyl, Majorana and Dirac fermions. More interestingly when the band struc-
ture topology of some of these systems becomes non-trivial, they can be classified as topological
condensed matter systems. In this thesis we will discuss non-trivial topological features of metals
and superconductors, and their manifestation as anomalous responses which can be tested in ex-
periments. Some peculiar response properties of these systems which will be the focus of this thesis
are optical activity, thermoelectric Nernst effect, polar Kerr effect, and differential tunneling con-
ductance. We also propose Ising superconductors as a potential platform for realizing topological
superconductivity which can host Majorana fermion excitations in the Yu-Shiba-Rusinov band.
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8.2 (color online). Spin-resolved LDOS in arbitrary units, for a system with magnetic
impurity located at r = 0. For plots (a)-(c), the impurity spin is pointing in the z
direction, for plot (d), the impurity spin points in the x direction. (a) ZBP occurring
at a critical value of impurity strength Jc = Jc(α) for both spin-up and spin-down
components, with α = 8meV . (b) A perpendicular magnetic field as small as 1T
begins to split the ZBP. (c) The in-plane critical magnetic field has increased to 32T ,
when α = 8meV . The inset shows split ZBP at the same field when α = 0. (d) The
in-plane critical magnetic field (for an impurity spin in x direction) has increased to
25T , when α = 8meV . Then inset shows split ZBP at the same field when α = 0.
We have defined the critical field as the value of magnetic field where the ZBP splits
from ω = 0 to ω = ±0.05∆. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
8.3 (color online). Energy spectrum for a single localized impurity YSR state as a
function of the impurity strength J , as obtained by numerical solution of Eq. 8.12.
The inset shows the four energy levels for a wide range of J . The main figure
illustrates the two low-energy levels which cross each other at zero energy at a
certain critical value of impurity strength Jc. The spin of the impurity is assumed to
be aligned along the x-direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
8.4 (color online). Top panel: Schematic diagram of a ferromagnetic impurity chain
embedded on superconducting MoS2 surface, with spins pointing parallel to the
plane. The effective tight-binding model can be mapped onto the 1D Kitaev model
resulting in localized Majorana modes at the two ends. Bottom panel: Energy spec-
trum vs. eigenvalue index for the real space BdG equation (Eq. 8.17 written in the
basis of individual YSR states), illustrating an induced superconducting gap with
two zero energy Majorana modes. On the right panel, the corresponding wavefunc-
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Chapter 1
Introduction
In 1928, Paul Dirac published his equation [1], which was intended to provide a complete
quantum theory of a spin-1/2 electron, synthesizing special relativity and quantum mechanics. The
eponymous equation reads
i~
∂
∂t
ψ = (cα · p + βmc2)ψ (1.1)
In Eq. 1.1, ψ is the four-component spinor, p = −i~∇ is the momentum operator, c is the speed
of light, and m is the mass of the particle. The objects α and β are four-component Dirac matrices
(also known as gamma matrices), which are all hermitian and obey the following properties
α2i = β
2 = I4 (1.2)
{αi, αj} = 0; ( i 6= j) (1.3)
{αi, β} = 0, (1.4)
where {a, b} = ab − ba, is the anti-commutator, thus generating Clifford algebra. It is possible
to write the Dirac matrices as the kronecker product of the more familiar two-component Pauli
matrices. One such representation is α = (τ3 ⊗ σ1, τ3 ⊗ σ2, τ3 ⊗ σ3), and β = −τ1 ⊗ σ0, where σ
and τ are Pauli matrices. The Dirac equation admits solution with positive as well as negative energy
1
E = ±
√
p2c2 +m2c4. Negative energy solutions were interpreted by Dirac as anti-particles, which
lead to the prediction of positron (electrons anti-particle). Positron was soon discovered four years
later, and this was in fact, the greatest success of Dirac’s equation.
A simplification of Dirac’s equation occurs, when the particle is massless. In the represen-
tation α = τ3 ⊗ σ, the α is block-diagonal, however the mass term β = −τ1 ⊗ σ0 couples the two
blocks to each other and is thus off block-diagonal. When m = 0, the Dirac equation becomes the
Weyl equation [2], and can be written as
i~
∂
∂t
χ± = ±cσ · pχ±, (1.5)
where χ± are now called Weyl fermions. Ettore Majorana noticed that it is possible to write the
Dirac equation (Eq. 1.1) entirely using real numbers [2]. One possible representation isα = (−τ1⊗
σ1, τ3⊗I2,−τ1⊗σ1), and β = τ1⊗σ2. Now, the Dirac equation describes a particle which is it’s own
anti-particle ψ† = ψ, also known as the Majorana fermion. Majorana and Weyl fermions, which
emerge from constraining the Dirac equation, are still unknown to exist as elementary particles.
Twin concepts of helicity and chirality which emerge in the context of particle physics [3],
also have relevance to Dirac fermions. Helicity is determined as the projection of the spin vector
s on the direction of the momentum of the particle h = p·s|p||s| . For a spin-1/2 particle, s = σ/2,
so h commutes with the Weyl Hamiltonian Hp = cp · σ. For a spin-1/2 fermion, the two possible
eigenvalues of the helicity operator h are +1 or -1. We call +1 as right-handed and -1 as left-
handed fermion. Chirality, on the other hand is defined in terms of projection operators PL and PR.
Conventionally we define, PL = 12(1 − γ5), and PR = 12(1 + γ5), where γ5 = iγ0γ1γ2γ3, for the
Dirac Hamiltonian (Eq. 1.1) written as H = γ0(γipic+mc2). A Dirac spinor ψ, can be written as
the sum of ψ = ψL + ψR, where ψL = PLψ, and ψR = PRψ, are the left-chiral and right-chiral
components. Further, PLψL = ψL, and PRψL = 0. For a massless particle, which is governed
by the Weyl equation, the chirality and helicity quantum numbers coincide, and therefore are often
used interchangeably.
Dirac equation was intended to describe a relativistic electron. Relativistic effects become
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dominant in particle physics where the energy scale is of the order of GeV, however they become
unimportant in condensed matter. However, quasiparticles with Dirac like dispersion can arise in
non-relativistic condensed matter, which we shall discuss shortly.
1.1 Dirac points in condensed matter
The Bloch Hamiltonian for a solid-state system can in general result in an arbitrary band
structure with energy spectrum En(k), and eigenstates |φn(k)〉, where n is the band-index and k is
the crystal momentum. We now take into consideration two energy bands E1(k) and E2(k) such
that the energy difference between them |E1(k)−E2(k)| is small for some range of k. One can then
derive an effective Hamiltonian Heff for these two bands which mimics the original band structure.
Heff =
∑
k
ψ†kH(k)ψk (1.6)
Note that for the two band effective Hamiltonian ψk has to be a two component spinor (it does not
mean necessarily that they represent spin degrees of freedom) and H(k) is a two component matrix
which can be expanded in the basis of standard Pauli spin matrices
H(k) =
3∑
j=0
gj(k)σ
j(k) (1.7)
The corresponding band dispersion will be given by
E±(k) = g0(k)±
3∑
j=1
√
gj(k)gj(k) (1.8)
To obtain a massless Dirac-like dispersion, firstly the bandgap must close for some value of k = k0.
From the expression for band energies it is clear that it can only happen when for some value of k0:
g1(k0) = g2(k0) = g3(k0) = 0. If this is possible, then one can later linearize the spectrum around
the Dirac point k0 to obtain an linearized Hamiltonian similar to Eq. 1.1 (however without the mass
term) Hk = ~
∑
ij
vijkiσj , where vij is the Fermi velocity tensor.
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Figure 1.1: Three intersecting surfaces corresponding to the equations g1(k0) = g2(k0) =
g3(k0) = 0 in the Brillouin zone with Dirac points depicted by the two yellow dots occurring
at the intersection of the curves.
In 3D, the equation gi(kx, ky, kz) = 0 represents a 2D surface in the Brillouin zone. Two
such surfaces corresponding to g1(kx, ky, kz) and g2(kx, ky, kz) can intersect to produce a line. The
third surface g3(kx, ky, kz) may now intersect at distinct points without the need of fine-tuning as
depicted in Figure 1.1. In 2D, we now have three curves intersecting at the same points which is
in general an impossible condition to reach without any fine-tuning, thereby the two levels avoid
each other and Dirac like spectrum is hard to realize in the absence of any additional symmetries
which reduce the number of independent gi’s. If one of the functions gi = 0 in the Brillouin
zone, then the Dirac Hamiltonian becomes Hk = ~vF (kxσx + kyσy). In solid-state, it is now
well known that the band structure of graphene [4, 5] mimics this linearized Hamiltonian at specific
K points in the Brillouin zone, where the valence and conduction bands touch each other. The
energy spectrum, which is given by E = ±~vF
√
k2x + k
2
y , vanishes at kx = ky = 0. Note that kx
and ky here represent deviation from the K point. In the presence of an infinitesimal σz term, i.e.
Hk = ~vF (kxσx + kyσy + mσz), the dispersion becomes E = ±~vF
√
k2x + k
2
y +m
2, and as a
result the spectrum is gapped, with the bandgap given by 2m. In that sense, these symmetry points
are not completely robust to infinitesimal perturbations, which for example can effectively generate
the σz term in the low-energy Hamiltonian. This problem does not arise in the three-dimensional
counterpart (also known as the Weyl semimetal), and Weyl fermions are generically stable against
perturbations [6].
4
1.2 Topological Weyl semimetals
In between the two extremes of conductors (which have partially filled bands) and insula-
tors (which have no partially filled bands and have a bandgap between valence and the conduction
band) lies a semi-metallic state of matter with a vanishing bandgap and slightly overlapping con-
duction and valence bands. The experimental discovery of graphene [4] resulted in an avalanche of
theoretical and experimental studies, as it provided physicists with a system to study unusual the
semi-metallic state with markedly different properties. The Weyl semimetal has now been added to
the list [6], which is just a higher dimensional cousin of graphene. The Hamiltonian near a Weyl
node reads
H
Weyl
k =
∑
i,j∈{x,y,z}
~vijkiσj (1.9)
The Weyl Hamiltonian in Eq. 1.9 is associated with chirality quantum number χ = sgn[det(vij)].
Due to the fact that Weyl semimetals occur in three dimensions, they become topological objects
and are robust to small perturbations. Mathematically, there is no matrix which anti-commutes with
the Weyl Hamiltonian (as all three Pauli matrices are used) and gaps the spectrum. A Weyl point can
thus be destroyed only by annihilating it with another Weyl point of opposite chirality. The topo-
logical feature of the Weyl node can be further clarified by taking into account the associated Chern
number. Analogous to the vector potential A in electrodynamics, the Berry vector potential [7] for
a bloch eigenstate is |φk〉 is A(k) = i〈φk|∇k|φk〉. The Berry curvature, which acts like a fictitious
magnetic field in momentum space, becomes F(k) = ∇k ×A(k). A Weyl node has a non-trivial
flux of the Berry curvature (also sometimes called as the Chern flux) around it:
1
2pi
∮
FS
F(k) · dS(k) = χ (1.10)
Either time-reversal or inversion symmetry must be broken in the Hamiltonian of the Weyl semimetal
for a non-trivial distribution of the Berry flux to emerge. Eq. 1.10 also implies a connection between
the chirality quantum number and the Chern flux for a Weyl node. Nielsen and Ninomiya [8] showed
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that the net chirality in a lattice model of fermions should vanish, and therefore Weyl nodes always
occur in pairs in a crystal. Berry curvature is well known to produce anomalous transport responses,
much of which can be associated with the anomalous semi-classical velocity E × Ω for a Bloch
electron [9]. Such anomalous responses are also expected in a Weyl semimetal. Additionally, Weyl
fermions also exhibit another marvelous phenomena known as chiral anomaly [8]. In the presence
of electromagnetic fields E and B, the electromagnetic current jµχ satisfies
∂µj
µ
χ ∝ −χE ·B, (1.11)
which implies non-conservation of charge. However, Weyl fermions come in pairs, and therefore
the net charge jµχ + j
µ
−χ = 0, is conserved. The phenomenon of chiral anomaly is a pure quantum
mechanical effect, and leads to many exciting transport responses in a Weyl semimetal. Chirality is
no longer conserved in the presence of an electromagnetic field which have non-orthogonal electric
and magnetic fields. This anomaly was first discovered by Adler, and by Bell and Jackiw [10], who
were trying to explain the decay of a neutral pion into two photons, which is prohibited by the chiral
symmetry.
In the presence of an external magnetic field B, the energy spectrum for Weyl fermions
forms Landau levels. For the current scenario of linearized dispersion, the Landau levels separation
δ ∝ √B, unlike δ ∝ B for a conventional electron gas [6]. Additionally, there is a zeroth Landau
level with a linearly dispersing spectrum, 0 = −χ~vFk · Bˆ along the direction of the applied field.
This Landau level is chiral and therefore for two Weyl nodes of opposite chirality the dispersion is
opposite. These two chiral Landau levels are the only relevant ones, at least at low temperatures
and near half filling. Now on the application of a parallel electric field E, the right(left) moving
occupied states disappear from one (+χ/ − χ) chiral Landau level to the other (−χ/ + χ) chiral
Landau level occupying left(right) moving states. This is precisely how chiral anomaly manifests in
a physical Weyl semimetal.
6
1.3 Anomalous topological responses
Let us consider a Weyl semimetal with one pair Weyl points of opposite chirality, which are
separated in the momentum space by δK and in energy space by ∆ (also known as the chiral chem-
ical potential). Such a system breaks both time reversal (TR) and spatial inversion (SI) symmetries.
Field theoretic calculations suggest that such a system possesses a dynamic magneto-electric cou-
pling [11] θ(x, t)E ·B, where θ(x, t) = (δK ·x−∆ t). This magnetoelectric coupling leads to the
following anomalous charge current, in the presence of an external electric and magnetic field.
j =
e2
h
δK×E + e
2
h2
∆ B. (1.12)
In the absence of TR symmetry, the spatial gradient of θ(x, t) gives the anomalous charge
Hall current. In contrast, the time derivative of θ(x, t) induces a current along the direction of the
applied magnetic field, which is known as the chiral magnetic current. A non-trivial flux of Berry
curvature in a Weyl semimetal can also lead to anomalous transport, anomalous thermoelectric and
optical responses.
Chiral magnetic effect (CME) is a novel topological response, which is possible only in a
system of Weyl fermions. Other topological materials such as topological insulators can not exhibit
CME. In Chapter 2 we will discuss our proposal for the experimental realization of chiral magnetic
effect in a Weyl semimetal, where we suggest natural optical activity as a test for CME in a inversion
asymmetric Weyl semimetal. Natural optical activity describes the rotation of plan of polarization
of the transmitted light. In the presence of time reversal symmetry, natural optical activity does
not lead to the polar Kerr effect, which describes the rotation of the plane of polarization for the
reflected light. Polar Kerr effect requires the breaking of TR symmetry. We will study Polar Kerr as
a topological response in Chapter 6.
Another transport response which is the focus of thesis is the Nernst effect. The Nernst
effect refers to the generation of a transverse electric field in the presence of a longitudinal temper-
ature [12]. Conventionally, the Nernst effect can occur only in the presence of an external magnetic
field, which provides a transverse velocity to the electrons. However, a non-trivial Berry curvature
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Ω, can also give rise to a Nernst response as a result of an anomalous velocity term (v = e~E×Ω).
In conventional metals, the Nernst coefficient is usually small as a result of Sondheimer
cancellation. For example, the Nernst coefficient ν/B is 3.9nV/KT for Al, and −21.6nV/KT for
Cu. Importantly, the sign of the Nernst coefficient is not directly related to the sign of the dominant
carriers in the material. It can be either positive or negative for a electron or a hole-like Fermi
surface, depending on the detailed Fermi surface topology.
Though the conventional quasiparticle Nernst signal is known to be small, the Nernst effect
has been used as a probe for high-Tc cuprate superconductors, where vortex movement is well-
known to give rise to a large positive Nernst signal. Nernst effect in a Weyl semimetal will be
the subject of our discussion in Chapter 3. In Chapter 4, we will discuss how a Nernst response
can arise in Dirac semimetals. The Nernst effect has been used as an important probe in high-Tc
cuprate superconductors. In Chapter 5, we will discuss the Nernst effect arising from a mean field
bond-density wave in the pseudogap phase of cuprate superconductors.
1.4 Topological superconductivity
Recalling our discussion of Dirac fermions in condensed matter, we called Weyl fermions
as solutions on the Dirac equation when the mass term is absent. If the solutions are real, they
are termed as Majorana fermions. In contrast to Majorana fermions (MFs) as understood in high
energy physics, MFs in condensed matter are not elementary particles, but rather refer to collective
excitations of a complex many-body ground state [13]. However, similar to free MFs as elementary
particles, these quasiparticles are also their own anti-particles, satisfying the relation γ0 = γ
†
0, where
γ0 is the second-quantized Majorana operator. Strikingly different from ordinary Dirac fermions,
MFs in condensed matter obey non-Abelian exchange statistics, and thus can be braided to perform
fault-tolerant topological quantum computation (TQC) [14]. This unconventional feature has pro-
vided an added impetus to realize MFs in a laboratory, and has resulted in an avalanche of theoretical
and experimental studies.
A key mechanism required for emergence of Majorana excitations in solid-state is chiral
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p-wave superconductivity [13] (SC), in a low dimensional (d ≤ 2) system of spinless (or spin-
polarized) fermions. Such a mechanism supports Majorana bound states (MBS), occurring exactly
at zero-energy, and localized at the defects of the order parameter in the system. Even though p-wave
pairing of spinless fermions has a rather unphysical Hamiltonian, there have been a host of proposals
to mimic the mean field spinless p-wave superconducting Hamiltonian in realistic systems, such as
on topological insulator-superconductor interface, cold atom fermionic gases, and superconductor-
semiconductor heterostructures. Subsequent experiments have detected signatures of the existence
of these modes in semiconductor-superconductor heterostructures [15], however there has been no
unique confirmation of a MBS from these experiments. Very recently MBSs were proposed and
claimed to be experimentally observed [16], in Fe atomic chains embedded on a superconducting
Pb [110] surface.
The last two chapters of this thesis, chapter 7 and 8, are based on 1D topological supercon-
duting systems, with MFs as excitations on the edges. The zero-energy Majorana modes occurring
at the two ends of this 1D topological superconducting nanowire can be inferred in tunneling ex-
periments using metallic leads, where these zero-energy modes should give rise to a peak in the
differential tunneling conductance (dI/dV ) exactly at zero bias voltage. The fate of dI/dV spectra
in semiconductor-superconductor heterostructure nanowires with superconducting lead in experi-
mentally relevant situations has been addressed in chapter 7. In chapter 8, we propose supercon-
ducting MoS2 as a system which can host topological superconductivity and MFs int he presence of
magnetic impurities. We show the existence of a topological superconducting phase in the impurity
YSR band for a dilute concentration of magnetic impurities with moments parallel to the plane of
the superconductor.
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Chapter 2
Weyl semimetals and the chiral magnetic
effect
Abstract
In an inversion symmetry breaking Weyl semimetal the left and the right handed Weyl points
can occur at different energies and the energy mismatch between the Weyl points of opposite chi-
rality is known as the chiral chemical potential. In the presence of the chiral chemical potential,
the nontrivial Berry curvature of the Weyl fermions gives rise to the dynamic chiral magnetic effect.
This describes how a time dependent magnetic field leads to an electrical current along the applied
field direction, which is also proportional to the field strength. In this chapter we introduce Weyl
semimetals, and we derive a general formula for the dynamic chiral magnetic conductivity of the
inversion symmetry breaking Weyl semimetal. We show that the measurement of the natural optical
activity or rotary power provides a direct confirmation of the existence of the dynamic chiral mag-
netic effect in inversion symmetry breaking Weyl semimetals. A part of this chapter was published
as a rapid communication in Physical Review B 92, 161110 (2015).
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2.1 Introduction
After the theoretical prediction of topological insulators, and their subsequent experimental
realization, the field of topological condensed matter has grown manifold [17, 18, 19, 20, 21, 22,
23, 24, 25]. The topological order manifested in these systems is not associated with spontaneous
breaking of a symmetry, but rather can be described by a topological invariant which is insensitive
to a smooth deformation of the Hamiltonian. Usually the robust topological protection is associated
with a non-zero spectral gap in the bulk of the system, and the presence of protected zero energy
surface states is regarded as the hallmark of a non-trivial topological phase of matter. However,
recently it has been proposed that systems in three spatial dimensions, in the presence of broken
time-reversal (TR) and/or space-inversion (SI) symmetry, can also be topologically protected even
without a bulk energy gap [26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 6]. These are Weyl semimetals
(WSM) - the nomenclature based on the Dirac/Weyl equation which is used to describe their low
energy excitations [3].
A number of recent experiments have claimed to be able to observe the Weyl semimetal
phase in an inversion asymmetric compound TaAs [37, 38, 39], and also in a 3D double gyroid
photonic crystal [40], without breaking TR. Another route which can result in the experimental
verification of the novel WSM phase is to first realize a 3D Dirac semimetal and then break time
reversal symmetry by applying a magnetic field, which will split a Dirac cone into a pair of Weyl
nodes. Na3Bi and Cd3As2 were recently proposed to be Dirac semimetals [41, 42], and also have
been confirmed experimentally by a series of experiments [43, 44, 45, 46, 47, 48, 49, 50, 51]. In
Bi1−xSbx for x ∼ 3 − 4% also the Dirac semimetal phase has been predicted [52, 53, 54], and
experimental signatures of realizing a WSM phase by breaking TR have been reported [55].
A simple WSM with broken time reversal symmetry can be desribed by a pair of linearly
dispersing massless Dirac fermions governed by the Hamiltonian: H±(k) = ±~vFσ · (k −K±),
where σ is the vector of Pauli spin matrices defined in the space of two non-degenerate energy
bands, vF is the Fermi velocity, and K± are the two band touching points separated from each other
in momentum space by k0 = K+−K−. It is essential that k0 is non-zero to ensure that the system
11
breaks TR and is topologically non-trivial, in which caseH+ andH− describe two Weyl fermions of
opposite chirality. The two band touching Weyl points act as a source and a sink (monopole and anti-
monopole) of Berry curvature, which acts as a fictitious magnetic field on the electron wave-function
in momentum space [9]. For k0 = 0, the two Weyl points collapse onto each other giving rise to
a topologically trivial (i.e with a zero Berry curvature flux) massless degenerate Dirac fermion.
The topological nature of a WSM leads to a host of interesting physics, for example Berry curvature
induced anomalous transport, namely charge and thermal Hall conductivities [57, 11, 58, 59, 60, 61]
and open Fermi arcs on surfaces [27, 62, 63, 64, 65, 66, 67, 68]. Anomalous transport phenomena,
however, have been already known to exist in a variety of systems which possess a non-trivial
distribution of the Berry curvature flux [69, 7]. In a WSM, more interestingly, each Weyl node is
chiral, with the chirality quantum number protected by a quantized flux of the Berry curvature, also
known as Chern flux, which results in another peculiar phenomenon known as chiral anomaly (or
Adler-Bell-Jackiw anomaly) [26, 32, 8, 70]. The chiral anomaly concerns with the nonconservation
of chiral charge i.e. an imbalance of charge between two distinct species of chiral fermions in the
presence of non-orthogonal applied electric and magnetic fields. Several transport signatures have
been proposed to test chiral anomaly such as negative longitudinal magenoresistance [6, 32, 71, 72]
and chiral magnetic effect[32, 74, 73] of which the former has been recently claimed to be observed
in experiments [38, 51, 75, 55].
A Dirac node can be split into two Weyl nodes by breaking either the TR symmetry or
SI symmetry. Figure 2.1 shows a linearly dispersing Dirac node split into a pair of Weyl nodes
when TR symmetry is broken, and also shows the energy-band spectrum of a lattice model of
Weyl fermions obtained by diagonalizing the Hamiltonian in Eq. 3.56. The simple model of Weyl
semimetal described in the previous paragraph by H±(k) breaks TR, however it is also possible
to realize a Weyl system when TR is intact but inversion symmetry is broken [30, 77, 76]. This
implies that the system must host more than one flavor of pairs of Weyl fermions for the vector
sum of k0 to vanish. In the SI broken Weyl semimetal, because of TR symmetry there is no Berry
curvature induced anomalous charge or thermal Hall effect in the absence of an external magnetic
field. However, in the TR broken WSM, because of a finite Berry curvature flux through any plane
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Figure 2.1: Top: Schematic diagram for linearized band dispersion for Dirac and Weyl semimetals
(kz is suppressed). (a) A doubly degenerate Dirac semimetal (b) Transition from a Dirac semimetal
to a Weyl semimetal (represented by a pair of Dirac cones separated by a finite momentum) by
breaking of time-reversal symmetry. Bottom: Energy band spectrum for the lattice model of Weyl
fermions (kx suppressed) described in Eq. 3.56. The two band touching points occur at K± =
(0, 0,±pi/2).
intermediate between the Weyl nodes in the momentum space, the anomalous charge and thermal
Hall conductivities are non-zero [11, 58, 59, 29].
For simplicity, let us consider a WSM with one pair Weyl points of opposite chirality, which
are separated in the momentum space by δK and in energy space by ∆ (also known as the chiral
chemical potential). Such a system breaks both TR and SI symmetries. Field theoretic calculations
suggest that such a system possesses a dynamic magneto-electric coupling θ(x, t)E · B, where
θ(x, t) = (δK · x − ∆ t) [33, 86, 11]. Since δK and ∆ are respectively odd under time reversal
and inversion operations (δK→ −δK and ∆→ −∆), the magnetoelectric coefficient θ(x, t) is SI
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and TR odd. This magnetoelectric coupling leads to the anomalous charge current
j =
e2
h
δK×E + e
2
h2
∆ B. (2.1)
In the absence of TR symmetry, the spatial gradient of θ(x, t) governs the anomalous charge
Hall current. In contrast, the time derivative of θ(x, t) induces a current along the direction of the
applied magnetic field for the inversion asymmetric Weyl semimetal, which is known as the chiral
magnetic current (CME)[87, 88]. Recently, there has been some controversy regarding the existence
of the equilibrium CME in condensed matter systems [73, 89, 90, 91, 76]. In contrast, it is accepted
that a dynamic CME (DCME) can exist in response to a time dependent magnetic field. In particular,
the existence of the DCME has been argued in the quark-gluon plasma [87, 92], and rotating 3He−
A [26]. Therefore it is natural to ask about the possible experimental ramifications of the DCME
in solid-state realizations of inversion symmetry breaking WSM. This question assumes even more
importance in light of the recent experimental observations of the inversion symmetry breaking
WSM, for which the anomalous Hall conductivity vanishes due to the presence of TR symmetry, and
DCME (that requires the existence of the inversion symmetry breaking chiral chemical potential) is
the characteristic signature of the topological magneto-electric effect.
In this chapter we show that the DCME current is intimately related to the natural optical
activity of an inversion symmetry breaking metal, which is also known as the optical gyrotropy
[93, 95, 96, 97, 188, 98]. The optical gyrotropy arises due to the existence of the gyrotropic current
in response to the time derivative of the magnetic field or the curl of the electric field, which are
related by the Maxwell’s equation, ∂tB = −∇ × E. We employ the following definitions of the
chiral magnetic and the gyrotropic currents
jch(q, ω) = σch(q, ω) B(q, ω), (2.2)
jg(q, ω) = σg(q, ω) iω B(q, ω) (2.3)
where σch(q, ω) and σg(q, ω) are respectively the complex chiral magnetic and the complex gy-
rotropic conductivities. The real and the imaginary parts of the σch(q, ω) respectively lead to the
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currents, which are in and out of phase with the magnetic field. By comparing two definitions we
immediately find the remarkable relation
σch(q, ω) = iω σg(q, ω). (2.4)
In the presence of a nonzero gyrotropic conductivity, the refractive indices for the left and the right
circularly polarized light become different, which in turn causes a rotation of the plane of polariza-
tion for the transmitted light, even in the absence of a uniform external magnetic field. The amount
rotation of the plane of polarization per unit length is known as the rotary power, and the imaginary
part of the gyrotropic conductivity governs the size of the rotary power [93]. Therefore, the central
result of this chapter is that the natural optical activity can be used as a test for the existence of the
real part of the dynamic chiral magnetic conductivity of inversion symmetry breaking WSMs such
as TaAs and NbAs. Below we derive a formula for the dynamic chiral magnetic conductivity and
optical activity (rotary power) of an inversion asymmetric WSM.
2.2 Tight-binding model of inversion asymmetric WSM
Experimental systems such as TaAs and NbAs are body centered tetragonal systems which
possess twenty four pairs of right and left handed Weyl fermions, and currently there is no simple
tight binding model for describing these materials. For this reason we adopt a simple two band
model defined on a cubic lattice, which can easily capture all the physically interesting topological
aspects of an inversion symmetry breaking WSM. Our Hamiltonian is defined as
H =
∑
k
ψ†k [N0,k σ0 + Nk · σ]ψk, (2.5)
where the spin independent hopping term N0,k and the spin-orbit coupling terms Nk are respec-
tively even and odd under spatial inversion and the Pauli matrices σ operate on the physical spin
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indices. For simplicity we only choose nearest neighbor hopping terms and obtain
Nk = tSO[sin(k1a), sin(k2a), sin(k3a)], (2.6)
and
N0,k = −2t1[cos(k1a) + cos(k2a) + cos(k3a)], (2.7)
with t1  tSO, where a is the lattice spacing. The quasiparticle spectra are given by
En,k = N0,k + (−1)n|Nk|, (2.8)
where n = 1, 2 is the band index. The Berry curvatures for the Bloch bands are given by
Ωn,k,a = (−1)n+1Ωa = abc
4N3
N · (∂bN× ∂cN). (2.9)
The Weyl excitations occur around the eight high symmetry points Γ: (0,0,0); M: (pi/a, pi/a, 0),
Figure 2.2: Left: Symmetry points in the Brillouin zone around which Weyl excitations occur. In
red the right-handed Weyl points are depicted, and in blue are the left-handed Weyl points. Right:
Illustration of the flow of Berry curvature flux from right-handed to left-handed Weyl points.
(pi/a, 0, pi/a), (0, pi/a, pi/a); X: (pi/a, 0,0), (0, pi/a, 0), (0, 0, pi); and R: (pi/a, pi/a, pi/a) of the
cubic Brillouin zone. In addition, Γ and M points act as the four right handed Weyl points while
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R and X points are the four left handed Weyl points. Fig. 2.2 depicts these points in the cubic
Brillouin zone. In the vicinity of these points, quasiparticles possess linear dispersion and the Berry
curvature acquires the characteristic form of a monopole (antimonopole)
Ωa = ± sgn(tSO) ka
2k3
,
The spin independent hopping term shifts the Weyl points in the energy space, and gives rise to
the chiral chemical potential. The linearized Hamiltonian for the low energy quasiparticles can be
compactly written as
H ≈
∑
j
∫
d3k
(2pi)3
ψ†j,k[∆j +
3∑
b=1
vb,j(ka −Kb,j)σb]ψj,k, (2.10)
whereKjs are the components of the wave-vectors of the Weyl points, and the momentum deviation
from the Weyl points are restricted by an ultraviolet cutoff Λ ∼ pi/a, and the velocity components
satisfy |vb,j | = |tSO|a/~. Specifically the crossing of two bands at Γ, M , X and R respectively oc-
cur at energies ∆j = −6t1, 2t1, −2t1, 6t1. If overall chemical potential is set to zero this system
will behave as a compensated semimetal. If t1 > 0, we have electron pockets centered at Γ and X
points and hole pockets around M and R points. By choosing further neighbor spin independent
hopping the reference energies and the volumes of the Fermi pockets can be modified. Therefore
our simple tight binding model clearly explains how the energy mismatch between the Weyl points
can naturally arise in a material.
2.3 Dynamic chiral magnetic conductivity
In the presence of the electromagnetic field we need to replace k by k − eA and also
consider a dynamic Zeeman coupling gµBσ · (∇×A), which leads to the following expression for
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the current operator (j = −e(∂H/∂k))
ja(k) = −e[∂aN0,k + ∂aNk · σ + iγabcσbkc], (2.11)
and γ = gµB/e. For simplicity, we will focus on the high frequency regime (ωτ  1), where the
scattering effects due to impurities can be ignored. In this collisionless regime, the chiral magnetic
conductivity can be calculated using the following Kubo formula [87, 88]
σch(q, ω) =
abc
2iqc
Πab(iΩm → ω + iδ,q), (2.12)
where
Πab(iΩm,q) = T
∑
n
∫
d3k
(2pi)3
Tr[ja,kG(iωn,k− q/2)
×jb,kG(iωn + iΩm,k− q/2)] (2.13)
is the current-current correlation function and
G(iωn,k) =
iωn + µ−N0,k + Nk · σ
(iωn + µ−N0,k)2 − |Nk|2 (2.14)
is the Greens function. In the above equations, ωn = (2n+1)piT and Ωm = 2pimT are respectively
the fermionic and the bosonic Matsubara frequencies, and n, m are integers.
For long wavelength electromagnetic waves, ω  vF |q| and we can ignore the q depen-
dence of the chiral magnetic conductivity. This approximation also provides the answer for the
chiral magnetic conductivity in the presence of a time dependent, but spatially homogeneous mag-
netic field. Therefore, we restrict ourselves to finding the q-linear part of Πab. In the following we
choose Π12 as a function of q = (0, 0, q). After performing the trace and the Matsubara sum we
obtain the following two contributions to the dynamic chiral magnetic conductivity
σch,1(iωm) =
2e2γ2
∑2
n=1
∫
k
[
n′F (En) k·Nk k3∂3En
T [(iωm)2−4|Nk|2] −
(−1)nnF (En) k·Nk k3∂3N0,k
|Nk|[(iωm)2−4|Nk|2]
{
1− 2(iωm)2
(iωm)2−4|Nk|2
}]
(2.15)
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σch,2(iωm) =
4e2
∑2
n=1
∫
k
|Nk|3
[
n′F (En) Ω3,k∂3En
T [(iωm)2−4|Nk|2] −
(−1)nnF (En) ∇N0,k·Ωk
|Nk|[(iωm)2−4|Nk|2] +
(−1)nnF (En) (iωm)2
|Nk|[(iωm)2−4|Nk|2]2 × 2Ω3,k∂3N0,k
]
,
(2.16)
which respectively arise from the dynamic Zeeman coupling and the underlying Berry curvature.
These two equations constitute our main result, and can also be applied to a generic inversion
symmetry breaking metal. After an analytic continuation to the real frequencies, we obtain the
complex chiral magnetic conductivity.
Now we apply these formula for evaluating the chiral magnetic conductivity of a WSM
with a finite chiral chemical potential. For simplicity now we use the continuum Hamiltonian, as
described by Eq. (2.10). The entire expression now depends on the derivative of the Fermi function,
which at zero temperature reduces to a delta function, and the dynamic chiral magnetic conductivity
for this model becomes
σch(ω) =
e2sgn(tSO)
3pi2~2
∑
j
(−1)(K1,j+K2,j+K3,j)
×
(
1 +
γ2µ2j
~2|v|4
)
µ3j
(~ω + iδ)2 − 4µ2j
, (2.17)
where µj = µ + ∆j , and µ is the conventional chemical potential, |v| = |tSO|a/~. Notice that
the imaginary part of the σch only appears when the frequency is tuned exactly at the effective
chemical potentials µj of the Weyl quasiparticles. Even though we obtain a finite chiral magnetic
conductivity by setting ω = 0 in Eq. (2.17), this answer does not constitute an equilibrium CME.
For the equilibrium CME, we have to first set iωm to be zero in Eq. (2.12) [76]. On a general ground
we anticipate the low frequency dynamic chiral magnetic conductivity obtained from Eq. (2.15) and
Eq. (2.16) to be considerably modified by various relaxation processes. In contrast, there is an
universality in the high frequency regime. At frequencies much higher than the chemical potentials
of the Weyl fermions (which is quite small in TaAs and NbAs) and the scattering rate 1/τ , the chiral
magnetic conductivity is entirely real and decreases as 1/ω2. The corresponding asymptotic form
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is given by
σch(ω) ∼ e
2sgn(tSO)
3pi2~2
∑
j
(−1)(K1,j+K2,j+K3,j) µ
3
j
(~ω)2
×
(
1 +
γ2µ2j
~2|v|4
)
. (2.18)
This equation also implies that the high frequency gyrotropic conductivity is purely imaginary and
decreases as 1/ω3.
Before determining the overall magnitude of the chiral magnetic conductivity, we first com-
pare the strengths of the contributions from the dynamic Zeeman coupling and the Berry curva-
ture. This is quantified by the dimensionless ratio γ2µ2j/(~2v4). Recent magnetotransport exper-
iments on TaAs [94] suggest the following estimates µ ∼ 11.48meV , v ∼ 1.16 × 105m/s, and
kF = µ/(~vF ) ∼ 1.5 × 108m−1. For simplicity we choose g = 2 and γ = ~/me, where me is
electron’s rest mass. Therefore, the dimensionless ratio becomes
γ2µ2
~2v4
=
µ2
m2ev
4
=
~2k2F
m2ev
2
∼ 1.9× 10−2. (2.19)
This estimate suggests that the contribution from the Berry curvature dominates over the one from
the dynamic Zeeman coupling if g ∼ 2. However, in a semiconducting system the g factor can be
substantially different from 2. In particular, along certain directions it can be an order of magnitude
larger than 2. Such an enhanced g factor can make both contributions comparable.
Now we turn to the estimation of the chiral magnetic conductivity due to the Berry curva-
ture. For our model in the high frequency regime, this becomes
σch(ω) ∼ 128e
2t31
~3ω2
. (2.20)
For t1 ∼ 1meV and THz frequency, we find
σch ∼ 2.5× 108Ω−1s−1.
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In the presence of the chiral magnetic conductivity, the right and the left circularly polarized elec-
tromagnetic waves propagate with different velocities, and also possess different refractive in-
dices [93, 99]. This gives rise to the natural optical activity which is described in terms of the rotary
power (rotation of the plane of polarization of the transmitted light per unit length) [93, 97, 101]
dθ
dl
=
h
2e2c
<[σch(ω)]. (2.21)
where c is the speed of light in the vacuum. Therefore, the rotary power, which is a very well
known and widely measured quantity can provide a direct measurement of the real part of the chiral
magnetic conductivity. With our estimate for the chiral magnetic conductivity, we find the rotary
power
dθ
dl
∼ 104rad/m.
This roughly implies a difference in the refractive indices for two circular polarizations to be δn ∼
0.25.
It is also important to note that the natural optical activity in the presence of time reversal
symmetry does not lead to the polar Kerr effect, which describes the rotation of the plane of polar-
ization for the reflected light [100, 101]. Polar Kerr effect as a topological response in a TR broken
system will be a subject of our study in Chapter 6. Recently in Ref. [101], the authors have consid-
ered the possibility of enhancing the optical activity of the WSM by applying external electric and
magnetic fields in parallel, which can serve as a potential test of the chiral anomaly. Their results are
somewhat different from ours, as they have not considered an equilibrium chiral chemical potential,
and the chiral chemical potential rather emerges as a consequence of the chiral anomaly (and it is
proportional to applied E ·B). In addition, the authors have not considered the role of the Zeeman
coupling either.
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2.4 Conclusions
In this chapter, we focused on the chiral magnetic effect arising from a Weyl semimetal.
Chiral magnetic effect refers to the presence of an induced current along the direction of the applied
magnetic field. Recently, there has been some controversy regarding the existence of the equilibrium
chiral magnetic conductivity in condensed matter systems. In contrast, it is accepted that a dynamic
chiral magnetic effect can exist in response to a time dependent magnetic field. However, how a
dynamical chiral magnetic effect manifests itself in an experimental system is still a very active area
of theoretical investigation, which we have tried to answer.
In this chapter, we established a direct relation between the dynamic chiral magnetic effect
and the optical gyrotropy for inversion symmetry breaking WSMs (see Eq. (2.3)). Based on this
observation we have suggested the natural optical activity or the rotary power for the transmitted
light as a direct evidence for the existence of the dynamic chiral magnetic effect for inversion asym-
metric WSMs such as TaAs and NbAs. We have introduced a simple tight binding model on a
cubic lattice, which produces eight Weyl points with different reference energies or chiral chemical
potentials. Our general formula for the high frequency chiral magnetic conductivity (see Eq. (2.15)
and Eq. (2.16)), can also be applied to generic inversion symmetry breaking metals such as Li2Pt3B
and Li2Pd3B [102, 103].
The presence of a non-trivial distribution of Berry’s flux in a Weyl semimetal also leads
to many anomalous transport properties like the anomalous Hall effect, anomalous Nernst effect
an so on. In the next chapter, we will study the Nernst conductivity in a Weyl semimetal using
semiclassical Boltzmann dynamics in a TR broken Weyl semimetal.
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Chapter 3
Nernst and magneto-thermal
conductivity in a lattice model of Weyl
fermions
Abstract
In this chapter, we use semi-classical Boltzmann dynamics in the relaxation time approxi-
mation for a lattice model of time reversal (TR) symmetry broken WSM, and compute both magnetic
field dependent and anomalous contributions to the Nernst coefficient. In addition to the magnetic
field dependent Nernst response, which is present in both Dirac and Weyl semimetals, we show that,
contrary to previous reports, the TR-broken WSM also has an anomalous Nernst response due to a
non-vanishing Berry curvature. We also compute the thermal conductivities of a WSM in the Nernst
(∇T ⊥ B) and the longitudinal (∇T ‖ B) set-up and confirm from our lattice model that in the
parallel set-up, the Wiedemann-Franz law is violated between the longitudinal thermal and electri-
cal conductivities due to chiral anomaly. A part of this chapter was published in Physical Review B
93, 035116 (2016).
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3.1 Introduction
In this chapter, we work with a TR broken phase of WSM and consider its Nernst response.
Experimentally, the Nernst effect measures the transverse electrical response to a longitudinal ther-
mal gradient in the presence of a perpendicular magnetic field. The Nernst effect has been used as
an important experimental probe in a number of physical systems such as high temperature cuprate
superconductors [104, 105, 106, 107], and charge density waves [108, 12]. Since the TR-broken
WSM has a non-zero anomalous Hall response (i.e., non-zero Hall efffect induced by the Berry
curvature even in the absence of a magnetic field) it is expected that the anomalous Nernst response
will also be non-zero. This is because, the anomalous Hall conductivity σxy and the anomalous
Peltier coefficient αxy, which measures the transverse electrical currrent in response to a longitudi-
nal temperature gradient, are related by the celebrated Mott relation, αab = −pi23
k2BT
e
∂σab
∂µ . In turn,
a non-zero αxy implies an anomalous (zero field) Nernst coefficient given by αxy/σxx. In recent
work [58], however, based on a linearized model of a TR-broken Weyl semimetal, the anomalous
Nernst response has been argued to be zero, because a linearized Weyl Hamiltonian with unbounded
(or very high) ultraviolet cut-off of the Dirac spectrum produces ∂σxy/∂µ = 0. Here we show, from
a lattice model of a WSM (with the lattice regularization providing a physical ultra-violet cut-off
to the low energy Dirac spectrum) that the anomalous Peltier coefficient, and in turn the anomalous
Nernst coefficient is finite and measurable in a physical time reversal breaking Weyl semimetal such
as Bi1−xSbx. In the main part of the paper, we use the semi-classical Boltzmann equations in the
relaxation time approximation in the presence of a non-zero magnetic field and a Berry curvature,
and derive the thermoelectric and charge conductivity tensors (both longitudinal and Hall) which
we use to calculate both the conventional (i.e., magnetic field dependent) and topological (i.e. zero
field) Nernst coefficients.
Additionally, we also investigate the thermal conductivity of a WSM based on the Boltz-
mann equation approach. Unlike earlier works which were based on a linearized WSM model, [59,
58] we employ a lattice Bloch Hamiltonian. With the Nernst experimental setup i.e. the tem-
perature gradient ∇T applied perpendicular to the magnetic field B, we find that the transverse
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magneto-thermal conductivity obeys the Wiedemann-Franz law [124] (i.e., the ratio of the thermal
and electrical conductivity is the Lorenz number L0, both with and without the external magnetic
field). In the parallel setup (∇T ‖ B), however, there is an additional B2 dependence of the Lorenz
number, thus violating the standard Wiedemann-Franz law for quasiparticles in a Landau Fermi
liquid, arising from the chiral anomaly. Our results confirm that the violation of the Wiedemann-
Franz law between the longitudinal magneto thermal and electrical conductivities [60] persist in the
physically more transparent lattice model and is not an artifact of the linearized low energy model.
This chapter is organized as follows: in Section 3.2, we discuss the Boltzmann semi-
classical approach to calculate the Nernst response in a Weyl semimetal. We derive expressions
for both longitudinal and transverse charge (σab) and Peltier (αab) conductivity tensors, taking into
account perturbative electric and magnetic fields, and a finite temperature gradient, for a Hamilto-
nian with a non-vanishing Berry curvature. Though the approach is general and can be applied for
various configurations, we will compute our expressions relevant for the Nernst experimental setup.
Section 3.3 concerns with the Nernst response in a linearly dispersing model of Dirac and Weyl
fermions. We compute the magnetic field dependent Nernst response for a single Dirac node, and
also for a pair of Weyl nodes which have a non-vanishing flux of the Berry curvature. Additionally
Weyl fermions also exhibit an anomalous Nernst response even at zero magnetic field when one im-
poses a physical ultraviolet cut-off on the energy spectrum, and we show that this imposition gives
a non-zero Peltier coefficient αxy. Section 3.4 concerns with the lattice WSM model and its Nernst
response. In Section 3.5, the magneto-thermal conductivity is analyzed, and the Wiedemann-Franz
law is studied for orthogonal (∇T ⊥ B) and parallel (∇T ‖ B) setups. We conclude in Section 3.6.
3.2 Boltzmann formalism for Nernst response in a lattice Weyl semimetal
Nernst effect measures the transverse electrical response to a longitudinal thermal gradient
in the presence of a finite magnetic field and absence of a charge current i.e. Ey = −ϑ dT/dx,
where ϑ is defined to be the Nernst coefficient and −dT/dx is the temperature gradient applied
along the x axis. The use of three conductivity tensors, σˆ, αˆ, and lˆ suffices to relate the charge
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current J and thermal current Q to an applied electric field and temperature gradient. We reserve
the symbol κˆ for thermal conductivity tensor which will be the focus of Section 3.5. We can write
the following linear response equation
 J
Q
 =
 σˆ αˆ
ˆ¯α lˆ

 E
−∇T
 (3.1)
The tensors ˆ¯α and αˆ are related to each other by Onsager’s relation: ˆ¯α = T αˆ. In the absence of
charge current (J = 0), we have E = σˆ−1αˆ∇T . The Nernst coefficient ϑ can be derived to be
ϑ =
Ey
(−dT/dx) =
αxyσxx − αxxσxy
σ2xx + σ
2
xy
, (3.2)
which is a function of thermoelectric tensor αab and charge conductivity tensor σab. We will eval-
uate αab and σab using semi-classical Boltzmann treatment in the relaxation time approximation,
accounting for an external magnetic field and a finite Berry curvature.
A non-zero Berry curvature in a Bloch Hamiltonian acts like a fictitious magnetic field in
the momentum space [7], which substantially modifies transport properties of the system, giving
rise to anomalous behavior. Anomalous transport due to the Berry curvature has been crucial in
understanding intrinsic Hall and Nernst conductivity in ferromagnetic materials[109, 110, 111, 9].
The Berry curvature for a Bloch Hamiltonian H(k) is defined to be: Ωka = abc∂kbAc(k), where
A(k) is the Berry connection given by A(k) = 〈uk|i∇k|uk〉, for a Bloch eigenstate |uk〉. In the
presence of Berry curvature Ωk, the semi-classical equation of motion for an electron takes the
following form[9, 112]
r˙ =
1
~
∂(k)
∂k
+
p˙
~
×Ωk, (3.3)
where k is the crystal momentum, (k) is the energy dispersion, and p = ~k. The first term in
Eq. 3.3 is the familiar relation between semi-classical velocity r˙ and the band energy dispersion
(k). The second term is the anomalous transverse velocity term originating from Ω(k). In the
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presence of electric and magnetic fields we have the standard relation: p˙ = eE + er˙ × B. These
two coupled equations for r˙ and p˙ can be solved together to obtain [113, 114]
r˙ = D(B,Ωk)
[
vk +
e
~
(E× Ωk) + e~(vk · Ωk)B
]
(3.4)
p˙ = D(B,Ωk)
[
eE +
e
~
(vk ×B) + e
2
~
(E ·B)Ωk
]
, (3.5)
whereD(B,Ωk) = (1+e(B ·Ωk)/~)−1. D(B,Ωk) is also the prefactor which modifies the invari-
ant phase space volume dpdx → D(B,Ωk)dpdx, giving rise to a non-commutative mechanical
model [113], because the Poisson brackets of coordinates is non-zero. For brevity of notation, we
will sometimes omit showing the explicit dependence of D(B,Ω(k)) on B and Ω(k) and instead
write justD. In Eq. 3.4 and Eq. 3.5, we have also defined vk = ~−1∂k/∂k to be the band-velocity.
The second term in Eq. 3.4 gives rise to anomalous transport perpendicular to the applied electric
field, while the third term gives rise to chiral magnetic effect. The third term in Eq. 3.5 (proportional
to E ·B) is the source of chiral anomaly, triggering negative magnetoresistance. It has been shown
recently that negative magnetoresistance can be derived using the semi-classical equations of motion
employing Boltzmann transport[71]. Other recent works have also developed a modified Boltzmann
equation, taking into account Berry curvature and chiral anomaly effects[114, 115, 116, 58, 59]. In
these works a linearized model of the WSM has been examined, i.e. a pair of Dirac nodes topologi-
cally protected by chirality quantum numbers.
Here we solve the Boltzmann equation in the presence of the Berry curvature and chiral
anomaly terms for a lattice model of a WSM. The steady state Boltzmann equation in the relaxation
time approximation is given by
(r˙ · ∇r + k˙ · ∇k)fk = −fk − feq
τ
, (3.6)
where τ is the scattering time, feq is the equilibrium Fermi-Dirac distribution function, and fk is
the distribution function of the system in the presence of perturbations. The scattering time τ can in
general be a function of the crystal momentum i.e. τ = τ(k), but we shall treat it as independent of
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momentum for simplicity.
We will first consider the case when B = 0 and derive the longitudinal and anomalous
Hall conductivities. The linear response relations between the charge current and the applied fields
dictate:
Ja = σabEb + αab(−∇bT ) (3.7)
The charge current in the presence of an electric field and a temperature gradient is given by[9]
J =− e
∫
[dk]
(
vk +
e
~
E×Ωk
)
fk
+
kBe∇T
~
×
∫
[dk]Ωksk (3.8)
In the above expression, [dk] ≡ d3k
(2pi)3
. The quantity sk = −feq log feq− ((1− feq) log(1− feq)) is
entropy density for the electron gas. The first term in Eq. 3.8 is the current in response to an applied
electric field E, also accounting for the transverse anomalous velocity acquired by an electron wave-
packet due to Ω(k). The second term is the anomalous response to the temperature gradient ∇T ,
which can be obtained using the semiclassical wavepacket methods taking into account the orbital
magnetization of the carriers arising from the finite spread of the wavefunction [9]. It can also be
derived by first calculating the transverse heat current in response to an electric field and then using
Onsager’s relation [117]. The heat current Q takes the following form after accounting for both
normal and anomalous contributions[9, 118, 120, 119]
Q =
∫
[dk](k − µ)vkfk + e
β~
∫
[dk] (E×Ωk) sk
+
kB∇T
β~
×
∫
[dk]Ωk
(
pi2
3
feq + β
2(− µ)2feq
)
− kB∇T
β~
×
∫
[dk]Ωk
(
ln(1 + e−β(k−µ)
2
) + 2Li2(1− feq)
)
, (3.9)
where Li2(z) is the polylogarithmic function of order 2, which is generally defined as Lis(z) =
∞∑
k=1
zk
ks for an arbitrary complex order s, for a complex argument |z| < 1. The first term in Eq. 3.9 is
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the standard contribution to the heat current in the absence of Berry curvature. The second term is
the Berry curvature mediated transverse response to electric field E which can be understood by the
following simple argument: in the presence of the Berry curvature and the electric field, the electron
velocity acquires the additional anomalous term eE×Ωk. Multiplying this velocity by the entropy
density of the electron gas, we obtain this contribution to the transverse heat current [117]. From
Eq. 3.1 we can write the transverse response of J and Q on the applied temperature gradient and
electric field respectively as: Jx = αxy∇yT , and Qx = α¯xyEy. Comparing the coefficients αxy
and α¯xy from Eq. 3.8 and Eq. 3.9, it is easy to note that they obey Onsager’s relation: α¯xy = Tαxy,
as expected. From Eq. 3.1, the anomalous response Q on an applied temperature gradient can be
written as: Qx = lxy∇yT . The quantity lxy in Eq. 3.1 can be calculated as: lxy = −k2BTc2/~,
where [119]
cn =
∫
[dk]Ωz
∞∫
−µ
d(β)n
∂feq
∂
(3.10)
The energy integral in Eq. 3.10 reduces to the following for n = 2 [119, 120].
∞∫
−µ
d(β)2
∂feq
∂
=
pi2
3
feq + β
2(− µ)2feq
−
(
ln(1 + e−β(k−µ)
2
) + 2Li2(1− feq)
)
(3.11)
Eq. 3.11 and Eq. 3.10 combined with lxy = −k2BTc2/~ give the last two ∇T dependent terms in
Eq. 3.9.
Keeping only linear order dependence on the applied field E and∇T , the following Ansatz
is assumed for the distribution function, fk [123] which is a solution to the steady state Boltzmann
equation (Eq 3.6) :
fk = feq + τ
(
−∂feq
∂
)
vk ·
(
−eE + − µ
T
(−∇T )
)
, (3.12)
We will further assume that the electric field and temperature gradient have non-zero components
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only along the x direction. Substituting for fk from Eq. 3.12 in Eq. 3.8 for the current J, and
comparing the resulting expression with Eq. 3.7, the longitudinal components of the conductivity
tensors σab and αab can be easily read to be
σxx = e
2
∫
[dk]v2xτ
(
−∂feq
∂
)
, (3.13)
αxx = − e
T
∫
[dk]v2xτ(− µ)
(
−∂feq
∂
)
, (3.14)
where vx ≡ ~−1∂k/∂kx. The transverse components are:
σyx =
e2
~
∫
[dk]Ωfeq, (3.15)
αyx =
kBe
~
∫
[dk]Ωksk, (3.16)
which are purely anomalous because we have assumed E and∇T are applied along the x direction,
and there is no magnetic field.
We now discuss the case of a finite magnetic field. We consider a particular configuration
relevant for the experiments measuring Nernst coefficient i.e. ∇T = ∇xT xˆ, B = Bzˆ, and E = 0,
although the approach will work for other configurations also, like the parallel setup discussed in
Section 3.5. The Boltzmann equation (Eq. 3.6 takes the following form after making substitutions
for r˙ and p˙ from Eq. 3.4 and 3.5).
vxτ∇xT − µ
T
(
−∂feq
∂
)
+
eB
~
(
−vx ∂
∂ky
+ vy
∂
∂kx
)
fk
= − fk − feq
D(B,Ωk)τ
(3.17)
The following Ansatz is chosen for the distribution fk which also accounts for correction factor (Λ)
due to a finite magnetic field.
fk = feq −
(
Dτvx∇xT − µ
T
− v ·Λ
)(
−∂feq
∂
)
(3.18)
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The Boltzmann equation (Eq. 3.17) thus becomes
eB
~
(
vy
∂
∂kx
− vx ∂
∂ky
)
(−D∇xT − µ
T
vxτ + v ·Λ)
= −v ·Λ
τ
(3.19)
Imposing the condition that this equation must be valid for all values of v, we find that Λz = 0, and
the equation can be simplified to:
eB∇xT − µ
T
Dτ
(
vx
mxy
− vy
mxx
)
+ eB
(
vyΛx
mxx
− vxΛy
myy
)
= −vxΛx
(
− eB
mxy
+
1
Dτ
)
− vyΛy
(
eB
mxy
+
1
Dτ
)
(3.20)
In order to solve the above equation, we introduce complex variables V = vx + ivy, and Λ =
Λx − iΛy, and rewrite the equation in the following manner
Re
[
eBτD∇xT − µ
T
V
(
1
mxy
+
i
mxx
)]
= Re
[
V Λ
(
ieB
mxx
− 1
Dτ
)
+
eBV Λ∗
mxy
]
, (3.21)
where m−1ij = ~−2∂2E(k)/∂ki∂kj is the inverse band-mass tensor and Re(z) stands for the real
part of z. Eq. 3.21 can be solved for Λ:
Λx = eBτD(B,Ωk)∇xT − µ
T
[
vx
mxy
− vymxx
] [
− eBvymxx + eBvxmxy − vxDτ
]
+
[
vx
mxx
+
vy
mxy
] [
eBvx
mxx
− eBvymxy −
vy
Dτ
]
[
− eBvymxx + eBvxmxy − vxDτ
]2
+
[
eBvx
mxx
− eBvymxy −
vy
Dτ
]2
(3.22)
Λy = eBτD(B,Ωk)∇xT − µ
T
[
vx
mxy
− vymxx
] [
− eBvymxy + eBvxmxx −
vy
Dτ
]
−
[
vx
mxx
+
vy
mxy
] [
− eBvymxx + eBvxmxy − vxDτ
]
[
− eBvymxx + eBvxmxy − vxDτ
]2
+
[
eBvx
mxx
− eBvymxy −
vy
Dτ
]2
(3.23)
31
For convenience of notation, we rewrite Λx and Λy as: Λi = τ∇xT −µT ci, incorporating into ci the
remaining factors apart from τ∇xT −µT of Eq. 3.22 and Eq. 3.23. Using Eq. 3.18 and the results for
Λx and Λy, we can now explicitly write the distribution function fk as:
fk = feq −
(
τ∇xT − µ
T
(
∂feq
∂
))
((cx −D)vx + cyvy) (3.24)
The expression for the charge current J, in the presence of B and Ωk, is also modified by the
factor D(B,Ωk) [58, 9], as we pointed out earlier that D(B,Ωk) = (1 + e(B · Ωk)/~)−1 is the
multiplicative factor which alters the phase space volume locally.
J = −e
∫
[dk]D−1r˙f +
kBe∇T
~
×
∫
[dk]Ωksk (3.25)
Substituting Eq. 3.24 in Eq. 3.25 and again comparing with the linear response relations in Eq. 3.1,
the thermoelectric tensor αij can be solved to:
αxx = e
∫
[dk]v2x
(
τ
− µ
T
(
−∂feq
∂
)
(cx −D)
)
(3.26)
αyx = e
∫
[dk](v2ycy + (cx −D)vxvy)
(
τ
− µ
T
(
−∂feq
∂
))
+
kBe
~
∫
[dk]Ωzsk (3.27)
The temperature dependence of the zero-field anomalous contribution in Eq. 3.27 is hidden in the
entropy density sk of the electron gas. Similarly, the electrical conductivity components (transverse
and longitudinal) are obtained to be:
σxx = e
2
∫
[dk]v2xτ
(
−∂feq
∂
)
(cx −D) (3.28)
σyx = e
2
∫
[dk](v2ycy + vxvy(cx −D))τ
(
−∂feq
∂
)
+
e2
~
∫
[dk]Ωzfeq (3.29)
As a good check of our calculation we also recover the results for σab and αab found in Ref. [58]
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where the tensorial nature of mij is ignored and m = ~µ/v2F . The transverse components, i.e.
Eq. 3.27 and 3.29, are a sum of two terms: the first term captures the effect of a finite B which is
further modified by the Berry curvature Ωk, due to the factors cy, cx and D which are non-trivial
functions of the Berry curvature. The first terms in Eq. 3.27 and Eq. 3.29 depend on the scattering
time τ , and we call these as ‘modified’ B-dependent Hall conductivities (because they are modified
due to the Berry curvature). The Berry curvature also alters the expressions for longitudinal con-
ductivities given in Eq. 3.26 and Eq. 3.28 because of the factor cx−D. In the limits when Ωk → 0,
the factor cy → ωτ for a quadratic band dispersion, upto linear order in B, (where ω = eB/m is
the cyclotron frequency). In the same limit, the factor cx −D → −1 upto zeroth order in B, thus
yielding the standard expression for σxx and αxx given in Eq. 3.13 and 3.14. In contrast, the second
term in Eq. 3.27 and 3.29, which is Berry curvature dependent persists in the absence of a magnetic
field, and is a purely anomalous contribution. We shall roughly examine the limit in which the factor
D(B,Ωk) = (1 + e(B · Ωk)/~)−1 significantly deviates from 1. Defining k = 2piK/a, where a
is the lattice constant, and K is dimensionless, e(B · Ωk)/~ = a2ΩK/l2B , where lB is the magnetic
length and ΩK is dimensionless. For a magnetic field of 1T, a ∼ 2A˚, e(B ·Ωk)/~ ∼ 10−4ΩK . The
Berry curvature for a single linearly dispersing Weyl node centered at the origin is ΩK = K/4|K|3,
thus D(B,Ωk) ≈ 1 for low magnetic fields and away from band touching point (K0 = 0) in the
momentum space (i.e. approximately |K|  0.01 in this case). This is expected, as qualitatively
one understands that the effect of Berry curvature peaks when the energy band gap Eg → 0. When
the effects of Berry curvature can be neglected, the following standard expressions are derived from
Eq. 3.27 and 3.29 for Hall conductivities, keeping terms only upto linear order in B:
σxy =
−e3τ2B
~
∫
[dk]
(
∂f0
∂
)(
v2x∂
2
∂k2y
− vxvy∂
2
∂kx∂ky
)
(3.30)
αxy =
−e3τ2B
T~
∫
[dk](− µ)
(
∂f0
∂
)(
v2x∂
2
∂k2y
− vxvy∂
2
∂kx∂ky
)
(3.31)
In Section 3.3, we will use the formula obtained for αab and σab to calculate the Nernst coefficient in
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Eq. 3.2, first analytically for a simple Dirac and Weyl linearized Hamiltonian, and then numerically
in Section 3.4, for a lattice model of Weyl fermions.
3.3 Nernst response in linearized model Dirac and Weyl systems
In this section, we will concern ourselves with the Nernst response of a linearized spectrum
of Dirac and Weyl systems. We examine the magnetic field dependent transverse conductivities (αxy
and σxy) for a linearly dispersing Dirac node, which are analytically tractable using the Boltzmann
approach. We repeat the procedure for a pair of Weyl nodes taking into consideration the Berry flux
modification of the normal B-dependent conductivities.
3.3.1 Nernst effect in a linearized Dirac Hamiltonian
As a warm up, we discuss the Nernst response of a single Dirac cone, with linear dispersion
k = ±~vFk, where k =
√
k2x + k
2
y + k
2
z . The density of states for a single Dirac/Weyl node with
unbounded linear dispersion (taking into account spin degeneracy) is given by
ρ(E) =
1
pi2
E2
(~vF )3
(3.32)
The density of states vanishes at the Dirac node, which gives rise to many unusual properties.
Eq. 3.28 for the longitudinal conductivity, without the Berry curvature term, reduces to Eq. 3.13,
which can be employed to analytically deduce the zero temperature conductivity for a Dirac Hamil-
tonian to be
σxx =
e2
6pi2
τµ2
~3vF
, (3.33)
where we have assumed the scattering time τ to be a phenomenological parameter independent of
energy or momentum. For transverse magneto-conductivity, for a weak magnetic field B = Bzˆ, we
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derive the Hall conductivity σxy for a linearized Dirac Hamiltonian using Eq. 3.30 to be
σxy =
e3Bτ2
6pi2
vFµ
~4
(3.34)
We note that (σxy/σxx) = ωτ = eBτ/m, where m is the band mass near the Fermi surface given
by m = ~µ/v2F . At low temperatures, the thermoelectric tensor αab is related to the derivative of
σab via the Mott relation [124]
αab = −pi
2
3
k2BT
e
∂σab
∂µ
(3.35)
Combining the Mott relation with Eq. 3.2, the Nenrst coefficient becomes (when σxx  σxy)
ϑ = −pi
2
3
k2BT
e
∂ΘH
∂µ
= −pi2k2BT
Bτv2F
3~µ2
, (3.36)
where ΘH = σxy/σxx is the Hall angle. However Eq. 3.36 is valid only when µ 6= 0, and ϑ does
not diverge for µ = 0 as we shall see shortly.
The scattering time in Boltzmann conductivity is sensitive to the type of impurities in the
system. For neutral short range or point-like impurities, the scattering time τs is given by:[121]
1
τs
=
nsV
2
0 k
2
F
3pi~2vF
, (3.37)
where ns is the density of the impurities, V0 is the strength of the impurity potential, and kF is the
Fermi wave-vector. Considering Thomas-Fermi (TF) screening, the scattering time for long-range
ionic impurities at zero temperature is given by[121]
1
τc
= 4piα2nc
vF
k2F
It(q0) (3.38)
In the above expression, nc is the density of charged impurities, α = e2/κ~vF is the fine-structure
constant, q0 = qTF /2kF , where qTF is the Thomas-Fermi wave-vector, and It(x) = (x2 +
35
1/2) log(1 + 1/x2)− 1. The total scattering time is given by Matthiesen’s rule
1
τ
=
1
τs
+
1
τc
(3.39)
For a linear Dirac Hamiltonian, kF = µ/~vF , therefore the scattering time expression take the
following form:
1
τc
=
nc4piα
2v3F~It(q0)
µ2
(3.40)
1
τs
=
nsV
2
0 µ
2
3pi~3vF
(3.41)
From Matthiesen’s rule, it is evident that the shorter time scattering process (τs or τc) will dominate
the carrier transport, therefore near µ = 0, the scattering from ionic impurities will primarily de-
termine the conductivity, and for µ  0, it is scattering from the neutral point-like impurities that
govern charge transport. For an arbitrary value of µ, the following expression for scattering time τ
can be written, using expressions in Eq. 3.39, 3.40, and 3.41
1
τ
=
1
τ0
(
1
µ2
(1 + xµ4)
)
, (3.42)
where τ0 and x are constants depending on the coefficients of µ2 and 1/µ2 in Eq. 3.40 and 3.41,
whose exact form is lengthy and not illuminating for our discussion. Using this expression for the
total scattering time τ in Eq. 3.33, we obtain:
σxx =
e
6pi2
τ0µ
4
vF~3(1 + xµ4)
(3.43)
Similarly, from Eq. 3.34, we have
σxy =
e2
6pi2
eBvF τ
2
0µ
5
~4(1 + xµ4)2
(3.44)
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The Hall angle near µ = 0 reduces to:
ΘH = eBµv
2
F τ0/~, (3.45)
and thus from Eq. 3.36, the Nernst coefficient ϑ0 at µ = 0 is given by:
ϑ0 = −pi
2
3
k2BT
e
eBv2F τ0
~
(3.46)
Alternatively, the same conclusion can be reached by using the equation for the Nernst coefficient
i.e. Eq. 3.2, and Eq. 3.35, 3.43, and 3.44, by substituting the exact expressions instead of using the
Mott relation. Far away from the Dirac point at µ = 0, the charge conductivities are
σxx ∼ e
2
6pi2
τ0
vF~3
x
(
1− 1
xµ4
)
(3.47)
σxy ∼ e
2
6pi2
eBvF τ
2
0
~4x2µ3
(3.48)
The Hall angle in this case no longer varies linearly with the Fermi energy (as in the case near
µ = 0), but is instead given by ΘH = eBv2F τ0/~x2µ3. The Nernst coefficient for µ 0 becomes
ϑ ∼ pi
2k2BT
e
eBv2F τ0
~x2µ4
, (3.49)
which approaches zero as µ is increased asymptotically, as expected from Fermi liquid theory,
where the Nernst coefficient vanishes because of Sondheimers cancellation.[122] The sign of the
Nernst coefficient ϑ does not change with the sign of µ and is thus an even function of µ. This is
because both σxyαxx and σxxαxy, which appear in the numerator of the expression for ϑ in Eq. 3.2
do not depend on sgn(µ). The plot in Figure 3.1 displays Nernst coefficient for a linear Dirac node
obtained using Eq. 3.2, 3.13, 3.30, and 3.35. We have provided a physical ultra-violet cut-off to the
low energy spectrum at  = ±3.5t with t = 0.1 eV , vF ∼ 105 m/s T = 40K, and B = 1T .
The chosen scattering time τ used for this calculation, and its scaling with µ is also shown in
Figure 3.1. A regularized lattice model will however smoothly bound the dispersion in the Brillouin
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Figure 3.1: Left: Plot of the Nernst coefficient ϑ as a function of µ/t for a single linearized Dirac
node whose spectrum is bounded at ± 3.5t. The energy parameter t is chosen to be t = 0.1 eV .
Here ϑ0 indicates the value of the Nernst coefficient at µ = 0. Right: Chosen scattering time for the
calculation in ps as given by Eq. 3.42.
zone. Section IV will be devoted to evaluating the Nernst response of a WSM Hamiltonian defined
on a lattice.
3.3.2 Nernst effect for a pair of linearized Weyl fermions
A single Dirac node can be visualized as two Weyl nodes, which are topologically protected
by chirality quantum number of opposite sign, coinciding with each other in energy-momentum
space. Therefore the net flux of the Berry curvature, and henceforth the net chirality vanishes for
a single Dirac node, resulting in a zero anomalous response for both the charge and thermoelectric
conductivity. As a result, no anomalous Nernst response is also expected in a linear Dirac Hamil-
tonian. Using an external perturbation, a single band-touching point in a Dirac cone can be shifted
into a pair of isolated Weyl points possessing opposite chirality quantum numbers. The external
perturbation must break either time-reversal symmetry or inversion symmetry, and also lifts-up the
degeneracy of the Dirac spinor. Our discussion will be centered upon the assumption that time-
reversal symmetry is violated, which can be achieved using magnetic field as a perturbation. Also
the Weyl points are assumed to occur at the same energy, thus there is no chiral chemical potential.
One can also construct inversion asymmetric and TR invariant models of a WSM, but they are not
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of interest to us here because the anomalous Hall and Nernst response vanishes as the vector sum
k0 of the node separation becomes zero. Figure 3.2 shows Berry curvature plot of a Weyl semimetal
in the kz = 0 plane, where we assumed the node separation is k0 = (0.5, 0.5, 0). At the origin is a
Weyl node with chirality quantum number +1 which acts as a source of Berry flux. At k0 we have
another node with chirality quantum number -1 which acts a sink of Berry flux.
−0.2 0 0.2 0.4 0.6 0.8−0.2
0
0.2
0.4
0.6
0.8
kx
k y
Figure 3.2: (color online) Plot of Berry curvature of a Weyl semimetal in the kz = 0 plane, where
the node separation is k0 = (0.5, 0.5, 0). At the origin is a Weyl node of positive chirality, which
acts as a source of Berry flux indicated by outgoing arrows, which flow towards k0, which acts as a
sink of Berry flux indicated by incoming arrows.
Let us first concern ourselves with the normal contribution to the Nernst effect i.e. due to
an external magnetic field. As we pointed out earlier, this contribution is further modified due to
effects of the Berry curvature, which are encoded in the factors cx, cy and D(B,Ωk), expressed
in Eq. 3.26- 3.29. Adding up the contribution from both the Weyl nodes and keeping terms only
upto linear order in the magnetic field B = Bzˆ (which is justified in the limit ωτ  1), the zero
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temperature longitudinal electrical conductivity for the Weyl system becomes
σxx = 2e
2
∫
[dk]
v2xτ
1− (eBΩz/~)2 δ(k − µ)
=
e2τµ6
4pi2~3vF
∫ pi
0
sin3 θdθ
µ4 − ~2e2v4FB2 cos2 θ
(3.50)
ForB ∼ 1T, vF ∼ 105m/s, (which is the typical value for vF in a WSM[27]), the factor ~2e2v4FB2 ∼
10−10. Thus away from µ = 0, the expression reduces to Eq. 3.33 for a Dirac node, except upto an
overall multiplicative factor of 2 (for two nodes). At µ = 0, where the Fermi surface just reduces to
a pair of Weyl points, σxx = 0. From Eq. 3.29, we can calculate the charge Hall conductivity σxy
for a WSM (again upto linear order in B):
σyx = 2e
2
∫
[dk]
v2yωτ
2(1 + (eBΩz/~)2)
(1− (eBΩz/~)2)2 δ(k − µ)
=
e2ωτ2
4pi2~3vF
∫ pi
0
sin3 θµ6(µ4 + ~2e2v4FB2 cos2 θ)
(µ4 − ~2e2v4FB2 cos2 θ)2
dθ (3.51)
Further away from µ = 0, the above expression also reduces to Eq. 3.34 for Dirac node, after
making the substitution for the cyclotron frequency ω = ev2FB/~µ. At µ = 0, again σxy = 0. We
can therefore conclude that away from the band touching point (which line-up with the fine tuning
of chemical potential µ = 0), and for typical values of the Fermi velocity and weak magnetic field
(such that the semiclassical Boltzmann approach is still valid) the deviation of the normal Nernst
response due to the Berry curvature is negligible. In this limit the normal contribution to the Nernst
response roughly reduces to the sum of individual contributions from the two Dirac nodes. We
have also verified this conclusion through explicit numerical integration, even at finite temperatures,
using Eq. 3.26- 3.29.
A Weyl system also exhibits anomalous Nernst response even at zero-field and thus the total
Nernst signal must arise from both contributions. The anomalous Hall conductivity σAxy for a time-
reversal broken Weyl semimetal is non-zero and varies linearly with the node separation k0,[29]
which can be obtained by integrating Eq. 3.29 with the correct regularization that is consistent with
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the broken symmetries in the presence of k0. [11]
σAxy = −
e2
~
k0
2pi2
(3.52)
The result in Eq. 3.52 suggests that the σAxy remains unaltered with temperature or for a finite µ.
This result is strictly valid only for an unbounded linear dispersion of Dirac fermions. Mott formula
(Eq. 3.35) then suggests that αAxy = 0. If an upper physical cutoff on the energy of a Dirac node is
imposed then αAxy is non-zero, because the contributions from the partially filled states generically
will remain finite. Figure 3.3 shows the plot for σAxy as function of node separation k0 for a linear
WSM with an upper energy cut-off, and also the plot for αAxy as a function of upper energy cutoff,
obtained using Eq. 3.27 and 3.29. Lowering the cutoff results in a finite non-zero αxy, thus the
anomalous Nernst response is also expected to be non-zero.
It is not entirely evident from Eq. 3.2, that the anomalous Nernst response will vanish for a
linearized Weyl Hamiltonian with an unbounded dispersion when αAxy = 0, because of the non-zero
factor αxxσAxy in the numerator of Eq. 3.2. However, using the results from the previous subsection
we have from Eq. 3.43 that near µ→ 0, σxx = σ0xxµ4, and from Mott relation: αxx = α0xxµ3, thus
in the vicinity of the Dirac point, the anomalous Nernst coefficient becomes:
ϑ =
σAxyα
0
xxµ
3
(σ0xxµ
4)2 + (σAxy)
2
(3.53)
Two points can be noted from the above equation: the anomalous Nernst coefficient vanishes at the
Dirac point when µ = 0, and the Nernst coefficient is an odd function of µ. The evaluation of total
Nernst signal, will have contributions from both normal and anomalous Hall conductivities, and
therefore an asymmetric behavior of the total Nernst coefficient about µ = 0 is expected.
3.4 Nernst effect in a lattice Weyl Hamiltonian
The novel semimetallic state with Weyl-like fermionic excitations has been recently realized
in a series of experiments. In the inversion asymmetric crystalline compound TaAs, experiments
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Figure 3.3: Left: Plot of anomalous αxy (in the units of µkBe/~) for a bounded linear WSM with
two bounded linear Dirac nodes vs. the upper energy cutoff EC (in the units of 10meV), for µ =
−0.7t and k0 = 0.25. As the upper energy cutoff for each bounded Dirac node increases, αxy
decreases eventually becoming close to zero. Right: Anomalous Hall conductivity σxy as a function
of the node separation k0 for a bounded linear WSM, where σ0xy is the Hall conductivity when
k0 = 0.15.
have claimed to host topologically non-trivial Fermi arcs and Weyl cones [37, 38, 39]. Another
pathway of observing Weyl fermions in condensed matter is to break TR symmetry by applying a
magnetic field in a 3D Dirac semimetal and split each Dirac cone into a pair of Weyl nodes. 3D
materials Na3Bi, Cd3As2, and Bi1−xSbx with x ∼ 3− 4% were recently proposed [41, 42, 52, 53,
54], and also realized experimentally to be Dirac semimetals [43, 44, 45, 46, 47, 48, 49, 50, 51,
55]. This has paved the way to realizing a TR broken WSM phase, which has been so far verified
by a few experimental signatures [38, 51, 56, 55]. One can construct an effective Hamiltonian
HD(k) describing electron dynamics near the symmetry points in momentum space of a 3D Dirac
semimetal
HD(k) = vF (k · σ)τz +m(k)τx, (3.54)
where σ and τ are the vectors of Pauli spin matrices acting on the spin and pseudo-spin degrees of
freedom respectively. The mass term m(k) can be tuned to vanish at isolated points in the Brillouin
zone by choosing a specific form of m(k) as a function of crystal momentum k. The mass term
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Figure 3.4: (color online) Results for the lattice WSM described by Eq. 3.56. Top Panel (left): In
red is the anomalous contribution to αxy/αmxy obtained using Eq. 3.16 , and in blue is the anomalous
contribution to αxy using Mott relation (Eq. 3.35) displaying a reasonable agreement; αmx is the
value at µ = t. Top panel (middle): Anomalous Hall conductivity as a function of µ/t (again σ0xy
is the value at µ = 0)) obtained using Eq. 3.15. Top panel (right): Normal Nernst response ϑN/ϑ0
as a function of µ, where ϑ0 is the Nernst coefficient at µ = 0. Bottom panel (left): Anomalous
Nernst response ϑA/ϑm as a function of µ, where ϑm is the anomalous Nernst coefficient at µ =
0.3t. Bottom panel (middle): Total Nernst coefficient ϑT /ϑm including both normal and anomalous
response as a function of µ/t, where ϑm is the Nernst coefficient at µ = 0.1t. A slight asymmetry
for the total Nernst signal about µ = 0 can be noted. Bottom panel (right): Chosen scattering time
in ps as a function of µ, as given by Eq. 3.42. The chosen parameters values for this calculation are:
T = 20K, t = 0.1 eV , m = 0.6t.
m(k) can be chosen to be m(k) = m + ρ cos(k), for |k|  1, which can be realized physically.
For instance, at x ∼ 3− 4% in Bi1−xSbx the mass term can be tuned to zero at particular K values.
This yields a degenerate linearly dispersing 4-component Dirac fermion described by Eq. 3.54 with
m(K) = 0. A perturbative Zeeman field coupled with the spin degree of freedom described by
HZ = gBzσz , can now lift the degeneracy of the Dirac fermion, with the energy spectrum given
by [61]
E(k) = ±
√
v2F (k
2
x + k
2
y) + (gBz ± vFkz)2, (3.55)
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where the band-touching point is shifted from Γ point at K = (0, 0, 0) to ±K0 = ±(0, 0, gB/vF ),
where g is the Lande´ g-factor. The direction along which the two nodes appear is along the direction
of the applied magnetic field. The separation k0 between the two Weyl nodes is magnetic field
dependent and is given by k0 = 2gB/vF . Now the Hamiltonian around each K0 is that of a
linearized Weyl fermion.
To discuss the Nernst response in a physical Weyl system, it is advantageous to consider
a lattice model of Weyl fermions with the lattice regularization providing a physical ultra-violet
smooth cut-off to the low energy Dirac spectrum, because the linearized continuum theory for cal-
culating the anomalous Hall current at a finite density turns out to be insufficient. For simplicity,
instead of considering the band Hamiltonian for Bi1−xSbx, we consider a prototype lattice Hamil-
tonian for Weyl fermions described by Hlatt(k) in Eq. 3.56, because it serves our purpose of dis-
cussing the Nernst effect.
Hlatt(k) = t(sin(kxa)σx + sin(kyb)σy + cos(kzc)σz)
+m(2− cos(kxa)− cos(kyb))σz ≡ Nk · σ, (3.56)
Hlatt(k) supports a pair of Weyl fermions located at (0, 0,±pi/2c),thus k0 = (0, 0, pi/c) when
m > t/2. This lattice model of Weyl fermions described in Eq. 3.56 can mimic the experimentally
relevant TR breaking WSM model described in Eq. 3.54 and the paragraph below it, when we
consider an external magnetic field B = (0, 0, pivF /g), as the node separation is fixed from Eq. 3.56.
This is however sufficient to discuss Nernst effect in the lattice WSM. The energy-band spectrum
is shown in Figure 2.1 obtained from diagonalising the Hamiltonian in Eq. 3.56. The anomalous
Hall conductivity σAxy for this Hamiltonian is given by Eq. 3.15 at finite temperature and chemical
potential, which is plotted in Figure 3.4. At zero temperature and at µ = 0, σAxy = e
2/h. The ith
component of Berry curvature vector Ωk, for Hlatt(k) is given by
Ωk,n,i = (−1)nijl
Nk ·
[
∂Nk
∂kj
× ∂Nk∂kl
]
4|Nk|3 (3.57)
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In Eq. 3.57, n stands for the band index. The anomalous Peltier coefficient αAxy, can be calculated
using Eq. 3.16 and is non-zero, as shown in Figure 3.4, because αAxy is no longer a constant function
of µ. Figure 3.4 also shows αAxy calculated using the Mott relation. This feature of non-zero α
A
xy
was absent in the linearized model of a WSM. Figure 3.4 shows the total Nernst response ϑ obtained
by numerical calculation using Eq. 3.2, 3.26-3.29 for this lattice model. We observe that the normal
Nernst coefficient is non-zero around µ = 0, and is an even function of µ, which consistent with the
findings of Sec. III. In Sec. III, we also pointed out that the anomalous Nernst coefficient vanishes
at µ = 0 and is an odd function of µ, and thus the total Nernst response is expected to show an
asymmetric behavior about µ = 0. These conclusions do no change for a lattice model, and a slight
asymmetry can be observed in the plot of Nernst coefficient in Figure 3.4.
3.5 Magneto-thermal conductivity for a Weyl semimetal
When a temperature gradient ∇T is applied across a sample, a charge current J is devel-
oped. In the absence of a charge current, from Eq. 3.1, we must have E = σˆ−1αˆ∇T . Using
this expression for E in the formula for the thermal current Q given in Eq. 3.1, we can write the
following linear response relation
Q = (T αˆσˆ−1αˆ− lˆ)∇T = κˆ(−∇T ) (3.58)
κˆ is the thermal conductivity tensor whose longitudinal and Hall components can be written explic-
itly as:
κxx = lxx −
σxx(α
2
xx − α2xy) + 2σxyαxxαxy
σ2xx − σ2xy
(3.59)
κxy = lxy −
σxy(α
2
xy − α2xx) + 2σxxαxxαxy
σ2xx − σ2xy
(3.60)
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Usually lˆ is identified with κˆ, however the second term in Eq. 3.59 and Eq. 3.60 is still non-zero,
though small compared to lˆ. Wiedemann-Franz law states that the ratio of thermal conductivity
κ and electrical conductivity σ for a metallic state is proportional to temperature. The law holds
for a generic system as long as it can be termed as Landau Fermi liquid where the quasiparticle
description of electronic states remains valid,
κij
σij
= L0T (3.61)
Eq. 3.61 states the Wiedemann-Franz law, where L0 is the Lorenz number (L0 = pi2k2B/3e
2).
In the absence of a magnetic field, the B-dependent contribution to σxy is zero, and κxx =
lxx − α2xx/σxx will be given by the standard expression of the longitudinal thermal conductivity:
lxx =
∫
[dk]v2x
(
τ
(− µ)2
T
(
−∂feq
∂
))
(3.62)
To discuss magneto-thermal conductivity, we first examine the case which is also relevant to the
Nernst experimental setup discussed in Section II, III and IV i.e. ∇T = (∂T/∂x)xˆ and B = Bzˆ.
The expressions for charge and thermoelectric conductivities σˆ and αˆ have been already obtained
in Eq. 3.26-3.29. From Eq. 3.9 and Eq. 3.1, we can read the conductivity tensor lˆ as
lxx =
∫
[dk]v2x
(
τ
(− µ)2
T
(
−∂feq
∂
)
(cx −D)
)
(3.63)
lyx =
∫
[dk](v2ycy + vxvy(cx −D))
(
τ
(− µ)2
T
(
−∂feq
∂
))
+
kB∇T
β~
×
∫
[dk]Ωk
(
pi2
3
feq + β
2(− µ)2feq
)
− kB∇T
β~
×
∫
[dk]Ωk(ln(1 + e−β(k−µ))2 + 2Li2(1− feq)) (3.64)
The B-dependent longitudinal magneto-thermal conductivity lxx is further modified from Eq. 3.62
by the factor of (cx−D) which is a function of the Berry curvature. The first term of the transverse
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magneto-thermal conductivity lyx in Eq. 3.64 is the standard B-dependent contribution. The second
and the third terms give the zero magnetic-field anomalous thermal conductivity. The Wiedemann-
Franz law given in Eq. 3.61 remains valid for κxx and κxy as shown in Figure 3.5.
A more interesting scenario occurs when ∇T = (∂T/∂z)zˆ, E = 0, B = Bzˆ i.e when the
applied temperature gradient is parallel to the magnetic field. Using Eq. 3.4 and Eq. 3.5, the steady
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Figure 3.5: (color online) Top panel (left): Longitudinal magneto-thermal conductivity κxx for the
WSM lattice model as a function of µ/t, where κmxx is the value at µ = t. Top panel (right): Normal
B-dependent contribution to κNxy, where κ
m
xy is the value at µ = t. Bottom panel (left): Anomalous
zero magnetic-field contribution to κAxy, where κ
0
xy is the value at µ = 0. In all the three figures,
we have plotted in red the thermal conductivity obtained using Eq. 3.63 and Eq. 3.64, and in blue
using Wiedemann-Franz law Eq. 3.61 (all three plots are for transverse setup i.e. ∇T ⊥ B). Bottom
panel (right): Plot of ∆L(B)/L0 = (L(B)/L0−1) as a function of applied magnetic field B (here
B0 = vFk0/2g) when∇T ‖ B showing an additionalB2 dependence of the Lorenz number arising
from the chiral anomaly term (Ω · v).
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state Boltzmann equation (Eq. 3.6) becomes
(
− µ
T
∇zT
(
−∂feq
∂
))(
vz +
e
~
(v ·Ωk)
)
+
eB
~2
(
vy
∂
∂kx
− vx ∂
∂ky
)
fk = −fk − feq
Dτ
(3.65)
The following Ansatz is chosen for the distribution function fk, which is a solution of Eq. 3.6,
fk − feq = −Dτ − µ
T
∇zT
(
−∂feq
∂
)(
vz +
e
~
B(v ·Ωk)
)
+
(
−∂feq
∂
)
v ·Λ (3.66)
The correction factor Λ in the Ansatz for fk is introduced to account for a perturbative magnetic field
B. Substituting for fk given in Eq. 3.66 into the Boltzmann equation (Eq. 3.65), and imposing the
condition that the equation should remain valid for all values of v, we find that Λz = 0. Introducing
V = vx + ivy and Λ = Λx − iΛy, the Boltzmann equation can be rewritten in the following form
Re
(
−iV eBDτ(− µ)∇zT
T~2
(
− ~
mxz
− er
))
+Re
(
V
eBDτ(− µ)∇zT
T~2
(
~
myz
+ es
))
= −Re
(−ieBV Λ
mxx~
− eBV
∗Λ
~myx
+
V Λ
Dτ
)
, (3.67)
where,
r =
Ωx
mxx
+
Ωy
mxy
+
Ωz
mxz
(3.68)
s =
Ωx
mxy
+
Ωy
myy
+
Ωz
myz
(3.69)
The factors Λx and Λy can be straightforwardly evaluated from the real and imaginary parts of the
complex vector Λ = Λx+ iΛy, which is a solution of Eq. 3.67. Now substituting for the distribution
function fk in Eq. 3.25, it is then possible to deduce the conductivity tensor αˆ and lˆ. The longitudinal
48
conductivities are obtained to be: [58, 59]
αzz =
e2
T
∫
D[dk]
(
vz +
eB
~
Ω · v
)2
τ (− µ)
(
−∂feq
∂
)
(3.70)
lzz =
∫
D[dk]
(
vz +
eB
~
Ω · v
)2
τ
(
(− µ)2
T
)(
−∂feq
∂
)
(3.71)
In a similar fashion one can also calculate the charge conductivity σzz .
σzz = e
2
∫
D[dk]
(
vz +
eB
~
Ω · v
)2
τ
(
−∂feq
∂
)
(3.72)
The results in Eq. 3.70-Eq. 3.72 are of interest because of the a B2 dependence arising from the
chiral-anomaly term Ω · v. Note that this term does not arise in the transverse setup i.e. when
∇T and B orthogonal to each other, and is thus linked to the topological E · B term arising in
axion-electrodynamics of WSM. We can write the following simple relations for σzz and κzz:
σzz = σ0 + αB
2 (3.73)
κzz = κ0 + βB
2, (3.74)
where σ0 and κ0 are the longitudinal conductivities for B = 0. The coefficients α and β (not to
be confused with β = 1/kBT ) account for the B2 dependence of σzz and κzz respectively. They
depend on the band-structure of the Hamiltonain and can be obtained by the k− space integrals
defined in Eq. 3.72- 3.71. The Lorenz number L in the Wiedemann-Franz law given in Eq. 3.61,
will be B-dependent, and can be written as:
L(B) =
κzz
Tσzz
= L0 + ∆L(B) =
κ0 + βB
2
T (σ0 + αB2)
(3.75)
∆L(B) ≈ (βσ0 − ακ0)B
2
Tσ20
=
(βσ0 − αL0Tσ0)B2
Tσ20
(3.76)
∆L(B) gives theB2 enhancement of the Lorenz number from its standard value L0. Figure 3.5 dis-
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plays the quadratic behavior of the Lorenz number L(B) with the magnetic field in the parallel setup
for the lattice WSM Hamiltonian given in Eq. 3.56, thus showing a violation of the Wiedemann-
Franz law. It is also worthwhile to point out the sign of ∆L in Eq. 3.76, which will depend on the
details of the band structure of the Hamiltonian. The Lorenz number, which is the ratio of thermal
to electrical conductivity will increase (decrease) from its standard value if the B2 coefficient in
the expression for thermal conductivity is greater (lesser) than electrical conductivity In the present
case, the sign of ∆L was found to be positive. Similar conclusions on the sign of ∆L were obtained
in previous work [60].
3.6 Conclusions
In this chapter we have studied the Nernst response of a time-reversal broken Weyl semimetal.
As a consequence of non-zero anomalous Hall response in a Weyl system with broken time-reversal
symmetry, it is generally expected that an anomalous Nernst conductivity is also observed. This is
because generally the Peltier coefficient which is related to the first derivative of the charge conduc-
tivity with respect to the chemical potential should not vanish. However, a linearized Weyl fermionic
system was found to have its anomalous Hall conductivity independent of chemical potential and
temperature. Previous studies [58] have therefore argued that the anomalous Peltier coefficient and
the anomalous Nernst response for a system of Weyl fermions should be zero. We show this by
considering a physical description of a WSM which is cut-off at higher energies by either consider-
ing a bounded linearized Weyl Hamiltonian, or a lattice regularization providing a smooth physical
ultra-violet cut-off in a lattice model of Weyl fermions. This produces a non zero Peltier coefficient
and thus a non-vanishing Nernst response measurable experimentally.
Starting with the semi-classical Boltzmann approach to linear transport in a system, we
first derived the expressions for charge and thermal conductivities in the presence of a perturbative
magnetic field and a temperature gradient orthogonal to each other, for a generic band Hamiltonian
which has a non-trivial Berry curvature. The longitudinal conductivity is modified from its standard
expression because of Berry curvature effects. The B-dependent transverse conductivity also is
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modified by Berry curvature. Additionally, the transverse conductivity also comprises of a purely
anomalous contribution even at zero B-field due to the Berry curvature. Thus the total contribution
to the Nernst signal comprises of two parts: a B-dependent response, and a purely anomalous
response. We derived analytic expressions for the Nernst coefficient in a linearized Dirac and Weyl
Hamiltonian, and have also computed the total Nernst response for a lattice model of Weyl fermions
numerically. We also pointed out that B-dependent normal Nernst signal is an even function of the
chemical potential, but the anomalous Nernst coefficient is an odd function. As a result one would
expect a slight asymmetry in the total Nernst response µ = 0, which is evident from our numerical
studies.
Additionally, we also examined the magneto-thermal conductivity of a WSM, and find that
for orthogonal experimental setup, similar to Nernst experiment, the Wiedemann-Franz law holds
for both longitudinal and Hall conductivities (normal and anomalous). For the parallel setup we
find an additional B2 dependence of the Lorenz number arising from the chiral anomaly term v ·Ω.
In a previous theoretical work [60], both of these conclusions have been reported for a linearized
WSM, and the violation of Wiedemann-Franz law in the parallel setup has been ascribed to the
role of axion-electrodynamics because of the topological E · B term. We verify this violation
of Wiedemann-Franz law in a lattice Hamiltonian, and it only depends on the presence of Berry
curvature in a system, and therefore it is not an artifact of a linearized theory.
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Chapter 4
Nernst effect in topological Dirac
semimetals
Abstract
Dirac semimetals (DSM) are three dimensional analog of graphene with massless Dirac
fermions as low energy electronic excitations. In contrast to Weyl semimetals (WSM), the point
nodes in the bulk spectrum of topological DSMs have a vanishing Chern number, but can yet be
stable due to the existence of crystalline symmetries such as uniaxial (discrete) rotation symmetry.
We consider a model low-energy Hamiltonian appropriate for the recently discovered topological
DSM Cd3As2, and calculate the Nernst response within semiclassical Boltzmann dynamics in the
relaxation time approximation. We show that, for small chemical potentials near the Dirac points,
the low temperature, low magnetic field, Nernst response is dominated by anomalous Nernst effect
(ANE), arising from a non-trivial profile of Berry curvature on the Fermi surface. Although the
Nernst coefficient (both anomalous as well as conventional) vanish in the limit of zero magnetic
field, the low temperature, low magnetic field, Nernst response, which has an almost step like profile
near B = 0, serves as an effective experimental probe of ANE in topological DSMs protected
by crystalline symmetries. A part of this chapter has appeared on arXiv:1605.00299, and will be
submitted for publication on Physical Review B.
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4.1 Introduction
Picking up the thread from the previous chapter on Nernst response in topological Weyl
semimetals (WSMs), in this chapter we will examine if the Nernst response can occur in Dirac
semimetals, which are a close cousin of WSMs. (DSM) are three-dimensional (3D) analog of
graphene, with point nodes in the bulk energy spectrum supporting low energy excitations with
relativistic energy momentum relations resembling massless Dirac fermions [125, 126]. Topolog-
ical Dirac semimetals are stable 3D electron systems with bulk Dirac nodes protected by crys-
talline symmetries [127, 128, 129]. In DSM, owing to the simultaneous presence of time reversal
and space inversion symmetries, the bulk energy bands are Kramers degenerate locally at each k
(En,σ(k) = En,−σ(k)). The Kramers degeneracy ensures that an accidental crossing between va-
lence and conduction bands engenders a four-fold degenerate Dirac node. Such four-fold degenerate
nodes in the bulk energy spectrum can be stable only in the presence of additional symmetries, such
as uniaxial discrete crystal rotation symmetries Cn [129]. This can be contrasted with three dimen-
sional topological Weyl semimetals (WSM) [125, 27, 31, 29], where (two-fold degenerate) Weyl
nodes in the bulk energy spectrum are stable due to the existence of a non-zero Chern number in-
variant associated with each Weyl node. In DSM the simultaneous presence of time reversal and
space inversion symmetry ensures that the Chern number vanishes for each Dirac node, which can
in turn be thought as the superposition of a pair of Weyl nodes with equal and opposite chirality.
In recent studies several materials have been theoretically proposed to be topological DSMs [27,
130, 127, 41, 42]. On the experimental side, Cd3As2 [45, 47, 131, 132, 133, 48, 134, 135] and
Na3Bi [136, 137, 138] have been experimentally confirmed to support three dimensional bulk Dirac
nodes with linear energy spectrum. In this work we take a system with a pair of four-fold degener-
ate Dirac nodes on a high symmetry axis (which we choose as the kz axis as the axis of Cn crystal
rotation symmetry) as a prototypical topological DSM. The recently discovered DSMs, Cd3As2 and
Na3Bi, are both thought to be in this class. This class of DSMs are topological because, since the
Dirac points appear on the high symmetry axis at (kx, ky, kz) = (0, 0,±kz0), the kz = 0 plane can
be considered as a gapped two-dimensional system with time reversal and space invariance symme-
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tries, allowing the definition of a 2D Z2 invariant analogous to the 2D quantum spin Hall insulator.
Additionally, since the system is invariant under a discrete rotation symmetry C4 about the kz axis,
which is responsible for the stability of the Dirac points, one can define an additional integer topo-
logical invariant (mirror Chern number) on the kz = 0 plane [129]. The mirror symmetry appears
here as a result of the combination of space inversion symmetry and pi rotation about the kz axis,
which follows from the existence of the C4 symmetry.
Although topological DSMs have certain non-trivial topological properties such as surface
Dirac fermions and zero energy Fermi loops, topological thermoelectric response such as anomalous
Hall and Nernst effects, which depend on non-zero momentum space integrals of Berry curvature
across surfaces in the Brillouin zone, must vanish in the limit of zero magnetic field, because of
the existence of time reversal symmetry. Since anomalous Hall and Nernst conductivities arise
from the transverse current response (odd under time reversal) to an applied longitudinal electric
field and temperature gradient (even under time reversal), independent of an applied magnetic field,
it follows that the anomalous conductivities must vanish in systems that preserve time reversal
symmetry. This can also be understood from the fact that the Chern number of the Dirac nodes
in a DSM, which measures the flux of the Berry curvature over closed surfaces around the Dirac
node, is identically zero, and thus, in the absence of a magnetic field, the net flux of the Berry
curvature vanishes everywhere in the Brillouin zone. In the presence of a magnetic field, however,
time reversal symmetry is broken, and topological DSMs reduce to WSMs, evincing anomalous
Hall and Nernst response, superimposed over the conventional conductivities which must also be
present because of a non-zero magnetic field.
In this chapter we focus on the Nernst effect (conventional as well as anomalous) in topo-
logical Dirac semimetals for small magnetic fields (of the order of a few Tesla) and small chemical
potential within the framework of Boltzmann theory in the relaxation time approximation. In this
limit, we find that the conventional Nernst response is small due to Sondheimer cancellation, and
can be of either sign depending on temperature, but the anomalous Nernst response is large and
positive because of the peak in the Berry curvature in the limit of small chemical potentials. At
low temperatures, the behavior of the total Nernst coefficient is characterized by an almost step like
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profile at B = 0. However, exactly at B = 0 there is no Nernst signal from either conventional
or anomalous contributions, because of the restoration of time reversal symmetry. The measured
Nernst coefficient, thus, is dominated almost entirely by the anomalous Nernst effect, at least in
the limit of small temperatures. Our results have direct experimental relevance for Nernst and ther-
moelectric measurements on the available topological Dirac semimetals Cd3As2 and Na3Bi. For
related work on thermoelectric response, although not for topological DSMs with a pair of Dirac
points as appropriate for Cd3As2 and Na3Bi, see Ref. [[140]] and Ref. [[141]].
This chapter is organized as follows. In Sec. 4.2 we introduce the low energy Hamiltonian
appropriate for a topological DSM with a pair of Dirac points on a high symmetry axis. This
model should serve as an effective description for the available topological DSM Cd3As2. In Sec.
4.3 we briefly sketch the derivation of Nernst conductivity within Boltzmann theory description in
relaxation time approximation in the presence of a non-trivial Berry curvature. In the presence of a
non-zero magnetic field, the Nernst response of topological DSMs comprise conventional as well as
anomalous components, which are then described in Sec. 4.4 and Sec. 4.5, respectively. Our central
results, plots for the total Nernst conductivity (conventional as well as anomalous) as a function of
the applied magnetic field at several different temperatures are displayed in Fig. 5. We end with a
brief discussion and conclusion in Sec. 4.6.
4.2 Hamiltonian for topological DSM
The effective low energy Hamiltonian for the Dirac semimetal Cd3As2, in the basis |s, ↑〉,
|px + ipy, ↑〉, |s, ↓〉, |px − ipy, ↓〉 can be written as [129, 139]
Hk = a(k)σzs0 + b(k)σxsz + c(k)σys0
+d(k)σxsx + e(k)σxsy (4.1)
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In Eq. 4.1, σ and s are Pauli matrices representing the orbital degree of freedom and spin degree of
freedom respectively. The matrix s0 ≡ I2 in spin space. The functions a(k)− e(k) are defined as
a(k) = m0 −m1k2z −m2(k2x + k2y), (4.2)
b(k) = ηkx, (4.3)
c(k) = −ηky, (4.4)
d(k) = (β + γ)kz(k
2
y − k2x), (4.5)
e(k) = −2(β − γ)kzkxky, (4.6)
The parameters m0, m1, m2, η, β and γ depend on the material. This Hamiltonian produces two
Dirac points at K = (0, 0,±√m0/m1) where the energy dispersion exactly vanishes. Fig. 4.1
shows the band structure for the prototype DSM obtained by numerically diagonalizing Eq. 4.1. The
effect of an external magnetic field B, coupling to the spin degree of freedom can be now introduced
by adding the Zeeman termHZ = bzσ0sz in the Hamiltonian, where bz = −µ ·B, µ being the spin-
magnetic moment, µ = −µBgss/~. This now produces a TR broken Weyl semimetal, with four
Weyl points located at (0, 0,±√(±bz +m0)/m1). Each Weyl node now carries a non-trivial Chern
number, which is also its chirality quantum number. Fig. 4.1 also shows the band structure for the
TR broken Weyl semimetal. Near half-filling, the Fermi surface for a Dirac semimetal consists of
two disconnected spheres, as shown in Fig. 4.1, for µ > 0. The Zeeman field then splits each sphere
into two disconnected surfaces around each Weyl point. Although the topological DSM described
by the Hamiltonian in Eq. 4.1 is characterized by a vanishing Berry curvature, the topological WSM
described by H = Hk + HZ has a nontrivial profile of Berry curvature in the Brillouin zone. The
expression for the Berry curvature is given by [142],
Ωnab = i
∑
n6=m
〈n|∂H/∂ka|m〉〈m|∂H/∂kb|n〉 − (a↔ b)
(n − m)2
(4.7)
56
−202 −2 0 2
−1
−0.5
0
0.5
1
kykx
k z
−2 0 2−20
2
−1
−0.5
0
0.5
1
kxky
k z
Figure 4.1: Left panel: Band structure of the Dirac semimetal given by Eq. 4.1 consisting of
two four-fold degenerate Dirac points at (0, 0,±√m0/m1). Right panel: The spin-degeneracy
is lifted by a magnetic field producing a total of four doubly-degenerate Weyl points located at
(0, 0,±√(±bz +m0)/m1). The parameters used were m2 = −η/5, m0 = −2η, m1 = −4η,
β = −η/5, γ = η, and bz = 0 (bz = 3η/5) for the (left) right panels. Bottom panels: Fermi sur-
faces for the doped Dirac (Weyl) metals on the left (right), when bz = 0 (bz = 3η/5), for µ = 0.16η.
The parameter η was chosen to be η = 50meV .
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The Hamiltonian H = Hk +HZ produces four bands which we have labeled by the index n in the
above expression. Also, |n〉 is a Bloch eigenstate of the Hamiltonian H with eigenvalue n.
4.3 Nernst effect in the presence of Berry curvature
The Nernst effect refers to the generation of a transverse electric field in the presence of a
longitudinal temperature gradient. Conventionally, the Nernst effect can occur only in the presence
of an external magnetic field, which provides a transverse velocity to the electrons by the Lorentz
force. However, a non-trivial Berry curvature Ω, can also give rise to a Nernst response as a result
of an anomalous velocity term [9]. In the presence of an external electric field E and a temperature
gradient −∇T , one can write the following linear response relations for the charge current J and
thermal current Q:
 J
Q
 =
 σˆ αˆ
ˆ¯α κˆ

 E
−∇T
 (4.8)
The tensors ˆ¯α and αˆ are related to each other by Onsager’s relation: ˆ¯α = T αˆ. In the absence of
charge current (J = 0), we have E = σˆ−1αˆ∇T . The Nernst coefficient ν can be derived to be
ν =
Ey
(−dT/dx) =
αxyσxx − αxxσxy
σ2xx + σ
2
xy
, (4.9)
Berry curvature significantly contributes to the conductivities σ and α. In the presence of Berry
curvature Ωk, the semi-classical equation of motion for an electron takes the form[9, 112] r˙ =
1
~
∂(k)
∂k +
p˙
~ ×Ωk. The first term is the familiar relation between semi-classical velocity r˙ and the
band energy dispersion (k). The second term is the anomalous transverse velocity term originating
from Ω(k). In the presence of electric and magnetic fields we also have the standard relation p˙ =
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eE + er˙×B. These two coupled equations for r˙ and p˙ can be solved together to obtain [113, 114]
r˙ = D(B,Ωk)
(
vk +
e
~
(E× Ωk) + e~(vk · Ωk)B
)
(4.10)
p˙ = D(B,Ωk)
(
eE +
e
~
(vk ×B) + e
2
~
(E ·B)Ωk
)
(4.11)
where D(B,Ωk) = (1 + e(B · Ωk)/~)−1.
Using the semi-classical Boltzmann equations in the presence of a non-zero electric and
magnetic field and a Berry curvature, one can derive the following thermoelectric and charge con-
ductivity tensors (σ and α) which include contributions from the B and Ωk [140, 141, 59, 71].
σxx = −e2
∫
[dk]v2xτ
(
−∂feq
∂
)
(cx −D) (4.12)
σxy = −e2
∫
[dk](v2ycy + vxvy(cx −D))τ
(
−∂feq
∂
)
+
e2
~
∫
[dk]Ωzf0 (4.13)
αxx = e
∫
[dk]v2x
(
τ
− µ
T
(
−∂feq
∂
)
(cx −D)
)
(4.14)
αxy = e
∫
[dk](v2ycy + (cx −D)vxvy)
(
τ
− µ
T
(
−∂feq
∂
))
+
kBe
~
∫
[dk]Ωzsk (4.15)
where vx ≡ ~−1∂k/∂kx, and vy ≡ ~−1∂k/∂ky are the band velocities, F is the Fermi en-
ergy, τ is the scattering time, [dk] ≡ d3k
(2pi)3
, f0 is the Fermi-Dirac distribution, sk = −f0 log f0 −
((1−f0) log(1−f0)) is entropy density for the free electron gas. The scattering time τ usually has a
non-trivial energy and momentum dependence. In this work we have assumed τ to be a phenomeno-
logical constant, which suffices for our discussion and does not change our qualitative results. The
correction factors cx, cy, and D in Eq. 4.12-4.15 have lengthy expressions and have been discussed
elsewhere [140]. In the absence of Berry curvature D → 1, and cx −D → −1 (up to zeroth order
in B). It is important to note that the longitudinal conductivities (σxx, αxx) are also modified from
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their standard Boltzmann expressions due to Berry curvature corrections. If these corrections can
be ignored, then Eq. 4.12, 4.14 reduce to the following [124]
σxx = e
2
∫
[dk]v2xτ
(
−∂feq
∂
)
, (4.16)
αxx = − e
T
∫
[dk]v2xτ(− µ)
(
−∂feq
∂
)
, (4.17)
Similarly, if the Berry curvature corrections to the conventional B-dependent conductivities are
ignored, then Eq. 4.13, 4.15 reduce to [9, 124]
σxy = −e
3τ2B
~
∫
[dk]
(
−∂f0
∂
)(
v2x∂
2
∂k2y
− vxvy∂
2
∂kx∂ky
)
+
e2
~
∫
[dk]Ωzf0 (4.18)
αxy =
e3τ2B
T~
∫
[dk](− µ)
(
−∂f0
∂
)(
v2x∂
2
∂k2y
− vxvy∂
2
∂kx∂ky
)
+
kBe
~
∫
[dk]Ωzsk (4.19)
4.4 Conventional Nernst response
The conventional Nernst coefficient can be deduced by using Eqs. 4.16-4.19 in the limit
Ωk → 0, and the definition of ν (Eq. 4.9). In conventional metals, the quasiparticle Nernst coef-
ficient is usually small as a result of Sondheimer cancellation [143, 144]. For example, the Nernst
coefficient ν/B is 3.9nV/KT for Al, and −21.6nV/KT for Cu. In the limit of small µ, the con-
ventional Nernst coefficient for a linearized Dirac Hamiltonian (k = ~vFσ · k) can be derived to
be [140]
ϑ0 = −pi
2
3
k2BT
e
eBv2F τ0
~
, (4.20)
where τ0 parametrizes the scattering time. If τ0 is large, then the Nernst coefficient can also be
parametrically large even in the presence of Sondheimer’s cancellation. For our model and the
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Figure 4.2: Berry curvature Ωz in the kx = 0 plane for the Weyl semimetal phase of the Hamiltonian
in Eq. 4.1, for bz = η/5. The Berry curvature peaks around the nodal (Weyl) points on the kz axis.
For a small chemical potential, when the Fermi surface just encloses the Weyl points, the Nernst
response is primarily dominated by the anomalous Berry curvature dependent contributions.
chosen parameters, using Eqs. 4.16-4.19 with Ωk → 0, we found that the conventional Nernst
coefficient is at least two orders of magnitude smaller than the anomalous Berry curvature dependent
response, due to the peaks in the Berry curvature near µ = 0 at the four nodal Weyl points (see Fig.
3). Importantly, the sign of the Nernst coefficient is not directly related to the sign of the dominant
charge carriers in the material. It can be either positive or negative for an electron or a hole-like
Fermi surface, depending on the detailed Fermi surface topology [144, 145]. Our model produces a
negative conventional Nernst signal (for positive bz) at low temperatures (T ∼ 10K), and a positive
Nernst signal (for positive bz) at higher temperatures (T ∼ 100K). Further, electron (µ > 0) or
hole (µ < 0) doping does not change the sign of the conventional Nernst coefficient.
Though the conventional quasiparticle Nernst signal is known to be small, the Nernst effect
has been used as a probe for high-Tc cuprate superconductors, where vortex movement is well-
known to give rise to a large positive Nernst signal [144, 12]. This also forms the commonly used
convention to assign a definite sign to a Nernst signal. We have followed this sign convention in our
work.
At low temperatures, the Mott relation gives αij as a derivative of σij with respect to the
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Figure 4.3: Top panel: Sondheimer’s cancellation for conventional quasiparticle Nernst effect. The
magnitudes of the Hall angle ΘH and the Peltier angle ΘP are close to each other, with sgn(ΘH) =
sgn(ΘP ), resulting in a small Nernst signal in the presence of a longitudinal temperature gradient
−∇T and a perpendicular magnetic field B. The red arrows represent the current direction due
to the electric field and temperature gradient. Bottom panel: The Hall and the Peltier angles no
longer have the same signs for the anomalous Nernst response in a Dirac semimetal, resulting in
no net Sondheimer’s cancellation. The magnetic field breaks TR symmetry giving rise to a Weyl
system with a measurable Nernst signal (electric field generated in the y direction for a temperature
gradient −∇T in the x direction), which is primarily anomalous response due to the peaking of the
Berry curvature for small chemical potentials.
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chemical potential [124]. Specifically,
αij = −pi
2
3
k2BT
e
∂σij
∂µ
(4.21)
The Mott relation (at least at low temperatures) remains valid for both conventional and anomalous
conductivities. Using the Mott relation, the Nernst coefficient ν can be derived to be
ν = −pi
2
3
k2BT
e
∂ΘH
∂µ
, (4.22)
where ΘH = σxy/σxx is the Hall angle, in the limit σxy  σxx. Expanding ∂ΘH/∂µ, we have
ν = −pi23
k2BT
eσ2xx
(
σxx
∂σxy
∂µ − σxy ∂σxx∂µ
)
= αxxσxx (ΘP −ΘH) , (4.23)
where ΘP is the Peltier angle, with ΘP = αxy/αxx. For a Dirac node having a spherical Fermi sur-
face the longitudinal conductivity (σxx), which depends on the area of the Fermi surface, increases
(decreases) for an electron (hole) doped system, with increasing µ. The Hall conductivity (σxy),
which correlates with the Fermi surface curvature is negative (positive) for electron (hole) doping.
However, σxx > 0, and ∂σxy/∂µ < 0 for both electron and hole-like Fermi surfaces. Hence the
Hall and Peltier angles carry the same sign in Eq. 4.23. Sondheimer’s cancellation [143, 144, 12]
occurs when the angles ΘH and ΘP are close to each other in magnitude and have the same sign,
sgn(ΘH) = sgn(ΘP ). This is the case in our calculation of the conventional Nernst response, re-
sulting in a conventional Nernst coefficient much smaller in magnitude than the anomalous Nernst
coefficient, which does not undergo Sondheimer cancellation. This has also been illustrated in
Fig. 4.3, where the currents due to charge conductivity tensor σ and the Peltier coefficient α, op-
pose each other, in the case of conventional Nernst response.
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Figure 4.4: Nernst coefficient (ν/T ) as a function of applied magnetic field B, for the Dirac
semimetal at µ = +η/5 (with an electron-like Fermi surface). The full Nernst coefficient has
been plotted, though the response is primarily dominated by the anomalous contribution. At lower
temperatures, the behavior is characterized by an almost step like profile at B = 0. However, ex-
actly at B = 0 there is no Nernst signal from either conventional or anomalous contributions. The
estimated Nernst coefficient is of the order ∼ µV/K2.
4.5 Anomalous Nernst response
In the presence of Berry curvature (Ωk), Eq. 4.16-4.19 can be used to compute the Nernst
coefficient. The anomalous transverse conductivities can be extracted to be
σAxy =
e2
~
∫
[dk]Ωzf0, (4.24)
αAxy =
kBe
~
∫
[dk]Ωzsk, (4.25)
The quantity σAxy depends on the Berry curvature of the filled bands, but α
A
xy is a Fermi surface
quantity, because sk is zero for completely filled and empty bands. It is for this reason, that an
insulator can give rise to an anomalous Hall response (σAxy), but not α
A
xy. The Dirac semimetal itself
does not result in an anomalous Nernst signal, as the net flux of Berry curvature exactly vanishes
everywhere in the Brillouin zone. Under the application of an external magnetic field B, each
Dirac node splits into two Weyl nodes, and near half-filling a Weyl semimetal is realized. The
transition from a Dirac semimetal to a Weyl semimetal under the application of a magnetic field has
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been highlighted in Fig. 4.1. A Weyl semimetal has a non-trivial distribution of magnetic flux (as
illustrated in Fig. 4.2), and an anomalous Nernst signal can thus be expected.
Unlike the conventional Hall conductivity (σxy), the anomalous Hall conductivity (σAxy)
has a different behavior with respect to changes in the chemical potential. The magnitude of the
anomalous Hall conductivity peaks near the band-touching points at µ = 0, as in the vicinity of
these points the Berry curvature is sharply peaked (Fig. 4.2). For small electron or hole doping,
when µ 6= 0, the Berry curvature effects reduce and the magnitude of σAxy decreases. The Mott
relation (Eq. 4.21), thus produces opposite signs of αAxy for electron (positive sign) and hole doping
(negative sign). The anomalous Peltier coefficient αAxy = 0 for an arbitrary µ, if the underlying
quasiparticle dispersion is that of of an unbounded linearized spectrum of Weyl fermions, because
then σAxy is robust to changes in the Fermi energy [141, 140]. Specifically, σ
A
xy =
e2
2pi2~k0 for
a simple linearized model of a Weyl semimetal with node separation given by k0 in momentum
space [11, 29, 57]. However, for a physical Weyl semimetal with an ultraviolet cutoff, αAxy remains
generically finite [140].
Now we can note that for the anomalous conductivities (σAxy, α
A
xy), the Hall (ΘH ) and Peltier
(ΘP ) angles, irrespective of their own magnitudes (which may or may not be of the same order),
have opposite signs of each other, sgn(ΘH) = −sgn(ΘP ) (contrasted with the case of conventional
Nernst response where sgn(ΘH) = sgn(ΘP )). This suggests that Sondheimer’s cancellation does
not take place, generating a measurable anomalous Nernst signal, stronger than the conventional
quasiparticle Nernst signal. This feature has also been illustrated in Fig. 4.3. The angles ΘH and
ΘP carrying opposite signs result in a net non-zero electric field Ey in the transverse direction.
The overall sign of the anomalous Nernst signal in the present case correlates with the sign of the
anomalous Hall conductivity σAxy.
We numerically compute the full Nernst coefficient, including contributions from the the
conventional B-dependent responses and the anomalous responses, using Eq. 4.12-4.15. In Fig. 4.4,
we plot the estimated Nernst coefficient (ν/T ) as a function of external magnetic field B applied
in the zˆ direction. As suggested by our previous discussion, the Nernst response is primarily domi-
nated by the anomalous contribution. This is further confirmed by our numerical results, where the
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conventional Nernst coefficient was found to be at least two orders of magnitude smaller than the
anomalous Nernst coefficient. At lower temperatures (∼ T < 100K), the behavior of the Nernst
coefficient (ν/T ) is characterized by an almost step like profile at B = 0. The distribution of the
flux of the Berry curvature determines the anomalous Hall conductivity σAxy. For B < 0, σ
A
xy < 0,
and for B > 0, σAxy > 0. Exactly at B = 0, one does not expect a finite σ
A
xy, or a finite ν, as
Ω(B=0) = 0. As pointed out before, the sign of ν directly correlates with the sign of σAxy.
4.6 Conclusions
Three dimensional topological Dirac semimetals are characterized by nodes in the bulk en-
ergy spectrum with a vanishing Chern number. Because of the vanishing flux of the Berry curvature
through any surface in the Brillouin zone, anomalous Hall and Nernst conductivities vanish in a
topological DSM in the absence of a magnetic field. In the presence of a magnetic field, however,
a topological DSM reduces to a Weyl semimetal, evincing a non-zero Hall and Nernst response,
which have contributions from both conventional as well as anomalous (Berry curvature mediated)
components. In this chapter we consider a topological DSM with a pair of Dirac nodes on a high
symmetry axis (axis of four fold rotational symmetry, C4), which is an appropriate description of
the experimentally realized Dirac semimetal Cd3As2. For this system we compute the total Nernst
coefficient (conventional as well as anomalous) in the presence of a small finite magnetic field ( a
few Tesla) and small chemical potential, within the Boltzmann description in the relaxation time
approximation. We find that the conventional Nernst response is typically small due to Sondheimer
cancellation, and can be of either sign depending on temperature, small and negative at low temper-
atures (∼ 10 K), and small and positive at higher temperatures (∼ 100 K). In contrast, we find that
the anomalous Nernst response is large and positive because of the peaking of the Berry curvature in
the limit of small chemical potentials and due to the absence of Sondheimer cancellation. Our cal-
culated anomalous Nernst coefficient is almost two orders of magnitude larger than the conventional
Nernst coefficient at similar temperatures and magnetic field. The measured Nernst coefficient, thus,
is expected to be dominated almost entirely by the anomalous Nernst effect, at least in the limit of
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small temperatures. At low temperatures, the behavior of the total Nernst coefficient is characterized
by an almost step like profile at B = 0. However, exactly at B = 0 there is no Nernst signal, from
either conventional or anomalous contributions, because of the restoration of time reversal symme-
try. Our results have direct experimental relevance for Nernst and thermoelectric measurements on
the experimentally available topological DSMs Cd3As2 and Na3Bi.
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Chapter 5
Normal-state Nernst effect from
bidirectional bond density wave state
Abstract
The Nernst effect has been used as a probe for superconducting high-Tc systems. Supercon-
ducting fluctuations can give rise to a Nernst signal, however even the enigmatic pseduogap phase
of the cuprates produce a non-zero Nernst signal. The charge density wave (CDW) state has been
recently experimentally discovered in the pseudogap phase and has been found to be accompanied
by a d-wave intra-unit-cell form factor giving rise to the so-called bond-density wave (BDW) phase.
Here we take a mean field bi-directional BDW phase with a d-wave form factor, and calculate the
Fermi surface topology and the resulting quasiparticle Nernst coefficient as a function of temper-
ature and doping. We establish that, in the appropriate doping ranges where the low-temperature
phase is a BDW, the Fermi surface consists of electron and hole pockets, resulting in a low- temper-
ature negative Nernst coefficient as observed in experiments. A part of this chapter was published
in Physical Review B 92, 155114 (2015).
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5.1 Introduction
In the previous two chapters we discussed the Nernst response in a TR broken Weyl semimetal
phase, and also in a Dirac semimetal. We established that the Weyl semimetal does give rise to a
non-zero Nernst signal (both anomalous and conventional). In conventional metals, the Nernst co-
efficient is usually small as a result of Sondheimer cancellation. For example, the Nernst coefficient
ν/B is 3.9nV/KT for Al, and−21.6nV/KT for Cu. Importantly, the sign of the Nernst coefficient
is not directly related to the sign of the dominant carriers in the material. It can be either positive or
negative for a electron or a hole-like Fermi surface, depending on the detailed Fermi surface topol-
ogy. Though the conventional quasiparticle Nernst signal is known to be small, the Nernst effect has
been used as a probe for high-Tc cuprate superconductors, where vortex movement is well-known
to give rise to a large positive Nernst signal. This also forms the commonly used convention to
assign a definite sign to a Nernst signal. Interestingly, even the pseudogap phase in high-TC curate
superconductors also gives rise to Nernst response, which is negative in sign. We will first briefly
introduce this physical system (the pseudogap phase) below, and then discuss its Nernst response.
The origin and character of the enigmatic pseudogap phase in the underdoped regime of
high-temperature cuprate superconductors remains an open problem [146, 147]. While the insu-
lating parent compounds of these systems are well understood as three-dimensional (3D) antifer-
romagnetic Mott insulators, the normal (non-superconducting) phase above the superconducting
transition temperature (Tc) at finite hole doping evinces an anisotropic spectral gap (pseudogap) at
low energies below a temperature scale T ∗ > Tc, and it behaves strikingly differently from a Fermi
liquid. Understanding the pseudogap phase from which superconductivity develops at lower tem-
peratures is generally understood to be the key to understanding d-wave superconducting pairing
and the anomalously high transition temperature of the superconducting phase of high-Tc cuprates.
Recent theoretical and experimental work has proposed the role of various charge, spin,
electron nematic, and current ordered states competing with superconductivity, and also the role of
superconducting fluctuations themselves, to explain the pseudogap phase above Tc [146, 147, 148,
149, 150, 98, 151, 152, 144]. In the class of materials YBa2Cu3O6+x (YBCO), exquisite quantum
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oscillations of various electronic properties with applied magnetic field, strong enough to suppress
superconducting fluctuations and reveal the underlying normal state, have revealed small Fermi
pockets in the excitation spectrum reminiscent of a broken symmetry state competing with super-
conductivity in the under doped regime. [153, 154]. The existence of such small Fermi pockets
in the underdoped regime combined with a large hole like Fermi surface in the overdoped regime,
indicates that the normal state of the cuprates, in the absence of superconductivity, goes through a
Fermi surface reconstruction somewhere near optimal doping. Independent evidence of a similar
Fermi surface reconstruction, from being large and hole-like in the overdoped phase to small and
electron-like at underdoping, is also apparent from the measurements of the low-temperature Hall
and Seebeck coefficients, which turn from positive at higher doping to negative in the underdoped
regime [155, 156, 157]. Since the signs of the Hall and Seebeck coefficients are determined by
the sign of the dominant charge carriers, the low-temperature negative sign of these coefficients in
the underdoped regime (in the absence of superconductivity) can be explained by the existence of
electron pockets. Interestingly, the low-temperature Nernst coefficient, which measures the trans-
verse voltage induced by a longitudinal thermal gradient in the presence of a perpendicular magnetic
field, has also been found to be negative in the under doped regime, while being vanishingly small
at higher doping. While the sign of the Nernst coefficient, unlike that of the Hall and Seebeck
coefficients, is not directly related to the sign of the dominant charge carriers, but it also depends
of the curvature and topology of the Fermi surface, the strikingly different behaviors of the low-
temperature Nernst response at low and high hole dopings also point to the existence of a Fermi
surface reconstruction near optimal doping. Although various charge, spin, and current ordered
states have been proposed to account for the Fermi surface reconstruction in YBCO [158, 159],
none had been observed in bulk-sensitive probes until recently.
In recent x-ray diffraction experiments, two groups have independently found strong evi-
dence for a short-range charge density wave phase below the pseudogap temperature scale T ∗ for a
range of hole doping in the underdoped regime of YBCO [160, 161, 162, 163]. In these experiments,
it is not conclusively known if the x-ray diffraction peaks derive from an equal distribution of do-
mains with uni-directional stripe-like correlations or from correlations with wave vectors (q1, 0, 0.5)
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and (0, q2, 0.5) (with q1 ∼ q2 ∼ 0.31) co-existing as in a bi-directional CDW state. However, the
lack of anisotropy in the scattering signals such as intensities and widths, and also the salient differ-
ence from the stripe like states as observed in the LSCO family, such as the absence of a coincident
magnetic order and the strikingly different behavior of the modulation wave vector with hole dop-
ing [164], indicate that the short-ranged CDW correlations observed in the YBCO family may be
different from stripes and in fact an incipient CDW order that is bidirectional. Although the tem-
perature (T ) dependence of the correlation length above Tc and only short-range correlations in the
CuO2 planes indicate that the observed charge order is only quasi-static, the near divergence of the
correlation length as T → Tc, and the fact that the scattering signals significantly increase upon ap-
plication of a magnetic field below Tc, indicate that a true thermodynamic CDW transition at some
critical temperature (TCDW < Tc) may be preempted by the superconducting transition at Tc. Fur-
thermore, recent inelastic x-ray scattering and nuclear magnetic resonance experiments indicated
that the short-range charge order observed below T ∗ is in fact truly static [165, 166], presumably
due to pinning by the disorder potential. Evidence for a similar charge density wave transition in the
underdoped regime has also been found in other recent experiments [167, 168, 169, 170, 171]. In
at least two recent experiments [170, 171], the charge order has been found to be accompanied by
a d-wave intra-unit-cell form factor, indicating modulation of charge density on the oxygen orbitals
sandwiched between neighboring Cu atoms on the CuO planes [the so-called bond-density wave
(BDW) state]. Taken together, although it is unclear at the moment if the bond density wave order
observed in the cuprates is static and long-ranged or fluctuating and short-ranged below T ∗, it is
clear that its role in the fermiology of the cuprates should be significant especially at low temper-
atures (T < Tc) and in high magnetic fields (sufficient to suppress superconductivity) where the
bidirectional bond density wave is expected to develop long-range order resulting in Fermi surface
pockets in the single-particle spectrum.
An important part of the fermiology of the cuprates is the normal-state Nernst effect in
the pseudogap phase. The Nernst response, which measures the transverse voltage induced by
a longitudinal thermal gradient in the presence of a perpendicular magnetic field, is defined to
be positive if dominated by vortices in a superconductor. While the quasiparticle Nernst signal
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is typically small for conventional metals due to Sondheimer cancellation, the signal carried by
vortices can be large and positive in the presence of superconducting fluctuations, as has been found
in the cuprates near superconducting Tc and above. Suppressing the superconducting fluctuations
by a strong magnetic field reveals the normal-state Nernst coefficient (ν/T , with T the temperature),
and this has been found to drop with decreasing T in the pseudogap phase, culminating in a negative
ν/T as T → 0 [156, 172]. The low-temperature negative Nernst response as T → 0 is reminiscent
of a similar change of sign (with decreasing T ) in other transport signatures of the pseudogap
phase, such as Hall and Seebeck coefficients [155, 156, 157]. The signs of the Hall and Seebeck
coefficients are determined by the sign of the dominant charge carriers, and they can be explained
by the existence of an electron pocket centered at (Q/2, Q/2) where the bi-directional BDW state is
a superposition of CDWs (with d-wave form factors) with ordering wave vectors (Q, 0) and (0, Q).
This is similar to the recently found result of a change of sign (with decreasing temperature) of
the Hall and Seebeck coefficients in the bi-directional CDW state without the d-wave form factors
[173]. The sign of the Nernst coefficient, on the other hand, is not directly determined by the sign
of the dominant charge carriers, and thus it may or may not be the same as the sign of the Hall and
Seebeck coefficients.
In this chapter, we investigate if the quasiparticle Nernst coefficient in the mean-field BDW
state does indeed show a drop with decreasing temperature, with ν/T eventually becoming neg-
ative as T → 0, as seen in experiments. We consider a two-dimensional (2D) bi-directional
Q1 = (2pi/3, 0) and Q2 = (0, 2pi/3) BDW state in mean-field theory (valid for temperatures
T < TBDW and magnetic fields high enough to eliminate the superconductivity), and we investi-
gate the quasiparticle Nernst coefficient as functions of temperature and hole doping appropriate
for the underdoped regime of the cuprates. Although the experimental evidence shows a slight in-
commensuration in the BDW scattering vectors (i.e., q1 ∼ q2 ∼ 0.31), in this chapter we work
with a commensurate BDW for simplicity (i.e., we take q1 = q2 = 0.33, corresponding to charge
modulations with periodicity of three lattice vectors). We find that, below the BDW transition tem-
perature and in the appropriate regime of hole doping, the Fermi surface topology changes from
a large hole-like Fermi surface at higher doping (where there is no BDW) to small Fermi surface
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pockets at lower doping. A similar Fermi surface reconstruction in terms of a CDW state was re-
cently assumed to explain the low frequency of quantum oscillations in the pseudogap phase of the
cuprates [174, 169]. We find that the quasiparticle Nernst coefficient in the mean-field BDW state
does indeed show a drop with decreasing temperature, with ν/T eventually becoming negative as
T → 0, as seen in experiments.
This chapter is organized as follows: In Sec. 5.2, we consider the Hamiltonian for the
BDW state and examine the energy spectrum and the reconstruction of the Fermi surface. In Sec.
5.3, we define the quasiparticle transport coefficients which we compute numerically using Boltz-
mann semiclassical equations. In Sec. 5.4, we present our numerical results for the Seebeck, Hall
and Nernst coefficients for the BDW state, and we show that they all become negative at low tem-
peratures. We end with a summary and conclusion in Sec. 5.5.
5.2 Model and formalism
In a mean-field picture, the Hamiltonian describing a density wave ordered state can be
written as,
HDW =
∑
k,Q,σ
[W (k)c†k+Q,σck,σ + h.c.], (5.1)
where W (k) is the order parameter, which can generally describe a charge, orbital current, or a
bond density wave in cuprates, depending on the form factor W (k). The operator c†k,σ creates
an electron of spin σ with momentum k, and Q denotes the modulation wave vector. Charge
modulations with a periodicity of 1/δ (1/δ integer) lattice vectors describe a commensurate CDW
state. The modulations can be given by a uni-directional modulation Q1 = 2pi(δ, 0) or Q2 =
2pi(0, δ) or a superimposition of the two wave vectors, in which case the CDW is bi-directional.
A modulation wave-vector of type Q = 2pi(δ, δ) can describe a third variant of the same CDW
state. The functional dependence of the form factor W (k) and the modulation vector Q distinguish
different density wave states; for example, Q = (pi, pi) and W (k) = (cos kx − cos ky) is the
well-known staggered flux or d-density wave (DDW) state [149].
The tight-binding description for electrons on a two-dimensional square lattice of a unit
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Figure 5.1: (Color online) Bond order modulation in real space over a spacing of three lat-
tice vectors. Plot of |ψBDW (x, y)|2 − |ψ(x, y)|2 in real space of lattice constant a, where
ψ(x, y)/ψBDW (x, y) is the lowest energy wave function without/with bond order parameter W =
0.2t1.
lattice constant is given by the energy dispersion relation
k = −2t1(cos kx + cos ky) + 4t2 cos kx cos ky
−2t3(cos 2kx + cos 2ky), (5.2)
where t1, t2 and t3 are the nearest-neighbor, next-nearest-neighbor, and next-to-next-neighbor hop-
ping parameters. For all numerical calculations, we chose the parameters t1 = 0.3 eV , t2 = 0.3t1
and t3 = 0.1t2 which reproduce the non-interacting Fermi surface (see Fig. 5.3). We now focus
on the Hamiltoniain for the BDW state. The following real space mean field Hamiltonian couples
fermions to the bond order[175]
HBDW =
∑
r,a,σ
[Wa
(
eiQ1·(r+a/2) + eiQ2·(r+a/2)
)
c†r+a,σcr,σ
+h.c], (5.3)
where in the sum r denotes the lattice sites, and the vector a represents all the nearest neighbors
vectors. The operator cr,σ annihilates an electron of spin σ at the site r. Recent experiments suggest
that the bond order Wa resembles the d-wave form factor W±xˆ = −W±yˆ = W0/2 [170, 171].
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The vectors Q1 = 2pi(δ, 0) and Q2 = 2pi(0, δ) describe the periodic modulation of the bond order
where δ = 1/3, indicating a commensurate BDW order with a periodicity of three lattice vectors.
The bond density wave order effectively redefines the hopping amplitude t1 modulating it spatially.
Fig. 5.1 shows the bond order modulation in real space for the chosen modulation vectors. It is
useful to Fourier transform Eq. (5.3) and rewrite the equation in momentum space:
HBDW (k) = W0
∑
k,σ
[(cos kx − cos ky) c†k+Q1/2,σck−Q1/2,σ
+c†k+Q2/2,σck−Q2/2,σ] + h.c, (5.4)
where ck,σ is the annihilation operator for an electron of momentum k and spin σ. The total Hamil-
tonian HMF for the system is
HMF =
∑
k,σ
kc
†
k,σck,σ +HBDW , (5.5)
which can be expressed in terms of a nine component operator
Ψ†(kσ) = [c†k, c
†
k+Q1
, c†k−Q1 , c
†
k+Q2
, c†k+Q1+Q2 , c
†
k−Q1+Q2 , c
†
k−Q2 , c
†
k+Q1−Q2 , c
†
k−Q1−Q2 ] as
HMF =
∑
k∈RBZ,σ
Ψ†k,σH(k)Ψk,σ (5.6)
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where RBZ is the reduced Brillouin zone (−pi/3 < kx < pi/3, −pi/3 < ky < pi/3) and H(k) is
H(k) =

k w12 w13 w14 0 0 w17 0 0
w21 k+Q1 w23 0 w25 0 0 w28 0
w31 w32 k−Q1 0 0 w36 0 0 w39
w41 0 0 k+Q2 w45 w46 w47 0 0
0 w52 0 w54 k+Q1+Q2 w56 0 w58 0
0 0 w63 w64 w65 k−Q1+Q2 0 0 w69
w71 0 0 w74 0 0 k−Q2 w78 w79
0 w82 0 0 w85 0 w87 k+Q1−Q2 w89
0 0 w93 0 0 w96 w97 w98 k−Q1−Q2

(5.7)
Details of the non-zero entries wij in the Hamiltonian matrix are given below.
w12 = W0 (cos (kx + pi/3)− cos ky) , w13 = W0 (cos (kx − pi/3)− cos ky) ,
w14 = W0 (cos kx − cos (ky + pi/3)) , w17 = W0 (cos kx − cos (ky − pi/3)) ,
w23 = W0 (cos (kx + pi)− cos ky) , w25 = W0 (cos (kx + 2pi/3)− cos (ky + pi/3)) ,
w28 = W0 (cos (kx + 2pi/3)− cos (ky − pi/3)) , w36 = W0 (cos (kx − 2pi/3)− cos (ky + pi/3)) ,
w39 = W0 (cos (kx − 2pi/3)− cos (ky − pi/3)) , w45 = W0 (cos (kx + pi/3)− cos (ky + 2pi/3)) ,
w46 = W0 (cos (kx − pi/3)− cos (ky + 2pi/3)) , w47 = W0 (cos kx − cos (ky + pi)) ,
w56 = W0 (cos (kx + pi)− cos (ky + 2pi/3)) , w58 = W0 (cos (kx + 2pi/3)− cos(ky + pi)) ,
w69 = W0 (cos (kx − 2pi/3)− cos(ky + pi)) , w78 = W0 (cos (kx + pi/3)− cos (ky − 2pi/3)) ,
w79 = W0 (cos (kx − pi/3)− cos (ky − 2pi/3)) , w89 = W0 (cos (kx + pi)− cos (ky − 2pi/3)) .
Note that the hermiticity of the matrix imposes the condition that wji = w∗ij . Diagonalizing
the Hamiltonian H(k) in Eq. (5.7), we obtain the energy eigenvalues En(k) and the corresponding
eigenvectors. Fig. 5.2 shows the relevant bands of Hamiltonian HMF near the chemical potential
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out of a total of 9 bands. One notes the presence of an electron pocket centered at (pi/3, pi/3) and
a hole pocket at (pi/3, 0) and symmetry related points, which are also depicted in the reconstructed
Fermi surface in Fig. 5.3.
In Fig. 5.4, we plot the electron spectral function for the BDW Hamiltonian. The electron
spectral function A(ω,k) is given by
A(ω,k) = − 1
pi
Im Gret(ω,k), (5.8)
whereGret(ω,k) is the retarded Green’s function for the Hamiltonian. A(ω,k) essentially maps out
the Fermi surface as it should be observed in angle-resolved photoemission spectroscopy(ARPES)
experiments. In contrast to the Fermi surface plot in Fig. 5.3, the electron spectral function is not
2pi/3 periodic in kx and ky, but it is weighted by the coherence factors at each point on the Brillouin
zone[176]. A very similar ARPES spectral function for the BDW phase with slight incommensura-
tion has recently appeared in Ref. [ [175]].
The hole doping in the cuprates is conventionally counted from half-filling, i.e., one electron
per Cu atom. If n denotes the fraction of an occupied number of states in the Brillouin zone, then
the doping p = 1− 2n. The fraction n is calculated as
n =
∑
n,k∈RBZ
f(En(k)), (5.9)
where f(En(k)) = 1/(1+eβ(En(k)−µ)) is the Fermi distribution function which at zero temperature
is simply a step function Θ(µ−En(k)). We find that µ behaves linearly with doping p. Half filling
(p = 0) is evaluated to be at µ = −0.7055t1 and a doping of p = 12.5% is found at µ = −1.0016t1.
5.3 Quasiparticle transport coefficients
The sign of the transport coefficients such as the Hall and Seebeck coefficients reveals
information about the carrier types (electron or holes) and also the underlying Fermi surface. We
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Figure 5.2: (Color online) Energy bands of the BDW state for W = 0.22t1 (a) along the path (0, 0)
to (2/3, 0), (b) along (2/3, 0) to (2/3, 2/3), and (c) from (2/3, 2/3) to (0, 0). (d) Energy bands in
the limit of W → 0. The solid black line indicates the chemical potential corresponding to a doping
of 11%.
use the formalism of linear response theory to calculate the Hall, Seebeck and Nernst coefficients
for the BDW state. We recall from the previous two chapters that the charge current J and the
thermal current Q can be related to the electric field E and the temperature gradient∇T as
 J
Q
 =
 σˆ −ˆα
Tαˆ −ˆκ

 E
∇T
 (5.10)
The use of three conductivity tensors σˆ, κˆ and αˆ is sufficient to relate thermal and electrical effects.
The diagonal components of the matrix in Eq 5.10 give us the electrical and thermal conductivity
while αˆ interrelates the thermal current and the charge current to electric field and the temperature
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Figure 5.3: (Color online) Fermi surface reconstruction for the BDW state for p = 11% consisting
of an electron pocket at (pi/3, pi/3) and hole pockets at (pi/3, 0) and (0, pi/3). The green contour
shows the Fermi surface without the BDW order parameter, i.e., W = 0. The smallest square at
the center enclosed by a dashed line is the reduced Brillouin zone (RBZ) appropriate for the BDW
state.
gradient, respectively. Applying a temperature gradient ∇T across the x axis of the sample, an
electric field Ex is generated across given by Ex = σˆ−1xx αˆxx∇xT , and the Seebeck coefficient S is
defined as S = αxx/σxx. Applying a magnetic field in the perpendicular direction now generates a
Hall current Jy, and the Hall coefficient is given by RH = σxy/σxxσyy.
As already discussed in detail in the previous two chapters, the Nernst effect measures
transverse electrical response to a thermal gradient in the absence of a charge current i.e. Ey = −ϑ
dT/dx, where ϑ is the Nernst coefficient, and we apply −dT/dx thermal gradient along the x
direction, which is the appropriate experimental convention. From Eq. 5.10 it follows that the
Nernst coefficient ϑ is
ϑ =
Ey
(−dT/dx) =
αxyσxx − αxxσxy
σ2xx + σ
2
xy
(5.11)
For magnetic field B pointing in the z direction, we redefine the Nernst coefficient to be ν = ϑ/B.
The quantity ν/T is the one that is determined experimentally. It is important to clarify the sign
convention of the Nernst coefficient chosen here according to which the sign of the superconducting
Nernst signal is opposite to that of standard textbook convention [12]. According to this convention,
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Figure 5.4: Electron spectral function A(ω = 0,k) in the presence of bi-directional bond order
Q1 = (2pi/3, 0) and Q2 = (0, 2pi/3) at a doping value of p = 10%. Fermi surface reconstruction
due to BDW results in the formation of small electron and hole-like pockets which are also observed
in Fig. 5.3. The electron spectral function, unlike the bare Fermi surface, is weighted at each point
of the BZ by coherence factors and therefore in general is not a periodic function of Q1 or Q2. A
similar spectral function for the BDW phase was also reported earlier [175].
the sign of the Nernst signal of the vortices is positive when there is a negative temperature gradient
along the x axis.
We employ the semi-classical Boltzmann equations approach for the calculation of conduc-
tivities in the relaxation-time approximation [177] with the bidirectional BDW modulation.
αxx =
2e
T
∑
n
∫
τ(k)(vxn)
2En(k)
∂f [En(k)]
∂En(k)
d2k (5.12)
αxy =
2e2B
T
∑
n
∫
[τ2(k)(vxn)
2En(k)
∂f [En(k)]
∂En(k)
(vynv
xy
n − vxnvyyn )]d2k (5.13)
σxx = −2e2
∑
n
∫
τ(k)(vxn)
2∂f [En(k)]
∂En(k)
d2k (5.14)
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σxy = −2e3B
∑
n
∫
[τ2(k)vxn
∂f [En(k)]
∂En(k)
(vynv
xy
n − vxnvyyn )]d2k, (5.15)
where n is the band index, vxn is the semi-classical quasi-particle velocity v
x
n =
∂En(k)
∂kx
and vxyn =
∂vyn
∂ky
. The integration is restricted to RBZ and the energy eigenvalues En(k) are measured rela-
tive to the chemical potential. The factor of 2 present in the numerators takes into account the
spin-degeneracy of the energy bands, and τ(k) is the scattering time, which takes in to account
interactions between quasiparticles and impurities, phonons and other quasiparticles. We point out
that τ(k) is assumed to be independent of energy but we retain a possible momentum dependence
which yields a positive Seebeck coefficient in the normal state consistent with experiments. We as-
sumed the scattering time τ(k) = (1 +α(cos kx + cos ky))2, where the parameter α is chosen to be
0.4 [173]. The precise functional form of τ(k) is unimportant, however, and any other momentum
dependence of the scattering time that produces a positive sign of the Seebeck coefficient at high
temperatures works just as well. Note that an assumption of a momentum-independent τ results in
a negative Seebeck coefficient in the normal state [178, 179, 180] (i.e., above the BDW transition
temperature), inconsistent with experiments [155, 156, 157]. So although the Nernst coefficient
ν/T is robust and negative in the BDW phase as T → 0 even with a momentum-independent τ ,
which is our central result of this chapter, we retain a momentum-dependent scattering time only
to be consistent with the sign of the high-temperature Seebeck coefficient (which is not the focus
of this work) [173]. The temperature dependence of the conductivities arises from the factor ofthe
derivative of the Fermi function ∂f(E(k))/∂E(k) which takes the form of a Dirac-Delta function
at absolute zero.
By examining the definitions of α and σ, we note that we can make τ(k) and B dimen-
sionless by replacing τ(k) → τ(k)/τ0 and B → B(eτ0t1a2/~2). Here τ0 = τ(k = (pi/2, pi/2))
is a representative scattering time, and a ∼ 3.9A˚ is taken to be 1. Choosing B = 1 corresponds
to a physical B ∼ 2T (higher values of B do not qualitatively change our results), and we obtain
that a mean-scattering time of τ0 = 1 corresponds to a mean scattering rate ~τ−10 ∼ 10K. For
our numerical calculations in the next section, we will choose τ0 = 0.01 corresponding to a mean
scattering rate of ∼ 0.086eV ∼ 1000K, and B = 30T .
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5.4 Numerical results for Nernst coefficient in BDW state
For numerical evaluation of the transport coefficients we choose values of the various pa-
rameters appropriate in the pseudogap phase. It is important to emphasize that our results (specif-
ically the qualitative temperature and doping dependencies of the transport coefficients such as
the Nernst coefficient) are completely robust against variations of the numerical values and func-
tional forms of the various parameters. The functional dependence of the BDW order parameter
on T, p etc is chosen to qualitatively mimic the experimental trend, and it is by no means meant to
produce quantitatively accurate results for the Nernst and other transport coefficients in the pseu-
dogap phase. We chose the bond density order parameter W = 0.25t1 at zero temperature and
at doping p = 0.125 (12.5% or 1/8 hole doping), which is also set as the upper critical doping
value pup, for the bond order to survive. For any finite value of doping below pup = 0.125, we
assume a mean-field doping dependence of W (p) to be W |(p − plow)/(pup − plow)|1/2, where
we chose plow = 0.085 as the lower cutoff. For any other doping range, W (p) = 0. The bond
order parameter is also assumed to scale mean field like with temperature below TBDW (p) as
W (p, T ) = W (p)
√|1− T/TBDW (p)|. From experimental fit, TBDW (p) is chosen to be 142
(p − pl)0.3, which gives the critical temperature in Kelvins. For T > TBDW (p), W (p, T ) is again
chosen to be zero.
Eq. 5.12 to 5.15 were used to calculate normal state conductivities (αxx, αxy, σxx, σxy) at
a given temperature T and doping value p. Thus the T dependence of the Seebeck (S = αxx/σxx),
Hall (RH = σxy/σxxσyy) and Nernst coefficients [ϑ = (αxyσxx − αxxσxy)/(σ2xx + σ2xy)] is cal-
culated. Figure 5.5 shows the normalized Seebeck and Nernst coefficients (S/T and ν/T ) and the
Hall coefficient (RH ) as a function of temperature for three different doping values. For p = 11%
and p = 12.5%, we observe negative coefficients ascribed to electron like pockets due to BDW
order but the signal remains positive for p = 7% (p < pl) doping when W = 0. Figure 5.6 shows a
phase-space plot of Seebeck, Hall and Nernst coefficients in the p-T phase space, where the region
of enhanced negative response can be visualized to be in the pseudogap regime of low temperature
and low doping.
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Figure 5.5: (Color online) Plot of transport coefficients vs. temperature for three different doping
values showing an enhanced negative signal in the underdoped regime. Top panel: Seebeck coef-
ficient S/T in the units of µV/K2, Middle panel: Hall coefficient RH , and Bottom panel: Nernst
coefficient ν/T in the units of nV/K2T . The negative signals for doping values of p = 11% and
p = 12.5% are ascribed to the emergence of electron pockets due to Fermi surface reconstruction
by the BDW state. The Seebeck and Hall signal is positive for a doping of p = 7% when W = 0,
while the Nernst coefficient shows a small positive signal close to zero (when compared to the large
negative signal for the other two doping values). TBDW is 48K and 54K respectively for p = 11%
and p = 12.5%. For these plots, we have chosen W = 0.25t1, τ0 = 0.01 (corresponding to a mean
scattering rate of ∼ 0.086eV ∼ 1000K), and B = 30T , which is roughly of the order of the field
applied in experiments to eliminate superconducting fluctuations.
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Figure 5.6: (color online) Phase plot of transport coefficients in arbitrary units in the p − T space
showing an enhanced negative signal in the underdoped regime and low temperatures (a) Seebeck
coefficient S/T (b) Hall coefficient RH , and (c) Nernst coefficient ν/T . The dark blue area indi-
cates the region of maximum negative response. For these plots (in arbitrary units) we have chosen
W = 0.22t1, τ0 = 1, and B = 1.
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It has been known that superconducting fluctuations, if present, can also give rise to a
non-zero Nernst response even in the absence of long-ranged superconducting order [144]. Such
a Nernst response, however, is positive by definition [12], and is typically much larger than the
quasiparticle Nernst response present in the absence of superconducting fluctuations seen in earlier
experiments on the cuprates [144]. The positive Nernst coefficient (ν) found in the cuprates in the
putative superconducting fluctuation regime in the pseudogap phase is around ∼ 500 nV/KT .
This magnitude is also much larger than the Nernst coefficient in typical metals (which can be both
positive and negative), due to Sondheimer cancellation. However, in the cuprates, according to the
more recent experimental works [156] (which our present work addresses), the Nernst coefficient in
the pseudogap phase is of magnitude∼ −5 nV/K2T , which is still smaller than the Nernst response
obtained from superconducting fluctuations, but most interestingly is of the negative sign. This
negative sign of the Nernst coefficient cannot be produced by superconducting fluctuations. Also at
low temperatures, the Nernst coefficient has been found to be independent of the applied magnetic
field (which is at least of the order of 20 − 30T ), thus ruling out superconducting fluctuations
responsible for the Nernst coefficient. Our numerical results (see Figure 5.5) roughly estimate the
magnitude of the Nernst coefficient to be ∼ −15 nV/K2T for p = 12.5% doping.
5.5 Conclusions
In this chapter, we studied the normal state of high-Tc cuprates i.e, in the absence of su-
perconductivity when a large magnetic field is applied. Starting with a mean field Hamiltonian for
bi-directional BDW order with wave-vectors Q1 = (2pi/3, 0) and Q2 = (0, 2pi/3), we observed
reconstruction of the Fermi surface from being large hole-like at higher doping (when there is no
BDW order) to the appearance of small electron-like and hole-like pockets in the doping regime
appropriate for the BDW state, which results from the breaking of lattice translational symmetry.
The normal state Nernst effect is important to understand the Fermi surface topology of cuprates
in the underdoped regime. The enhancement and the negative sign of the low temperature Nernst
signal experimentally observed in the pseudogap phase of cuprates was the main focus of this chap-
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ter. The Nernst response typically vanishes for conventional metals due to Sondheimer cancellation,
but this cancellation breaks down in the presence of a magnetic field at low temperatures due to the
presence of a BDW order parameter. We numerically calculated all three thermoelectric transport
coefficients, namely the Hall, Seebeck and Nernst coefficients, in the semi-classical Boltzmann ap-
proximation. At the temperature scale T < TBDW, we observed a negative Nernst coefficient in the
underdoped regime. This low-temperature negative Nernst response is reminiscent of a similar re-
sponse of the other two transport coefficients, namely the Hall and Seebeck coefficients. Though the
negative sign of the Hall and Seebeck coefficients can be ascribed to the appearance of electron-like
pockets that appear on the Fermi surface, the sign of the Nernst coefficient is not directly determined
by the sign of the dominant charge carriers, and it depends on the detailed Fermi surface topology.
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Chapter 6
Polar Kerr response in a topological
chiral d-density wave state.
Abstract
In this chapter a mechanism is proposed for the tantalizing evidence of polar Kerr effect in
a class of high temperature superconductors–the signs of the Kerr angle from two opposite faces of
the same sample are identical and magnetic field training is non-existent. The mechanism does not
break global time reversal symmetry, as in an antiferromagnet, and results in zero Faraday effect.
It is best understood in a phenomenological model of bilayer cuprates, such as YBa2Cu3O6+δ,
in which intra-bilayer tunneling nucleates a chiral d-density wave such that the individual layers
have opposite chirality. Although specific to the chiral d-density wave, the mechanism may be more
general to any quasi-two-dimensional orbital antiferromagnet in which time reversal symmetry is
broken in each plane, but not when averaged macroscopically. A part of this chapter was published
in Physical Review B 93, 075156 (2016).
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6.1 Introduction.
In this previous chapter, we discussed the normal-state Nernst effect in the context of
high-temperature cuprate superconductors. We modeled the underdoped pseudogap phase as a
bi-directional BDW state, which very well explains the experimentally observed Fermi surface
reconstruction and the large negative Nernst signal. Though the Nernst response discussed was
non-topological, in this chapter we will understand how another related response phenomenon
(the polar Kerr effect), in the same system can have topological origins. Recently a nonzero po-
lar Kerr effect (PKE) has been observed in the pseudogap phase in a number of recent experi-
ments [182, 183, 184, 185, 186], but with unusual characteristics. The polar Kerr effect measures
the angle of rotation of linearly polarized light reflected from a medium at normal incidence and
typically signals time reversal symmetry (TRS) breaking in the reflecting medium [187]. In a ferro-
magnetic material, the signs of the polar Kerr angle from two opposite surfaces of the same sample
are expected to be different. This is because the net magnetic moment points in the same direction
throughout the sample and hence if it points away from the sample on the top surface, it points into
the sample on the bottom surface, see Fig. 6.1. Moreover, It should be possible to choose (or ‘train’)
the direction of the net magnetic moment, and, in turn, the sign of the polar Kerr angle, by cooling
the sample in the presence of a magnetic field.
In contrast, in high-Tc superconductors it has been observed that the signs of PKE from the
two opposite surfaces of the same sample are identical, and, moreover, the signal cannot be trained
by magnetic field. To account for these puzzling experimental observations, time-reversal invariant
models with gyrotropic order were employed recently [97, 96, 188, 189]. However, the concept of
gyrotropic order as an explanation for non-zero PKE in the cuprates were subsequently retracted
[190, 191, 100] because it does not satisfy Onsager’s reciprocity principle in normal reflection that
forbids a non-zero PKE in the absence of TRS breaking [192, 193, 194, 195].
Here we show that the observations in high-Tc can be understood in the framework of a
chiral d-density wave state [196] in the presence of interlayer tunneling, which is invariant under
TRS in the bulk, but can still have a non zero PKE because it is a property of the light reflected from
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Figure 6.1: Left panel: Ferromagnetic (FM) ordering where magnetic moments point in the same
direction at each plane, thus resulting in the opposite signs of the Kerr angle from the top and bottom
surfaces. Right panel: Orbital antiferromagnetic (OAF) ordering, where magnetic moments switch
sign on each plane, so the Kerr angle has the same sign from both surfaces. In contrast to FM,
magnetic moments in OAF point out of the sample at the top and the bottom surfaces, provided the
sample is cleaved between the bilayers.
the top surface which breaks TRS locally. Therefore PKE in this mechanism would be insensitive
to the changing skin depth of the incoming light at the top surface, while PKE from a bulk order pa-
rameter based description would yield a stronger effect for a longer skin depth. The chiral d-density
wave state is defined by adding a small dxy component to the dominant idx2−y2 , i.e. with the com-
bined order parameter dxy + idx2−y2 . The net order parameter breaks TRS at each CuO plane and
results in a non-zero Hall conductivity σxy [196]. The addition of a possible dxy component could
be a result of microscopic electronic interactions [197], or a structural transition that breaks the
symmetry between the neighboring plaquettes. In the idx2−y2 state, by itself, spontaneous currents
alternatingly circulate around plaquettes of the two-dimensional square lattice, thus preserving the
macroscopic TRS, but not any associated chirality.
We establish that, for our present model, the angle of rotation due to one layer is canceled
by its neighbor, resulting in zero Faraday rotation of the polarization plane of the transmitted light.
However, since PKE is primarily a surface phenomenon, where the light reflected from the top (or
bottom) surface at normal incidence changes its plane of polarization, there can be a non-zero PKE.
Furthermore, since bilayer cuprates usually cleave through the reservoir layers separating the CuO
bilayers, the magnetizations at the top and bottom surfaces should point opposite to each other (see
89
Fig. 6.1), giving rise to the same sign of the Kerr angle. Finally, since the system as a whole is
an OAF, coupling to a small external magnetic field should be small, resulting, most likely, in a
small or non-existent magnetic field ‘training’ effect. Importantly, to the best of our knowledge, the
scenario presented here is the only one consistent with all the puzzling phenomenology seen in the
recent PKE experiments in cuprates.
It has been argued that much of the phenomenology of the cuprates in the underdoped
regime can be unified [149, 197, 198, 199, 200] by making a single assumption that the ordered
idx2−y2-density wave (DDW) state is responsible for the pseudogap. Moreover, an extensive Hartree-
Fock calculation for idx2−y2 state has recently been carried out [201]. So far, evidence of magnetism
arising from d-density wave in neutron or NMR measurements has been controversial. However,
the success of the present phenomenological model in explaining PKE must speak in favor of the
suggested order parameter.
This chapter is divided as follows: in Section 6.2, we introduce the chiral d-density wave
state order parameter, and calculate the anomalous Hall conductivity of a single layer. In Section
6.3, we discuss the problem of light propagation through a single cuprate layer, and then calculate
the Kerr and Faraday responses through the bilayer system in Section 6.4. We conclude in Section
6.5.
6.2 Chiral DDW with interlayer tunneling.
Consider a combination of the density waves, dxy + idx2−y2 , such that the net order param-
eter is
〈c†k+Q,αc†k,β〉 ∝ [iWk −∆k]δαβ, (6.1)
where c†k,σ is the electron creation operator of momentum k and spin σ, and Q = (pi, pi) is the
density wave vector. Wk and ∆k correspond to idx2−y2 and dxy respectively, defined as Wk =
W0
2 (cos kx − cos ky), ∆k = ∆0 sin kx sin ky. We consider a bilayer system where the idx2−y2
component of the order parameter, i.e., Wk may or may not switch sign between the two layers.
The four component mean field Hamiltonian for the system in the basisψ†k = (c
†1
k , c
†1
k+Q, c
†2
k , c
†2
k+Q)
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Figure 6.2: (Color online) Left: Band dispersion as a function of k = (kx, pi) for the two states in
a bilayer: d+ id/d+ id (blue) and d+ id/d− id (red). We utilized t′ = 0.33t,W0 = .33t,∆0 =
0.01W0/2, and t⊥ = 0.5t all energies measured in the unit of t. Right: The ground state energy
versus hole doping (from 0.08 to 0.18) indicating that the d + id/d − id state (in red) has lower
energy in a bilayer for any given value of hole doping.
takes the following form
H(k) =

k g1k t⊥k 0
g∗1k k+Q 0 t⊥k+Q
t⊥k 0 k g2k
0 t⊥k+Q g∗2k k+Q

, (6.2)
where k is the energy dispersion for a two-dimensional square lattice.
k = −2t(cos kx + cos ky) + 4t′ cos kx cos ky, (6.3)
where t and t′ are the nearest and next-nearest hopping integrals in the tight-binding Hamiltonian,
g1k = iWk−∆k and t⊥k = t⊥(cos kx−cos ky)2/4 describes the tunneling between the two layers
[198] appropriate for tetragonal systems. The superscript (1,2) on the electron operator in ψ†k is the
layer index. Note that g1k = g2k represents a d+ id/d+ id bilayer configuration and g∗1k = g2k is a
d+id/d−id configuration. We find that when g∗1k = g2k the system is energetically more favorable
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than the case when g1k = g2k. This is observed by diagonalizing the Hamiltonian and obtaining
the ground state energy for a given doping concentration, as displayed in Fig. 6.2. The d+ id state
spontaneously breaks time-reversal symmetry (T ) as well as the in-plane reflection symmetry about
the principal axes and exhibits anomalous Hall effect with a non-zero value of the Hall conductivity
σxy, thus making the system topological. However, the value of σxy reverses sign for the d−id state.
Thus the ground state of the bilayer breaks TRS in each plane, but since the inversion symmetry
(P ) about the mid point between the planes is also broken, the product PT is conserved, allowing
the system to have a nonzero polar Kerr effect despite conserving the global TRS and being an OAF
[202, 203]. The magnetoelectric effect and PKE in another antiferromagnet Cr2O3 were predicted
theoretically in [204, 205], and subsequently observed in experiments [206, 207, 208, 209, 210].
The Hall conductance of a single layer described by a d + id mean field Hamiltonian can
be calculated using the formalism of linear response theory and Kubo formula [196]. The two-
component mean field Hamiltonian describing a d + id density-wave state in the ψ†k = (c
†
k, c
†
k+Q)
basis is given by:
Hs(k) =
 k gk
g∗k k+Q
 . (6.4)
At a finite frequency ω and in the limit q → 0, the anomalous Hall conductivity at any finite
temperature is given by [196]:
σxy(ω) =
2e2
~
∫
dk2
(2pi)2
B(k)f(E+(k))− f(E−(k))
w(k)[z − 2w(k)][z + 2w(k)] , (6.5)
where B(k) = 4t∆0W0(sin2 ky + cos2 ky sin2 kx) is the Berry curvature, w(k) is the modulus
of a three component vector w(k) = [−∆k,−Wk, (k − k+Q)/2], f is the Fermi distribution
function, µ is the chemical potential, and z = ω + iδ, with δ a positive infinitesimal. E±(k) =
(k+k+Q)/2±w(k)−µ describe the two energy bands obtained by diagonalizing the Hamiltonian
in Eq. (6.4). The sign of σxy is determined by the sign of the product ∆0W0, so the d ± id states
have opposite signs of σxy.
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6.3 Transmission and reflection of light from a single layer.
We now study propagation of an electromagnetic wave through a layered system with chiral
DDW using standard electrodynamics formalism [202, 203, 211, 212]. First we consider an electro-
magnetic wave incident normally on a single two-dimensional layer of a material in the xy plane.
The electric field components of the wave in a medium are given by
E¯ = eikz
 Et+
Et−
+ e−ikz
 Er+
Er−
 (6.6)
Et+ and E
t− are the transmitted components of right and left circularly polarized (CP) light respec-
tively and similarly Er+ and E
r− are the reflected components, and k is the wavevector. The corre-
sponding magnetic field components can be found using Maxwell’s equation, k¯ × E¯ = ωH¯ . The
components of the electromagnetic field satisfy standard electrodynamic boundary conditions at the
material layer, which we assume is located at z = h: E¯>h = E¯<h, (H>h −H<h)y = −4pi(σ¯E¯)x,
(H>h−H<h)x = 4pi(σ¯E¯)y. Note that σ¯ is a tensor, but E¯ is a two component vector. We consider
only the Hall components of the surface current and neglect the presence of σxx; however, we have
confirmed that the presence of a finite σxx due to the chiral DDW Fermi pockets does not change our
results qualitatively. We define the scattering matrix which relates the incoming and the outgoing
electric field components, O = SI, where the outgoing wave O and the incoming wave I are given
by,
O =

Er+,<h
Er−,<h
Et+,>h
Et−,>h

and I =

Et+,<h
Et−,<h
Er+,>h
Er−,>h

, (6.7)
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and the scattering matrix S is,
S =
 R T ′
T R′
 =

R++ R+− T ′++ T ′+−
R−+ R−− T ′−+ T ′−−
T++ T+− R′++ R′+−
T−+ T−− R′−+ R′−−

(6.8)
This scattering matrix S describes reflection and transmission of electric field components from the
top surface of the slab. We have also defined in Eq. (6.8) two-component matricesR, T ′, T andR′,
whose components are given by the corresponding block entries. Matching the boundary conditions
at z = h, we find that [211, 212]
R++ =
eik>h
(
1− n2 − (4piσxy)2 + i8piσxy
)
(1 + n)2 + (4piσxy)2
R−− =
eik>h
(
1− n2 − (4piσxy)2 − i8piσxy
)
(1 + n)2 + (4piσxy)2
T++ =
ei(k>−k<)h
(
2
(
1 + n2
)
+ i8piσxy
)
(1 + n)2 + (4piσxy)2
T−− =
ei(k>−k<)h
(
2
(
1 + n2
)− i8piσxy)
(1 + n)2 + (4piσxy)2
,
where n is the refractive index of the medium. R′++, R′−−, T ′++,and T ′−− can be obtained in
a similar fashion. The other components of S which couple right and left CP components i.e.
R+−, T ′−+ and so on, all vanish. We note that when σxy 6= 0, R++ 6= R−− and T++ 6= T−− which
is a signature of broken time-reversal symmetry.
6.4 Polar Kerr and Faraday effects in bilayer chiral DDW.
To discuss scattering from the bilayer, we consider two such interfaces at z = +h and z =
−h as depicted in Fig. 6.3. Since even in the presence of the interlayer coupling t⊥(k) the system
breaks P and T while PT is conserved, allowing a non-zero PKE [202, 203], in the following we
will ignore t⊥(k) for simplicity, expecting it to modify our results only quantitatively. The Hall
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Figure 6.3: (Color online) Schematic diagram showing multiple reflections and transmissions
through the top and bottom layers, which we use to calculate the Kerr and Faraday angles. Note that
we have assumed normal incidence for the incoming light in our calculations.
conductivity σxy reverses it sign at the bottom layer at z = −h. One can then appropriately define
the scattering matrix elements for the bottom layer taking into account the opposite sign of the
Hall conductivity and the position of the bottom plane to be −h instead of h. We denote the two-
component matrices defined in Eq. (6.8) for the top layer by the subscript T and by subscript B for
the bottom layer. Thus reflection and transmission through the bilayer as whole are described by
tensors R and T given by,
R = RT + T ′TRB(1−R′TRB)−1TT
T = TB(1−R′TRB)−1TT (6.9)
We now switch basis from CP light to linearly polarized (LP) light for convenience of the following
discussion. Denoting the electric field of the light incident on the sample by E¯I , E¯R = RE¯i and
E¯T = TE¯i give the reflected and the transmitted electric fields. When linearly polarized light is
incident on the sample, the Kerr and Faraday angles are determined by the difference between right
and left CP light:
θF =
1
2
(arg[E+T ]− arg[E−T ])
θK =
1
2
(arg[E+R ]− arg[E−R ]), (6.10)
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where E±R,T = E
x
R,T ± iEyR,T , for E¯R,T = [ExR,T , EyR,T ]. For the bilayer system discussed above,
the R has non-zero off diagonal elements (in LP basis) and T is diagonal, which is a clear signature
of a non-zero Kerr response and the absence of the Faraday effect. (We do not state the analytic
expressions for these matrices here, as they are too cumbersome.)
We now make a rough estimate for the polar Kerr angle for a bilayer system using Eqs. (6.9)
and (6.10). Measuring all the energies in units of t we use t′ = 0.3, µ = −.9, n ≈ 1.69 [213],
the interlayer distance 2h = 3.2 A˚, the strength of the idx2−y2 component of the order parameter
W0(p) = 0.1(1− p/pc), where p is the hole doping concentration and pc = 0.17, ∆0 = 0.01W0/2
and the frequency of measurement ω = 1500 nm. In Fig. 6.4, we have plotted the polar Kerr angle
θK as a function of hole doping and we obtain a non-zero Kerr angle of the order of 100 nrad. The
estimated Faraday angle from our formalism turns out to be zero, again from Eqs. (6.9) and (6.10).
Since the chiral DDW with interlayer tunneling is an OAF, the angle of rotation of the plane of
polarization of light due to one layer is cancelled by its neighbor, resulting in zero Faraday rotation
of the transmitted light. However, since PKE is primarily a surface phenomenon, where the light
reflected from the top surface changes its plane of polarization, there is a non-zero PKE. Further,
since the magnetizations at the top and bottom surfaces should point opposite to each other (see
Fig. 6.1), the two surfaces give rise to the same sign of the Kerr angle. Finally, since the system as
a whole is an OAF, coupling to a small external magnetic field should be small, leading to small or
non-existent ‘training’ effect. It is important to note that all of these conclusions are consistent with
the phenomenology of the recent PKE measurements in the cuprates.
6.5 Conclusions.
To conclude we considered the topological chiral DDW state in a bilayer where the sign of
the idx2−y2 component of the order parameter changes between the layers which is an energetically
more favorable configuration. This also leads to the reversal of sign of σxy in the bottom layer, thus
breaking inversion symmetry. The calculations presented here are consistent with the unusual PKE
observed in high-Tc materials. Our calculations, although applied here specifically to the chiral
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Figure 6.4: Estimated Kerr angle in nrad as function of hole doping p. The strength of the idx2−y2
is assumed to vary with doping as W (p) = 0.1(1 − p/pc) eV, where pc is chosen to be 0.17.
The amplitude ∆0 of the dxy component is assumed to be 1% of W0. While a non-zero PKE is a
robust consequence of our model the precise values of W0, ∆0, θK in this figure are for illustrative
purposes only.
DDW state, are more generally valid for any OAF with TRS broken at each plane. In Ref. [214]
similar ideas were applied to a tilted loop current model. In addition, the ideas presented here
also apply to the bi-axial density wave recently seen in the pseudogap phase [160, 161] if they
are accompanied by spontaneous currents [215, 216, 217, 218]. However, the theories [215, 216,
217, 218] are currently formulated for a single layer, and it remains to be seen whether they can be
generalized to a multilayer model with alternating sign of σxy similar to the present work.
Another important class of high-Tc materials is single layer compounds, such as Bi-2201
(Bi2+xSr2−xCuO8+δ) and Hg-1201 (HgBa2CuO4+δ). Although the detailed results are not yet
published, it is known that such materials also show similar PKE, as discussed here [219]. At the
level of order parameter symmetry, there is no difference, in the sense that one can easily envision
CuO-layers alternating between d+ id and d− id. In addition, recent X-ray measurements indicate
that the unit cell in the c-direction is doubled, bringing it closer to the bilayer problem. Until PKE
measurements in single layer materials are published in detail, it is probably prudent to refrain from
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further speculations.
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Chapter 7
Tunneling conductance for Majorana
fermions in topological superconductors
using superconducting leads
Abstract
Like Dirac and Weyl fermions, even Majorana fermions (MFs) can arise in certain topolog-
ical condensed matter systems. The detection of MFs via its 2e2/h quantized tunneling conductance
remains an open problem. It has been recently pointed out that the use of a superconducting (SC)
lead instead of a normal metal lead can suppress the thermal broadening effects in tunneling con-
ductance from MFs. In this chapter we discuss the specific case of tunneling conductance with SC
leads of spin-orbit coupled semiconductor-superconductor (SM-SC) heterostructures. We conclude
that in a finite wire the Majorana splitting energy remains responsible for the dI/dV peak broad-
ening, even when the temperature broadening is suppressed by the SC gap in the lead. In a finite
wire the signatures of Majorana fermions with a SC lead are oscillations of quasi-Majorana peaks
about bias V = ±∆lead, in contrast to the case of metallic leads where such oscillations are about
zero bias. A part of this chapter has been accepted for publication in Physical Review B.
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7.1 Introduction
In the previous chapters our focus was on topological systems possessing a non-trivial Berry
curvature such as the topological Weyl semimetal, the topological Dirac semimetal and the chiral
d-density wave state. We examined non-trivial topological responses of these systems such as the
Nernst effect, optical gyrotropy, and the polar Kerr effect. In this and the subsequent chapter the
focus of our discussion will be topological superconducting systems, which can host Majorana
fermions (in contrast to systems discussed earlier which can host Weyl and Dirac fermions).
In contrast to Majorana fermions (MFs) as understood in high energy physics [220], MFs
in condensed matter are not elementary particles, but rather refer to collective excitations of a com-
plex many-body ground state [13, 221]. However, similar to free MFs as elementary particles, these
quasiparticles are also their own anti-particles, satisfying the relation γ0 = γ
†
0, where γ0 is the
second-quantized Majorana operator. Strikingly different from ordinary Dirac fermions, MFs in
condensed matter obey non-Abelian exchange statistics [221, 222, 223, 224, 225], and thus can be
braided to perform fault-tolerant topological quantum computation (TQC) [13, 14]. This unconven-
tional feature has provided an added impetus to realize MFs in a laboratory, and has resulted in an
avalanche of theoretical and experimental studies [226, 227, 228, 229, 230, 231, 232, 233, 234, 15,
235, 236, 239, 237, 238, 240, 16].
A key mechanism required for emergence of Majorana excitations in solid-state is chiral
p-wave superconductivity [13, 221] (SC), in a low dimensional (d ≤ 2) system of spinless (or spin-
polarized) fermions. Such a mechanism supports Majorana bound states (MBS), occurring exactly
at zero-energy, and localized at the defects of the order parameter in the system. Even though p-wave
pairing of spinless fermions has a rather unphysical Hamiltonian, there have been a host of proposals
to mimic the mean field spinless p-wave superconducting Hamiltonian in realistic systems, such as
on topological insulator-superconductor interface [226], cold atom fermionic gases [227, 228], and
superconductor-semiconductor heterostructures [229, 230, 231, 232, 233, 234]. Subsequent exper-
iments have detected signatures of the existence of these modes in semiconductor-superconductor
heterostructures [15, 235, 236, 239, 237, 238], however there has been no unique confirmation of
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a MBS from these experiments. Very recently MBSs were proposed [240, 16, 75, 241, 242], and
claimed to be experimentally observed [16], in Fe atomic chains embedded on a superconducting
Pb [110] surface.
Kitaev’s spinless 1D p-wave chain can be physically realized in a 1D semiconductor-superconductor
heterostructure nanowire [232, 233, 234], in the presence of spin-orbit coupling (SOC), proxim-
ity induced superconductivity, and Zeeman splitting above a critical value Γc. The zero-energy
Majorana modes occurring at the two ends of this 1D topological superconducting nanowire can
be inferred in tunneling experiments using metallic leads, where these zero-energy modes should
give rise to a peak in the differential tunneling conductance (dI/dV ) exactly at zero bias volt-
age [232, 243, 244]. This zero bias peak (ZBP) has been observed in experiments on semiconductor-
superconductor heterostructure nanowires under appropriate physical conditions [15, 235, 236, 237,
238]. However, the presence of a ZBP alone does not provide an unambiguous signature of MFs, as
even other topologically trivial subgap states may also produce a similar response [245, 246, 247].
A unique ‘smoking-gun’ signature of the Majorana ZBP is its quantized value G = 2e2/h which
should be observed in an ideal transport experiment from MFs. So far, this distinguishing feature has
not been observed in experiments due to multiple factors (see below) which broaden the lineshape,
and it thus remains an outstanding problem to reproduce the predicted peak height from putative
MBS excitations from topological superconducting nanowires.
The reduction of Majorana ZBP height from its quantized value of 2e2/h in semiconductor-
superconductor heterostructure nanowire is due to two principle factors: finite temperature effects,
and overlapping Majorana wavefunctions from the two ends. If the physical temperature is larger
than the tunneling strength, the ZBCP is significantly broadened [248]. Very recently, Peng et
al. [249] has proposed to counter this problem with the use of a SC lead in place of a more com-
monly used metallic one. The SC lead suppresses the effects of thermal broadening because of the
spectral gap (∆lead in the lead itself). With a SC lead, the Majorana peak no longer shows up at zero
bias, but is shifted symmetrically to±∆lead, with a new peak height ofGM = (4−pi)2e2/h, slightly
smaller than the conventional metallic lead ZBP height G = 2e2/h. However, such quantization
of peak height by a SC lead should be observable only from an infinitely long wire, where each
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Majorana mode can be manipulated individually without interference from any other low energy
bound states, and especially from the other MBS localized at a different end. A more experimen-
tally pertinent situation is, however, that of a finite wire, where the two Majorana wavefunctions
at the two boundary points have localization lengths of the order of the wire length, and thus have
a non-zero overlap. The overlap between the two MBSs moves them away from zero energy, re-
sulting in ‘quasi’ Majorana mode [250]. However, these modes are adiabatically connected with
the zero energy Majorana modes in an infinitely long wire [250]. These effects have been the-
oretically investigated in the past, but in the context of a ZBP for a normal metal-SC tunneling
junction [251, 252, 254, 255, 253]. The fate of dI/dV spectra in semiconductor-superconductor
heterostructure nanowires with SC lead in experimentally relevant situations and for short wires
remains unexplored, and we address this important issue in this chapter.
In Sec. 7.2, we describe the tight binding formalism of topological superconductivity in
a 1D nanowire and discuss its relevant symmetries. We also introduce the Hamiltonian for the
SC lead, and the tunneling Hamiltonian which couples it to the substrate. In Sec. 7.3, following
Ref. [249], we present the Green’s function formalism, which is used to obtain the dI/dV spectra
for a SC-nanowire junction. We then present our numerical results, varying several physical pa-
rameters, such as temperature, tunneling strength, and the wire length. We examine at length the
dI/dV spectra using a superconducting lead for different sets of physical parameters which include
temperature, tunneling strength at the junction, wire length, magnetic field, and induced supercon-
ducting pairing potential in the semiconductor nanowire. We conclude that the Majorana splitting
energy ∆E, which has non-trivial dependence on these physical parameters, remains primarily re-
sponsible for the dI/dV peak broadening, even when temperature broadening is suppressed by the
use of a superconducting lead. Our results will be useful for the analysis of future experiments on
semiconductor-superconductor heterostructure using superconducting leads. We conclude with a
summary and discussion in Sec. 7.4.
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7.2 Model Hamiltonian
The non-interacting single particle Hamiltonian for a spin-orbit coupled nanowire subjected
to to Zeeman field (hx) can be written as
H0 = − ∂
2
x
2m∗ − µ+ hxσx + iα∂xσy, (7.1)
where m∗, α, and µ are the effective mass, spin-orbit strength, and chemical potential respec-
tively. The proximity induced superconductivity (with mean field strength ∆) can be described by
H∆ = ∆(c
†
↑(x)c
†
↓(x))+ h.c. The mean field BCS superconducting Hamiltonian will be given by
HBCS = H0 + H∆. Quasiparticle excitations above this many-body ground state are described
by the Bogoliubov-de Gennes equation HBdGΨ = EΨ, where HBdG is the Bogoliubov-de Gennes
Hamiltonian constructed as
HBdG =
 H0 ∆(x)
∆∗(x) −σyH∗0σy
 , (7.2)
written in the Nambu basis Ψ = [u↑(x), u↓(x), v↓(x),−v↑(x)]T . Non-trivial Majorana modes,
which are zero-energy excitations of the superconducting many-body ground state, are given by the
condition HBdGΨ = 0, which emerge in the topological superconducting phase of the Hamiltonian,
satisfying the relation hx >
√
µ2 + ∆2. We will now study the electronic tight-binding description
of this Hamiltonian, and examine its relevant symmetries. We will then introduce the SC lead
Hamiltonian Hlead which couples to the substrate Hamiltonian at the chain end x = 0, via the
tunneling Hamiltonian HT (τ).
The tight binding Hamiltonian for a one-dimensional spin-orbit coupled nanowire, with
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proximity induced superconductivity, and a magnetic field can be written as
H =
N∑
i=1
[−µ(c†i↑ci↑ + c†i↓ci↓) + ∆(c†i↑c†i↓ − c†i↓c†i↑)
+ hx(c
†
i↑ci↓ + c
†
i↓ci↑)− t(c†i↑ci+1↑ + c†i↓ci+1↓)
+ α(c†i↑ci+1↓ − c†i↓ci+1↑)] + h.c, (7.3)
where the sum i is over all the lattice sites with open boundary conditions at i = 1, and i = N ,
where N is the number of lattice sites. In Eq. 7.3, µ represents the chemical potential, ∆ is the
proximity induced s−wave superconducting pairing potential, hx is the magnetic field applied in
the x direction, which is also assumed to be the direction of the wire, t is the hopping integral for the
nearest neighbor site on the nanowire, and α is the spin-orbit coupling strength. The operator ci,s
(c†i,s) annihilate (create) an electron on the lattice site iwith spin s =↑ or ↓. When the magnetic field
hx exceeds a critical value hc, the Hamiltonian in Eq. 7.3 describes the topological superconduct-
ing phase of the SOC coupled nanowire, supporting zero-energy topologically protected Majorana
modes at the boundary points. One can define the electron annihilation operator in the momentum
space as cj,s = 1√N
∑
k e
ijkck,s, where k ≡ kx, j represents the site position, and c†k,s creates an
electron with momentum k and spin s. Combining this with Eq. 7.3, the Hamiltonian H written in
terms of the Fourier transformed operators ck,s and c
†
k,s becomes
H =
∑
k
[(−t cos k(c†k↑ck↑ + c†k↓ck↓) + 2∆c†k↑c†−k↓
− µ(c†k↑ck↑ + c†k↓ck↓) + hx(c†k↑ck↓ + c†k↓ck↑)
− 2iα sin kc†k↓ck↑] + h.c. (7.4)
The corresponding momentum space Bogoliubov-de Gennes (BdG) Hamiltonian HBDG, written in
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the Nambu basis Ψk = (ck↑, ck↓, c
†
−k↓,−c†−k↑)T is the following
HBDG = 2
∑
k
Ψ†kHkΨk,where
Hk = −(t cos k + µ)σ0τz + hxσxτ0
− α sin kσyτz + ∆
2
σ0τx, (7.5)
assuming the order parameter ∆ to be real. The two dimensional Pauli matrices σ0 and τ0 act in
spin and particle-hole space respectively.
The BdG Hamiltonian HBDG in Eq. 7.5 is symmetric under particle-hole (PH) transforma-
tion, and satisfies the following reality condition in momentum space: ΞHkΞ−1 = −H−k, where
Ξ = σyτyK is the anti-unitary PH operator in our chosen Nambu basis (K denoting complex con-
jugation). The Hamiltonian HBDG also admits a chiral symmetry S [256]. The operator S can be
obtained by first identifying another operator O = K with O2 = +1, which acts on the Hamil-
tonian like a pseudo time-reversal operator satisfying OHkO−1 = H−k. The chiral operator S
is then just a product of PH and pseudo TR operator: S = O · Ξ. The operator S = σyτy anti-
commutes with HBDG i.e. {HBDG,S} = 0, and thus the Hamiltonian HBdG belongs to chiral class
BDI characterized by an integer Z invariant.
The BCS Hamiltonian for the SC lead, in momentum space, can be written as
Hlead =
∑
k,σ
ζkc
†
L,k,σcL,k,σ + (∆leadcL,k,↑cL,−k,↓ + h.c), (7.6)
where ∆lead is the SC gap, and the operator cL,k,σ annihilates an electron with spin σ on the lead,
and ζk = k2/2m − µlead. The tunneling strength between the lead (Eq. 7.6) and the substrate
(Eq. 7.3) is represented by the hopping integral t′, and the tunneling Hamiltonian is given by
HT (τ) =
∑
σ
t′eiφ(τ)/2c†L,σ(0, τ)cσ(0, τ) + h.c, (7.7)
where τ is the time argument. The real space operator c†L,σ(x, τ) is the Fourier transform of the
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operator c†L,k,σ in Eq. 7.6. The substrate and the lead are in contact at x = 0, which is the argument
of the electron operator on the lead c†L,σ(0, τ) and on the substrate cσ(0, τ). The phase difference
between the lead and the sample is given by φ(τ).
In our numerical analysis, we will focus only on the weak tunneling regime, which is
given by the condition ωt  ∆lead [249], where ωt = (pit′2ν0|ζ(0)|2
√
∆lead/2)
2/3. The quan-
tity |ζ(0)|2 = |u↑|2 + |u↓|2 for the Majorana Nambu spinor [u↑, u∗↓, u↓,−u∗↑]T at x = 0, and
ν0 is the normal density of states at the Fermi energy in the SC lead. From our numerical esti-
mate of the Majorana wavefunctions, we find that |ζ(0)|2 ∼ 0.001, and thus choosing ν0 = 1,
∆lead ∼ ∆ ∼ 500µeV , suggests that choosing t′ ∼ 20µeV satisfies the weak tunneling condition.
For our numerical analysis in the next section, we will choose our parameter values such that the
tunneling between the SC lead and the substrate is weak. Further, for all our numerical results in
this paper, we use the values of physical parameters roughly consistent with the properties of InSb
nanowires [15]. We chose the effective mass m∗ = 0.015me, Rashba SOC strength α = 0.2meV ,
hopping integral t = ~2/2m∗a2, lattice spacing a = 15nm, and µ = −2t, fixed throughout. We
will vary the SC gap ∆ and the applied magnetic field hx, both in the range 0.5meV− 1meV .
7.3 Differential Tunneling conductance with Superconducting lead
In the context of semiconductor-superconductor heterostructures in condensed matter, the
Majorana Fermion manifests as a sub-gap zero-energy mode. A simple method to verify the exis-
tence of this exotic mode is through the detection of a zero-bias peak in the tunneling conductance
measurement between a metallic lead and the topological superconductor [243, 244]. More impor-
tantly, the ZBP is characterized by its quantized peak height G = 2e2/h [243, 244]. Even though
signatures of Majoranas in terms of zero-bias peaks have been observed in a series of recent ex-
periments [15, 236, 237, 235, 238, 16], the observation of the predicted quantized theoretical value
remains a pressing issue. This has been primarily attributed to the effects of peak broadening at
finite temperature and overlap due to shorter wire lengths. Therefore, uniquely distinguishing these
peaks from other possible non-topological zero-energy states sub-gap states [245, 246, 247] is chal-
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lenging. In this section we will study the dI/dV characteristics of a superconductor-semiconductor
heterostructure nanowire, using a SC lead as a conductance probe.
Using the method of superconducting lead as a conductance probe, the tunneling current I
using superconducting lead (with gap ∆lead) is given by [249]
I(V ) = 4epi2t′4
∫
dω
h
[Tr(geh(r, ω)g
†
eh(r, ω))ρ(ω−)ρ(ω+)
(nF (ω−)− nF (ω+))], (7.8)
where t′ denotes the tunneling strength between the sample and the superconducting lead, ω± =
ω ± eV , nF (ω) represents the Fermi-Dirac distribution function (eω/T + 1)−1, ρ(ω) is the density
of states in the superconducting lead: ρ(ω) = ν0θ(|ω| − ∆)|ω|/
√
ω2 −∆2lead, and geh(r, ω) is
the retarded Green’s function in the electron-hole subspace. Now the Majorana Fermion peaks
no longer appear at zero bias, but are shifted by the superconducting gap ∆lead to V = ±∆lead.
Secondly the peak is asymmetric around V/∆lead = ±1, and sharply rises at the threshold ∆lead
(see Figure 7.1). The theoretical peak height in this case is: GM = max(dI/dV ) = (4−pi)2e2/h ≈
1.72e2/h [249], slightly smaller than the quantum of electrical conductance G = 2e2/h.
Once the real space Hamiltonian of the substrate is defined (see Eq. 7.3), it is then possible
to obtain the Green’s function for the system as:
G0(ω) = [(ω + i)I −H]−1 =
∑
m
|φm〉〈φm|
ω − Em + i , (7.9)
where Em is an energy eigenvalue of Hamiltonian, with corresponding eigenstate |φm〉, and  is
positive infinitesimal. G0(ω) in Eq. 7.9 contains all the degress of freedom, namely spatial, spin,
and particle-hole, making it a 4N dimensional object for N lattice sites. The local Green’s function
at a coordinate r is given by: g0r (ω) = G(r, ω), which is a four component matrix in the Nambu
space, for a specific position r in the one-dimensional chain. However G0(ω) (or even g0r (ω)) is
entirely for the Hamiltonian H in Eq. 7.3, which does not take into account the tunneling between
the SC lead and the nanowire substrate.
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The BCS Hamiltonian for the SC lead was introduced in Eq. 7.6 of the previous section.
The tunneling strength between the lead (Eq. 7.6) and the substrate (Eq. 7.3) is represented by the
hopping integral t′, and given by the tunneling Hamiltonian in Eq. 7.7. Neglecting the Andreev
reflection in the lead near eV ∼ ∆lead, the coupling between the lead and the substrate can be
captured by the following self-energy term Σ [249]
Σ = ipi(t′)2

ρ(ω−) 0 0 0
0 ρ(ω−) 0 0
0 0 ρ(ω+) 0
0 0 0 ρ(ω+)

(7.10)
The Green’s function gr at a specific position r, supplemented by the self-energy term, can be thus
obtained as: gr = ((g0r )
−1−Σ−1)−1. Choosing r = 0 or r = L and substituting the e-h block of gr
in Eq. 7.8 (i.e. geh(r, ω)) gives the tunneling current I(V ) contribution which is localized at r = 0
and r = L. In the regime of weak tunneling, dI/dV has an approximate analytic form for the peak
lineshape which can be written as [249]
dI
dV
= (4− pi)2e
h
Λ
(
eV −∆lead
ωt
)
, (7.11)
with a maximum peak height of (4 − pi)2e2/h. The functions Λ(z) and ωt are such that when
eV ≥ ∆lead, Λ(z) = 1, and when eV < ∆lead, Λ(z) = 0 [249], therefore dI/dV sharply rises
at eV = ∆lead. In our numerical study done on a lattice, instead of using the approximate analytic
form given in Eq. 7.11, we directly calculate gr(ω) from Eq. 7.3 and Eq. 7.6, and use Eq. 7.8
to calculate dI/dV for semiconductor-superconductor heterostructure nanowire as a function of
various physical parameters like T , ∆, µ, hx, and L.
We now present numerical results for tunneling conductance for different sets of physical
parameters. Figure 7.1 shows the plot of dI/dV as a function of V/∆lead at various temperatures.
Note that in this case, in order to examine the temperature dependence solely, we work in the
parameter regime where the wave-function overlap (and consequently the splitting energy ∆E) is
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small. As expected, there is a peak at V = ∆lead (see Figure 7.1), and another symmetrically placed
one at V = −∆lead (not shown in the figure). As seen from Figure 7.1, at T ∼ 0, when the Fermi
function nF (ω) reduces to θ(µ− ω), the peak height is quantized to its maximum theoretical value
GM . The maximum peak height decreases as T is increased. However when compared to the use
of normal metallic leads, these thermal effects are suppressed with the use of superconducting leads
∼ exp(−∆lead/T ), at least in the limit t′ < T . We note from Figure 7.1 (right panel) that the
conductance peak reduces to about 0.4GM when T is as high as 1meV . The effect of temperature
broadening on the Majorana peak is therefore suppressed by the use of the SC lead in the limit when
tunneling between the lead and substrate (t′) is much smaller than the temperature (t′ < T ).
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Figure 7.1: (color online) Left panel: Differential conductance dI/dV at various temperatures (in
meV ) as a function V/∆lead, where V is the bias voltage and ∆lead is the superconducting gap of the
lead. Right panel: Maximum peak height (denoted by max dI/dV ) as a function of temperature.
The parameters used are: L = 4.2µm, ∆ = 0.5meV , hx = 0.60meV , ∆lead = ∆, t′ = 25µeV .
Next we will examine the zero temperature dI/dV profile, but in the regime when wave-
function overlap effects are not negligible. In a one dimensional nanowire, the Majorana ‘zero-
energy’ mode occurs exactly at zero energy only in the idealized situation of an infinitely long
wire. Any realistic experiment is however done at a finite non-zero temperature for wires of a finite
length. For a finite wire length the two Majorana wave functions at the ends of the wire are no
longer localized at the two ends but can overlap with each other.
The Majorana wave function (upto an overall normalization factor) in the TS phase of a 1D
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nanowire can be written as [251]
ΨMF (x) ∝ e−x/ζeikF effx|u〉, (7.12)
where ζ is the effective coherence length and kF eff is the effective Fermi wave-vector associated
with the localized Majorana modes. Also x can be measured from one of the two ends of the wire
(0 or L) to represent the wavefunction for each mode. In Eq. 7.12, |u〉 represents the 4-component
Nambu spinor of the wavefunction. ΨMF (x) consists of an exponentially decaying factor e−x/ζ
which effectively binds the Majorana modes at the the boundary points, as long as the length of
the nanowire L  ζ. The Majorana wave-function decays on a length scale of ζ, which is the
effective coherence length, and also consists of an oscillatory part eikF effx. The factors ζ and kF eff
depend on the microscopic parameters ∆, µ, hx, α of the Hamiltonian H , and their analytic form is
discussed in Ref. [251]. Both of these features can be observed in Figure 7.2 where we have plotted
the Majorana mode wavefunction across the entire length of the chain, obtained by direct numerical
diagonalization of Eq. 7.3. Figure 7.2 shows the spatial extent of the Majorana wavefunctions for
two different parameter sets, contrasting their wavefunction overlap.
As a result of Majorana modes hybridization, the zero energy eigenvalues of the Majorana
modes are shifted to finite non-zero energies[254, 255]. In the limit when L  ζ, the splitting
energy can be approximately written as [251]
∆E ≈ ~2kF eff e
−2L/ζ
mζ
cos(kF effL), (7.13)
where m is the effective electron mass and L is the length of the nanowire. Eq. 7.13 suggests that
∆E oscillates as a function of L and kF eff because of the cosine term. However the amplitude of
these oscillations is exponentially suppressed with the wire length L, due to the overriding factor
e−2L/ζ . Now kF eff = kF eff(hx,∆, µ, α), therefore ∆E as a function of µ or hx, should, in prin-
ciple, show this oscillatory behavior. These features have been highlighted in Figure 7.3, which
shows log(∆E) as a function of L, and ∆E as a function of the chemical potential µ. Clearly, for
higher values of chain length L, the energy splitting ∆E falls exponentially, but one also notes that
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log(∆E) is not a monotonic function of µ or L, but rather shows an oscillatory behavior as sug-
gested by Eq. 7.13 . Figure 7.4 shows ∆E as a function of hx showing similar oscillations. Even
though the amplitude of the oscillations in ∆E decrease exponentially with the length of the chain,
for shorter length L (i.e. L ∼ ζ) the amplitude of these oscillations can vary over 2-3 orders of
magnitude as suggested by the plots in the figures. Therefore in order to minimize ∆E for smaller
values of L, a fine-tuning of microscopic parameters like ∆, µ, hx and µ is required.
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Figure 7.2: The Majorana mode wavefunction plotted over the entire chain length for two different
wire lengths L = 1.2µm and L = 2.4µm (left and right panels respectively), and for two different
parameter sets. Top panel: hx = 0.6meV , ∆ = 0.5meV . Bottom panel: hx = 1.03meV ,
∆ = 1meV . A stronger overlap is observed for the plots in top panel as a result of a lesser
proximity induced gap ∆ (which increases the coherence length ζ).
To show the effect of splitting oscillations due to finite length of the wire, we focus on the
weak-tunneling regime (defined in Sec. 7.2) by first choosing t′ ∼ 10µeV . In Figure 7.4 (left panel)
we have plotted the maximum peak height of dI/dV as a function of tunneling strength t′, for three
different values of magnetic field hx. According to Eq. 7.11, the maximum peak height (GM ) is
attained in the regime of weak tunneling (see Sec. 6.2) and in an infinite wire. However, for a finite
wire length and with weak tunneling, the height of the peak at ±∆lead is reduced from GM due to
overlap of the Majorana wave-functions. Moreover, in the presence of wave function overlap the
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Figure 7.3: Left panel: Logarithm of Majorana modes energy splitting ∆E as a function of the chain
length (L) for two different values of ∆. As the wire length increases ∆E decreases exponentially.
The value of magnetic field chosen for this plot was hx = 0.6meV . Right panel: Energy splitting
∆E (in meV ) as a function of the chemical potential µ for two different values of ∆. In both plots
the oscillatory behavior of ∆E is also seen as predicted by Eq. 7.13. The length of the wire chosen
for this plot was L = 1.2µm.
peak height is further reduced with reduction of t′.
Figure 7.4 (right panel) shows the energy splitting ∆E between the two Majorana modes
as a function of applied hx, showing an oscillatory dependence of ∆E on hx. When ∆E is at
a local minima, and thus very close to zero, (for example hx is fine-tuned at hx = 0.60meV in
Figure 7.4, corresponding to ∆E ∼ 10−4), even a very weak tunneling t′ can give rise to a peak
height comparable to GM , which otherwise is suppressed by almost an order of magnitude for the
same value of t′ (see Figure 7.4 left panel). For a concrete comparison we note from Figure 7.4,
that a variation of hx from 0.58meV to 0.60meV , or from 0.61meV to 0.60meV enhances the
quantized peak height (max dI/dV ) by almost one order of magnitude. Our results suggest that the
reduction in the peak height from GM is a direct consequence of a finite non-zero energy splitting
∆E between the two Majorana modes. Thus for a finite length of the nanowire, the maximum
quantized peak height value can be attained only accidentally even with a SC lead.
A similar dependence of the peak height on the chain length L (through the energy splitting
∆E) is presented in Figure 7.5, where we have plotted, the energy splitting ∆E, and the dI/dV
peak height, as a function of chain length L (for a higher value of t′ = 50µeV in this case).
The energy splitting is an oscillatory function of the chain length, and is enveloped by an overall
exponentially decaying function e−x/ζ . As L is varied from L = 1.60µm to L = 1.50µm, ∆E
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changes from ∆E ∼ 10−4 to ∆E ∼ 10−2, and the peak height reduces from max(dI/dV ) ∼
1.5e2/h to max(dI/dV ) ∼ 0.5e2/h.
An important feature to be noted from Figure 7.5 and Figure 7.4 is the sensitivity of ∆E and
the dI/dV peak height on experimental parameters, when L is small. This automatically implies
a need for fine-tuning the microscopic parameters such as µ, ∆ and so on for smaller values of
the chain length L, in order to observe a quantized dI/dV peak of the order of magnitude of GM .
However such a fine-tuning of various parameters is not possible generically. Thus to observe a
quantized peak height GM for V = ±∆lead with a SC lead, one requires a long enough wire length
L, such that the amplitude of splitting oscillations is exponentially suppressed. In shorter wires,
the quantization of the peak height is possible, but only when ∆E is very small which requires a
fine-tuning of parameters.
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Figure 7.4: (color online) Left panel: Maximum peak height of differential conductance
(max dI/dV ) as a function of tunneling strength t′ in the weak tunneling range t′ ∈
(1µeV, 15µeV ), for three different values of hx. Right panel: Majorana mode energy splitting
as a function of hx showing a local minima at hx = 0.60meV . Exactly at hx = 0.60meV , where
∆E is minimum, the quantized peak height is closer to GM when compared to values away from
the local mimima. We used ∆ = 0.50meV for these plots.
In the limit of weak tunneling t′, the zero-bias conductance peak of the Majorana zero-
energy mode in normal metal tunneling junction is split into two symmetric peaks around V = 0 as
a consequence of hybridization of the Majorana modes due to finite wire lengths. The splitting gap
is typically of the order of ∆E. Therefore, strictly speaking, at T = 0K, a zero bias peak at exactly
V = 0 should not be ideally observed, and rather two symmetric peaks around V = 0 should appear
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Figure 7.5: Top panel (left): Energy splitting ∆E as a function of chain length L. The energy
splitting is an oscillatory function of the chain length and is modulated by an overall exponentially
decaying function. Top panel (right): Energy splitting ∆E zoomed between chain lengths L =
1.46µm and L = 1.77µm. Bottom panel (left): The maximum quantized peak height in the units
of e2/~ zoomed in between chain lengths L = 1.46µm and L = 1.77µm. The plots suggest that
there is a correspondence between the energy splitting and peak height explicitly showing that the
reduction in the peak height is a consequence of the energy splitting between the Majorana modes.
The local minima in ∆E corresponds to a local maxima in the peak height. Bottom panel (right):
Voltage corresponding to the maxima of the conductance peak Vm/∆lead as a function of ∆E. The
parameters used for these plot were: hx = 0.6meV , ∆ = 0.5meV , and t′ = 50µeV .
for a short wire. However a small finite temperature broadens the lineshape, and the two split peaks
then appear as a single symmetric peak centered at V = 0. These features have been numerically
studied for a metal-SC tunneling contact [253, 252]. In the present case, where we consider a SC
lead, the conductance peak at V = ±∆lead does not split as a result of non-zero ∆E, unlike in the
case of metallic lead. Instead the threshold voltage Vth, where the dI/dV conductance peak exhibits
a sharp rise from zero to GM , shifts (by approximately∼ ∆E) from V = ±∆lead. We present this
feature in Figure 7.5 where we have plotted Vm/∆lead increasing monotonically as a function of
energy splitting ∆E between the two Majorana modes, where Vm is the voltage at which dI/dV is
maximum. Note that due to lineshape broadening, a sharply rising dI/dV peak will not be observed
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Figure 7.6: (color online) Top panel: dI/dV lineshape for three different values of hx at t′ =
15µeV . Bottom panel (left): Maximum peak height of differential conductance (max dI/dV ) as
a function of tunneling strength t′ in the range t′ ∈ (15µeV, 50µeV ), for three different values of
hx. Bottom panel (right): dI/dV profile for hx = 0.58meV for three different values of t′ (in the
units of µeV ). The value of the SC gap chosen in all these plots was ∆ = 0.5meV (the same as
used in Figure 7.4 and Table I). The plots suggest that even when t′ is not very weak (compared to
t′ Figure 7.4), there is a broadening of the lineshape accompanied by an offset of threshold voltage
from V = ∆lead, when ∆E is significant.
(see Figure 7.6 and the discussion below), and therefore we have plotted Vm/∆lead as the threshold
voltage Vth is not sharply defined. Also, since I(−V ) = −I(V ), the dI/dV response for a negative
bias voltage is symmetric.
Figure 7.6 shows results for the peak height and the lineshape for a larger value of t′,
but for the same three different hx values, and for the same set of parameter values as used in
Figure 7.4 and Figure 7.5. Our conclusions on the dependence of the lineshape and the peak height
on ∆E do not change qualitatively. However making the barrier more transparent, i.e. increasing
t′, also results in a corresponding increase in the overall peak height. Further, we also illustrate in
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Figure 7.7: (color online) Left: Quasiparticle spectrum of the TS phase of the 1D nanowire (in
color), along with the zero energy Majorana bound state (E0) (in black) as a function of wire length
L, for hx = 0.6meV . The Majorana mode which occurs at exactly zero energy when L → ∞ is
adiabatically connected to the quasi-Majorana mode in short wires. Right: Quasiparticle spectrum
along with the zero energy Majorana bound state (E0) as a function of hx for a wire with length
L = 1.2µm, also displaying a topological phase transition at hx = 0.5meV . The value of SC gap
chosen for these plots was ∆ = 0.5meV .
Figure 7.6 the broadening of the lineshape as a consequence of non-zero energy splitting ∆E in
a finite wire. In this broadened peak, there is no sharply defined threshold voltage Vth, where the
dI/dV conductance quickly rises from zero. Hence, as a result of splitting of the Majorana zero
energy modes, it is not just the peak height which is suppressed, but the overall lineshape is also
modified, and thus no longer resembles its analytic form as shown in Fig 7.1 (which was valid when
∆E → 0). This feature can be contrasted with the effect of finite temperature on the lineshape as
shown in Figure 7.1. In Figure 7.1, with temperature one observed just an overall suppression of
the height of the lineshape, with a sharply rising peak at V = ∆lead, and the asymmetry of the peak
largely intact.
Having discussed important aspects of the dI/dV profile, we now discuss the experimental
implications of our work. In Figure 7.7, we have plotted the quasiparticle spectrum of the TS phase
of Hamiltonian H given in Eq. 7.3. Similarly Figure 7.8 shows Majorana splitting energy ∆E as
a function of both L and hx together in a color-plot, displaying clear periodic oscillations in ∆E
for small L values. We note from Figure 7.7 that for short wires, the zero energy Majorana modes
bifurcate into finite energies, with periodic zero-energy crossings. We can therefore term them as
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Figure 7.8: (color online) Majorana splitting energy ∆E as a function of both L and hx, showing
oscillations for small L values, for a wide range of hx above the topological phase transition at
hx = 0.5meV . The amplitude of oscillations in ∆E is subsequently suppressed for wires with
longer length. The value of SC gap chosen for these plots was ∆ = 0.5meV , and the colorbar on
the right is in the units of meV .
‘quasi-Majorana’ modes, which are remnants of the Majorana physics in idealized situations [250].
PH symmetry always ensures that the overall energy spectrum has a vanishing sum of the energy
eigenvalues, resulting in a symmetric spectrum about E = 0. It is also straightforward to note that
these periodic zero-energy crossings of the quasi-Majorana eigenmodes are related to the splitting
energy ∆E → 0 discussed earlier. Even though a perfect zero energy mode can occur only in the
thermodynamic limit L → ∞, this zero-energy mode is adiabatically connected with the quasi-
Majorana mode as shown in Figure 7.7. Such an adiabatic connection is not exhibited by any other
trivial zero-energy mode. For example, an accidental zero energy Andreev bound state may occur
in a short wire, but in long wires these states will be characterized by a finite energy gap, while
the energy of the Majorana mode will vanish [250]. This adiabatic connection can therefore have
important experimental implications. Figure 7.9 shows the dI/dV profile for a Majorana mode in a
short wire of length 0.54µm, showing oscillations about V = +∆lead and V = −∆lead as a function
of the applied magnetic field hx. Exactly at V = ±∆lead, the quantization of the Majorana peak
is attained at isolated values of hx. However, for a broad range of hx (though within topological
regime), a tunneling experiment performed on Majorana nanowires using SC leads should be able
to observe similar oscillations about V = ±∆lead, which is directly connected to the adiabaticity of
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Figure 7.9: (color online) Top panel: Majorana dI/dV profile for a short wire of length L =
0.54µm, showing oscillations about V = ±∆lead as a function of magnetic field hx (in meV ).
The colorbar on the right is in the unit of e2/h, the value of SC gap chosen was ∆ = 0.5meV ,
and t′ = 50µeV . The four square boxes highlight the regions where the quantized peak height
of magnitude GM = (4 − pi)e2/h should be observed. Bottom panel: The energy splitting ∆E
(in meV ) as a function of hx for the same system, showing oscillations about zero energy. In an
experiment done with a normal metallic lead, the oscillations will be about zero bias voltage in a
similar fashion as displayed in this plot.
the ‘quasi’ Majorana mode. This is to be contrasted with the case when normal metallic leads are
used. The splitting energy then results in oscillations of tunneling conductance about the zero-bias
voltage instead of V = ±∆lead. Therefore even with a SC lead, and a low enough temperatures,
for the experimentally relevant finite length wires the quantization of Majorana peak height could
be hard to obtain. In this case the signature of the MFs would be splitting oscillations of the quasi-
Majorana modes as a function of the magnetic field, but around V = ±∆lead, rather than around
V = 0 as in SC-metallic lead tunneling conductance experiments.
7.4 Conclusions
In this chapter we discussed the dI/dV spectra using a SC lead of a spin-orbit coupled SM-
SC heterostructure nanowire, a system which has been extensively studied both theoretically and
experimentally using a normal metallic lead. We considered different set of physical parameters
including temperature, tunneling strength at the junction, wire length, magnetic field, and induced
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SC pairing potential in the nanowire, and find that in a finite wire the Majorana splitting energy ∆E,
which shows an oscillatory dependence on these parameters remains responsible for the dI/dV peak
broadening, even when the thermal effects are suppressed by SC gap in the lead. Our numerical
results explicitly map the oscillations in ∆E, inversely, to oscillations in the peak height. We find
that this effect is quantitatively significant in short wires (L ∼ ζ), as ∆E ∼ e−ζ/L, and in a
less transparent barrier, where a very small variation in L can result in the reduction of the peak
height by almost an order of magnitude. In longer wires, since the amplitude of these oscillations
falls exponentially, the variation in peak height will be insensitive to variations of the microscopic
parameters, eliminating the need of a fine-tuned system in order to observe the quantized height of
the Majorana peak.
Secondly, with the use of a SC lead in a short wire, we find that, apart from the broadening of
the peak height due to overlapping MF wave functions, the threshold voltages (Vth = ±∆lead) where
the Majorana dI/dV peaks arise are also shifted by approximately ∆E. This is to be contrasted
with the splitting of ZBP around V = 0 in tunneling conductance experiments using a metallic
lead. The splitting of the ZBP in the present case of a SC lead shifts the threshold voltage Vth →
Vth ±∆lead ±∆E .
Finally, we have also illustrated a distinguishing feature in the conductance lineshape be-
tween thermal broadening and energy splitting. When T 6= 0,∆E → 0, thermal effects lead to an
overall suppression of the peak height without significantly altering its lineshape. The dI/dV peak
in this case sharply rises from zero at V = Vth = ±∆lead, and is asymmetric about Vth. When
T → 0,∆E 6= 0, the lineshape is broadened and appears symmetric about Vm (where Vm > Vth
is the bias voltage at which dI/dV is maximum). Our main conclusion in this chapter is that in
a finite length SM wire the overlap of the wavefunctions of the MFs for the two ends remains re-
sponsible for the broadening of the Majorana peaks, even when the thermal effects are suppressed
by a SC lead. In this case the signatures of Majorana fermions with a SC lead are oscillations of
quasi-Majorana peaks about bias V = ±∆lead, in contrast to the case of metallic leads where such
oscillations are about zero bias. Our results will be useful for analysis of future experiments on
SM-SC heterostructures using SC leads.
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Chapter 8
Yu-Shiba-Rusinov states and topological
superconductivity in Ising paired
superconductors
Abstract
An unusual form of superconductivity, called Ising superconductivity, has recently been un-
covered in mono- and few-layered transition metal dichalcogenides. This 2D superconducting state
is characterized by the so-called Ising spin-orbit coupling (SOC), which produces strong oppositely
oriented effective Zeeman fields perpendicular to the 2D layer in opposite momentum space val-
leys. We examine the Yu-Shiba-Rusinov (YSR) bound states localized at magnetic impurities in Ising
superconductors and show that the unusual SOC manifests itself in unusually strong anisotropy in
magnetic field response of zero bias conductance peaks observable in STM experiments on impurity
sites. For a chain of magnetic impurities with moments parallel to the plane of Ising superconduc-
tors we show that the low energy YSR band can host topological superconductivity and Majorana
fermions as a direct manifestation of Ising spin-orbit coupling induced topological effects. A part
of this chapter has appeared on arXiv:1603.08909 and has been submitted to Physical Review B.
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8.1 Introduction
In the previous chapter our discussion was centered on emergent Majorana fermions occur-
ring in topological superconducting systems. A one dimensional spin orbit coupled superconductor-
semiconductor heterostructure with a Zeeman field hosts Majorana fermions as end modes. This is
in fact one of the simplest proposals, where the Majorana modes can be detected via a simple tun-
neling experiment. A measurement of quantized conductance of 2e2/h at zero bias voltage on this
system will confirm the existence of such an exotic quasiparticle. Though zero bias peak has been
observed in experiments, reproduction of it’s precise quantization height remains an open problem.
Another concurrent area of research is to design accessible platforms supporting Majorana modes.
In the semiconductor-superconductor heterostructure, only tunneling transport measurements can
be employed to identify Majorana modes. In some other proposals for Majorana fermions, for ex-
ample the ones based on magnetic adatom chains on a host superconductor, additionally one can
also perform STM experiments to measure local density of states (LDOS), which can spatially re-
solve the Majorana modes. In this chapter, we shall propose one such system, which can potentially
host topological superconductivity and Majorana modes as end states.
An unusual form of Cooper pairing, called Ising pairing, has recently been uncovered in
two-dimensional superconducting states in mono- and few-layered transition metal dichalcogenides
(TMDs). TMDs are materials with a 2D honeycomb lattice similar to graphene [4, 5], but with
broken in-plane mirror symmetry, resulting in a special type of intrinsic spin-orbit coupling (SOC),
called Ising SOC [257, 258, 259, 260, 261]. Ising SOC acts like an effective Zeeman field which
strongly polarizes the electron spins perpendicular to the 2D plane of the system. This is in stark
contrast to the more familiar Rashba SOC, which constrains the electron spins to the in-plane direc-
tions perpendicular to the electron momentum, producing a two dimensional helical electron liquid.
In TMDs the spin polarization due to Ising SOC is in out-of-plane directions, but oppositely oriented
near opposite momentum space valleys centered around points (K and −K), keeping time reversal
symmetry intact, unlike in the case of a conventional Zeeman coupling. In this chapter, we describe
unusual effects of Ising SOC on superconducting TMDs [262, 263, 264, 265, 266, 267, 268] includ-
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ing predicting a topological superconducting state with Majorana fermions excitations for a chain
of magnetic impurities with moments parallel to the plane of the superconductor.
Since in TMDs the spin polarizations in opposite momentum space valleys are opposite,
Ising SOC favors inter-valley pairing, where electrons with opposite momenta and spin from valleys
centered around K and −K form Cooper pairs (Ising pairing) [266, 267, 268, 269, 270]. For
conventional spin-singlet superconductors it is well known that superconductivity is quenched under
the application of a magnetic field [271]. Ignoring orbital effects of the magnetic field, the quenching
of superconductivity is due to Zeeman coupling of the magnetic field to electron spins, and can be
estimated by equating the binding energy of Cooper pairs with Zeeman splitting (Pauli limit). In
Ising superconductivity the intrinsic SOC supports superconductivity by protecting the electrons
from alignment with external magnetic field when it is applied parallel to the plane. This has been
experimentally confirmed with recent observations of in-plane upper critical field of more than six
times the Pauli paramagnetic limit in superconducting MoS2 and NbSe2 samples [266, 267, 268]. In
this chapter we discuss the experimental signatures of the unusual Ising SOC on magnetic impurity
induced Yu-Shiba-Rusinov (YSR) bound states and the emergence of topological superconductivity
and Majorana fermions in low-lying YSR bands in two-dimensional Ising superconductors.
Magnetic impurities in superconductors can support sub-gap bound states known as Yu-
Shiba-Rusinov (YSR) states [272, 273, 274]. The mid-gap YSR bound states emerging due to
a single localized magnetic impurity located on a s-wave superconductor can give rise to a zero
bias peak (ZBP) in the local density of states (LDOS) measurement, signaling a level crossing and
change in ground state parity of the many-body wave function [275]. This transition occurs when
the impurity strength J is tuned near a critical value Jc. The YSR states are spin polarized and
therefore the ZBP can be split by an external Zeeman field which couples to the spin. Here we
show that the ZBP arising from YSR states localized at magnetic impurities located in Ising super-
conductors is robust to application of an unusually high in-plane magnetic field. We demonstrate
with a T -matrix calculation that Ising SOC is directly responsible for the anomalously large critical
in-plane magnetic field where the ZBP splits away from zero energy. This behavior, which corre-
lates with the anomalously large anisotropy in upper critical fields between magnetic fields applied
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perpendicular and parallel to the 2D plane [266, 267, 268], can be tested in experiments. Moreover,
for a chain of a dilute concentration of magnetic impurities with moments parallel to the plane of
Ising superconductors, we examine the low lying YSR bands and establish the emergence of a topo-
logical superconducting phase with end-state Majorana fermions by numerical diagonalization of
the Bogoliubov de-Gennes (BdG) equations, and also a mapping on a Kitaev-like model with long
range hopping and pairing interactions. In the complementary band (or ‘wire’) limit, where the im-
purity orbitals of neighboring adatoms strongly overlap, the impurity chain realizes a ferromagnetic
wire with moments parallel to the plane of the superconductor. Since Ising SOC engenders a triplet
pair potential with Cooper pair spins parallel to the plane [270], in this case the ferromagnetic wire
becomes a topological superconductor (in BDI class) by proximity effect [276, 277]. This is similar
to the case of a half-metal on Ising superconductor discussed elsewhere [270]. We thus establish
Ising superconductors with magnetic adatoms as a robust platform for topological phenomena and
Majorana fermions. That moments need to be parallel to the plane is a direct consequence of Ising
SOC (which is perpendicular to the plane), in marked contrast to superconductors with Rashba
SOC where adatom moments need to be perpendicular to the plane to support topological phases
and Majorana fermions.
This chapter is organized as follows: In Section 8.2 we introduce the Hamiltonian for MoS2
as a prototype for TMD systems and examine its Fermi surface. Even though we start with a Hamil-
tonian (Eq. 8.2) that has only a spin-singlet s-wave order parameter, because of the spin-orbit
coupling a spin-triplet p-wave term is generated in the Green’s function of the superconductor (Eq.
8.7) [281, 282, 284, 270]. In Section 8.3 we compute the LDOS for a localized Yu-Shiba-Rusinov
state, and study its response to an external magnetic field. In Section 8.4 we discuss how a YSR
band, formed with a dilute magnetic impurity chain, can host topological superconductivity. Using
the BdG equations for a chain of magnetic atoms embedded in a host Ising superconductor, we
explicitly demonstrate the existence of Majorana fermion excitations by exact numerical diagonal-
ization and also by mapping on the one dimensional Kitaev model. We end with discussions and
conclusion in Section 8.5.
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8.2 Hamiltonian
We start with the Hamiltonian for a representative Ising superconductor, MoS2, which in
the basis Ψ†k = (c
†
k,↑, c
†
k,↓)
T can be written as [266, 270] H =
∑
k
Ψ†kH0(k)Ψk, where
H0(k) = ζkσ0 + Fkσz (8.1)
The operator ck,σ annihilates an electron with spin σ and momentum k. The function ζk =
t|2 cos(kx
√
3/2)eiky/2 + e−3iky/2| − µ, is the non-interacting dispersion for MoS2 which gener-
ates six valley points in the first Brillouin zone [4] (K points), where ζK − µ = 0. The function
Fk = α(sin(kx)− 2 cos(
√
3)ky/2) sin(kx/2)) is the Ising SOC term [266, 268, 270]. Importantly,
F−k = −Fk, and therefore the system lacks inversion symmetry. The nearest neighbor hopping in-
tegral t is fixed to t = 0.5eV in this paper. For all our calculations we will choose the SOC strength
α = 8meV , and µ = 0.25t [266]. Figure 8.1 shows the Fermi surface for MoS2 as obtained from
Eq. 8.1. The spin degeneracy is lifted by the Ising SOC, producing spin-polarized Fermi pockets.
Since the SOC strength changes sign near each valley, the spin splitting is also opposite at each
valley point. At valley points +K and −K, the electrons are subjected to an effective Zeeman field
in opposite directions (+αFK and−αFK). One can approximate the low-energy Hamiltonians near
K and−K as Hk=k′+K ≈ k′2/2m+ α|FK|, where  = +1/−1, for +K/−K respectively. How-
ever, in this paper we will consider the full band structure given by Eq. 8.1 for all our calculations.
We can now write down the mean-field superconducting Hamiltonian in the presence of a
spin-singlet s−wave superconducting order parameter (∆) as:
Hk =
 H0(k) ∆σ0
∆σ0 −σyH∗0 (−k)σy
 (8.2)
Eq. 8.2 is written in the Nambu basis Ψ†k = (c
†
k,↑, c
†
k,↓, c−k,↓,−c−k,↑)T . For our calculations, we
will use ∆(T = 0) = 1.764kBTc, for a fixed Tc ∼ 10K throughout in this paper [266].
We now introduce a single localized magnetic impurity with a spin S. Further, we assume
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Figure 8.1: Top panel: Fermi surface of MoS2 at µ = 0.25t in the presence of Ising SOC with
strength α = 8meV . The Ising SOC, which acts like an effective Zeeman field, generates spin-
polarized Fermi pockets (‘white: spin up’, ‘black: spin down’) in the vicinity of six valley points
(K points) labeled from ‘a’ to ‘f’. Since the SOC strength changes sign at each valley, the spin-
splitting is also opposite near each valley point. Bottom panel: Fermi surfaces near two valley points
‘a’ and ‘d’ have been zoomed to clearly illustrate the opposite spin-splitting occurring near these
two points.
the impurity to be purely classical. The impurity Hamiltonian, which describes the interaction
between the conduction electrons and the localized magnetic moment, can be written as [275]
Himp = −JS · (Ψ†(r = R)τ0σˆΨ(r = R)), (8.3)
where Ψ(r) is the Fourier transform of Ψk, R is the location of the impurity, and J is the exchange
strength. The Pauli matrices σ and τ act in spin and particle-hole space respectively. For simplicity,
we will set R = 0.
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8.3 YSR states and magnetic field response
Magnetic moments have pair-breaking effects on a superconducting system, and as a result
localized sub-gap excitations emerge [272, 273, 274]. This section is devoted to studying properties
of the Shiba state with a single magnetic impurity on superconducting MoS2 surface. The T -matrix
approximation is employed to compute the local density of states (LDOS) of YSR states bound
at the impurity site [275, 278]. In momentum space, the impurity potential can be written as:
Himp =
∑
k,k′
Ψ†k′Vk,k′Ψk, where Vk,k′ is the scattering potential: Vk,k′ = −JSτ0σˆ. The T -matrix is
the solution of the following equation [275]:
T (k,k′, ω) = Vk,k′ +
∑
k′′
Vk,k′′G0(k
′′, ω)T (k′′,k′, ω) (8.4)
In Eq. 8.4, G0(k, ω) is the Green’s function for the clean system without the magnetic impurity.
Once the T -matrix is obtained, the Green’s function in the presence of the impurity is then given
by [275]
G(r, r′, ω) = G0(0, ω) +G0(r, ω)T (ω)G0(−r′, ω), (8.5)
where G0(r, ω) =
∑
k
G0(k, ω)e
ik·r. The spin-resolved LDOS can be computed as
Nσ,r = − 1
pi
Im Gσ,σ(r, r, ω) (8.6)
Figure 8.2a shows the zero bias peak (ZBP) in the density of states of the YSR state for a magnetic
impurity with moment perpendicular to the plane, occurring at a particular value of the impurity
exchange strength Jc. We find similar ZBPs also for magnetic impurities with moments parallel to
the plane. Though Jc depends on the material parameters, we specify that Jc = Jc(α), where α
measures the strength of the Ising SOC. Therefore in Figure 8.2, the impurity strength has to be
tuned to Jc(α) for different values of the SOC parameter to obtain a ZBP.
The effect of an external Zeeman field on these ZBPs can now be studied. Mathematically,
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the effect of an external Zeeman field can be introduced by adding the term HZ = h · στ0 to
the Hamiltonian H0(k) in Eq. 7.4. First, we fix the impurity spin S = |S|zˆ, and therefore the
Shiba bound states are also spin-polarized along the z direction. We find the effects of an applied
Zeeman field on the impurity induced ZBPs to be highly anisotropic in the presence of Ising SOC
(see Fig. 8.2). For instance when the impurity spin points in the z direction, as shown in Fig. 8.2a,
a ZBP appears for a critical impurity strength J = Jc(α), where α is the Ising SOC strength.
As shown in Fig. 8.2b, an applied magnetic field parallel to the impurity spin, splits the impurity
induced ZBP for a magnetic field strength as low as ∼ 1 T . However as shown in Fig. 8.2c, when
the applied field is parallel to the plane of the superconductor (perpendicular to the impurity spin),
the magnetic field required to split the ZBP is as high as ∼ 32 T . In the inset of Fig. 8.2c, we also
show the extent of ZBP splitting for Bx = 32 T and α = 0. This dramatic enhancement of the
anisotropy between the effects of the magnetic field when it is applied parallel and perpendicular
to the SOC correlates well with the similar anisotropy in upper critical magnetic field seen in the
recent experiments [266, 267, 268].
Some amount of anisotropy in the magnetic field response of an impurity induced ZBP is
expected even without spin-orbit coupling. This can be qualitatively explained form a perturbative
argument. When the applied magnetic field is parallel to the impurity spin, first order corrections
due to the applied field to the energies of the YSR states are finite, and the critical magnetic field
for ZBP splitting is small. However, when the field is perpendicular to the impurity spin, given
that the YSR states are polarized in the direction of the impurity spin (in the limit of zero field),
the first order corrections to the YSR state energies vanish. In this case a larger applied field is
necessary for splitting of the ZBP due to second order effects. We see this anisotropy of magnetic
field response of the YSR states even for α = 0 by obtaining different critical fields (with ratio
∼ 1 : 8), for ZBP splitting for the field directions parallel and perpendicular to the impurity spin. In
the presence of non-zero α (∼ 8meV ), the spins are strongly polarized perpendicular to the x − y
plane and the anisotropy of the magnetic field response of the YSR states, as revealed by critical
fields of the ZBP splitting, dramatically enhances as shown in Fig. 8.2. This behavior is consistent
with a similar effect discussed in references [[266, 267, 268]] for upper critical magnetic fields of
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Figure 8.2: (color online). Spin-resolved LDOS in arbitrary units, for a system with magnetic im-
purity located at r = 0. For plots (a)-(c), the impurity spin is pointing in the z direction, for plot (d),
the impurity spin points in the x direction. (a) ZBP occurring at a critical value of impurity strength
Jc = Jc(α) for both spin-up and spin-down components, with α = 8meV . (b) A perpendicular
magnetic field as small as 1T begins to split the ZBP. (c) The in-plane critical magnetic field has
increased to 32T , when α = 8meV . The inset shows split ZBP at the same field when α = 0. (d)
The in-plane critical magnetic field (for an impurity spin in x direction) has increased to 25T , when
α = 8meV . Then inset shows split ZBP at the same field when α = 0. We have defined the critical
field as the value of magnetic field where the ZBP splits from ω = 0 to ω = ±0.05∆.
the superconducting states.
8.4 Topological superconductivity in sub-gap YSR band:
Motivated by recent experiments on topological superconductivity on magnetic impurity
chains embedded on a superconductor [279, 280], we wish to examine the possibility of topological
phenomena in dilute chain of magnetic impurities deposited on Ising superconductors. First we will
discuss the case of a single magnetic impurity, and then extend our discussion to an 1D array of
magnetic impurities arranged in a chain-like fashion. We begin with writing the momentum space
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Green’s function for the Hamiltonian in Eq. 8.2, which can be expressed as
G0(k, ω) =

ω+ζk+Fk
A+
0 ∆
A+
0
0 ω+ζk−Fk
A− 0
∆
A−
∆
A+
0 ω−ζk−Fk
A+
0
0 ∆
A− 0
ω−ζk+Fk
A−

(8.7)
where
A± = ω2 − ζ2k − F 2k ∓ 2Fkζk −∆2 (8.8)
In obtaining Eq. 8.7 we have used the fact that the Ising SOC function Fk is inversion asymmet-
ric. As a result of Ising SOC, the Green’s function contains a mixture of both singlet and triplet
terms [270, 281, 282] in the superconducting order parameter, as A+ 6= A− when F (k) 6= 0.
The spin-triplet pairing correlation is given by ∆T (k, ω) = 4∆Fkζk/A+A−. The d-vector, which
parametrizes the spin-triplet pairing is parallel to the direction of Ising SOC.
The Bogoliubov-de Gennes equation for the superconducting Hamiltonian (Eq. 8.2) in the
presence of a single localized impurity potential (Eq. 8.3) is: (H + Himp)Ψ(r) = ωΨ(r). We will
be interested in impurity states which are deep in the gap: |ω|  ∆. The BdG equation can be
rewritten in the following form [283, 284]
(I+G0(r = 0, ω)JSτ0σˆ)Ψ(r = 0) = 0, (8.9)
where G0(r, ω) is the real space Green’s function obtained by Fourier transforming Eq. 8.7. We
need to evaluate the following integrals in order to calculate G0(r = 0, ω) from Eq. 8.7
J±0 =
∫ [d2k]
A± ; I
±
0 =
∫ [d2k]ζk
A± ; K
±
0 =
∫
[d2k]Fk
A±
(8.10)
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Figure 8.3: (color online). Energy spectrum for a single localized impurity YSR state as a function
of the impurity strength J , as obtained by numerical solution of Eq. 8.12. The inset shows the four
energy levels for a wide range of J . The main figure illustrates the two low-energy levels which
cross each other at zero energy at a certain critical value of impurity strength Jc. The spin of the
impurity is assumed to be aligned along the x-direction.
Using the above definitions and Eq. 8.7, the Green’s functionG0(r = 0, ω) takes the formG0(0, ω) =

ωJ+0 + I
+
0 +K
+
0 0 ∆J
+
0 0
0 ωJ−0 + I
−
0 −K−0 0 ∆J−0
∆J+0 0 ωJ
+
0 − I+0 −K+0 0
0 ∆J−0 0 ωJ
−
0 − I−0 +K−0

(8.11)
From the functional forms of Fk, ζk and A±, discussed in Eq. 7.4 and Eq. 8.8, we evaluate the
integrals J±0 , I
±
0 , and K
±
0 numerically in the limit ω → 0, to obtain G0(0, ω). We note that
J+0 = J
−
0 , because Fk is an odd function of k. Therefore, for a single magnetic impurity with
Ising SOC, the problem is identical to the case of a magnetic impurity in an s-wave superconductor
without SOC [284]. Due to the localized δ-function nature of the magnetic impurity potential, the
integrals involving the spin-triplet pairing terms in the Greens function vanish.
Once G0(r = 0, ω) is obtained numerically, we can then solve Eq. 8.9 for the impurity
bound state Ψ(r = 0) (which is the YSR state). In our analysis, we limit ourselves only upto ω-
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linear terms, since we are interested in solutions which lie close to the center of the superconducting
gap. Denoting the matrix G0(r = 0, ω)JSτ0σˆ in Eq. 8.9 as ωL +M (the matrices L and M
are determined numerically and are now independent of k and ω, and only depend on the material
parameters), the subgap spectrum for the YSR state is then given by [284]
−(L)−1(I+M)Ψ(0) = ωΨ(0) (8.12)
Eq. 8.12 can be directly solved for Ψ(0) and the energy spectrum ω. Also, Eq. 8.12 can be solved
to obtain the critical exchange strength Jc, such that when J = Jc, the YSR state spectrum admits
a solution at exactly zero energy (ω = 0). In Figure 8.3 we have plotted the energy levels as a
function of the impurity strength J , obtained by numerically solving Eq. 8.12. The figure highlights
the existence of a critical impurity strength Jc, where two mid-gap energy levels cross each other at
ω = 0. The inset of Fig. 8.3 also shows the two energy levels which are away from mid-gap region.
This mid-gap zero energy YSR bound state emerging due to a single localized magnetic impurity
located on a s-wave superconductor gives rise to a ZBP in the local density of states measurement
as discussed in Sec. III.
In order to discuss topological superconductivity, we will now consider a ferromagnetic
chain of impurities embedded on superconducting MoS2 substrate. Assuming the chain runs along
the x direction, the impurity Hamiltonian becomes
Himp =
∑
i
[Ψ†(xi)(−JSτ0σˆ)Ψ(xi)] (8.13)
The BdG equation (Eq. 8.9, 8.12) can now be generalized to [283, 284]
(I+ ωL+M)Ψ(xi) = −
∑
j 6=i
Iij(JSτ0σˆ)Ψ(xj), (8.14)
where Iij is the correlator Iij = G0(xi − xj , ω) which generates an effective coupling between the
individual YSR states at impurity site xi and xj . We will work in the regime where the decoupled
impurity states occur at energies close to ω = 0. Such a condition is guaranteed to occur when the
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Figure 8.4: (color online). Top panel: Schematic diagram of a ferromagnetic impurity chain embed-
ded on superconducting MoS2 surface, with spins pointing parallel to the plane. The effective tight-
binding model can be mapped onto the 1D Kitaev model resulting in localized Majorana modes at
the two ends. Bottom panel: Energy spectrum vs. eigenvalue index for the real space BdG equation
(Eq. 8.17 written in the basis of individual YSR states), illustrating an induced superconducting gap
with two zero energy Majorana modes. On the right panel, the corresponding wavefunctions are
plotted showing localization near the edges. The number of impurity sites was taken to be N = 72,
with impurity spacing d = 4a, where a is the lattice spacing. Further, the spins of the impurities
were aligned along the x direction, and only nearest neighbor coupling between the impurity modes
was assumed.
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exchange strength is tuned near the critical impurity exchange strength Jc, as already highlighted in
Figure 8.3. Now when the coupling Iij is turned on, it hybridizes the YSR states to drift away from
ω = 0 to form a YSR band near the mid-gap. Analogous to the single impurity problem, we need
to evaluate the following integrals in order to compute Iij in the limit ω → 0 [283, 284]
J±1 =
∫ [d2k]eikx(xj−xi)
A±
I±1 =
∫ [d2k]eikx(xj−xi)ζk
A±
K±1 =
∫ [d2k]eikx(xj−xi)Fk
A± (8.15)
The coupling Iij = G0(xi − xj , ω) is then given by
Iij =

I+1 +K
+
1 0 ∆J
+
1 0
0 I−1 −K−1 0 ∆J−1
∆J+1 0 −I+1 −K+1 0
0 ∆J−1 0 −I−1 +K−1

(8.16)
In contrast to the single magnetic impurity problem discussed earlier, the presence of Ising SOC
significantly affects the BdG equations. When the Ising SOC parameter α 6= 0, J+1 6= J−1 , implying
a non-zero superconducting triplet correlation in the Green’s function G0(xi − xj). This feature
gives rise to a non-zero effective p-wave superconducting component as required for topological
superconductivity. The couplings Iij can been computed using numerical integration over the 2D
Brillouin zone. The BdG equation (Eq. 8.14) can then be rewritten in the following form after
evaluating the couplings in the limit ω → 0.
− (L)−1(I+M)Ψ(xi)
+
∑
j 6=i
(−L)−1Iij(ω → 0)(JSτ0σˆ)Ψ(xj) = ωΨ(xi) (8.17)
This equation can now be projected on to the basis of individual YSR states, to obtain an effec-
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tive tight-binding Hamiltonian which can be mapped on to a 1D Kitaev model for a topological
superconductor with long range couplings between various impurity sites [283, 284, 13].
Heff =
∑
i
∑
j 6=i
h0i + h
n
ij + ∆
eff
ij (8.18)
The term h0i = σzτ
+ + µσzτ−, where ± and ±µ ≈ 0 are the energy levels of the uncoupled
YSR states (as illustrated in Figure 8.3). These form the  band (or τ+ band) and the mid-gap µ
band (or τ− band, where µ ≈ 0), in the absence of any couplings. The Pauli matrix τ now acts on
the inter -µ energy space, and σ acts on the intra -µ energy space. The term hnij is the effective
hopping integral between sites i and j, and ∆effij is the induced effective superconducting parameter.
We evaluate these terms and retain couplings only upto nearest neighbor for our calculations. We
find that hni,i+1 = wτ
− + vτ+, where w and v have been evaluated numerically. Furthermore,
∆effi,i+1 = δ
+τ+ + δ−τ−, is the p-wave superconducting order parameter, which is also inspected
to be non-vanishing if the Ising SOC α 6= 0, and spins of the magnetic impurities lie parallel to the
MoS2 plane. Physically, this is expected because a Zeeman type field (which is generated by the
impurity spins in present case) parallel to the spin-orbit field will not create a quasiparticle gap in
the spectrum and thus will not induce topological superconductivity akin to the 1D semiconductor
Majorana wire platform.
On numerical diagonalization of the real space BdG equation (Eq. 8.17 projected onto in-
dividual YSR states), the midgap YSR states (τ− band) hybridize away from ω ≈ 0, however two
protected Majorana edge modes, and an induced superconducting gap appear in the YSR band, when
the impurity spins are aligned along the x direction. Figure 8.4 shows the energy spectrum, illus-
trating an induced superconducting gap with two zero energy Majorana modes, for a 1D chain of 72
sites. The corresponding wave-functions show localization near the edges of the chain. Though, for
our calculations we assumed only nearest neighbor interaction between the sites, we have checked
that the emergent topological superconductivity remains intact by including longer range hopping
and pairing terms in the effective tight-binding Hamiltonian.
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8.5 Conclusions
TMDs are materials with 2D honeycomb lattice similar to graphene, but have broken in-
plane mirror symmetry, resulting in a special type of intrinsic spin-orbit coupling, called Ising SOC.
Ising SOC acts as an effective Zeeman field which strongly polarizes the electron spins perpendicu-
lar to the 2D plane. Interestingly, the spin polarization is not constant in momentum space, but rather
changes sign across the Γ point, which gives rise to a very high in-plane critical magnetic field in su-
perconducting TMDs [266, 267, 268]. In this chapter we showed that the magnetic field response of
STM zero bias peaks from magnetic adatoms in Ising superconductors is strongly anisotropic (with
critical Zeeman fields for ZBP splitting applied parallel and perpendicular to Ising SOC being in the
ratio ∼ 1 : 32). This behavior of YSR states, a direct consequence of Ising SOC, is of immediate
experimental interest. Furthermore, this response also correlates well with the anomalously large
anisotropy in upper critical fields between directions perpendicular and parallel to the 2D plane as
revealed in recent experiments.
Further, we show the emergence of a topological superconducting phase in the impurity
YSR band for a dilute concentration of magnetic impurities arranged in a chain-like configuration
with moments parallel to the plane of the superconductor. In the topological superconducting phase,
zero energy Majorana fermions appear at the ends of impurity chain and can be accessed by scanning
tunneling microscopy experiments as in the recent experiments on chains of Iron impurities on
spin-orbit coupled Pb superconductor [279]. In contrast to the case of the Pb superconductor we
find that in order to support a topological superconducting phase the magnetic moments of the
impurities embedded in Ising superconductors need to be parallel (or have a parallel component) to
the plane of the superconductor. This is a direct consequence of Ising SOC which consists of an
effective k-dependent Zeeman field perpendicular to the 2D plane. That the direction of the SOC
should be transverse to the direction of the Zeeman field (which in the present case is given by the
magnetic moments) for the existence of the topological superconducting phase is also true in the
models of topological superconducting phase in spin-orbit coupled superconductor-semiconductor
heterostructures [230, 232, 234, 233].
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In this chapter we considered the limit of dilute concentration of impurities embedded in
the Ising superconductor. In the complementary band (or ‘wire’) limit, the impurity chain realizes
a topological superconductor (in BDI class) by proximity effect [276, 277], similar to the case of
a half-metal [270]. We thus establish Ising superconductors with magnetic adatoms with moments
parallel to the host superconductor as a robust platform for topological superconductivity and Ma-
jorana excitations which can be probed in STM experiments.
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Chapter 9
Conclusions
This thesis was based on topological condensed matter systems which host novel quasi-
particles like Dirac fermions, Majorana fermions, Weyl fermions. Non-trivial topological features
of these systems are manifested as anomalous transport responses, which can be directly tested in
experiments. We examined some response properties of these systems such as the optical activity,
Nernst effect, polar Kerr effect, and differential tunneling conductance. We also proposed a super-
conducting MoS2 as a potential platform for realizing topological superconductivity which can host
Majorana fermions. Below we will briefly summarize the results of each chapter.
In Chapter 1, we introduced the Dirac equation and its relevance in condensed matter sys-
tems. We also discussed how Dirac points can arise in solid-state systems, and the physical meaning
of Dirac, Weyl, and Majorana fermions in condensed matter. Furthermore the concepts of topo-
logical Weyl semimetals, and topological superconductors were also discussed. In Chapter 2, we
discussed chiral magnetic effect in a Weyl semimetal, and established a direct relation between the
dynamic chiral magnetic effect and the optical gyrotropy for inversion symmetry breaking WSMs.
We suggested the natural optical activity or the rotary power for the transmitted light as a direct
evidence for the existence of the dynamic chiral magnetic effect for inversion asymmetric WSMs
such as TaAs and NbAs.
In Chapter 3 we studied the Nernst response of a TR broken Weyl semimetal. Starting
with the semi-classical Boltzmann approach to linear transport in a system, we first derived the
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expressions for charge and thermal conductivities in the presence of a perturbative magnetic field
and a temperature gradient orthogonal to each other, for a generic band Hamiltonian which has
a non-trivial flux of Berry curvature. We found that the total contribution to the Nernst signal
comprises of two parts: a B-dependent response, and a purely anomalous response. We derived
analytic expressions for the Nernst coefficient in a linearized Dirac and Weyl Hamiltonian, and also
computed the total Nernst response for a lattice model of Weyl fermions numerically. Additionally,
we also examined the magneto-thermal conductivity of a WSM, and found that for parallel setup an
additional B2 dependence of the Lorenz number arising from the chiral anomaly term.
In Chapter 4 we considered a topological DSM with a pair of Dirac nodes on a high symme-
try axis, which is an appropriate description of the experimentally realized Dirac semimetal Cd3As2.
For this system we computed the total Nernst coefficient in the presence of a small finite magnetic
field ( a few Tesla) and small chemical potential, within the Boltzmann description in the relaxation
time approximation. We found that the conventional Nernst response is typically small due to Sond-
heimer cancellation, and can be of either sign. In contrast, the anomalous Nernst response is large
and positive because of the peaking of the Berry curvature in the limit of small chemical potentials
and due to the absence of Sondheimer cancellation. The measured Nernst coefficient was found to
be dominated almost entirely by the anomalous Nernst effect, at least in the limit of small temper-
atures. Further we showed that at low temperatures, the behavior of the total Nernst coefficient is
characterized by an almost step like profile at B = 0.
In Chapter 5, we studied Nernst response in the normal state of high-Tc cuprates i.e, in
the absence of superconductivity when a large magnetic field is applied, but in the presence of a
bi-directional BDW order with wave-vectors Q1 = (2pi/3, 0) and Q2 = (0, 2pi/3). We observed
reconstruction of the Fermi surface from being large hole-like at higher doping to the appearance
of small Fermi pockets, and numerically calculated all three thermoelectric transport coefficients,
namely the Hall, Seebeck and Nernst coefficients, in the semi-classical Boltzmann approximation.
At the temperature scale T < TBDW, we observed a negative Nernst coefficient in the underdoped
regime, consistent with experimental studies. In Chapter 6 we considered the polar Kerr response
from a topological chiral DDW state in the light of bilayer cuprates. Our model and calculations
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presented were consistent with the unusual polar Kerr effect observed in high-Tc materials.
In Chapter 7 we discussed the dI/dV spectra using a SC lead of a spin-orbit coupled SM-
SC heterostructure nanowire. We considered different set of physical parameters including and
concluded that in a finite wire the Majorana splitting energy ∆E, which shows an oscillatory de-
pendence on physical parameters remains responsible for the dI/dV peak broadening, even when
the thermal effects are suppressed by SC gap in the lead. In Chapter 8 we showed that the magnetic
field response of STM zero bias peaks from magnetic adatoms in Ising superconductors is strongly
anisotropic and is a direct consequence of Ising SOC. Further, we demonstrated the existence of a
topological superconducting phase in the impurity YSR band for a dilute concentration of magnetic
impurities.
139
Bibliography
[1] P. A. M. Dirac, Proceedings of the Royal Society of London, 117, 610 (1928).
[2] P. B. Pal, American Journal of Physics 79, 485 (2011).
[3] M. E. Peskin, and D. V. Schroeder, An introduction to quantum field theory, Westview, (1995).
[4] A. H. C. Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov, A. K. Geim, Rev. Mod. Phys. 81,
109 (2009).
[5] S. Das Sarma, S. Adam, E. H. Hwang, and E. Rossi, Rev. Mod. Phys. 83, 407 (2011).
[6] P. Hosur, and X. Qi, Comptes Rendus Physique, 14, 857 (2013).
[7] D. Xiao, M. C. Chang, and Q. Niu, Rev. Mod. Phys, 82, 1959 (2010).
[8] H. B. Nielsen and M. Ninomiya, Physics Letters B 130 389 (1983).
[9] Di Xiao, Yugui Yao, Zhong Fang, and Qian Niu, Phys. Rev. Lett, 97, 026603 (2006).
[10] S. L. Adler, Phys. Rev. 177, 2426 (1969).
[11] P. Goswami, and S. Tewari, Phys. Rev. B, 88, 245107 (2013).
[12] K. Behnia, Journal of Phys: Cond. Matt. 21, 113101 (2009).
[13] A. Y. Kitaev, Phys. Usp. 44, 131 (2001).
[14] C. Nayak, S. H. Simon, A. Stern, M. Freedman, S. Das Sarma, Rev. Mod. Phys. 80, 1083
(2008).
140
[15] V. Mourik, K. Zuo, S. M. Frolov, S. R. Plissard, E. P. A. M. Bakkers and L. P. Kouwenhoven,
Science 336, 1003 (2012).
[16] S. Nadj-Perge, I.K. Drozdov, J. Li, H. Chen, S. Jeon, J. Seo, A.H. MacDonald, B.A. Bernevig,
A. Yazdani, Science 346, 602 (2014).
[17] A. Bernevig, T. L. Hughes, and S. C. Zhang, Science, 314, 1757 (2006).
[18] M. Konig, S. Wiedmann, C. Brne, A. Roth, H. Buhmann, L. W. Molenkamp, X. L. Qi, and S.
C. Zhang, Science, 318, 766 (2007).
[19] L. Fu, C. L. Kane, and E. J. Mele, Phys. Rev. Lett, 98, 106803 (2007).
[20] C.L. Kane, and E.J. Mele, Phys. Rev. Lett, 95, 146802 (2005).
[21] H. Zhang, C. X. Liu, X .L. Qi, X. Dai, F. Zhong, and S. C. Zhang, Nature physics 5(6), 438
(2009).
[22] Z. Hasan, and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[23] J. E. Moore, Nature, 464, 194 (2010).
[24] X. L. Qi, and S. C. Zhang, Rev. Mod. Phys. 83, 1057, (2011).
[25] R. Roy, Phys. Rev. B, 79, 195322, (2009).
[26] G. E. Volovik, Universe in a helium droplet, Oxford University Press, (2003).
[27] X. Wan, A. Turner, A. Vishwanath, and S. Y. Savrasov, Phys. Rev. B 83, 205101 (2011).
[28] K. Y. Yang, Y. M. Lu, and Y. Ran, Phys. Rev. B 84, 075129 (2011).
[29] A. Burkov, and L. Balents, Phys. Rev. Lett, 107, 127205 (2011).
[30] A. A. Burkov, M. D. Hook, and L. Balents, Phys. Rev. B 84, 235126 (2011).
[31] G. Xu, H. Weng, Z. Wang, X. Dai, and Z. Fang, Phys. Rev. Lett. 107, 186806 (2011).
141
[32] A. A. Zyuzin, S. Wu, and A. A. Burkov, Phys. Rev. B 85, 165110 (2012).
[33] A. A. Zyuzin, A. A. Burkov, Phys. Rev. B 86, 115133 (2012).
[34] T. Meng, and L. Balents, Phys. Rev. B 86, 054504 (2012).
[35] M. Gong, S. Tewari, C. W. Zhang, Phys. Rev. Lett. 107, 195303 (2011).
[36] J. D. Sau, S. Tewari, Phys. Rev. B 86, 104509 (2012).
[37] S. Y. Xu, I. Belopolski, N. Alidoust, M. Neupane, C. Zhang, R. Sankar, S. M. Huang, C. C.
Lee, G. Chang, B. Wang, G. Bian, H. Zheng, D. S. Sanchez, F. Chou, H. Lin, S. Jia, and M. Z.
Hasan, arXiv:1502.03807 (2015).
[38] X. Huang, L. Zhao, Y. Long, P. Wang, D. Chen, Z. Yang, H. Liang, M. Xue, H. Weng, Z.
Fang1 X. Dai1, and G. Chen, arXiv:1503.01304 (2015).
[39] B. Q. Lv, N. Xu, H. M. Weng, J. Z. Ma, P. Richard, X. C. Huang, L. X.Zhao, G. F. Chen,
C. Matt, F. Bisti, V. N. Strocov, J. Mesot, Z. Fang, X.Dai, T. Qian, M. Shi, and H. Ding
arXiv:1503.09188 (2015)
[40] L. Lu, Z. Wang, D. Ye, L. Ran, L. Fu, J. D. Joannopoulos, and M. Soljacic, arXiv:1502.03438
(2015).
[41] Z. J. Wang, Y. Sun, X. Q. Chen, C. Franchini, G. Xu, H. M. Weng, X. Dai and Z. Fang, Phys
Rev B 85, 195320 (2012).
[42] Z. J. Wang, H. M. Weng, Q. S. Wu, X. Dai and Z. Fang, Phys Rev B 88, 125427 (2013).
[43] Z. K. Liu, B. Zhou, Y. Zhang, Z. J. Wang, H. M. Weng, D. Prabhakaran, S. K. Mo, Z. X. Shen,
Z. Fang, X. Dai, Z. Hussain and Y. L. Chen, Science 343, 864 (2014).
[44] S.-Y. Xu, C. Liu, S. K. Kushwaha, T.-R. Chang, J. W. Krizan, R. Sankar, C. M. Polley, J.
Adell, T. Balasubramanian, K. Miyamoto, N. Alidoust, G. Bian, M. Neupane, I. Belopolski,
H.-T. Jeng, C.-Y. Huang, W.-F. Tsai, H. Lin, F. C. Chou, T. Okuda, A. Bansil, R. J. Cava, M.
Z. Hasan, arXiv:1312.7624 (2013)
142
[45] M. Neupane, S.Y. Xu, R. Sankar, N. Alidoust, G. Bian, C. Liu, I. Belopolski, T. R. Chang,
H. T. Jeng, H. Lin, A. Bansil, Fangcheng Chou and M. Zahid Hasan, Nat. Commun. 5, 3786
(2014).
[46] Z. K. Liu, J. Jiang, B. Zhou, Z. J. Wang, Y. Zhang, H, M. Weng, D. Prabhakaran, S-K. Mo, H.
Peng, P. Dudin, T. Kim, M. Hoesch, Z. Fang, X. Dai, Z. X. Shen, D. L. Feng, Z. Hussain , and
Y. L. Chen, Nat. Mater. 13, 677 (2014).
[47] S. Borisenko, Q. Gibson, D. Evtushinsky, V. Zabolotnyy, Bernd Buhner, and R. J. Cava, Phys.
Rev. Lett. 113, 027603 (2014).
[48] S. Jeon, B. B. Zhou, A. Gyenis, B. E. Feldman, I. Kimchi, A. C. Potter, Q. D. Gibson, R. J.
Cava, A. Vishwanath, and A. Yazdani, Nat Mater 13, 851 (2014).
[49] T. Liang, Q. Gibson, M. N. Ali, M. Liu, R. J. Cava and N. P. Ong, Nat. Mater (2014).
[50] J. Xiong, S. K. Kushwaha, J. Krizan, T. Liang, R. J. Cava, and N. P. Ong, arXiv:1502.06266v1
(2015).
[51] J. Xiong, Satya K. Kushwaha, Tian Liang, J. W. Krizan, Wudi Wang, R. J. Cava, and N. P.
Ong, arXiv:1503.08179 (2015).
[52] L. Fu L and C. L. Kane, Phys. Rev. B, 76, 045302 (2007).
[53] J. C. Y. Teo, L. Fu and C. L. Kane, Phys. Rev. B, 78, 045426 (2008).
[54] H. Guo, K. Sugawara, A. Takayama, S. Souma, T. Sato, N. Satoh, A. Ohnishi, M. Kitaura, M.
Sasaki, Q.-K. Xue, and T. Takahashi, Phys. Rev. B, 83, 201104(R) (2011).
[55] H. J. Kim, K.S. Kim, J. F. Wang, M. Sasaki, N. Satoh, A. Ohnishi, M. Kitaura, M. Yang, and
L. Li, Phys. Rev. Lett. 111, 246603 (2013)
[56] Q. Li, D. E. Kharzeev, C. Zhang, Y. Huang, I. Pletikosic, A. V. Fedorov, R. D. Zhong, J. A.
Schneeloch, G. D. Gu, and T. Valla, arXiv:1412.6543 (2014)
[57] A. Burkov, Phys. Rev. Lett, 113, 187202 (2014).
143
[58] R. Lundgren, P. Laurell, and G. A. Fiete, Phys. Rev. B, 90, 165115 (2014).
[59] K.S. Kim, H.J. Kim, and M. Sasaki, Phys. Rev. B, 89, 195137 (2014).
[60] K. S. Kim, Phy. Rev. B 90, 121108 (2014).
[61] K.S. Kim, H.J Kim, M. Sasaki, J. F. Wang, and L. Li, Science and Technology of Advanced
Materials 15, 064401 (2014).
[62] P. Hosur, Phys. Rev. B 86, 195102 (2012).
[63] R. Okugawa and S. Murakami, Phys. Rev. B 89, 235315 (2014).
[64] F. D. M. Haldane, F. D. M, arXiv:1401.0529 (2014).
[65] A. C. Potter, I. Kimchi, and A. Vishwanath, Nature communications 5 (2014).
[66] K. I. Imura and Y. Takane, Physical Review B 84, 245415. (2011).
[67] B. Lu, K. Yada, M. Sato, and Y. Tanaka, Phys. Rev. Lett 114, 096804 (2015).
[68] P. Delplace, J. Li, and D. Carpentier, Europhys. Lett, 97 67004 (2012).
[69] F. D. M. Haldane, Phys. Rev. Lett. 93, 206602 (2004).
[70] V. Aji, Physical Review B 85 241101 (2012).
[71] D.T. Son, and B. Z. Spivak, Phys. Rev. B, 88, 104412 (2013).
[72] A. A. Burkov, A. A, Journal of Physics: Condensed Matter, 27 113201 (2015).
[73] M. M. Vazifeh and M. Franz, Physical review letters 111 027201 (2013).
[74] P. Goswami, G. Sharma, and S. Tewari, arXiv:1404.2927 (2014).
[75] J. Li, I. K. Drozdov, B. A. Bernevig, and A. MacDonald, Phys. Rev. B 90, 235433 (2014).
[76] P. Goswami, and S. Tewari, arXiv:1311.1506 (2013).
[77] G. Halasz, and L. Balents, Phys. Rev. B, 85, 035103 (2012).
144
[78] G. Y. Cho, arXiv:1110.1939 (2011).
[79] C. X. Liu, P. Ye, X. L. Qi, arXiv:1204.6551 (2012).
[80] T. Das, Phys. Rev. B 88, 035444 (2013).
[81] P. Goswami and L. Balicas, arXiv:1312.3632
[82] P. Goswami and A. H. Nevidomskyy, arXiv:1403.0924
[83] H. Weng, C. Fang, Z. Fang, A. Bernevig, and X. Dai, Phys. Rev. X 5, 011029 (2015).
[84] S.-M. Huang, S.-Y. Xu, I. Belopolski, C.-C. Lee, G. Chang, B. K. Wang, N. Alidoust, G. Bian,
M. Neupane, A. Bansil, H. Lin, and M. Z. Hasan, arXiv:1501.00755
[85] B. Q. Lv, H. M. Weng, B. B. Fu, X. P. Wang, H. Miao, J. Ma, P. Richard, X. C. Huang, L. X.
Zhao, G. F. Chen, Z. Fang, X. Dai, T. Qian, and H. Ding, arXiv:1502.04684
[86] A. G. Grushin, Phys. Rev. D 86, 045001 (2012).
[87] K. Fukushima, D. E. Kharzeev, and H. J. Warringa, Phys. Rev. D 78, 074033 (2008).
[88] K. Landsteiner, E. Megias, and F. Pena-Benitez, Phys. Rev. Lett. 107, 021601 (2011).
[89] G. Basar, D. E. Kharzeev, H-U. Yee, Phys. Rev. B 89, 035142 (2014).
[90] K. Landsteiner, Phys. Rev. B 89, 075124 (2014).
[91] Y. Chen, Si Wu, A.A. Burkov, Phys. Rev. B 88, 125105 (2013).
[92] D. E. Kharzeev, arXiv:1312.3348
[93] L. Landau, E. Lifshitz, and L. Pitaevskii, Electrodynamics of Continuous Media (Pergamon
Press, New York, 1984).
[94] C. Zhang, Z. Yuan, S. Xu, Z. Lin, B. Tong, M. Z. Hasan, J. Wang, C. Zhang, and S. Jia,
arXiv:1502.00251
145
[95] V. P. Mineev and Y. Yoshioka, Phys. Rev. B 81, 094525 (2010).
[96] J. Orenstein, and J. E. Moore, Phys. Rev. B 87, 165110 (2013).
[97] P. Hosur, A. Kapitulnik, S. A. Kivelson, J. Orenstein, and S. Raghu, Phys. Rev. B 87, 115116
(2013).
[98] S. Chakravarty, Phys. Rev. B 89, 087101 (2014).
[99] S. M. Carroll, G. B. Field and R. Jackiw, Phys. Rev. D 41, 1231 (1990).
[100] P. Hosur, A. Kapitulnik, S. A. Kivelson, J. Orenstein, S. Raghu, W. Cho, A. Fried,
arXiv:1405.0752
[101] P. Hosur and X-L. Qi, arXiv:1401.2762
[102] K. W. Lee, and W. E. Pickett, Phys. Rev. B, 72, 174505 (2005).
[103] S. P. Mukherjee, and T. Takimoto, Phys. Rev. B, 86, 134526 (2012).
[104] A. Z. Xu, N. P. Ong, Y. Wang, T. Kakeshita, and S. Uchida, Nature, 406, 486 (2000).
[105] S. J. Hagen, C. J. Lobb, R. L. Greene, M. G. Forrester, and J. Talvacchio, Phys. Rev. B, 42,
6777(R) (1990).
[106] H. C. Ri, R. Gross, F. Gollnik, A. Beck, R. P. Huebener, P. Wagner, and H. Adrian, Phys.
Rev. B 50 3312 (1994).
[107] Y. Wang, L. Li and N. P. Ong, Phys. Rev. B 73 , 024510 (2006)
[108] R. Bel, K. Behnia, and H. Berger, Phys. Rev. Lett. 91, 066602 (2003).
[109] Y. Taguchi, Y. Oohara, H. Yoshizawa, N. Nagaosa, and Y. Tokura, Science 291, 2573 (2001).
[110] Z. Fang, N. Nagaosa, K. S. Takahashi, A. Asamitsu, R. Mathieu, T. Ogasawara, H. Yamada,
M. Kawasaki, Y. Tokura, and K. Terakura, Science 302, 92 (2003).
146
[111] W.L. Lee, S. Watauchi, V. L. Miller, R. J. Cava, and N. P. Ong, Phys. Rev. Lett. 93, 226601
(2004)
[112] G. Sundaram, and Qian Niu, Physical Review B 59, 14915 (1999).
[113] C. Duval, Z. Horvth, P. A. Horvthy, L. Martina, and P. C. Stichel, Mod. Phys. Lett. B, 20,
373 (2006).
[114] D.T. Son and N. Yamamato, Phys. Rev. Lett, 109, 181602 (2012).
[115] D.T. Son and N. Yamamato, Phys. Rev. D, 87, 085016 (2013).
[116] J.W. Chen, S. Pu, Q. Wang, and S.N. Wang, Phys. Rev. Lett, 110, 262301 (2013).
[117] C.Zhang, S. Tewari, V. M. Yakovenko, and S. Das. Sarma, Phys. Rev. B, 78, 174508 (2008).
[118] T. Qin, Q. Niu, and S. Junren, Phys. Rev. Lett. 107, 236601 (2011).
[119] D. L. Bergman and V. Oganesyan, Phys. Rev. Lett. 104, 066601 (2010).
[120] T. Yokoyama, and S. Murakami, Phy. Rev. B 83, 161407 (2011).
[121] S. D. Sarma, E. H. Hwang, and H. Min, Phys. Rev. B, 91, 035201 (2015).
[122] Y. Wang, Z.A. Xu, T. Kakeshita, S. Uchida, S. Ono, Y. Ando, and N.P. Ong, Physical Review
B, 64, 224519 (2001).
[123] Ashcroft, Neil W., and N. David Mermin. Solid State Physics, Holt, Rinehart and Winston,
New York, (1976).
[124] John. M. Ziman, Electrons and phonons: the theory of transport phenomena in solids. Ox-
ford, UK: Clarendon Press, (2001).
[125] S. Murakami, New Journal of Physics 9, 356 (2007).
[126] S. Murakami, S. Iso, Y. Avishai, M. Onoda, and N. Nagaosa, Phys. Rev. B 76, 205304 (2007).
147
[127] S. M. Young,S. Zaheer, C. J. Y. Teo, C. L. Kane, E. J. Mele, and A. M. Rappe, Phys. Rev.
Lett 108, 140405 (2012).
[128] J. A. Steinberg, S. M. Young, S. Zaheer, C. L. Kane, E. J. Mele, and A. M. Rappe, Phys. Rev.
Lett 112, 036403 (2014)
[129] B. J. Yang and N. Nagaosa, Nat. Comm. 5, 4898 (2014).
[130] L. M. Schoop, L. S. Xie, R. Chen, Q. D. Gibson, S. H. Lapidus, I. Kimchi, M. Hirschberger,
N. Haldolaarachchige, M. N. Ali, C. A. Belvin, T. Liang, Phys. Rev. B 91, 214517 (2015).
[131] M. Neupane, S.-Y. Xu, N. Alidoust, R. Sankar, I. Belopolski, D. S. Sanchez, G. Bian, C. Liu,
T.-R. Chang, H.-T. Jeng,B. Wang, Phys. Rev. B 91, 241114 (2015).
[132] H. Yi, Z. Wang, C. Chen, Y. Shi, Y. Feng, A. Liang, Z. Xie, S. He, J. He, Y. Peng, et al.,
Scientific Reports 4, 6106 (2014).
[133] Z. K. Liu, J. Jiang, B. Zhou, Z. J. Wang, Y. Zhang, H. M. Weng, D. Prabhakaran, S.-K. Mo,
H. Peng, P. Dudin, et al., Nat Mater 13, 677 (2014).
[134] L. P. He, X. C. Hong, J. K. Dong, J. Pan, Z. Zhang, J. Zhang, and S. Y. Li, Phys. Rev. Lett.
113, 246402 (2014).
[135] T. Liang, Q. Gibson, M. N. Ali, M. Liu, R. J. Cava, N. P. Ong, Nat Mater 14, 280 (2015).
[136] Z. K. Liu, B. Zhou, Y. Zhang, Z. J. Wang, H. M. Weng, D. Prabhakaran, S.-K. Mo, Z. X.
Shen, Z. Fang, X. Dai, et al., Science 343, 864 (2014).
[137] S.-Y. Xu, C. Liu, S. K. Kushwaha, R. Sankar, J. W. Krizan, I. Belopolski, M. Neupane, G.
Bian, N. Alidoust, T.-R. Chang, H. T. Jeng, Science 347, 294 (2015).
[138] S. K. Kushwaha, J. W. Krizan, B. E. Feldman, A. Gyenis, M. T. Randeria, J. Xiong, S.-Y.
Xu, N. Alidoust, I. Belopolski, T. Liang, M. Z. Hasan, APL Mater. 3, 041504 (2015).
[139] T. Hashimoto, S. Kobayashi, Y. Tanaka, M. Sato, arXiv:1604.05081 (2016).
148
[140] G. Sharma, P. Goswami, and S. Tewari, Phys. Rev. B 93, 035116 (2016).
[141] R. Lundgren, P. Laurell, and G. A. Fiete, Phys. Rev. B 90 165115 (2014).
[142] D. Xiao, M. C. Chang, and Q. Niu, Rev. Mod. Phys. 82, 1959 (2010).
[143] E. H. Sondheimer, Proc. R. Soc. A 193, 484 (1948)
[144] Y.Wang, Z. A. Xu, T. Kakeshita, S. Uchida, Sh Ono, Yoichi Ando, and N. P. Ong, Phys. Rev.
B 64, 224519 (2001).
[145] C. Zhang, S. Tewari, and S. Chakravarty, Phys. Rev. B 81, 104517 (2010).
[146] M. R. Norman, D. Pines, C. Kallin, Adv. Phys. 54, 715 (2005).
[147] B. Keimer, S. A. Kivelson, M. R. Norman, S. Uchida, J. Zaanen, Nature(London), 518, 179
(2015).
[148] C. M. Varma, Phys. Rev. B 55, 14554 (1997); 73, 155113 (2006).
[149] S. Chakravarty, R. B. Laughlin, D. K. Morr, C. Nayak, Phys. Rev. B 63, 094503 (2001).
[150] S. A. Kivelson, I. P. Bindloss, E. Fradkin, V. Oganesyan, J. M. Tranquada, A. Kapitulnik, and
C. Howald, Rev. Mod. Phys. 75, 1201 (2003).
[151] T. Wu, H. Mayaffre, S. Kra¨mer, M. Horvatic´, C. Berthier, W. N. Hardy, R. Liang, D. A. Bonn,
and M.-H. Julien, Nature(London) 477, 191 (2011).
[152] T. Wu, H. Mayaffre, S. Kra¨mer, M. Horvatic´, C. Berthier, P. L. Kuhns, A. P. Reyes, R. Liang,
W. N. Hardy, D. A. Bonn, and M.-H. Julien, Nat. Commun. 4, 2113 (2013).
[153] N. Doiron-Leyraud, C. Proust, D. LeBoeuf, J. Levallois, J.-B. Bonnemaison, R. Liang, D. A.
Bonn, W. N. Hardy, L. Taillefer, Nature(London) 447, 565 (2007).
[154] S. E. Sebastian, N. Harrison, E. Palm, T. P. Murphy, C. H. Mielke, R. Liang, D. A. Bonn, W.
N. Hardy, G. G. Lonzarich, Nature(London) 454, 200 (2008).
149
[155] D. LeBoeuf, N. Doiron-Leyraud, J. Levallois, R. Daou, J.-B. Bonnemaison, N. E. Hussey, L.
Balicas, B. J. Ramshaw, R. Liang, D. A. Bonn, W. N. Hardy, S. Adachi, C. Proust, L. Taillefer,
Nature(London) 450, 533 (2007).
[156] J. Chang, R. Daou, C. Proust, D. LeBoeuf, N. Doiron-Leyraud, F. Laliberte´, B. Pingault, B.
J. Ramshaw, R. Liang, D. A. Bonn, W. N. Hardy, H. Takagi, A. B. Antunes, I. Sheikin, K.
Behnia, and L. Taillefer, Phys. Rev. Lett. 104, 057005 (2010).
[157] F. Laliberte´, J. Chang, N. Doiron-Leyraud, E. Hassinger, R. Daou, M. Rondeau, B. J.
Ramshaw, R. Liang, D. A. Bonn, W. N. Hardy, S. Pyon, T. Takayama, H. Takagi, I. Sheikin,
L. Malone, C. Proust, K. Behnia, and L. Taillefer, Nat. Commun. 2, 432 (2011).
[158] S. Chakravarty, H.-Y. Kee, Proc. Natl. Acad. Sci. (U.S.A) 105, 8835 (2008).
[159] A. J. Millis, M. R. Norman, Phys. Rev. B 76, 220503(R) (2007).
[160] J. Chang, E. Blackburn, A. T. Holmes, N. B. Christensen, J. Larsen, J. Mesot, R. Liang, D.
A. Bonn, W. N. Hardy, A.Watenphul, M. v. Zimmermann, E. M. Forgan, and S. M. Hayden,
Nat. Phys. 8, 871 (2012).
[161] G. Ghiringhelli, M. Le Tacon, M. Minola, S. Blanco-Canosa, C. Mazzoli, N. B. Brookes,
G. M. De Luca, A. Frano, D. G. Hawthorn, F. He, T. Loew, M. Moretti Sala, D. C. Peets,
M. Salluzzo, E. Schierle, R. Sutarto, G. A. Sawatzky, E. Weschke, B. Keimer, L. Braicovich,
Science 337, 821 (2012).
[162] E. Fradkin, S. A. Kivelson, Nat. Phys. 8, 864 (2012).
[163] J. M. Tranquada, Science 337, 811 (2012).
[164] S. Blanco-Canosa, A. Frano, E. Schierle, J. Porras, T. Loew, M. Minola, M. Bluschke, E.
Weschke, B. Keimer, and M. Le Tacon, Phys. Rev. B 90, 054513 (2014).
[165] M. Le Tacon, A. Bosak, S. M. Souliou, G. Dellea, T. Loew, R. Heid, K-P. Bohnen, G. Ghir-
inghelli, M. Krisch, and B. Keimer, Nat. Phys. 10, 52 (2014).
150
[166] T. Wu, H. Mayaffre, S. Krmer, M. Horvati, C. Berthier, W.N. Hardy, R. Liang, D.A. Bonn,
M.-H Julien, Nat. Commun. 6, 6438 (2015).
[167] D. LeBoeuf, S. Kra¨mer, W. N. Hardy, R. Liang, D. A. Bonn, and C. Proust, Nat. Phys. 9, 79
(2013).
[168] J. P. Hinton, J. D. Koralek, Y. M. Lu, A. Vishwanath, J. Orenstein, D. A. Bonn, W. N. Hardy,
and R. Liang, Phys. Rev. B 88, 060508(R) (2013).
[169] S. E. Sebastian, N. Harrison, F. F. Balakirev, M. M. Altarawneh, P. A. Goddard, R. Liang, D.
A. Bonn, W. N. Hardy, and G. G. Lonzarich, Nature(London) 511, 61 (2014).
[170] K. Fujita, M. H. Hamidian, S. D. Edkins, C. K. Kim, Y. Kohsaka, M. Azuma, M. Takano, H.
Takagi, H. Eisaki, Shin-ichi Uchida, A. Allais, M. J. Lawler, E.-A. Kim, S. Sachdev, and J. C.
S. Davis, Proc. Natl. Acad. Sci. 111, E3026 (2014).
[171] R. Comin, R. Sutarto, F. He, E. da Silva Neto, L. Chauviere, A. Frano, R. Liang, W. N. Hardy,
D. Bonn, Y. Yoshida, H. Eisaki, J. E. Hoffman, B. Keimer, G. A. Sawatzky, A. Damascelli,
Nat. MAter. 14, 796 (2015).
[172] N. Doiron-Leyraud, S. Lepault, O. Cyr-Choiniere, B. Vignolle, G. Grissonnanche, F. Lalib-
erte, J. Chang, N. Barisic, M. K. Chan, L. Ji, X. Zhao, Y. Li, M. Greven, C. Proust, L. Taillefer,
Phys. Rev. X 3, 021019 (2013).
[173] K.Seo and S.Tewari, Phys. Rev. B 90, 174503 (2014)
[174] S. E. Sebastian, N. Harrison, and G. G. Lonzarich, Rep. Prog. Phys. 75, 102501 (2012).
[175] A. Andrea, D. Chowdhury, and S. Sachdev, Nat. Commun. 5 5771 (2014).
[176] S. Chakravarty, C. Nayak, and S. Tewari, Phys. Rev. B 68, 100504 (2003).
[177] P. B. Allen, W. E. Pickett, and H. Krakauer, Phys. Rev. B 37, 7482 (1988).
[178] G. Hildebrand, T. J. Hagenaars, W. Hanke, S. Grabowski, and J. Schmalian, Phys. Rev. B
56, 4317 (R) (1997).
151
[179] H. Kontani, Rep. Prog. Phys. 71, 026501 (2008).
[180] J. G. Storey, J. L. Tallon, and G. V. M. Williams, EPL 102, 37006 (2013).
[181] D.Chowdhury, S.Sachdev, Phys. Rev. B 90, 245136 (2014). (2001).
S. M. Hayden, Nature Phys. 8, 871 (2012).
[182] J. Xia, E. Schemm, G. Deutscher, S. A. Kivelson, D. A. Bonn, W. N. Hardy, R. Liang, W.
Siemons, G. Koster, M. M. Fejer, and A. Kapitulnik, Phys. Rev. Lett. 100, 127002 (2008).
[183] A. Kapitulnik, J. Xia, E. Schemm, and A. Palevski, New J. Phys. 11, 055060 (2009).
[184] R.-H. He, M. Hashimoto, H. Karapetyan, J. D. Koralek, J. P. Hinton, J. P. Testaud, V. Nathan,
Y. Yoshida, H. Yao, K. Tanaka, W. Meevasana, R. G. Moore, D. H. Lu, S.-K. Mo, M. Ishikado,
H. Eisaki, Z. Hussain, T. P. Devereaux, S. A. Kivelson, J. Orenstein, A. Kapitulnik, and Z.-X.
Shen, Science 331, 1579 (2011).
[185] H. Karapetyan, M. Hu¨cker, G. D. Gu, J. M. Tranquada, M. M. Fejer, J. Xia, and A. Kapitulnik,
Phys. Rev. Lett. 109, 147001 (2012).
[186] H. Karapetyan, J. Xia, M. Hu¨cker, G. D. Gu, J. M. Tranquada, M. M. Fejer, and A. Kapitulnik,
Phys. Rev. Lett. 112, 047003 (2014).
[187] B. I. Halperin in The Physics and Chemistry of Oxide Superconductors, Vol. 60, edited by Y.
Iye and H. Yasuoka (Springer, Berlin, Heidelberg, 1992).
[188] V. P. Mineev, Phys. Rev. B 88, 134514 (2013).
[189] S. S. Pershoguba, K. Kechedzhi, and V. M. Yakovenko, Phys. Rev. Lett. 111, 047005 (2013).
[190] V. P. Mineev and Yu. Yoshioka, Phys. Rev. B 89, 139902(E) (2014).
[191] S. S. Pershoguba, K. Kechedzhi, and V. M. Yakovenko, Phys. Rev. Lett. 113, 129901(E)
(2014).
[192] N. P. Armitage, Phys. Rev. B 90, 035135 (2014).
152
[193] A. D. Fried, Phys. Rev. B 90, 121112 (2014).
[194] A. Kapitulnik, Physica B 460, 151 (2015).
[195] W. Cho, S. A. Kivelson, arXiv:1507.03555 (2015).
[196] S. Tewari, C. Zhang, V. M. Yakovenko, and S. Das Sarma, Phys. Rev. Lett. 100, 217004
(2008).
[197] C. Nayak, Phys. Rev. B 62, 4800 (2000).
[198] S. Chakravarty et al., Int. J. Mod. Phys. B15, 2901 (2001); A. Kopp and S. Chakravarty, Proc.
SPIE, Vol. 5932, 593219 (2005) [arXiv:cond-mat/0507574].
[199] S. Tewari et al., Phys. Rev. B 70, 014514 (2004).
[200] S. Chakravarty et al., Nature 428, 53 (2004).
[201] R. B. Laughlin, Phys. Rev. Lett. 112, 017004 (2014); Phys. Rev. B 89, 035134 (2014).
[202] I. E. Dzyaloshinskii, Phys. Lett. A 155, 62 (1991); I. Dzyaloshinskii and E. V. Papamichail,
Phys. Rev. Lett. 75, 3004 (1995).
[203] G. S. Canright and A. G. Rojo, Phys. Rev. Lett. 68, 1601 (1992); Phys. Rev. B 46 14078
(1992).
[204] I. E. Dzyaloshinskii, Zh. Eksp. Teor. Fiz. 37, 331 (1959)
[205] R. M. Hornreich and S. Shtrikman Phys. Rev. 171, 1065 (1968)
[206] D. N. Astrov, Zh. Eksp. Teor. Fiz. 38, 984 (1960)
[207] V. J. Folen, G. T. Rado, and E. W. Stalder, Phys. Rev. Lett. 6, 607 (1961)
[208] G. T. Rado and V. J. Folen, Phys. Rev. Lett. 7, 310 (1961)
[209] B. B. Krichevtsov, V. V. Pavlov, R. V. Pisarev, and V. N. Gridnev, J. Phys. Cond. Matt. 5,
8233 (1993)
153
[210] B. B. Krichevtsov, V. V. Pavlov, R. V. Pisarev, and V. N. Gridnev, Phys. Rev. Lett. 76, 4628
(1996)
[211] W. K. Tse and A. H. MacDonald, Phys. Rev. Lett. 105, 057401 (2010).
[212] W. K. Tse and A. H. MacDonald, Phys. Rev. B 84, 205327 (2011).
[213] H. Kezuka, et al., Physica C: Superconductivity 185, 999 (1991).
[214] V. M. Yakovenko, Physica B 460, 159 (2015).
[215] Y. Wang and A. V. Chubukov, Phys. Rev. B 90, 035149 (2014).
[216] D. F. Agterberg, D. S. Melchert, and M. K. Kashyap, Phys. Rev. B 91, 054502 (2015).
[217] Y. Wang, A. V. Chubukov, and R. Nandkishore, Phys. Rev. B 90, 205130 (2014).
[218] M. Gradhand, I. Eremin, and J. Knolle, Phys. Rev. B 91, 060512(R) (2015).
[219] A. Kapitulnik, private communication.
[220] D. H. Perkins, Introduction to high energy physics, Addison-Wesley, 1982.
[221] N. Read and D. Green, Phys. Rev. B 61, 10267, 10267 (2000).
[222] G. Moore and N. Read N, Nucl. Phys. B 360, 362 (1991).
[223] C. Nayak F. Wilczek, Nucl. Phys. B 479, 529 (1996).
[224] D. A. Ivanov, Phys. Rev. Lett. 86, 268 (2001).
[225] A. Stern, F. V. Oppen and E. Mariani, Phys. Rev. B 70, 205338 (2004).
[226] L. Fu and C. L. Kane, Phys. Rev. Lett. 100, 096407 (2008)
[227] C. W. Zhang, S. Tewari, R. M. Lutchyn, S. Das Sarma, Phys. Rev. Lett. 101, 160401 (2008)
[228] M. Sato, Y. Takahashi, S. Fujimoto, Phys. Rev. Lett. 103, 020401 (2009).
[229] S. Tewari, S. Das Sarma, C. Nayak, C. Zhang, and P. Zoller, PRL 98, 010506 (2007).
154
[230] Jay D. Sau, R. M. Lutchyn, S. Tewari, S. Das Sarma, Phys. Rev. Lett. 104, 040502 (2010).
[231] S. Tewari, J. D. Sau, S. Das Sarma, Ann. Phys. 325, 219 (2010).
[232] J. D. Sau, S. Tewari, R. Lutchyn, T. Stanescu and S. Das Sarma, Phys. Rev. B 82, 214509
(2010).
[233] R. M. Lutchyn, J. D. Sau, S. Das Sarma, Phys. Rev. Lett. 105, 077001 (2010).
[234] Y. Oreg, G. Refael, F. von Oppen, Phys. Rev. Lett. 105, 177002 (2010).
[235] M. T. Deng, C. L. Yu, G. Y. Huang, M. Larsson, P. Caroff, H. Q. Xu, Nano Lett. 12, 6414
(2012).
[236] A. Das, Y. Ronen, Y. Most, Y. Oreg, M. Heiblum, H. Shtrikman, Nature Physics 8, 887
(2012).
[237] H. O. H. Churchill, V. Fatemi, K. Grove-Rasmussen, M. T. Deng, P. Caroff, H. Q. Xu, C. M.
Marcus, Phys. Rev. B 87, 241401(R) (2013)
[238] A. D. K. Finck, D. J. Van Harlingen, P. K. Mohseni, K. Jung, X. Li, Phys. Rev. Lett. 110,
126406 (2013).
[239] L. P. Rokhinson, X. Liu, J. K. Furdyna, Nature Physics 8, 795 (2012).
[240] S. Nadj-Perge, I. K. Drozdov, B. A. Bernevig, A. Yazdani, Phys. Rev. B 88, 020407 (2013).
[241] P. M. R. Brydon, S. D. Sarma, H. Y. Hui, J. D. Sau, Phys. Rev. B 91, 064505 (2015).
[242] H. Y. Hui, P. M. R. Brydon, J. D. Sau, S. Tewari and S. Das Sarma, Sci. Rep. 5, 8880 (2015).
[243] K. T. Law, P. A. Lee, T. K. Ng, Phys. Rev. Lett. 103, 237001 (2009).
[244] K. Flensberg, Phys. Rev. B 82, 180516 (2010).
[245] J. Liu, A. C. Potter, K. T. Law, and P. A. Lee, Phys. Rev. Lett. 109, 267002 (2012).
[246] D. Roy, N. Bondyopadhaya, and S. Tewari, Phys. Rev. B 88, 020502 (2013).
155
[247] D. I. Pikulin, J. P. Dahlhaus, M. Wimmer, H. Schomerus, and C. W. J. Beenakker, New
Journal of Phys. 14, 125011.(2012).
[248] F. Pientka, G. Kells, A. Romito, P. W. Brouwer, and F. von Oppen, Phys. Rev. Lett. 109,
227006 (2012).
[249] Peng, Yang, Falko Pientka, Yuval Vinkler-Aviv, Leonid I. Glazman, and Felix von Oppen,
arXiv preprint arXiv:1506.06763 (2015).
[250] T. D. Stanescu, R. M. Lutchyn, and S. Das Sarma, Phys. Rev. B 87, 094518 (2013).
[251] S. Das Sarma, Jay D. Sau, and Tudor D. Stanescu, Phys. Rev. B 86, 220506(R) (2012).
[252] E. Dumitrescu, B. Roberts, S. Tewari, J. D. Sau, and S. Das Sarma, Phys. Rev. B 91, 9,
094505, (2015).
[253] C. H. Lin, J. D. Sau, and S. Das Sarma, Physical Review B, 86, 224511 (2012).
[254] M. Cheng, R. M. Lutchyn, V. Galitski, and S. Das Sarma, Phys. Rev. Lett. 103, 107001
(2009).
[255] M. Cheng, R. M. Lutchyn, V. Galitski, and S. Das Sarma, Phys. Rev. B 82, 094504 (2010).
[256] S. Tewari and J. D. Sau, Phys. Rev. Lett. 109, 150408 (2012).
[257] D. Xiao, G.-B. Liu, W. Feng, X. Xu and W. Yao, Phys. Rev. Lett. 108,196802 (2012).
[258] Z. Y. Zhu, Y. C. Cheng and U. Schwingenschlogl, Phys. Rev. B 84, 153402 (2011).
[259] A. Kormanyos, V. Zolyomi, N. D. Drummond, P. Rakyta, G. Burkard and V. I. Falko, Phys.
Rev. B 88, 045416 (2013).
[260] F. Zahid, L. Liu, Y. Zhu, J. Wang and H. Guo, AIP Advances 3, 052111 (2013).
[261] E. Cappelluti, R. Roldan, J. A. Silva-Guillen, P. Ordejon and F. Guinea, Phys. Rev. B 88,
075409 (2013).
156
[262] X. Xi, L. Zhao, Z. Wang, H. Berger, L. Forro, J. Shan and K. F. Mak, Nat. Nanotechnology
10, 765 (2015).
[263] J. T. Ye, Y. J. Zhang, R. Akashi, M. S. Bahramy, R. Arita and Y. Iwasa, Science 338, 1193
(2012).
[264] K. Taniguchi, A. Matsumoto, H. Shimotani and H. Takagi, Appl. Phys. Lett. 101, 042603
(2012).
[265] W. Shi, J. T. Ye, Y. Zhang, R. Suzuki, M. Yoshida, J. Miyazaki, N. Inoue, Y. Saito and Iwasa,
Scientific Reports 5, 12534 (2015).
[266] J. M. Lu, O. Zeliuk, I. Leermakers, N. F. Q. Yuan, U. Zeitler, K. T. Law, J. T. Ye, Science
350, 1353 (2015).
[267] Y. Saito, Y. Nakamura, M. S. Bahramy, Y. Kohama, J. Ye, Y. Kasahara, Y. Nakagawa, M.
Onga, M. Tokunaga, T. Nojima, Y. Yanase, and Y. Iwasa, Nat. Phys. 12, 144, 2016.
[268] X. Xi, Z. Wang, W. Zhao, J. Park, K. T. Law, H. Berger, L. Forro, J. Shan, K. F. Mak, Nat.
Phys. 12, 139 (2016).
[269] E. N. Moratalla, and P. J. Herrero, Nat. Phys. 12, 112 (2016).
[270] T. Zhou, H. L. Jiang, N. F. Q. Yuan, K. T. Law, arXiv:1510.06289 (2015).
[271] P.W. Anderson, J. Phys. Chem. Solids 11, 26 (1959)
[272] L. Yu, Acta Phys. Sin. 21, 75 (1965).
[273] H. Shiba, Prog. Theor. Phys. 40, 435 (1968).
[274] A. I. Rusinov, Sov. J. Exp. Theor. Phys. Lett. 9, 85 (1969).
[275] A. V. Balatsky, I. Vekhter, and Jian-Xin Zhu, Rev. Mod. Phys., 78, 373 (2006).
[276] H.Y. Hui, P. M. R. Brydon, J. D. Sau, S. Tewari, and S. Das Sarma, Scientific reports 5 (2015).
157
[277] E. Dumitrescu, B. Roberts, S. Tewari, J. D. Sau, and S. Das Sarma, Phys. Rev. B 91, 094505
(2015).
[278] G. D. Mahan, Many Particle Physics, 3rd ed. Kluwer Academic/Plenum, New York (2000).
[279] S. Nadj-Perge, I. K. Drozdov, J. Li, H. Chen, S. Jeon, J. Seo, A. H. MacDonald, B. Andrei
Bernevig, and A. Yazdani, Science 346, 602 (2014).
[280] M. Ruby, F. Pientka, Y. Peng, F. von Oppen, B. W. Heinrich, and K. J. Franke, Phys. Rev.
Lett. 115, 197204 (2015).
[281] L. P. Gorkov and E. I. Rashba, Phys. Rev. Lett. 87, 037004 (2001).
[282] P. A. Frigeri, D. F. Agterberg, A. Koga, M. Sigrist, Phys. Rev. Lett. 92, 097001, (2004).
[283] F. Pientka, L. I. Glazman, and F. von Oppen, Phys. Rev. B 88, 155420 (2013).
[284] P. M. R. Brydon, S. D. Sarma, H. Y. Hui, J. D. Sau Phys. Rev. B 91, 064505 (2015).
158
