This paper describes a software uframework" known as ControlShell. Controlshell is designed specifically to enable modular design and implementation of real-time software. ControlShell is an object-oriented tool-set for real-time software system programming. It provides a series of execution and data interchange mechanisms that f o r m a framework f o r building real-time applications. These mechanisms allow a component-based approach to real-time software generation and management. By defining a set of interface specifications for inter-module interaction, ControlShell provides a common platform that is the basis f o r real-time code development and exchange.
Motivation
System programs for real-time command and control are, for the most part, custom software. The goal of ControlShell is to create an environment that facilitates sharing and re-use of real-time program modules. This requires providing interface specifications and data transfer mechanisms. Unfortunately, real-time systems present challenges not present in ordinary computing. For example:
0 Real-time code is dependent on timing of both con-0 The real-time execution environment is fundamen-0 Real-time systems must often switch between drastrol and data flow.
tally multi-t hreaded.
tically different modes of operation.
ControlShell's Solutions
ControlShell is specifically designed to address these issues. ControlShell clearly defines temporal events, and provides mechanisms for attaching routines-or sets of routines-to those events. ControlShell also provides basic data structure specifications, and mechanisms for binding data and routines while resolving data dependencies. These two critical features make simple generic packages (known as components) possible.
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For example, filtering a signal is as simple as binding the filtering routine with the signal to be filtered, and attaching the resulting module to the appropriate event.
The system sorts all routines attached to an event to resolve data dependencies, ensuring that each routine is executed in the proper sequence. Since the system supports dynamic run-time binding, new routines can be instantiated and activated without changing the rest of the code.
ControlShell also addresses the other issues listed above. An event-driven finite state machine capability provides an elegant means of weaving asynchronous events into a sequential execution stream. Radical mode changes are supported via a "configuration manager" that permits quick reconfiguration of large numbers of active routines.
ControlShell also offers a database facility, direct support for sampled-data systems, and an interactive menu system.
Relation to Other Research
Real-time Operating Systems There have been many implementations of real-time operating systems [I, 2, 3, 4, 51. All provide vital services, such as scheduling (multi-tasking), inter-process (and sometimes interprocessor) communications, user input and output, file systems, etc.
Unfortunately, real-time operating systems alone are not sufficient to permit real-time code-sharing. In particular, none of these systems provide the dynamic execution control and event-binding integral to ControlShell's design. Information binding and flow control, asynchronous event responses, sampled-data system interfaces, user interfaces and control mode changes are all left to the programmer. As a result, each real-time system rapidly becomes a custom software implementation. This continuous migration from specific, working applications to wider spectrums of use is the key to usable generality. These applications continue to drive Controlshell's growth.
Hierarchical Control Designs

Structure
ControlShell is an open system, with user-accessible interfaces at each level (see Figure 1) . ControlShell executes within the VxWorks real-time operating system environment. Virtually all constructs in the system are built from simple routine-plus-data objects known as CSModules. Organizations of these modules, into Lists, Switches, Menus, and Finite State Machines (FSMs) form the core executable constructs, Several higher-level structures provide support for common real-time system needs. The elements of this structure are outlined below, building upwards from the CSModule concept.
CSModules
A CSModule consists simply of an application-defined routine and a set of data objects. These are bound together at run-time via a simple creation function. The creation function returns a pointer (or handle) to the CSModule object (more succinctly referred to as "module" below). The module can then be executed (by the creates a very simple module that will display the contents of "mystring" when executed. (The NULL parameter indicates the end of the parameter list.) While this example is not very useful, the concept is quite powerful. It allows the same routine to be bound to many different sets of data, and the same data to be bound to many routines, without changing any other code. Most ControlShell facilities are passed CSModules. The system then executes the module at the proper instant. This allows full control of both execution flow and data flow, since the data to be acted upon is encapsulated with the module.
Organizations of Modules
There are four currently-supported low-level organizations of CSModules: execution lists, execution switches, menus, and finite state machines.
Execution Lists An execution list is simply a dynamically changeable, ordered list of modules to be sequentially executed. The set of modules on a list can be changed anytime. In fact, lists may drastically change their contents during system mode changes.
Execution lists are most commonly attached to temporal events. For example, the "Sample" list might be attached to the event triggered by the periodic timer in a sampled data system. Modules on the list would then carry out the periodic processing in the system. Raw execution lists do not provide any data control, nor any automatic sorting of execution order (but see Section 6.1).
Execution Switches An execution switch is the dual of an execution list. Each time an execution switch is executed, one and only one of its installed modules is executed. Which module executes is determined by a parameter to the switch execution function, called a "key". As with execution lists, the set of modules installed into a switch can be changed anytime. Execution switches are most often used to process communications streams.
Menus A menu is similar to a hierarchy of execution switches, with the exception that modules are selected not by a key, but by the output of an interactive parser'. ControlShell's menu system provides a common user interface, assuring component programs of a consistent means of presenting information to, and receiving input from, users. This strongly encourages user-friendly programming.
Finite State Machines A real-time system with many interacting interfaces to the real world must operate in a complex, event-driven environment. With a fundamentally sequential underlying programming paradigm] the burden of managing these asynchronous events is left to the programmer.
The Finite State Machine (FSM) module is designed to provide a simple structure to assist in managing concurrency in the system. It combines a non-sequential programming environment with natural event-driven process management. In fact, management of multiple asynchronous events is central to the structure; the programmer is actively encouraged to divide the problem into small, independently executing processes.
To utilize the FSM module, the programmer first describes the task as a state transition graph (see Figure 2). The graph can be directly described to the FSM module as a sequence of transition installations. Each transition installed-represented by an arrow in the graph-requires specifying a starting state, a boolean relation between stimuli that causes the transition] the CSModule to be executed when the transition occurs, and a series of "return code-next state" pairs that determine the program flow.
The FSM model is quite general; it supports wildcard matching (so unexpected stimuli can be processed) , global matching (so error conditions can be easily handled), automatic state definition (so transitions can be installed in any order), and conditional succession (so that the arrows may branch). Transitions are specified as boolean relations of three types of stimuli: tran-'The menu command structure is designed to be used as either a typed-command or a "pull-down" graphical menu interface; only the textual interface is currently implemented. sient, latched, and conditional. Transient stimuli have no value, and exist only instantaneously. Latched stimuli also have no value, but persist until some transition expression matches. Condition stimuli have string values; they persist indefinitely (and thus represent memory in the system). Thus, the transition condition "Object = Visible AND Acquire" might cause a system to react to an acquisition command from a high-level controller. Providing these three stimuli types allows combination of both "system status" and "event" types of asynchronous inputs into easily-understood "programs".
The FSM module takes advantage of the atomic message-passing capability of modern real-time kernels to weave the incoming asynchronous events into a single event stream. Any process can call a simple routine to queue the event; the FSM code (optionally) spawns a process to execute the resulting event stream. The result is an easy-to-use, yet powerful real-time programming paradigm. 
Higher-Level Structures
The simple module organizations provide generic building blocks that greatly facilitate real-time program development. However, experience has suggested several generically useful higher-level structures. Three are detailed here: Dynamic Lists, Sample Habitats, and Configurations.
Dynamic Lists
The dynamic list construct is designed to provide flexible run-time execution scheduling. Dynamic lists are a super-class of execution lists; all the facilities of execution lists are available. However, modules on dynamic lists are sorted to resolve data dependencies. More specifically, the modules are sorted so that data consumers are always preceded by the producer of that data (see Figure 3) . The application developer can simply specify what data each component requires, and the system sorts the dependencies and orders the list. A side benefit of the sorting process is the error-checking that is performed to insure consistent data flow patterns. by data dependencies.
Sample Habitats
Many real-time systems contain sampled-data subsystems. Here, we define a "sampled-data" system as any system with a clearly periodic nature. Common examples (each of which have been implemented under ControlShel1) are digital control systems, video image processing systems, and data acquisition systems. Each of these is characterized by a regular clock source.
Providing an environment where sampled-data program components can be interchanged is challenging. These programs have routines that must be executed during the sampling process, routines to initialize data structures (or hardware) when sampling begins, and perhaps to clean up when sampling ends. Further, many routines are dependent on knowledge of the timing parameters, etc. Although they may interact-say by passing data-sampled-data program components are often relatively independent. Requiring the application code to call each module's various routines directly destroys modularity.
To address these issues, ControlShell provides a named sampled-data environment, known as a "Sample Habitat" (see Figure 4) . A Sample Habitat encapsulates all the information, and defines all the interfaces, required for sampled-data programs to co-exist. Each Sample Habitat consists of four execution lists and a set of routines necessary to generate, access and modify the time-base. These lists provide the primary interface; each is attached to a well-defined "time" in the system. For example, if the habitat is named "Sample", then the execution lists in the habitat will be:
When executed List name
Sample Each clock period Samples t ar t up SampleShutdown
After sampling ends SampleTimingChanged Whenever the habitat's tim-
Before sampling begins ing parameters change
Thus, a motor driver component might install a routine on the Samplestartup list to initialize the ha.rdware, install a routine on the Sample list to send data to motor drivers, and install a routine on the SampleShutdown list to disable the motors if sampling is interrupted for any reason. In addition, if any of its parameters depend on the sampling rate, it may simply install a routine on the SampleTimingChanged list. By attaching these lists-with agreed-upon names-to these critical times in the system, ControlShell defines an interface sufficient for installing (and therefore sharing) generic sampled-data programs.
Configuration Management
Real-time systems often drastically change operating modes. Simple changes can be handled by the dynamic list facility. However, ControlShell has a more powerful mode-changing facility, known as the configuration manager. This facility allows the resolution of cases where, for example, modules (or groups of modules) share the same input and output dependencies.
The configuration manager allows groups of modules installed onto an execution list to be designated as a configuration. When that configuration is activated, the entire group of modules is activated simultaneously. Figure 5 schematically represents this action. Configurations may also have associated activation and deactivation modules, etc. These options allow the configuration to be a self-contained unit, able to set up any required environment, present the user with menu options, and install itself into the system seamlessly.
The configuration manager permits different system personalities to be easily interchanged during execution. This is a great boon during development, when an application programmer may wish, for example, to quickly compare controllers. It is also of great utility in producing a multi-mode system design. This provides flexible run-time reconfiguration of the execution structure.
Data Control and Binding
Most data in a ControlShell application is embodied in CSSignalSets. Each CSSignalSet is a named array of zero or more fields. Each field of the array contains a field name, a units specification, and a floatingpoint value. Components may combine multiple CSSignalSets into structures for efficient reference and parameter passing. These data objects are bound with executable routines at run-time into CSModules.
To support this dynamic binding, ControlShell incorporates a simple database facility. All instances of each data object (such as CSSigna1Sets)-and each control construct (such as execution lists)-are entered into the database upon creation. The database allows "reference before creation" semantics; if a requested object is not in the database (i.e. it does not exist), an incomplete (e.g. zero-sized) object will be created by the database itself. This requires that each type of object in the database register a creation method that allows creating an incomplete instance. Each type of object must also have a method for filling in incomplete instances at a later time. This capability allows considerable flexibility at run-time; modules may, for instance, specify dependencies on data sets that do not yet exist, install routines into execution lists that are not yet attached to temporal events, etc. Verification routines insure that the system is consistent before actual "live" execution begins.
Combined with a simple object description language and a parser, this facility allows run-time creation and binding of entire control and data hierarchies from textual descriptions. For example, the following file may implement a simple (but generic) ProportionalDerivative (PD) controller: 
Sample
When this file is processed, the system will create three CSSignalSets (named "PosGains" , "VelGains" , and "feedback"), and one structure of type PDDataSet (named "GenericPD"). The "output", "Kp" , and "Kv" fields of this structure will be bound to the newly created CSSignalSets. The other fields of the structure will be bound to incomplete objects of the proper type; the system will check to insure that each incomplete object is valid before allowing the use of this PDDataSet. The "Sample" specification indicates this instance ( "GenericPD" ) of the PDcontrol component should be installed into a Sample Habitat named "Sample" after binding.
A simple graphical tool assists the user in generating new components and their associated data types (such as the PDDataSet described above). The tool contains a code generator; it automatically generates the code required to read descriptions of the type from data files, verify that all objects of this type are completed, and install instances of the type into ControlShell. An example interface screen is depicted in Figure 6 .
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Figure 6:
Component Editor The component editor assists the developer in defining trolShell components and their associated data types.
Con-
Ongoing Research
ControlShell is being expanded to allow inter-processor network data access. This important capability will allow application code running on one node to request data being produced on a remote processor. The system will arrange the data transfer(s) and activate the requesting modules on arrival. This new capability will permit supporting systems with distributed components or requiring remote teleoperation, such as cooperating teams of mobile robots and remotely operated vehicles.
Also, we are developing graphical interfaces to further assist both developers of ControlShell components and end users. Graphical user interfaces will permit programmers to display and manipulate the system configuration and visualize module interconnections and data flow patterns. This capability will greatly improve programmer understanding, and provide a powerful CASE environment.
