Commercial search engines do not return optimal search results when the query is a long or multi-topic one [1] . Long queries are used extensively. While the creator of the long query would most likely use natural language to describe the query, it contains extra information. This information dilutes the results of a web search, and hence decreases the performance as well as quality of the results returned. Kumaran et al. [22] showed that shorter queries extracted from longer user generated queries are more effective for ad-hoc retrieval. Hence reducing these queries by removing extra terms, the quality of the search results can be improved. There are numerous approaches used to address this shortfall. Our approach evaluates various versions of the query, thus trying to find the optimal one. This variation is achieved by reducing the query length using a combination of n-grams assisted query selection as well as a random keyword combination generator.
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Introduction
Year over year, a growing number of users are opting for long queries over one and two word search queries [23] . Commercial keyword based search engines, like Google, perform worse with long queries than short ones [1] . Long queries are usually expressed using natural language text, instead of keywords [1] . Due to this limitation on query length, significant improvements in search query performance can be achieved by reducing the length of the query.
While the utilization of single word queries has dropped by 3% [8] , queries of length five words or more have increased at a year over year rate of 10% [2] . In the past there have been many works trying to improve upon the original queries by either re-weighting or reducing the original query. The fundamental driving these approaches is that shorter queries perform better than longer ones.
In this report we propose a hybrid concept that builds upon an existing query reduction method. We recreate the query, by trying to capture what the original user generated query intended to. We achieve this by dropping terms that might be unnecessary, thus reducing the length of the query. Dropping a single correct term (a term that dilutes the search results instead of making a positive contribution) can vastly improve query performance [2] .
As an example consider the query "My friend would like to know the distance between the Earth and the Sun" Dropping the words "My friend would like to know the" and leaving "distance between the Earth and the Sun" would improve the performance of this query.
Finding the correct terms to be dropped is the challenge. Consider a query of length n. An existing approach considers all n sub-queries of length n-1 [2] . This method can yield significant gains. But due to the limited pool of sub-queries (of length n-1), performance gains are limited. The performance can be vastly improved by increasing this sample space of sub-queries. But due to the exponential number of sub-queries that could be selected (2 n -1 combinations); it becomes impractical to consider all, especially for web search where retrieval time is as critical as the retrieval quality.
Hence we look at ways to optimize sub-query consideration, while still maintaining linear time complexity. We propose a hybrid model that considers not only all sub-queries of length n-1 but also more. We first try to select the best possible sub-queries of lengths 1 to 5 using n-grams. For the remaining (from lengths 6 to n-2) we randomly select a sub-query from each length category. Then finally we select all the possible n-1 combinations as well as the original query. Using this approach we find that our results on an average improve by about 4 times compared to the approach followed by Kumaran et al. [2] . Moreover, queries in which further improvements are not possible our approach returns results identical to the approach referenced above in [2] . Improvements are judged by the predicted quality of the sub-query selected, which would thus result in optimal search results.
Related Work
There are three main approaches used to improve the quality of search results by finding the optimal query based on the original query. They are query segmentation, query substitution and query reduction.
Query segmentation is a technique that segments queries into concepts, and thus search engines retrieve web documents based on the concepts but not tokens [24] . Mutual information based approach was used by Jones et al. to determine segment breaks between pairs of tokens [25] . Tan and Peng's unsupervised machine learning approach tried to discover the underlying concepts of a query based on a generative language model [26] . Since the key concepts are identified, this greatly improves the retrieval performance for long queries [1] . But since segmentation treats all query concepts equally, the focus on key concepts is lost thus degrading long query effectiveness [1] .
Query substitution is the replacement of long queries by short relevant keyword based ones [1] . Although this improves the retrieval performance of long search queries, diverse results as well as neighboring information may be obtained as it may ignore contexts from the original long query [1] . Yan Chen et al. [1] proposed the substitution -search result refinement algorithm that would filter nonrelevant results, by evaluating the similarities of contexts from the results obtained and the results from the original query. However, this method is not ad-hoc query friendly.
Query reduction is a technique that eliminates noisy and redundant terms from long queries [1] . This is done by extracting key concepts using underlying retrieval models [1] . Carvalho, et al. [2] approached the query reduction problem by considering the effectiveness of a ranking function that scores documents with respect to a query so as to optimize a target measure. Such a measure is an estimate since it cannot be completely specified for every possible query. They suggested performance predictors such as Clarity [7] or Query Scope [10] to obtain the estimates for this target measure. Since the number of reduced queries that need to be evaluated is exponential, it is not feasible to evaluate all the possible combinations, especially in a web environment setting (for search). Hence, query reduction is carried out based on a reduced set of sub-queries. Considering the original query had n words, they only consider n reduced versions, plus the original query. As stated earlier, this approach yields dramatic performance improvements in certain cases [2] .
Kumaran et al. observed that on an average the reduced versions were less effective than the original queries' effectiveness. Also, the maximum gains that could be achieved, considering the best possible reduced version of the query is selected, were positive. And lastly, if the original query has poor performance, the reduced versions were more likely to be better than the original query. Conversely, it was difficult to find reduced versions of queries that had high performing original forms. We pursue improvement in the query reduction approach as described by Kumaran et al. [2] .
Technologies and Projects used
The Clue Web 09 dataset
The Clue Web 09 dataset was created to support the research on information retrieval and related human language technologies and consists of about a billion web pages in ten languages [3] . 
Unique topics 217 topics
Topic-docno pairs 19829
Unique topic-docno pairs 19636
Images present
Jpg: 18512
Images missing
Jpg: 1124
Pdf files present 17243
Pdf files missing 2393
Plain text files present 19636
Unique wget'd pages 19636 Other response formats like CSV, JSON (Java Script Object Notation) and plain text can also be used.
Microsoft Web N-Gram Service (Public Beta) N-grams data
An n-gram is a contiguous sequence of n-terms from a given sequence of text or speech [27] . An n-gram of length 1 is called a unigram, of size 2 a bigram and of size 3 a trigram. N-grams of lengths 4 or more are called as four-grams, five-grams and so on. They can be used to predict the next item in a sequence based on statistics collected from the text corpus [27] .
We use Microsoft's n-gram service to predict the performance of sub-queries of lengths 1 to 5. For each sub-query up to length 5 terms, we look up the joint probabilities of the set of words contained in the sub-query. Using this score (joint probability) we select the reduced query with the highest score from each length segment.
This service provides access to petabytes of data via public beta web n-gram Services [11] . These services are hosted on a cloud based platform, highly useful in areas related to language processing, speech and web-search [11] . This service provides access to specific content types like the document body, title and anchor texts and supports smoothed models [11] . The available n-grams are unigram, bigram, trigram, and n-grams with N=4, 5. The Bing en-us market is used to index the documents [11] . These services are hosted and updated by Microsoft. A user token is needed to access these services. Microsoft Research issues this token. The catalog determines the dataset to be queried, like the Bing-Body. The version identifier determines the version of the dataset to be used. Jun09 is an example of a version. Order states the order of the ngrams from one to five to be queried. The operation specifies the type of probability to return. The choices for operation are conditional and joint probabilities. Other parameters include the user token which uniquely identifies the user accessing the web service. This token is generated and distributed by Microsoft Research. P is the phrase to be queried. The format of the result returned can be specified as well. These could be JSON, text or xml. When no format is specified text is assumed.
The Lemur Project
The Lemur Project, best known for its Indri search engine, Lemur Toolbar, and ClueWeb09 dataset, develops tools to support research and development of information retrieval as well as text mining software [17] . Some of their products include search engines, browser toolbars, text analysis tools, and data resources [17] .
Their software development is based on the pillars of state-of-the-art accuracy, flexibility, and efficiency [17] . For example Indri search engine provides search solutions as is and also stores data in a manner accessible to support further development in the field of information retrieval [17] .
The Lemur Project was begun by the Center for Intelligent Information Retrieval (CIIR) at the University of Massachusetts, Amherst, and the Language Technologies Institute (LTI) at Carnegie Mellon University [17] .
The Lemur Toolkit is designed to facilitate research in language modeling and information retrieval (IR), where IR is broadly interpreted to include such technologies as ad hoc and distributed retrieval with structured queries, cross-language IR, summarization, filtering and categorization [5] . The system's underlying architecture was built to support the technologies above [5] .
 Sophisticated structured query languages (using InQuery and Indri)  Support for XML and structured document retrieval  Used commonly with a wide range of research test collections (e.g., TREC CDs 1-5, wt10g, RCV1, gov, gov2)  Index your web pages with an "out-of-the-box" site search capability  Interactive interfaces for Windows, Linux, and Web  Distributed information retrieval and document clustering applications  Cross-platform, fast and modular code written in C++  C++, Java and C# APIs  Free and open-source software  In use for over 6 years by a large and growing user community  Indexing  Multiple indexing methods for small, medium and large-scale (terabyte) collections  Built-in support for English, Chinese and Arabic text  Porter and Krovetz word stemming  Incremental indexing  Out-of-the-box indexing support for TREC Text, TREC Web, plain text, HTML, XML, PDF, MBox, Microsoft Word, and Microsoft PowerPoint  Indexes inline and offset text annotations (e.g., part-of-speech and named entities)  Indexes document attributes  Retrieval  Supports major language modeling approaches such as Indri and KL-divergence, as well as vector space, tf.idf, Okapi and InQuery  Relevance-and pseudo-relevance feedback  Wildcard term expansion (using Indri)  Passage and XML element retrieval  Cross-lingual retrieval  Smoothing via Dirichlet priors and Markov chains  Supports arbitrary document priors (e.g., Page Rank, URL depth) 
Indri Project
Indri is a component of the Lemur Project. It is a text search engine, developed at UMass [18] . It is freely available with a flexible BSD-inspired license [18] . The Indri search engine provides accurate search for large text collections 'out of the box' [17] . It also stores the data in an accessible manner to support development of new retrieval strategies [17] . Indri is built up of many sub applications.
IndriBuildIndex:
This application can build Indri repositories from various data sources [18] . 
IndriRunQuery:
This application evaluates queries and returns a ranked list of documents [18] . These queries are evaluated against one or more Indri repositories [18] . For passage retrieval queries, Indri can be instructed to print the document text as well [18] .
IndriDaemon:
This application is a repository server. It awaits connections from the IndriRunQuery instances and processes queries that come as network requests [18] . An instance of IndriRunQuery can connect to multiple IndriDaemon instances concurrently [18] . This makes retrieval using a cluster of machines possible [18] .
Indri Build Index
This application builds the index for a collection of documents to be used by other applications. 
Query Clarity with retrieval
Clarity scores measure the ambiguity of a query with respect to the collection of documents and show that they correlate positively with average precision in a variety of TREC test sets [20] . Query Clarity with retrieval computes clarity scores for an expanded query model [6] . The calculation is based on pseudofeedback documents [6] . Clarity scores are calculated for the entire query as well as each individual term within the query [6] .
Index
The complete name of the index 
For all interpolation-based approaches feedbackCoefficient
The coefficient of the feedback model for interpolation. The value is in [0,1], with 0 meaning using only the original model (thus no updating/feedback) and 1 meaning using only the feedback model (thus ignoring the original model). feedbackTermCount Truncate the feedback model to no more than a given number of words/terms. feedbackProbThresh Truncate the feedback model to include only words with a probability higher than this threshold. Default value: 0.001. feedbackProbSumThresh Truncate the feedback model until the sum of the probability of the included words reaches this threshold. Default value: 1. feedbackMixtureNoise  For the collection mixture model method, feedbackMixtureNoise is the collection model selection probability in the mixture model. That is, with this probability, a word is picked according to the collection language model, when a feedback document is "generated".  For the divergence minimization method, feedbackMixtureNoise means the weight of the divergence from the collection language model. (The higher it is, the farther the estimated model is from the collection model).  For the Markov chain method, feedbackMixtureNoise is the probability of not stopping, i.e., 1-alpha, where alpha is the stopping probability while walking through the chain.
emIterations
Maximum number of iterations the EM algorithm will run. Default: 50. 
Retrieval User interface (RetUI)
RetUI is a Graphical user interface based Indri retrieval application. Once a connection to the index or index server is established, a query can be entered in the system following which a search can be performed. The number of documents returned can be pre-set. The Database(s) list shows all open indexes and index servers. Indexes can be easily added or removed via the file menu. 
The Experiment Technique
Query reduction is one of the many approaches that can be used to optimize the search performance of a query. As established earlier, the search retrieval performance is inversely proportional to the length of the query. The longer the query the more specific it gets, and hence the number of results returned by the search engine is reduced.
Query reduction -the technique of automatically identifying and removing extraneous terms from the long queries-has proved to be an effective technique for improving performance on long queries [9] .
The Original Approach
The authors Kumaran et al [2] approach reduction of long queries by dropping unnecessary terms and hence improving performance of ad-hoc retrieval on TREC collections.
They proposed three learning formulations that combine query performance predictors to perform automatic query reduction [2] . These formulations allow easy integration into the search engines architecture for rank-time query reduction [2] . Their approach yields an approximate improvement of more that 12% in NDCG@5 in the impacted set of queries and hence significantly outperforms the original query [2] . This method delivers consistent retrieval gains in original queries that perform poorly [2] . They approach reduction by dropping a single term at a time [2] . Their studies show that just dropping a single and correct term from the original long query can result in a 26% improvement in NDCG@5 [2] .
They define the query reduction problem as:
Let f: P x D->R, denote a ranking function (R) that scores documents (D) with respect to a query (P), represented as a set of query terms. Let T f (P) denote a target measure of the effectiveness of the ranking produced by function f for the query P [2] .
The problem is to find the reduced version of P* such that the highest value for the target measure is achieved as P*=arg max T f (P) where P is a subset of Q [2] . Since this cannot be completely inferred over all possible instances of sub queries, it is estimated [2] . Hence the task turns to maximizing the estimated target measure. Query performance predictors like Clarity [7] or Query Scope [19] can be used to estimate this target measure [2] . This would help select a near optimal reduced version P* of the original query Q.
Efficiency is a key challenge for reduction of queries. This is due to the exponential number of possible sub queries to evaluate in order to yield the optimal sub set of query terms. This is critical especially for web engines where response times are as critical as the quality of results returned. To address this issue they present a simpler version of the problem. They consider reduced versions that only differ from the original query by one term. They selected n sub-queries of length n-1 [2] . In this way they limited their sample space and noticed improvements in search quality performance in some queries over the original query.
From their experiments they noticed the following: Figure 9 (a) shows distribution of gain. It shows that on an average the reduced versions' effectiveness is worse than the original query's effectiveness [2] . In other words the original query outperforms the reduced versions on an average. Lastly they noticed that if the original query had poor performance the reduced versions are more likely to outperform the original [2] . Conversely it was hard to find a reduced version of a well performing original query that could provide substantial gains [2] .
Based on these observations they developed learning formulations.
Independent Prediction:
The performance of the original long query and its reduced versions is predicted independently. The query with the highest performance is selected [2] . Thus the query selection problem is transformed into selecting the query with the highest predicted performance [2] .
Difference Prediction:
Since independent prediction does not encode the relationship between the original query and its reduced versions, the difference in prediction between them needs to be considered to accurately predict the effectiveness of the individual queries [2] . Hence the difference in performance between the original long query and its reduced versions is predicted and the query with the highest performance is selected [2] .
Ranking Queries:
In this formulation the original query and its reduced versions are ranked in order to select the top ranking query [2] . This is done by training on pair wise preferences between the queries [2] .
Thresholding:
Thresholding limits the selection of a sub-query by specifying a certain minimal gain that has to be achieved in order to be shortlisted for final selection.
 In independent prediction, a reduced version is selected only if the reduced version outperforms the original query by a specified threshold [2] .
 In difference prediction, the positive difference has to exceed a threshold in order for the reduced version to be selected [2] .
 For Ranking, the predicted performance of the top ranking reduced version must exceed the original query's predicted performance by the threshold specified [2] .
Our Approach
The approach as described by Kumaran et al has tradeoffs in terms of the number of queries affected versus the overall average gains achieved by query reduction. The naïve approximation to the full scale (exponential) query reduction problem substantially improves efficiency (exponential to linear), while still providing significant effectiveness gains [2] . In the improved average performance, they noticed high variance in the performance [2] .
Hence we try to build upon their concepts, by increasing the pool of queries whose performance is to be predicted as well as keeping the number of queries to be evaluated linear. We understand that while the naïve approach would determine best results, is not feasible. But by considering more subsets of queries the performance of the above approach can be improved.
Hence our aim was to improve the performance of the above approach by building upon their model. Their baseline was the original query. Our baseline is their approach, and hence the improvements they achieved. This way we guarantee the minimum performance what they already achieved as well as improvements beyond, which in certain cases are very close to the ideal or best case.
We calculate the best case by considering all possible combinations of the given query and calculating the clarity scores for each one and ranking them by their scores. Then we take the weighted average of the top 5 queries from the ranked list.
To increase the sample space of subset of queries we broke the queries up into 3 parts. For the subset of queries with length one to five terms we used n-grams to evaluate and return only the top ranking queries from each length segment. Then we considered queries of length six to n-2, which we selected randomly. Lastly we selected all n possible sub queries of length n-1 and the original long query as described by Kumaran et al.
Then using this subset of queries we calculated the clarity scores for each query. This would serve as a score to understand to retrieval quality performance of the query. We then took the difference in clarity scores between these reduced versions and their original version. By ranking these scores we could compare the predicted performance of each query.
To obtain a metric for query performance, we considered the weighted average of the query clarity scores by multiplying each query's clarity score by the difference between its rank and the lowest ranked query and then took the sum of all these values. For this we only considered the top 5 ranked queries. Hence a single normalized metric was obtained to compare query document retrieval performance which takes the ranking of the queries into consideration.
Implementation
To start with the experiment we first loaded the data set. This was the TREC Crowdsourcing 2011 track. We used Indri search engines IndriBuildIndex Application to build the index. This could be done by either using the supplied GUI tool or using the command line. We used experimented with both approaches.
Once the dataset was indexed we ran trial queries using the IndriRetUI GUI tool, to understand indexing performance and effect of the various parameters that can be set for indexing.
Once indexing was completed we ran Query Clarity on sample queries to understand how ambiguous and unambiguous queries performed. Clarity was used as a measure to compare and hence judge the performance of the queries generated. The original authors approach was replicated as accurately as possible.
After replication of the original method we tried to see the difference in performance by understanding the effect of n grams to select the optimal query. N-grams being indexed are quickly retrieved and hence the performance overhead should be near negligible and hence relatively computationally inexpensive.
Since the first five terms are selected using n-grams, the remaining sub queries are selected randomly from length 6 to n-2. Then using the authors approach all the queries of length n-1 and n are selected.
We calculated the clarity score for each of the chosen sub queries and then ranked these queries by their score. These tests were run about a 1000 times to understand the average performance of random selection of sub queries.
Benchmarking and results
We randomly selected 100 queries from the dataset that was indexed to benchmark the different approaches. The authors approach scores at best a significant improvement over the original query and worse case the same as the original query [2] . Our approach uses the authors approach as the baseline and has a few scores closer to the ideal case. The ideal case scores as mentioned earlier are calculated by ranking all the possible reduced versions in order to select the top 5 sub-queries for which the weighted average of the Clarity scores would be calculated. The results of our benchmarking tests are : From the above results table we see that on an average our method scores about 4 times better than the original approach. Also worst-case performance is the same as the Author's approach *2+. In many instances we can see that our approach's score is closer to the best case than our baseline *2+. This is because we consider a greater sample space when compared to just the n-1 approach [2] .
Conclusion
In conclusion we would like to state that there is a vast scope for improvement in performance. Until evaluations of all possible combinations are a feasible option, using predictors to do the same is currently a good approach. This way, without extensive computation, the performance of a query can be predicted. The prediction is only as good as its sample space. Hence keeping the sample space linear is a trade off that dictates query performance (quality) vs. efficiency. Variations in query performance indicate that we still lack predictors that can give consistent improvements in search results. Besides that due to the closed nature of commercial search engines any sort of integration is built on an abstract layer and is loosely coupled which reduces the optimizations possible with tighter integration.
Using n-grams to find out the optimal performing sub queries is still feasible as it is limited to queries of length 5. Since n-grams are stored using directory structures their pre-computed joint and combined probabilities could be referred in sub-linear to linear time.
Introducing Random selection to select subset of queries from length 6 to n-2 is an inexpensive way to increase the sample space of sub-queries while leaving the possible options linear. Over time it also averages out to an approximately constant end result while still leaving scope for improvement. This is done without replacing the query in the query pool.
We used clarity score to understand the performance of the various methods. Clarity scores measure the ambiguity of a query with respect to the collection of documents and show that they correlate positively with average precision in a variety of TREC test sets [20] . In other words clarity scores can assist could be used to identify the performance of a query without relevance information [20] .
Hence we conclude that while we have found evidence of improved performance over the baseline (original author's approach *2+), better prediction methods could yield further improvements as well as consistency in the results obtained.
Future Scope
There is a significant potential for further improvement in the field of query optimization/ reduction. Further enhancements could include utilizing n-grams to evaluate more than just a set of five terms at a time. This could be done by merging two or more sub-queries with overlapping terms.
Utilizing the Apache shingle [21] with n-grams could further yield improvements in query analysis. By utilizing better performing independent predictors more versions of the queries could be evaluated concurrently thus yielding better search results with minimal impact on query performance (speed). We could compare the performance (quality) of the retrieved results when the queries were collected using even as well as uneven sampling.
Delving further into the applications of random selection of query subsets could also yield a favorable improvement in query performance. But mostly consistency in the performance of the query needs further analysis. The maximum gains are sometimes very close to those returned by the ideal set of subqueries, and yet at other times at par with our baseline, the original author's approach [2] .
The right set of performance predictors could improve the performance of our approach. Predictors, which have low overhead and high accuracy, could lead to increased performance of ad-hoc query retrieval. 
