Abstract
Introduction
The intricate models of distributed computation argue for a new domain theory for concurrency based on computation paths, in which processes denote generalised characteristic functions [9] . This approach encompasses both the view of processes as path sets (by taking truth values 0, 1) and the much richer view of processes as presheaves (by taking truth values to be sets). The ensuing categories of 'domains' are also models of linear logic, which exposes the central role of linearity in distributed computation, where by their very nature processes can often be run only once [2, 9] .
A standard way to adjoin name generation (as in the piCalculus) to a category of domains is to move to a functor category, so both processes and their types are indexed by the current set of names. But then, for path-based models, not all linear function spaces need exist. For a while now [6, 1] there's been the question of what restrictions are needed both syntactically and mathematically on types and their functor denotations to permit the formation of function spaces. Here a solution is given for the domain theory based on path sets. Sufficient conditions are given for linear function spaces to exist, and their need illustrated through an example. The conditions are liberal enough to allow a rich syntax of types, including those of new-HOPLA [11] . The solution gives a concrete understanding of higher-order paths, so it should facilitate proofs of adequacy and full abstraction for new-HOPLA along the lines of those for HOPLA in [9] . It should also lead the way to understanding those linear function spaces that exist for presheaf models with name generation, extending early work on fully-abstract presheaf semantics of pi-Calculus to higher-order [1] .
Domain theory from path sets
We give a quick review of the domain theory for processes based on path sets [9] . The objects of the category Lin, path orders, are preorders P consisting of computation paths with the preorder p ≤ p expressing how a path p extends to a path p . A path order P determines a domain P, that of its path sets, down-closed sets w.r.t. ≤ P , ordered by inclusion. Such a domain is a prime-algebraic complete lattice [8] , in which the (complete) primes are precisely those path sets ↓p generated by individual paths p. The arrows of Lin, linear maps, from P to Q are join-preserving functions from P to Q. The category Lin is monoidal-closed with a tensor given the product P × Q of path orders and a corresponding function space by P op × Q. Lin has enough structure to form a model of Girard's classical linear logic [5] . The exponential !P consists of finite elements of P under inclusion-!P can be thought of as consisting of compound paths associated with several runs. Its coKleisli category consists of path orders with Scott-continuous functions between the domains of path sets. The idea is that a process denotes a path set, its possible paths within its type, denoted by a path order.
Domain theory for name generation
To cope with name generation we move to a functor category in which domains of path sets are indexed functorially by the current set of names [3, 10] . The category I consists of finite sets of names related by injections. The functor category [I, Lin] has as objects functors P : I → Lin, so path orders P(s) indexed by finite sets of names s standing for the computation paths possible with that current set of names; its arrows are natural transformations with components in Lin. One important object in [I, Lin] is the object of names N providing the current set of names, so N(s) is the discrete order s at name set s. There is a tensor got pointwise from the tensor of Lin. Given P and Q in [I, Lin] we define P ⊗ Q in [I, Lin] so that at s ∈ I
The comonad ! on Lin lifts to a comonad on [I, Lin] whose coKleisli category consists of the same objects but where the natural transformations have continuous components.
To support higher-order processes we need function spaces P Q such that
natural in R and Q. But there is no reason to expect such function spaces to exist in general-the obstacle is there not necessarily being a path order (P Q)s at each name set s. This paper provides general conditions which ensure the existence of linear function spaces, and moreover which are preserved by linear function space. The conditions imply that function spaces of the form
will exist and satisfy the conditions; in particular, all the types of new-HOPLA meet the conditions [11] .
Towards the linear function space
We are interested in linear function spaces P Q, for which there is an isomorphism
Using the Yoneda lemma, we can make an educated guess, that for a name set s 0
where the order is to be pointwise. Given a name set s the hom-functor I(s 0 , −) yields the set I(s 0 , s) which we identify with a discrete path order. The last isomorphism comes about by observing that natural transformations with components α s : I(s 0 , s) ⊗ Ps → Qs are in bijection with natural transformations with components β s :
The implied isomorphism
provides an intuitive reading of the domain of the linear function space. . ? ? , which is not distributive.
As Example 2.1 makes clear, it can be a matter of some thought to determine the path order (P Q)s 0 . Especially so as the existence of this path order requires extra conditions on the type functor P-Example 2.2. In future we will use the characterisation
as this exposes the functorial action of P Q most clearly. The first step is to exhibit a path order (P Q)s 0 with domain of path sets isomorphic to the pointwise order on natural transformations I(s 0 , −) ⊗ P ⇒ Q. This will be under the conditions that P and Q are type functors, where P in addition respects primes. (I presently have no example to show that the latter additional restriction is necessary, i.e. conceivably P Q exists for all type functors P and Q.) 
Type functors

Respects nonempty meets:
The function Qf : Qs → Qs preserves nonempty meets for all f : s → s in I; the empty meet, the maximum path set consisting of all Qs need not be sent to the maximum path set consisting of all Qs . Supposing Q respects nonempty meets, and letting y ∈ Qs , we define
provided there exists x such that y ⊆ Qf (x), and to be undefined otherwise. If defined, min(Qf, y) is the minimum input to Qf which yields y. We have min(Qf, j∈J y j ) = j∈J min(Qf, y j ), one side being defined iff the other is. If y is prime, then if defined min(Qf, y) is necessarily also prime-this follows because Qf is join preserving. If min(Qf, ↓q ) is defined for q ∈ Qs , then min(Qf, ↓q ) = ↓q for some q ∈ Qs. We often identify a path q with its associated prime ↓q, and e.g. write the above as min(Qf, q ) = q. The partial function min respects composition. ? ? s3 be a pullback in I. If x 1 ∈ Qs 1 , x 2 ∈ Qs 2 , and x 3 ∈ Qs 3 where
then there exists x 0 ∈ Qs 0 such that
Observe that if x 1 is a join then the pullback condition holds for x 1 iff it holds for every component of the join. Consequently, in verifying the pullback condition it is sufficient to assume that x 1 is prime-then x 0 will also have to be prime. When verifying the pullback condition it is helpful to note that under its assumptions it requires:
(1) the existence of x 0 = min(Qh 1 , x 1 )-this already ensures that Qh 2 (x 0 ) ⊇ x 2 as Qg 2 (Qh 2 (x 0 )) includes x 3 and so must dominate min(Qg 2 , x 3 );
(2) that x 2 = Qh 2 (x 0 ), for which it is now seen to be sufficient to verify that Qh 2 (x 0 ) ⊆ x 2 .
We will sometimes need to strengthen the conditions on a functor Q : I → Lin and say it
Respects primes: The function Qf : Qs → Qs sends primes of the domain Qs to primes of Qs for all f : s → s in I. (ii) for all arrows f : s → s in I and q ∈ Qs there exists q ∈ Qs such that min(Qf, ↓q ) = ↓q;
(iv) Q preserves pullbacks.
Proposition 3.3 Let s 0 be a name set. The Yoneda functor I(s 0 , −) is a type functor which respects primes. If R and Q are type functors, so is the functor R ⊗ Q; if further R and Q respect primes, then so does R ⊗ Q. If Q is a type functor, then so is !Q; moreover, !Q respects primes.
From Proposition 3.3, I(s 0 , −)⊗P is a prime-respecting type functor if P is. For this reason finding a path order for the linear function space at a name set s 0 will involve us with the path-order representation of natural transformations from a prime-respecting type functor to a type functor.
Natural transformations as path sets
Throughout this section let P and Q be type functors where in addition P is assumed to respect primes. We first concentrate on showing that [I, Lin](P, Q), natural transformations from P to Q ordered pointwise, can be represented as the domain of path sets of a path order (P ⇒ Q). Definition 4.1 Let P and Q be type functors. An IO-tuple for P, Q comprises (s, p, q) where s is a name set, p ∈ Ps, and q ∈ Qs. We shall often write such a tuple as spq. 
Define s p q B spq iff there exists f : s → s such that Proof. It suffices to show the required property for F , B and M . For B and M the proof is obvious, while for F we make use of the fact that P respects pullbacks.
2 Definition 4.4 Define (P ⇒ Q) to be the path order consisting of feasible IO-tuples for P, Q under .
Theorem 4.5
(i) Let α : P ⇒ Q. Then its graph 
Again it is associated with a naturality square
Suppose spq ∈ G(α) with ↓p = Pf (p) and q ∈ Qf (q).
Hence s p q ∈ G(α).
( M ) Closure under this condition follows directly from the monotonicity of each component α s .
(ii) Let U be a -down-closed subset of feasible tuples. By M -downclosure each component σ(U ) s is monotonic and so (corresponds to) a linear map. We need naturality. Let f : s → s in I. We require that
commutes. Suppose p ∈ Ps. Then, proceeding both ways round the square,
and
and is therefore a feasible tuple. Thus q = min(Qf, q ) exists. Consequently,
Thus spq ∈ U . It follows that q ∈ Qf (σ(U ) s (p)).
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where (s , Pf (p), q ) is necessarily feasible by Proposition 4.3. It follows that q ∈ σ(U ) s (Pf (p)).
Hence the required naturality square commutes and we have established that σ(U ) : P ⇒ Q. (iii) Directly from the definitions of G and σ:
Hence the functions G and σ are mutual inverses.
Suppose for down-closed sets, 
Properties of
The main result of this section is a standard form for in Lemma 4.11. It plays an important role later in showing that the linear function space respects finites and pullbacks. The next lemma gives an important standard form in which the order can be obtained. 
Lemma 4.11 Assume tuples t, t ∈ (P ⇒ Q). Then, t t in (P ⇒ Q) iff there are arrows g, f in I with a common source and tuples
t 1 , t 2 ∈ (P ⇒ Q) such that t 1 g −→ MB t & t 1 f −→ F t 2 & t M t 2 : t 1 g > > > MB > > > > f F / /Definition 4.12 Let U ⊆ (P ⇒ Q). Say U 0 ⊆ (P ⇒ Q) FM -generates U iff U = {t ∈ (P ⇒ Q) | ∃t ∈ U 0 , t . t M t F t} .
Corollary 4.13 Let t ∈ (P ⇒ Q).
There is a finite subset of (P ⇒ Q) which FM -generates ↓t. For a name set s , the contribution of t at s , 
This is a finite set which clearly FM -generates ↓t.
Because ↓t is F -and M -down-closed, Contrib(t, s ) is a down-closed subset of (Ps ) op × Qs . It is generated by the set
Each Qf (q 1 ) is a finite element of Qs . This, together with U 0 being finite, ensures that Contrib(t, s ) is a finite element. 2
Linear function space
Let P and Q be type functors where P also respects primes. Let s 0 be a name set. By Proposition 3.3, I(s 0 , −)⊗ P is a type functor which respects primes. Hence we can define the path order
and inherit many of its properties from the previous sections. This section is devoted to the functorial action of the function space, to the definition and properties of 
( †)
It is a routine matter to show that the map α 0 → α 1 preserves joins, but to complete the proof that P Q is itself a type functor we require a more careful analysis of its functorial action.
The functorial action of P Q described above on natural transformations fixes the action of (P Q)g on path sets. Recall the isomorphism G between natural transformations and path sets of Theorem 4.5. From the commuting triangle ( †) we observe that
which is simply a rephrasing of the fact that
So for g : s 0 → s 1 an arrow in I, we define
. This is because the feasibility of si 1 pq at s 1 follows from the feasibility of s(i 1 g)pq at s 1 . This is seen by considering the commuting triangle ( †) above defining the action of (P Q)g on natural transformations, taking a natural transformation α 0 to a natural transformation α
We can understand the effect of (P Q)g on a path set U as an inverse image with respect to a partial function F g:
is the partial function taking si 1 pq to s(i 1 g)pq provided s(i 1 g)pq ∈ (P Q)s 0 , and undefined otherwise-in the case where s(i 1 g)pq is not feasible at s 0 . This has two immediate consequences. The first that P Q respects nonempty meets is essential for being a type functor. The second is a useful characterisation of the min-partial function for maps (P Q)g.
Proposition 5.1
For g an arrrow in I, the function (P Q)g preserves non-empty meets.
Proof. From the general fact that inverse image of a partial function preserves nonempty intersections. 2
Proposition 5.2 Let g be an arrrow in
Proof. Clear from the definition of (P Q)g. 2
Given an arrow g : s 0 → s 1 in I, an order relation, whether it be B , F , M or , in (P Q)s 1 projects under F g to the corresponding order relation in (P Q)s 0 . The order in (P Q)s 0 is generally more refined than the image of that in (P Q)s 1 .
Function space is a type functor
Let P and Q be type functors where P respects primes. The main result of this section is: Theorem 6.1 The functor P Q is a type functor.
We have already seen that P Q respects meets (Proposition 5.1), so to prove this theorem it remains to show that finites and pullbacks are respected.
Function space respects finites
In 'bounding' the images of finite elements we'll make use of Leifer and Milner's relative pushouts [7] : Proof. The basic facts about rpos can be found in [7] . In particular, by universality, an rpo is determined to within isomorphism. The existence of rpos in I for g 1 
As 
Proof. The initial assumption of the lemma entails that the following diagram in I commutes
as well as that p ∈ Ps, q ∈ Qs, p ∈ Ps , q ∈ Qs with p = Pf (p) and q ∈ Qf (q).
Forming the rpo we obtain the diagram
in which all subdiagrams commute. We write p = Pg (p) and q = min(Qf , q )-the latter is defined as q ∈ Qf (q) and f g = f . Then p = Pf (p ), again as f g = f . So we get
using g i 0 = i 1 g and the minimality property of q , and
Corollary 6. 4 The functor P Q respects finites.
Proof. Let g : s 0 → s 1 in I. Given a prime element in the domain (P Q)s 0 , Lemma 6.3 allows us to produce a finite set which generates the prime's image under (P Q)g. Let ↓t be a prime in (P Q)s 0 . By Corollary 4.13, there is a finite subset U 0 of (P Q)s 0 which FM -generates ↓t. The tuples in U 0 have the form sipq and involve only finitely many name sets s, so bounded by a maximum size N . For each such name set s to within isomorphism there are finitely many ipo's
/ / s .
In such an ipo the name set s can have size at most N +|s 1 |. Letn be a choice of name set for each n ≤ N + |s 1 |. 
which is clearly a finite set. By Lemma 6.3, the image (P Q)g(t) is FMgenerated by the set (F g) −1 Gen. Recall the partial function F g such that (P Q)g = (F g)
Gen is finite and generates (P Q)g(t), which is therefore a finite element of (P 
show that x 0 = ↓s 1 (i 1 h 1 )pq is an element of (P Q)s 0 which meets the requirements for the function space to respect pullbacks, viz.
(1) The existence of x 0 presupposes that s 1 (i 1 h 1 )pq ∈ (P Q)s 0 . So we must check that s 1 (i 1 h 1 )pq is feasible. Once s 1 (i 1 h 1 )pq is known to be feasible, it will follow directly from Proposition 5.2 that x 0 is the minimum input yielding x 1 .
In order to show that s 1 (i 1 h 1 )pq is feasible, suppose that arrows i 0 : s 0 → s 0 and h 1 : s 0 → s 1 in I and p ∈ Ps 0 satisfy
We need to exhibit q 0 ∈ Qs 0 such that q ∈ (Qh 1 )q 0 . The arrows introduced so far form a diagram in I, consisting of the solid arrows below, in which the two solid squares commute:
. . 3 . By assumption, min((P Q)g 2 , x 3 ) exists. Hence min((P Q)g 2 , s 3 i 3 p 3 q 3 ) exists, and has to be the prime generated by s 3 (i 3 g 2 )p 3 q 3 ∈ (P Q)s 2 . Now we use the feasibility of the tuple s 3 (i 3 g 2 )p 3 q 3 : letting p 2 = (Ph 2 )(p ) in Ps 2 and observing that g 2 i 2 = i 3 g 2 , there must exist q 2 = min(Qg 2 , q 3 ).
But q 3 was an arbitrary path in the image Qg 1 (q), so min(Qg 2 , Qg 1 (q)) exists. Now as Q respects pullbacks, there must exist q 0 such that in particular q 0 = min (Qh 1 , q) . A fortiori q ∈ (Qh 1 )q 0 .
(2) It suffices to show that ((P Q)h 2 )(x 0 ) ⊆ x 2 . We first characterise certain tuples s 2 i 2 p 2 q 2 ∈ ((P Q)h 2 )(x 0 ) sufficient to generate ((P Q)h 2 )(x 0 ). Recall that x 0 = ↓s 1 (i 1 h 1 ) 
