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a b s t r a c t
Over the last 25 years, various fast algorithms for computing the determinant of a
pentadiagonal Toeplitz matrices were developed. In this paper, we give a new kind of
elementary algorithm requiring 56 · ⌊ n−4k ⌋ + 30k + O(log n) operations, where k ≥ 4
is an integer that needs to be chosen freely at the beginning of the algorithm. For example,
we can compute det(Tn) in n + O(log n) and 82√n + O(log n) operations if we choose
k as 56 and

28
15 (n− 4)

, respectively. For various applications, it will be enough to
test if the determinant of a pentadiagonal Toeplitz matrix is zero or not. As in another
result of this paper, we usedmodular arithmetic to give a fast algorithm determiningwhen
determinants of suchmatrices are non-zero. This second algorithmworks only for Toeplitz
matrices with rational entries.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The pentadiagonal Toeplitz linear systems of the form Tn · Xn = Cn, where
Tn =

a b c 0 0 · · · 0
d a b c 0 · · · 0
e d a b c
. . .
...
0 e
. . .
. . .
. . .
. . . 0
0 0
. . . d a b c
...
. . .
. . . e d a b
0 · · · 0 0 e d a

, Xn =

x1
x2
x3
...
...
xn−1
xn

, Cn =

c1
c2
c3
...
...
cn−1
cn

are of interest when dealing with fourth-order boundary value problems; see [1,2]. The problem of finding fast algorithms
computing det(Tn) are linked to the problem of obtaining efficient test for the existence of unique solutions of the related
PDEs [2].
Throughout the paper, we assume that c ≠ 0. If c = 0 and b = 0, Tn is a lower triangular matrix so, det(Tn) = an. If
c = 0 and b ≠ 0, one can use the arguments of this paper to obtain similar results.
There are two main contributions of this paper:
(i) The algorithms computing det(Tn) were given in the articles [3–7,1,8]. We should remind the reader that the
fastest algorithms known previously requires O(log n) operations as shown in 1985 [5] and 1988 [6]. In the algorithm we
E-mail address: zubeyir.cinkir@zirve.edu.tr.
0377-0427/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2011.11.017
Z. Cinkir / Journal of Computational and Applied Mathematics 236 (2012) 2298–2305 2299
Table 1
Some specific k values and the corresponding number of operations.
k 7 8 14 56

28
15 (n− 4)

The # of operations 8n+ O(log n) 7n+ O(log n) 4n+O(log n) n+O(log n) 82√n+ O(log n)
describe in Section 2, we choose an integer k ≥ 4 and then compute det(Tn). Depending on k, the algorithm requires
56 · ⌊ n−4k ⌋ + 30k + O(log n) operations. In this algorithm, the computation of det(Tn) is reduced to the computation of
cn−4 (can be done in O(log n) computations) and to the computation of the determinant of a 4× 4 matrix which is obtained
after (n − 4)-th iteration of linear transformations of a 4 × 2 matrix. We showed that this iteration can be computed in
56q + 14k + 16r − 41 number of operations, where n − 4 = q · k + r for some integers q and r satisfying 0 ≤ r < k. The
details can be found in Section 2.
Table 1 shows the required number of operations for some specific k values. Note that whenever k =

28
15 (n− 4)

,
the algorithm runs in 82
√
n + O(log n) number of operations. That is, the algorithm described in this paper needs O(√n)
operations. Although this is not the fastest one, this presents a new elementary method to compute det(Tn). The approach
we gave in this paper can possibly be improved for better results. In fact, having been inspired with this work, we will show
in a subsequent article [9] that det(Tn) can be computed in O(log n) operations via more elementary methods than the ones
used in [5,6].
(ii) We give an algorithm to test if det(Tn) is nonzero (see Section 3). In this algorithm, for a prime p that does not divide
any of a, b, c, d and e, we do the computations of the first algorithm (of Section 2) in mod p. The first major gain of this
algorithm is that the sizes of the numbers being dealt with is controlled by p, since we work in mod p. The second major
gain is that the number of iterations done as in Section 2 is reduced drastically. We need at most (p − 1)5 such iterations
(see Theorem 3.6). This algorithm works for Tn with rational entries.
2. Computing det(Tn)
Let a, b, c, d, e ∈ R with c ≠ 0, and let f : R −→ R be a function given by f (x) = −x · c−1. Although we work with
real numbers in this section, the results and their proofs are valid also for a, b, c, d, e ∈ C. We define a sequence of 4 × 2
matrices (A(i))i≥0 recursively as below. We have the following initial value:
A(0) =
a bd ae d
0 e
 . (2.1)
For each integer s ≥ 0, let (x, y, z, w) be the transpose of the j-th column of A(s), where j ∈ {1, 2}. Then the transpose of
the j-th column of A(s+1) is given by (y+ bf (x), z + af (x), w + df (x), ef (x)). More precisely, if
A(s) =
a11 a12a21 a22a31 a32
a41 a42
 , then A(s+1) =
a21 + bf (a11) a22 + bf (a12)a31 + af (a11) a32 + af (a12)a41 + df (a11) a42 + df (a12)
ef (a11) ef (a12)
 . (2.2)
Let A(s) = (aij) for some integer s ≥ 0. We denote the map sending A(s) to A(s+1) for every s ≥ 0 by F . That is,
we have F(A(s)) = A(s+1) for each s ≥ 0. For every integer n ≥ 4, we define a n × n matrix, P (s)n = (pij) such that
p1(n−1) = a11, p1n = a12, p2(n−1) = a21, p2n = a22, p3(n−1) = a31, p3n = a32, p4(n−1) = a41, p4n = a42, and pii = c for
1 ≤ i ≤ n − 2, p(i+1)i = b for 1 ≤ i ≤ n − 2, p(i+2)i = a for 1 ≤ i ≤ n − 2, p(i+3)i = d for 1 ≤ i ≤ n − 3, p(i+4)i = e for
1 ≤ i ≤ n− 4, and all the remaining entries of P (s)n are 0.
Eq. (2.3) below shows P (0)6 and P
(1)
6 in order:
c 0 0 0 a b
b c 0 0 d a
a b c 0 e d
d a b c 0 e
e d a b 0 0
0 e d a 0 0
 and

c 0 0 0 d− abc−1 a− b2c−1
b c 0 0 e− a2c−1 d− abc−1
a b c 0 −adc−1 e− bdc−1
d a b c −aec−1 −bec−1
e d a b 0 0
0 e d a 0 0
 . (2.3)
Lemma 2.1. For any integer n ≥ 4, we have det(Tn) = det(P (0)n ).
2300 Z. Cinkir / Journal of Computational and Applied Mathematics 236 (2012) 2298–2305
Proof. Let {C1, C2, . . . , Cn} be the column vectors of Tn. First, we successively interchange the 1st column with other
columns to make it the last column. This way we obtain the matrix with column vectors {C2, C3, . . . , Cn, C1}. Second, we
move the column vector C2 to the last position in the same way so that we obtain the matrix with the column vectors
{C3, C4, . . . , Cn, C1, C2}. This is nothing but P (0)n . Since we made 2(n − 1) column interchanges, we have the equality
det(Tn) = det(P (0)n ). 
Proposition 2.2. Let a, b, c, d, e in R, and let c ≠ 0. For every integers n and k such that 0 ≤ k ≤ n− 4, we have
det(P (0)n ) = ck det(P (k)n−k).
Proof. Wemultiply the first column of P (0)n by−ac−1 and add it to the (n-1)-th column. Thenwemultiply the first column by
−bc−1 and add it to the last column. Let R(0)n be the resulting matrix. We have det(P (0)n ) = det(R(0)n ). The only nonzero entry
in the first row of R(0)n is c which is the (1, 1)-th entry. Note that (1, 1)-th minor of R
(0)
n is P
(1)
n−1. Expanding the determinant
of R(0)n with respect to the first row gives det(R
(0)
n ) = c · det(P (1)n−1). Thus, det(P (0)n ) = c · det(P (1)n−1). Continuing the same
process k times, we obtain the result. 
Theorem 2.3. Let a, b, c, d, e in R, and let c ≠ 0. For every integers n and k such that 0 ≤ k ≤ n− 4, we have
det(Tn) = ck · det(P (k)n−k).
In particular,
det(Tn) = cn−4 · det(P (n−4)4 ).
Proof. The first part follows from Proposition 2.2 and Lemma 2.1. Then, the second part follows from the first part by taking
k = n− 4. 
In order to compute det(Tn) by using Theorem2.3,we first computeA(n−4) to find P (n−4)4 and thenwe compute det(P
(n−4)
4 ).
In this way, the main task is reduced to finding (n−4)-th iteration of a 4×2matrix under a linear transformation, and then
finding the determinant of a 4× 4 matrix. The following pseudo code describes this algorithm:
procedure computation of the determinant of Tn (A, B: matrices)
f (x) := −xc−1; F(A(s)) := A(s+1); (here A(s) is as given in Equation (2.2))
A :=
 a bd ae d
0 e
 ; and B :=
 c 0b ca b
d a
 ;
for i := 1 to n− 4
A = F(A);
end
d = cn−4 det([B, A]); (here [B, A] is a 4× 4 matrix)
{d is the determinant of Tn}.
LetA(s) be as given in Eq. (2.2). As can be seen fromEq. (2.2) and the definition of f , we can compute F(A(s)), i.e.,A(s+1), from
A(s) in 16 operations. Thus F n−4(A(0)) can be computed in 16(n − 4) operations. On the other hand, cn−4 can be computed
in O(log n) operations [10, pg 226]. Therefore, the algorithm above gives det(Tn) in 16n+ O(log n) operations.
The algorithms given in [3–7,1,8] require 24n− 59, 22n− 50,O(log n),O(log n), 14n− 28, 11n− 17, 9n+ 3 operations,
respectively. In fact, the algorithms given in [5,6] work for any Toeplitz matrices, and the methods used in [5,6] are of
different nature.
A special case is considered in [11]. Namely, if c = 1 = e and d = b, then it is shown [11, Section 3.4] that det(Tn) can be
computed in about 8n+ O(1) operations. The algorithm we described above requires 12n+ O(1) operations in this special
case.
Next,we give faster algorithms bymodifying our algorithmabove. First, we note thatmultiplication by c appearsmultiple
times in the algorithm we described, as it is used in f (x). In order to reduce the number of operations we set
a′ = a
c
, b′ = b
c
, c ′ = 1, d′ = d
c
, e′ = e
c
.
If we use these new values in the definition of Tn, we obtain the matrix T ′n. Clearly, we have det(Tn) = cn · det(T ′n). For the
matrix T ′n, we can follow the procedure applied to Tn so that we obtain the matrix S
(k)
m corresponding to P
(k)
m . That is, S
(k)
m is
nothing but P (k)m with new values a′, b′, c ′, d′ and e′. Applying Theorem 2.3 to T ′n gives det(T ′n) = det(S(n−4)4 ). Hence,
det(Tn) = cn · det(S(n−4)4 ). (2.4)
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Let A(s) be the matrix as given in Eq. (2.2). Then we have
F(A(s)) = A(s+1) =
a21 − b
′a11 a22 − b′a12
a31 − a′a11 a32 − a′a12
a41 − d′a11 a42 − d′a12
−e′a11 −e′a12
 . (2.5)
F 2(A(s)) = A(s+2) =
c1a11 − b
′a21 + a31 c1a12 − b′a22 + a32
c2a11 − a′a21 + a41 c2a12 − a′a22 + a42
c3a11 − d′a21 c3a12 − d′a22
c4a11 − e′a21 c4a12 − e′a22
 , (2.6)
where c1 = b′2 − a′, c2 = a′b′ − d′, c3 = b′d′ − e′, c4 = b′e′.
Note that computing {a′, b′, d′, e′} from {a, b, c, d, e} requires 4 operations and computing c1, c2, c3 and c4 requires 7
operations. Once these are computed, computing F 2(A(s)) from A(s) requires 28 operations. Having computed F 2, we can
find F 4(A(s)) = F 2(F 2(A(s))), F 6(A(s)) = F 2(F 4(A(s))), and F 2k(A(s)) = F 2(F 2k−2(A(s))) for every integer k ≥ 2. In this way, we
can compute A(n−4) from A(0) in 28 · n−42 + 7+ 4 = 14n− 45 operations if n is even. If n is odd, A(n−4) can be computed from
A(0) in 28 · n−52 + 16+ 7+ 4 = 14n− 43 operations. Thus, we can state the following remark:
Remark 2.4. For any integers k ≥ 4 and s ≥ 0, A(k+s) can be computed from A(s) in at most 14k− 45 operations.
Suppose F k(A(s)) = A(k+s) is computed from A(s) by the above procedure for some integer k ≥ 4 and that A(s) is given as in
Eq. (2.2). This means that i-th row of A(k+s), where 1 ≤ i ≤ 4, is the vector (ci1a11+ ci2a21+ ci3a31+ ci4a41, ci1a12+ ci2a22+
ci3a32+ ci4a42) for some computed values cij, where 1 ≤ j ≤ 4. Note that Fm+k(A(s)) = F k(Fm(A(s))) for every integerm ≥ 0,
and computing Fm+k(A(s)) from Fm(A(s)) requires 56 operations once cij’s are known.
Let n− 4 = k · q+ r for integers q and r such that 0 ≤ q and 0 ≤ r < k. Note that A(n−4) can be computed from A(0) in
at most 56q+ 14k− 45+ 16r + 4 operations. Thus we have the following remark:
Remark 2.5. For any integers k ≥ 4, A(n−4) can be computed from A(0) in at most 56 · ⌊ n−4k ⌋ + 30k − 41 operations. In
particular, A(n−4) can be computed in at most 7n + 171 operations if we choose k = 8. If we take k = 14, A(n−4) can be
computed in 4n + 363 operations at most. As in another example, if we work with k = 56, n + 1635 operations will be
enough to compute A(n−4).
By using Eq. (2.4), the definition of S(n−4)4 and Remark 2.5, our improved algorithm gives det(Tn) in 56 · ⌊ n−4k ⌋ + 30k +
O(log n) operations, where k is any integer greater than 3. In particular, we can compute det(Tn) in 7n+O(log n) operations
by using the algorithmwith k = 8. Similarly, det(Tn) can be computed in 4n+O(log n) operations by following the algorithm
with k = 14. The same procedure with k = 56 gives det(Tn) in n + O(log n) operations. If we take k =

28
15 (n− 4)

and
apply the algorithm, we obtain det(Tn) in less than 82
√
n+ O(log n) operations.
The following pseudo code is for this improved algorithm:
procedure computation of the determinant of Tn (A, B: matrices, n and k: integers)
f (x) := −x; F(A(s)) := A(s+1); (here A(s) is as given in Equation (2.2))
a′ := ac ; b′ := bc ; d′ := dc ; e′ := ec ;
A :=
 a
′ b′
d′ a′
e′ d′
0 e′
 ; and B :=
 1 0b′ 1a′ b′
d′ a′
 ;
r := Mod[n− 4, k]; q := n−4−rk ;
C = A(s);
for i := 1 to k
C = F(C);
end
F k(A(s)) := C;
for j := 1 to q
A = F k(A);
end
for t := 1 to r
A = F(A);
end
d = cn det([B, A]); (here [B, A] is a 4× 4 matrix)
{d is the determinant of Tn}.
Using the results of this paper, we will improve above algorithm in a subsequent paper.
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Example 1. Let a = 6, b = 2, c = 2, d = −4 and e = −2. For these values, we want to compute det(T50) by implementing
above algorithm with k = 14 in Mathematica [12]. Using the notation given before, a′ = 3, b′ = 1, d′ = −2 and e′ = −1.
Then we compute the transformation F in terms of these new values:
For A(s) =
a11 a12a21 a22a31 a32
a41 a42
 , we have F(A(s)) = A(s+1) =
 a21 − a11 a22 − a12a31 − 3a11 a32 − 3a12a41 + 2a11 a42 + 2a12
a11 a12
 and
F 2(A(s)) = A(s+2) =
 a31 − a21 − 2a11 a32 − a22 − 2a125a11 − 3a21 + a41 5a12 − 3a22 + a422a21 − a11 2a22 − a12
a21 − a11 a22 − a12
 .
Furthermore, F 14(A(s)) = A(s+14) is the following matrix −7827a11 + 5784a21 − 104a31 − 1460a41 −7827a12 + 5784a22 − 104a32 − 1460a42−19 020a11 − 2043a21 + 5680a31 − 1564a41 −19 020a12 − 2043a22 + 5680a32 − 1564a4211 464a11 − 1668a21 − 2355a31 + 1300a41 11 464a12 − 1668a22 − 2355a32 + 1300a42
5784a11 − 104a21 − 1460a31 + 565a41 5784a12 − 104a22 − 1460a32 + 565a42
 .
In this case, we have A(0) =
 3 1
−2 3
−1 −2
0 −1

. Then above algorithm gives
A(46) =
 −22209104806066 53722513536840−197502790975561 −2220910480606693190501354095 −14126145558975
53594133376230 −128380160610
 .
By using A(46), we obtain S(46)4 . Finally, we use Eq. (2.4) to compute
det(T50) = 186296000023514275934058807882910267074412544.
For the special case c = 1 = e and d = b, our improved algorithm takes at most 56 · ⌊ n−4k ⌋ + 24k + O(1) operations to
compute det(Tn), where k is an integer such that k ≥ 4.
We finish this section by giving a new proof of the 6-term recursive relation for the determinants of Tn’s, which was first
established in [3]. Let A(s) be as given in Eq. (2.2), and let s ≥ 4. We first compute F(A(s)), F 2(A(s)), F 3(A(s)), F 4(A(s)), F 5(A(s)),
and F 6(A(s)). Then, we compute det(P s4), det(P
s+1
4 ), det(P
s+2
4 ), det(P
s+3
4 ), det(P
s+4
4 ), det(P
s+5
4 ) and det(P
s+6
4 ). If we use
Theorem 2.3, we can easily verify that the following recursive relation of the determinants holds:
Theorem 2.6. Let a, b, c, d, e ∈ R with c ≠ 0. For every integer n ≥ 10, we have the following recursive relation:
det(Tn) = a det(Tn−1)+ (ec − bd) det(Tn−2)+ (cd2 + b2e− 2ace) det(Tn−3)+ ce(ce− bd) det(Tn−4)
+ ac2e2 det(Tn−5)− c3e3 det(Tn−6).
3. A fast algorithm to determine nonzero determinants via modular arithmetic
In this section, we give a criteria to decide when det(Tn) is non-zero without computing the determinant. We work with
a, b, c, d, e ∈ Z in this section. However, the results can be extended to the case a, b, c, d, e ∈ Q as explained at the end of
the section.
Wemainly dealtwith the case that c ≢ 0mod p, where p is a prime. Note that,we can find a prime p such that c ≢ 0mod p
for a given integer c.
If n = 0, then n ≡ 0 modm, for each positive integerm. We state the contrapositive of this simple fact as follows:
Lemma 3.1. Let n be an integer, and let m be a positive integer. If n ≢ 0 modm, then n ≠ 0.
Let p be a prime. If n is an integer with n ≢ 0 mod p, then it is invertible in Zp (with inverse np−2).
Let a, b, c, d, e ∈ Zwith c ≢ 0 mod p, and let f : Zp −→ Zp be a function given by f (x) = −x · cp−2. We considered the
sequence of 4× 2 matrices (A(i))i≥0 defined recursively in Section 2. In this section, we consider the same sequence (A(i))i≥0
in Zp. Similarly, we consider n× nmatrices P (s)n in Zp for any integers n and s such that n ≥ 4 and s ≥ 0.
Then Lemma 2.1, Proposition 2.2 and Theorem 2.3 have the following forms in mod p:
Lemma 3.2. For any integer n ≥ 4, we have det(Tn) ≡ det(P (0)n )mod p.
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Proposition 3.3. Let a, b, c, d, e in Z, and let c ≢ 0 mod p. For every integers n and k such that 0 ≤ k ≤ n− 4, we have
det(P (0)n ) ≡ ck det(P (k)n−k)mod p.
Theorem 3.4. Let a, b, c, d, e in Z, and let c ≢ 0 mod p. For every integers n and k such that 0 ≤ k ≤ n− 4, we have
det(Tn) ≡ ck · det(P (k)n−k)mod p.
In particular,
det(Tn) ≡ cn−4 · det(P (n−4)4 )mod p.
The main advantage of working in Zp is that the sequence (A(i))i≥0 has a simpler form.
Proposition 3.5. Let (A(i))i≥0 be the sequence of matrices with entries in Zp as defined before. For each fixed prime p, and fixed
a, b, c, d, e ∈ Zp − {0}, there exist a positive integer t such that
A(t) ≡ A(0) mod p.
Proof. Since Zp is a finite field, (A(i))i≥0 consists of finitely many different matrices. Let k and t be the smallest integers such
that t > k ≥ 0, and A(k) ≡ A(t) mod p. We need to prove that k = 0.
Assume that k > 0. Then the recurrence relation applied to both of A(k−1) and A(t−1) gives A(k). For any j ∈ {1, 2},
let (x, y, z, w) and (x0, y0, z0, w0) be the transpose of the j-th columns of A(k−1) and A(t−1), respectively. Then both of (y +
bf (x), z+af (x), w+df (x), ef (x)) and (y0+bf (x0), z0+af (x0), w0+df (x0), ef (x0)) are equivalent to the transpose of the j-th
columnofA(k) inmod p. That is, (y+bf (x), z+af (x), w+df (x), ef (x)) ≡ (y0+bf (x0), z0+af (x0), w0+df (x0), ef (x0))mod p.
This implies that (x, y, z, w) ≡ (x0, y0, z0, w0) mod p. Applying the same arguments to each column of A(k−1) and A(t−1)
gives that A(k−1) ≡ A(t−1) mod p. However, this contradicts with the minimality of k and t . The contradiction comes from
our assumption. Hence, k = 0. This completes the proof of the proposition. 
Theorem 3.6. Let p be a prime number as before. For each set of values {a, b, c, d, e} in Zp \ {0}, there exists a positive integer t
such that
det(Tn+t) ≡ ct · det(Tn)mod p, for every integer n ≥ 4.
In particular, det(Tn+t) ≢ 0 mod p iff det(Tn) ≢ 0 mod p for every integer n ≥ 4.
Proof. Since A(t) ≡ A(0) mod p for some positive integer t by Proposition 3.5, we have det(P (t)n ) ≡ det(P (0)n )mod p. On the
other hand, det(Tn) ≡ det(P (0)n )mod p by Theorem 3.4 with k = 0. That is, det(Tn) ≡ det(P (t)n )mod p.
Similarly, det(Tn+t) ≡ ct det(P (t)n )mod p by Theorem 3.4. This completes the proof. 
It follows from Proposition 3.5 and the definition of P (i)n that
P (i)n ≡ P (i mod t)n mod p, for any integer i ≥ 0. (3.1)
Using Eq. (3.1) and the second part of Theorem 3.4, we obtain the following theorem:
Theorem 3.7. Let a, b, c, d, e in Zp \ {0}, and let t be as given in Proposition 3.5. For every integers n and k such that
0 ≤ k ≤ n− 4, we have
det(Tn) ≡ cn−4 · det(P (n−4 mod t)4 )mod p.
In order to compute det(Tn) by using Theorem 3.7, we first find t such that A(t) ≡ A(0) mod p by successively evaluating
A(s)’s. Then we compute A(n−4 mod p) to find P (n−4 mod p)4 . We used Mathematica [12] to implement the algorithm outlined
above, and obtained the results below. For prime 2:
Theorem 3.8. Let (a, b, c, d, e) ≡ (1, 1, 1, 1, 1) mod 2, and let n ≥ 3. Then A(5) ≡ A(0) mod 2, and det(Tn) ≡ 0 mod 2 iff
n ≡ 2, 3 or 4 mod 5. In particular, det(Tn) ≠ 0 if n ≡ 0 and 1 mod 5.
For prime 3:
Theorem 3.9. Let n ≥ 3.
Let (a, b, c, d, e) ≡ (1, 1, 1, 1, 1) or (2, 2, 2, 2, 2)mod 3. Then A(5) ≡ A(0) mod 3, and det(Tn) ≡ 0 mod 3 iff n ≡ 2, 3 or
4 mod 5. In particular, det(Tn) ≠ 0 if n ≡ 0 or 1 mod 5.
Let (a, b, c, d, e) ≡ (1, 1, 1, 2, 1), (1, 2, 1, 1, 1), (2, 1, 2, 2, 2) or (2, 2, 2, 1, 2) mod 3. Then A(8) ≡ A(0) mod 3, and
det(Tn) ≡ 0 mod 3 iff n ≡ 5, 6 or 7 mod 8. In particular, det(Tn) ≠ 0 if n ≡ 0, 1, 2, 3 or 4 mod 8.
Let (a, b, c, d, e) ≡ (2, 1, 2, 1, 2) or (1, 2, 1, 2, 1) mod 3. Then A(10) ≡ A(0) mod 3, and det(Tn) ≡ 0 mod 3 iff n ≡ 2,
3, 4, 7, 8 or 9 mod 10. In particular, det(Tn) ≠ 0 if n ≡ 0, 1, 5 or 6 mod 10.
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Let (a, b, c, d, e) ≡ (1, 1, 2, 1, 2), (1, 2, 2, 2, 2), (2, 1, 1, 1, 1) or (2, 2, 1, 2, 1) mod 3. Then A(12) ≡ A(0) mod 3, and
det(Tn) ≡ 0 mod 3 iff n ≡ 2, 6, 9, 10 or 11 mod 12. In particular, det(Tn) ≠ 0 if n ≢ 2, 6, 9, 10, and 11 mod 12.
Let (a, b, c, d, e) ≡ (2, 2, 1, 1, 1), (2, 1, 1, 2, 1), (1, 2, 2, 1, 2) or (1, 1, 2, 2, 2) mod 3. Then A(24) ≡ A(0) mod 3, and
det(Tn) ≡ 0 mod 3 iff n ≡ 3, 5, 9, 10, 11, 15, 17, 21, 22 or 23 mod 24. In particular, det(Tn) ≠ 0 if n ≢ 3, 5, 9, 10, 11, 15,
17, 21, 22, and 23 mod 24.
Let (a, b, c, d, e) ≡ (1, 1, 1, 1, 2), (1, 1, 2, 1, 1), (1, 2, 1, 2, 2), (1, 2, 2, 2, 1), (2, 1, 1, 1, 2), (2, 1, 2, 1, 1), (2, 2, 1, 2, 2)
or (2, 2, 2, 2, 1) mod 3. Then A(26) ≡ A(0) mod 3, and det(Tn) ≡ 0 mod 3 iff n ≡ 2, 3, 11, 19, 20, 23, 24 or 25 mod 26. In
particular, det(Tn) ≠ 0 if n ≢ 2, 3, 11, 19, 20, 23, 24, and 25 mod 26.
If (a, b, c, d, e) ≡ (2, 2, 2, 1, 1), (2, 2, 1, 1, 2), (2, 1, 2, 2, 1), (2, 1, 1, 2, 2), (1, 2, 2, 1, 1), (1, 2, 1, 1, 2), (1, 1, 2, 2, 1),
or (1, 1, 1, 2, 2)mod3. Then A(80) ≡ A(0)mod3, and det(Tn) ≡ 0mod 3 iff n ≡ 4, 6, 7, 12, 13, 23, 24, 29, 30, 32, 37, 38, 39,
44, 46, 47, 52, 53, 63, 64, 69, 70, 72, 77, 78 or 79 mod 80. In particular, det(Tn) ≠ 0 if n ≢ 4, 6, 7, 12, 13, 23, 24, 29, 30,
32, 37, 38, 39, 44, 46, 47, 52, 53, 63, 64, 69, 70, 72, 77, 78, and 79 mod 80.
If Tn is given with rational numbers a, b, c, d and e, then we consider the pentadiagonal Toeplitz matrix T ′n given with
integers K · a, K · b, K · c, K · d and K · e, where K is the least commonmultiple of the denominators of a, b, c, d and e. Since
det(T ′n) = K n det(Tn), det(Tn) ≠ 0 iff det(T ′n) ≠ 0. Hence, we can extend the results of this section to the pentadiagonal
Toeplitz matrices with rational entries.
Example 2. Suppose T24 786 is given with a = 10, b = 17, c = 151, d = 28, and e = −14. Since (a, b, c, d, e) ≡ (1, 2, 1,
1, 1)mod 3 and n ≡ 2 mod 8, by using Theorem 3.9 we have det(T24 786) ≠ 0.
The following pseudo code is for the extended algorithm.
procedure testing if the determinant of Tn is zero (A, B: matrices, n : integer)
K := lcm(denom(a), denom(b), denom(c), denom(d), denom(e)); (lcm stands for the least common multiple, denom(x) is the
denominator of x)
a′ := K · a; b′ := K · b; c ′ := K · c; d′ := K · d; e′ := K · e;
Take prime pwhich does not divide any of a′, b′, c ′, d′, e′.
a′ := Mod(a′, p); b′ := Mod(b′, p); c ′ := Mod(c ′, p); d′ := Mod(d′, p); e′ := Mod(e′, p);
f (x) := Mod(−x(c ′)p−2, p); F(A(s)) := Mod(A(s+1), p); (here A(s) is as given in Equation (2.2))
A0 :=
 a
′ b′
d′ a′
e′ d′
0 e′
 ; and B :=
 c
′ 0
b′ c ′
a′ b′
d′ a′
 ;
t := 1; A = F(A0);
While A ≠ A0, do A = F(A); t := t + 1.
n0 := Mod(n− 4, t);
for i := 1 to n0
A0 = F(A0);
end
d := Mod(det([B, A0]), p); (here [B, A0] is a 4× 4 matrix)
{If d ≠ 0, then det(Tn) ≠ 0. If d = 0, no conclusion. One may retry the algorithm with another prime p}.
Example 3. Suppose T132 325 is given with a = 25 , b = 12 , c = 43 , d = 78 , and e = −46 . Then the least common multiple
of 5, 2, 3, 8, and 6 is 120. Thus, we consider the pentadiagonal Toeplitz matrix T ′132 325 given with integers 48, 60, 160, 105
and −80. Note that we can work with the prime p = 11 which does not divide any of these integers. Then, we find that
A(60) ≡ A(0) mod 11 by implementing the algorithm we described. Since 132 325 ≡ 25 mod 60, we compute A(21) mod 11
and then find det(P214 ) ≡ 7 mod 11. Hence, det(T132 325) ≠ 0.
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