Abstract-Random scheduling strategy has been emphasized and recommended in push-based P2P streaming systems due to its simplicity and high efficiency, and so is the latest first strategy in file sharing systems. However, how to take advantage of the low playout delay feature in the latest first strategy and the high playout probability feature in the random strategy still remains open. In this paper, we propose the LR2 strategy, which incorporates a segmented chunk selection strategy and a random push strategy. Compared with existent strategies, the LR2 strategy has higher playout probability and lower playout delay in live streaming, and has shorter last finish time in file sharing. On the other hand, live streaming and file sharing are unified into the same modeling framework in our strategy, and we think it can provide fundamental insights into studies on the integrated optimization of live streaming and file sharing in P2P network.
INTRODUCTION
With a large amount of peer-to-peer (P2P) streaming systems deployed on Internet, P2P live streaming technology has achieved a great success [1] [2] . A number of these systems employ push-based streaming schemes. In this type of scheme, each peer independently selects some neighbors so as to construct an unstructured overlay network. The live media content is divided into chunks and every peer periodically sends its buffer map of what chunks it has to its neighbors. Under the streaming scheme employed, at first the local peer selects a target peer and a target chunk according to their buffer maps, then it directly pushes the target chunk to the target peer. Obviously, it is possible for a peer to receive two identical chunks from different neighbors, and this will put a performance limit on the push scheme even though peers' upload bandwidth is utilized.
In many studies towards the push-based streaming systems, there are a lot of efforts made on enhancing the playout probability and reducing the playout delay, where the random scheduling strategy has been emphasized and recommended. The significant characters of the random scheduling strategy are its simplicity, robustness, high efficiency and good scalability. With some given parameter settings, a simple random scheduling strategy is near-optimal in terms of playout probability. However, the fundamental questions on its performance limits have not yet been answered completely. For instance, whether it is superior to the well-known latest first chunk selection strategy in terms of the playout delay, and whether its playout probability can be further improved still remains open.
To answer these questions, we propose an improved push-based strategy, and make important extensions to the modeling framework of live streaming to make it still available and effective in file sharing. Specifically, our contributions can be summarized as follows:
We propose the segmented chunk selection strategy combining with the random push strategy, i.e., the LR2 strategy. For one thing, the segmented chunk selection exploits the advantages of both the latest first strategy and the random strategy so that it can adapt to different diffusion phases in live streaming or file sharing. For another, we use a random push strategy to explore a peer's neighbors whose buffer map information is unknown, and we show this can efficiently increase the probability of successfully pushing a useful chunk to its neighbors.
The LR2 strategy can be well-accommodated in file sharing as well. We divide the file sharing process into a streaming phase and a finishing phase, and show the superiority of the latest first strategy over the random strategy during the finishing phase. Most importantly, with the help of such an extension, live streaming and file sharing can be unified into the same modeling framework.
Through simulation and numerical analysis, we demonstrate that the proposed LR2 strategy outperforms the existent latest first strategy and random strategy in both live streaming and file sharing.
The remaining parts of this paper are organized as follows. We review the related work in section II briefly. The modeling details of the LR2 strategy are introduced in section III. Performance evaluation is presented in section IV. We conclude this paper with discussion in section V.
II. RELATED WORK
There have been large amount of studies for P2P live streaming, and the recent development has been focusing on the multi-tree based overlay and mesh-based overlay. The key idea is to push live media content to the edges of 306 JOURNAL OF NETWORKS, VOL. 9, NO. 2, FEBRUARY 2014 internet, therefore the download bandwidth is assumed to be unlimited in the overwhelming majority of cases. There are some fundamental analytic results. In [3] , the rate optimality of the most deprived peer, random useful chunk algorithm, and the delay optimality of the random peer, latest blind chunk algorithm are shown. In [4] , the pull-based protocol, push-based protocol and some hybrid protocols and their performance are investigated through theoretical analysis and strict mathematic deduction. Abeni et al. [5] present the formal proof that there exists a distributed scheduling strategy which is able to distribute every chunk to all N peers in exactly 2 log 1 N    steps.
Massoulie et al. [6] show the optimality of the randomuseful packet forwarding algorithm for edge-capacitated networks, and also show the optimality of the mostdeprived neighbor selection scheme combined with random useful packet selection for node-capacitated networks.
Under the homogeneous bandwidth assumption, the minimum delay bound, streaming rate, minimum tree depth and their tradeoffs in multi-tree based overlay are derived in terms of the node degree, overlay size and so on in [7] [8] [9] , and only heuristic approach is presented if peers have heterogeneous bandwidth [8] . A simple stochastic fluid model is given in [10] , it can reveal the properties of the peers' real-time demand for content, peer churn, bandwidth heterogeneity, playback delay and etc. Dan et al. [11] [12] [13] [14] [15] present mathematical models to analyze the playout probability and scaling behavior of overlay multicast systems in terms of the playback delay and the overlay size. They show that the playout probability as a function of the playout delay is determined by the tail behavior of the per-hop delay distributions.
In [16] , various practically interesting streaming schemes are investigated through formulating and simulation. Some schemes, e.g., the random peer, latest useful chunk mechanism, can achieve near-optimal performance tradeoff. Fodor et al. [17] extend it by relaxing the complete-graph overlay assumption. They propose an analytic framework that allows the evaluation of scheduling algorithms. They consider the random and nearest strategies, and evaluate the playout delay, playout probability and the scalability of the two strategies. They conclude that the random strategy has fairly good performance for push-based P2P streaming systems. Furthermore [18] , they extend the previous work by considering the effect of the outdated buffer map information, node churn and a larger set of scheduling schemes. Through a similar but simplified method, Zhou et al. [19] study the rarest first and the greedy strategies in pull-based mode, and propose a mixed strategy that can exploit the advantages of both the two strategies. As further studies, in our recent work [20] we established an analytical framework for pull-based P2P live streaming schemes, where all streaming schemes are divided into three categories, the chunk first scheme, the peer first scheme and the epidemic scheme. Liang et al. [21] make a comparison study on the random pull scheduling, adaptive Queue-based Chunk Scheduling and Random Useful Packet Forwarding on the PlanetLab. They show that the performance of P2P streaming is insensitive to scheduling when the streaming rate is low and long playback delays are tolerable, and vice versa. In this case even simple random scheduling can achieve a close-tooptimal performance. This paper can be considered as an extension of [17] and [18] to some extent. They show that the latest first schemes are able to distribute fresh chunks fast, while these schemes have a limit on the diffusion rate. They also prove that the random schemes can achieve a good playout probability and playout delay trade-off. In this paper, we find it not sufficient only to use the random strategy through modeling and simulation, especially in the peer first scheme.
III. ANALYTICAL MODELS

A. System Modeling and Assumptions
In this paper, we consider a push-based P2P system consisting of a source server and N common peers. These peers form an overlay such that each peer has v neighbors, where α of them (denoted as neighbor set α) have exchanged their buffer maps, while other β peers (denoted as neighbor set β) not, as shown in Fig. 1 . We use i P to denote the diffusion rate of an arbitrary chunk i, i.e., it can be equivalently viewed as the probability that a given peer is in possession of chunk i.
The diffusion process is time slotted such that a new chunk is generated at the server at the beginning of each time slot and is directly transmitted to v randomly chosen peers. In Fig. 1 , the local peer l distributes the chunks to one of its v neighbors, say the remote peer r, according to its own strategy. Each peer maintains a buffer with size n, which stores n latest chunks received from its neighbors before the playout deadline. Since this paper is a direct extension of [17] and [18] , we make several assumptions consistent with them as follows:
We assume all peers have the same chunk distribution, and submit to the same chunk selection and peer selection strategies [17] [18] .
All peers have identical upload bandwidth, which is equal to the generation rate of new chunks at the source peer, while the download bandwidth is unlimited [17] [18].
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We will not repeat the research on the impact of node churn, since the authors in [18] have demonstrated that the performance of push-based system will not decrease as expected when node churn exists.
B. LR2 Strategy
A typical P2P file sharing process can be decomposed to three phases: initial phase, steady phase and finishing phase [22] . Generally, the research on live streaming and file sharing mainly focuses on the first two phases, since the steady phase is assumed to be relatively long [23] [24].
In P2P live streaming, the time span of the initial phase is usually measured in terms of playout delay, and the maximum steady diffusion rate in the steady phase is measured in terms of playout probability. In this paper, we combine the first two phases into the so-called streaming phase for convenience. As regard to file sharing, besides the first two phases, how to optimize the diffusion efficiency in the finishing phase is an important issue worthy of study.
For convenience of expression, we use a unified abbreviation LR2 to refer to the proposed strategy in live streaming or file sharing indiscriminately. For file sharing, the proposed LR2 strategy consists of a segmented chunk selection strategy, which employs the latest first strategy, random strategy and latest first strategy in the three diffusion phases respectively, i.e., the initial phase and finishing phase employ the same chunk selection strategy; and a random push strategy. For live streaming, the finishing phase can be neglected. In fact, the streaming phase in file sharing is basically equivalent to that in live streaming, and the finishing phase is the major difference between live streaming and file sharing, as In what follows, we will divide the whole diffusion process into streaming phase and finishing phase.
Correspondingly, the detailed models of the two phases in LR2 strategy will be discussed in sections III-C and III-D separately, and the performance evaluation of the two phases will be given in sections IV-A and IV-B respectively.
C. Streaming Phase 1) Chunk Selection Strategy
The basic idea of the segmented chunk selection strategy, which benefits from the studies in [19] , is to use the most front part of the buffer, from position 1 to s, to diffuse the fresh chunks to as many peers as quickly as possible; and to use the remaining part of the buffer, from position s+1 to n, to maximize the playout probability (see Fig. 3 ). Briefly speaking, we want to take advantages of the short playout delay of the latest first strategy and the high playout probability of the random strategy.
Due to the high degree of complexity of the recursive formulas, further studies to calculate the tight lower or upper bound for s are not given in this paper. For instance, as regard to an overlay of 6400 peers, a buffer with length 40 is large enough to fulfill the playout requirement, therefore we can find an optimal s even by a simple enumeration [19] . In fact, the optimization requirement for s may not be very strict in practice. Abeni et al. [5] formally prove that the minimum number of time slots needed to distribute a chunk to all N peers is exactly 2 log 1 N    . Therefore, we will use this conclusion to evaluate all recursive formulas by using numerical iterative method. Recall that, for the latest first chunk selection, a peer will select a chunk which has the fewest number of copies in the swarm. Under this strategy, the selection priority is given from chunk 1 to chunk n in its buffer; for the random chunk selection, a peer will select a chunk in its buffer randomly. Suppose the local peer's buffer is partitioned by a demarcation point s, the latest first strategy is used first from the buffer position 1 to s. If no chunk can be downloaded using the latest first strategy, then the random strategy is used from the buffer position s+1 to n. When s=1, the segmented strategy is the same as the random strategy; when s=n, the strategy turns into the latest first strategy.
In this paper, we will focus on two categories of schemes, i.e., the chunk first (CF) scheme and the peer first (PF) scheme [20] . In the CF scheme, the decision which chunk is chosen is made only based on the local peer's buffer, irrespective of its neighboring peers' buffer maps, and this is very different from the definition of CF scheme in [20] . In the PF scheme, the decision which chunk is chosen is made based on the chosen neighbor's 308 JOURNAL OF NETWORKS, VOL. 9, NO. 2, FEBRUARY 2014 buffer map. Therefore, according to whether the neighboring peers' buffer maps are needed when making the chunk selection decision, we derive the formulas of the segmented strategy in the following two cases.
1) Chunk Selection First
In this case, we use 0,i S (the subscript 0 means no buffer map is needed) to denote the probability that the local peer will choose chunk i as the target chunk [16] [20], then we have: In equation (2), the factor 1 s P  means that the random strategy can only be used when none of the first s chunks in the buffer is present in the local peer.
2) Peer Selection First
Define i Q as the probability that the local peer has chunk i while the remote peer does not, this guarantees a successful push, then we have:
(1 )
In this case, similar to equation (2), we use 1,i S (the subscript 1 means only one neighbor's buffer map is needed) to denote the probability that the local peer will choose chunk i as the target chunk [20] , then we have:
a) Random Push Strategy
The core idea of the random push strategy lies in that, first the local peer tries to select a useful peer in neighbor set α, if all its neighbors do not need the chunks the local peer has, the local peer will select a peer in neighbor set β randomly to push the latest chunk it has. In the random push strategy, we use 0, ' i S to represent the probability that chunk i is selected as the target chunk [16] , therefore:
Note that, as the buffer maps of peers in neighbor set β are unknown, whether a target peer or a target chunk is selected first will put no impact on the modeling of the streaming schemes.
3) Chunk Selection First
The probability that peer l will choose peer r among its neighbors in neighbor set α that are lack for chunk i is denoted by P  [18] , so we have:
where the notation k n C denotes the number of kcombinations from a set which has n elements.
For peers with buffer map already exchanged before, suppose ,i P  is the probability that at least one peer in neighbor set α is selected as the target peer and chunk i is selected as the target chunk [18] , then we have:
For peers without buffer map exchanged yet, suppose
is the probability that at least one peer in neighbor set β is selected randomly as the target peer and chunk i is selected as the target chunk on this premise that all peers in neighbor set α already have chunk i in their buffers, then we obtain: 
Then it can be obviously seen from the above approximation formula that ,i P  is independent of v-α. In other word, when α is fixed, there is an upper limit existing in the performance improvement benefited from the random push strategy. Given the above, we can deduce the recursive expression of 1
4) Peer Selection First
Here, some results of [18] are used to derive our unified model. The detailed derivation process for equation (11) and equation (12) are also given in [18] .
Suppose u P to be the probability that the target peer is useful to the local peer l, then:
The probability that peer l will select peer r is:
JOURNAL OF NETWORKS, VOL. 9, NO. 2, FEBRUARY 2014 309
For peers with buffer map exchanged before, similar to equation (7), ,i P  is the probability that at least one peer in neighbor set α is selected as the target peer and at the same time chunk i is selected as the target chunk [18] , then we have:
For peers with buffer map exchanged before, similar to equation (8), ,i P  is the probability that at least one peer in neighbor set β is selected randomly as the target peer and at the same time chunk i is selected as the target chunk on this premise that all peers in neighbor set α are not useful to the local peer, then we have:
When v-α is large, similar to equation (9), the above equation can be simplified to:
Given the above, we have:
D. Finishing Phase
Suppose the target file has n chunks. Denote ,1 i P as the probability that chunk i is present in the buffer when the last chunk of the file has just been generated. Denote , ik P as the probability that chunk i is present in the buffer at the end of the k-th time slot. Similar to equation (3) The chunk selection strategy in the first two phases can also be expressed as equation (2) and equation (4) by regarding the buffer length n as the file size. Correspondingly, the latest first chunk selection strategy of the CF scheme and the PF scheme in the finishing phase can be expressed as equations (17) and (18) (
After all chunks of the file being injected into the overlay, there must be some extra time slots before each chunk is present in all peers' buffers. In consequence, there are n recursive formulas, one per chunk in the file, and then the downloading process can be expressed as follows: (13) and (15), or equations (7) and (9) . The recursive process will terminate when , 1
IV. PERFORMANCE EVALUATION
A. Comparison of Streaming Phase
In this section we compare the latest first strategy, the random strategy and our LR2 strategy. We will solve and plot the difference equations in section III numerically in an iterative way [18] [19] [20] . We use a discrete eventdriven simulator to validate the performance of the LR2 strategy [20] . In the following simulations, unless otherwise specified, the overlay size, buffer size and the size of the neighbor set α are set to N=200, n=20 and α=10 respectively. In addition, we assume the size of the neighbor set α in Fig. 1 is relatively small compared with the neighbor set size v, by which it is easy to analyze how much better performance we will benefit from the neighboring peers without buffer maps exchanged. As a consequence, we will keep the neighbor set size v much larger than α in simulation, i.e., 10
v   .
1) Buffer Status
Fig . 4 illustrates the buffer status of all considered strategies, i.e., the playout probability of all positions in the buffer. We can see that all numerical results of our models fit the simulation results well.
For the CF scheme, there exists significant discrepancy between all considered strategies. The random strategy has an unexpected poor performance. When the position in the buffer exceeds 10, the playout probability of the latest first strategy converges to a stable value slightly larger than 0.85, while the playout probability of the LR2 strategy still has a steady small increase, until larger than 0.9. For the PF scheme, the LR2 strategy has better performance than the latest first strategy by a narrow margin and the playout probability of both the two strategies can reach to 0.9 even with such a small buffer size of 20. The random strategy also has the poorest performance.
When the diffusion rate of a typical chunk reaches a relatively high level, the probability that more than one peer push the same chunk to one target peer in one time slot increases, which is the major limitation in the latest first strategy. Although this would not be a problem in the random strategy, there is another drawback, i.e., the fresh chunks cannot be distributed rapidly. Therefore, the playout probability in the random strategy can only be acceptable when the chunk index (position in the buffer) is large. Unlike the latest first and the random strategies, the LR2 strategy takes advantage of the high diffusion speed of the fresh chunks in the latest first strategy and the high playout probability of the random strategy. 
2) Impact of Playout Delay
Fig . 5 illustrates the playout probability versus the playout delay for all considered strategies. For the CF scheme, when playout delay exceeds 20, the playout probability of our LR2 strategy and the latest first strategy can exceed 0.9 and 0.8 respectively. However, the playout probability of the random strategy cannot exceed 0.8 until the playout delay is larger than 50. For the PF scheme, all strategies have better performance.
In both of the two schemes, the advantage of the LR2 strategy over the latest first strategy becomes apparent only when the playout delay is relatively large, since we use a fixed demarcation point s.
3) Impact of Size of Neighbor Set α Fig. 6 shows the impact of the size of neighbor set α on the playout probability for all considered schemes. For the CF scheme, if α is larger than 10, the playout probability converges to a fixed value. The LR2 strategy outperforms other two strategies significantly. Surprisingly, the latest first strategy is superior to the random strategy. This seems to be a contradiction with the conclusion in [17] and [21] , which shows the advantage of random strategy over other strategies. We think the comparison made in [17] and [18] is not reasonable, as the random chunk selection strategy is combined with the PF scheme while the latest first chunk selection strategy with the CF scheme. For the PF scheme, the playout probability decreases very slightly with the increasing of α, which is contrary to the CF scheme. Obviously, the PF scheme has better performance than the CF scheme. Fig. 7 evaluates the scalability of all considered scheme in terms of the size of overlay, i.e., the total number of peers, from 200 to 6400. We plot the playout delay of all considered strategies when their playout probability is just over a threshold 0.85. For the CF scheme, the LR2 strategy has a shorter playout delay than the random strategy. This is mainly because the former part of the LR2 strategy is in fact the latest first strategy. For the PF scheme, all three strategies have relatively short playout delay, and the LR2 strategy has a slight advantage as well. The advantage of the LR2 strategy over the latest first strategy mainly lies in the effect of the random push strategy, i.e., the neighbors without buffer maps exchanged can also have the chances to get chunks in the LR2 strategy. Noticeably, although the playout delay of latest first strategy seems close to the LR2 strategy, its playout probability under the same playout delay is lower than LR2, as shown in Fig. 6 . 
4) Scalability
B. Comparison of Finishing Phase
In order to compare the performance of different chunk selection strategies in the finishing phase, we will examine the impact of different chunk selection strategies on the finishing phase of file sharing under the same initial value. Here we only consider the PF scheme, since it is employed by almost all kinds of P2P file sharing systems, e.g., the BitTorrent-like systems. Fig. 8 plots the variation of buffer status with the increasing of the time slot k. Obviously, the last finish time, i.e., the time interval needed to diffuse the target file to all peers, is equal to the time slot k that the playout probability of all chunks in the buffer reaches 1. The initial state (k=1) comes from the buffer status when using our LR2 strategy in the PF scheme, as Fig. 4 shows. The random strategy does not perform as well as expected in the finishing phase, while the latest first strategy outperforms the random strategy evidently. When k=10, the probability of the chunks in the lowest position of the buffer is just close to 0.2 under the random strategy, while this value is over 0.8 under the latest first strategy. The buffer under the latest first strategy is filled up in 29 time slots, while under the random strategy this is not true even at the end of the 36-th time slot. We speculate that the result is an explanation from another perspective for the slowing down phenomenon when close to completion in many P2P file sharing systems. 
V. CONCLUSION
In this paper, we propose a push-based P2P live streaming strategy, i.e., the LR2 strategy, which consists of a segmented chunk selection strategy and a random push strategy. We show in the segmented chunk selection strategy that it has advantages of both the latest first strategy and the random strategy, namely the low playout delay feature and high playout probability feature. We also show in the random push strategy that there exists an upper limit to further improve the playout probability when the proportion of the neighboring peers whose buffer maps have been exchanged is fixed. Compared with the random strategy and the latest first strategy, the LR2 strategy has higher playout probability, even with a few neighboring peers connected, and has lower playout delay, even with a large overlay size. On the other hand, we can see that the peer first scheme outperforms the chunk first scheme in almost all of our considered cases, and this may account for the reason that why practical BitTorrent-like systems prefer the peer first scheme.
For another, we regard the file sharing process as a streaming phase followed by a finishing phase such that live streaming and file sharing can be unified into the same modeling framework. In such a framework, we also show the superiority of the latest first strategy over the random strategy during the finishing phase in terms of the last finish time.
On the basis of this work, there are still some valuable extensions in future work. First, how to combine different chunk selection strategies to obtain an optimal solution in the proposed strategy will be challenging. Second, the unified model of file sharing and live streaming can be further incorporated into the BitTorrent systems to achieve adjustable tradeoffs between playout delay and playout probability.
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