1 Collapse of the the polynomial time hierarchy
As an extension of the P vs. NP question we can consider the relationship between Σ Proof We use the operator notation for a concise proof. Assume Σ
where the assumption is used in the second equality. Similarly,
We can now conclude the proof by induction.
Proof Follows from the next proposition, since PSPACE has complete problems.
Proposition 3 If PH has a complete problem then PH = Σ p k for some k.
Proof If PH has a complete problem L, then by definition of PH there exists a k such that L ∈ Σ p k . Since all of PH reduces to L by assumption and since Σ p k is closed under reductions we get that PH = Σ p k .
Time space lower bounds for SAT
We have already seen examples of time space lower bounds for one-tape Turing machines using crossing sequences. These were very tailormade to the specific model of computation. In this section we show how to derive lower bounds in a realistic model of computation.
The model will be a multi-tape Turing machine model, with the addition of having random access work tapes. We model these as a pair of tapes: the work tape and a sequential access index-tape. Most of the notions and results we have studied for the purely sequential model can be transferred to to random access model. For details we refer to the lecture notes from Dieter van Melkebeek's course.
Definition 4 DTISP(T (n), S(n)) is the class of languages accepted by a Turing machine simultaneously in time T (n) and space S(n).
The lower bound we derive in this section is for the class NTIME(n). This implies essentially the same lower bound for the concrete problem SAT using the following result, that we state without proof.
We now state the main lower bound.
Proof Under the assumption NTIME(n) ⊆ DTISP(n c , n d ) we will derive the following 3 lemmas.
Proof Let L ∈ DTISP(T, S) and consider a Turing machine M running in time T (n) and space S(n) deciding L. Let b be a parameter. Now,
where c 1 , . . . , c b−1 are encodings of configurations of M and c i−1 T /b c i means that the configuration c i is reached from c i−1 in at most T /b steps, and c 0 is the start configuration and c b is (without loss of generality) the unique accepting configuration.
We simulate this by a Σ 2 machine. The ∃ quantifier takes time O(bs) to simulate. The f orall quantifier takes time O(log b) to simulate. The check of c i−1 T /b c i takes time O(S + T /b), since each step can be computed in constant time using random access. Thus L is in Σ 2 −TIME(bS+T /b). Setting b = T /S gives the result.
for some relation R ∈ DTIME(O(n)). Let n = |x| and N = |x| + |x| a . Then the check (∀z ∈ Σ |x| a )R(< x, y, z >) can be done in co − NTIME(N ). By the assumption of the Theorem this can then be done in DTIME(N c ). Intoducing the ∃ quantifier back then means that L ∈ NTIME(N c ) = NTIME(n ac ).
Lemma 9 (3) NTIME(n 2 ) ⊆ DTISP(n 2c , n 2d ).
Proof Using "padding". Let L ∈ NTIME(n 2 ). Define L = {0 |x| 2 −|x|−1 1x | x ∈ L}. Now L ∈ NTIME(n), by removing the padding and runnning algorithm for L. By the assumption of the Theorem we now have that L ∈ DTISP(n c , n d ). This then implies that L ∈ DTISP(n 2c , n 2d ) by inserting the padding and running the algorithm for L .
Using these we can conclude the proof:
⊆ NTIME(n c(c+d) ) .
The conclusion now follows from the nondeterministic time hierarchy theorem since by assumtion c(c + d) < 2.
Exercise: Why was the padding step necessary?
3 Karp-Lipton Theorem
Proof Assume that NP ⊆ P/poly. We prove that Π
where
We have L ∈ NP and hence L ∈ P/poly. Furthermore, from this we can construct a multi-output circuit C such that when x ∈ L we have that for all y the predicate R(x, y, C(x, y)) is true. Thus,
and hence L ∈ Σ p 2 .
Meyer's Theorem
Theorem 11 If EXP ⊆ P/poly then EXP = Σ p 2 .
Proof Assume EXP ⊆ P/poly. Let M be a Turing machine deciding L ∈ EXP in exponential time. Assume that M has only one tape. Define the language L M by (x, i, j, c) ∈ L M if and only if on input x, at time step i the j'th symbol of the tape contains c. (Here we assume for simplicity that the content of the tape cell also encodes the state of the machine and if the read/write head is scanning the tape cell). Now it it easy to verify that if L ∈ EXP then L M ∈ EXP. Thus by assumption L M ∈ P/poly. We can use the existence of this circuit to compute L. Now, we have x ∈ L ⇔ (∃ p C)(∀s) : "step s is correct" and C(x, 1, T, ) is accepting.
and thus L ∈ Σ p 2 . We check that step s is correct using the circuit C by locally checking consistency of the tableuax.
Remark: The above theorem is not relativizable, i.e, there exists an oracle suchA that EXP A ⊆ P A /poly, but EXP A = Σ p 2 .
Relativization
Most of the results seen so far have been relativizable, i.e. for any language A the results remains true when the computational models have oracle access to A. Here we will see that the P vs. NP question can't be resolved by relativizable techniques alone.
Theorem 12 There exists languages A and B such that P A = NP A and P B = NP B .
Proof We can let A be the language TQGF complete for PSPACE. We have
Once B is constructed, we let U B = {1 n | ∃x ∈ B : |x| = n}. Note that U B ∈ NP B . We will ensure that U B / ∈ P B . The construction of B ensuring this will be in stages. For a given i, let M i be the oracle Turing machine described by the binary expansion of i. In stage i we will ensure that M B i does not decide U B in time 2 n /10. We build sets I and O such that I ⊆ B and O ⊆ B. We can let B be any set such that I ⊆ B and O ⊆ B.
Stage i: Choose n larger than any string currently in I and O. Run M i on input 1 n for 2 n /10 steps. We answer the queries M i performs to the oracle as follows. We answer NO to queries already in O and YES to queries already in I. We put all new queries in O and answer NO to these. Now, if M i accepts, we put all strings of length n in O. If M i rejects, we pick some string of length n not queried by M i and put in I (such a string must exists, since there are 2 n strings of length n and M i only runs for 2 n /10 steps).
Assume that U B ∈ P B . Then there exists some i such that M i accepts U B in time at most 2 n /10. Let n be the length of strings considered in stage i. If M i accepts 1 n then there is no strings of length n in B. Hence 1 n / ∈ U B . If M i rejects 1 n , then there is some string of length n in B. Hence 1 n ∈ U B . This contradicts that M i decides U B .
Ladner's Theorem
Remark: This was only briefly mentioned in the lecture.
Theorem 13 Assume P = NP. Then there is a language T ∈ NP \ P that is not NP-complete under ≤ p T reductions.
Proof We will define F ∈ P such that T = SAT ∩ F has the desired properties. Here F = {x | f (|x|) is odd} for a function f to be specified.
We considerer enumerations of both standard polynomial time Turing machines with polynomial clocks and oracle Turing machines with polynomial time clocks.
The computation of f (n) is as follows: We the following procedure for n 3 computation steps. Run through iterations i = 1, . . . . When the n 3 computation steps runs out, output the current iteration count i.
In iteration i+1 we do the following: Run through all inputs x in lexicographical order to find one that fails. When i + 1 is odd we try to fail the i + 1'th oracle Turing machine. When i + 1 is even we try to fail the i + 1'th standard Turing machine. Once a failure is found, we increment i and proceed to next iteration.
The failure check for x is as follows:
• i + 1 is even: We check if M i incorrectly determines if x ∈ SAT ∩ F . We can check x ∈ SAT in exponential time by exhaustive search. We check that x ∈ F by computing f recursively.
• i + 1 is odd we see if M i fails to reduce SAT to T on input x. The computation involves checking membership of some string in SAT and T. These are done as above.
We now show that the set F has the correct properties. If F ∈ P then F = L(M i ) for some i and hence failure will never be found in iteration i (if reached).
If F is NP-complete, and M i reduces SAT to F , then failure will never be found in teration i (if reached).
Thus if the conclusion of the theorem does not hold, the function f is bounded by a constant. Suppose that f (n) = i for i odd for all sufficiently large n. Then F is equal to SAT, except for finitely many strings. Furthermore the machine M i correctly decides SAT ∩ F . We can thus also decide SAT in polynomial time by hardwiring the answer for the finitely many strings where SAT and F differ.
Suppose that f (n) = i for i even for all sufficiently large n. Then F is a finite set. Furtermore the machine M i correctly reduces SAT to F by a Turing reduction. However we can hardwire the finitely many YES-answers to obtain a polynomial time algorithm for SAT.
This completes the proof.
