A tree diagram is a tree with positive integral weight on each edge, which is a notion generalized from the Dynkin diagrams of finite-dimensional simple Lie algebras. We introduce two nilpotent Lie algebras and their extended solvable Lie algebras associated with each tree diagram. The solvable tree diagram Lie algebras turn out to be complete Lie algebras of maximal rank analogous to the Borel subalgebras of finite-dimensional simple Lie algebras. Their abelian ideals are completely determined. Using a high-order Campbell-Hausdorff formula and certain abelian ideals of the tree diagram Lie algebras, we solve the initial value problem of first-order evolution partial differential equations associated with nilpotent tree diagram Lie algebras and high-order evolution partial differential equations, including heat conduction type equations related to generalized Tricomi operators associated with trees.
Introduction
In 1905, Schur [Si] proved that the maximum number of linearly independent commuting n × n matrices is [|n 2 /4|] + 1. Jacobson [J1] (1944) gave a simplified derivation of Schur's result. Malcev [M] (1945) determined the abelian subalgebras of maximal dimension of a finite-dimensional semisimple Lie algebra. Kostant [K1] (1965) found a connection of Malcev's result with the maximal eigenvalue of the Laplacian acting on the exterior algebra of the Lie algebra via the adjoint representation. Moreover, he [K2] (1998) related abelian ideals of a Borel subalgebra to the discrete series representations of the Lie group. Panyushev and Röhrle [PR] (2001) described spherical orbits in terms of abelian ideals.
Furthermore, Panyushev [P] (2003) gave a correspondence of maximal abelian ideals of a Borel subalgebra to long positive roots. Suter [Sr] (2004) determined the maximal dimension among abelian subalgebras of a finite-dimensional simple Lie algebra purely in terms of certain invariants and gave a uniform explanation for Panyushev's result. Besides, he gave a generalization and explanation of the symmetry property of a certain subposet of Young's lattice. Kostant [K3] (2004) showed that the powers of the Euler product and abelian ideals of a Borel subalgebra are intimately related. There were many results on non-abelian ideals of Borel subalgebras ( cf. [AKOP] , , [KOP] ) and structure of nilpotent Lie algebras (e.g., cf. [FS] , [GK] , [Sl1] , [Sl2] ).
Barros-Neto and Gel'fand [BG1,BG2] (1998 studied fundamental solutions for the Tricomi operator. Our initial motivation of this work is to solve heat conduction type evolution partial differential equation related to generalized Tricomi operators associated with trees. It turns out that some abelian ideals of certain "tree diagram solvable Lie algebras" have to be used. This motivates us to introduce two nilpotent Lie algebras and their extended solvable Lie algebras associated with a general tree diagram. Familiar examples of such solvable Lie algebras are the Borel subalgebras of special linear Lie algebras and symplectic Lie algebras. The abelian ideals of these solvable Lie algebras are completely determined. Moreover, we completely solve the first-order evolution partial differential equations associated with nilpotent tree diagram Lie algebras and high-order evolution partial differential equations, including heat conduction type equations related to generalized Tricomi operators associated with trees. Below we give a more detailed technical introduction.
Barros-Neto and Gel'fand [BG1,BG2] (1998 Denote by C the field of complex numbers. Graphically, the above equation is related to the Dynkin diagram of the special linear Lie algebra sl(n + 1, C): . . e n 0 + 2n 1 − 3 e n 0 + 2n 1 − 1 P P P P e n 0 + 2 . . . e n 0 + 2n 2 − 2 P P P P P e n 0 + 2n 2 which is the Dynkin diagram of the orthogonal Lie algebra so(2n, C) when n 1 = n 2 = 1, and the Dynkin diagram of the simple Lie algebra of types E 6 , E 7 , E 8 if (n 0 , n 1 , n 2 ) = (3, 1, 2), (3, 1, 3), (3, 1, 4), respectively. In fact, when (n 0 , n 1 , n 2 ) = (3, 2, 2), (4, 1, 3), (6, 1, 2), it is also the Dynkin diagram of the affine Kac-Moody Lie algebra of types E
6 , E
7 , E
8 , respectively (cf. [Kv] ). These diagrams are special examples of trees in graph theory.
A tree T consists of a finite set of nodes N = {ι 1 , ι 2 , ..., ι n } and a set of edges
such that for each node ι i ∈ N , there exists a unique sequence {ι i 1 , ι i 2 , ..., ι ir } of nodes with 1 = i 1 < i 2 < · · · < i r−1 < i r = i for which
We also denote the tree T = (N , E). We identify a tree T = (N , E) with a graph by depicting a small circle for each node in N and a segment connecting ith circle to jth circle for the edge (ι i , ι j ) ∈ E (cf. the above Dynkin diagrams of type A and E). For a tree T = (N , E), we call the differential operator
a generalized Tricomi operator of type T . Moreover, we call the partial differential equation
a generalized heat conduction equation associated with the tree T , where u is a function in t, x 1 , x 2 , ..., x n . For instance, the generalized heat equation of type T E n 0 n 1 ,n 2 is:
)(u).
(1.8)
Let m 1 , m 2 , ..., m n be n positive integers. The difficulty of solving the equation (1.7) is the same as that of solving the following more general evolution partial differential equation:
One of our main objectives is to solve the equation (1.9) subject to the initial condition:
where f is a given continuous function and a i are given positive real constants.
Our strategy of solving the above problem is first to attack simpler first-order evolution partial differential equations. Denote by Z + the set of positive integers. We define a tree diagram T d to be a tree T = (N , E) with a weight map d : E → Z + , denoted
Moreover, we associate a tree diagram T d with a first-order partial differential equation:
The above equation is a "dual" of (1.9) in a certain sense. It is also an equation of polynomial transformations for vector fields and may have practical applications. Our another objective is to solve (1.11) subject to the initial value condition:
for any given first-order differentiable function f . We remark that completely solving a linear partial differential equation with large number of variables is in general a difficult problem. The method of characteristic lines usually works only for linear partial differential equations with few variables. In order to solve (1.11), we have to use certain hidden symmetry.
Given a positive integer n, we denote
(1.13) the associative algebra of differential operators in n variables. Moreover, we define a Lie
(1.14)
For any tree diagram T d = (N , E, d), we define the upward nilpotent Lie algebra of differential operators associated with T d by
A node ι i of a tree T is called a tip if there does not exist i ≤ j ≤ n such that (ι i , ι j ) ∈ E. Set Ψ = the set of all tips of T .
(1.16)
The downward nilpotent Lie algebra of differential operators associated with T d is defined by L 0 (T d ) = the Lie subalgebra of A generated by
The Lie algebra L 0 (T d ) is the hidden symmetry of the equation (1.11), while the hidden symmetry of the equation (1.9) is of the form
are nilpotent Lie algebras of maximal rank (e.g., cf. [Sl1] , [GK] ).
Extend the above nilpotent Lie algebras to: 19) respectively. According to [MZJ] , both
are natural analogues of the Borel subalgebras of finite-dimensional simple Lie algebras.
In Section 2, we will completely determine the abelian ideals of the Lie algebra
The abelian ideals of the Lie algebra L 1 (T d ) will be determined in Section 3. In Section 4, we will use some abelian ideals of L 1 (T d ) and a high-order Campbell-Hausdorff formula to solve the equation (1.11) subject to the condition (1.12). In Section 5, we will use the results in Section 4 to solve the equation (1.9) subject to the condition (1.10). We would like to thank the referee for helpful comments.
Upward Tree Diagram Lie Algebras
In this section, we will study the structure of the Lie algebra
For a node ι i in a tree T , the unique sequence
of nodes with 1 = i 1 < i 2 < · · · < i r−1 < i r = i satisfying (1.5) is called the clan of the node ι i . The node ι i r−1 is called the parent of the node ι i , denoted as ι p(i) . It can be verified that the following set
In order to find the dimension formula of L 0 (T d ), we define ℓ(m 1 ) = m 1 + 1 and
for any positive integers m 1 , · · · , m r , m. For instance,
Denote by N the additive semigroup of nonnegative integers. Then
The cardinality of (2.5) is exactly ℓ(m 1 , ..., m r , m).
Proposition 2.1. We have:
where we have used the notion (2.1).
For two subspaces U and V of a Lie algebra G, we define
The central series
The Lie algebra G is called nilpotent if there exists a positive integer m such that G m = {0}.
For a nilpotent Lie algebra G, the nilpotence N(G) is the smallest positive integer m such
Suppose that the clan of a node ι i is (2.1). We define
Recall the notion Ψ in (1.16).
Proposition 2.2. We get:
The Lie algebra L 0 (T d ) is in fact a nilpotent Lie algebra of maximal rank.
Proposition 2.3. We have:
Denote by H * the space of linear functions on H.
The function α is called a root. Observe that
Expressions (2.2) and (2.16)-(2.18) imply:
and is a direct sum of root subspaces of dimension 1 with respect to
with respect to H.
For convenience, we denote
Define the set of roots of I by:
(2.21)
Determining I is equivalent to determining all possible R(I).
Thus we can always assume ∂ x is ∈ I for some 2 ≤ s < r. Note
On the other hand, x
. Thus
which contradicts the fact that I is abelian.
2
For any 2 ≤ i ≤ n and C i = {ι i 1 , ι i 2 , ..., ι ir }, we define
Moreover, we define a partial ordering "≺" on R i by
for any 1 ≤ s ≤ r − 1. For convenience, we denote R 1 = {0} and x 0 = 1.
A node ι i of a tree diagram T d is called multiplicity-free if there exists j < i such that
A subset S of nodes is called an independent if each element of S is not a descendent of any other element in S. For any independent subset S of Υ, we define
Then S is an independent subset of Υ.
Any ι s ∈ W \ S must be a descendent of some ι i ∈ S, that is, there exist
by the proof of Lemma 2.5. Suppose x j ∂ xs ∈ I for some j ∈ R s . Then
Expressions (2.31), (2.41) and (2.42) imply
Hence, x j ∂ xs ∈ I(S). That is, I ⊂ I(S).
Suppose that I is a maximal abelian ideal. Then I = I(S) and S is a maximal independent subset S of Υ. 2
Corollary 2.7. If all the tips are not multiplicity-free, then I(Ψ) is the unique maximal abelian ideal of
Let I be any nonzero abelian ideal of L 1 (T d ). Define W and S as in (2.37) and (2.38).
We have already proved I ⊂ I(S). Recall the ordering defined in (2.32) and (2.33). Given ι i ∈ N and j ∈ R i , we define
Given i ∈ S, we define
for r ∈ D i . Moreover, we set
For any ι r ∈ D i , the parent node ι p(r) is the unique node such that (ι p(r) , ι r ) ∈ E. So p(r) < r, and p(r) = i or ι p(r) ∈ D i . In fact, Π p(r) ⊂ Π r . Now we define
is the unique (up to constant multiples) minimal set of root vectors that generate I. We call the pair (S, {K r | ι r ∈ W }) an admissible pair for abelian ideal. Note that given any
Conversely, we can construct admissible pairs as follows. A subset K of R i is called independent if K itself is the set of maximal elements in K. Pick a non-empty independent set S ⊂ Υ. Define W by (2.48). For each ι i ∈ S and ι ǫ ∈ D i , we choose independent and (2.50) holds. We define
as the corresponding admissible pair. This proves:
So there is a one-to-one correspondence between the set of nonzero abelian ideals of
and the set of admissible pairs.
For any two integers i and j with i ≤ j, we use the following notion of indices in the rest of this paper:
(2.53)
Any nonempty independent set S of Υ consists of one element, say, S = {ι i }. Now
Any nonempty K r must also consist of one element in R i . Write
Condition (2.53) is equivalent to
So there exists a one-to-one correspondence between the set of admissible pairs and the set of sequences:
in 0, n. But the sequence (2.60) is equivalent to a subset of the set 0, n. We have
A nonempty independent set of R n is either of the form {î s +ĵ s | s ∈ 1, r} with
or of the form {î s +ĵ s , 2ĵ r+1 | s ∈ 1, r} with
Thus there exists a one-to-one correspondence between the set of nonzero abelian ideals and the set of nonempty subsets of 0, n − 1. Therefore, the number of abelian ideals of
An ) is 2 n , which was proved by Peterson, using the corresponding affine Weyl group (mentioned in [K3] , [Sr] ).
where m > 2 is an integer. Now Υ = {ι 3 } and
Moreover,
So any nonempty independent subset of R 3 must be of the form {(i 1 , j 1 ), (i 2 , j 2 ), ..., (i r , j r )} with
This shows the number of abelian ideals in L 1 (T 
with n 0 > 1 and n 1 , n 2 ≥ 1. Assume
The number of maximal abelian ideal of
) is n 2 . By Examples 2.2 and 2.3, the number of abelian ideals is
Downward Tree Diagram Lie Algebras
Recall the downward nilpotent Lie algebra of differential operators associated with a tree diagram T d is L 0 (T d ) = the Lie subalgebra of A generated by
for ι i ∈ N and ι j ∈ D i . Moreover, we denote
and let
By (2.5), the following set
In order to find the dimension formula of L 0 (T d ), we define
Moreover, the nilpotence
Proposition 3.2. We have:
Propositions 2.2 and 3.2 imply that L 0 (T d ) can not be isomorphic to L 0 (T d ) for any other tree diagram T d if T has more than one tips.
According to (2.16)-(2.18), the operator
in ∂ x i is a root vector corresponding to the root n r=i+1 m r ε r − ε i . (3.10) Expressions (3.5) and (3.10) imply:
is a direct sum of root subspaces of dimension 1 with respect to H. Any abelian ideal of
By (3.5), the set of roots of
Suppose that I is a nonzero abelian ideal of L 1 (T d ). Define the set of roots of I by:
(3.14)
Determining I is equivalent to determining all possible R(I). Set
Recall that a subset S of nodes is called independent if each element of S is not a descendent of any other element in S. For ι i ∈ N , we define
Moreover, we define a partial ordering "≺" on ℜ i by
For convenience, we treat
For any independent subset S of Φ (cf. (3.15)), we define
It can be verified that I(S) is an abelian ideal of
By similar arguments as those in the proofs of Lemma 2.5 and Theorem 2.6, we have:
) has a unique maximal abelian ideal.
If we in addition assume
Given ι i ∈ N and j ∈ ℜ i , we define
For each ι i ∈ S and ι ǫ ∈ C i , we choose independent subsets K ǫ ⊂ ℜ i such that K i = ∅ and 
First-Order Differential Equations
In this section, we will solve the equation (1.11) subject to the condition (1.12). First we want to solve the following evolution partial differential equation:
subject to the condition:
where f (x 1 , x 2 , ..., x n ) is a smooth function. The equation (4.1) is related to the Lie
For convenience, we denote m 0 = 1 and x 0 = 1. Set
In order to solve the above initial value problem, we need to factorize e Dn = e ηn(t)∂x n e η n−1 (t)∂x n−1 · · · e η 1 (t)∂x 1 , (4.5)
where η 1 (t), ..., η n (t) are suitable functions to be constructed. This operator applied to the initial condition (4.2) will yield the solution of the initial value problem.
The Lie ideal of L 0 (T d An ) generated by B (with 0 = t ∈ R) is the abelian ideal: On the other hand,
For any positive integer k, the coefficients of A k B in (4.9) and (4.10) imply
(4.14)
by induction.
Observe
(4.21)
Since we have e A e B = e
we have
as −B, we have:
( 4.25) by (4.21). Thus
By induction, we obtain:
An ) is a nilpotent Lie algebra, we get
by (4.19). Denote
According to (4.24),
Now (4.28)-(4.31) imply:
Lemma 4.1. We have the following operator formula:
We remark that the above formula holds for any D i . Next we want to find η 1 (t), ..., η n (t) in (4.5). We set
By (4.4) and (4.31), we get
Moreover, we define
For a smooth function g(x), Taylor's Theorem says
Furthermore,
by (4.36). Now,
by (4.35) and (4.37). We calculate
and
for 2 ≤ i ≤ r < n. Note By induction, (4.42) holds for any 2 ≤ i < n. Furthermore, using (4.44) and applying (4.36) repeatedly, we obtain η r+1 (t) = e Dr (ξ r+1 (t)) = e ηr(t)∂x r e η r−1 (t)∂x r−1 · · · e η 1 (t)∂x 1 (ξ r+1 (t)) = e ηr(t)∂x r e η r−1 (t)∂x r−1 · · · e (4.47) This shows that (4.43) holds for any 2 ≤ i ≤ n. Thus (4.5) is determined.
Applying to the initial condition (4.2), we get the solution u = e Dn (f (x 1 , x 2 , ..., x n ) = e ηn(t)∂x n · · · e η 1 (t)∂x 1 (f (x 1 , x 2 , ..., x n )) = f (x 1 + η 1 (t), x 2 + η 2 (t), ..., x n + η n (t))., (4.48)
. Since (4.1) is a first-order partial differential equation, we have:
is the solution of the equation (4.1) subject to (4.48) , where η 1 = t and η i (t) are given in (4.2) for i ∈ 2, n.
The above process of solving the initial value problem (4.1) and (4.2) is necessary in order to solve the following more general problem and the initial value problem (1.9) and (1.10) in next section. Let T d be any tree diagram with n nodes. Consider the equation:
subject to the condition (4.2). Take η 1 (t) = t and redefine {η i (t) | i ∈ 2, n} as follows. Suppose C i = {ι i 1 , ι i 2 , ..., ι r }. We define
and 
is the solution of the equation (4.50) subject to (4.2), where η 1 = t and η i (t) are given in (4.52) for i ∈ 2, n.
Remark 4.4. Since d : E → N + 1 is an arbitrary map, we can solve more general problem of replacing exponential functions by any first-order differentiable functions. Let {g i (x) | ι i ∈ N \ Ψ} be a set of first-order differentiable functions. Consider the equation:
(4.59) subject to the condition (4.2). Suppose C i = {ι i 1 , ι i 2 , ..., ι r }. We define
where i 1 = 1 and i r = i. Then (4.58) is the solution of the equation (4.59) subject to (4.2), where η 1 = t and η i (t) are given in (4.60) for i ∈ 2, n.
High-Order Differential Equations
In this section, we will solve the equation (1.9) subject to the condition (1.10). Given a continuous function f (x 1 , x 2 , ..., x n ) on the region:
First we want to solve the differential equation:
subject to the initial condition:
is a Lie algebra automorphism of (A, [·, ·] ). We may write
Changing variables:
we have:
and so
By (4.38)-(4.44), we have
Similarly,
We have
We take 
So e D(t) = e ξn(t,∂x 1 ,...,∂x n ) e ξ n−1 (t,∂x 1 ,...,∂x n ) · · · e ξ 1 (t,∂x 1 ,...,∂x n ) .
(5.22)
For convenience, we denote Finally we want to study the general case. In order to find a method of solving the problem, we exam (5.19)-(5.21) and set ξ n (t) = t∂ would use the structure of some abelian ideals of the Lie algebra (5.43). However, we will use the fact of (5.40) and (5.41) and redefineξ i (t) and ξ i (t, ∂ ξ 1 , ..., ∂ xn ).
Recall that Ψ is the set of all tips in T . We set ξ r (t) = t∂ By induction, we have defined all {ξ 1 (t), ...,ξ n (t)}. Moreover, we let ξ 1 (t, ∂ ξ 1 , ..., ∂ xn ) =ξ 1 (t), ξ i (t, ∂ ξ 1 , ..., ∂ xn ) = x p(i)ξi (t) (5.47) for i ∈ 2, n, where ι p(i) is the parent node of ι i . 
