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A subgroup M of finite group G is said to be strongly self-centralizing if 
C,(X) = M for all x E M#. (In particular, M is abelian). A classification of 
groups in which a Sylow 3-group is strongly self-centralizing follows from work 
of Herzog (51, Fletcher [3], Ferguson [2], and work of Glauberman on factor- 
izations [4]. 
The non-abelian simple groups occurring are the infinite family PSJ$(~~) 
(n > 2) and certain examples with just one class of elements of order 3. 
We apply recent echnical results ofSibley [7] to obtain this characterization 
of PSL2(3n) using character-theoretic methods. Our proof has the advantage of 
being considerably shorter than previous proofs. The result is: 
THEOREM. Let G be a jinite group with Sylow 3-subgroup M. Assume: 
(i) C,(x) = Mfor all xE M#. 
(ii) G has at least two conjugacy lasses ofelements oforder 3. 
Then either G = O,(G) * N,(M) or G G PSL,(3n) for n > 2. 
Remark. When Mis not cyclic, we have O,(G) = (Co,,(&x): x E M#) < M 
by (i), so that in fact O,(G) = 1. S o in the first case of the conclusion, we have 
G = No(M), unless M is cyclic. 
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In the proof, weuse exceptional character heory to describe the irreducible 
characters of G in terms of those of N,(M). A series ofcalculations allows us 
to determine all parameters, including 1 G I, in terms of 1 M I. In particular, 
we conclude G acts 2-transitively on itsSylow 3-groups, and a classical result 
of Zassenhaus [8] allows u to identify G as PSL,(39. 
1. A LEMMA ABOUT THE CLASS-ALGEBRA 
Let H be a finite group, and Irr(H) the set of irreducible characters of H. 
The center of the group algebra h s a basis consisting of central idempotents 
{e,: x E Irr(H)). The dual b asis consists ofthe central characters (w,: x E 
Irr (H)}, which are in fact algebra morphisms. As a consequence we have: 
LEMMA. Let a = C, a, * e, E Z(C[H’j). Thefollotiqg are quivalent: 
(1) a is a zero-divisor; 
(2) a, = Oforsomex; 
(3) a E ker(w,) for some x. 
Proof. The equivalence of (2) and (3) is immediate. If (2) holds, we see 
a * e, = 0, giving (1). Conversely if a, # 0 for all X, and a * b = 0 for some 
b E Z(@[Hj), we see: 
0 = w,(a .b) = c+(a) *w,(b) = a, . w,(b). 
Consequently w,(b) = 0 for each x, giving 6 = 0. So (1) implies (2) and the 
proof is complete. 
We recall that for h E H, we define wX on the class sum h = CgEhug by 
w,(k) = 1 hH 1 x(h)/x(l). In view of (3) above, we have: 
COROLLARY. h is a zero-divisor i# x(h) = 0 for some xE Irr(H). 
As an example, let H be a Frobenius group. Then classes outside the kernel 
give rise to zero-divisors, whileclasses in the center ofthe kernel donot. 
2. NOTATION ANLI EXCEPTIONAL CHARACTER THEORY 
Assume G satisfies th  hypothesis of the theorem, and write N for N,(M). 
Condition (i) implies: 
M is an abelian T.I. set. Thus N controls fusion in G of elements ofM. (1) 
481/58/z-22 
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Now if N = M, then Burnside’s transfer theorem forces G = O,(G) . M. 
So we may assume N is a Frobenius group M * Q with complement Q # 1. 
In particular, if M is cyclic, condition (ii) forces N = M, so we can take M non- 
cyclic. It then follows (as noted in the introduction) that: 
O,<(G) = 1. (2) 
Notation. Write g, m, q for the orders of G, M, Q, respectively. L t t and t’ 
denote the number of conjugacy classes in G (or IV, in view of (1)) of 3-elements, 
and of elements oforder 3. Thus m = 1 + tq and 1 l&(M)/ = 1 + t’q. By (l), 
M acts regularly on the other Sylow 3-groups ofG, so that g = mq(hm + 1) 
for non-negative integer h.
Note if h = 0 that G = N, so we may assume h 2 1. In the next section, we 
can reduce to the case t= t’ = 2, so that jl&(M)/ = m = 2q + 1. We will 
conclude byshowing h = 1, to prove that G is 2-transitive on Syl,(G). 
We introduce further notation for dealing with the necessary character- 
theoretic calculations. 
Let g, ,..., g, be representatives of the M-classes (hence also the G-classes) of 
3-elements with g, ,..., g,’giving elements oforder 3. 
Let [r ,..., & be the irreducible characters of N not trivial on M, and h, ,..., A,. 
(for suitable r) be the characters of N/M. Note t;,(l) = qfor all i. We invoke 
standard esults of Brauer-Leonard [I] to obtain irreducible exc ptional charac- 
ters x1 ,..., xt and non-exceptional characters 0, ,..., ed (some d) of G. We have 
X,(X) = xl(x) for 3’-elements x of G. To each Bi we associate n integer ciso that 
O,(h) = ci for hE M#. All other irreducible characters of G vanish on M#. 
Recent work of Sibley [7] allows u to conclude further that: 
xi(h) = 6 + 544 for hg M##, (3) 
where E is a sign = 31. This specificity greatly simplifies the calculations t  
follow. 
The usual methods then produce the consequences: 
xi(l) = am + Eq for suitable a and all i= l,..., t, 
e,(l) = a,m + ci for suitable a, and each i= I,..., d  
and also: 
(4) 
I xh4l G a 
for XE Q# 
I &@>I < 4 + ci 
We obtain also the conditions: 
2 CL2 = !l (6) 
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ai + ci 3 0 for each i = l,..., d (7) 
Notice further that cr = 1 with a, = 0, and we may assume that: 
ai > 0 for all i = 2,..., d  (8) 
For otherwise w get M < K = ker Bi < G, and then G = KN by the Frattini 
argument. Since our hypotheses hold in K, we may apply induction. The case 
Kg PSL,(3n) would force N < K by condition. The case Kg PSL,(3”) 
would force N < K by condition (ii), and then K = G, a contradiction; and if 
K = O,,(K) . N,(M), we obtain G = O,(G) . N. So (8) is established. 
Finally we let S = C$ (c,“/e,(l)). In view of (6), (7) and (8), we have: 
Sal-i ci2 >,“r,” -,-. 
i=2 m - 1 
In the following sections, we determine a and E, and further restrict theai and ci * 
3. DETERMINATION OF PARAMETERS 
For 1 < i,j, k < t’, we let gijk denote the multiplicity of gk in gi . gi inside 
Z(@[G]), using the notation of Section 1. We let Nijlz denote the analogous 
coefficient for Z(@[N]). W e a so 1 write & for (l/q) Id=, UgJ iI, &s>. The 
usual formula in N shows: 
Applying the formula in G and using (3) and (10) produces: 
Giik = $ (s + E(Niik * m - 4’) ) 
am + cq 
and we can relate the coefficients further. Clearly the condition Giih = 0 forces 
Nij,, = 0. However, when Gi, # 0 we have x, y E G with gixgjy = g, . The 
standard (3, 3, 3)-argument [6] shows that if gi , gj , gil are not identical, then 
gix, gj2, g, all centralize some a E G of order 3. Now z E C,(gJ = M by (i), 
and then gEx, gjy E M for the same reason. We conclude: 
Gijk = Nij, if gi ,gj ,gZ are not all the same. 
We now show all such ($) give the same numerical value in (12). 
Nij, = Nrsl for each triple (;ik) satisfying (12). 
(12) 
(13) 
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Proof. From (11) we obtain: 
If Niik # Nl,, 7then E = 1 and g = m(am + q). However, am + q = xi(l) 
so thatg > t(am + q)2, forcing am+ q < m/t and theng < mz/t = m(q + l/t). 
But this gives G = N. So (13) is established. 
We can now obtain our first reduction: 
t’ = 2. (14) 
Proof. If not, certainly t’ # 3; and we can choose notation sothat gr , g;‘, 
g, , ga are all distinct classes. This choice insures that only classes of elements of
order 3contribute to the products &Ja and j’& . Since by (13) N1ae = NrsK for 
all k, we have giga = giga .But this contradicts the corollary of Section l-since 
v(gr) # 0 for all 7E Irr(N), grmay not be a zero-divisor n Z(C[N]). This 
contradiction establishes (14). 
Note that in case qis even, classes in M are real; and non-real when q is odd. 
With (14) in hand, we may use (10) to compute: 
q odd q even 
N,,, = q--l , N,,, = w Nm = 42 = Nm L ‘ 
- t 49 1) 
121 




We use this information t  establish: 
E = +1(-l) when q is odd (even). 
- 4 = Gl2 (15) 
(16) 
Also M is elementary, with t = t’ = 2 and m = 2q + 1. 
Proof. Suppose first that E= 1. If we have eijl, > 0 for some triple (zjk) 




G m2(m- 1) 9 
m-9 
-pmq2, 
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Iforcing h = 0 and G = N, and we are done. So in view of (15), we may assume 
E = -1 for q even; and also for q odd except in the case t = 2 and m = 2q + 1 
(i.e., M is elementary). However, for q odd, we note: 
This forces E = 1, so we must indeed have t = 2 for q odd. Now let q be even 
and x an involution of Q. Since g-l is not in the class of g, , the (2,3,3)-argu- 
ment [6] shows that no conjugates of x and g, may have product g, . This provides 
the character theoretic equation: 
0 = m , gc($), [l + 2 e + J& Ag1) APa)] . 
We then use (3), (4), (5), (6) to obtain: 
Now if M is not elementary, we have q/(m - q/a) < (q + 1)/m so that 
m 32qaJ2+q+ 1, 
while at the same time m > q(2q + 1) + 1. This contradiction completes the 
proof of (16). 
We extract a last reduction: 
a = O(resp. 1) when q is odd (even) (17) 
Proof. Using (16) in (9) and then in (1 I), we obtain: 
N , dhm + ‘) A 




+ r(N121m - q2) 
am+ cq * 
But by (13) and (15) we have N,,, < q/2. Thus if A 2 +, we obtain h = 1 -which 
with (16) forces G E PSL,(3”), by Z assenhaus [8]. So suppose g is odd; we see 
from (13), (15), (16): 
J - 4 f 1 / ((4 - wwq + 1) - q2 q + 1 - 1 =-_- 
am + 4 2P 2(a4, + q) ’ (lg) 
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If a > 1 we obtain d > -& - $ = Q and so conclude a = 0. Now suppose q 
is even, so that: 
A = 4 + 1 k/U2P + 1) - q2 --
&l am - q = i + $j - 2(,,‘- q) . (20) 
Certainly a > 0 as xi(l) > 0. If a > 2 we obtain A > + + l/& - Jo > 5; 
so we conclude a = 1, and the proof of (17) is complete. 
4. PROOF OF THE THEOREM 
Consider first the case q even. Here ~~(1) = q + 1 1 g = gm(hm + l), so 
that q+ 1 \ hm + 1 = h(q + 1) - (h - 1). If h > 1 we get in fact h > q + 2. 
On the other hand, (20) now gives: 
A=z+s- 1 1 2(qe1) 2!2+1 1 _ -
2q(q + 1) ’ 4 + 1 ’ 
and putting this and (15) into (18), weobtain 
q hm+l q/2 = N,,, 3 - ___ , q+l m 
so that h < (q + 1)/2. We conclude h = 1, and G z PSL2(3n) when q is even. 
Suppose now q is odd. To complete he proof we require further restrictions 
on the degrees 0,(l) (i= 2,..., d).We follow the outline ofHerzog’s technical 
lemmas [5, Lemmas 5.3-5.61, butfind the calculations simpler. We wish to 
establish: 
ai = hci if ci > 0, 
ai = -ci if ci < 0 
(21) 
We fix iand write Y for ai , s for ci , in order to avoid subscripts. If we take account 
of the &contribution t  S, we may r-e-define A = S - (q - 1)/2q, sothat (18) 
and (19) may be replaced by: 
s3 m(q-l) >A~1-~+--s2-.- q-1 
2q(hm + 1) ’ 2q rm f s s2 + 2q =2q 
Furthermore m+ s / g = qm(hm + 1) so that by considering thegreatest 
common divisor frm + s with each factor, we obtain: 
rm + s 1 (r + s)s(sh - r). (23) 
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Suppose first that s> 0. We wish to show sh = r. If sh > r, from (23) we 
have rm + s2h < (q - l), so we get rm + s < (q - 1)~ + s9h, or ssh > 
(Q + 2)~ + s. Taking this with (22), weobtain: 
dq + 2, < h < q-1 
s3 2q.+m + s) + s2 
which yields 
--&.$<l. 
Consequently srm- sr + ram + ST > srm + s2, so r2m < s2 < q, impossible. 
If on the other hand sh < r, we have y2rn2 < O,(l)” < g = qm(hm + I), so that 
shr < ra < qh and sr < q. Thus rm + s < q(r + s) < 2qr, impossible. W  
must have sh = I, as desired. 
We turn to the case s< 0. By (7) r+ s > 0, so we assume first that + s > 0. 
From (23) it follows (noting I - sh > 0) that: 
rm + s < (n2 + S)h + (TS + s”)r. (24) 
But by (7) we may replace the rightmost term of (22) by (1/2q)(s2 + 3/r), so that: 
(n2 + s3)h < (q - 1)~. (25) 
If now r < -sh then (25) gives rs + s2 < q - 1; so that (24) and (25) produce 
the condition, rm + s < (q - 1)~ + (q - 1)~ = r(m - 3). Thus s < -3r, 
contradicting r + s > 0. If on the other hand r > -A, we use (r - 1) > -sh 
in the inequality (r - 1)2m2 < O,(l)” < qm(hm + 1) to obtain: 
-sh(r - 1) < (r - 1)” < qh. 
Thus -s(r - 1) < q, and with r> -sh we may rewrite (24) as: 
rm + s < s(r - 1) sh + (-s)(r - 1)~ < pr + p’ = r(m - 1). 
This contradiction forces u to conclude r + s = 0, and completes the proof 
of (21). 
The remainder ofthe proof is not difficult. In our notation, theequation 
CXEIII(G) x(g) x(l) = 0 for gE M# becomes: 
0 = 1 + f c,(a,m + cd) - q. 
i=2 
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In view of (6), this forces: 
d 
C aicz = 0. 
i=2 
But applying (21) in (26) yields: 
& ci2 = jy-+ t z. ci2 = + (4 -1). I 
(26) 
(27) 
We use (27) to compute S: 







hm + q 
=- h+1 ‘+ hm+l = (h + l)(hm + 1) * 
Note now if h > 2 that S < Q(1 + +) = A, so that A < 1% - (q - 1)/2q = 
-+ + l/q < 0, a contradiction. So h = 1, G E PSL,(3*), and our theorem is 
fully proved. 
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