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Psychological disorders like major depressive disorder can be seen as complex dynamical systems. By look-
ing at symptom activation patterns, we can investigate the dynamic behaviour of individuals to see whether or
not they are at risk for sudden changes (phase transitions). Here, we show how a mean field approximation is
used to reduce a dynamic multidimensional system to one-dimensional system to analyse the dynamics. Using
maximum likelihood estimation, we can estimate the parameter of interest which, in combination with a bifur-
cation diagram, reflects the risk that someone has for experiencing a transition. After validating the proposed
method with simulated data, we apply this method to three empirical examples, where we validate our method
using data that contains a transition, and where we show its use in a clinical and general sample. Results show
an increased risk for a transition when the transition actually occurred, and that members of both a clinical and
general sample did not show an increased risk for a transition. We conclude that the mean field approximation
has great potential in assessing the risk for a transition; with some expansions and it could, in the future, aid
clinical therapists in the treatment of depressed patients.
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I. INTRODUCTION
Major depressive disorder (MDD) is unfortunately not that
uncommon: around 350 million people around the globe suf-
fer from MDD [1]. When recovered from MDD, people have
a 50% risk of relapsing [2]. With so many suffering from
MDD comes an even larger amount of costs of treatment, soci-
etal costs, and intangible costs like stereotyping. While many
studies have been conducted in the treatment of MDD, it is
known that prevention is better than curing, and it is there-
fore essential that we gain more insight into the development
and onset of MDD. In the companion paper [3], Waldorp and
Kossakowski showed, both analytically and by means of an
extensive simulation study, how complex dynamical systems
can be reduced to one-dimensional discrete time dynamical
systems. The goal of this paper is to illustrate the potential of
this method by applying it to empirical data.
Psychological disorders like MDD can be seen as a com-
plex dynamical system: symptoms of MDD, like loss of en-
ergy of feelings of worthlessness, can be seen as nodes in a
network that interact, and thereby influence, itself and other
symptoms of MDD [4]. This system of interacting symptoms
∗ Corresponding author: J.J.Kossakowski@uva.nl
may change over time, making the system dynamic [5]: the in-
fluence of sleep deprivation on feelings of worthlessness may
grow over time, as an individual is feeling more and more de-
pressed. We can measure these changes by means of the Ex-
perience Sampling Method (ESM) [6], where individual daily
life experiences can be measured several times a day for an
extended period of time [7]. See Telford et al. [8] and aan
het Rot et al. [9] for more information on ESM. In the de-
velopment of MDD, the system surpasses a critical point [10],
and a discontinuous transition is made; a transition from a sta-
ble, healthy phase to a stable, depressed phase. These sudden
jumps, called phase transitions or critical transitions [11], are
central to complex dynamical systems, and are subject of the
risk assessment that we will undertake in the present paper.
While phase transitions occur suddenly, complex dynam-
ical systems leave ‘breadcrumbs’ behind that hint towards a
phase transition. These breadcrumbs are called early-warning
signals and occur before the phase transition, and after critical
slowing down [10]. Every individual has a so-called average
mood state: when you have a bad day, you may feel worse
than average, but your mood will always return to that average
mood state. When you are developing MDD, you are slowly
deviating from your personal average mood state. As you are
getting closer and closer to the tipping point at which a phase
transition occurs, it will become harder and harder to return to
that average mood state. In other words, your dynamic system
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2Figure 1: Visualization of half a torus (left figure), and a
close-up that shows the grid structure (right figure).
of MDD ‘slows down’ so that it is more difficult to return to
the average mood state. Recently, it has been shown that criti-
cal slowing down actually occurs, prior to the phase transition
[12, 13].
By looking at the proportion of ‘active’ symptoms at indi-
vidual measurements, and by assuming that symptoms behave
in the same way to a certain extent, we can investigate the
dynamic behaviour of the system using a mean field approx-
imation. By showing three empirical examples, we demon-
strate how our method works on different types of time-series
data. This paper is set up as follows: first, we explain the
mean field approximation and the proposed method. Then
we present a validation study to show how well the proposed
method works. Lastly, we apply the proposed method on three
different types of time-series data to show how the proposed
method works in practice.
A cellular automaton (CA) is a dynamical system where
nodes are arranged in a fixed and finite grid, and where con-
nected nodes determine the state of a node at each subsequent
time point [14, 15]. A grid is a graph Ggrid(n,Γ) with n nodes
in the set V = {1,2, . . . ,n} where each node x is connected to
nodes in the neighbourhood Γ= {y ∈V : y is connected to x}.
To ensure all nodes have exactly the same number of neigh-
bours, we invoke the boundary condition such that a node at
the boundary is connected to a node on the opposite end, mak-
ing it a torus. An example of such a grid is shown in Figure
1, where the middle node is directly connected to four other
nodes (a node’s neighbourhood), marked in grey [16]. We
consider elementary CAs where each node can be in either of
two states: ‘active’ (coded by 1) or ‘inactive’ (coded by 0). In
a CA a deterministic, local update rule φ determines the state
of each node based on which nodes are active in the neigh-
bourhood of x. An example of this is the majority rule, where
each node becomes 1 whenever more than half of the neigh-
bours of x are active, and 0 otherwise. Although many other
update rules are possible, we will focus on this particular rule
in the present paper. Repeated application of the update rule
φ results in a vector of 0s and 1s called an orbit: At any time
point t the orbit φ t(x) = φ(φ · · ·φ(x)), such that the same local
rule is applied t times.
In a probabilistic cellular automaton (PCA), a probabil-
ity is introduced to model uncertainty, based on the number
of active neighbours. In our application to psychopathology,
this uncertainty is required because we cannot predict the be-
haviour of the symptoms in our network exactly, and because
we know that exogenous events influence these symptoms
which we cannot measure. The probability 0 ≤ p ≤ 1 de-
termines whether or not a node becomes active at time point
t + 1. The majority rule with the probabilistic update used in
this paper is
ξ|Γ|(r) =
{
p if r ≤ |Γ|/2
1− p if r > |Γ|/2 (1)
where |Γ| is the size of the neighbourhood and r the number of
active neighbours. Because ξ|Γ| is dependent on the behaviour
of the majority of a node’s neighbourhood, this update rule is
also called the majority rule. In this PCA each node x ∈ V
is then updated according to the majority rule; all nodes are
updated simultaneously (synchronous updating). The result
for each node is a sequence of 0s and 1s. For all n = |V | nodes
we have the orbits (φ t(x), t ≥ 0), which are vectors of length
T for the total duration. We average all nodes at each time
point t, ρt =∑x∈V φ t(x)/n, which we call the density. In sum,
in a PCA nodes can switch between being active or inactive;
these switches are determined by means of a probability that
in turn depends on a node’s active neighbourhood.
II. MEAN FIELD APPROXIMATION
The PCA described above is a dynamical system with many
components (nodes) that switch between active and inactive
states. To infer from such a large-scale system some char-
acteristics of what the system will do in the long run can be
rather difficult [17]. Here we use the uniformity property of
the graphs that allow us to reduce the n-dimensional system
to a one-dimensional system. In the grid it is easily seen that
each node is similar to any other node since each node has the
same number of neighbours, and becomes active or inactive
in the same way by means the majority rule that is based on
the number of active neighbours. This allows us to simplify a
PCA to a single discrete time dynamical system, as in Kozma
et al. [18] and Balister, Bolloba´s and Kozma [19]. Here we
explain in general terms how we obtain the mean field approx-
imation, but for more details, see our companion paper in this
issue of Physical Review E [3].
In a mean field approximation, we assume that the proper-
ties of interest are uniform over the graph, which means that
each node in the graph behaves in a similar manner and that
each node has the same neighbourhood size |Γ|. Therefore,
equation (1) only depends on the number of active nodes in Γ,
denoted by r. To obtain the probability of a node being active
given the majority rule in (1), we need to know the probabil-
ity of a neighbourhood having r active nodes. The mean field
assumption, implying uniform neighbourhoods over the entire
graph Ggrid, suggests we can reduce the graph to one equation
that explains the behaviour for all nodes. Because all nodes
are similar with respect to their neighbours, we can model the
probability of a node being active at time point t +1 by a ran-
dom draw of any of the nodes in the graph at time point t
[18, 19]. We therefore obtain a binomial probability, wherein
3the number of active nodes in the neighbourhood Γ is con-
sidered, and has |Γ| Bernoulli trials that each have a success
probability ρt , the proportion of active nodes. The majority
rule determines the size of the neighbourhood to be evalu-
ated since we obtain p for all neighbourhood sizes with active
nodes up until b|Γ/2c, and 1− p otherwise. Let
pi|Γ|/2(ρt) =
b|Γ|/2c
∑
r=0
(|Γ|
r
)
ρrt (1−ρt)|Γ|−r (2)
where bΓc is the integer part of Γ. Then, as Balister et al.
[19] showed and restated in Waldorp and Kossakowski [3], we
obtain the probability of a node being active given the majority
rule (1)
pgrid(ρt) = ppi|Γ|/2(ρt)+(1− p)
(
1−pi|Γ|/2(ρt)
)
(3)
Plugging in different values for p, ranging from 0.1 to 0.5, we
obtain a bifurcation diagram, of which an example is shown
in Figure 2. In a bifurcation diagram the repeated application
of pgrid is applied to updated values of ρt such that the last
section of the orbit is displayed [20]. Such diagrams show
what kind of behaviour can be expected to be generated by the
process. Here we see that there are two kinds of situations: (a)
a stable situation, where irrespective of the starting point, the
process ends up at that stable fixed point, and (b) a bistable
situation where the process could suddenly switch between
states (phase transition). The parameter value p at which the
process changes from a stable to a bistable situation is called
the critical point. In Figure 2 the critical value lies at p≈ 0.23;
the parameter area 0.1 ≤ p ≤ 0.23 is bimodal where phase
transitions can occur, whereas the parameter area 0.23 < p <
0.5 represents a unimodal area where the mean field is stable.
The probability for the mean field in (3) is designed for a
torus with a fixed neighbourhood size |Γ|. In the context of
psychology and psychopathology, it is hard to come up with
a graph representing the interactions between symptoms, that
would take the form of a grid (torus). We therefore also looked
at the mean field approximation for a random graph and a
small-world graph.
A random graph Grg(n, pe) is a graph structure with n nodes
and a (constant) probability pe for an edge to be present in the
graph [21, 22]. In the mean field approximation of a random
graph, the neighbourhood size Γ is a random variable that is
maximally n−1. Let ν = bpe(n−1)c be the integer part of the
expected number of neighbours with probability of an edge
pe. The probability for a node to become active given the
graph’s density at time point t and the edge probability then
becomes (see companion paper in this issue)
pνgrid(ρt) = ppiν(ρt)+(1− p)(1−piν(ρt)) (4)
The difference with the probability on the grid is in the size
of the neighbourhood, here for the random graph Grg it is ν
and in the grid Ggrid it is b|Γ|/2c, where is |Γ| often is 5 in
a two-dimensional grid (4 neighbours and the node itself at
the previous time point). It can be shown that this approxima-
tion for the probability of a node being active is accurate (see
companion paper in this issue).
A small-world graph is a graph where, compared to a ran-
dom graph, the average clustering is high and the average path
length is low [23]. A modified version of the small world
graph is the Newman-Watts (NW) small-world graph [24]. In
the NW small-world Gsw(n,Γ, pw) the n nodes each have a
neighbourhood Γ as in the grid and edges are added to the
graph following a (constant) wiring probability pw [24]. We
can then split up the probability in a part associated with the
grid and a part associated with the random graph. The part for
the grid is adjusted such that it corresponds to no other edges
being present, i.e., we obtain pswgrid = pgrid(1− pw)n−|Γ|. Then
for the random part we obtain exactly those possible edges
that could be included in the neighbourhood out of the remain-
ing n− |Γ| nodes that are possibly active, i.e., pνgrid,Γ, which
denotes the probability as in (4) but starting at |Γ|+ 1. Then
the probability for a node to become active given the graph’s
density at time point t and the wiring probability in the small-
world graph Gsw is
psw(ρt) =
|Γ|
n
pgrid(1− pw)n−|Γ|+ n−|Γ|n p
ν
grid,Γ (5)
The small-world probability is therefore a combination of the
probability on the grid and on a random graph, proportionately
weighted. In sum, a mean field approximation reduces a graph
to a single equation, which we then can use to explain the
graph’s behaviour at different values for p.
III. ESTIMATION OF PROBABILITY p AND GRAPH
PARAMETERS
Our objective is to determine from time series of the density
of a graph obtained from real data, an estimate of whether or
not this person is at risk of suddenly transitions to a different
state, perhaps depression. One way of obtaining such a risk
assessment is to determine where in a bifurcation diagram a
person is located; is this in the stable area, where no transition
can occur, or is it in the bistable area where a transition can
occur. In order to do this, we need to estimate the parameter p
of the majority rule. Here we use maximum likelihood (ML)
to obtain an estimate of p [25].
We recognise in the PCA (see also the companion paper
in this issue) that we can relatively easily find the transition
probability to go from u to v active nodes by the fact that we
have for each of the graphs Ggrid, Grg, and Gsw a binomial
process with a probability of success particular to each type
of graph. It follows that transition probability that the number
of active nodes nρt+1 = v given that at t is is nρt = u in the
graph Ggrid is
P(nρt+1 = v | nρt = u) =
(
n
r
)
pgrid(u/n)r(1− pgrid(u/n))n−r
(6)
The transition probabilities for the random graph Grg and the
small-world graph Gsw are similar except that we change the
probability of success to prg or psw, respectively.
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Figure 2: A bifurcation diagram for the mean field in the graph Ggrid. µp = the network’s density. p = the probability used in
equation (3).
If we take a closer look at equations (2) and (3), it can be
noticed that all parameters are known prior to the analysis,
with the exception of the probability parameter p. To obtain
the probability parameter p, we can estimate it from the data
using ML estimation. We then obtain the maximum of the
log-likelihood for the majority rule parameter p. We write the
transition probability in going from state u to state v (number
of active nodes) in (6) from t to t + 1 as P(nρt+1 = v | nρt =
u) = put vt+1 . The log of the joint probability function (log-
likelihood) for the number of active nodes is then
logP(nρt , t ≥ 0) =
T−1
∑
t=0
log put vt+1 (7)
We do not assume stationarity and so cannot simplify the log-
likelihood to terms consisting only of the states and not on
time [26]. We then maximise the log-likelihood function in
(7) with respect to p to obtain its estimate from an empiri-
cal time series, making it possible to place that person on the
bifurcation diagram and assess the risk of possible switching.
In both the random and small-world graph we have addi-
tional graph parameters: in the random graph we have the
probability of an edge pe, and in the small-world graph we
have the probability of wiring pw. Estimating pe is not strictly
necessary since we have an estimate simply by counting the
number of present edges and dividing by the number of pos-
sible edges. But for the wiring probability pw in the small-
world graph, it may be useful as there is no method yet to de-
termine this. Such an estimate is obtained by maximising the
log-likelihood with respect to pw. Obviously, for small graphs
this will be difficult since we work with the NW small-world,
implying that a grid structure is in place and some additional
edges are randomly added.
IV. VALIDATION OF PROBABILITY p AND GRAPH
PARAMETERS
We used simulated data from Waldorp & Kossakowski [3]
to validate the estimation of p and the graph parameters pe
and pw. These data were simulated in order to evaluate the ac-
curacy of the mean field approximation. We varied the size of
the network n ∈ { 16, 25, 49, 100 }, the number of time points
T ∈ { 50, 100, 500 }, and the probability p ∈ { 0.1, 0.2, 0.3,
0.4, 0.5 }. We also varied pe ∈ { 0.1, 0.2, 0.3, 0.4, 0.5 } and
pw ∈ { 0.1, 0.2, 0.3, 0.4, 0.5 } For each of the 100 simula-
tion runs, we used the t × n set of active and inactive nodes
to optimize p and the graph parameters. All simulated data,
figures, and the used R-code are publicly available at the OSF
[27]. For clarity of presentation, figures are only presented
for T = 500, as results for T = 50 and T = 100 are similar in
nature.
For each simulation run, we calculated the absolute differ-
ence between the value p, under which the data were simu-
lated, and pˆ, which we estimated from the data. We denoted
this difference by ∆p, after which the mean absolute differ-
ence (∆¯p) is determined for each condition. The lower this
value, the closer the estimate pˆ is to the original value p. The
same procedure was performed to determine the accuracy for
graph parameters pe (∆¯pe ) and pw (∆¯pw ). Figure 3 shows a 3D
representation of the mean absolute difference between (∆¯p)
the simulated parameters p, and pˆ for selected configurations.
It can be seen that the mean absolute difference for p is low
for all different network structures. The only exception to this
is shown in the middle column of Figure 3, where ∆¯p is some-
what higher at low values for p, and decreases as p increases,
similar to the results found in Figure 8 of the companion paper
5in this issue.
The same conclusion cannot be made for graph parameters
pe and pw, as seen in Figure 4. For a random graph, ∆¯pe is
high when pe is low, and decreases. This shows that graph
parameter pˆe is most accurate when pe is high. A possible ex-
planation for this finding could be found in the connectedness
of random graphs. when pe is small, the probability that not
all nodes are connected increases, resulting in isolated nodes.
When we look at the minimum probability pe, such that the
graph is connected for different N, we see that pe must be at
least 0.46 when the network size is 16, 0.31 when the network
size is 25, 0.17 when the network size is 49 and 0.09 when the
network size is 100. Thus, as pe increases, the probability for
the network to be connected increases, and as a result of this,
∆¯pe decreases. The reverse is true for a small world graph,
where ∆¯pw is high when pw is high and p is low, and that it
decreases when pw also decreases. Here, high values for pw
indicate large deviations from the grid (torus) structure, and
thereby the approximation becomes less accurate. This shows
that graph parameter pˆw is most accurate when pw is low and
when p is high.
V. APPLICATION TO EMPIRICAL TIME-SERIES DATA
In the following section, we will demonstrate how the prob-
ability of a symptom to be active p and the probability for
an edge to be rewired pw can be estimated from empirical
data. Both random graphs and small world graphs are found
in real-world networks, like social networks [28, 29], co-
author networks [30], and psychopathological symptom net-
works [31, 32]. As there is currently no valid test to distin-
guish a random graph from a small world graph, we assume
all graphs to be a random graph in the following empirical
examples.
In the following three sections, we will show three em-
pirical examples and demonstrate how the proposed method
works on each of these datasets. By showing the application
of our proposed method on three different kinds of data, we
aim to show how our proposed method works for different par-
ticipants, and different types of data. The first is a dataset of
a single participant that contains almost 1500 measurements
that were collected in a period of 239 days [13, 33]. The
second is a dataset of patients who were admitted as patients
on closed, psychiatric ward of an academic hospital [34, 35].
Lastly, the third example is a dataset of healthy participants
who were originally recruited in a nation-wide study [36].
The data in these examples are time-series data. When col-
lecting these types of data, participants are asked to complete a
questionnaire several times a day. These questionnaires often
contain items regarding a participant’s current mood state, but
can also hold items regarding a participant’s physical condi-
tion, for example. In the first example, the participant’s wak-
ing hours were divided into ten intervals. In each of these
intervals, the participant received a ‘beep’ and was asked to
complete the questionnaire at that specific point in time. For
the other two examples, the time of the beeps were a priori
set. These beeps, in turn, correspond to the time points in
time-series data. For example, when a participant completed
twenty questionnaires, the data contains t = 20 time points.
Each empirical example has a similar set-up. We first start
with removing items that were left unanswered for all time
points, since these items cannot transport any information
through the network and thus cannot be used be used to assess
the risk for a critical transition. Items that were not answered
(missing) were replaced with the answer at the previous time
point t − 1, hereby replacing any missing data that may be
present in the data. For each item, we determined how many
times each response option (either 0 or 1) was recorded. In
the case that one of the two response categories was observed
less than four times, the item will be removed from the entire
analysis. The data that is left after this process is then used to
estimate p and pw.
After these data cleaning steps, we estimate the net-
work structure using the R-package IsingFit version 0.3.1
[37, 38]. IsingFit obtains edge coefficients by means of `1-
penalized nodewise regressions. As shown in Ravikumar,
Wainwright and Lafferte [39], this procedure results in a
sparse network with a high probability of correct zero and
non-zero estimates of the edge coefficients. The higher the
`1-penalty (denoted by γ), the stronger the penalty and the
more edges that are set to zero. The `1-penalty needs to be
chosen carefully: is the penalty too high, we may end up with
a network without any edges. If the penalty is too low, we may
end up with a network that is neither sparse nor informative.
In order to select the most appropriate `1-penalty, we test for
values in the range {0,1.5} at which value the fewest number
of edges are being pushed to zero. We then select this value to
estimate the network.
When the network structure is determined, following Ho-
senfeld et al. [40], we also calculated the bimodality coeffi-
cient (BC), which reflects the distribution of the graph densi-
ties. The BC ranges between zero and one, where a BC> 0.55
indicates a bimodal distribution, and a BC < 0.55 a unimodal
distribution. The BC may also indicate whether or not a par-
ticipant is at risk for a critical transition: an individual with
an increased risk will have a distribution that resembles a bi-
modal distribution, whereas an individual with no increased
risk will have a distribution that resembles a unimodal distri-
bution [40].
Lastly, we use ML estimation to optimize p (Equation 7)
from the data. A participant will have an increased risk for
experiencing a critical transition when pˆ is smaller than the
critical point. When pˆ is greater than the critical point, we
conclude that the participant in question does not have an in-
creased risk for experiencing a critical transition.
All analyses were performed using the R statistical soft-
ware 3.3.1 [41]. Network visualization were done with the
R-package qgraph version 1.3.5 [42]. Kernel densities for the
BC are calculated in R using Silverman’s rule of thumb [43]
as default for the bandwidth parameter.
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Figure 3: Visualization of the mean absolute differences between p and pˆ. Mean absolute difference is shown for a torus (left
column), a random graph (middle column), and a small world graph (right column). For the left column, the x-axis denotes the
parameter p for which we simulated data, and the y-axis the mean absolute difference between p and pˆ. For the middle and
right column, the x-axis denotes the parameter p for which we simulated data, the y-axis the graph parameter that was used to
simulate data, and the z-axis the mean absolute difference between p and pˆ.
A. Example 1: Extensive time-series data
Our first empirical example is a single-case study of a 57-
year old man who has been suffering from major depressive
disorder for more than eight years [13]. By means of ESM [6],
the participant’s daily life experiences were monitored for 239
days. Ten times a day, the participant was asked to complete a
50-item questionnaire. See Kossakowski et al. [33] for a more
detailed description of the data. It was shown in Wichers et al.
[13] that the participant experienced a phase transition around
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Figure 4: Visualization of the mean absolute differences
between pe and pˆe and pw and pˆw. Mean absolute difference
is shown for a random graph (left column) and a small world
graph (right column). The x-axis denotes the parameter p for
which we simulated data, the y-axis the graph parameter that
was used to simulate data, and the z-axis the mean absolute
difference between p and pˆ.
day 127. It is therefore an ideal dataset to validate whether
the risk for experiencing a phase transition can be assessed. In
order to validate our proposed method, it is necessary to only
use the measurements prior to the phase transition, as we want
to determine whether this participant showed an increased risk
for experiencing a phase transition prior to the transition itself.
Therefore, we only selected data up until the anti-depressant
medication was reduced to 0 mg, which includes 671 time
points.
We excluded 22 items from the entire analysis as they per-
tained to the social company the participant was in at the time
of the beep (9 items), an activity the participant engaged just
before the beep (6 items), or a significant event that had taken
place just before the beep (7 items). We included 28 items
that measured the participants’ mood, affect, self-esteem and
physical condition, which were completed on 671 time points
over a period of 14 weeks. Seven positive items were re-
coded so that high scores indicate a more negative affect on
all items. The included items were measured on a 7-point
Likert scale, ranging from 1 (not) to 7 (very). Four items (‘I
feel down/lonely/anxious/guilty’) were measured on a 7-point
Likert scale, ranging from -3 (not) to +3 (very), as a pilot trial
showed that this type of Likert scale resulted in more varia-
tion than the original Likert scale. For all 28 items, we di-
chotomised the data by means of a median split: scores be-
low the median were marked ‘0’, and scores above the me-
dian were marked ‘1’. After dichotomising the data, we deter-
mined the number of observations for each response category
(0/1) and each item. In the case that one of the two response
categories was observed less than four times, the item was re-
moved. Three items were removed due to observing one of
two response categories less then four times, ending up with a
dataset that contains 25 items.
The network structure of this data is depicted in Figure
5 (upper panel). Item meanings and their assigned labels
can be found in Table I. Positive associations are denoted by
green edges, whereas negative associations are denoted by red
edges. The thicker and more saturated the edge, the stronger
the association [42]. It can be seen that all items are con-
nected: the entire network has a connectivity of 0.27, meaning
that 27% of all possible edges are nonzero. Also, item 12 (I
feel strong) has strong connections to items 2 (I feel down),
17 (I like myself), 19 (I doubt myself) and 25 (I am sleepy),
which means that, as item 12 increases, scores in items 2, 17,
19 and 25 tend to decrease, and vice versa. Also note that
there is a strong positive association between items 2 (I feel
down) and 15 (I worry); as the participant feels more down,
he will also worry more and vice versa.
Figure 5 (middle panel) shows the evolution of the propor-
tion of active nodes (density) throughout the entire data col-
lection period. The black line depicts the period in which the
anti-depressant medication was reduced, and the part of the
data that we used to estimate p. The blue line marks the pe-
riod in which no anti-depressant medication was taken by the
participant. It can be seen that µρ tends to behave in a wave-
like pattern. Also, it can be seen that, when the participant
does not take any anti-depressant medication, the wave-like
pattern is getting more extreme: more peaks are observed, and
the participants tends to ‘stick’ in those peaks more often.
The lower panel of Figure 5 depicts the bifurcation diagram
accompanied by the estimation of p. It shows that pˆ is smaller
than the critical point in this bifurcation diagram, indicating
an increased risk for experiencing a critical transition. As we
know that this participant actually experienced a critical tran-
sition around T ≈ 816, this empirical example validates the
proposed method for assessing the risk at a critical transition.
Figure 6 displays the distribution of the graph densities cal-
culated for each time point using the included data. The bi-
modality coefficient (BC) for this participant is approximately
8Item Item meaning
1 I feel relaxed
2 I feel down
3 I feel irritated
4 I feel satisfied
5 I feel lonely
6 I feel anxious
7 I feel enthusiastic
8 I feel suspicious
9 I feel cheerful
10 I feel guilty
11 I doubt myself
12 I feel strong
13 I feel restless
14 I feel agitated
15 I worry
16 I can concentrate well
17 I like myself
18 I am ashamed of myself
19 I doubt myself
20 I can handle anything
21 I am hungry
22 I am tired
23 I am in pain
24 I have a headache
25 I am sleepy
Table I: Items that were included in the analysis and their
assigned labels.
0.64, and thus resembles a bimodal distribution, a conclusion
that is in line with our findings with respect to pˆ.
B. Example 2: Clinical sample
Data for our second empirical example were collected for
a study in severely affected patients, admitted to a closed,
psychiatric ward of an academic hospital [34, 35]. Partic-
ipants were included in a previous study [34, 35] and have
been described in detail in the associated papers. Participants
(N = 81) completed the Dutch version of the Adjective Mood
Scale [44] twice a day at fixed time points for a period of six
weeks, resulting in a maximum of 84 measurements per par-
ticipant. Participants had to indicate on this 28-item question-
naire which of either two mood states (or neither) corresponds
most closely to the way participants were feeling at that mo-
ment in time. In the original design, the mood states were
marked as ‘0’ or ‘2’, with ‘0’ indicating that this mood state
is less applicable to the current situation, and ‘2’ meaning that
this mood state corresponds more closely to the current sit-
uation. In the case that neither mood state corresponded to
the current mood state, a ‘1’ was marked. Since these items
all have two mood states, we decided to split all items up in
a negative and positive component. When a participant indi-
cated that his or her mood corresponded more closely to the
positive component of the item, the positive component was
marked with ‘1’ and the negative component with ‘0’. The re-
verse was performed when the participant indicated that his or
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Figure 5: Network of the ESM data (upper panel), the
evolution of the percentage of active nodes for each time
point (middle panel), and the bifurcation diagram (lower
panel). Item labels and their meanings can be found in Table
I. The size of the associations between two nodes in the
network in the upper panel is represented using the color and
thickness of an edge, where positive associations are
represented by green, and negative associations by red. The
black line in the middle panel depicts the period in which
anti-depressant medication was reduced, the blue line depicts
the period in which no anti-depressant medication was taken.
The red line in the bifurcation diagram in the lower panel
indicates the estimation of p. µp = the expected density
calculated with equation (4).
her mood corresponded more closely to the negative compo-
nent of the item. When the participant indicated that neither
of the mood states fit his or her current mood state, a ‘0’ was
marked. Figure 7 shows a visualization and an example of the
split strategy that was used. Using this split strategy, we ended
up with 56 binary items.
For clarity of presentation, we present the results of solely
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Figure 6: Distribution of the graph densities calculated at
each time point. The dashed line represents the Kernel
density of the distribution.
Item Item meaning
1 I currently feel refreshed/listless*
2 I currently feel indifferent toward other-
s/interested in others
3 I currently feel pleased/depressed*
4 I currently feel
successful/unsuccessful*
5 I currently feel irritable/peaceful
6 I currently feel indecisive/ready to
make decisions
7 I currently feel cheerful/tearful*
8 I currently feel in a good mood/in a bad
mood*
9 I currently feel lacking in appetite/with
a good appetite
10 I currently feel sociable/withdrawn*
11 I currently feel unworthy/worthy
12 I currently feel relaxed/tense*
13 I currently feel happy/unhappy*
14 I currently feel shy/communicative
15 I currently feel sinful and wicked/pure
16 I currently feel secure/threatened*
17 I currently feel abandoned/cared for
18 I currently feel even-tempered/driven**
19 I currently feel confident/insecure*
20 I currently feel miserable/comfortable
21 I currently feel flexible/inflexible*
22 I currently feel tired/rested
23 I currently feel hesitant/firm
24 I currently feel calm/restless*
25 I currently feel lacking in
energy/energetic
26 I currently feel useless/indispensable
27 I currently feel sluggish/lively
28 I currently feel superior/inferior*
Table II: Items of the Adjective Mood Scale (AMS) and their
assigned labels.* Items that have a reversed response scale.
0 1 2
tired neither rested
01
tired not tired
0 1
not rested rested
22
22N
22P
Figure 7: Schematic representation of the split strategy used
to recode score on the Adjective Mood Scale (AMS)
questionnaire. 22 = original item. 22N = new item, negative
component. 22P = new item, positive component.
those participants who had a percentage of missing data lower
than 10%, and whose network structure did not include any
isolated nodes. Isolated nodes cannot transport any informa-
tion throughout the network, and thus cannot be used to assess
the risk for experiencing a phase transition. Three participants
satisfied both inclusion criteria, and are thus included in our
analysis. Note that these inclusion criteria are strict to have
rather ideal cases to demonstrate how the mean field approxi-
mation would pan out in such cases. Table III depicts the de-
mographic information about the selected participants.Results
from all participants that were not selected for this paper can
be found online [27].
As described earlier, we replaced missing item scores with
the scores at the previous time point. Since the items are al-
ready dichotomous, the step of dichotomising the items was
skipped. For each item, we determined the number of ob-
servations for each response category (0/1) and each item.
In the case that one of the two response categories was ob-
served less than four times, the item was removed. For the
first participant, no items were removed, ending up with a
dataset that contains 56 items. For the second participant, 5
items were removed due to observing one of two response
categories less then four times, ending up with a dataset that
contains 51 items. Finally, for the third participant, 13 items
were removed due to observing one of two response categories
less then four times, ending up with a dataset that contains 43
items.
Figure 8 depicts the network structure of the three partici-
pants. Each network has been given the same layout to im-
prove the visual comparison of the networks. Item labels
can be can be found in Table II. Positive associations are de-
noted by green edges, whereas negative associations are de-
noted by red edges. The thicker and more saturated the edge,
the stronger the association [42]. Note that node labels end-
ing with ‘P’ denote the positive component of the items, and
node labels ending with ‘N’ the negative component of the
items. It can be seen that positive and negative components of
the same item tend to be highly negatively correlated, which
makes sense: an increase in the positive component automat-
ically means a decrease in the negative component of items.
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Participant 1 Participant 2 Participant 3
Gender Female Female Female
DSM-III-R diagnosis Severe major depressive
disorder with psychotic
features
Severe major depressive
disorder, single episode
with psychotic features
Bipolar disorder, not other-
wise specified
Age at admission 43 30 55
Admission period 144 days 120 days 61
No. time points 84 84 84
% missing data 5.95% 7.14% 0.00%
Table III: Descriptive information of the participants.
Moreover, for the first participant (upper row), a strong as-
sociation exists between items 5P (I currently feel peaceful)
and 19P (I currently feel confident). For the second partici-
pant (middle row), a strong association exists between items
9N (I currently feel lacking in appetite) and 27N (I currently
feel sluggish). For the third participant (lower row), a strong
association exists between items 8N (I currently feel in a bad
mood) and 23N (I currently feel hesitant).
Interestingly, the network’s connectivity indices were quite
similar: the network in the upper row has a connectivity of
0.047, the middle network a connectivity of 0.06 and the
lower network a connectivity of 0.066. This means that ei-
ther 4.7%, 6.0% or 6.6% of all possible edges are nonzero.
When we look at the global strength, the sum of the abso-
lute edge weights, we see that the network of participant one
has a global strength of 241, the network of participant two
a global strength of 243, and the network of participant three
a global strength of 166. This finding may point towards a
pattern demonstrated by van Borkulo et al. [45], where it
was found that participants whose depression was in remis-
sion displayed a less strong connected network in comparison
to participants whose depression persisted.
Figure 9 (left column) shows the evolution of the propor-
tion of active nodes (density) throughout time for three dif-
ferent participants. It can be seen that the participants’ trajec-
tory differ quite somewhat. All participants show some sort
of systematic pattern with respect to the density. The first par-
ticipant (upper row) displays the most variation, and the sec-
ond participant (middle row) hardly any variation. The right
column of Figure 9 depicts the bifurcation diagrams, accom-
panied by the person-specific estimation of p. Note that an in-
creased risk for experiencing a critical transition in these data
may suggest that these participants have an increased risk to
experience a critical transition from a depressed mood state to
a healthy mood state. If such an increased risk is not found,
it may indicate that these participants, based on the data, do
not have an increased risk for experiencing a critical transition
from a depressed mood state to a healthy mood state. For all
participants, pˆ is higher than the critical point, which means
that these participants do not have an increased risk for ex-
periencing a critical transition from a depressed to a healthy
mood state.
Figure 10 displays the distribution of the graph densi-
ties calculated for each time point using the included data.
For each participants we calculated the bimodality coefficient
(BC); a BC higher than 0.55 indicates an increased risk for
Scale Mean (SD) Range
DASS depression 6.66 (4.92) 0 - 42
DASS anxiety 7.88 (8.44) 0 - 36
DASS distress 4.37 (5.38) 0 - 40
QIDS 9.73 (7.39) 0 - 25
Table IV: Means, standard deviations (SD) and the range on
various (sub) scales. DASS = Depression Anxiety Stress
Scale, QIDS = Quick Inventory of Depressive
Symptomatology.
a critical transition, and a BC lower than 0.55 indicates the
absence of this risk. The BC for the first participant (upper
panel) is 0.99, for the second participant (middle panel) 0.53
and for the third participant (lower panel) 0.67. Contrary to
our findings based on the p estimate pˆ, the BCs of the first and
third participant indicate a bimodal distribution, and therefore
an increased risk for a critical transition, whereas the BC of
the second participant indicates a unimodal distribution. and
with that no increased risk for a critical transition.
C. Example 3: General sample
Participants were originally recruited in a nation-wide study
called HoeGekIsNL (in English: HowNutsAreTheDutch) [46]
and have been described in detail in a previous paper [36].
Participants (N = 975) completed Dutch versions of the De-
pression Anxiety Stress Scale (DASS) [47, 48] and the Quick
Inventory of Depressive Symptomatology (QIDS) [49, 50] be-
fore proceeding to the data collection. For a period of 31 days,
participants filled out 43 items three times a day at fixed time
points, resulting in a maximum of 93 measurements for each
participant [36]. Sum scores were calculated for (sub) scales
of the questionnaires; a summary is shown in Table IV.
For clarity of presentation, we present the results of three
participants. Based on the cut-off scores of the QIDS and the
DASS, as found in the associated scoring manuals, partici-
pants were categorized into one of five groups for each (sub)
scale. The categorization scheme can be found in Table V.
We included participants who were categorized as normal on
all (sub) scales, participants who were categorized as mild on
the DASS anxiety sub scale, and moderate on all others, and
participants who were categorized as extremely severe on all
(sub) scales). We chose a mix of mild and moderate scores
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for the middle group as no participants were categorized as
mild for both the QIDS and the DASS. The one participant
who was categorized as moderate for the QIDS and the DASS
turned out only to have three measurements, which is too little
to analyse. This participant was thus excluded from the entire
analysis.
This selection procedure resulted in 299 participants: 297
in the normal group, two in the mild group, and one in the
severe group. Within these groups, we selected those par-
ticipants who had a percentage of missing data lower than
10%, and whose network structure did not include any iso-
lated nodes. Isolated nodes cannot transport any information
throughout the network, and thus cannot be used to assess the
risk for experiencing a critical transition. Three participants
satisfied both inclusion criteria, and are thus included in our
analysis. Note that these inclusion criteria are strict to have
rather ideal cases to demonstrate how the mean field approxi-
mation would pan out in such cases. Also, in the mild group,
one participant turned to have no diary measurements what-
soever, leaving us with only one eligible participant that we
selected, regardless of the percentage of missing data. As the
severe group only contained one participant, this participant
was automatically selected, regardless of the percentage of
missing data. Table VI shows the demographic information
about the selected participants. Results from all participants
that were not selected for this paper can be found online [27].
As described earlier, we replaced missing item scores with
the scores at the previous time point. Items were dichotomised
using a median split. For each item, we determined the num-
ber of observations for each response category (0/1) and each
item. In the case that one of the two response categories was
observed less than four times, the item was removed. For the
first participant, one item removed due to observing one of
two response categories less then four times, ending up with
a dataset that contains 22 items. For the second and third par-
ticipant, no items were removed due to observing one of two
response categories less then four times, which leaves us with
a dataset that contains 23 items.
Figure 11 depicts the network structure of the three partici-
pants. The upper row depicts the participant from the normal
group, the middle row the participant from the mild group,
and the lower row the participant from the severe group. Item
labels and their meaning can be found in Table VII. Each net-
work has been given the same layout to improve the visual
comparison of the networks. For the participant in the upper
row, strong negative associations exist between items 6 (I feel
nervous) and 1 (I feel relaxed), 7 (I feel content), 13 (I feel
valued), and 20 (I feel unbalanced). Also, a strong positive
association exists between item 6 and 16 (I feel confident).
This means that, as item 6 changes, these items change ac-
cordingly. For the participant in the middle row, item 10 (I
feel dull) has a strong positive associations with item 12 (I feel
tired), and strong negative associations with items 1 (I feel re-
laxed) and 13 (I feel valued). For the participant in the lower
row, strong positive associations exist between items 1 (I feel
relaxed) and 9 (I feel calm). Also, item 16 (I feel confident)
has strong negative associations with items 17 (I worry a lot),
19 (I feel my life is worth living) and 20 (I am unbalanced).
Interestingly, the network’s connectivity are quite similar:
the network in the upper row has a connectivity of 0.195, the
middle network a connectivity of 0.198 and the lower network
a connectivity of 19. This means that either 19.5%. 19.8% or
19.0% of all possible edges are nonzero. It can also be seen
that the global strength of the network increases from left to
right: the participant in the upper row has a global strength
of 204, the participant in the middle row a global strength of
326 and the participant in the lower row a global strength of
492. This finding may point towards a pattern demonstrated
by van Borkulo et al. [45], where they found that partic-
ipants with persistent depression displayed a more strongly
connected network in comparison to participants who were in
remission.
Figure 12 (left column) shows the evolution of the propor-
tion of active nodes (µρ ) throughout time for three different
participants. It can be seen that the participants’ trajectory are
somewhat similar. The participants in the middle and lower
row show a similar pattern, with lots of variability. The par-
ticipant in the upper row also varies quite somewhat, but at the
same time, it can be seen that this participant shows a decreas-
ing pattern. The right column of Figure 12 depicts the bifurca-
tion diagrams, accompanied by the person-specific estimation
of p. For all participants, pˆ is higher than the critical point,
which means that these participants do not have an increased
risk for experiencing a critical transition from a healthy to a
depressed mood state.
Figure 13 displays the distribution of the graph densities
calculated for each time point using the included data. For
each participants we calculated the BC; a BC higher than 0.55
indicates an increased risk for a critical transition, and a BC
lower than 0.55 indicates the absence of this risk. The BC for
the first participant (upper panel) is 0.41, for the second partic-
ipant (middle panel) 0.38 and for the third participant (lower
panel) 0.31. In line with our findings based on the p estimate
pˆ, all participants’ distributions resemble a unimodal distribu-
tion, and thus show no increased risk for a critical transition
based on the BC.
VI. DISCUSSION
In this paper, we demonstrated the potential of the mean
field approximation, by applying it to three different empiri-
cal examples. In a validation study, it was shown that p and
pw are accurately estimated by the model. By giving three
different empirical examples, we demonstrated how the mean
field approximation works in practice, by applying it to not
only a sample from the clinical population and a sample from
the general population, but also to a participant from which it
was known that the participant experienced a phase transition.
Results from that analysis validates the approach that we took
in assessing the risk for a phase transition.
For each participant, we estimated Ising models, by as-
suming that all measurements are independent of each other.
However, this assumption may be hard to satisfy when ques-
tionnaires are completed several times a day. It is possible
that participants will think back to the last completed ques-
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Scale Symptom severity
Normal Mild Moderate Severe Extremely severe
DASS depression 0-9 10-13 14-20 21-27 > 27
DASS anxiety 0-7 8-9 10-14 15-19 > 19
DASS stress 0-14 15-18 19-25 26-33 > 33
QIDS 0-5 6-10 11-15 16-20 > 27
Table V: Categorization scheme of the QIDS and the DASS. Scores depict sum scores. DASS = Depression Anxiety Stress
Scale, QIDS = Quick Inventory of Depressive Symptomatology.
Participant 1 Participant 2 Participant 3
Gender Female Female Female
Date of birth March 1954 February 1990 March 1979
Age at start diary collection 62.19 24.49 45.48
No. time points 78 93 90
% missing data 0.00% 13.97% 16.67%
Table VI: Descriptive information of the included participants.
Item Item meaning
1 I feel relaxed
2 I feel gloomy
3 I feel energetic
4 I feel anxious
5 I feel enthusiastic
6 I feel nervous
7 I feel content
8 I feel irritable
9 I feel calm
10 I feel dull
11 I feel cheerful
12 I feel tired
13 I feel valued
14 I feel lonely
15 I feel I fall short
16 I feel confident
17 I worry a lot
18 I am easily distracted
19 I feel my life is worth living
20 I am unbalanced
21 I am in the here and now
22 My appetite is..
23 Since the last measurement I had a
laugh
Table VII: Items that were included in the analysis and their
assigned labels.
tionnaire, and complete the new questionnaire in light of the
previous one. As measurements are possibly dependent, this
could result in a bias in the network estimation. This bias can
be more apparent when participants are asked to complete ten
questionnaires a day in comparison to only two questionnaires
a day. Future research should thus focus on developing a more
robust estimation procedure that does not include the assump-
tion of independent measurements.
In both the clinical and the general sample, results showed
that all participants did not have an increased risk for experi-
encing a critical transition. For both these samples, there was
no follow-up to see whether or not these participants actually
experienced a critical transition. In the case of the clinical
sample, a follow-up may reveal whether patients, who show
an increased risk for a critical transition, actually underwent
that transition in order to return to a healthy mood state again.
For the general sample, it is unclear whether participants al-
ready received a clinical diagnosis. It could very well be the
case that participant who scored high on the depression ques-
tionnaires, but did not show an increased risk for a critical
transition, may already be clinically depressed, or just are in a
bad place during the data collection. Without any follow-up,
it is hard to tell what caused the results, and what the results
actually mean. For future research, it is important to include a
follow-up measurement when collecting ESM-data for these
purposes, so that we gain more insight into the causes and
consequences of the found results.
When collecting time-series data, participants are requested
multiple times a day to fill out a questionnaire for a certain pe-
riod. This type of data collection demands time and energy of
the participants. It thus makes sense that participants some-
times forget to complete a questionnaire, or are simply not up
for it at that specific moment, for whatever reason. In the data
that we analysed, we came across different ratio’s of miss-
ing data and completed measurements. In this paper it was
assumed that the response scores did not change at the miss-
ing measurement, and as a result, missing measurements were
replaced by the previous one. Adopting this approach for han-
dling missing data also decreases the variance that individual
items may have, thereby increasing the probability that items
need to be removed due to too little variance. At this point in
time, there is no clear picture of the effects of missing data in
time-series analysis like the one proposed and applied in this
paper. Future research should focus on mapping the effects
that different types of missing data have on time-series anal-
ysis, and what the effect of various imputation methods have
on the analyses.
In this paper, we assumed all network structures to be ran-
dom graphs. Ideally, we would want to be able to distinguish
between different types of network structures, by using a test.
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We ran a validation study to test whether we can make this dis-
tinction by comparing the network’s degree distribution with
a simulated degree distribution of a similar network structure.
Results of this study showed that using the degree distribu-
tion to distinguish between a small world graph and a random
graph is not possible. Future research could focus on develop-
ing such a test, as Waldorp and Kossakowski [3] showed that
the bifurcation diagrams are not all that similar, and differ-
ent conclusions can be made when using a different network
structure.
Prior to our analysis, the data underwent many preprocess-
ing steps. Data had to be dichotomized, all response cate-
gories had to be observed at least four times within individ-
ual item, and missing data had to be imputed, since the cur-
rent method does not allow for missing data. These steps are
necessary, but possibly unrealistic at this point in time. The
method proposed in this paper is currently only accessible for
‘perfect’ binary data. However, data are often imperfect: low
variance as well as missing data occurs recurrently in time-
series data. More importantly, it can be argued that MDD
symptoms may not be binary, but categorical or even continu-
ous. Our method, currently, does not account for the possible
variation in MDD symptoms that may occur within individu-
als: an individual either experiences or does not experience in-
somnia (one of the MDD symptoms as listed in the Diagnostic
and Statistical Manual of Mental Disorders [51]), regardless
of the severity of the insomnia that is experienced. We hope
to expand the mean field approximation as presented in this
paper so that we may account for the variation within MDD
symptoms by allowing for categorical or continuous items, as
well as items with low variance or missing data.
In conclusion, our findings indicate that the mean field
approximation is capable in properly assessing the risk that
individuals may have in experiencing a critical transition.
The proposed method could potentially aid clinical therapists
by giving information about the risk for a critical transition
that patients suffering from MDD may have, and therefore
the ‘risk’ that patients may have in transitioning back into
a healthy phase. Also, individuals that have recovered from
MDD can potentially be assisted by monitoring their risk for
a relapse in MDD.
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Figure 8: Networks of three participants of the clinical
sample. Each row depicts a participant. The size of the
associations between two nodes in the networks is
represented using the color and thickness of an edge, where
positive associations are represented by green, and negative
associations by red. Item labels can be found in Table II.
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Figure 9: The evolution of the percentage of active nodes for each time point (left column), and the bifurcation diagram (right
column). Each row depicts a participant. The red line in the bifurcation diagram indicates the estimate of p. µp = the expected
density calculated with equation (4).
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Figure 10: Distributions of the graph densities calculated at
each time point for the three participants of the clinical
sample. The dashed line represents the Kernel density of the
distribution.
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Figure 11: Networks of three participants of the general
sample. Each row depicts a participant. The size of the
associations between two nodes in the networks is
represented using the color and thickness of an edge, where
positive associations are represented by green, and negative
associations by red. Upper row = participant from the
low-group. Middle row = participant from the
medium-group. Lower row = participant from the
high-group. Item labels correspond to the original item
numbers are given in Table VII.
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Figure 12: The evolution of the percentage of active nodes for each time point (left column), and the bifurcation diagram (right
column). Upper row = participant from the low-group. Middle row = participant from the medium-group. Lower row =
participant from the high-group. The red line in the bifurcation diagram indicates the estimate of p. µp = the expected density
calculated with equation (4).
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Figure 13: Distributions of the graph densities calculated at
each time point for the three participants of the general
sample. The dashed line represents the Kernel density of the
distribution.
