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RÉSUMÉ
Dans les dernières années, la population mondiale a souffert d’un vieillissement. Cette
tendance vise à croître dans les prochaines années. Un des problèmes qui en découle est que
le nombre de personnes nécessitant du soutien au quotidien devrait également croître avec
le vieillissement de la population. Les habitats intelligents offrent une alternative intéres-
sante pouvant soulager une partie de ce problème. Les habitats intelligents contiennent une
panoplie de capteurs qui, combinés à l’intelligence artificielle, ont le potentiel de supporter
leurs occupants dans leur quotidien. Au centre de cette solution technologique se trouve la
reconnaissance d’activités. La reconnaissance d’activités est un problème complexe visant à
identifier quelle activité est effectuée par une personne. La complexité de ce problème découle
de la nature des activités à identifier, des capteurs disponibles et de l’impact de ces derniers
sur la vie privée. Parmi les capteurs exploitables pour la reconnaissance d’activités, les radars
Ultra-Wideband (UWB) ont généré beaucoup d’intérêt dans les dernières années, car ils offrent
un compromis intéressant entre précision et protection de la vie privée. Les travaux couverts
par ce mémoire visent à atteindre un meilleur taux de reconnaissance d’activités de la vie
quotidienne que les travaux précédents en combinant réseaux de neurones et radar UWB.
Pour ce faire, deux approches ont été testées. Dans un premier temps, la combinaison de
système experts et de réseau de neurones est explorée. Ensuite, un nouveau modèle d’appren-
tissage profond combinant différentes architectures (Long Short-Term Memory (LSTM) et
réseau de neurones convolutif (CNN)) est développé pour faire la reconnaissance d’activités.
Ce modèle a comme avantage de fusionner des données provenant de différentes sources
et exploite des données prétraitées minimalement. Ce modèle, appelé Tuned EfficientNetB0
avec LSTM, offre une amélioration de 18,63 % du taux de reconnaissance par rapport aux
réseaux de neurones développés dans des travaux antérieurs exploitant le même jeu de données.
Finalement, un nouveau jeu de données a été construit et utilisé pour identifier la source des
limitations de la reconnaissance d’activité dans le contexte actuel.
ABSTRACT
In the last few years, the world population has gotten older. This trend is expected to
continue in the future. One of the problems related to this phenomenon is the increasing
number of persons requiring assistance in their everyday life. The number of person requiring
assistance is expected to rise along with the aging population. Smart homes are becoming a
more and more compelling alternative to direct human supervision. Smart homes are equipped
with sensors that, coupled with artificial intelligence, can support their occupants whenever
needed. At the heart of this technological solution lies the problem of activity recognition.
Activity Recognition is a complex problem, due to the variable nature of activities recognized,
the variety of sensors available and their respective impact on privacy. Among the variety of
sensors exploitable for activity recognition, Ultra-Wideband (UWB) radars have raised a lot
of interest due to their precision and lower impact on privacy. Hence, the work presented in
this thesis aims at acheiving higher accuracy than previous works for activity of daily living
using UWB and neural networks.
To do so, two approaches were investigated. Firstly, a solution combining a neural
network with an Expert System was developed. The second approach consisted in the de-
velopment of a new neural network combining Long Short-Term Memory (LSTM) layers
and Convolutionnal Neural Network (CNN) layers for the task of activity recognition. This
model has the advantage of fusing data sources and requires only a minimalist preprocessing
of the UWB radar data. This model, called Tuned EfficientNetB0 with LSTM, showed an
improvement of 18.63 % in accuracy over a neural network developed in previous works on
the same dataset. Finally, a new dataset was created to investigate the cause of limitations in
the recognition of some activities.
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1.1 CONTEXTE DE LA RECHERCHE
1.1.1 VIEILLISSEMENT DE LA POPULATION
Selon le "World Population Prospect 2019" du département des affaires économiques et
sociales de l’Organisation des Nations Unies (United Nations Department of Economic and
Social Affairs , 2019), le nombre de personnes âgées de plus de 65 ans pourrait atteindre 25%
de la population en Amérique du Nord d’ici 2050. Globalement, le nombre de personnes de
plus de 80 ans devrait tripler dans le même laps de temps.
Avec l’âge vient un lot de maladies et de conditions qui affectent les capacités d’une
personne à effectuer les activités de la vie quotidienne, comme le faire ménage, faire à
manger, prendre des médicaments et autres tâches reliées à l’hygiène personnelle. Cette perte
d’autonomie nuit considérablement à la capacité d’une personne à maintenir son domicile.
Dans les dernières années, une visibilité accrue a été apportée à une de ces maladies : la
maladie d’Alzheimer. Celle-ci provoque au stade précoce des pertes de mémoire en plus
de moments de confusions, et entraîne dans les stades les plus avancés des symptômes de
démence sévère et une incapacité importante à interagir avec son environnement (Alzheimer’s
Association, 2018). Plus généralement, il est estimé que le nombre de personnes atteintes de
démence dans le monde pourrait passer de 46,8 millions à 131,5 millions d’ici 2050 (Prince
et al., 2015). Au Canada, le nombre de personnes atteintes de démence passera de 564 000
en 2016 à 937 000 d’ici 2031 (Alzheimer Society of Canada, 2016). La perte de facultés
a un impact important non seulement sur les personnes qui en souffrent, mais aussi sur les
proches qui prennent soin de ces personnes. Selon un rapport de l’Alzheimer Association sur
l’impact de cette maladie aux États-Unis (Alzheimer’s Association, 2018), un proche aidant
qui prend soin d’une personne atteinte de démence donne en moyenne 21,9 heures de son
temps chaque semaine pour offrir du soutien et des soins, et est plus à risque de souffrir de
stress, de dépression, et d’éprouver des difficultés émotionnelles et financières substantielles.
Malheureusement, la maladie d’Alzheimer est seulement une petite facette des différents
troubles qui peuvent survenir avec le vieillissement normal d’une personne. Le vieillissement
est également associé à une diminution des capacités physiques (Kenny et al., 2008) et
cognitives (Fillit et al., 2002) d’une personne et à un risque accru de chutes (van Weel et al.,
1995), ce qui peut engendrer de lourdes conséquences comme des blessures, mineures ou
graves, et une perte d’autonomie.
1.1.2 ACTIVITÉS DE LA VIE QUOTIDIENNE
Une activité de la vie quotidienne, ou AVQ, est une activité qui est effectuée par une
personne au quotidien et qui a pour but le maintien de sa propre personne. Manger, se laver,
faire le ménage, s’habiller sont des exemples notables d’AVQ. Le concept d’AVQ est apparu
à la fin des années 1950 grâce entre autres au travail du docteur Sidney Katz (Noelker et
Browdie, 2013). La capacité d’une personne à réaliser des AVQ était à l’origine utilisée pour
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mesurer l’indépendance d’une personne. Plus la personne peut réaliser d’AVQ, et réaliser
des AVQ considérées comme plus complexes, plus la personne est indépendante (peut donc
prendre soin d’elle-même).
Lorsqu’une personne n’est plus capable d’effectuer les AVQ seule, deux options s’offrent
à elle ; d’un côté elle peut recevoir de l’aide à la maison sous la forme de proche aidant et de
l’autre déménager dans des installations où cette aide lui sera offerte (comme les résidences
pour personnes âgées). Déménager pour une personne d’un certain âge peut être source de
beaucoup d’anxiété (Vasara, 2015). Il est donc souhaitable de permettre à ces personnes de
conserver leur domicile le plus longtemps possible.
1.1.3 ENVIRONNEMENTS INTELLIGENTS
Afin d’alléger le fardeau et l’effort requis pour subvenir aux besoins d’une personne
en perte d’autonomie et lui permettre de maintenir son lieu de résidence le plus longtemps
possible, plusieurs chercheurs tentent toujours d’incorporer des capteurs dans les lieux de
résidences afin de supporter les personnes qui y habitent (Alam et al., 2012). Ces habitats sont
appelés environnements intelligents. Malgré qu’il soit irréaliste de penser qu’un environnement
intelligent élimine complètement les besoins d’assistance d’une personne en perte d’autonomie,
les environnements intelligents sont des outils qui ont le pouvoir d’augmenter le temps qu’une
personne puisse conserver son lieu de résidence en plus d’alléger le fardeau des proches
aidants.
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Cook et Das (2004) définissent les environnements intelligents comme étant des environ-
nements qui ont la capacité d’extraire et exploiter des informations de l’environnement dans le
but d’améliorer l’expérience d’une personne dans cet environnement. Ici, deux concepts sont
abordés, d’une part, l’accumulation de données issues des nombreux capteurs disposés dans
l’environnement et de l’autre, l’intelligence ambiante.
En ce qui concerne l’accumulation d’information, un large spectre de capteurs peut être
intégré dans un environnement pour la captation des mouvements d’une personne et des inter-
actions de cette personne avec celui-ci. Plusieurs catégories de capteurs existent, notamment
les capteurs bas niveau et haut niveau. Dans la catégorie bas niveau de ces capteurs, nous
trouvons notamment les plaques de pression, les capteurs infrarouges passifs, les activateurs
intelligents et les capteurs magnétiques. Cette famille de capteurs offre des informations
binaires sur l’état de l’environnement (c’est-à-dire, s’ils sont activés ou non). Lorsque des
interactions plus complexes veulent être mesurées, des capteurs plus haut niveau sont intégrés
à l’environnement. Dans cette catégorie, nous trouvons, entre autres, les microphones et les
caméras.
Les dernières années ont vu une diminution dans le coût et la taille des capteurs. Avec
l’augmentation de l’autonomie énergétique des différents capteurs, un nouveau paradigme
est apparu ; l’internet des objets (Lee et Lee, 2015). L’internet des objets désigne un réseau
d’objets connectés à l’internet qui peuvent communiquer ensemble. Ce nouveau paradigme
a démocratisé le développement d’habitats intelligents. Cette démocratisation a fait en sorte
que les environnements intelligents sont de plus en plus courants : par exemple, l’utilisation
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de téléphones intelligents et d’assistants intelligents tels que Google Assistant, Siri ou Alexa,
pour contrôler et coordonner une suite de capteurs et d’actuateurs tels que des thermostats
intelligents, détecteurs de présence, systèmes de sécurité, caméras, lumières connectées,
interrupteurs intelligents, lecteurs de flux multimédias (tel que Chromecast), robots aspirateurs,
etc.
En ce qui concerne l’aspect de l’intelligence ambiante, il s’agit en fait du coeur du
problème du support. Afin d’assister une personne dans ses AVQ, il faut tout d’abord être
capable de reconnaître ce que cette personne fait. Ceci réfère au problème de la reconnaissance
d’activité.
1.1.4 RECONNAISSANCE D’ACTIVITÉS
La reconnaissance d’activités est un des plus grands défis pour le support d’une personne
dans un environnement intelligent. La reconnaissance d’activités a pour but de déterminer
l’action qu’un agent effectue dans un environnement à partir de données de capteurs (Sukthan-
kar et al., 2014). Les activités reconnues peuvent être très simples, comme reconnaître les
activités Sauter, Se pencher, Marcher ou Tomber. Mais la complexité de la reconnaissance
d’activités provient surtout des activités fondamentalement plus complexes, comme Cuisiner.
Cuisiner est l’exemple parfait d’une activité complexe et qui est par le fait même une AVQ.
Premièrement, Cuisiner est une activité complexe puisqu’elle est formée de plusieurs actions
que l’on peut voir comme des sous-activités comme Marcher, Prendre objet et Se pencher. De
plus, la variabilité entre deux instances est très grande. Cela s’explique par le fait qu’on ne
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cuisine pas toujours le même plat et qu’on ne fait pas les mêmes gestes pour cuire un sachet
de nouilles instantanées que pour préparer un rosbif. De surcroît, une grande variabilité existe
également d’un environnement à l’autre. Cette variabilité est causée par la grande interaction
avec l’environnement lors de l’activité. L’emplacement des différents objets, des meubles, des
électroménagers et de l’espace de travail va nécessairement générer des mouvements différents
d’un environnement à l’autre. De plus, l’activité se déroule généralement sur une longue
période et elle peut facilement être entremêlée avec d’autres activités (comme Laver Mains
et Faire la Vaisselle), entremêlement entre autres causé par les temps de cuisson. Ce sont
ces grandes fluctuations qui rendent difficile l’extraction de caractéristiques fondamentales à
l’activité. Puisque les AVQ sont généralement plus complexes, ils représentent donc un plus
grand défi pour la reconnaissance d’activités.
La reconnaissance d’activités peut se diviser en deux familles d’approches ; l’approche
exploitant des capteurs portatifs et l’approche exploitant des capteurs ambiants. En ce qui
concerne l’approche par capteurs portatifs, celle-ci est axée sur l’utilisation de capteurs pouvant
être portés par la personne dont on veut reconnaître les actions. Ces capteurs sont généralement
des appareils disponibles sur le marché qui comportent déjà une suite de capteurs (principa-
lement des accéléromètres) comme des montres intelligentes et des téléphones intelligents.
Cette approche est utile pour faire la distinction entre certains mouvements répétitifs. Un
exemple de cette approche est donné par Leonardis et al. (2018) où un accéléromètre triaxial,
un gyroscope triaxial et un magnétomètre triaxial contenus dans un seul appareil et portés
à la cuisse droite du participant sont utilisés pour faire la distinction entre 8 activités (soit
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Assis, Debout, Couché, Marcher, Marcher (Pente Montante), Marcher (Pente Descendante),
Monter Marches et Descendre Marches). Cette approche a comme avantage d’être facilement
exploitable, peu importe l’environnement ; et la reconnaissance d’activités peut être réalisée,
peu importe où se trouve la personne. Malheureusement, les informations que l’on peut extraire
des différents capteurs dans cette approche sont souvent limitées et fluctuent en fonction de la
position de l’appareil sur la personne (les mouvements enregistrés au poignet ne sont pas les
mêmes qu’à la taille ou à la tête). De plus, les interactions avec l’environnement et les objets,
partie importante des AVQ, ne sont pas mesurables avec cette approche. Finalement, il n’est
également pas idéal de se fier à une personne dont les facultés cognitives sont en déclin pour
porter un appareil supplémentaire.
L’autre approche, l’approche par capteurs ambiants, repose quant à elle sur des capteurs
installés dans un environnement intelligent. Les capteurs utilisés dans cette approche sont
variés. D’un côté, il est possible d’utiliser une suite de capteurs bas niveau (comme des
interrupteurs intelligents, des plaques de pression, des capteurs magnétiques et des capteurs
infrarouges passifs) intégrés dans l’environnement (Irvine et al., 2019). L’état de ces capteurs
à sortie binaire est observé dans le temps pour déterminer ce qui est fait dans l’environnement.
Malgré que cette approche soit très peu intrusive, elle repose énormément sur l’intégration des
capteurs dans l’environnement, ce qui peut laisser beaucoup d’angles morts. Par exemple, il
faut plus qu’un capteur infrarouge passif placé dans la salle de bain pour déterminer ce qui
s’y passe (il serait difficile de faire la distinction entre Laver ses Mains, Faire ses besoins
et Brosser ses Dents sans capteurs supplémentaires). De l’autre côté, des capteurs beaucoup
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plus haut niveau peuvent être installés dans l’environnement, comme des caméras et des
microphones. Cette approche a comme avantage de pouvoir capter tout ce que la personne
fait dans l’environnement, et même de percevoir les interactions avec l’environnement. Un
exemple intéressant de cette approche est offert par les travaux de Madhuranga et al. (2020),
où l’extraction de l’audio et du vidéo sont combinés pour faire la reconnaissance d’activités.
L’utilisation de certains de ces capteurs peut cependant être très difficile à accepter, même
dans le cadre de surveillance critique aux soins de santé (Offermann-van Heek et al., 2019),
puisqu’ils ont un impact négatif sur la vie privée.
Un type de radar a récemment généré beaucoup d’intérêt : les radars Ultra-Wideband
(UWB). Les radars sont des appareils qui émettent des ondes radio, qui sont réfléchies par
les surfaces puis sont captées à nouveau par le radar. Les réflexions permettent d’identifier
la distance et même la vitesse des objets. Les radars UWB utilisent un large spectre radio
(au moins 500 MHz) (Taylor, 2012). Cette particularité leurs permet de percevoir des objets
derrière les murs et autres surfaces, ce qui est idéal pour les environnements intelligents. Les
radars UWB sont une alternative intéressante aux caméras, puisqu’ils offrent plus d’intimité,
et les données sont assez explicites pour pouvoir mesurer les mouvements des objets et de la
personne dans l’environnement. Malgré tout, cette approche a, elle aussi, ses limitations. Les
radars UWB ont une portée limitée, et une précision qui diminue rapidement avec la distance,
tout comme les caméras.
Nonobstant l’approche utilisée, les réseaux de neurones ont généré beaucoup d’intérêt
dans les dernières années. Certaines architectures comme les réseaux de neurones convolutifs
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se sont démarqués pour la résolution de problèmes de vision comme la reconnaissance d’objets
(Zeiler et Fergus, 2013). Cela se reflète à travers les gagnants de défis de détection d’objets
qui utilisent des réseaux de neurones convolutifs ou des variations de réseaux de neurones
convolutifs, comme pour l’édition 2017 du défi de détection d’images d’ImageNet (ImageNet
Large Scale Visual Recognition Competition (ILSVRC)) (Russakovsky et al., 2015) 1. Cette
approche fait contraste aux différentes approches plus conventionnelles comme l’utilisation
de systèmes experts, qui sont basés sur l’exploitation de règles dérivées de connaissances
d’experts dans le domaine d’application (Valenzuela et al., 2004; Hatzilygeroudis et Prentzas,
2004).
1.2 PROBLÉMATIQUE DE RECHERCHE
Comme discuté plus haut, la reconnaissance d’activités est un problème de taille et qui
est au centre de solutions pouvant assister des personnes dans la résolution de leurs AVQ
quotidiennement. Dans la panoplie d’approches disponibles, l’utilisation de radars UWB
semble la plus prometteuse puisque ces derniers offrent une bonne résolution et la capacité de
percevoir derrière les objets (ce qui est particulièrement avantageux dans un environnement
meublé contenant des divisions (murs)) et offre plus d’intimité que bien d’autres capteurs
alternatifs (notamment les caméras).
1. Les résultats de l’édition 2017 du ILSVRC et une description sommaire des approches utilisées par
chacune des équipes sont disponibles à l’adresse suivante : http://image-net.org/challenges/LSVRC/
2017/results
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Les travaux couverts par ce mémoire visent à atteindre un meilleur taux de reconnais-
sance d’activités de la vie quotidienne que les travaux précédents (notamment Maitre et al.
(2021)) en combinant réseaux de neurones et radar UWB.
Plusieurs laboratoires ont comme centre d’activité l’élaboration de technologies am-
biantes intelligentes. Au Québec, le laboratoire de Domotique et informatique mobile à
l’Université de Sherbrooke (DOMUS) Giroux et al. (2008) et le Laboratoire d’Intelligence
Ambiante pour la Reconnaissance d’Activités (LIARA) situé à l’Université du Québec à
Chicoutimi (UQAC) sont des exemples notables de laboratoires visant à développer des tech-
nologies de support reposant sur l’intelligence ambiante. Ce mémoire est réalisé au LIARA. Le
LIARA a une longue expérience en ce qui concerne diverses solutions pour la reconnaissance
d’activités (Maitre et al., 2021; Fortin-Simard et al., 2015; Maitre et al., 2020), et autres
technologies pour le support de personnes (Bouchard et al., 2020a; Francillette et al., 2018).
Une contrainte implicite de ce mémoire est d’explorer des avenues qui n’ont pas encore été
touchées par les travaux précédents du LIARA.
La réalisation de ce projet comporte bon nombre de défis. Dans un premier temps, une
réflexion doit être faite sur les capteurs et les jeux de données utilisés. La quantité de données
disponibles pour l’apprentissage des algorithmes est limitée à ce qui peut être enregistré au
cours de ce projet de recherche et des expérimentations précédentes au LIARA. Un jeu de
données limité peut affecter grandement la capacité des modèles à généraliser. L’année 2020
a été touchée par la COVID-19. Cet évènement a fait en sorte de ralentir et même d’arrêter
beaucoup de contacts interpersonnels et a ralenti certains services. Même si la COVID-19
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fait obstruction à la capacité de bonifier de façon significative le jeu de données, cet aspect
sera néanmoins abordé, car même s’il est difficile (voir impossible) de construire un jeu de
données complet avec une foule de participants dans les délais et les contraintes imposées par
la COVID-19, il est quand même possible d’utiliser des activités déjà enregistrées au LIARA
dans le cadre d’expérimentations précédentes et de tester certaines pistes d’améliorations pour
des expérimentations futures. Les détails et travaux concernant le jeu de données seront traités
en plus amples détails dans la Section 3.2. Une caractérisation du comportement des radars
UWB utilisés dans ce mémoire est aussi à envisager afin d’établir les limites de l’utilisation de
ces capteurs.
Un autre défi provient du type d’activités traitées dans la littérature scientifique en ce qui
concerne la reconnaissance d’activités avec radars UWB. La plupart des travaux se limitent
à des activités très simples et à des environnements dépourvus d’obstacles (Jokanovic et al.,
2017; Du et al., 2019). Une autre caractéristique de ce travail de recherche, en contraste avec
la littérature scientifique, est l’utilisation de plusieurs capteurs au lieu d’un seul. Ces aspects
font en sorte qu’une comparaison entre différents modèles est à faire pour déterminer quel
type d’approche performe mieux dans ce contexte.
1.3 CONTRIBUTION DE LA RECHERCHE
Dans le cadre de la réalisation de ce travail de recherche, deux contributions principales
sont apportées.
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Dans un premier temps, deux approches sont explorées pour la reconnaissance d’activités.
Une première approche est de tenter d’améliorer le taux de reconnaissance d’un réseau de
neurones existant en intégrant une part d’expertise humaine sous la forme d’un système
expert. Les limitations fondamentales de cette approche ont été très rapidement identifiées
puis analysées. Puisqu’il s’agit d’une solution potentielle qui a été rapidement mise de côté,
elle est couverte par ce mémoire, mais seulement de façon superficielle.
La deuxième approche consiste à simplement proposer un nouveau réseau de neurones
visant à effectuer la reconnaissance d’activités à partir des données prétraitées de façon
minimale. Cette approche combine deux classes d’architecture : les Long Short-Term Memory
(LSTM) et les réseaux de neurones convolutifs (CNN). Cette approche exploite l’apprentissage
par transfert, la fusion de données et une simple optimisation de la taille et la forme des filtres
des couches CNN. Ce modèle, appelé Tuned EfficientNetB0 avec LSTM, offre une amélioration
de 18,63 % du taux de reconnaissance par rapport aux réseaux de neurones développés dans
des travaux antérieurs exploitant le même jeu de données.
Finalement, un jeu de données a été construit dans le but d’analyser les limitations du
modèle sur la classification de certaines activités au LIARA.
1.4 MÉTHODOLOGIE DE LA RECHERCHE
Le mémoire présenté dans ce document a été réalisé en respectant une méthodologie
scientifique divisée en 4 phases principales. La première phase consiste en l’acquisition de
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connaissances dans le domaine de la reconnaissance d’activités, de l’apprentissage profond,
des systèmes experts, des différents capteurs et des différentes approches utilisées pour la
reconnaissance d’activités. Cette étape s’est faite sous la forme d’une revue de la littérature.
Cette phase a été cruciale puisqu’elle a permis une meilleure compréhension du domaine en
plus d’identifier les limitations des différentes solutions contenues dans l’état de l’art. Cela a
permis également de guider les travaux réalisés.
La deuxième phase consiste en l’élaboration théorique d’un système de reconnaissance
d’activités. Puisque ce travail s’inscrit dans l’ensemble des travaux réalisés au LIARA, l’ap-
proche proposée doit explorer à la fois de nouvelles avenues en ligne avec l’état de l’art en ce
qui concerne la reconnaissance d’activités avec les radars UWB, et en plus être complémen-
taire aux approches des travaux antérieurs. De plus, l’objectif de tous les modèles développés
est d’atteindre de meilleures performances que lesdits algorithmes développés précédemment.
La troisième phase consiste à mettre en application les modèles théoriques développés,
incluant le prétraitement des données, la définition des divers modèles et l’entraînement de
ces derniers. Le développement de la solution s’est fait avec le langage de programmation
Python, combiné à l’utilisation des librairies Keras et Tensorflow pour la modélisation et
l’entraînement des modèles profonds.
La dernière phase consiste en la validation du modèle avec des données réelles. Pour
ce faire, un jeu de données enregistré au LIARA a été utilisé pour mesurer la performance
finale du modèle proposé. Les résultats sont disponibles à la Section 3.4.3, la Section 3.3.3 et
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la Section 3.5.4.
1.5 ORGANISATION DU MÉMOIRE
Ce mémoire est composé de 4 chapitres. Le premier chapitre est une introduction à la
problématique de recherche. Ce chapitre contient également une présentation sommaire des
différents sujets touchés par le mémoire.
Le deuxième chapitre contient une revue de la littérature. Celle-ci couvre plusieurs
sujets afin de clarifier les différents concepts touchés par les travaux présentés. Dans un
premier temps, le fonctionnement des radars UWB sera expliqué. Ensuite, les différents
concepts clés de l’apprentissage profond et son historique seront explorés. Une revue de
quelques applications concrètes pour la reconnaissance d’activités avec radars UWB sera
également réalisée. Ce chapitre permettra d’identifier les approches les plus prometteuses pour
l’utilisation de l’apprentissage profond en combinaison avec des radars UWB.
Le troisième chapitre contient l’entièreté des travaux réalisés dans le cadre du mémoire.
Dans un premier temps, une explication exhaustive du laboratoire LIARA et de la méthodo-
logie utilisée pour mesurer les activités sera faite. Cela inclut un retour sur l’état du jeu de
données tel qu’utilisé dans les travaux antérieurs, les expérimentations faites sur les capteurs,
les améliorations apportées au jeu de données et la méthode utilisée pour traiter les données.
Ensuite, le modèle final ainsi que les autres modèles considérés seront définis et leurs perfor-
mances analysées. Un dernier aspect traité par ce chapitre est la création d’un nouveau jeu de
14
données et de l’analyse du modèle développé sur ce nouveau jeu de données.
Le dernier chapitre quant à lui sert à effectuer un retour général sur le mémoire en plus
d’identifier les contributions et le potentiel de travaux futurs.
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CHAPITRE II
REVUE DE LA LITTÉRATURE
Les travaux présentés dans ce mémoire se concentrent sur la question de la recon-
naissance d’activités utilisant des capteurs de type radar UWB combinée à l’apprentissage
profond. Il est ici important de faire un tour d’horizon des fondements de cette approche. Dans
un premier temps, le fonctionnement des radars UWB sera expliqué suivi d’un survol des
différentes techniques d’apprentissage profond touchées par ce mémoire. Certains cas précis
d’utilisations des radars UWB, des applications de reconnaissance d’activités et d’utilisations
de l’apprentissage profond seront, quant à eux, traitées dans la Section 2.2.
2.1 DÉFINITIONS
2.1.1 RADAR ULTRA-WIDEBAND
Un radar est un appareil électronique qui permet de mesurer la détection et la localisation
d’objets en utilisant des ondes radio. Le mot radar vient de l’anglais et est dérivé de cette
définition ; Radio Detection And Ranging (Radar). Une onde radio a une fréquence variant
entre 3Hz et 300GHz.
Lorsqu’une onde radio voyage dans un matériel tel que l’air et qu’elle entre en contact
avec un autre matériel (ou une barrière) tel qu’une personne ou un avion, trois phénomènes
peuvent survenir. Dans un premier cas, l’onde est réfléchie, dans l’autre elle passe à travers et
dans le dernier, elle est absorbée. Dans le contexte d’un radar, le phénomène que l’on veut
observer est le cas où l’onde radio est réfléchie par l’objet. Plusieurs facteurs impactent la
réflexion de l’onde. Dans un premier temps, la différence de matériaux est très importante.
Ce phénomène est observable avec la différence de réflexion de la lumière (une autre onde
électromagnétique) sur différentes surfaces comme un miroir et un tapis. Ensuite, la forme de
l’objet impacte la façon dont les ondes sont réfléchies. Les avions furtifs utilisent généralement
bien ces deux derniers points en utilisant des matériaux absorbants et des formes qui diminuent
la quantité d’ondes radio réfléchies. Finalement, la longueur d’onde et le matériel de l’objet
impactent comment l’onde est transmise à travers l’objet. De façon générale, plus la longueur
d’onde est petite, plus elle sera atténuée lors de la transmission à travers le matériel.
Lorsqu’une onde entre en contact avec un objet, la vélocité de l’objet affecte également
la fréquence de l’onde. Intuitivement, si un objet est statique, alors l’onde qui frappe l’objet et
est retournée à la même fréquence. Si l’objet est en mouvement dans la direction de l’émission
de l’onde, alors l’objet rentrera en contact plus fréquemment avec le front de l’onde, cette
dernière sera donc retournée plus souvent, changeant ainsi la fréquence de l’onde lors de la
réflexion pour une fréquence supérieure. À l’opposé, si l’objet est en direction opposée à la
source de l’onde, alors l’objet rencontrera à une fréquence moins élevée les fronts d’onde,
changeant ainsi également la fréquence de l’onde lors de la réflexion pour une fréquence
inférieure. Ce phénomène de changement de fréquence est nommé effet Doppler (Ling, 2017).
Un exemple commun est le changement de son d’une automobile. Lorsque celle-ci se dirige
vers l’observateur, le son est plus aigu (compression de l’onde sonore) que lorsque la voiture
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s’éloigne (dilatation de l’onde sonore). Ce phénomène est montré à la Figure 2.1. En observant
la variation de la fréquence en retour, il est possible de déterminer la vitesse de l’objet.
Figure 2.1 : Visualisation de l’effet Doppler : a) Effet Doppler sur un objet statique. b) Effet
Doppler sur un objet s’éloignant de la source. c) Effet Doppler sur un objet se rapprochant de
la source.
Un radar vise donc à exploiter la propriété réfléchissante des objets face aux ondes radio.
Dans sa forme la plus simple, un radar est composé d’une antenne connectée à un oscillateur
qui permet de générer un signal radio et d’une antenne connectée à un récepteur. Le récepteur
mesure les variations apportées au signal d’origine pour déterminer la position d’objets. La
portée d’un radar dépend de plusieurs facteurs incluant la puissance du transmetteur Pt , le gain
de l’antenne du transmetteur Gt , la surface efficace de l’antenne du récepteur Ar (sa capacité à
percevoir les ondes radio), la surface équivalente radar σ (simplement une mesure indiquant
la détectabilité d’un objet par un radar, influencé par les matériaux et la forme de l’objet) et
la distance R entre l’émetteur et l’objet observé. L’équation (2.1) qui donne la puissance au






La transmission d’onde radio peut se faire de deux façons. Il est possible de transmettre
des ondes radio et de constamment en faire la réception. Il s’agit du mode continu d’opération.
Ce mode d’opération permet seulement d’évaluer la vitesse d’un objet observé, puisqu’il est
impossible de déterminer quand l’onde qui frappe l’objet a été émise et donc le temps qu’a
pris l’onde à atteindre l’objet et de revenir. De plus, il est obligatoire pour ce genre de radars
d’utiliser deux antennes, une pour la réception et l’autre pour l’émission puisque chaque
antenne est constamment utilisée. Si le radar est opéré avec des pulses, c’est-à-dire qu’une
onde électromagnétique est émise périodiquement, il est alors possible de mesurer le temps de
réponse et donc de mesurer la distance de l’objet et en même temps la vitesse de celui-ci. Un
avantage de ce type de radar est qu’une seule antenne est nécessaire, puisque l’émission et la
réception ne se font pas simultanément.
Les radars Ultra-Wideband (UWB) (Taylor, 2000) (ou à bande ultra large en français)
sont un type de radar qui a la particularité d’utiliser un large spectre de la bande radio allant
jusqu’à 500 MHz, et opèrent avec une faible densité spectrale. Contrairement aux radars à
bandes étroites qui utilisent seulement une fréquence de transmission et la conservent tout
le long de la période de transmission, un radar UWB varie le signal transmis pour lui faire
couvrir un large spectre de fréquences. Puisqu’il utilise une densité spectrale faible, ce type
de radar a une portée limitée. Cette limitation n’empêche cependant pas son utilisation en
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tant que radar, au contraire. L’utilisation d’un large spectre de fréquences permet au radar
une grande précision pour des petits objets, voire même des parties d’un plus gros objet, et
permet aussi de transmettre à travers des obstacles. Dans ce mémoire, les radars utilisés sont
des radars UWB Doppler-Pulsés.
Les radars UWB ont un grand nombre d’applications. Dans un premier temps, leur
précision permet de détecter certains signes vitaux sans contact sur une courte distance,
comme la respiration et même la détection du pouls (Ren et al., 2015). Un exemple de cette
application est le radar Xethru X4M200 par Novelda 2 qui offre directement la mesure de la
respiration. Il est intéressant ici de mentionner qu’il s’agit du modèle de radar exploité dans ce
mémoire. Plus de détails sur l’utilisation de radars UWB pour la détection de signes vitaux
sont donnés dans la Section 2.2.2. Un aspect important des radars UWB est leur capacité à
pénétrer les objets, ce qui le rend idéal pour certains types d’applications comme l’assurance
qualité (Cristofani et al., 2016) où il est possible de détecter des irrégularités à l’intérieur
d’un objet sans avoir à briser son intégrité. Cette capacité à percevoir derrière les objets est
également exploitable lors d’opérations de recherche et de sauvetage (Jenssen et al., 2018)
dans le cas précis, par exemple, d’avalanches où il est possible de percevoir sous la neige.
Même si les radars UWB ont connu un certain essor dans la littérature, le nombre de modèles
de radars UWB ou de kits de développement construits autour de radars UWB est limité.
Certains modèles ont été identifiés, comme les radars produits par Novelda (X4M200 et toutes
2. https://www.sensorlogic.store/products/xe-thru-x4m200-respiration-sensor
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ses variantes 3), ou encore certains kits de développement construits avec la même puce que
le X4M200 4, c’est à dire le système d’émetteur-récepteur radar à impulsion à courte portée
sur puce X4 de Novelda. Ces modèles coûtent entre 250 USD et 3500 USD. Il est également
possible de concevoir un radar UWB à partir de pièces déjà disponible (Malajner et al., 2020),
mais cette approche demande une certaine expertise.
La technologie UWB est également utilisée dans d’autres contextes, par exemple, le
positionnement d’objets (Tiemann et Wietfeld, 2017). Dans ce scénario, les objets dont on
veut mesurer la position sont munis de transmetteurs UWB qui émettent un signal de façon
périodique et de multiples récepteurs (au minimum 3 pour permettre la triangulation) sont
placés dans l’environnement. Ces récepteurs hautement synchronisés permettent de détecter
des variations dans le temps d’arrivée de chaque transmission émise par le transmetteur et
donc de trianguler la position du transmetteur. Cette approche est très utile puisque le signal
peut plus facilement passer au travers des murs et de certains objets et permet une plus grande
précision (10 cm) que d’autres approches utilisant d’autres protocoles sans-fil tel que Wifi
(précision maximale entre 23 cm et 1 m) et Bluetooth (précision maximale entre 1 m et 3 m)
(Zafari et al., 2017).
Les données retournées par un radar UWB tel que le Xetheru X4M200 sont des données
Distance-Doppler. Une donnée Distance-Doppler est une représentation des réflexions à




radar lors d’un scan est donné à la Figure 2.2. Dans cet exemple, il est possible de constater
qu’il y a deux pics, le premier étant à 0,1 m de distance du radar et représentant le retour
direct entre le transmetteur et le récepteur (peu importe la situation, ce pic sera présent dans
les données) et le deuxième représentant un objet situé à approximativement 1,2 m devant le
radar.
Figure 2.2 : Un retour de données représentant une donnée Distance-Doppler par un radar
X4M200 tiré de Novelda AS (2018). L’axe horizontal représente la distance (en mètres) et l’axe
vertical l’amplitude en dB.
Même si individuellement les données de radars UWB peuvent sembler simples, elles
sont assez complexes lorsqu’il est question d’effectuer de la reconnaissance d’activités. Par
exemple, la Figure 2.3 montre les données brutes extraites de trois radars UWB. Ces enregis-
trements ont été réalisés dans un habitat intelligent contenant 3 radars disposés à trois endroits
différents dans l’environnement. Il est possible d’identifier quelques éléments. Premièrement,
il est possible de constater que plusieurs objets se trouvent dans l’environnement. Ces objets
sont représentés par les barres verticales. Il est également possible de constater que quelqu’un
effectue des mouvements à quelques mètres du radar. Même s’il est possible de déterminer en
un coup d’oeil que quelqu’un se trouve dans l’environnement, il est très difficile de déterminer
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exactement quelle action est effectuée. Afin de déterminer l’action en cours, il faut extraire
des patterns et des caractéristiques de ces variations de mouvements.
Figure 2.3 : Données brutes enregistrées lors de l’exécution d’une activité par une personne
dans un habitat intelligent par 3 radars placés à des endroits différents.
2.1.2 APPRENTISSAGE PROFOND
Dans les dernières années, les réseaux de neurones ont fait des avancées spectaculaires
en ce qui a trait aux problèmes complexes comme pour les problèmes de vision (Voulodimos
et al., 2018) telle la reconnaissance d’objets. Comme pour les problèmes de vision, les réseaux
de neurones semblent être une bonne approche pour l’exploitation des données de radars UWB
puisqu’ils peuvent extraire automatiquement les informations pertinentes d’un jeu de données
(donc besoin minimal d’extraction de caractéristiques par un expert) et permettent même selon
l’architecture choisie de trouver des patterns temporels, ce qui est particulièrement intéressant
dans le cadre de la reconnaissance d’activités.
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PERCEPTRON
Les réseaux de neurones artificiels sont des systèmes qui sont inspirés du fonctionnement
du cerveau humain. Un cerveau est composé de neurones qui sont connectés entre eux par
des liens synaptiques. Chaque neurone a la capacité de transmettre des signaux chimiques et
électriques. De façon simplifiée et haut niveau, le raisonnement à l’intérieur du cerveau est
simplement le passage de signaux à travers les neurones et les liens synaptiques. Un réseau de
neurones est sensiblement similaire. Un réseau de neurones est composé d’une ou plusieurs
unités (ou neurones), qui sont liées l’une à l’autre, et chaque unité est composée d’entrées,
d’une fonction d’activation qui permet de calculer une sortie en fonction de la somme pondérée
des entrées, et d’une sortie.
Quoique les réseaux de neurones aient eu un essor important dans les dernières années,
les fondements théoriques datent quant à eux de 1943 (McCulloch, 1943). Ce n’est qu’en
1958 que Frank Rosenblatt propose le perceptron (Rosenblatt, 1958), l’unité de base du réseau
de neurones artificiel. Au fil des avancées, nous arrivons donc au perceptron moderne tel
qu’illustré à la Figure 2.4.
Chaque perceptron j possède une ou plusieurs entrées numériques x j,i. Associé à chacune
de ces entrées, un poids wi est appliqué. Le poids permet d’ignorer ou d’accentuer une entrée
en particulier. À l’intérieur du perceptron, les entrées sont multipliées par leur poids respectif
puis additionnées. Le perceptron contient également une entrée de type biais b j qui permet de
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Figure 2.4 : Structure d’un perceptron
décaler le résultat de l’ensemble des entrées. Le biais est également additionné à l’ensemble
des entrées pondérées. La valeur sommée est ensuite passée à une fonction d’activation.
C’est la fonction d’activation qui détermine la sortie y j du perceptron. Dans le perceptron
tel qu’introduit par Rosenblatt, la fonction de Heaviside (ou fonction en marche d’escalier),
comme définie à l’équation (2.2), est utilisée. Cette fonction d’activation permet une sortie
binaire.
∀x ∈ R,H(x) =

0 si x < 0.
1 si x≥ 0.
(2.2)
Pour qu’un réseau de neurones opère comme désiré, il faut l’entraîner. L’entraînement
d’un réseau de neurones est alors simplement l’entraînement de chaque perceptron. Lorsqu’on
entraîne un perceptron, on vise à ajuster les poids sur chacune des entrées pour que lorsque
l’on donne une certaine entrée au perceptron la sortie voulue soit donnée. La mise à jour
des poids se fait en deux étapes, la première est le calcul de la sortie du perceptron décrit à
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l’équation (2.3), la deuxième est l’ajustement des poids en fonction de la sortie du perceptron
tel que décrit à l’équation (2.4). Lors du calcul de la sortie y j(t) d’un perceptron j avec un biais
b à un instant t d’une entrée x j appartenant à un jeu de données D, le résultat est donné par la
fonction d’activation appliquée à la sommation des poids multipliés par leur entrée respective.
Le poids mis à jour wi(t +1) quant à lui est le poids initial wi additionné à la multiplication
de la différence entre la sortie voulue ŷ j et la sortie actuelle y j, de l’entrée actuelle pour le
poids x j,i et d’un taux d’apprentissage r. Le taux d’apprentissage permet d’éviter de trop gros
changements de poids qui empêcheraient le perceptron de converger vers la réponse désirée.




(wi(t) · x j,i)+b j) (2.3)
wi(t +1) = wi(t)+ r · (ŷ j− y j(t))x j,i (2.4)
L’apprentissage est réalisé jusqu’à ce que le comportement voulu soit observé à la sortie
du perceptron ou que la différence entre la sortie voulue et la sortie actuelle soit assez petite
pour les besoins du problème. Le terme epoch est utilisé pour dire que l’entraînement est fait
sur l’entièreté du jeu de données. L’entraînement se fait généralement sur plusieurs epochs. Le
perceptron tel que décrit plus haut est un classificateur linéaire.
Les perceptrons ne sont pas limités à utiliser les données comme entrées, ils peuvent
aussi utiliser la sortie d’autres perceptrons. Pour cela, les perceptrons sont groupés dans des
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couches qui sont elles-mêmes connectées entre elles. Une architecture de réseau de neurones
est composée de ces couches de perceptrons qui se succèdent. On vise ici à reproduire
les connexions des neurones dans le cerveau. Ces architectures basiques sont appelées des
perceptrons multicouches ou réseaux de neurones à propagation avant. Il s’agit de la définition
de facto d’un réseau de neurones. Un perceptron multicouche contient au minimum 3 couches
(Hastie et al., 2009). La première couche est une couche d’entrée. Cette couche sert simplement
à relayer les données du problème au reste du modèle. La dernière couche est la couche de
sortie et donne la sortie du modèle. Les couches se trouvant entre la couche d’entrée et la
couche de sortie sont des couches cachées. C’est dans les couches cachées que la logique du
modèle est située.
Ce genre de réseau de neurones effectue les calculs couche par couche, de la couche
d’entrée vers la couche de sortie. Cette approche est appelée propagation avant. Il s’agit de la
méthode la plus simple d’exécution d’un réseau de neurones.
Ces réseaux de neurones plus complexes utilisent une autre stratégie pour l’apprentissage.
Dans le cas du perceptron, la descente du gradient est effectuée sur chacun des poids associés
aux entrées. La descente du gradient est un algorithme d’optimisation. Cet algorithme est
appliqué à une fonction de coût. La fonction de coût permet de quantifier comment le réseau
de neurones répond au problème. Lors de l’entraînement, il faut réduire au minimum ce coût.
Un coût idéal de 0 indique que la différence entre la sortie du réseau de neurones et les valeurs
attendues est nulle. Plusieurs fonctions de coût peuvent être utilisées (notamment Entropie
Croisée, Erreur Absolue Moyenne, Erreur Quadratique Moyenne, Hinge, Huber et Kullback-
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Leibler). Une fonction de coût largement répandue est l’erreur quadratique moyenne (voir
équation (2.5)). Dans le cas d’un réseau de neurones à propagation avant, la rétropropagation
du gradient est effectuée (Werbos, 1974). De la même façon que l’on utilise la différence entre
la sortie actuelle et voulue du perceptron pour ajuster les poids, le résultat d’une fonction de








Il est important de noter ici que la convergence d’un réseau de neurones n’est pas
garantie. Puisque les données sont utilisées pour faire l’apprentissage, si les données ne sont
pas bien traitées en amont, ou si des différences entre deux entrées sont imperceptibles, alors
le réseau de neurones ne devrait pas converger. De plus, certains problèmes requièrent des
architectures spécifiques. C’est le cas de la reconnaissance d’images. Dans ce cas précis, la
proximité des pixels contient beaucoup d’information sur le contenu de l’image, information
qui est complètement perdue lorsque l’on aplatit l’image pour l’entrer dans la couche d’entrée
d’un perceptron multicouche. De plus, il n’y a pas de règle spécifique concernant la taille
et la profondeur requise pour répondre aux besoins d’un problème. Malheureusement, cette
partie de la conception des architectures tient plus de l’instinct que de la science. Un réseau
de neurones qui n’est pas assez profond ou trop étroit n’apprendra pas correctement (ou pas
optimalement) alors que si le réseau de neurones est trop profond ou large alors il peut souffrir
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de surapprentissage. Le surapprentissage survient lorsqu’un modèle finit par mémoriser les
données d’apprentissage au lieu d’extraire le concept général derrière les données.
La fonction d’activation choisie pour chaque neurone impacte également fortement le
comportement du réseau de neurones et de sa capacité à modéliser un problème. L’utilisation
d’une fonction d’activation en marche d’escalier (ON et OFF) limite la capacité d’un ensemble
de perceptrons à caractériser les subtilités derrière une entrée de données. Imaginons ici un
réseau de neurones composé de quelques perceptrons avec une fonction d’activation en marche
d’escalier qui a appris à extraire la couleur moyenne d’une image. Si la dernière couche est
composée de trois perceptrons (représentant les canaux de couleurs rouge, vert et bleu), alors
le réseau de neurones pourrait indiquer quelle couleur primaire ou secondaire représente la
moyenne des couleurs (8 sorties possibles incluant blanc et noir), alors que si une fonction
d’activation non binaire était utilisée (donc qu’une valeur entre 0 et 1 peut être donnée) alors il
serait possible d’avoir une sortie qui estime une couleur en fonction de la concentration de
chacun des canaux de couleur (assumant une sortie assignée sur 8-bit par canal, cela donne
224 couleurs possibles). Des comportements plus complexes sont maintenant possibles grâce à
des avancées dans les fonctions d’activations.
Deux des fonctions d’activation les plus rependues qui ont remplacé la fonction en
marches d’escalier sont la fonction sigmoïde et la fonction tangente hyperbolique. Ces fonc-
tions, définies respectivement aux équations (2.6) et (2.7), ont certains avantages. La fonction
sigmoïde permet de facilement exprimer une probabilité entre 0 et 1 alors que la fonction
tangente hyperbolique admet des valeurs négatives.
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Un des problèmes qui peut survenir lors de l’apprentissage d’un réseau de neurones
profond est la disparition du gradient lors de la rétropropagation du gradient (Vanishing
Gradient (Aggarwal, 2018, p. 105-167)). Lorsque l’on propage le gradient, la valeur du
gradient devient de plus en plus petite. Le problème survient lorsque cette valeur devient
tellement petite que chaque poids ne varie plus, ce qui arrête l’apprentissage. Une des méthodes
disponibles pour mitiger la disparition du gradient est l’utilisation de la fonction d’activation
Rectifier (Glorot et al., 2011) telle que définie à l’équation (2.8). Un neurone qui utilise la
fonction Rectifier est appelé Rectified Linear Unit (ReLU).
ReLU(x) = max(0,x) (2.8)
Depuis leur introduction, ReLU est devenue la fonction d’activation la plus largement
utilisée grâce au gain de performance que cette fonction a introduit dans les réseaux de
neurones profonds (Ramachandran et al., 2017a). Certaines variations de ReLU ont été
introduites, mais peu ont eu autant d’attention que swish (Ramachandran et al., 2017b).
La fonction d’activation swish telle que définie à l’équation (2.9) a certains avantages par
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rapport à ReLU. Contrairement à la fonction ReLU qui permet seulement des valeurs positives,
la fonction swish permet d’avoir une petite valeur négative de sortie lorsque l’entrée est
légèrement négative, mais une sortie près de 0 lorsque de grandes valeurs négatives sont
données en entrée. Cela permet d’avoir un comportement similaire à ReLU, mais en plus les
sorties négatives semblent permettre de mieux modéliser certains comportements. Swish a
montré de meilleures performances sur plusieurs jeux de données, incluant la reconnaissance
d’images par rapport à ReLU (Ramachandran et al., 2017b).
swish(x) = x · (1+ e−x)−1 (2.9)
Avec le temps et l’augmentation des performances des ordinateurs, la taille des réseaux
de neurones a augmenté. En augmentant le nombre de neurones par couche et le nombre total
de couches, les réseaux de neurones sont capables de simuler des comportements de plus en
plus complexes. Le terme apprentissage profond provient du nombre de couches cachées dans
un réseau de neurones. Un réseau de neurones profond contient plusieurs couches cachées et
est donc capable de raisonnement généralement plus complexe.
RÉSEAU DE NEURONES CONVOLUTIFS
Depuis leur introduction, plusieurs différentes classes de réseaux de neurones ainsi que
plusieurs optimisations ont été introduites et font désormais partie du paysage de l’apprentis-
sage profond. Ces approches cherchent généralement à répondre à une classe de problèmes en
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particulier. De ces classes notables, nous trouvons les réseaux de neurones convolutifs. Cette
classe de réseau de neurones a permis des avancées impressionnantes dans les problèmes de
reconnaissance d’images. Les fondements ont été posés par Kunihiko Fukushima en 1980
avec ses travaux sur une architecture appelée Neocognitron (Fukushima, 1980). Ce réseau
de neurones s’inspire du modèle du système nerveux visuel développé par Hubel et Wiesel
(Hubel et Wiesel, 1959). Dans ce modèle, deux différents types de neurones se superposent
en couches pour extraire les caractéristiques d’un stimulus visuel. Les neurones S permettent
d’extraire des patterns alors que les neurones C permettent de combiner les informations de
neurones S. La forme moderne des CNN découle quant à elle des travaux de Yann LeCun
(LeCun et al., 1990). LeCun est le premier à avoir intégré la rétropropagation du gradient
pour entraîner les filtres, c’est-à-dire les matrices responsables de l’extraction des patterns
visuels. Auparavant (comme pour Neocognitron), les filtres étaient sélectionnés manuellement.
L’apprentissage des filtres facilite non seulement la création de CNN, mais les performances
atteintes avec les filtres entraînés sont supérieures.
Un CNN est donc composé de la superposition de deux couches. Une de ces deux
couches est la couche convolutive. Cette couche est composée de filtres. Les filtres ont une
taille h par w et une profondeur d et sont composés de neurones. La profondeur d’un filtre est
directement liée au nombre de canaux de l’image d’entrée, typiquement une profondeur de 1
pour les images en niveaux de gris et trois pour les images en couleur (RGB). Les filtres sont
passés sur l’entièreté de l’image d’entrée avec un pas entre deux convolutions, et à chaque
convolution, le produit scalaire de chacun des filtres est ajouté à la sortie. La Figure 2.5 montre
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le principe de convolution appliqué à un et plusieurs filtres.
Figure 2.5 : Couche convolutive.
Lors de l’apprentissage, ce sont les poids de chacun des neurones des filtres qui sont
ajustés. Ainsi, lors de l’apprentissage, le CNN apprend quelles configurations de filtres ou
patterns de pixels permettent de minimiser l’erreur en sortie. Dans la couche convolutive,
plusieurs filtres sont utilisés en parallèle, allant souvent jusqu’à 512 filtres par couche. Il est
possible de calculer la taille de sortie de la couche convolutive Wout avec l’équation (2.10)
où Win représente la taille de l’entrée, K la taille du filtre, P le remplissage aux extrémités de
l’entrée et S représente le pas entre deux convolutions. Ainsi, la sortie de la couche convolutive
est beaucoup plus grande que l’entrée. Par exemple, une entrée d’image en niveaux de gris
d’une hauteur de 5 et d’une largeur de 5 (couche d’entrée de 25 neurones) traitée par 8 filtres
de taille 4 par 4, avec remplissage de 2 et un pas de 1 donne une sortie de taille de 8 de




+1 = wout (2.10)
La deuxième couche importante des CNN est la couche de mise en commun. Comme
discuté précédemment, la taille de sortie de la couche convolutive peut-être titanesque après
quelques couches. Pour pallier à ce problème, des couches de mise en commun (Pooling) sont
utilisées. Dans cette couche, une fenêtre de hauteur h et de largeur w est passée sur chacun des
canaux d’entrée avec un pas de S et une fonction est appliquée sur cette fenêtre pour donner
une valeur unique. La plupart du temps, il s’agit de la fonction max (Max Pooling). Le but de
cette couche est de diminuer la taille du CNN à partir de cette couche. Le pas est donc souvent
au moins aussi large que la taille de la fenêtre de mise en commun. Comme pour la couche
de convolution, la taille de sortie de cette couche peut être calculée avec l’équation (2.10).
Donc pour une couche d’entrée de 5x4x4 (80 neurones) avec une fenêtre de 4x4 avec un pas
de 4 et un remplissage de 2, la sortie sera donc de 5x2x2 (20 neurones). La couche de mise en
commun est décrite dans la Figure 2.6.
Les couches de convolution et de mise en commun permettent d’extraire des patterns
visuels, mais sont rarement utilisées seules. Une architecture de CNN comporte également
une couche d’aplatissement (couche transformant une couche multidimensionnelle en couche
unidimensionnelle) suivi d’une (ou plusieurs) couche dense (couche de base utilisée dans
un réseau de neurones à propagation avant où chaque neurone est connecté à tous les autres
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Figure 2.6 : Couche de mise en commun.
neurones de la couche suivante). Puisque les CNN sont utilisés dans le contexte de la recon-
naissance d’image ou de détection, cette dernière couche sort souvent une classification ou
une position de détection avec les dimensions d’une boîte de détection. La Figure 2.7 montre
un exemple d’architecture complète d’un CNN.
Les CNN sont souvent très profonds. Un exemple notable est Xception, un des CNN
les plus populaires. Ce dernier contient 36 couches de convolution et environ 23 millions de
paramètres entraînables (Chollet, 2016).
LONG SHORT-TERM MEMORY
Une autre classe de réseaux de neurones qui offre une différence intéressante par rapport
aux réseaux de neurones classiques est le réseau de neurones récurrents (RNN) (Aggarwal,
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Figure 2.7 : Architecture d’un réseau de neurones convolutifs.
2018, p. 38-40). Dans un réseau de neurones classique, chaque entrée est considérée de façon
séparée. Dans le cas des RNN, des cycles sont présents dans la structure. Ainsi, à un temps t,
les neurones ont également accès à l’état du réseau de neurones au moment t−1. Un exemple
simplifié d’un cycle récursif est montré dans la Figure 2.8.
Figure 2.8 : Exemple simpliste d’un neurone avec cycle récursif.
C’est cette caractéristique qui permet à cette classe de réseaux de neurones de particuliè-
rement bien performer dans des problèmes avec une forte corrélation au domaine temporel
comme la prédiction de séries temporelles et la reconnaissance automatique de la parole
(Graves et al., 2013). Le Long Short-Term Memory (LSTM) (Hochreiter et Schmidhuber,
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1997) est un des meilleurs (et plus répandus) exemples de RNN. Un neurone d’un LSTM
contient une mémoire. La structure du neurone d’un LSTM est montrée à la Figure 2.9. Un
neurone de LSTM a comme entrée la valeur actuelle de l’entrée en plus de la valeur précédente
de sortie du neurone. Contrairement à un neurone de RNN cependant, le neurone du LSTM
comporte un mécanisme pour conserver les valeurs pertinentes et d’ignorer les autres. Ce
mécanisme est composé de trois portes : la porte d’oubli, d’entrée et de sortie. La Figure
2.9 montre les portes à l’intérieur d’un neurone LSTM, avec C comme valeur d’état, et h
représentant les valeurs de sortie.
Figure 2.9 : Neurone de LSTM.
Dans un premier temps, la valeur d’entrée actuelle xt est combinée à la sortie précédente
du neurone ht−1. Ces informations sont alors passées à la porte d’oubli. La porte d’oubli est
simplement une fonction sigmoïde qui prend [xt ,ht−1] et qui effectue un produit matriciel de
Hadamard sur la mémoire du neurone au temps précédent ct−1. Cela permet d’oublier la valeur
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de la mémoire interne lorsque la sortie de la fonction sigmoïde tend vers 0. Ensuite, l’entrée
combinée à la sortie précédente [xt ,ht−1] est envoyée à la porte d’entrée. Cette porte permet
de déterminer quelles informations doivent être conservées dans la mémoire du neurone.
D’un côté, un état candidat est calculé avec une fonction tangente hyperbolique, et de l’autre,
l’importance de l’information est calculée avec une fonction sigmoïde. Ces deux résultats
sont combinés par un produit d’Hadamard et combinés à la mémoire avec une addition. Cette
valeur de mémoire interne ct sera donnée à la sortie du neurone. Finalement, l’entrée combinée
à la sortie précédente [xt ,ht−1] est envoyée à l’entrée de la porte de sortie. La sortie du neurone
ht est calculée avec la mémoire actuelle ct et l’entrée [xt ,ht−1]. D’un côté, [xt ,ht−1] est donné
à une fonction sigmoïde, permettant de déterminer quelles informations seront gardées à la
sortie ht , et de l’autre, la mémoire est passée par une fonction tangente hyperbolique. Ces
deux valeurs sont multipliées avec un produit d’Hadamard et donnent ht .
AUTO-ENCODEUR
Un dernier type de réseaux de neurones à considérer est les réseaux auto-encodeurs.
Un réseau de neurones de type autoencodeur est une architecture d’apprentissage profond
dont le but est d’encoder et de décoder les données d’entrées (Goodfellow et al., 2016). Un
autoencodeur est divisible en deux sous-modèles. Chacun de ces modèles est identique à
l’autre, mais les couches sont dans le sens inverse. Ce genre de réseau est entraîné bout à
bout dans le seul but de recréer les données en entrée. La première partie d’un autoencodeur
est appelé "Encodeur" et transforme les données d’entrées sous une autre forme au centre
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du modèle (souvent dans une forme compressée). La deuxième partie, appelée "Décodeur",
retransforme la représentation des données d’entrées au centre du modèle à des données le plus
proche possible des données d’entrées. La motivation de l’utilisation de ce genre d’architecture
est que les caractéristiques importantes décrivant le mieux les données d’entrées se retrouvent
au centre. Dans le cadre de l’utilisation d’autoencodeur pour la classification, seulement la
partie encodeur est extraite du modèle et est combinée à quelques couches denses.
APPRENTISSAGE PAR TRANSFERT
Les réseaux de neurones qui atteignent les meilleures performances, notamment sur
les problèmes de classification et de détection d’images, sont souvent très profonds (donc
possèdent un nombre important de paramètres entraînables) et sont entraînés sur des jeux de
données de plus en plus gargantuesques. Il est intéressant de citer en exemple ici le jeu de
données OpenImages (Kuznetsova et al., 2020). OpenImages contient approximativement 9,2
millions d’images qui ont été étiquetées pour la classification, la détection et la segmentation,
soit les trois grands problèmes de la reconnaissance d’images. Les réseaux de neurones
profonds qui sont entraînés sur ce genre de jeu de données requièrent énormément de ressources
et peuvent prendre jusqu’à quelques jours, voire une semaine de calcul ou plus selon les
performances du matériel informatique utilisé. L’apprentissage par transfert (Ben-David et
Schuller, 2003) vise à éliminer certains calculs redondants entre deux architectures identiques
et deux problèmes semblables. Un réseau de neurones peut être divisé en deux parties ; l’épine
dorsale, qui est composée de la majorité des couches inférieures et qui sont responsables de
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la majorité du traitement des données d’entrée et la tête qui fait office soit de classeur ou de
prédicteur. La distinction entre ces deux parties est d’autant plus visible dans les réseaux de
neurones convolutifs où les couches convolutives responsables de l’extraction de patterns sont
l’épine dorsale alors que les couches denses responsables de la classification représentent
la tête. L’apprentissage par transfert consiste à transférer les poids des couches de l’épine
dorsale déjà entraînées vers celles non entraînées et de geler ces couches pour qu’elles ne
changent pas lors de l’entraînement sur le nouveau jeu de données. Ainsi, seulement la tête
est entraînée et seulement une fraction des ressources de calculs est requise. Cela permet de
diminuer énormément le temps de calcul.
LIMITATIONS
Malgré leur intérêt grandissant et le nombre d’applications qui augmente, les réseaux de
neurones ont malgré tout quelques problèmes fondamentaux. Un des problèmes principaux
est qu’un réseau de neurones est en somme une boîte noire, c’est-à-dire que le raisonnement
effectué à l’intérieur est caché à l’utilisateur. En effet, même s’il est possible de visualiser
chaque neurone et de mesurer comment chaque neurone répond en fonction d’une entrée, la
logique globale du réseau de neurones reste incompréhensible. Même si plusieurs ont tenté
d’extirper des connaissances symboliques des réseaux de neurones (Garcez et al., 2001),
les résultats restent encore limités et sont contraints à des architectures spécifiques. Il est
donc impossible de connaître avec certitude le raisonnement derrière une décision. Dans le
cas présent, pour un réseau de neurones entraîné pour la classification d’AVQ, il est donc
40
impossible de savoir pourquoi, à un moment donné, une AVQ a été priorisée par rapport à une
autre.
Un autre grand problème des réseaux de neurones est, comme pour la plupart des
algorithmes d’apprentissage machine, la sensibilité du réseau de neurones à la qualité des
données. Il est non seulement primordial d’avoir suffisamment de données pour être capable
d’extraire les caractéristiques générales d’un problème, mais il faut aussi être particulièrement
attentif à l’introduction de biais dans les données. Quelques exemples notables existent et
ont fait les manchettes, notamment l’application Face Depixelizer qui, lorsqu’il dépixellise
le visage de l’ancien président américain Barack Obama, le rend blanc (Hamilton, 2020) ou
encore un réseau de neurones dont le but est de prédire si une personne va commettre un crime
seulement en analysant son visage (Harrisburg University of Science and Technology, 2020).
Cette dernière application a été vivement critiquée, puisque ce type d’algorithme est entraîné
sur des données qui affichent déjà des biais raciaux tirés directement des comportements
sociaux (une personne provenant d’une minorité visible a plus de chance de se faire arrêter
pour un crime comparativement à une personne blanche, ainsi qu’à purger des peines plus
sévères (The Sentencing Project, 2018). Même si les biais ne sont pas toujours aussi apparents,
ils peuvent exister dans n’importe quel jeu de données. Dans le cas de la reconnaissance
d’AVQ, un jeu de données est constitué de différentes activités effectuées par différentes
personnes. Dans ce cas en particulier, les activités n’ont pas toutes la même durée et ne sont
probablement pas autant représentées. Par exemple, Mettre des souliers prend beaucoup moins
de temps (donc moins de données sur lesquelles s’entraîner) et est effectué parfois moins
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souvent que Cuisiner. Donc, si aucun effort n’est fait pour corriger le biais, un réseau de
neurones entraîné sur ce jeu de données pourrait avoir tendance à prioriser l’AVQ Cuisiner au
détriment de Mettre des souliers.
En plus de la qualité, la quantité de données disponible est également un facteur fonda-
mental à la capacité d’un réseau de neurones à apprendre. Même si aucune règle mathématique
n’existe pour déterminer la quantité de données exacte requise pour apprendre correctement,
le nombre d’instances minimum par classe est généralement élevé. Par exemple, Alexey Boch-
kovskiy recommande environ 2000 instances d’images par classe que l’on veut détecter lors
de l’entraînement de son de réseau de neurones pour détection d’objets YOLO (Bochkovskiy
et al., 2020).
Le même problème existe pour la variabilité des données au sein d’une même classe.
Si les données ne sont pas assez variées, le modèle risque d’avoir des angles morts (il est
impossible de couvrir des cas non présents dans les données d’apprentissage). Dans certains
cas, il est facile d’avoir accès à une quantité importante de données, mais dans d’autres cas
ce n’est pas aussi facile. Dans le cas d’un groupe de recherche sur la détection des AVQ qui
exploitent les données de capteurs d’un appartement intelligent, la taille du jeu de données
dépend du nombre de personnes qui acceptent d’effectuer des AVQ dans l’appartement et du
temps qu’ils sont prêts à passer dans cet appartement intelligent. Il est donc peu probable que
ce groupe puisse facilement enregistrer les activités de 2000 personnes dans l’appartement.
Même s’il existe certaines techniques pour mitiger l’impact d’une quantité restreinte de
données (techniques de few shot learning (Wang et Yao, 2019), qui veut littéralement dire
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«apprentissage avec peu d’essais»), la construction du jeu de données de bonne taille et de
bonne qualité est un des plus grands défis de l’utilisation de l’apprentissage profond.
2.1.3 SYSTÈMES EXPERTS
Les réseaux de neurones sont une approche basée sur les données, c’est-à-dire que la
logique est extraite automatiquement des données sans intervention humaine. Plusieurs autres
algorithmes utilisent cette approche, plus spécifiquement, dans les techniques d’apprentissage
machine (Mitchell, 1997). Dans cette catégorie, nous trouvons notamment les machines
à vecteurs de support (SVM) (Cortes et Vapnik, 1995) et les forêts d’arbres décisionnels
(Random Forest (Ho, 1995)) qui sont souvent utilisées lors de la classification lorsqu’une
foule de caractéristiques sont extraites des données. Un exemple est le travail de Bouchard
et al. (2020b), où certains de ces algorithmes sont comparés pour la reconnaissance d’activités.
Il existe un autre type d’approche, celle-ci basée sur les connaissances. Les porte-étendards
de cette catégorie d’approche sont certainement les systèmes experts. Un système expert
est un programme qui utilise des connaissances et un système d’inférence pour résoudre
des problèmes assez complexes pour requérir de l’expertise humaine pour leurs solutions
(Giarratano, 2005). La structure de base d’un système expert est composée de deux parties
principales : une base de connaissances et un système d’inférence. La base de connaissances
contient les informations sur le domaine d’application (appelées faits) et les règles qui le
régissent. Le système d’inférence quant à lui sert à appliquer les règles définies dans la base de
connaissances afin de trouver de nouveaux faits. La logique utilisée dans les systèmes experts
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est généralement la logique du premier ordre (Cowell et al., 1998). Le mode d’opération d’un
système expert est simple, une requête (l’état d’un fait) est faite et le système d’inférence
s’exécute jusqu’à la réponse soit trouvée (ou non). L’intérêt principal du système expert
est qu’il est possible de facilement comprendre le raisonnement derrière une réponse à une
demande. Les systèmes experts font partie des plus vieilles applications de l’intelligence
artificielle et datent des années 1970 (Russell et Norvig, 2010). Un des aspects les plus
ambivalents de systèmes experts est justement la contribution de l’expert. D’un côté, les
connaissances d’un expert peuvent être difficiles à représenter dans un format autre que celui
du système expert. De l’autre, la création de la base de connaissances et de ses règles peut être
très laborieuse à créer et à maintenir, surtout si le domaine est sujet à changements.
2.2 CAS APPLIQUÉS
2.2.1 RECONNAISSANCE D’AVQ
Dans ce mémoire, l’utilisation des radars UWB est à l’étude, mais plusieurs autres ap-
proches existent pour effectuer la reconnaissance d’activités. Il est donc intéressant ici de faire
un tour d’horizon des approches pour identifier où s’inscrit la reconnaissance à l’aide de radars
UWB. En ce qui concerne la reconnaissance d’activités, plusieurs approches existent. Ces
approches sont fondamentalement liées aux types et à la quantité de capteurs utilisés. Lorsque
l’on compare la performance d’un classeur, on utilise généralement le taux de reconnaissance.
Le taux de reconnaissance est le nombre de classifications correctes divisé par le nombre total
de classifications. Dans les cas où les classes ne sont pas balancées (les instances d’une ou
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plusieurs classes sont en surnombre par rapport aux autres), le taux de reconnaissance balancé
peut être utilisé. Ce dernier est calculé en calculant le taux de reconnaissance pour chacune
des classes, puis en faisant la moyenne de ces taux de reconnaissances.
APPROCHES BASÉES SUR LES CAPTEURS PORTATIFS
Il est possible de diviser ces approches en deux catégories distinctes, soit les approches
basées sur les capteurs portatifs et celles sur les capteurs ambiants. Dans la première caté-
gorie, des capteurs qui peuvent être portés par la personne en observation sont utilisés pour
reconnaître les activités. Il s’agit souvent d’appareils déjà disponibles sur le marché, comme
des téléphones intelligents, des montres intelligentes et même des lunettes intelligentes. Ces
appareils sont munis d’une panoplie de capteurs, principalement d’accéléromètres.
Une application possible de cette approche est caractérisée par Brunner et al. (2019).
Dans ce travail, les chercheurs utilisent une montre intelligente pour différencier 5 styles de
nage différents. Pour ce faire, 17 heures d’enregistrements ont été récoltées par 40 nageurs
portant une montre intelligente disponible sur le marché. Les données de l’accéléromètre, du
gyroscope, du magnétomètre, du baromètre et du capteur de lumière présents sur la montre
sont utilisées. Les données sont simplement normalisées avant d’être utilisées par un CNN.
Cette approche offre de bonnes performances avec un taux de reconnaissance de 96,4 %.
Quoique ce type d’activité soit très répétitive et le nombre de classes limité, cela montre la
capacité des CNN à extraire des patterns temporels à partir de données.
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L’utilisation de capteurs portatifs est également applicable à des contextes où les activités
sont plus complexes. Dans Nisar et al. (2020) par exemple, les mouvements enregistrés par
un téléphone intelligent, une montre intelligente et des lunettes intelligentes sont analysés
pour reconnaître 61 différentes activités atomiques (atomiques dans le sens d’indivisibles
comme Marcher, Se lever, Boire et Tourner). Des caractéristiques sont extraites des capteurs,
puis un SVM est utilisé pour la classification. En analysant la répartition temporelle de
ces activités avec l’algorithme Rank Pooling, ils ont été capables d’atteindre une précision
respectable de 63,64 % pour la classification de 7 différentes activités composites. Cette
approche est intéressante puisque le problème de la reconnaissance d’activités est divisé en
deux parties, la reconnaissance de mouvements et la reconnaissance d’activités en fonction de
la reconnaissance de mouvements dans le temps.
Un des principaux attraits de l’utilisation de capteurs portatifs est que cette approche
demande une quantité limitée de mise en place. De plus, le fait que les capteurs sont situés
sur la personne permet de faire la reconnaissance d’activités dans divers environnements,
contrairement à l’approche ambiante où les capteurs sont fixés dans l’environnement. Mal-
heureusement, cette approche n’est pas parfaite. Un des principaux problèmes avec cette
approche est que le capteur doit absolument être porté par la personne pour fonctionner. Cet
aspect est d’autant plus important lorsque l’on développe des solutions pour des personnes
en perte d’autonomie. Il se peut donc que la personne oublie simplement de porter le capteur.
Cette approche a aussi une autre limitation fondamentale qui est le manque d’information
contextuelle à l’activité. Par exemple, si l’accéléromètre dans une montre intelligente est utilisé
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pour mesurer les activités effectuées dans un environnement, il est impossible de déterminer la
position exacte de la personne dans l’environnement et quel objet est manipulé (si jamais un
objet est manipulé) à moins que d’autres capteurs spécifiques permettent de mesurer cet état.
APPROCHES BASÉES SUR LES CAPTEURS AMBIANTS
Dans les approches basées sur les capteurs ambiants, des capteurs sont placés à des
endroits stratégiques dans l’environnement afin de détecter les actions des personnes. Dans
ce type d’approches, une foule de capteurs peuvent être utilisés. Dans la partie bas niveau
du spectre des capteurs potentiels, on retrouve notamment les capteurs infrarouges passifs
(PIR), les capteurs magnétiques et les interrupteurs intelligents. Dans ce cas en particulier,
c’est l’interaction entre la personne et l’environnement qui est mesurée. L’arrivée de l’internet
des objets (IoT) a eu un impact positif sur l’intérêt de ces approches, puisque la disponibilité
des objets connectés a augmenté et leur prix diminué.
Un exemple de l’utilisation de capteurs de bas niveau pour la reconnaissance d’activités
est Irvine et al. (2019). Dans ce travail, le jeu de données utilisé est le même que celui utilisé
pour la compétition UCAmI Cup (Espinilla et al., 2018). Ce jeu de données contient les
données de 30 capteurs avec sorties binaires incluant des interrupteurs, des plaques de pression
et des capteurs infrarouges passifs placés dans un appartement intelligent où 12 activités
ont été exécutées par un seul participant. Les données sont collectées toutes les secondes
pour une période de 30 secondes. Les activités dans ce jeu de données incluent Brosser ses
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dents, Manger et Prendre des médicaments. De l’apprentissage ensembliste est utilisé en
combinaison avec plusieurs modèles perceptron multicouche pour effectuer la classification
et atteint un taux de reconnaissance de 80,39 % lors de la classification. L’apprentissage
ensembliste vise à utiliser un ensemble de modèles afin d’améliorer la performance de la
classification (Rokach, 2009). Dans le cas présent, 4 modèles sont combinés, un entraîné sur
les activités du matin, un entraîné sur les activités en milieu de journée, un entraîné sur les
activités de soir et un dernier entraîné sur l’ensemble des activités.
Dans Sukor et al. (2018), un système expert est créé afin de reconnaîetre des AVQ. Le
jeu de données utilisé est composé de données en provenance de 14 capteurs binaires installés
à divers endroits dans un environnement, tels que dans certains appareils électroménagers
(pour déterminer s’ils sont utilisés), sur certaines portes et sur la toilette. Les activités à
l’étude sont Préparer à dîner, Préparer à déjeuner, Préparer un breuvage, Sortir, Prendre
une douche, Dormir et Utiliser la toilette. Le logiciel Protégé 5 produit par l’université de
Stanford est utilisé pour générer une suite de règles pour faire la classification des différentes
activités. La base de connaissances est formée d’interactions avec les différents capteurs.
Chaque évènement contient les informations date-heure, identification du capteur et son état.
Cette approche offre de bons résultats, avec un taux de reconnaissance allant jusqu’à 90,9
% pour la reconnaissance de certaines activités. Ce travail est indicateur que l’utilisation de
connaissances humaines peut permettre de différencier deux activités semblables.
5. https://protege.stanford.edu/
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Puisque la reconnaissance d’une AVQ est fondamentalement plus complexe que d’autres
types d’activités plus simples, des approches utilisant des capteurs plus haut niveau sont
souvent priorisées. Par exemple, plusieurs travaux utilisent des caméras vidéo. Afin de mitiger
les problèmes reliés à la vie privée, plusieurs de ces approches utilisent des caméras RGB-D,
c’est-à-dire des caméras incluant la profondeur en plus de l’image en couleur comme avec la
Microsoft Kinect 6, et extraient les silhouettes à partir du canal de profondeur et les squelettes
des personnes au lieu d’utiliser les images brutes (Ercolano et al., 2017; Madhuranga et al.,
2020). Comme pour la majorité des problèmes de vision, les CNN sont largement utilisés pour
donner du sens aux images.
Dans Ercolano et al. (2017), c’est justement le squelette qui est utilisé pour faire la
reconnaissance d’activités. Le squelette est une représentation de la posture d’une personne.
Ce que ces chercheurs proposent est l’utilisation d’une accumulation de poses dans le temps
pour classifier les activités. Cette représentation est fournie à deux modèles développés. Le
premier modèle est composé de différents LSTM qui sont associés à des sous-ensembles des
données, et le deuxième est un CNN-LSTM. Ces deux modèles sont testés sur le Cornell
Activity Dataset (CAD-60) qui contient 60 vidéos enregistrées avec une Microsoft Kinect
(donc des vidéos RGB-D) qui comportent 12 activités incluant Cuisiner, Écrire sur un tableau
blanc et Travailler sur un ordinateur. Les résultats sont excellents, atteignant un taux de




L’approche proposée par Madhuranga et al. (2020) est un exemple intéressant de fusion
de différentes sources d’informations (images RGB-D et microphone) pour effectuer la
reconnaissance d’activités. Pour ce faire, un jeu de données a été créé comportant 24 activités
enregistrées avec une caméra de type Microsoft Kinect et d’un micro avec l’aide de 17
participants. Parmi ces activités, on retrouve notamment les activités Dormir, Tomber, Manger,
Boire, Marcher, Lire et Laver les mains. Dans un premier temps, les silhouettes des participants
sont extraites à partir du canal profondeur de la Microsoft Kinect utilisée. Un CNN et un LSTM
sont utilisés pour faire la reconnaissance de 20 activités différentes. Une limitation importante
de l’extraction de silhouettes est exposée, où seulement 74,95 % des silhouettes sont extraites
des images avec l’algorithme utilisé, surtout dans des scénarios où les participants ont une
forte interaction avec des objets (comme le lit lors de l’activité Dormir). Dans l’autre partie
de la solution, les caractéristiques fréquentielles des données du microphone sont extraites à
l’aide de la transformée de Fourier rapide (Fast Fourier Transform - FFT) (Heideman et al.,
1985) et regroupées en intervalles pour former 127 groupes représentant l’entièreté du spectre
de fréquences. Pour cette partie, un simple réseau de neurones à propagation avant de 4
couches est utilisé. Les deux modèles sont ensuite combinés et une sortie commune est ajoutée
au modèle. La combinaison des deux offre une performance intéressante de 86,67 %. De
meilleurs résultats encore (88,2 %) sont obtenus en combinant les trois modèles développés
(CNN 3D, CNN-LSTM et Audio).
En ce qui concerne les radars UWB, ils se trouvent dans cette catégorie. Quoiqu’ils
soient largement utilisés pour la reconnaissance d’activités simples comme la détection de
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chutes, l’utilisation de radars UWB pour la reconnaissance d’activités complexes comme les
AVQ n’est pratiquement pas présente dans la littérature. Les applications diverses des radars
UWB sont traitées de façon plus exhaustive dans la Section 2.2.2.
2.2.2 APPLICATION DES RADARS ULTRA-WIDEBAND.
Depuis leur introduction, les radars UWB sont devenus un capteur de choix pour la
détection de différents types de mouvements chez l’humain. Comme discuté précédemment,
c’est la précision des mesures possibles en plus de la capacité à percevoir derrière les obstacles
qui rend ces capteurs si intéressants. Cette section contient une revue des applications des
radars UWB dans la littérature scientifique. De plus, afin de traiter des applications récentes
seulement, cette section ne contient que des articles scientifiques ayant été publiés lors des
5 dernières années (c’est-à-dire de 2015 à 2020). Il est important ici de mentionner qu’il
ne s’agit pas d’une revue exhaustive des applications des radars UWB, mais seulement
quelques exemples clés qui permettent d’explorer diverses applications liées à la santé et à la
reconnaissance d’activités.
Puisqu’il en sera question à plusieurs reprises durant cette section, des noms précis sont
donnés à certains éléments des données des radars UWB. Les données des radars UWB sous
la forme de données distance-Doppler. L’axe horizontal représente le temps et l’axe vertical
la réflexion en fonction du temps de réponse d’un pulse qui peut être interprété comme la
distance. Dans la littérature, l’axe horizontal est appelé temps lent (slow-time en anglais), l’axe
vertical est appelé temps rapide (fast-time en anglais) et la mesure à une distance précise dans
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l’axe horizontal est appelée bin.
DÉTECTION DE SIGNES VITAUX
Dans certains cas, il est impossible ou peu souhaitable de fixer des capteurs directement
sur une personne, par exemple, le cas de nouveau-nés prématurés qui sont particulièrement
fragiles. Plusieurs articles proposent des algorithmes et des approches pour faire la détection
de signes vitaux. À courte distance, les radars UWB ont une assez bonne précision et un
ratio signal sur bruit assez fort pour pouvoir identifier des variations infimes de mouvement
du thorax. Cette caractéristique les rend idéaux pour la détection de signes vitaux, comme
la respiration et le rythme cardiaque. La détection du rythme cardiaque est un véritable défi
puisque les variations de mouvement du thorax sont très petites, de l’ordre de 0,2 mm. Ce
genre d’application requiert donc soit un radar UWB avec une grande précision (et un très haut
rythme d’acquisition de données) ou des traitements algorithmiques novateurs pour identifier
les modulations cardiaques sous les modulations de la respiration.
Dans Ren et al. (2015), le but est de mesurer la fréquence de respiration d’une personne
ainsi que son rythme cardiaque. Pour ce faire, deux méthodes sont comparées. Dans un premier
temps, la méthode de démodulation de signal complexe est testée en appliquant la FFT au
domaine complexe, et dans un deuxième temps en appliquant la méthode de démodulation
arctangente (Steger et al., 2006) au ratio des composants réels et imaginaires des pulses du
radar UWB suivi d’une FFT. Ces méthodes ont été testées sur un sujet assis à 1,2 m puis 2
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m devant le radar UWB opérant à une fréquence d’échantillonnage de 75 Hz. La méthode
arctangente offre un plus grand ratio signal sur bruit que la méthode de démodulation de signal
complexe, mais les deux ont d’excellents résultats avec 3,6 % d’erreur en comparaison avec le
capteur fixé sur le participant à 1,2 m et 4 % d’erreur à 2 m.
Dans Ren et al. (2016), la variation de phase est mesurée afin de déterminer les mouve-
ments effectués par le thorax d’une personne, et par le fait même, la respiration et le pouls. Cet
article compare les méthodes de démodulation de signal complexe, démodulation arctangente,
et leur variation respective avec représentation d’état. Pour ces méthodes, une FFT sur le temps
lent est effectuée afin d’extraire la variation de phase. Les expérimentations sont effectuées
avec un participant placé à 0,8 m du radar, ce qui est, relativement à d’autres travaux, une
courte distance. Les résultats obtenus sont très bons avec une variation allant jusqu’à 1,5
% d’erreur type relativement à la mesure observée sur le participant pour les méthodes de
démodulation de signal complexe avec représentation d’état et démodulation arctangente
avec représentation d’état. Cette approche est intéressante puisque la variation de phase est
généralement utilisée dans le contexte de radars UWB continus et est ici utilisée dans le
contexte de radars UWB pulsés.
Dans l’approche proposée par Le et al. (2020), l’analyse spectrale singulière multivariée
(MSSA) (Broomhead et King, 1986) est utilisée en combinant les signes vitaux à l’emplace-
ment de la personne, c’est-à-dire au bin avec la plus grande amplitude, et sur les signes vitaux
extraient avec la FFT sur le temps rapide. Cette approche offre de bons résultats avec 3,44 %
d’erreur type avec l’appareil utilisé pour mesurer le rythme cardiaque de la personne.
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DÉTECTION DE PERSONNES À TRAVERS LES MURS
La détection de la respiration peut être transposée dans un autre type de scénario.
Puisqu’il est possible de détecter des mouvements derrière des murs et des obstacles, les radars
UWB peuvent aussi être utilisés pour la détection de la respiration derrière un mur. Ce genre
de technologie est particulièrement utile pour la recherche de survivants lors de catastrophes
naturelles où des victimes peuvent se retrouver ensevelies sous des débris.
Une des implémentions les plus simples est apportée par Liang (2016). Le but de ce
travail est de détecter la respiration d’une personne à travers différents obstacles. La respiration
est un élément qui permet de différencier une personne d’un objet puisque le mouvement
effectué lors de la respiration est perceptible sur des radars UWB. La respiration devrait
donc apparaître dans le domaine fréquentiel puisqu’il s’agit d’un mouvement répétitif. Une
comparaison est faite entre l’utilisation dans Singh et al. (2011) de la transformée discrète de
Fourier (Discrete Fourier Transform - DFT) et de l’écart type des données traitées du radar.
Pour les tests, un participant est placé à 1,83 m de distance du radar UWB et est séparé par
un obstacle (un mur de 0,3 m de large en cloison sèche, ou une porte de bois dure). Avec
la technique de l’écart type, la probabilité d’erreur de détection est nulle lorsque le seuil de
détection est parfaitement ajusté.
L’approche proposée par Yan et al. (2016) se concentre sur la détection et la mesure de
la respiration chez plusieurs participants à travers un mur. Dans un premier temps, les bins
avec les plus grandes variances sont identifiés (indiquant la présence d’une personne). L’article
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se concentre seulement sur les cas où les personnes sont à la même distance puisqu’il s’agit du
cas le plus complexe. Ensuite, l’algorithme VMD (Variational Mode Decomposition) est utilisé
pour extraire les modes du signal et donc les fréquences pertinentes. Finalement, la fréquence
instantanée est calculée avec une transformée de Hilbert afin d’éliminer les fluctuations et
le bruit. Cet algorithme est testé avec un radar UWB avec une fréquence de sortie de 152,6
Hz en temps lent et une précision de 4 mm sur 512 bins. Pour les expérimentations, la
respiration de participants situés à 1,5 m de distance du radar et séparés par un mur est
contrôlée. Cet algorithme a été testé avec 2 et 3 participants, et leurs respirations respectives
ont été correctement mesurées par le radar UWB.
DÉTECTION DE CHUTES
Une des applications les plus évidentes des radars UWB dans un contexte de recon-
naissance d’activités est la reconnaissance de chutes. Les chutes sont un évènement très
important à surveiller chez une population d’un certain âge. Non seulement la fréquence de cet
évènement augmente de façon considérable avec l’âge (Alshammari et al., 2018), mais aussi
puisque les conséquences peuvent être graves, pouvant causer fractures et divers problèmes
limitant la capacité d’une personne à s’occuper d’elle-même (van Weel et al., 1995). Ce
problème de reconnaissance est une bonne porte d’entrée à la détection d’AVQ, puisque le
problème contient un nombre limité de classes (seulement 2, chute et non-chute) et la forme
de l’évènement (grand mouvement en peu de temps) facilite la tâche de détection par rapport
à des activités plus complexes avec des mouvements plus petits qui se déroulent sur plusieurs
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minutes.
Dans Ma et al. (2020), les chercheurs se concentrent sur la détection de chutes dans
une pièce. Ils utilisent un réseau de neurones ConvLSTM. Il s’agit d’un réseau de neurones
qui contient des couches convolutives et des unités LSTM. Cette architecture a l’avantage
d’extraire des patterns locaux de chacun des pixels en plus des patterns temporels. Le modèle
final contient deux couches convolutives 2D et une couche LSTM. L’approche a été testée dans
un jeu de données composé de 6 activités (soit Debout, Tomber, Couché, Se lever, Marcher
et Sauter) enregistrées par 5 participants. Le modèle est entraîné avec une validation croisée
Leave-One-Subject-Out (LOSO), c’est-à-dire en mettant de côté les activités réalisées par une
seule personne pour le jeu de test et de validation. Le modèle atteint un taux de reconnaissance
moyen de 95,78 %. Un des tests notables présentés dans cet article est la performance de cette
approche sur un environnement meublé. Cette expérimentation a montré une baisse notable de
la performance, passant d’un taux de reconnaissance de 95,78 % à 78,3 %. Cela montre bien
l’effet du changement d’environnement et des variations de lectures des radars UWB causées
par la présence de meubles.
Une autre approche est de transformer les données distance-Doppler en série temporelle.
C’est cette approche qui est utilisée par Sadreazami et al. (2020). Une fois les séries temporelles
extraites, elles sont analysées par un CNN 1D. Ce modèle est testé sur un jeu de données
composé de 2 activités (chute et non-chute) enregistrées dans un laboratoire à l’aide de
5 participants. Une validation croisée en un contre tous est faite et le modèle offre une
performance de 92,72 %. Ce réseau de neurones performe mieux que les autres réseaux de
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neurones testés, notamment un LSTM et un réseau de neurones à propagation avant.
Une autre approche qui transforme les données de radars UWB en série temporelle a été
proposée par Maitre et al. (2020). Dans ce travail, la reconnaissance d’activités est effectuée
dans un environnement intelligent contenant 3 radars UWB. Il est intéressant de mentionner
ici qu’il s’agit de travaux qui ont également été réalisés au LIARA et donc utilisent les mêmes
capteurs et le même environnement que celui utilisé dans les travaux contenus dans ce mémoire.
Le jeu de données est constitué de quatre types de chutes et des non-chutes exécutées par 10
participants. Les quatre types de chutes sont Chute avant, Chute de côté, Chute arrière et
Chute en s’assoyant. Les chutes sont effectuées à différents endroits dans l’environnement.
Pour les non-chutes, il s’agit de segments d’AVQ (comme Marcher, Faire le ménage ou Boire)
effectués sans contrainte. Cela aboutit en un jeu de données de 280 instances (segments de
15 secondes d’activité), 140 chutes et 140 non-chutes. Chaque instance est transformée en
série temporelle. Pour ce faire, les valeurs dans un scan sont normalisées puis sommées afin
de donner une seule valeur par scan. Une fois que tous les scans sont normalisés et sommés,
l’ensemble des scans sont également normalisés. Puisqu’il y a 3 radars dans l’environnement,
le même procédé est appliqué à tous les radars, et les trois sont combinés. Dans ce travail, un
modèle CNN-LSTM est proposé. Ce modèle est composé de 5 CNN 1D. Chacun est nourri
par un sous-ensemble de la série, et combiné à 2 couches de LSTM, puis une couche dense
pour la classification. Cette approche offre une bonne performance, atteignant un taux de
reconnaissance de 89 %.
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RECONNAISSANCES D’ACTIVITÉS HUMAINES
Il est important ici de faire une distinction importante entre activités et AVQ. Dans la
plupart des travaux sur le sujet de la reconnaissance d’activités, des activités minimalement
complexes sont traitées (comme Sauter, s’asseoir, Courir et Marcher). Cette différence
est majeure en comparaison avec les AVQ qui peuvent compter une suite importante de
ces activités minimales (faire du thé peut requérir, par exemple, l’action se lever, marcher,
s’accroupir, atteindre, etc.). Cette section est donc axée sur des mouvements plus simples à
distinguer.
Jokanovic et al. (2017) par exemple, visent a reconnaître 4 différents mouvements. Le
jeu de données est composé de 4 activités soit S’asseoir, Tomber, Se pencher et Marcher qui
ont été réalisés par trois participants dans 3 orientations différentes devant un radar UWB.
Leur approche consiste à diviser les données d’entrée en trois représentations différentes, soit
le domaine distance-Doppler, fréquentiel et de distance. Ensuite, trois réseaux de neurones de
type Auto-Encodeur sont entraînés et combinés à une couche dense pour classification. Ainsi,
un modèle est créé pour chaque représentation des données. Un système de vote est ensuite
ajouté pour déterminer quelle est la bonne classe en sortie. Les résultats sont très bons avec un
taux de reconnaissance balancée de 96,4 %. Cette approche atteint de meilleurs résultats que
chaque modèle pris individuellement.
Un autre exemple de reconnaissance d’activités combinant réseaux de neurones et radars
UWB est proposé par Lang et al. (2017). Une particularité de ce travail est que le jeu de données
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est composé de données simulées. Pour ce faire, des volumes représentant les différentes
parties du corps sont associés aux différentes parties des squelettes du jeu de données MOCAP
(MOtion CAPture) de l’université Carnegie Mellon. Ensuite, des données distance-Doppler
sont générées avec un radar UWB simulé. Les activités reconnues sont Marcher, Sauter,
Courir, Boxer, Debout, Ramper et Marcher furtivement. Le modèle développé est un CNN à
trois couches. Le taux de reconnaissance atteint 98,34 %. Cette approche démontre la capacité
des CNN à correctement différencier les différents mouvements. Cependant, le jeu de données
utilisé ne comporte aucun bruit puisque les données sont simulées et donc parfaites.
Dans Yang et al. (2019), l’utilisation d’un réseau antagoniste génératif (Generative
Adversarial Network (GAN)) est explorée. Un GAN est composé de deux réseaux, un généra-
teur et un discriminateur, qui sont entraînés simultanément. Le générateur vise à générer des
données qui se rapprochent le plus possible des données d’entrée, alors que le discriminateur
vise à déterminer si une image a été générée où fait partie du jeu de données. Le discriminateur
est entraîné en alternant les images générées et faisant partie du jeu de données. Pour tester
cette approche, deux jeux de données sont utilisés. Premièrement, de la même façon que
dans Lang et al. (2017), des données distance-Doppler simulées à partir du jeu de données
MOCAP. Ensuite, un deuxième jeu de données contenant des activités enregistrées par quatre
participants, face à un radar UWB en laboratoire a été construit pour cette expérimentation.
Les activités reconnues sont Marcher, Sauter, Courir, Boxer, Debout, Ramper et Marcher
furtivement. Le modèle GAN utilisé est Open-GAN. Open-GAN contient des couches de
convolutions et des couches denses. Cette approche offre d’excellents résultats, atteignant un
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taux de reconnaissance de 97,03 % sur le jeu de données enregistré en laboratoire et 98,51
% sur le jeu de données MOCAP. Une des limitations principales de ce travail est que les
activités enregistrées en laboratoire font toutes face au radar UWB. Très peu de variabilité
existe donc entre les instances d’une même activité comme Boxer.
Dans un autre ordre d’idée, dans Ding et al. (2018), l’extraction de caractéristiques
clés est combinée à l’utilisation d’algorithmes d’apprentissage machine. Le jeu de données
utilisé est constitué de 12 activités divisées en deux catégories qui ont été effectuées par 13
participants. Dans la solution proposée, la première étape consiste à déterminer s’il s’agit
d’une activité in situ (sur place) ou non. Cette distinction est faite à l’aide d’un SVM entraîné
sur l’intervalle des bins touchés par l’activité. Pour chacun des deux types d’activités (in
situ ou non), des caractéristiques différentes sont extraites et utilisées pour l’entraînement
d’algorithmes d’apprentissage machine. Les meilleurs résultats atteints sont de 85,2 % avec
l’algorithme K plus proches voisins (KNN) pour les activités in situ et 90,5 % avec l’algorithme
Bagged Trees pour les activités non in situ.
De façon générale, il est intéressant de constater que la plupart des expérimentations
se font dans une salle vide, près du radar UWB, ce qui permet d’obtenir des mesures beau-
coup plus claires. Aucun des articles mentionnés précédemment n’a expérimenté dans des




Ce mémoire s’inscrit dans une lignée d’expérimentations pour la reconnaissance d’acti-
vités au LIARA. Considérant que ces expérimentations partagent un bon nombre de caractéris-
tiques, incluant l’environnement, les capteurs et le jeu de données, il est intéressant d’analyser
les approches utilisées afin d’identifier des pistes d’améliorations potentielles. De plus, comme
le même jeu de données est utilisé, les modèles développés précédemment peuvent servir de
point de comparaison pour mesurer l’impact des travaux.
Un premier travail intéressant réalisé au LIARA est celui de Bouchard et al. (2020b).
L’approche utilisée est celle qui s’éloigne le plus de celle proposée. Elle est basée sur l’extrac-
tion de caractéristiques des données et l’utilisation d’algorithmes d’apprentissage machine
pour faire la reconnaissance des activités. Dans un premier temps, les données sont transfor-
mées en séries temporelles. Ensuite, une foule de caractéristiques de ces séries temporelles
sont extraites. Au total, 21 caractéristiques sont calculées par radar UWB pour un total de
63. Dans ce travail, 4 différents algorithmes sont comparés, KNN, forêt d’arbres décisionnels,
arbre de décision et Adaboost. La meilleure performance est atteinte par la forêt d’arbres déci-
sionnels avec un taux de reconnaissance de 80%. Il est important de mentionner ici qu’aucune
validation croisée n’est faite (une séparation 70 / 30 est effectuée) et ne prend pas en compte la
limitation du jeu de données. La limitation principale du jeu de données est le nombre restreint
de personnes (10) ayant participé à sa création. Dans les cas où peu d’instances d’activités
sont réalisées, il est avantageux conserver une instance d’activité entière pour le jeu de tests. Si
ce n’est pas fait, des données qui sont très semblables se retrouvent dans le jeu d’entraînement
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et dans le jeu de test.
Un autre travail antérieur intéressant est Maitre et al. (2021). Ce travail est également la
suite logique de Maitre et al. (2020). Comme pour Maitre et al. (2020), une série temporelle
est calculée en normalisant les valeurs dans un scan puis en les sommant afin de donner une
seule valeur par scan. Une fois que tous les scans sont normalisés et sommés, l’ensemble des
scans sont également normalisés. Puisque l’environnement contient 3 radars, cette opération
est effectuée sur les données de chaque radar et les trois séries temporelles sont combinées.
Pour ce travail, 4 modèles d’apprentissage profond sont comparés. Un modèle LSTM, un
CNN-LSTM, ResNet et un modèle avec système de vote composé des trois autres modèles.
Le modèle CNN-LSTM est constitué de différents CNN 1D combinés à des couches LSTM.
Chaque réseau de neurones est nourri d’un sous-ensemble des données. En ce qui concerne le
modèle LSTM, il s’agit simplement d’un réseau de neurones composé de couches LSTM et de
couches denses. ResNet quant à lui, est un modèle CNN largement utilisé dans le contexte de
la reconnaissance d’images (He et al., 2015). Les résultats montrent que le meilleur modèle
est le modèle avec système de vote avec un taux de reconnaissance 95 %, suivi de très près par
le modèle CNN-LSTM avec un taux de reconnaissance de 94 %. Ces résultats sont effectués
avec une séparation des instances 70 % d’entraînement, 15 % de validation et 15 % de test.
Puisque les instances se superposent (un taux de superposition de 0,95 est utilisé lors de la
génération du jeu de données), des données pratiquement identiques se retrouvent dans le
jeu d’entraînement et de tests. Pour valider la généralisabilité du modèle CNN-LSTM, le
modèle est entraîné avec validation croisée en LOSO. Les performances dans ce contexte sont
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beaucoup moins élevées. Le modèle donne un Top-N. Dans cette représentation des résultats,
il est montré si un modèle propose la bonne classe dans ses N premier choix. Donc un modèle
qui offre un taux de reconnaissance de 50 % au Top-2, classifie correctement une instance dans
ses deux choix les plus probables 50 % du temps. Dans ce scénario, le taux de reconnaissance
du Top-1 (premier choix du modèle) varie en fonction du jeu de données (de la personne dans
le jeu de test) variant entre 30 % et 43 %, mais atteint jusqu’à 90 % au Top-5. La généralisation,
dans ce contexte, semble donc une caractéristique particulièrement importante à analyser.
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CHAPITRE III
CRÉATION D’UN MODÈLE DE RECONNAISSANCE D’ACTIVITÉS
3.1 INTRODUCTION
Comme il a été décrit dans le chapitre 2 qui avait pour but d’identifier les approches
proposées par la littérature, plusieurs approches sont disponibles pour la reconnaissance
d’activités. Dans la plupart des cas, l’approche par apprentissage profond semble la plus
prometteuse. Cette approche est principalement populaire par la simplicité de sont utilisation
dans des cas où des données complexes sont à traiter en plus de la qualité des résultats obtenus.
Dans le cadre de ce mémoire, trois travaux principaux ont été réalisés. Dans un premier temps,
la capacité des systèmes experts à améliorer les performances des modèles déjà entraînés a été
analysée. Dans un deuxième temps, le développement d’un modèle d’apprentissage profond
a été réalisé. Dans un dernier temps, la capacité des modèles à détecter différentes quantités
de mouvement dans l’environnement intelligent du LIARA a été testée. Ce chapitre contient
l’ensemble de ces travaux.
3.2 JEU DE DONNÉES
Dans le cadre de ce projet, les premières expérimentations ont été réalisées avec un jeu
de données qui avait été construit au LIARA (Bouchard et al., 2020b). Le LIARA possède
un appartement intelligent qui contient un grand éventail de capteurs pour reconnaître des
activités. Pour l’enregistrement des activités, 3 radars UWB ont été placés dans l’appartement,
couvrant au maximum l’espace de vie. Les radars sont placés à 36 cm du sol, soit la hauteur à
laquelle les prises électriques sont généralement situées. Le plan de l’appartement intelligent
du LIARA est montré à la Figure 3.1. Dans cette figure, les positions des radars UWB sont
indiquées en rouge.
Figure 3.1 : Plan de l’appartement intelligent du LIARA. La position des radars UWB est
indiquée en rouge. Cette figure est tirée de Maitre et al. (2021). Reproduit avec la permission de
Elsevier.
Le jeu de données contient 15 activités distinctes ; Laver ses dents, Faire le ménage, Cui-
siner, Faire la vaisselle, Boire, Manger, Faire du thé, Enfiler une veste, Mettre des chaussures,
Lire, Dormir, Prendre des médicaments, Utiliser un ordinateur, Marcher et Laver les mains.
10 participants ont participé à l’enregistrement de ces activités. Aucune indication n’était
fournie aux participants quant à la manière et le lieu où devait se réaliser l’activité. Il était donc
à la discrétion des participants d’effectuer l’activité de la façon et à l’endroit qu’ils désiraient.
Cela permet que la réalisation des activités soit réaliste et variée. Les activités enregistrées
ont une durée variant de 15 secondes à 300 secondes. Les informations sur la longueur des
65








Boire 15 28 26,6
Dormir 38 58 55,2
Enfiler une Veste 21 29 26,5
Faire le Ménage 92 118,00 115,0
Cuisiner 231 299 291,3
Faire du Thé 129 178 169
Faire la Vaisselle 98 118 114,9
Laver les Dents 120 179 171,8
Laver les Mains 21 29 26,8
Lire 97 118 114,2
Manger 76 118 113,4
Marcher 22 29 26,9
Mettre des Chaussures 27 43 40,7
Prendre des Médication 13 28 25,7
Utiliser un Ordinateur 93 118 114,5
Tableau 3.1 : Durées des différentes activités.
Une grande différence de durée de temps existe entre la plupart de ces activités. Cette
variation est un point important, puisqu’il est possible d’extraire plus d’échantillons d’une
plus longue instance d’activité que d’une courte. Il s’agit d’un point à surveiller, car lors de la
création d’un jeu de données, il est possible que certaines activités soient plus représentées par
rapport à d’autres, impactant la capacité d’un modèle d’apprentissage profond (et modèles
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classiques) à correctement classer chacune des activités si aucune mesure n’est mise en place
pour mitiger le problème.
Les radars UWB utilisés pour la captation des activités sont des Xethru X4M200 de
Novelda 7. Un des arguments de vente principaux de ce radar UWB est sa capacité à faire
évaluer la respiration et cela sans contact à courte distance. Un autre argument de vente de ce
radar est le prix relativement bas (250 $ USD) qui le rend donc intéressant dans une perspective
de création d’environnement intelligent. Ce radar opère entre 6,0 GHz et 10,2 GHz et est
configuré pour opérer à des distances variant de 0,4 m à 9,85 m. Les informations fournies
par le radar UWB sont des données Distance-Doppler, c’est-à-dire la quantité de réflexions
mesurée en fonction de la distance. Les informations de distance retournées par le radar sont
contenues dans un tableau contenant 184 bins. Chaque bin contient donc l’information d’un
intervalle de 5,14 cm. Ce radar est configuré pour opérer à une fréquence de 50 Hz (soit scans
par seconde). La Figure 2.2 montre un scan effectué en laboratoire qui est tiré directement de
la fiche technique du radar (Novelda AS, 2018).
Un exemple d’un scan effectué par le radar UWB, mais cette fois-ci effectué dans le
LIARA, est montré à la Figure 3.2.
Dans la Figure 2.2, un seul objet est placé devant le radar. Dans la Figure 3.2, il s’agit d’un
environnement complexe complètement meublé. La différence entre les deux est significative
et permet d’illustrer l’impact d’un environnement meublé sur l’acquisition de données lors de
7. https://www.sensorlogic.store/products/xe-thru-x4m200-respiration-sensor
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Figure 3.2 : Un scan capté par le Xetheru X4M200 (Distance-Doppler) au LIARA. Figure tirée
de Maitre et al. (2021). Reproduit avec la permission de Elsevier.
la réalisation d’activités. Dans le premier cas, un objet seul est facilement détectable, alors
que dans l’autre il est difficile de déterminer ce qui est présent dans l’environnement.
En plus des données Distance-Doppler fournies par les radars, la position de la personne
dans l’environnement est estimée à l’aide d’un algorithme de trilatération (Alarifi et al., 2016).
L’algorithme exact utilisé est sujet au secret commercial, mais le fonctionnement général
de la trilatération est tout de même respecté ; il est possible de déterminer la position d’un
objet en comparant une mesure de distance entre l’objet observé et trois capteurs. Cela se
fait en comparant la distance calculée entre l’objet et les points de référence. Une méthode
largement utilisée pour estimer la distance de l’objet et d’un capteur est la conversion du délai
de propagation d’ondes entre l’émetteur et l’objet en distance. La position est particulièrement
difficile à estimer dans l’environnement intelligent du LIARA, car plusieurs objets sont dans
le champ de vision de chaque radar UWB (voir Figure 3.1). Il y a donc une grande variation
sur la position estimée de la personne. Il n’est donc pas judicieux de se baser purement sur
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cette information pour classifier les différentes activités. La Figure 3.3 montre le principe de
la trilatération.
Figure 3.3 : Exemple visuel de la trilatération.
Contrairement à plusieurs jeux de données utilisés dans d’autres travaux, les données
utilisées pour ce mémoire ont été récoltées dans un environnement semblable à un environne-
ment de déploiement réel. Cet aspect particulièrement important. Puisque les données ont été
récoltées dans un environnement meublé, il est plus que probable que des obstacles se trouvent
entre les capteurs et la personne observée. Cela affecte donc la qualité des observations : du
bruit (meubles et murs) sera inclus également dans les données. De plus, un aspect distinctif
de ce jeu de données est la quantité d’activités complexes contenues dans ce dernier.
Un point faible cependant de ce jeu de données est le nombre restreint de participants.
Comme discuté plus tôt dans la Section 2.1.2, le manque de données est un frein important
à la généralisation des modèles. De plus, la différence entre deux instances d’une même
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activité peut être grande dans ce jeu de données. Ainsi, même si un modèle est capable
de très bien reconnaître l’activité présente dans le jeu de données, le manque de données
pourrait affecter la capacité du modèle à reconnaître cette même activité, mais effectuée
par une nouvelle personne. Cette capacité à utiliser des données non présentes dans le jeu
d’entraînement, appelée généralisation, permet de démontrer si le modèle est capable d’extraire
les caractéristiques fondamentales des classes à identifer et non d’extraire les particularités
des instances de ces classes. Avec un jeu de données restreint, il est beaucoup plus difficile de
développer un modèle avec une bonne capacité à généraliser.
3.3 EXPLORATION DE L’UTILISATION D’UN SYSTÈMES EXPERTS
Les premières expérimentations effectuées dans le cadre de ce projet de recherche
concernent la combinaison de modèles déjà existants avec un système expert. Un modèle
précédemment développé au LIARA (Maitre et al., 2021) n’offre pas une prédiction parti-
culièrement élevée lorsque la validation croisée de type Leave-One-Subject-Out (LOSO) est
utilisée. Dans la validation croisée LOSO, les activités réalisées par un des participants sont
mises de côté pour le jeu de test, alors que le reste est utilisé pour l’entraînement. Ainsi, il
est possible de déterminer si le modèle réagit bien face à des données sur lesquelles il ne
s’est pas entraîné. Cette technique est particulièrement utile pour tester un aspect précis de la
généralisation, dans ce cas-ci les personnes. Dans le cas présent, 10 jeux de données LOSO
sont construits puisque 10 participants ont participé aux enregistrements. De plus, les résultats
sont donnés avec un taux de reconnaissance au Top-N. Avec les modèles d’apprentissage
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profond, une probabilité d’appartenance à chacune des classes est donnée au lieu d’une réponse
unique, ce qui permet facilement l’utilisation de cette mesure. Pour en revenir au modèle
proposé dans les travaux précédents du LIARA, son taux de reconnaissance moyen pour le
Top-1 se situe approximativement à 46,96 %. Cependant, le taux de reconnaissance augmente
dramatiquement jusqu’au Top-5, qui atteint en moyenne 86,33 %.
Le modèle proposé précédemment se base seulement sur une série temporelle dérivée des
données brutes de radars UWB. Aucune connaissance experte n’est donc utilisée pour faciliter
la classification. La question qui est posée est donc la suivante : est-il possible d’augmenter
la capacité de ce modèle à classifier correctement les activités en le combinant à un système
expert? L’idée ici est donc d’utiliser les résultats de la classification de ce modèle et de le
combiner à des règles logiques développées à partir de caractéristiques extraites des données
afin d’aider à la classification.
3.3.1 MODÈLE DÉVELOPPÉ DANS LES TRAVAUX ANTÉRIEURS
Le modèle utilisé comme classeur principal est un réseau de neurones qui a été développé
dans le cadre de travaux précédents (Maitre et al., 2021). Il s’agit d’un modèle combinant de
multiples CNN 1D à des couches LSTM. Dans un premier temps, les données des capteurs sont
transformées en série temporelle. Le modèle exploite des instances de données enregistrées
par les radars UWB de 15 secondes. Plus précisément, l’ensemble des acquisition ont été
segmentées à l’aide d’une fenêtre glissante de 15 secondes avec un chevauchement de 80 %
entre deux fenêtres successives. La transformation d’un tableau de données Distance-Doppler
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en série temporelle se fait de la façon suivante ; les valeurs dans un scan sont normalisées puis
sommées afin de donner une seule valeur par scan. Une fois que tous les scans sont normalisés
et sommés, l’ensemble des scans sont également normalisés. Puisqu’il y a 3 radars dans
l’environnement, le même procédé est appliqué à tous les radars, et les trois sont combinés.
Le modèle est composé de 5 CNN qui sont assignés à un sous-ensemble de la série
temporelle. Ces CNN sont par la suite combinés à de multiples couches de LSTM. Des
couches denses sont ajoutées à la fin du modèle pour effectuer la classification. Afin de tester
la généralisation du modèle, le modèle est entraîné sur le jeu de données avec validation
croisée en LOSO. L’architecture du modèle tel que d’écrit dans Maitre et al. (2021) est illustré
à la Figure 3.4. Pour plus de détail sur l’architecture, référez à Maitre et al. (2021).
Figure 3.4 : Architecture du modèle CNN-LSTM. Figure tirée de Maitre et al. (2021). Reproduit
avec la permission de Elsevier.
3.3.2 SYSTÈME EXPERT
Le but de cette expérimentation était de vérifier s’il était possible d’améliorer les
performances d’un modèle existant en ajoutant une couche de connaissance experte sur le
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domaine. Il s’agit d’une expérimentation qui est pertinente dans le contexte de la recherche au
LIARA. Puisque le système expert est construit dans le but d’optimiser ce modèle, celui-ci est
appelé «modèle central» dans le reste du mémoire.
La combinaison du système expert avec les réseaux de neurones n’a pas donné lieu
à des résultats prometteurs. Nous avons décidé de tout de même décrire brièvement les
expérimentations afin de documenter cette approche d’intelligence artificielle classique pour
les prochains chercheurs qui auraient une idée similaire. Elle est donc volontairement très
succincte, mais repose sur les fondements classiques de l’intelligence artificielle (Russell et
Norvig, 2010).
La solution finale est inspirée de deux concepts. D’une part, le fonctionnement général
de l’application est basé sur la structure des agents intelligents. Les éléments principaux de
l’architecture des agents intelligents sont les suivants : perception du monde, mise à jour d’une
représentation interne du monde, calcul d’une action à apporter et mise en performance de
l’action dans le monde. Dans le cas présent, la perception du monde est faite par les radars
UWB, la représentation du monde est contenue dans le système expert et l’activité reconnue
représente l’action sur le monde. Cette architecture a plusieurs avantages, le principal étant
que le mode d’opération est similaire à ce à quoi pourrait ressembler une application en mode
d’opération en temps réel. L’application finale est donc dans un état permettant la mise en
production avec seulement des modifications mineures. Dans le cas présent cependant, l’agent
n’interagit pas directement avec l’environnement, mais propose une classification de l’activité
en cours. La Figure 3.5 montre la structure générale de l’application et comment les différentes
73
parties interagissent entre elles.
Figure 3.5 : Architecture du système expert.
Lors de l’exécution, les étapes suivantes sont réalisées à chaque coup d’horloge :
1. Les données des radars sont fournies à l’agent par les percepteurs.
2. Les données sont conservées dans une base de données (représentation du monde).
3. Le modèle central est appliqué sur les données les plus récentes et la sortie ajoutée à la
base de données.
4. Des connaissances supplémentaires sont dérivées des données brutes fournies par les
radars UWB.
5. Le système d’inférence est exécuté : les règles sont appliquées, puis leurs valeurs
accumulées dans la base de données.
6. Les activités les plus probables sont ensuite données à la sortie.
En ce qui concerne la programmation du système expert, la librairie Experta (Pérez,
2017) a été utilisée. Cette librairie a été identifiée puisqu’elle est une des rares librairies plus
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ou moins actives sur les systèmes experts et est basée sur PyKnow, une librairie largement
référencée.
Un des points importants avec la création d’un système expert est la création de règles.
À des fins de simplicité et de respect du concept de système expert, des connaissances sont
extraites des données qui permettent de distinguer une activité par rapport à une autre à
partir de concepts. Les règles ont été définies de façon instinctive. La principale information
exploitée est la position. Avec la position, il est techniquement possible de dire qu’une activité
se déroule (ou non) dans un endroit. Par exemple, il est très peu probable que l’activité Enfiler
une veste est réalisée tandis que la personne se trouve dans la cuisine. De plus, il est également
possible de distinguer deux activités en fonction de la distance parcourue dans l’environnement.
Par exemple, les activités Lire et Cuisiner ne devraient pas posséder une distance parcourue
similaire. Au final, les informations suivantes ont été utilisées et/ou explorées pour la création
des règles :
— Niveau d’énergie du signal : L’énergie d’un signal discret est la somme de tous les
échantillons élevés au carré. Cela permet de détecter la quantité d’énergie dans un signal
(indiquant de façon générale la quantité de mouvement effectué).
— Zones : Les zones précises dans l’environnement. Cette information est utilisée en
tandem avec la position de la personne dans l’environnement. Les zones sont définies à
partir du plan de l’appartement du LIARA et l’historique de position des participants
lors de la réalisation d’une activité. Les zones définies sont Évier de la cuisine, Chaise de
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la chambre à coucher, Table, Cuisine, Salon, Entrée, Salle à manger, Soulier (zone où
l’activité Mettre Soulier est régulièrement effectuée) et Médicaments (zone où l’activité
Prendre des médicaments est régulièrement effectuée).
— Position : Position de la personne dans l’environnement. La position est une zone.
— Compteur de Position : Compte du nombre de secondes passées dans une zone donnée.
— Surface Couverte : Surface totale couverte par la personne dans la fenêtre de temps.
Information tirée de la position de la personne.
— Déplacement total : Total des déplacements dans l’environnement. Information tirée
de la position de la personne.
Le modèle profond a été entraîné indépendamment du système expert. Lors de l’en-
traînement, le modèle atteint un taux de reconnaissance d’environ 100 % alors que le taux
de reconnaissance sur le jeu de test stagne autour de 35 % à 40 %. La Figure 3.6 montre la
progression du taux de reconnaissance sur le jeu de test et d’entraînement. Cette courbe d’ap-
prentissage montre que le modèle souffre de surapprentissage. En d’autres mots, il a mémorisé
le jeu d’entraînement. Dans un scénario de surapprentissage, les données présentes dans le jeu
d’entraînement sont reconnues alors que les données qui ne sont pas directement présentes
dans le jeu d’entraînement sont correctement reconnues dans une proportion beaucoup plus
petite. Pour éviter de sélectionner un modèle surentraîné, le modèle qui offre le meilleur taux
de reconnaissance sur le jeu de validation est conservé. Comme il est montré à la Figure 3.6,
le meilleur taux de reconnaissance est atteint près de la dixième époque. Pour cette raison, le
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modèle utilisé pour le développement du système expert a un taux de reconnaissance d’environ
50 % sur le jeu d’entraînement.
Figure 3.6 : Taux de reconnaissance du modèle CNN-LSTM sur le jeu de données LOSO 1.
Pour la classification, plusieurs techniques ont été utilisées pour améliorer la performance
de la prédiction. Dans un premier temps, plusieurs activités peuvent être détectées lors d’une
inférence (une classification). Pour distinguer quelle activité doit être priorisée, un ordre
de priorité pour chaque activité est établi. De plus, lors de la classification d’une activité,
une deuxième classification est faite en même temps. Il s’agit ici d’identifier l’autre activité
possible en cas d’une mauvaise détection. Par exemple, dans la règle qui reconnaît l’activité
Faire la cuisine, le deuxième essai est Faire du thé. De plus, pour offrir un Top-N de taille
constante comme le fait le modèle central, des classifications par défaut sont ajoutées. Les
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classifications par défaut peuvent être vues comme les classifications qui ont le plus de chance,
a priori, d’être effectuées à un moment donné.
La priorisation des activités a été optimisée avec des algorithmes génétiques (Mitchell,
1998). Pour ce faire, la librairie Python PyEasyGA (Remi-Omosowon et Pyeasyga, 2014) est
utilisée. Cette librairie permet d’exploiter facilement des algorithmes génétiques. Dans le but
d’optimiser l’ordre de priorité des activités, un individu est constitué d’un ordre de priorisation
des activités où les indices inférieurs représentent une priorisation plus grande. Ainsi, l’activité
à l’indice 0 est considérée comme étant l’activité la plus priorisée par rapport aux autres. Une
population de 500 individus générés aléatoirement a été utilisée. L’optimisation s’est déroulée
pour une durée de 200 générations. Les techniques suivantes ont été utilisées pour faire évoluer
les individus d’une génération à l’autre :
— Mutation. Une mutation permet de modifier un seul individu. Dans le cas présent, une
mutation est effectuée en appliquant une permutation aléatoire entre deux indices. La
probabilité d’une mutation est de 5 %.
— Croisement. Un croisement combine l’état de deux parents pour générer deux enfants.
Dans le cas présent, un point de croisement (indice) aléatoire est sélectionné. La première
partie avant ce point de croisement est conservée dans chacun des enfants. Ainsi, l’enfant
A hérite du segment pré point de croisement du parent A et l’enfant B celui du parent
B. Le reste des activités dans les enfants est comblé en respectant l’ordonnancement
présent dans l’autre parent. Donc, pour chaque indice du parent B, de la plus prioritaire
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à la moins prioritaire, si l’activité n’est pas présente dans l’enfant A elle est ajoutée à la
fin de la liste de priorité de l’enfant A. La probabilité d’un croisement est de 50 %.
— Élitisme. Afin d’éviter que le meilleur individu soit perdu d’une génération à l’autre, ce
dernier est ajouté à la prochaine génération sans altération.
Puisque la solution du système expert est conçue pour opérer en temps réel, il est possible
de stabiliser la classe détectée à la sortie de la solution en changeant de classe de sortie après
un nombre fixe (plus grand que 1) de détections consécutives. La performance du système
peut aussi être améliorée légèrement. Le raisonnement derrière cette amélioration est qu’il est
très peu probable qu’une personne change successivement d’activités dans un très court laps
de temps. Cette approche peut cependant être appliquée dans n’importe quelle autre solution
qui effectue la reconnaissance en temps réel.
3.3.3 RÉSULTATS ET DISCUSSION
Les informations les plus évidentes à utiliser pour la détection sont la prédiction du
modèle central, qui donne une bonne indication quant à l’activité en cours, et la position de la
personne. Il est important encore une fois de préciser que la position estimée de la personne
peut-être différente de la position actuelle de la personne dans l’environnement. Cela étant dû
à une grande quantité de bruit dans les données, d’angles morts présents dans l’environnement
en plus de personnes en mouvement à l’extérieur de l’environnement.
Il est important en premier lieu d’identifier où des gains peuvent être accomplis. Il existe
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une différence importante dans la capacité du modèle central à reconnaître des activités courtes
(100 secondes et moins, ce qui correspond à la moitié des activités). La plus grande partie
des efforts a été mise pour pallier à cette différence. Les expérimentations n’ont pas donné
les résultats espérés. Au bout de plusieurs semaines de développements et de tests, tous les
efforts d’amélioration ont fini par souffrir de plusieurs problèmes. Dans un premier temps, ce
qui est gagné d’un côté est perdu de l’autre. Intuitivement, il est normal que lorsqu’on priorise
la détection de la classe A par rapport à la classe B, que les détections correctes de la classe B
risquent d’être négativement impactées au profit de fausses détections de la classe A. Cela est
encore plus problématique lorsque plusieurs classes sont concernées et qu’un effet domino
apparaît. La Figure 3.7 montre le taux de reconnaissance balancé du système expert développé
et du modèle central (CNN-LSTM) sur le jeu de données d’entraînement LOSO 1.
La Figure 3.8 montre la même chose, mais pour le jeu de données de test.
Dans la Figure 3.7, il est possible de constater que des gains notables ont été effectués
sur les activités courtes, cela est également reflété dans la Figure 3.8 pour ce qui attrait au jeu
de test. En même temps, les performances sur les activités longues se voient réduites dans
les deux cas. Il est aussi possible de constater que les améliorations faites sont seulement
présentes dans le Top-1 alors que dans le reste des Top-N, la performance du système expert
reste inférieure aux performances du modèle central.
Une des limitations principales des systèmes experts est l’effort requis pour la concep-
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Figure 3.7 : Comparaison du taux de reconnaissance balancé du Top-4 du modèle central
(CNN-LSTM) et du système expert sur l’ensemble des classes, les classes longues et les classes
courtes sur le jeu de données d’entraînement LOSO 1.
tion. Beaucoup d’analyses ont été faites pour pouvoir combler certaines lacunes du modèle
précédemment développé au LIARA, et ce, sur un seul des jeux de données LOSO. Ce qui
est généralement le cas avec les systèmes experts. Ce qui est problématique cependant, avec
l’effort de développement requis, est qu’une solution est fonctionnelle pour un seul jeu de don-
nées. La raison fondamentale derrière ce problème est que le modèle n’a pas les mêmes angles
morts d’un jeu de données LOSO à l’autre, et il n’est pas garanti que les règles améliorent
les performances entre le jeu d’entraînement et le jeu de test. Cela est entre autres observable
avec le jeu de données LOSO 1 aux Figures 3.7 et 3.8 où il est possible de constater une
différence notable de performance entre le jeu d’entraînement et le jeu de test. Ceci est encore
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Figure 3.8 : Comparaison du taux de reconnaissance balancé du Top-4 du modèle central
(CNN-LSTM) et du système expert sur l’ensemble des classes, les classes longues et les classes
courtes du jeu de données de test LOSO 1.
plus vrai entre deux jeux de données LOSO. La Figure 3.9 montre le taux de reconnaissance
balancé du système expert développé et du modèle central (CNN-LSTM) sur le jeu de données
d’entraînement LOSO 2. La Figure 3.10 montre la même chose, mais pour le jeu de données
de test. Il est possible de constater que les règles développées pour le jeu de données LOSO 1
ne sont pas aussi efficaces pour le jeu de données LOSO 2.
Avant de poursuivre, il est important de se demander pourquoi il serait souhaitable
d’utiliser un système expert. L’avantage premier de l’utilisation des systèmes experts est qu’il
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Figure 3.9 : Comparaison du taux de reconnaissance balancé du Top-4 du modèle central
(CNN-LSTM) et du système expert sur l’ensemble des classes, les classes longues et les classes
courtes sur le jeu de données d’entraînement LOSO 2.
est possible de comprendre facilement pourquoi une décision est effectuée par rapport à une
autre, car le raisonnement est contenu sous la forme de règles définies par une personne et
basé sur des faits. L’interprétabilité du raisonnement d’algorithmes intrinsèquement opaques
est une tendance grandissante en intelligence artificielle, et particulièrement dans le domaine
de l’apprentissage profond (Doshi-Velez et Kim, 2017). Malheureusement, cet aspect n’est
pas dans les objectifs des travaux de ce mémoire. Un autre point important concerne la qualité
du jeu de données pour l’extraction de règles. Comme mentionné dans la section précédente,
aucune information supplémentaire à celle contenue dans les données brutes des radars n’est
donnée. Par exemple, la date et l’heure à laquelle les activités ont eu lieu pourraient très
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Figure 3.10 : Comparaison du taux de reconnaissance balancé du Top-4 du modèle central
(CNN-LSTM) et du système expert sur l’ensemble des classes, les classes longues et les classes
courtes du jeu de données de test LOSO 2.
bien être utilisées puisque cette information influence les probabilités a priori qu’une action
soit réalisée. De plus, la seule information qui est facilement exploitable est la position. La
position qui, comme discuté précédemment, est bruitée et comporte quelques angles morts dans
l’environnement. Il est donc difficile d’extraire des règles et des faits de façon plus efficace
que ne le ferait un classeur ou un réseau de neurones. Il semble donc que le jeu de données
ne soit pas particulièrement idéal pour l’extraction de connaissances intuitives. De plus, rien
n’empêche l’utilisation d’un classeur (réseau de neurones, KNN, SVM ou Forêt d’arbres de
décision) ou d’intégrer directement les informations tirées des règles dans le modèle central
considérant que toutes les données générées (voir Section 3.3.2) seraient exploitables par ces
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classeurs. Puisque le système expert n’est pas utilisé dans le but de justifier le raisonnement
derrière la reconnaissance, que les données pourraient facilement être exploitées par d’autres
modèles et le temps monumental requis pour créer/ajuster les règles, il est donc discutable
d’utiliser un système expert par rapport à d’autres solutions.
Malgré ce qui a été dit, cela n’empêche pas que les réseaux de neurones peuvent apporter
une plus-value pour la reconnaissance d’activités. Par exemple, l’ajout du système expert serait
très pertinent pour faire du raffinement d’activités. Dans ce contexte, un modèle pourrait être
utilisé pour faire la reconnaissance générique d’activités et le système expert pourrait identifier
la variation de l’activité avec des informations qui ne devraient pas être pertinentes pour la
reconnaissance générale d’une activité. Par exemple, l’activité Manger devrait toujours être
reconnue comme manger par le modèle de reconnaissance, peu importe quand cela se produit,
mais un système expert pourrait, avec une mémoire des activités réalisées et de l’heure durant
laquelle l’activité se déroule, déterminer s’il s’agit du déjeuner, du dîner ou du souper. Un
autre exemple pourrait déterminer la qualité de la tâche réalisée comme dans le cas où la
personne se brosse les dents pas assez longtemps ou trop longtemps. Un exemple final pourrait
consister en la classification précise de l’activité marcher en fonction du point de départ et de
la destination de la personne.
3.4 DÉVELOPPEMENT D’UN MODÈLE D’APPRENTISSAGE PROFOND
Considérant les travaux réalisés dans la section précédente, il a été décidé d’explorer
quels autres types de modèles offriraient une meilleure performance brute pour la reconnais-
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sance d’activités. Le chapitre 2 a permis de montrer qu’un grand intérêt réside dans les réseaux
de neurones. Cette section vise donc à décrire le développement du modèle CNN construit
dans le but de reconnaître les activités enregistrés au LIARA.
3.4.1 TRAITEMENT DE DONNÉES
La possibilité explorée dans ce mémoire est d’entrevoir la reconnaissance d’activités
avec des radars UWB comme étant un problème de vision. C’est-à-dire que les données
peuvent être transformées et traitées comme l’on ferait avec des images. Pour ce faire, il faut
extraire l’activité dans une seule structure qui contient l’information sur la position et les
mouvements de la personne dans l’environnement. Puisqu’il y a 3 radars dans l’environnement,
il est possible de facilement visualiser la structure combinée en la représentant comme une
image RGB où chaque couleur est remplacée par les données d’un radar. Cela permet de
déterminer si des caractéristiques sont visuellement présentes dans les données. Les radars
opèrent à 50 scans par seconde. Puisque 15 secondes de données sont utilisées pour faire
une seule détection et que chaque radar retourne 184 bins représentant les données Distance-
Doppler, la structure combinée des radars a une forme de 750 scans par 184 bins par 3 radars
UWB. Lors de la couche de convolution, la taille du modèle augmente énormément. La plupart
des modèles CNN pour la reconnaissance d’objets utilisent des images de tailles plus petites
(généralement 180× 180× 3) pour réduire la taille des modèles. Pour atteindre une taille
plus petite, la structure combinée est compressée sur l’axe temporel (scan) pour atteindre
une taille plus facilement exploitable de 150× 184× 3. Pour la compression, la structure
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est séparée en intervalles de 5 scans et le maximum est conservé pour chaque intervalle de
distance. À ce point, les structures comprennent les retours des objets dans l’environnement.
Afin de soustraire l’environnement et de conserver seulement les mouvements (Background
Extraction), le premier scan de chaque acquisition est soustrait au reste de la structure.
La Figure 3.11 contient deux exemples de données prétraitées. Il est intéressant d’ob-
server qu’une différence visuelle existe entre les activités Marcher et Faire le ménage. Ce
qu’on peut comprendre de ces images, c’est que dans le cas de l’activité Marcher, la personne
s’approche puis s’éloigne d’un des radars UWB et que dans l’autre cas, elle fait des va-et-vient
devant le même radar UWB.
Figure 3.11 : Deux activités prétraitées pour le modèle d’apprentissage profond. a) Activité
Marcher. b) Activité Faire le ménage.
Considérant la quantité de données disponibles, un grand chevauchement existe entre
deux échantillons extraits consécutivement lors de la création du jeu de données. Afin d’éviter
que des données trop similaires se retrouvent simultanément dans le jeu d’entraînement du
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modèle et dans le jeu de test du modèle, la validation croisée LOSO est utilisée. De cette façon,
10 jeux de données différents peuvent être créés, soit un par participant.
3.4.2 ARCHITECTURE PROPOSÉE
La première étape de la création d’un modèle pour la reconnaissance consiste en la
comparaison de différentes architectures déjà présentes dans la libraire Keras 8. Cette étape
permet de vérifier qu’il est possible d’utiliser les données telles que prétraitées, puis d’identifier
quelle architecture est prédisposée à mieux performer sur le jeu de données. Les modèles
suivants ont été testés avec le jeu de données LOSO 1 : VGG16 (Simonyan et Zisserman,
2015), VGG19 (Simonyan et Zisserman, 2015), Xception (Chollet, 2016) et EfficientNet B0 à
B6 (Tan et Le, 2019). De plus, puisque les autoencodeurs ont montré un certain succès dans
ce genre de scénario (voir Sadreazami et al. (2020)), un modèle autoencodeur a été développé
et également testé. L’architecture complète de l’autoencodeur développé est montrée dans
le Tableau 3.2. En ce qui concerne la signification des couches convolutives, celles-ci sont
décrites dans la Section 2.1.2. Les autres couches non couvertes par cette section sont décrites
ci-dessous ;
— Dropout. La couche de type dropout sert à régulariser l’apprentissage du réseau de
neurones en laissant tomber aléatoirement un certain nombre de neurones dans la couche.
Cela permet d’éviter que le réseau de neurones surapprenne et se fie seulement à la
8. https://keras.io/api/applications/
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valeur d’un nombre restreint de neurones.
— Flatten. La couche flatten permet de prendre la sortie multidimensionnelle d’une couche
et de la transformer en sortie unidimensionnelle.
— Dense. Nom communément donné aux couches entièrement connectées.














Tableau 3.2 : Architecture de l’autoendeur développé.
Le résultat de l’expérimentation est montré au Tableau 3.3. Pour cette expérimentation,
le résultat est calculé une seule fois, et sur un seul jeu de données LOSO. La raison étant que
le temps requis pour faire un seul entraînement avec le matériel utilisé qui est long. De plus,
le but ici est d’avoir une idée générale de la performance du modèle afin de se concentrer
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sur celui qui offre les meilleures performances et non de mesurer la performance exacte de
chaque modèle. Il est possible de constater que le EfficientNet (peu importe la version, mais
principalement B0) offre les meilleures performances, suivi de l’autoencodeur et de Xception.
EfficientNetB0 est le modèle de base (donc plus petit) proposé par Tan et Le (2019). La raison
du gain de performance de EfficientNetB0 par rapport aux autres versions tient probablement
du fait que le jeu de données est limité, et que des architectures plus larges et plus profondes
sont plus sujettes au surapprentissage. Il est donc intéressant ici d’identifier que l’exploration
de l’utilisation des autres versions d’EfficientNet serait importante si un jeu de données plus












Tableau 3.3 : Performance de différents modèles sur le jeu de données développé à partir
de scans de radars UWB.
Une expérimentation supplémentaire a été réalisée sur le modèle EfficientNetB0 concer-
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nant la taille des filtres utilisés. Normalement, les filtres dans un CNN sont carrés. La raison
étant que les filtres permettent d’extraire des modèles servant à identifier des objets dont on
ne connaît ni la forme ni l’orientation des objets à détecter. Or, dans le cas présent, nous
avons une intuition sur la forme des modèles. Il est raisonnable de penser que les modèles
recherchés sont quant à eux orientés dans le temps. Pour valider l’intérêt de changer la forme
des filtres, plusieurs combinaisons de tailles ont été testées. La performance des filtres a été
testée sur un seul jeu de données LOSO, et sur un seul entraînement. La raison étant le temps
requis pour tester chaque configuration à plusieurs reprises. L’entièreté des jeux de données
LOSO est chronophage et pourrait prendre plusieurs centaines d’heures de calcul avec le
matériel informatique utilisé (Intel i5-8600k et NVIDIA GTX 1080). Le Tableau 3.4 contient
les différents tests de performance de différentes tailles de filtres. Dans ce tableau, la taille des
filtres est assignée par bloc architectural du réseau de neurones. L’architecture d’EfficientNet,
comme plusieurs autres CNN, est divisée en plusieurs blocs. Les couches au sein d’un même
bloc partagent les mêmes caractéristiques. Cette approche est pratique lorsque les réseaux de
neurones atteignent une certaine profondeur et qu’il devient peu pratique d’ajuster séparément
chaque couche. Considérant le temps requis pour l’entraînement, chaque configuration de
filtres a été testée une seule fois avec le jeu de données LOSO 1. La meilleure augmentation
de performance est donnée à l’essai 2. L’essai 2 offre une augmentation de 5,5 % par rapport
au modèle d’origine. Puisque le nombre de combinaisons possibles est important et que le
temps requis pour entraîner le modèle sur un jeu de données LOSO est long, une recherche
exhaustive de la meilleure combinaison n’a pas été faite. Cette expérimentation a tout de
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même permis une meilleure performance du réseau de neurones et laisse présager qu’une
autre combinaison de tailles de filtres offrant de meilleures performances existe. À des fins de
clarté, le modèle avec taille de filtres modifiée sera appelé Tuned EfficientNetB0 pour le reste
du mémoire.








3×3 3×3 5×5 3×3 5×5 5×5 3×3 0,626 0,644
1 2×5 2×5 3×8 2×5 3×8 3×8 3×8 0,612 0,628
2 3×3 4×4 3×8 2×5 2×8 3×8 5×10 0,678 0,699
3 3×3 4×4 4×6 3×6 3×8 4×8 5×10 0,657 0,667
4 6×6 6×6 4×6 3×6 3×8 3×8 3×10 0,617 0,64
5 3×3 5×5 3×5 2×6 2×8 2×8 2×10 0,595 0,616
6 3×3 3×3 3×4 3×5 3×6 3×8 5×10 0,61 0,631
7 3×3 3×3 3×8 3×8 3×8 3×8 5×10 0,606 0,627
8 3×3 4×4 2×4 2×5 3×8 3×8 5×10 0,584 0,604
9 3×3 4×4 4×8 2×6 2×8 3×8 2×5 0,66 0,675
Tableau 3.4 : Variations de la taille des filtres et leur performance respectives.
Comme discuté à la Section 3.2, la position de la personne dans l’environnement est
constamment calculée. Afin de fournir des informations supplémentaires au modèle final, la
position est, quant à elle, analysée par un autre réseau de neurones de type LSTM. Le modèle
LSTM est explicité dans le Tableau 3.6. Le fonctionnement des couches LSTM est expliqué à
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la Section 2.1.2. Il est important de mentionner encore une fois que les résultats ne sont pas
meilleurs que ceux obtenus avec les autres modèles testés. Puisque le calcul de la position
de la personne dans l’environnement est basé sur des données bruitées, la classification de
l’activité en utilisant seulement cette information est fortement impactée (négativement) par
ce bruit.
ID Nom de la couche Taille de sortie
1 Input 15, 5









Tableau 3.5 : Architecture du modèle LSTM.
Le modèle final, tel qu’illustré à la Figure 3.12, est donc composé du LSTM et de Tuned
EfficientNetB0. Considérant la taille du modèle final, l’entraînement est fait en trois temps.
Dans un premier temps, Tuned EfficientNetB0 est entraîné sur le jeu de données prétraitées.
Ensuite, le LSTM est entraîné sur les données de position. Finalement, les poids des couches
des deux modèles sont transférés (apprentissage par transfert) sur le modèle final. Les poids
de ces couches fraîchement transférés sont figés pour les empêcher de changer lors de la
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première partie de l’apprentissage qui vise seulement à faire apprendre les dernières couches
denses, responsables de la classification. Lors de la deuxième partie de l’apprentissage, toutes
les couches sont défigées afin d’optimiser le modèle de bout en bout. Pour l’apprentissage,
l’optimiseur Adam (Kingma et Ba, 2017) est utilisé avec un taux d’apprentissage de 0,001.
L’entraînement se fait sur un nombre relativement petit d’époques. La taille relativement
petite du jeu de données en est la cause, puisque les données sont apprises rapidement par
coeur par le modèle. Les meilleurs résultats sur Tuned EfficientNetB0 et le LSTM sont atteints
avant la marque des 25 époques. L’architecture combinée de Tuned EfficientNetB0 avec LSTM,
quant à elle, atteint un pic avant la marque des 10 époques. Lors de l’entraînement, le modèle
qui a un meilleur taux de reconnaissance balancé sur le jeu de test est conservé.
Figure 3.12 : Architecture du modèle final.
3.4.3 RÉSULTATS ET DISCUSSION
Deux métriques principales ont été utilisées pour établir la performance du modèle ; le
taux de reconnaissance et le taux de reconnaissance balancé. Le taux de reconnaissance permet
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de mesurer la capacité d’un modèle à faire la prédiction correcte d’une classe et est calculé en
divisant le nombre de prédictions correctes par le nombre total de prédictions effectuées. Dans
ce cas, on veut avoir un modèle qui tend vers un taux de reconnaissance de 1 (100 %).
Dans le cas présent, les classes n’ont pas le même nombre d’instances. L’utilisation
du taux de reconnaissance est donc plus problématique puisque les inaptitudes du modèle à
classifier les instances de classes moins nombreuses sont cachées par la performance sur les
plus grandes classes. Un exemple extrême de ce problème sur un classifieur à deux classes
pourrait ressembler à ceci : la classe A contient 1000 instances, dont 1000 instances ont été
correctement classées par un classifieur alors que la classe B qui contient une seule instance
qui n’a pas été correctement classée. Dans ce scénario, le taux de reconnaissance du modèle
est de 99,9 %, alors que le classifieur est seulement capable de classer une seule classe sur
deux. Une alternative facile au taux de reconnaissance est le taux de reconnaissance balancé.
Avec le taux de reconnaissance balancé tel que décrit à l’équation (3.1) où n est le nombre de
classes, V Pi est le nombre de vrais positifs pour une classe i et FNi le nombre de faux négatifs
pour une classe i, le taux de reconnaissance de chaque classe est considéré à parts égales.
Pour revenir sur l’exemple précédent, le taux de reconnaissance balancé serait de 50 %, ce qui









La Figure 3.13 montre le taux de reconnaissance moyen des modèles sur l’ensemble des
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jeux de données LOSO. Cette figure montre que Tuned EfficientNetB0 avec LSTM offre un
meilleur taux de reconnaissance que les autres modèles, montrant une augmentation de 18,63 %
par rapport au modèle proposé par les travaux antérieurs (Maitre et al., 2021). L’augmentation
est d’autant plus grande lorsque l’on compare le taux de reconnaissance balancé moyen sur
l’ensemble des jeux de données LOSO tel que montré à la Figure 3.14. Il est possible de
constater une augmentation de 29,08 % sur le taux de reconnaissance balancé du Top-1. Cela
montre que le modèle développé est meilleur que le modèle de base pour classer les différentes
classes.
Un autre aspect intéressant à comparer est la stabilité des modèles. Un modèle est
considéré comme stable sur un jeu de données de type LOSO si le taux de reconnaissance du
modèle varie peu d’un jeu de données LOSO à un autre. La Figure 3.15 montre l’écart type
du taux de reconnaissance des différents modèles sur l’ensemble des jeux de données LOSO.
Dans un même ordre d’idées, la Figure 3.16 montre l’écart type du taux de reconnaissance
balancé des différents modèles sur l’ensemble des jeux de données LOSO. Il est possible
de constater dans les deux cas que la sortie du modèle Tuned EfficientNetB0 avec LSTM est
plus stable que le modèle de base. Il s’agit ici d’une autre amélioration (en plus du taux de
reconnaissance) qu’offre le modèle développé.
La Figure A.1, située à l’Annexe A, contient la matrice de confusion du Top-1 du
modèle CNN-LSTM sur le jeu de données LOSO 1. Dans le même ordre d’idée. La Figure
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Figure 3.13 : Comparaison du taux de reconnaissance moyen des modèles sur l’ensemble des
jeux de données LOSO.
Figure 3.14 : Comparaison du taux de reconnaissance balancé moyen des modèles sur
l’ensemble des jeux de données LOSO.
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Figure 3.15 : Comparaison de l’écart type du taux de reconnaissance des modèles sur
l’ensemble des jeux de données LOSO.
Figure 3.16 : Comparaison de l’écart type du taux de reconnaissance balancé des modèles sur
l’ensemble des jeux de données LOSO.
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A.2, également située à l’Annexe A, contient la matrice de confusion du Top-1 pour le
modèle Tuned EfficientNetB0 avec LSTM sur le jeu de données LOSO 1. De ces matrices, des
informations intéressantes peuvent être déduites. Premièrement, il est possible de comparer
les améliorations sur les activités dites courtes (effectuées en moyenne en moins de 100
secondes, soit les activités Boire, Enfiler une veste, Mettre des souliers, Dormir, Prendre des
médicaments, Marcher et Laver les mains) et les activités dites longues (soit les activités
Laver les dents, Faire le ménage, Faire à manger, Faire la vaisselle, Manger, Faire du thé,
Lire et Utiliser un ordinateur). Ces résultats sont compilés dans au Tableau 3.1. À partir de
ces données, il est possible de constater que le gain de performance le plus notable du modèle
Tuned EfficientNetB0 avec LSTM par rapport au modèle CNN-LSTM est causé par la capacité
du modèle à reconnaître les activités courtes. Il s’agit d’une augmentation de 51,23 %.
Il est intéressant de constater que malgré une amélioration notable des performances,
certaines activités sont tout de même ignorées. Ces activités (Boire, Prendre des médicaments
et Laver les mains) ne sont dans les deux cas aucunement reconnues par le modèle. Ces
activités ont certains points en commun. Premièrement, peu de mouvement est requis pour
effectuer chacune de ces tâches et, deuxièmement, ces évènements peuvent être effectués dans








CNN-LSTM Toutes 44,51 27,32
Tuned EfficientNetB0 avec LSTM Toutes 70,39 62,47
CNN-LSTM Courtes 7,77 5,12
Tuned EfficientNetB0 avec LSTM Courtes 58,0 50,7
CNN-LSTM Longues 49,51 46,75
Tuned EfficientNetB0 avec LSTM Longues 72,64 72,77
Tableau 3.6 : Comparaison de la performance des modèles sur des sous-ensembles du jeu
de données LOSO 1.
3.5 ANALYSE DE LA CAPACITÉ DES RADARS UWB POUR LA CAPTATION DE
MOUVEMENTS AU LIARA
Comme il a été mentionné dans la section précédente, certaines activités sont difficiles à
distinguer. Cette section vise donc à déterminer la source de cette difficulté à reconnaître ces
activités.
3.5.1 NOUVEAU JEU DE DONNÉES
Le but de la création de ce jeu de données est multiple. D’abord, on veut vérifier si les
radars UWB, la méthode de prétraitement des données et le modèle sont adéquats pour la
détection de mouvements variablement grands et petits. Ensuite, on veut mesurer l’impact
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que peut potentiellement avoir la hauteur d’installation des capteurs sur la capacité à capter
les mouvements. Enfin, on veut évaluer si les angles morts du modèle sur certaines activités
(Boire, Prendre des médicaments et Laver les mains) sont attribuables à l’endroit où se déroule
l’activité.
Pour la capture de mouvements, 10 emplacements ont été identifiés dans l’environnement
intelligent du LIARA et sont montrés à la Figure 3.17.
Figure 3.17 : Emplacements prédéterminés pour la création du nouveau jeu de données au
LIARA.
Dans cette figure, les 10 emplacements sont numérotés et indiqués par un cercle bleu. La
flèche sur chacun des emplacements indique l’orientation de la personne dans l’environnement
lors de l’enregistrement. Ces orientations ont été choisies, car elles semblent naturelles par
rapport à l’environnement. La position des 3 radars UWB dans l’environnement est quant à
elle identifiée en rouge. Ces emplacements ont été sélectionnés pour couvrir l’entièreté de
l’environnement. Quatre mouvements ont été identifiés pour la création du jeu de données. Ces
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mouvements représentent une gradation de mouvements des bras. Lors de la réalisation des
mouvements, la position de la personne est fixe (les pieds ne bougent pas) et les mouvements
sont effectués avec les bras pour une durée de 30 secondes. Les mouvements identifiés sont
les suivants (à des fins de clarté, des pictogrammes ont été faits pour montrer la posture et la
portée des mouvements et sont montrés à la Figure 3.18) :
1. Aucun mouvement. Les bras et avant-bras sont placés sur le long du corps.
2. Mouvements fins. Les bras sont collés sur le long du corps, les avant-bras placés devant
la personne. Les mouvements sont contraints aux poignets et aux mains (doigts).
3. Mouvements intermédiaires. Les bras sont collés sur le long du corps. Les mouve-
ments sont contraints aux avant-bras, poignets et mains.
4. Mouvements grands. Les mouvements sont contraints aux bras, avant-bras, poignets
et mains.
Figure 3.18 : Différents mouvements planifiés pour la collecte de données. a) Aucun
mouvement. b) Mouvements fins. c) Mouvements intermédiaires. d) Mouvements grands.
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Les 4 activités ont été enregistrées aux 10 positions. Puisque la salle de bains est la seule
pièce à avoir une porte, les enregistrements faits aux positions 9 et 10 ont été effectués deux
fois, une fois avec la porte ouverte et l’autre avec la porte fermée.
La prise de données a été réalisée deux fois, avec les radars UWB placés à deux
hauteurs clés. Dans un premier temps, les capteurs sont placés à 36 cm du sol. Il s’agit de la
hauteur utilisée pour l’autre jeu de données utilisé dans ce mémoire. Cette hauteur correspond
également à la hauteur à laquelle les prises électriques sont généralement placées. Dans un
deuxième temps, les radars UWB sont placés à 96 cm du sol. Cette hauteur concorde avec
le centre de gravité de la personne qui a effectué les activités. Cette hauteur a été choisie
puisqu’il s’agit de la hauteur approximative où les mouvements fins sont effectués.
3.5.2 VISUALISATION DES DONNÉES
Pour commencer, les données brutes (sans traitement) ont été qualitativement analysées.
Afin de comparer la visibilité des différents mouvements, les données de radars UWB sans
traitement de chacune des activités enregistrées à un seul endroit sont comparées. La Figure
3.19 contient les quatre activités (Aucun mouvement, Mouvements fins, Mouvements intermé-
diaires et Mouvements grands) enregistrées à la position 1 avec les capteurs installés à 36 cm
du sol. À des fins d’affichage, les données sont normalisées. Visuellement, il est très difficile
d’identifier des caractéristiques lorsque toutes les données de radars UWB sont présentes.
Cependant, lorsque l’on observe seulement les données provenant du capteur le plus proche de
la position 1 tel que montré à la Figure 3.20, il est possible de constater que les mouvements
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sont visibles et qu’une gradation est visible d’une activité à l’autre. Il est aussi intéressant de
noter que la plus petite différence visuelle existe entre l’activité Mouvements intermédiaires et
Mouvements grands et Aucun mouvement et Mouvements fins.
Figure 3.19 : Comparaison des données brutes des mouvements enregistrés à la position 1 avec
capteurs installés à 36 cm du sol. a) Aucun mouvement b) Mouvements fins c) Mouvements
intermédiaires d) Mouvements grands
Dans le but de comparer l’impact de la position sur une activité, la Figure 3.21 contient
les données brutes de l’activité Mouvements grands aux positions 2, 4 et 9. L’activité Mouve-
ments grands a été sélectionnée pour cette comparaison puisqu’elle contient la plus grande
quantité de mouvement, et est donc plus susceptible d’être visible dans les données brutes.
Les positions 2, 4 et 9 ont été sélectionnées pour cette comparaison puisque celles-ci sont
respectivement positionnées près des différents radars UWB et leur font face. La position 2 est
proche du radar UWB 1 et lui fait face, la position 4 est proche du radar UWB 2 et lui fait
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Figure 3.20 : Comparaison des données brutes du radar UWB 1 pour l’ensemble des
mouvements à la position 1 avec capteur installé à 36 cm du sol. a) Aucun mouvement b)
Mouvements fins c) Mouvements intermédiaires d) Mouvements grands
face, et la position 3 (avec porte ouverte) est proche du radar UWB 3 et lui fait face. Le radar
UWB le plus près de la position 2 est associé au canal de couleur rouge, le radar UWB le plus
près de la position 4 est associé au canal de couleur verte et le radar UWB le plus près de la
position 9 est associé au canal de couleur bleu. Il est possible de distinguer les mouvements,
principalement à la position 4. Dans le cas de la position 2 et 9, les mouvements sont présents,
mais très difficilement visibles, car beaucoup de bruit est présent.
Dans le but de visualiser l’impact du prétraitement de données sur la mise en lumière
de patterns, les données prétraitées sont comparées. La Figure 3.22 contient les données
traitées des quatre activités (Aucun mouvement, Mouvements fins, Mouvements intermédiaires
et Mouvements grands) enregistrées à la position 1 avec les capteurs installés à 36 cm du sol. Il
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Figure 3.21 : Comparaison des données brutes de l’activité Mouvements grands aux positions 2,
4 et 9 avec capteurs installés à 36 cm du sol. a) Position 2 b) Position 4 c) Position 9
est possible de constater que le canal de couleur correspondant au radar UWB le plus près de
la position 1 (canal de couleur rouge) prend de plus en plus d’importance dans les données et
que le signal semble de plus en plus net. Ainsi, une gradation existe dans les données, reflétant
l’augmentation de la quantité de mouvement. La gradation n’est pas aussi flagrante que dans
la Figure 3.20. Ceci est causé par la normalisation des données qui est faite une fois le premier
scan soustrait du reste des données, qui accentue les petits mouvements. Il est donc possible
de constater que la méthode de prétraitement permet d’extraire le mouvement des bras des
données brutes.
Il est aussi important de vérifier si un pattern visuel existe entre les instances d’une
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Figure 3.22 : Comparaison des données traitées des activités à la position 1 avec capteurs
installés à 36 cm du sol. a) Aucun mouvement b) Mouvements fins c) Mouvements intermédiaires
d) Mouvements grands
même activité. La Figure 3.23 contient les données prétraitées pour l’activité Mouvements
grands aux positions 2, 4 et 9 avec les capteurs installés à 36 cm du sol. Il est possible de
constater qu’un seul des radars UWB est mis en évidence à chacune des positions. Cela montre
que la méthode de prétraitement permet d’extraire le mouvement des bras peu importe la
position de la personne dans l’environnement.
Considérant que la méthode de prétraitement permet d’extraire clairement les mouve-
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Figure 3.23 : Comparaison des données traitées de l’activité Mouvements grands aux positions
2, 4 et 9 avec capteurs installés à 36 cm du sol. a) Position 2 b) Position 4 c) Position 9
ments près de chaque radar UWB, et qu’il est possible de voir une différence entre les instances
de différentes activités à une position donnée, il semble que, qualitativement, la méthode de
prétraitement des données soit adéquate pour la reconnaissance de mouvements de bras. Une
faiblesse potentielle de la méthode de prétraitement est que la normalisation est faite après
avoir soustrait le premier scan au reste des scan. Cela pourrait causer des petits mouvements à
sembler plus grands qu’ils le sont réellement.
3.5.3 ANALYSE DE LA PERFORMANCE DU MODÈLE SUR LE NOUVEAU JEU
DE DONNÉES
Afin de déterminer si l’architecture telle que développée dans la Section 3.4 est apte à
reconnaître les différents types de mouvements, seulement le modèle Tuned EfficientNetB0
sans la partie LSTM a été utilisé. La raison principale pour ce choix est que la partie LSTM
exploite les données de position calculées. Cette information n’apporte aucune intuition par
rapport à l’activité en cours puisque la position de la personne est statique. Dans le meilleur
des cas, aucune amélioration ne serait apportée, dans le pire, le bruit de la position pourrait
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nuire à la reconnaissance des mouvements.
Les données sont traitées de la même façon que pour le traitement des données dans
la Section 3.4.1. Pour chaque activité enregistrée, 30 secondes sont exploitables. Puisque
les activités sont très répétitives, les instances extraites des enregistrements sont espacées
de 1 seconde, pour un total de 15 instances par enregistrement. Le jeu de données contient
donc 720 instances au total et 60 par position. La raison de cette approche est que le nombre
d’enregistrements est restreint. Le jeu de données est divisé en 12 sous-jeux de données LOSO,
soit un sous-jeu de données par position. Puisque le temps de calcul le permet avec le matériel
informatique utilisé, chaque apprentissage a été réalisé 5 fois. Entraîner le modèle à plusieurs
reprises permet de déterminer si le modèle est stable et trouve une solution qui est consistante.
Deux variations de l’entraînement ont été réalisées. Dans un premier temps, le modèle a
été entraîné à partir de zéro. Pour ce faire, le modèle est initialisé avec des poids aléatoires et
l’entraînement est fait sur une période de 100 époques. L’optimiseur Adam est utilisé avec un
taux d’apprentissage de 0,001.
Dans un deuxième temps, de l’apprentissage par transfert a été fait. L’apprentissage par
transfert s’est fait en deux étapes. Pour la première étape, l’apprentissage par transfert est fait
sur les couches inférieures du modèle (toutes les couches à l’exception des couches denses
responsables de la classification). Lors de cette première partie de l’entraînement, les couches
inférieures sont figées et ne changeront pas. Ensuite, toutes les couches sont débloquées et
l’entraînement est fait sur l’entièreté du modèle. L’entraînement est fait sur une période de
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60 époques pour la première partie de l’entraînement, suivi de 25 époques pour la deuxième
partie. L’optimiseur Adam est utilisé avec un taux d’apprentissage de 0,001.
La comparaison du taux de reconnaissance des deux méthodes d’apprentissage permet
de déterminer si certaines aptitudes à reconnaître des mouvements sont présentes dans le
modèle entraîné sur le jeu de données d’activités et transférables sur le nouveau jeu de données.
3.5.4 RÉSULTATS ET DISCUSSION
La première étape consiste en l’analyse du taux de reconnaissance. Pour commencer,
il est intéressant d’analyser les résultats enregistrés avec les radars UWB placés à 36 cm du
sol. Puisqu’il s’agit d’un problème à quatre classes, un classeur aléatoire devrait avoir un taux
de reconnaissance suivant approximativement la progression suivante : 0,25 (Top 1), 0,50
(Top 2) et 0,75 (Top 3). Un modèle qui est capable de classifier les mouvements devrait avoir
un taux de reconnaissance supérieur à un modèle aléatoire. Considérant le grand nombre de
taux de reconnaissance qui ont été calculés, ces derniers sont consignés à l’Annexe B. Les
différents taux de reconnaissance pour le modèle Tuned EfficientNetB0 avec apprentissage
à partir de zéro et par transfert, pour les capteurs installés à 36 cm du sol et 96 cm du sol,
sont donnés dans les Figures B.1, B.2, B.3 et B.4. À des fins de synthèse, les taux moyens de
reconnaissance sur l’ensemble des jeux de données LOSO sont inscrits dans le Tableau 3.7.
Afin de discuter de l’impact de la hauteur des radars UWB et de l’impact de l’apprentis-
sage par transfert, il faut analyser les matrices de confusion des modèles. Avant de plonger
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Modèle Tuned EfficientNetB0 Top 1 (%) Top 2 (%) Top 3 (%)
Apprentissage à partir de zéro (36 cm du sol) 56,1 79,8 91,0
Apprentissage à partir de zéro (96 cm du sol) 60,5 82,9 94,0
Apprentissage par transfert (36 cm du sol) 73,1 88,9 95,7
Apprentissage par transfert (96 cm du sol) 75,2 89,4 94,9
Tableau 3.7 : Comparaison du taux de reconnaissance moyen du modèle Tuned
EfficientNetB0 sur l’ensemble des jeux de données LOSO.
directement dans les matrices de confusion du modèle pour chaque LOSO, il est important
d’établir à quoi pourrait ressembler une matrice de confusion d’un modèle qui est capable de
faire correctement la distinction entre les quatre activités. Pour commencer, les quatre activités
représentent une gradation d’une seule activité, soit Bouger les Bras. Ainsi, si les données
sont révélatrices, il ne devrait pas y a voir de confusion entre la classe Aucun mouvement et
Mouvements grands, car il s’agit de la plus grande disparité entre deux activités. Dans un
même ordre d’idées, si les données sont suffisamment révélatrices et que le modèle est capable
de bien distinguer entre l’activité Aucun mouvement et Mouvements fins (plus petite disparité
entre deux activités), alors il devrait être capable de correctement classifier les autres activités,
contenant beaucoup plus de mouvement. Ensuite, dans l’éventualité que le modèle fasse une
mauvaise classification, il devrait confondre avec la classe la plus proche de cette dernière
(Aucun mouvement avec Mouvements fins, Mouvements intermédiaires et Mouvements grands,
etc.). Finalement, si les données sont révélatrices, le modèle devrait toujours tendre à faire les
mêmes erreurs d’une instance à l’autre.
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Les Figures C.1 à C.8, situées à l’Annexe C, contiennent les matrices de confusion
du modèle Tuned EfficientNetB0 entraîné à plusieurs reprises (5) sur les différents jeux de
données LOSO pour les différentes combinaisons de hauteurs de capteurs et de méthodes
d’apprentissage. Dans ces figures, les activités sont numérotées de 0 à 3 (Aucun mouvement
à Mouvements grands). À des fins de synthèse, l’ensemble des matrices de confusion ont
été colligées dans la Figure 3.24. La Figure contient le total des matrices de confusion pour
chacune des combinaisons de méthodes d’apprentissage et de hauteurs de capteurs.
Figure 3.24 : Comparaisons des matrices de confusions de Tuned EfficientNetB0 sommées pour
l’entièreté des jeux de données LOSO, pour chacune des combinaisons de hauteurs de capteurs
et de méthode d’apprentissage. a) Apprentissage à partir de zéro avec radars UWB placés à 36
cm du sol. b) Apprentissage par transfert avec radars UWB placés à 36 cm du sol. c)
Apprentissage à partir de zéro avec radars UWB placés à 96 cm du sol. d) Apprentissage par
transfert avec radars UWB placés à 96 cm du sol.
De prime abord, les résultats sont bons, mais pas optimaux. Les meilleurs résultats sont
obtenus avec l’apprentissage par transfert avec un taux de reconnaissance de 75,2 % au Top 1.
Puisque le taux de reconnaissance au Top 2 est 89,4 %, le modèle semble capable d’identifier
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correctement le mouvement dans la plupart des cas, et dans le cas où il se trompe, hésite avec
la bonne classe de mouvement. Considérant qu’une grande différence visuelle existe entre les
différents mouvements, on pourrait s’attendre à un meilleur taux de reconnaissance. Comme
discuté précédemment, la méthode de prétraitement n’est peut-être pas idéale et accentue trop
les petites variations, rendant plus difficile la reconnaissance de la gradation des mouvements.
En se basant sur la Figure 3.24 et sur les caractéristiques des matrices de confusion énumérées
plus tôt, il est possible de constater que globalement, les modèles sont bel et bien capables
d’extraire les caractéristiques clés des mouvements. Premièrement, les mouvements qui sont
le moins confondus sont Aucun mouvement et Mouvements grands. Ensuite, il est possible de
constater que la plupart des confusions surviennent entre Aucun mouvement et Mouvements
fins, et Mouvements intermédiaires et Mouvements grands.
En ce qui concerne l’impact de la méthode d’apprentissage, il est possible de constater
que pour les deux hauteurs, le taux de reconnaissance est significativement meilleur lorsque
l’apprentissage par transfert est utilisé. Il est donc possible de conclure que le modèle, lorsqu’il
est entraîné sur le jeu de données d’activités, est capable d’extraire les caractéristiques relatives
au mouvement des bras, en plus du mouvement du corps entier. Les limitations du modèle à
reconnaître certaines activités ne peuvent donc pas être blâmées uniquement sur l’incapacité
du modèle à voir les mouvements des membres du corps. Il est important de souligner qu’il se
peut tout de même qu’une partie de ces limitations provienne du fait que le modèle n’est pas
capable de classifier systématiquement le type de mouvement.
En ce qui concerne l’impact de la hauteur des capteurs sur la capacité du modèle à
113
classifier les mouvements de bras, placer les radars UWB plus près du centre de gravité d’une
personne (soit environ 1m) affecte favorablement le taux de reconnaissance. Une augmentation
de 4,4 % du taux de reconnaissance au Top 1 est présent pour l’apprentissage à partir de zéro
et 2,1 % pour l’apprentissage par transfert. Dans le but d’améliorer la reconnaissance dans des
travaux subséquents, il serait intéressant de placer les radars UWB à environ 1 m.
Un des objectifs de cette expérimentation était d’identifier les endroits dans l’appar-
tement où les mouvements sont le mieux reconnus. La Figure 3.25 contient les taux de
reconnaissance du modèle Tuned EfficientNetB0 pour chacune des combinaisons de hauteurs
de capteurs et de méthode d’apprentissage en fonction de la position où se déroulent les
mouvements de bras. Il est intéressant de constater que les mouvements effectués aux positions
1, 2, 4 et 8 sont généralement les moins bien reconnus. Ces positions sont près des capteurs
et souvent dans le champ de vision d’un seul capteur. À l’inverse, les mouvements effectués
aux positions 3, 6, 7, et 9 sont généralement mieux reconnus. Ces dernières positions sont
plus loin des radars UWB et dans le champ de vision de plusieurs radars UWB. La thèse
développée plus tôt disant que la faible performance du modèle Tuned EfficientNetB0 sur les
activités Boire et Prendre des médicaments pourrait être reliée à certains angles morts dans
l’appartement, notamment la salle de bains, perd un peu de crédibilité lorsque l’on analyse les
matrices de confusion du modèle sur les jeux de données LOSO 10 et 12 à la Figure C.6, soit
devant l’évier de la salle de bains. Même si le taux de reconnaissance à ces positions est loin
d’être parfait, les matrices de confusion indiquent que le modèle peut faire la distinction entre
Aucun mouvement et Mouvements fins. Dans le but d’améliorer la reconnaissance dans des
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travaux subséquents, il serait intéressant d’explorer l’utilisation d’un plus grand nombre de
radars UWB pour la reconnaissance d’activités.
Figure 3.25 : Comparaisons du taux de reconnaissance de Tuned EfficientNetB0 pour chacune
des combinaisons de hauteurs de capteurs et de méthode d’apprentissage en fonction de la
position où se déroule les mouvements de bras. Les positions 9 et 10 ouvert correspondent aux
LOSO 9 et 10, et les positions 9 et 10 fermé correspondent aux LOSO 11 et 12.
Un dernier point touché par l’expérimentation était de voir l’impact d’une porte comme
obstacle sur la reconnaissance de mouvements. La position 9 montre bien que peu importe si
la porte est ouverte ou fermée, le taux de reconnaissance à cette position reste semblable.
Le but de cette expérience était d’établir d’où provenaient les problèmes de reconnais-
sances d’activités. À cause de la nature opaque des réseaux de neurones, il est impossible
d’identifier avec certitude la source des limitations, mais certaines théories peuvent être avan-
cées. En ce qui concerne la capacité des radars UWB et de la méthode de prétraitement des
données à extraire les mouvements clés comme le mouvement des mains et des bras, il est
possible de dire qu’ils sont adéquats et permettent de mettre en évidence ces mouvements. Ceci
est soutenu par la visualisation à l’oeil nu de différences au niveau des données prétraitées et
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des performances adéquates du modèle développé sur le jeu de données. Avec l’analyse du taux
de reconnaissance des mouvements aux différentes positions, il a aussi été possible d’identifier
les endroits où la reconnaissance de mouvements est favorisée. Ces zones correspondent
généralement aux endroits où les champs de vision des radars UWB se superposent. L’inverse
est aussi vrai. Les endroits associés à de moins bons taux de reconnaissance sont couverts par
le champ de vision d’un seul radar UWB ou près de la limite de leurs champs de vision. Il
s’agit des endroits près des murs où se trouvent les radars UWB. La hauteur des radars UWB
s’est avérée un facteur important pour la reconnaissance d’activités. Un radar UWB placé près
du centre de gravité d’une personne permet d’améliorer le taux de reconnaissance.
Cette expérimentation laisse place à de nouveaux questionnements. Par exemple, il a été
montré que la méthode de prétraitement de données combinée au modèle développé permet de
reconnaître les mouvements des bras. Cependant, les mouvements sont simples et répétés en
continu pour la durée de l’enregistrement. Une AVQ contient ces mouvements, mais ceux-ci
sont entremêlés et parsemés. Il n’est donc pas possible avec cette expérimentation de vérifier
que des mouvements de courte durée peuvent être reconnus à travers d’autres mouvements.
Dans un même ordre d’idées, il est impossible de valider que les lacunes de reconnaissance
d’activités de Tuned EfficientNetB0 ne proviennent pas d’une incapacité de donner du sens à la




Un des enjeux sociaux à surveiller dans les prochaines années est le vieillissement de
la population. Ce qui est problématique avec ce vieillissement est la quantité de ressources
requises pour assister cette population vulnérable dans leur quotidien. Cette problématique
entraîne le besoin pour de nouvelles solutions intelligentes pour assister cette population avec
plus de facilité. Les habitats intelligents ont généré beaucoup d’intérêt pour répondre à ce
problème, puisqu’ils peuvent être utilisés pour détecter des évènements graves et suivre le
bon déroulement des AVQ. L’objectif de ce mémoire était de déterminer comment faire la
reconnaissance d’activités dans un environnement intelligent avec des radars UWB. Pour ce
faire, deux approches ont été explorées, soit la combinaison de réseaux de neurones et de
systèmes experts, et le développement d’un réseau de neurones CNN pour la reconnaissance
d’AVQ. De plus, une expérimentation supplémentaire a été réalisée dans le but de caractériser
les faiblesses des solutions développées.
4.1 REVUE DES CONTRIBUTIONS
Dans un premier temps, la combinaison de réseaux de neurones avec un système expert
dans le but d’améliorer le taux de reconnaissance du réseau de neurones a été explorée. Pour ce
faire, un modèle central développé par Maitre et al. (2021), a été combiné à un système expert.
Les limitations fondamentales de cette approche ont été rapidement identifiées : difficulté
d’extraire des connaissances expertes des données brutes, angles morts du modèle central d’un
jeu de données à l’autre, haute variabilité d’une activité à l’autre, rigidité des règles. Le taux
de reconnaissance offert par la solution globale est parfois légèrement meilleur au Top 1, mais
est plus souvent moins bon dans le reste des Top-N. Cette approche a permis de souligner
l’importance d’un modèle central qui offre un meilleur taux de reconnaissance par lui-même.Il
ne s’agit pas ici d’une contribution majeure, mais d’une approche qui a été explorée dans le
cadre du mémoire.
Dans un deuxième temps, un réseau de neurones basé sur EfficientNetB0 (Tan et Le,
2019), appelé Tuned EfficientNetB0 avec LSTM, a été développé. Quelques améliorations ont
été apportées à l’architecture originale en optimisant la taille et la forme des filtres dans les
couches CNN, en plus de fusionner les informations sur la position calculée de la personne dans
l’environnement avec des couches LSTM. Tuned EfficientNet avec LSTM offre un meilleur
taux de reconnaissance que le réseau de neurones développé par Maitre et al. (2021), utilisant
le même jeu de données (augmentation de 18,63 % sur le taux de reconnaissance moyen
au Top 1 et 29,08 % sur le taux de reconnaissance balancé du Top-1 ). Il s’agit ici de la
contribution principale proposée par ce mémoire.
Pour terminer, un nouveau jeu de données a été construit et enregistré au LIARA dans
le but d’identifier la source des difficultés du modèle à reconnaître certaines activités, soit
les activités contenant moins de déplacements et pouvant se dérouler dans la salle de bain.
Le nouveau jeu de données contient 4 activités de mouvements de bras (Aucun Mouvement,
Mouvements Fins, Mouvements Intermédiaires et Mouvements Grands) effectuées à 10 diffé-
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rentes positions dans l’environnement. L’analyse des données brutes et prétraitées, en plus
du taux de reconnaissance du modèle Tuned EfficientNetB0 entraîné sur ce nouveau jeu de
données, a permis d’identifier les endroits dans l’appartement intelligent du LIARA où la
reconnaissance est plus difficile et de mesurer l’impact de la hauteur des radars UWB dans
l’environnement. Les positions couvertes par le champ de vision d’un seul radar UWB sont les
endroits les moins bien captés dans l’environnement, c’est-à-dire près des murs où les radars
UWB sont installés. Il a aussi été montré que la hauteur des radars UWB a un impact non
négligeable sur la capacité du modèle à percevoir les mouvements. Les meilleurs résultats
ont été atteints avec les capteurs installés à 96 cm du sol. Finalement, il a été montré que le
modèle Tuned EfficientNetB0 entraîné sur le jeu de données d’activités est capable de plus
facilement reconnaître les mouvements que le même modèle entraîné à partir de zéro.
4.2 LIMITES
Dans le cadre de ce mémoire, certaines limitations ont étés identifiées.
En ce qui concerne l’utilisation de systèmes experts, ils ne semblent pas être une
approche adéquate pour améliorer le taux de reconnaissance d’un réseau de neurones avec
seulement les données de radars UWB. De meilleurs gains peuvent être atteints avec un
meilleur classifieur.
Ensuite, le jeu de données utilisé initialement contient certaines limitations fondamen-
tales qui doivent être adressées dans le futur afin de développer de meilleures solutions. Les
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limitations principales proviennent entre autres du nombre restreint d’instances. Considérant
le nombre de façons possibles d’exécuter une activité, comme l’activité Cuisiner, le nombre
d’instances d’activités présentes dans le jeu de données est assez restreint. Un plus grand
nombre d’instances d’activités pourrait aider les modèles à mieux généraliser. Dans un même
ordre d’idées, puisque l’ensemble des mesures ont été faites dans un seul environnement,
l’intégration d’autres environnements dans le jeu de données pourrait encourager un modèle
à extraire le caractère général d’une activité, et non ce qu’est cette activité au LIARA. Fina-
lement, un plus large spectre d’activités pourrait permettre de développer des solutions plus
complètes.
Une autre limitation provient de la façon dont les radars UWB sont utilisés. Les expé-
rimentations ont montré que le taux de reconnaissance est meilleur lorsque les radars UWB
sont placés à 96 cm du sol. Les expérimentations futures devraient donc prioriser le placement
à une hauteur de 1 m. De plus, les endroits dans l’appartement intelligent du LIARA où la
reconnaissance est plus difficile correspondent aux endroits couverts par le champ de vision
d’un seul radar UWB. Il serait donc intéressant d’utiliser un plus grand nombre de radars
UWB dans l’environnement.
4.3 TRAVAUX FUTURS
Plusieurs travaux futurs peuvent découler de ce travail. Dans un premier temps, il est
possible d’adresser directement les limitations énumérées plus haut. Ainsi, l’augmentation du
jeu de données, en termes de nombre d’instances, d’environnements et de type d’activités, est
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à considérer. Une autre piste d’amélioration pour les travaux futurs consiste à mieux placer les
radars UWB et d’augmenter le nombre de radars UWB.
En ce qui concerne le modèle développé, une architecture déjà existante a été exploitée.
Dans un premier temps, il serait intéressant d’explorer l’utilisation d’autres architectures
et d’autres techniques d’apprentissage plus avancées. Par exemple, le mécanisme Attention
(Vaswani et al., 2017) est une alternative nouvelle aux couches LSTM qui ont généré beau-
coup d’intérêt dernièrement. Considérant la taille présentement réduite du jeu de données
d’activités, et en prévision du besoin de réentraînement de la solution lors du déploiement
dans un nouvel environnement, des techniques de Few Shot Learning sont à considérer. Les
possibilités sont vastes, mais une approche intéressante serait de décomposer le problème de la
reconnaissance d’activités en plusieurs tâches de reconnaissance et d’effectuer du Multi-Task
Learning (Caruana, 1997) dans le but que la reconnaissance d’une de ces sous-activités aide à
la reconnaissance d’une autre. Dans ce scénario, il serait possible de séparer la reconnaissance
d’activités en identification de la salle où se trouve la personne, identification de certains
mouvements clés (comme Déplacement, Aucun Mouvement et Grands Mouvements) et de
l’identification de l’activité. Dans ce scénario, même si la reconnaissance d’activités n’est pas
meilleure, il serait possible d’exploiter les autres sorties du modèle.
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Figure A.1 : Matrice de confusion du modèle CNN-LSTM sur le jeu de données LOSO 1.





Figure B.1 : Taux de reconnaissance du modèle Tuned EfficientNetB0 sur le jeu de données de
mouvements avec radars UWB installés à 36 cm du sol.
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Figure B.2 : Taux de reconnaissance du modèle Tuned EfficientNetB0 avec entraînement par
transfert sur le jeu de données de mouvements avec radars UWB installés à 36 cm du sol.
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Figure B.3 : Taux de reconnaissance du modèle Tuned EfficientNetB0 sur le jeu de données de
mouvements avec radars UWB installés à 96 cm du sol.
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Figure B.4 : Taux de reconnaissance du modèle Tuned EfficientNetB0 avec entraînement par
transfert sur le jeu de données de mouvements avec radars UWB installés à 96 cm du sol.
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MATRICES DE CONFUSION SUR LE JEU DE DONNÉES DE MOUVEMENTS
Figure C.1 : Matrices de confusion du modèle Tuned EfficientNetB0 sur le jeu de données de
mouvements avec radars UWB installés à 36 cm du sol, LOSO 1 à 6.
Figure C.2 : Matrices de confusion du modèle Tuned EfficientNetB0 sur le jeu de données de
mouvements avec radars UWB installés à 36 cm du sol, LOSO 7 à 12.
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Figure C.3 : Matrices de confusion du modèle Tuned EfficientNetB0 sur le jeu de données de
mouvements avec radars UWB installés à 96 cm du sol, LOSO 1 à 6.
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Figure C.4 : Matrices de confusion du modèle Tuned EfficientNetB0 sur le jeu de données de
mouvements avec radars UWB installés à 96 cm du sol, LOSO 7 à 12.
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Figure C.5 : Matrices de confusion du modèle Tuned EfficientNetB0 avec apprentissage par
transfert sur le jeu de données de mouvements avec radars UWB installés à 36 cm du sol,
LOSO 1 à 6.
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Figure C.6 : Matrices de confusion du modèle Tuned EfficientNetB0 avec apprentissage par
transfert sur le jeu de données de mouvements avec radars UWB installés à 36 cm du sol,
LOSO 7 à 12.
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Figure C.7 : Matrices de confusion du modèle Tuned EfficientNetB0 avec apprentissage par
transfert sur le jeu de données de mouvements avec radars UWB installés à 96 cm du sol,
LOSO 1 à 6.
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Figure C.8 : Matrices de confusion du modèle Tuned EfficientNetB0 avec apprentissage par
transfert sur le jeu de données de mouvements avec radars UWB installés à 96 cm du sol,
LOSO 7 à 12.
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