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In this paper, a discrete epidemic model with nonlinear incidence rate obtained by the for-
ward Euler method is investigated. The conditions for existence of codimension-1 bifurca-
tions (fold bifurcation, ﬂip bifurcation and Neimark–Sacker bifurcation) are derived by
using the center manifold theorem and bifurcation theory. Furthermore, the condition
for the occurrence of codimension-2 bifurcation (fold-ﬂip bifurcation) is presented. In
order to eliminate the chaos or Neimark–Sacker bifurcation of the discrete epidemic model,
a tracking controller is designed. The number of the infectives tends to zero when the num-
ber of iterations is gradually increasing, that is, the disease disappears gradually. Finally,
numerical simulations not only illustrate the validity of the proposed results, but also dis-
play the interesting and complex dynamical behaviors.
 2011 Elsevier Inc. All rights reserved.1. Introduction
Epidemiological models are now widely used as more epidemiologists realize the role that modeling can play in basic
understanding and policy development. Many continuous epidemic models have been proposed and investigated, which
have played a great deal of role on studying the transmitting law of epidemic diseases and predicting the development trend
of their spread (see [1–3]). Several works have based their models on difference equations rather than differential equations
(see [4–6]). Some discrete models have been used to formulate some epidemic models in recent years (see [7–12]). The dis-
crete models are more realistic than the continuous models in epidemic models since the epidemic statistics are compiled
from given time intervals and not continuously. Such the discrete models not only study with good accuracy the behavior of
the continuous models, but also assess the effect of larger time steps.
It is well known that the dynamical behaviors (including stability, periodic oscillation, bifurcation and chaos etc.) of epi-
demic models have become a subject of intense research activities. Innocenzo et al. [13] studied the dynamical evolutions of
discretedeterministic epidemicmodels. Allen [14] investigated the role of various typesof reproductiveor recruitment regimes
for discrete SI, SIR, and SIS epidemic models. Li andWang [15] considered the stabilities of a discrete SIS epidemic model with
stage structure which the recruitment rates are Beverton–Holt type and Richer’s type, respectively. Gao et al. [16] studied ﬂip
bifurcation and chaos of a discrete epidemicmodelwith density-dependent birth pulses and seasonal prevention. Zhou andMa
[17], Zhang et al. [18] and Blount et al. [19] studied the optimal control of the discrete epidemicmodels for SARS, a delayed epi-
demic model with stage-structure and discrete SIS epidemic models, respectively. Some discrete models were established by
means of discretizations of continuous models, such as FitzHugh–Nagumo systems, predator–prey systems, BVP oscillator. All rights reserved.
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cation, ﬂip bifurcation and Hopf bifurcation. However, they do not consider further codimension-2 bifurcations.
Alexander and Moghadas [3] analyzed a continuous SIV model with a generalized nonlinear incidence rate and show the
existence of bistability and various Hopf bifurcations. Based on the continuous epidemic model of [3], we study the dynamic
behaviors of the discrete epidemic model with nonlinear incidence rate obtained by the forward Euler method, which can
exhibit some rich phenomena. We consider codimension-1 (fold-, ﬂip-, Neimark–Sacker-) bifurcations and chaotic behavior,
and a codimension-2 (fold-ﬂip-) bifurcation. In particular, a tracking controller is designed to avoid the occurrence of chaos
or period orbit, and it is easy to implement in real life. The numerical simulations including the bifurcation diagrams, the
phase portraits, the computations of Lyapunov exponents and the dynamic response are presented to verify the theoretical
analysis and display the complex and interesting dynamical behaviors. Our work differs from the above discrete epidemic
models in that we not merely consider codimention-2 fold-ﬂip bifurcation, but also investigate a control method for the dis-
crete epidemic model to eliminate disease.
This paper is organized as follows. The existence and the stability of the ﬁxed points for the discrete epidemic model are
analyzed in the next section. In Section 3, the sufﬁcient conditions of the existence for fold bifurcation, ﬂip bifurcation,
Neimark–Sacker bifurcation, and codimension-2-fold-ﬂip bifurcation are obtained, respectively. In Section 4, the tracking
controller to eliminate the chaos or Neimark–Sacker bifurcation is designed. In Section 5, numerical simulations are given.
2. Existence and stability of the ﬁxed points
In this section, the existence and the stability of the ﬁxed points for a discrete epidemic model are discussed by
Routh–Hurvitz stability conditions.
Consider the following continuous epidemic system [3]_S ¼ N0  dS b½1þ f ðI;vÞIS;
_I ¼ b½1þ f ðI;vÞIS ðdþ aÞI;
ð2:1Þwhere S and I denote the percentage of the susceptible and the infective, respectively, N0 is the rate of recruitment of new-
borns individuals, d is the natural death rate, a is the recovery rate of infective individuals, b is the effective contact rate,
N0 > 0, d > 0, a > 0, b > 0, and f ðI;vÞ 2 C3ðRÞ for I, vP 0, is a nonlinear function which satisﬁes the following three assump-
tions [3]: (A1) f(0;v) = f(I;0) = 0; (A2) @f/(@I) > 0 for I > 0; (A3) @2f/(@I2) 6 0 for I > 0. In this paper, we assume that the function
f(I;v) = vI which satisﬁes the assumptions (A1)–(A3).
We apply the forward Euler scheme to the continuous system (2.1) and obtain the discrete epidemic mapS
I
 
#
Sþ d½N0  dS bISð1þ vIÞ
I þ d½bISð1þ vIÞ  ðdþ aÞI
 
; ð2:2Þwhere d > 0 is the step size.
The map (2.2) has always a disease-free ﬁxed point N0d ;0
 
, which corresponds to the disappearance of the disease. To
obtain the endemic ﬁxed points of the map (2.2), we consider the following equations:N0  dS bISð1þ vIÞ ¼ 0;
bISð1þ vIÞ  ðdþ aÞI ¼ 0; ð2:3Þwhich yielda1I
2  a2I þ a3 ¼ 0; ð2:4Þwhere a1 = bv(d + a), a2 = b[N0v  (d + a)] and a3 = d(d + a)  N0b.
The Eq. (2.4) may admit the positive solutionsI1 ¼
a2 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22  4a1a3
q
2a1
and I2 ¼
a2 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22  4a1a3
q
2a1
:LetS1 ¼ dþ abð1þ vI1Þ ; S2 ¼
dþ a
bð1þ vI2Þ ; I0 ¼
I1 þ I2
2
¼ N0v  ðdþ aÞ
2vðdþ aÞ ; S0 ¼
dþ a
b0ð1þ vI0Þ
;where b0 ¼ 4vdðdþaÞ
2
ðN0vþdþaÞ2
. By a simple analysis, it is easy to obtain the following proposition.
Proposition 2.1
(1) Let v 6 dþaN0 . The map (2.2) has a unique positive ﬁxed point (S1, I1) when b >
dðdþaÞ
N0
and has no positive ﬁxed point when
b 6 dðdþaÞN0 or b < b0.
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dðdþaÞ
N0
, has no positive ﬁxed point when b < b0,
and has two positive ﬁxed points (S1, I1) and (S2 , I2) when b0 < b 6 dðdþaÞN0 . When b = b0, there is a unique positive ﬁxed point
(S0, I0) for the map (2.2).
The Jacobian matrix of the map (2.2) at any ﬁxed point (S, I) is given by J ¼ 1 dh1 dh2
dh3 1þ dh4
 
, where h1 = d + bI + bvI2,
h2 = bS + 2bvIS, h3 = bI + bvI2 and h4 = bS + 2bvIS  (d + a).
The characteristic equation of Jacobian matrix J can be written ask2  trJkþ det J ¼ 0; ð2:5Þ
where trJ = 2 + d(h4  h1), detJ = 1 + d(h4  h1) + d2(h2h3  h1h4).
Then the eigenvalues arek1;2 ¼ 1þ d2 ðh4  h1Þ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðh4 þ h1Þ2  4h2h3
q 
:Now we consider the local stability of the map (2.2) near the ﬁxed points. For each ﬁxed point, we calculate the correspond-
ing eigenvalues k1 and k2. Applying Routh–Hurvitz stability conditions, we divide the local stability analysis into the follow-
ing three cases.
Case I. The disease-free ﬁxed point N0d ;0
 
.
The linearization of the map (2.2) near N0d ;0
 
has the Jacobian matrix J1 ¼ 1 dd dbN0=d0 1þ d½bN0=d ðdþ aÞ
 
, the corre-
sponding two eigenvalues are given by k1 = 1 + d[bN0/d  (d + a)] and k2 = 1  dd.
It is easy to obtain the following result:
Proposition 2.2. If 0 < d < 2d and b <
dðdþaÞ
N0
, the ﬁxed point N0d ;0
	 

is stable, otherwise, the ﬁxed point N0d ;0
	 

is unstable.
We note that if b ¼ dðdþaÞN0 ; d– 2d, then there exists a single critical eigenvalue k1 = 1, the map (2.2) may produce a fold bifur-
cation at the ﬁxed point N0d ;0
 
; if b ¼ dðdþaÞN0 ; d ¼ 2d, then there arises simultaneously two critical eigenvalues k1 = 1, k2 = 1,
there may produce a fold-ﬂip bifurcation at the ﬁxed point N0d ;0
 
of the map (2.2).
Case II. The positive ﬁxed point (S0, I0).
The corresponding Jacobian matrix at the ﬁxed point (S0, I0) is given by J2 ¼ 1 dh11 dh12dh13 1þ dh14
 
, where h11 ¼ 2N0vdN0vþdþa ;
h12 ¼ 2N0vðdþaÞN0vþdþa ; h13 ¼
d½N0vðdþaÞ
N0vþdþa ; h14 ¼
ðdþaÞ½N0vðdþaÞ
N0vþdþa .
The corresponding two eigenvalues are given byk1 ¼ 1; k2 ¼ 1þ d½ða dÞN0v  ðdþ aÞ
2
N0v þ dþ a :We note that if v– v0 or d– 2ðN0vþdþaÞ½ðdþaÞ2ðadÞN0v  ;v < v0, there exists a single critical eigenvalue k1 = 1, the map (2.2) may arises
fold bifurcation at the ﬁxed point (S0, I0), where v0 ¼ ðdþaÞ
2
N0ðadÞ ;a > d; if d ¼
2ðN0vþdþaÞ
½ðdþaÞ2ðadÞN0v 
; v < v0, there arises simultaneously
two critical eigenvalues k1 = 1, k2 = 1, the map (2.2) may produce a codimension-2 fold-ﬂip bifurcation at the ﬁxed point
(S0, I0).
Case III. The positive ﬁxed point ðeS;eIÞ.
The corresponding Jacobianmatrix at theﬁxedpoint ðeS;eIÞ is givenby J3 ¼ 1 dh21 dh22dh23 1þ dh24
 
, where theﬁxedpoint ðeS;eIÞ
denotes the ﬁxed point (S1, I1) or ðS2; I2Þ; h21 ¼ dþ beIð1þ veIÞ; h22 ¼ beSð1þ 2veIÞ; h23 ¼ beIð1þ veIÞ; h24 ¼ beSð1þ 2veIÞ  ðdþ aÞ.
The corresponding two eigenvalues are given byk1;2 ¼ 1þ 12 d ðh24  h21Þ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðh24 þ h21Þ2  4h22h23
q 
:A simple calculation shows the stability of the ﬁxed point ðeS;eIÞ as follows.
Proposition 2.3. If anyone of the following conditions holds, the positive ﬁxed point ðeS;eIÞ is stable, otherwise, the ﬁxed point ðeS;eIÞ
is unstable.
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h21  h24 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðh24 þ h21Þ2  4h22h23
q ; max aveI  deIð1þ veIÞ2 ; vdð1þ veIÞ2
( )
< b < b2;
ð2Þ 0 < d < 4
h21  h24 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðh24 þ h21Þ2  4h22h23
q ; b > max aveI  deIð1þ veIÞ2 ; vdð1þ veIÞ2 ;b1
( )
;
ð3Þ d1 < d < h21  h24h22h23  h21h24 ; max
vd
ð1þ veIÞ2 ; av
eI  deIð1þ veIÞ2 ;b2;b3
( )
< b < b1;
ð4Þ max d1; h21  h24h22h23  h21h24
 
< d < d2;maxfb2;b3g < b <min
vd
ð1þ veIÞ2 ; av
eI  d
Ið1þ veIÞ2 ;b1
( )
;
where b1;2 ¼
½ð3aþ 2dÞveI þ 2aþ d  2 ﬃﬃﬃﬃﬃﬃD1peIð1þ veIÞ2 ; D1 ¼ aðdþ aÞð1þ veIÞð1þ 2veIÞ;
d1;2 ¼
h21  h24 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðh24  h21Þ2  8ðh22h23  h21h24Þ
q
h22h23  h21h24 ;
b3;4 ¼
½ð5aþ 4dÞveI þ 4aþ 3d  2 ﬃﬃﬃﬃﬃﬃD2peIð1þ veIÞ2 ; D2 ¼ 2ðdþ aÞ½ð3aþ 2dÞveI þ 2aþ dð1þ veIÞ:If d ¼ 4ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃq or d ¼ 4ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃq ;
21 24 24 21 22 23 21 24 24 21 22 23
exists a single critical eigenvalue k2 = 1. There may produce a ﬂip bifurcation.
h21h24h  h þ ðh þ h Þ2  4h h h  h  ðh þ h Þ2  4h h
there
If b2 < b < b1, then k1 and k2 are a pair of conjugate complex eigenvalues. When d ¼ h22h23h21h24, then jk1k2 j = 1, there may be
a Neimark–Sacker bifurcation to occur.
3. Bifurcations analysis
In this section, we obtain the conditions for existence codimension-1 bifurcations for the map (2.2) via the center man-
ifold theorem and bifurcation theory as one parameter varying. Furthermore, we study a codimension-2 bifurcation of the
map (2.2) for two varying parameter families d and b.
3.1. Codimension-1 bifurcations
3.1.1. Fold bifurcation
Based on the analysis of Section 2, there exists a single critical eigenvalue k1 = 1 of the map (2.2) at the ﬁxed point
N0
d ;0
 
or (S0, I0) for b ¼ dðdþaÞN0 or b = b0, respectively. Let b be a bifurcation parameter.
According to the signiﬁcance of fold bifurcation and the analysis of Case II, there may produce a fold bifurcation at the
ﬁxed point (S0, I0). Namely, if b < b0, there is no positive ﬁxed point; if b = b0, there is a unique positive ﬁxed point (S0, I0);
if b > b0, there are two positive ﬁxed points (S1, I1) and (S2, I2), where b0 is a bifurcation value. The disease-free ﬁxed point
N0
d ;0
 
is not a fold bifurcation point.
Note that the matrix J2 has two eigenvalues k1 = 1 and k2 ¼ 1þ d½ðadÞN0vðdþaÞ
2 
N0vþdþa . If v– v0 and
d½ðdþaÞ2ðadÞN0v 
N0vþdþa – 2, then
j k2j– 1. The following theorem shows that the ﬁxed point (S0, I0) is a fold bifurcation point.
Theorem 3.1. If b ¼ b0; d½ðdþaÞ
2ðadÞN0v 
N0vþdþa – 2;v –
dþa
½12ðdþaÞN0 ;v – v0 and v–
ðdþaÞ2
½2ðdþaÞN0 hold, the map (2.2) undergoes a fold
bifurcation at the ﬁxed point (S0, I0).Proof. Let x ¼ S S0; y ¼ I  I0; b^ ¼ b b0 and the parameter b^ be a new variable. We can transform the ﬁxed point (S0, I0) to
the origin, then the map (2.2) becomesx
y
 
#
1 dh11 dh12
dh13 1þ dh14
 
x
y
 
þ Aðx; y; b^Þ
Aðx; y; b^Þ
 !
; ð3:1Þwhere Aðx; y; b^Þ ¼ db^I0S0ð1þ vI0Þ þ db^I0ð1þ vI0Þxþ db^S0ð1þ 2vI0Þyþ f1,
f1 ¼ q1xyþ q2y2 þ q3xy2; q1 ¼ dðb^þ b0Þð1þ 2vI0Þ; q2 ¼ dðb^þ b0ÞvS0; q3 ¼ dðb^þ b0Þv :
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 
. Under the translation x
y
 
¼ T1 x^y^
 
, the map (3.1) can be rewrittenx^
y^
 
#
1 0
0 1þ dðh14  h11Þ
 
x^
y^
 
þ Q1
bAðx^; y^; b^Þ
Q2bAðx^; y^; b^Þ
 !
; ð3:2Þwhere Q1 ¼ dþah12ðh14h11Þ ;Q2 ¼
h11h12
h12ðh14h11Þ andbAðx^; y^; b^Þ ¼ db^I0S0ð1þ vI0Þ þ db^½I0h12ð1þ vI0Þ  S0h11ð1þ 2vI0Þx^þ db^½I0h12ð1þ vI0Þ  S0h11ð1þ 2vI0Þy^
þ ðq2h211  q1h11h12Þx^2 þ ½2q2h11h14  ðh11 þ h14Þq1h12x^y^þ ½q2h214  q1h12h14y^2 þ oððjx^j þ jy^jÞ3Þ:We apply the center manifold theorem to determine the ﬁxed point (0,0) at b^ ¼ 0. There exists a center manifold for the map
(3.2) which can be represented as follows:Wcð0Þ ¼ fðx^; y^; b^Þ 2 R3jy^ ¼ hðx^; b^Þ;hð0;0Þ;Dhð0; 0Þ ¼ 0g;
for x^ and b^ sufﬁciently small. We assume a center manifold of the formhðx^; b^Þ ¼ m1b^2 þm2x^b^þm3x^2 þ oððjx^j þ jb^jÞ3Þ:
By appropriate computation for the center manifold, we obtainm1 ¼ 0; m2 ¼ ð1 dÞðN0v þ dþ aÞ
2½ð1 2ðdþ aÞÞN0v  ðdþ aÞ
2ðdþ aÞ2½ða dÞN0v  ðdþ aÞ22
;
m3 ¼ 8N
2
0v3d
2ðdþ aÞðd 1Þ½ð2 ðdþ aÞÞN0v  ðdþ aÞ2
½ða dÞN0v  ðdþ aÞ22ðN0v þ dþ aÞ2
:Thus, the map (2.2) is restricted to the center manifold, which is given byx^#H1ðx^; b^Þ ¼ x^þ q1b^þ q2x^b^þ q3x^2 þ oððjx^j þ jb^jÞ3Þ;
whereq1 ¼
dðN0v þ dþ aÞ4½N0v  ðdþ aÞ
16ðdþ aÞN0dv3½ða dÞN0v  ðdþ aÞ2
;
q2 ¼
dðN0v þ dþ aÞ2½ð1 2ðdþ aÞÞN0v  ðdþ aÞ
4vðdþ aÞ½ða dÞN0v  ðdþ aÞ2
;
q3 ¼
4dN0v2d2ðdþ aÞ2½ðdþ aÞ2  ð2 ðdþ aÞÞN0v 
½ða dÞN0v  ðdþ aÞ22ðN0v þ dþ aÞ
:Since H1ð0;0Þ ¼ 0; @H1@b^ ð0;0Þ ¼ q1 – 0;
@H1
@x^ ð0;0Þ ¼ 1– 0; @
2H1
@x^@b^
ð0;0Þ ¼ q2 – 0 and @
2H1
@x^2 ð0; 0Þ ¼ 2q3 – 0, the ﬁxed point (S0, I0) is a
fold bifurcation point for the map (2.2). This completes the proof. hRemark 3.1. When the bifurcation parameter b crosses the critical value b0, the two ﬁxed points (S1, I1) and (S2, I2) of the map
(2.2) coalesce and disappear. Hence, the fold bifurcation is often called the saddle-node bifurcation.3.1.2. Flip bifurcation
According to the analysis of Case III, if d ¼ 4
h21h24þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðh24þh21Þ24h22h23
p or d ¼ 4
h21h24
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðh24þh21Þ24h22h23
p , there exists a single critical
eigenvalue k2 = 1 at the positive ﬁxed point ðeS;eIÞ. Letd be a bifurcation parameter. d1 denotes the ﬂip bifurcation value, and
satisﬁes the equation 4þ 2d1ðh24  h21Þ þ d21ðh22h23  h21h24Þ ¼ 0. The matrix J3 has the eigenvalues k1 = 1 and k2 = 3
+ d1(h24  h21). If d1(h21  h24)– 2, 4, then jk2j– 1.
The following theorem illuminates that the ﬁxed point ðeS;eIÞ is a ﬂip bifurcation point. In order to facilitate the expression
of the theorem, we letp1 ¼ d1bð2 d1h21Þ½d1h22ð1þ 2veIÞ þ veSð2 d1h21Þ; p2 ¼ 2þ d1ðdþ aÞd1h22½4þ d1ðh24  h21Þ ;
p3 ¼ 2d1bveSð2 d1h21Þð2þ d1h24Þ; p4 ¼ p5d31h22bð1þ 2veIÞðh21 þ h24Þ;
p5 ¼
bð2þ d1h21Þ½2þ d1ðh22  h21Þ½d1h22ð1þ 2veIÞ þ ð2 d1h21ÞveS
h22½4þ d1ðh24  h21Þ½2þ d1ðh24  h21Þ :
N. Yi et al. / Applied Mathematical Modelling 36 (2012) 1678–1693 1683Theorem 3.2. If 4þ 2d1ðh24  h21Þ þ d21ðh22h23  h21h24Þ ¼ 0; d1ðh21  h24Þ – 2;4; d1 – 2dþa and G ¼ p21p2 þ p3 þ p4 – 0 hold,
the map (2.2) undergoes a ﬂip bifurcation at the ﬁxed point ðeS;eIÞ. Moreover, if G > 0 (resp.< 0), then two period-2 points bifurcate
from this ﬁxed point for d < d1 (resp. d > d1) and the period-2 points are stable (resp. unstable).Proof. Let x ¼ S eS; y ¼ I eI and ~d ¼ d d1. We can transform the ﬁxed point ðeS;eIÞ to the origin, then expand it around the
origin, the map (2.2) becomesx
y
 
#
1 ð~dþ d1Þh21 ð~dþ d1Þh22
ð~dþ d1Þh23 1þ ð~dþ d1Þh24
 !
x
y
 
þ f2
f2
 
; ð3:3Þwhere f2 ¼ q1xyþ q2y2 þ q3xy2; q1 ¼ ð~dþ d1Þbð1þ 2veIÞ; q2 ¼ ð~dþ d1ÞbveS; q3 ¼ ð~dþ d1Þbv .
Under the linear coordinate translation xy
 
¼ d1h22 d1h222 d1h21 2þ d1h24
 
~x
~y
 
, the map (3.3) becomes~x
~y
 
#
1 0
0 3þ d1ðh24  h21Þ
 
~x
~y
 
þ 2~x
~d=d1 þ Q3~f 2
ð2=d1 þ h24  h21Þ~y~dþ Q4~f 2
 !
; ð3:4Þwhere Q3 ¼ p3;Q4 ¼ 2þd1ðh22h21Þd1h22 ½4þd1ðh24h21Þ and
~f 2 ¼ q1d1h22ð~x ~yÞ½ð2 d1h21Þ~xþ ð2þ d1h24Þ~y þ q2½ð2 d1h21Þ~xþ ð2þ d1h24Þ~y2 þ oððj~xj þ j~yjÞ3Þ:We again apply the center manifold theorem to determine the ﬁxed point (0,0) at ~d ¼ 0. There exists a center manifold for
the map (3.4) which can be represented as follows:Wcð0Þ ¼ ð~x; ~y; ~dÞ 2 R3j~y ¼ hð~x; ~dÞ;hð0;0Þ;Dhð0; 0Þ ¼ 0
n o
:for ~x and ~d sufﬁciently small. We assume a center manifold of the formhð~x; ~dÞ ¼ m1~d2 þm2~x~dþm3~x2 þ oððj~xj þ j~djÞ3Þ:
By appropriate computation for the center manifold, we obtain m1 =m2 = 0, m3 = p5.
Thus, the map (2.2) is restricted to the center manifold, which is given by~x#H2ð~x; ~dÞ ¼ ~x 2d1
~d~xþ n1Q3~x2 þ n2Q3~x3 þ n3Q3~x4 þ oððj~xjÞ5Þ; ð3:5Þwhere n1 ¼ p1;n2 ¼ p3 þ p4;n3 ¼ p25ð1þ d1h24Þð2þ d1h24Þ.
Since X1 ¼ @H2@~d
@2H2
@~x2 þ 2 @
2H2
@~x@~d
	 

jð0;0Þ
¼  4d1 – 0,X2 ¼ 12
@2H2
@~x2
 !2
þ 1
3
@3H2
@~x3
 !0@ 1A
jð0;0Þ
¼ 2n21Q23 þ 2n2Q3 ¼ 2p3G – 0;the ﬁxed point ðeS;eIÞ of the map (2.2) is a ﬂip bifurcation point, according to the ﬂip theorem of [25]. This completes the
proof. hRemark 3.2. Flip bifurcation is also called period-doubling bifurcation, and it is an important approach to produce chaos.
Chaos phenomenon is harmful in epidemic models. This means that the epidemic disease will break out suddenly and spread
gradually in some region. Many people in the region would be infected by disease. Therefore, it is important to control chaos
of the epidemic model. So a tracking controller is designed to avoid chaotic behavior in Section 4.3.1.3. Neimark–Sacker bifurcation (NS bifurcation)
In this subsection, the conditions of existence for NS bifurcation are obtained by using the Neimark–Sacker theorem [26].
Based on the analysis of Case III in Section 2, when b2 < b < b1, then the eigenvalues k1 and k2 are a pair of complex con-
jugate at the ﬁxed point ðeS;eIÞ, that is k1;2 ¼ trJi ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ4det JðtrJÞ2p 2 ¼ k1  ik2.
We get jk1k2j = detJ = 1 + d(h24  h21) + d2(h22h23  h21 h24). If the parameter d satisﬁes the equationh24  h21 þ dðh22h23  h21h24Þ ¼ 0; ð3:6Þ
then there are a pair of conjugate complex eigenvalues on the disk, which can be expressed as k1;2 ¼ eix0 . Namely, when
d ¼ d2 ¼ h21h24h22h23h21h24, then jk1 k2j = 1. Let d2 be the NS bifurcation value.
We next give the condition of existence of Neimark–Sacker bifurcation for the map (2.2). Let x ¼ S eS; y ¼ I eI . We can
transform the ﬁxed point ðeS;eIÞ to the origin, then expand it around the origin, the map (2.2) becomes
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y
 
#
1 d2h21 d2h22
d2h23 1þ d2h24
 
x
y
 
þ f3
f3
 
; ð3:7Þwhere f3 ¼ d2bð1þ 2veIÞxyþ d2bveSy2 þ d2bvxy2.
Under the linear coordinate translation xy
 
¼ d2h22 0k1  ð1 d2h21Þ k2
 
x
_
y
_
 
, the map (3.7) can be writtenx
_
y
_
 !
#
k1 k2
k2 k1
 
x
_
y
_
 !
þ Q5 f
_
3
Q6 f
_
3
0@ 1A; ð3:8Þ
where Q5 ¼ 1d2h22 ;Q6 ¼
h23h22a
2h22k2
andf
_
3 ¼ d
3
2
4
bðh21 þ h24Þ½veSðh21 þ h24Þ  2h22ð1þ 2veIÞx_2 þ d22k2b½h22ð1þ 2veIÞ  veSðh21 þ h24Þ x_ y_þd2k22bveSy_2
 d
4
2
4
bh22vðh21 þ h24Þ2x
_3 þ d32k2bh22vðh21 þ h24Þx
_2 y
_d22k22bh22v x
_
y
_2: The critical Jacobian matrix V ¼ k1 k2
k2 k1
has the eigenvectors Vl1 ¼ eix0l1;VTl2 ¼ eix0l2, where l1 ¼
1=
ﬃﬃﬃ
2
p
i=
ﬃﬃﬃ
2
p T
; l2 ¼ 1=
ﬃﬃﬃ
2
p
i=
ﬃﬃﬃ
2
p T .
Now, any vector Z ¼ x_ y_
h iT
can be represented in the form Z ¼ zl1 þ zl1, and the map (3.8) can be written in the com-
plex form z#eix0zþ gðz;zÞ, wheregðz;zÞ ¼
X
26jþk63
1
j!k!
gjkz
jzk þ oðjzj4Þ; g20 ¼ r1 þ i11; g02 ¼ r2 þ i12; g21 ¼ r3 þ i13;
g11 ¼ r4 þ i14; r1 ¼
1ﬃﬃﬃ
2
p ðr1 þ r2Þ; r2 ¼ 1ﬃﬃﬃ
2
p ðr1  r2Þ; 11 ¼
1ﬃﬃﬃ
2
p ðr3 þ r4Þ; 12 ¼
1ﬃﬃﬃ
2
p ðr3 þ r4Þ;
r1 ¼ d
2
2
4h22
bðh21 þ h24Þ½veSðh21 þ h24Þ  2h22ð1þ 2veIÞ  k22bveSh22 ;
r2 ¼ d
2
2bðh23  h22  aÞ½h22ð1þ 2veIÞ  veSðh21 þ h24Þ
2h22
;
r3 ¼ d2bv8 2d
2
2ðh21 þ h24Þðh23  h22  aÞ  3d22ðh21 þ h24Þ2  4k22
h i
;
r4 ¼ b
4h22
ﬃﬃﬃ
2
p d22ðh21 þ h24Þ½veSðh21 þ h24Þ  2h22ð1þ 2veIÞ þ 4k22veSn o;
r3 ¼ d2k2b½h22ð1þ 2v
eIÞ  veSðh21 þ h24Þ
h22
;
r4 ¼ d2k2bv
eSðh23  h22  aÞ
2h22
 d
3
2bðh23  h22  aÞðh21 þ h24Þ½veSðh21 þ h24Þ  2h22ð1þ 2veIÞ
8h22k2
;
13 ¼
d22bv
2
k2ðh21 þ h24Þ þ 3d
2
2ðh21 þ h24Þ2ðh23  h22  aÞ
8k2
þ k2ðh23  h22  aÞ
2
" #
; and
14 ¼ 
d2bðh23  h22  aÞ
2
ﬃﬃﬃ
2
p
h22k2
d22
4
ðh21 þ h24Þ½veSðh21 þ h24Þ  2h22ð1þ 2veIÞ þ k22veS
( )
:Note that the ﬁrst Lyapunov coefﬁcientl1 ¼ Re e
ix0g21
2
 
 Re ð1 2e
ix0Þe2ix0
2ð1 eix0 Þ g11g20
 
 1
2
jg11j2 
1
4
jg02j2:By calculating, we havel1 ¼ Re e
ix0g21
2
 
 Re ð1 2e
ix0Þe2ix0
2ð1 eix0 Þ g11g20
 
 1
2
jg11j2 
1
4
jg02j2
¼ 1
2
k1r3 þ k213 
1
2
r22 þ 122
  r24  124  6k21  4k31 þ k1  3
	 

ðr1r4  1114Þ  k2ð2k1  3Þðr411 þ r114Þ
2ð1 k1Þ2 þ 2k22
:Therefore, there exist unique and stable closed invariant curves bifurcating from the ﬁxed point ðeS;eIÞ if l1 < 0, otherwise it is
unstable. They are stable (supercritical bifurcations) if l1 < 0 and unstable (subcritical) if l1 > 0. Based on the above analysis,
we obtain the following theorem.
N. Yi et al. / Applied Mathematical Modelling 36 (2012) 1678–1693 1685Theorem 3.3. As the parameter d increases through its critical value d2 ¼ h21h24h22h23h21h24 and h22h23  h24h21 – 0; einx0 – 1 for n = 1,
2, 3, 4, l1– 0, there exist unique and stable curves from the ﬁxed point ðeS;eIÞ.
Remark 3.2. There would form endemic disease in certain region, if the map (2.2) undergoes a NS bifurcation. We do not
want to see such a result, and we will design a tracking controller to avoid this phenomenon in Section 4.3.2. Codimension-2 bifurcation
In this subsection, we consider codimension-2 bifurcation of the map (2.2) as two parameters d and b are varying.
Based on the analysis of Section 2, if d ¼ 2h11h14 ; b ¼ b0 or d ¼ 2d ; b ¼
dðdþaÞ
N0
, the map (2.2) at the ﬁxed point (S0, I0) or
N0
d ;0
 
,
respectively, then there exist simultaneously two critical eigenvalues k1 = 1, k2 = 1, and there may be a fold-ﬂip bifurcation
to occur. Let d and b be bifurcation parameter families of the map (2.2). We note that the ﬁxed point (S⁄, I⁄) denotes the ﬁxed
point (S0, I0) or
N0
d ;0
 
; d denotes 2h11h14 or
2
d, b
⁄ denotes b0 or dþaN0 .
Let x ¼ S S; y ¼ I  I; d
^
¼ d d and b
^
¼ b b. We can transform the ﬁxed point (S⁄, I⁄) to the origin, then expand it
around the origin, the map (2.2) becomesx
y
 
#
1 dh31 dh32
dh33 1þ dh34
 
x
y
 
þ D1  d
^
h31x d
^
h32y f4
D2 þ d
^
h33xþ d
^
h34yþ f4
0@ 1A; ð3:9Þ
whereh31 ¼ dþ ðb
^
þbÞIð1þ vIÞ; h32 ¼ ðb
^
þbÞSð1þ 2vIÞ; h33 ¼ ðb
^
þbÞIð1þ vIÞ;
h34 ¼ ðb
^
þbÞSð1þ 2vIÞ  ðdþ aÞ; f 4 ¼ ðd
^
þdÞISð1þ vIÞ b
^
þq1xyþ q2y2 þ q3xy2;
D1 ¼ d
^
N0  dS  ðb
^
þbÞISð1þ vIÞ
h i
; D2 ¼ d
^
ðb
^
þbÞISð1þ vIÞ  ðdþ aÞI
h i
;
q1 ¼ ðd
^
þdÞðb
^
þbÞð1þ 2vIÞ; q2 ¼ ðd
^
þdÞðb
^
þbÞvS and q3 ¼ ðd
^
þdÞðb
^
þbÞv :     
For simplicity, let / ¼ ðd
^
; b
^
Þ. We construct a matrix T2 ¼ h32 d
h32
h31 2þ dh31 . Under the translation
x
y ¼ T2
n1
n2
, the
map (3.9) can be rewrittenn#K0ð/Þ þ K1ð/Þnþ K2ðn;/Þ; ð3:10Þ
whereK0ð/Þ ¼
2h31d
2h32
D1  d2 D2 þ Q7ðd
^
þdÞISð1þ vIÞ b
^
 h312h32 D1  12D2 þ Q8ðd
^
þdÞISð1þ vIÞ b
^
0@ 1A;
K1ð/Þ ¼ 1 d
^
½2þ dðh34  h31
0 1þ d
^
ðh34  h31Þ
0@ 1A; K2ðn;/Þ ¼ Q7f 4
Q8f 4
 
;
Q7 ¼
2þ dðh31  h32Þ
2h32
; Q8 ¼
h31  h32
2h32
;
f 4 ¼ h31ðq2h31  q1h32Þn21 þ 2½q1h32ðdh31  1Þ  q2h31ðdh31  2Þn1n2 þ ðdh31  2Þ½ðdh31  2Þq2  q1dh32n22
þ q3h231h32n31  q3h31h32ð3dh31  4Þn21n2 þ q3h32ðdh31  2Þð3dh31  2Þn1n22  q3h32dðdh31  2Þ2n32:We can obtain two eigenvalues k1(/) = 1 and k2ð/Þ ¼ 1þ d
^
ðh34  h31Þ of the matrix K1(/), corresponding to eigenvectorsu1ð/Þ ¼ 1 0½ T and u2ð/Þ ¼ d
^
ð2þ dðh34  h31ÞÞ 2þ d
^
ðh34  h31Þ
h iT
;where k1(0) = 1 and k2(0) = 1.
Any n 2 R2 can now be represented for all small k/k as n = g1u1(/) + g2u2(/), where g ¼ ðg1;g2ÞT 2 R2. One can compute
the components of g explicitly g1 ¼ u1ð/Þ; n
 
;g2 ¼ u2ð/Þ; n
 
, where KT1ð/Þu1ð/Þ ¼ k1ð/Þu1ð/Þ;KT1ð/Þu2ð/Þ ¼ k2ð/Þu2ð/Þ.
We get u1ð/Þ ¼ 1 1½ T ;u2ð/Þ ¼ 0 1½ T .
The map (3.10) can be written asg1
g2
 
#Fðg;/Þ ¼ u

1ð/Þ;K0ð/Þ
 þ k1ð/Þg1 þ u1ð/Þ;K2ðg1 þ g2;g2;/Þ 
u2ð/Þ;K0ð/Þ
 þ k2ð/Þg2 þ u2ð/Þ;K2ðg1 þ g2;g2;/Þ 
 !
; ð3:11Þ
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  ¼ 2þ ð1 dÞh31
2h32
D1 þ 1 d

2
D2 þ ðQ7  Q8Þðd
^
þdÞISð1þ vIÞ b
^
;
u2ð/Þ;K0ð/Þ
  ¼  h31
2h32
D1  12D2 þ Q8ðd
^
þdÞISð1þ vIÞ b
^
;
u1ð/Þ;K2ðg1 þ g2;g2;/Þ
  ¼ 1
2
v20g21 þ v11g1g2 þ
1
2
v02g22 þ
1
2
v21g21g2 þ
1
2
v12g1g22 þ
1
6
v30g31 þ
1
6
v03g32;
u2ð/Þ;K2ðg1 þ g2;g2;/Þ
  ¼ 1
2
w20g21 þw11g1g2 þ
1
2
w02g22 þ
1
2
w21g21g2 þ
1
2
w12g1g
2
2 þ
1
6
w30g31 þ
1
6
w03g32;
vmn ¼ m!n!ðQ7  Q8ÞLmn; wmn ¼ m!n!Q8Lmn; mþ n ¼ 2;3;
L20 ¼ h31ðq2h31  q1h32Þ; L11 ¼ 2ðq2h31  q1h32Þ½ð1 dÞh31 þ 1 þ 2q2h31;
L02 ¼ ð1 dÞ2h31ðq2h31  q1h32Þ þ 2ð1 dÞð2q2h31  q1h32Þ þ 4q2;
L21 ¼ q3h31h32ð3h31  3dh31 þ 4Þ; L12 ¼ 3q3h231h32ð1 dÞ2 þ 8q3h31h32ð1 dÞ þ 4q3h32;
L21 ¼ q3h31h32ð3h31  3dh31 þ 4Þ; L30 ¼ q3h231h32; L03 ¼ q3h32ð1 dÞ½h31ð1 dÞ þ 22:When / = (0,0), the map (3.11) can be writteng1
g2
 
#
1 0
0 1
  g1
g2
 
þ Q7 f
^

4
Q8 f
^

4
0@ 1A; ð3:12Þ
wheref
^

4 ¼ M11g1g2 þM20g21 þM02g22 þM30g31 þM21g21g2 þM12g1g22 þM03g32;
Q
^
7 ¼ 2þ d
ðh
^
1  h
^
2Þ
2h
^
2
; Q
^
8 ¼ h
^
1  h
^
2
2h
^
2
; M11 ¼ 2 q
^
1h
^
2 d
h
^
1  1
	 

 q^2h
^
1ðdh
^
1  2Þ
h i
;
M20 ¼ h
^
1 q
^
2h
^
1  q
^
1h
^
2
	 

; M02 ¼ ðdh
^
1  2Þ ðdh
^
1  2Þq
^
2  q
^
1d
h
^
2
h i
; M30 ¼ q
^
3h
^
2
1h
^
2;
M21 ¼ q
^
3h
^
1h
^
2 3dh
^
1  4
	 

; M12 ¼ q
^
3h
^
2ðdh
^
1  2Þ 3dh
^
1  2
	 

; M03 ¼ q
^
3h
^
2d
 dh
^
1  2
	 
2
;
h
^
1 ¼ dþ bIð1þ vIÞ; h
^
2 ¼ bSð1þ 2vIÞ; h
^
3 ¼ bIð1þ vIÞ;
h
^
4 ¼ bSð1þ 2vIÞ  ðdþ aÞ; q
^
1 ¼ dbð1þ 2vIÞ; q
^
2 ¼ dbvS and q
^
3 ¼ dbv :If v – ðdþaÞ
2ðdþaÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðdþaÞða7dÞ
p
2N0d
and a > 7d, thenM11– 0. According to Proposition 2.2.1 of [27], the map (3.12) is smoothly equiv-
alent near the origin to the mapz1
z2
 
#
z1 þ ~f 4ðz1; z2Þ
z2 þ z1z2
 !
; ð3:13Þwhere ~f 4ðz1; z2Þ ¼ 12 a1ð0Þz21 þ 12 a2ð0Þz22 þ 16 a3ð0Þz31 þ 12 a4ð0Þz1z22,a1ð0Þ ¼ Q
^
7M20
Q
^
8M11
; a2ð0Þ ¼ Q
^
7Q
^
8M02M11; a3ð0Þ ¼ 1
Q
^
2
8M
2
11
Q
^
7M30 þ 32Q
^
7Q
^
8M11M20
 
; ð3:14Þ
a4ð0Þ ¼
3Q
^
7M02 Q
^
2
8M20M02 þ 2Q
^
8M21  2Q
^
7Q
^
8M11M20
 
 Q
^
7M20 3Q
^
2
8M
2
02 þ 2Q
^
8M03
 
6Q8M11
 Q
^
2
7M
2
11 þ Q
^
7M12 þ 12Q
^
7Q
^
8M11M02  Q
^
2
8M
2
02 
2
3
Q
^
8M03:
ð3:15ÞDeﬁne f ¼
Fðg;/Þ  g
det @Fðg;/Þ
@g
	 

þ 1
tr @Fðg;/Þ
@g
	 

0BB@
1CCA; # ¼ ðg;/Þ for the map (3.11), we have@f
@#

#¼0
¼
0 0 B1 B2
0 2 B3 B4
w
^
11  v
^
20 w
^
02  v
^
11 C 0
w
^
11 þ v
^
20 w
^
02 þ v
^
11 C 0
266664
377775;
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Þh
^
1
2h
^
2
½N0  dS  bISð1þ vIÞ þ 1 d

2
½bISð1þ vIÞ  ðdþ aÞI;
B2 ¼ 2þ ðd
  1Þðh
^
1  h
^
2Þ
2h
^
2
dISð1þ vIÞ;
B3 ¼  h
^
1
2h
^
2
N0  dS  bISð1þ vIÞ½   12 b
ISð1þ vIÞ  ðdþ aÞI½ ;
B4 ¼ h
^
1  h
^
2
2h
^
2
dISð1þ vIÞ; C ¼ h
^
4  h
^
1;
v
^
11 ¼ 2þ ðd
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^
1  h
^
2Þ
h
^
2
ðq^2h
^
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^
1h
^
2Þ ð1 dÞh
^
1 þ 1
	 

þ q^2h
^
1
h i
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^
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2Þ
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^
2
h
^
1ðq
^
2h
^
1  q
^
1h
^
2Þ;
w
^
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^
2
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2
ðq^2h
^
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^
1h
^
2Þ ð1 dÞh
^
1 þ 1
	 

þ q^2h
^
1
h i
;
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^
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^
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^
2
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^
2
ð1 dÞ2h
^
1ðq
^
2h
^
1  q
^
1h
^
2Þ þ 2ð1 dÞð2q
^
2h
^
1  q
^
1h
^
2Þ þ 4q
^
2
h i
:Since v > 0, then ðd  1Þðh
^
1  h
^
2Þ – 2 anddet
@f
@#

#¼0
 
¼2ðw^11v
^
11w
^
02v
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^
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h i
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2
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1d
 h
^
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^
2
	 
2
2ðq
^
2h
^
1 q
^
1h
^
2ÞISð1þvIÞ½2þðd 1Þðh
^
1 h
^
2Þ
h
^
2
( )
–0:Thus, the map (3.11) is smoothly equivalent near the origin to a fold-ﬂip bifurcation standard formx1
x2
 
#
l1 þ ð1þ l2Þx1 þ 12 a1ðlÞx21 þ 12 a2ðlÞx22 þ 16 a3ðlÞx31 þ 12 a4ðlÞx1x22
x2 þ x1x2
 !
þ oðkxk4Þ; ð3:16Þwherel1 ¼
ð2þð1dÞ dþ h
^
3
	 

dN0dSSh
^
3
	 

2bSð1þ2vIÞ þ
ð1dÞðSh
^
3ðdþaÞIÞ
2
264
375 d^þ 2þðd 1Þ h
^
1 h
^
2
	 

2bSð1þ2vIÞ I
Sð1þvIÞd
264
375b^þoðk/k2Þ;
l2 ¼
1
w
^
11
v
^
11w1w
^
11  w
^
02w1 þ 2 h
^
1  h
^
2
	 
	 

v
^
20
h i
d
^
þ 1
w
^
11
v
^
11w2w
^
11 w
^
02w2v
^
20
h i
b
^
þoðk/k2Þ;
w1 ¼ 
h
^
1 dN0  dS Sh
^
3
	 

2bSð1þ 2vIÞ 
Sh
^
3  ðdþ aÞI
2
; w2 ¼
h
^
1  h
^
2
2bSð1þ 2vIÞ I
Sð1þ vIÞd;all coefﬁcients are smooth functions of l and their values at l1 = l2 = 0 are given by (3.14) and (3.15).
Based on the above analysis, we obtain the following local representations of bifurcation curves in a small neighborhood
of the origin of the map (3.16), i.e., (S⁄, I⁄) of the map (2.2). Therefore, we have the following theorem.
Theorem 3.4. The map (2.2) admits the following bifurcation behavior:
(1) if a1(0)– 0, there is a fold bifurcation curveFold ¼ S ¼ S  h32l2
a1ð0Þ þ o l
2
2
 
; I ¼ I þ h31l2
a1ð0Þ þ o l
2
2
 
;l1 ¼
l22
2a1ð0Þ þ o l
3
2
  
;(2) if a2(0)– 0, there is a ﬂip bifurcation curve Flip = {S = S⁄,I = I⁄,l1 = 0};
(3) if a2(0) > 0 and l1 < 0, there is a NS bifurcation curve
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 2l1
a2ð0Þ
s
þ oðl3=22 Þ; I ¼ I þ 2ð2 dh31Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 2l1
a2ð0Þ
s
þ oðl3=21 Þ;l2 ¼
ða4ð0Þ þ 2a2ð0ÞÞl1
a1ð0Þ þ o l
2
1
 ( )
:By calculating, the ﬁxed point (S0, I0) of the map (2.2) is a fold-ﬂip bifurcation point. Whereas, the conditions of fold-ﬂip
bifurcation are not satisﬁed at the ﬁxed point N0d ;0
 
of the map (2.2).
Remark 3.4. If the map (2.2) undergoes a fold-ﬂip bifurcation, the fold bifurcation, the ﬂip bifurcation and the NS bifurcation
can occur near the positive ﬁxed point (S0, I0). Thus, the map (2.2) is strong unstable. If the fold-ﬂip bifurcation emerges in
epidemic models, it shows that epidemic diseases will break out suddenly and spread fast. It is easy to present endemic
diseases in some region.4. Tracking controller design
In this section, to eliminate the chaotic orbit or period orbit of the map (2.2), we design a tracking controller such that the
disease disappears gradually, and our aim is reached.
It is well known that there are three conditions for the epidemic transmission, i.e., sources of infection, route of transmis-
sion and susceptible population. If we understand rightly the rule of epidemic process of epidemic disease, take timely the
valid measure and prevent any one of the three conditions from producing, the transmission of epidemic disease can be pre-
vented. Therefore, the aim of controlling and eliminating epidemic disease is reached. The susceptible, the body for certain
disease that is lower or lack of immunity, can not resist the invasion of certain pathogens. The higher the percentage of the
susceptible is, the larger the possibility of the disease outbreaks is. Therefore, it is important to control the susceptible.
The new controlled system has the form ofX#GðX;uÞ; ð4:1Þwhere X ¼ S I½ T ; GðX;uÞ ¼ Sþ d½N0  dS bISð1þ vIÞ þ u
I þ d½bISð1þ vIÞ  ðdþ aÞI
 
;u 2 R1 is an exterior control signal, when u = 0, the map
(4.1) has chaotic orbit or period orbit under suitable system parameter conditions.
Let Id = 0 be our control aim, design a tracking controller u so that I? Id = 0, number of iterations is gradually increasing.
Theorem 4.1. If the controller of controlled map (4.1) isu ¼ ZðS; IÞ þ t
dbðfþ vf2Þ ; ð4:2Þthen, I? Id = 0, when number of iterations is gradually increasing, whereZðS; IÞ ¼ dbf½fþ ðdðdþ aÞ  1ÞI  fð1 dÞ½fþ ðdðdþ aÞ  1ÞI
Ið1þ vIÞ  ½1 dðdþ aÞ þ d
2N0bf;
f ¼ I þ d½bISð1þ vIÞ  ðdþ aÞI; t ¼ c1I  c2f;
the constants c1, c2 satisfy that all roots of equation z
2 + c2z + c1 = 0 lie in the unit circle.Proof. Take the following coordinate transformationU1 ¼ I;
U2 ¼ I þ d½bISð1þ vIÞ  ðdþ aÞI:
ð4:3ÞThen, the following map can be obtained by the map (4.1)U1 ¼ I#I þ d½bISð1þ vIÞ  ðdþ aÞI ¼ U2;
U2#H;whereH ¼ U2ð1 dÞ½U2 þ ðdðdþ aÞ  1ÞU1
U1ð1þ vU1Þ þ ð1 dðdþ aÞ þ d
2N0bÞU2  dbU2½U2 þ ðdðdþ aÞ  1ÞU1 þ dbðU2 þ vU22Þu:So, we can get the following mapU1
U2
 
#
U2
H
 
: ð4:4ÞLet the error variable e =U Ud = [e1,e2]T, where
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We can get the following error mape1
e2
 
#
e2
H
 
: ð4:5ÞTaking (4.2) into (4.5), we can obtain the following mape1
e2
 
#
e2
c1e1  c2e2
 
ð4:6Þchoose appropriate constants c1, c2 satisfying all roots of equation z2 + c2z + c1 = 0 in the unit circle, thus the map (4.6) after
feedback is asymptotically stable. That is e? 0, when number of iterations is gradually increasing. Therefore, the state I of
the map (4.1) tracks ideal trajectory Id = 0. This completes the proof. hRemark 4.1. It is very important practical and biological signiﬁcance for the control of the susceptible in Theorem 4.1. First,
to improve the speciﬁc immunity of the susceptible population, we should plan and focus on the vaccine or toxoid vaccina-
tion for them. Second, the susceptible individuals need often take exercises to increase the resistance. Finally, it is necessary
to decrease to contact with the infectious. It means that the percentage of the susceptible individuals is lower, there is a little
possibility for the disease outbreak. The aim of control disease is reached.5. Numerical simulations
To provide some numerical evidences for the qualitative dynamic behaviors of the map (2.2), the bifurcation diagrams,
the Lyapunov exponents, the phase portraits and the dynamic response are used to illustrate the above analytic results
and ﬁnd interesting dynamical phenomena for the map (2.2). Four cases are discussed in the section.
Case A. As the two parameter families d and b varying, d 2 (1.365,1.63) and b 2 (0.375,0.385), other parameters are
d = 0.06, a = 0.2, v = 100 and N0 = 0.06, respectively. The bifurcation diagram of the map (2.2) in (S  d  b) space
is given in Fig. 1, and we can see that a family cascade of period-doubling bifurcations into chaos phenomenon
occurs.
Take b = 0.38 and let d be a varying parameter. Fig. 2(a) exhibits the bifurcation diagram in (d  S) plane. The Lyapunov
exponents corresponding to the bifurcation diagram Fig. 2(a) are computed in Fig. 2(b). It is easy to see that the map (2.2)
changes from stable to unstable as d increases from 1.37 to 1.63 and a bifurcation occurs at d = d1 = 1.3714. And we can ob-
serve that there exists the positive Lyapunov exponent at d 2 (1.6,1.63) from Fig. 2(b). It shows that the map (2.2) has cha-
otic behavior. Fig. 2(c) shows that local ampliﬁcation of Fig. 2(a) for showing the occurrences of alternating phenomena of
period and chaos at small parameter area d 2 (1.594,1.6). The maximum Lyapunov exponent corresponding to bifurcation
diagram Fig. 2(c) is computed in Fig. 2(d). We observe that there are of the alternating occurrences of the positive and neg-
ative Lyapunov exponent from Fig. 2(d). It illuminates that the map (2.2) has intermittent chaos phenomena at small param-
eter area. From Figs. 2(a) and (c), we also observe the dynamical behaviors of the map (2.2), including period-1, 2, 4, 8, 12, 14,
16, 22, 24 orbits, period-doubling, chaotic behavior etc.1.4
1.5
1.6
1.7
0
0.05
0.1
0.15
0.375
0.38
0.385
0.39
β
Sδ
Fig. 1. Bifurcation diagram of the map (2.2) in (S  d  b) space as d and b varying. Here d = 0.06, a = 0.2, N0 = 0.06, v = 100.
Fig. 2. (a) Bifurcation diagram of the map (2.2) in (d  S) plane. (b) Lyapunov exponents corresponding to (a). (c) Local ampliﬁcation of (a) for d 2
(1.594,1.6). (d) Maximum Lyapunov exponent corresponding to (c). Here d = 0.06, b = 0.38, a = 0.2, N0 = 0.06, v = 100.
1690 N. Yi et al. / Applied Mathematical Modelling 36 (2012) 1678–1693According to Proposition 2.1, the map (2.2) has a disease-free ﬁxed point (1,0) and a unique positive ﬁxed point (S1, I1) =
(0.0292,0.224). Since b > d(d + a)/N0 = 0.206, the disease- free ﬁxed point (1,0) is unstable. For the ﬁxed point (S1, I1), by cal-
culating, we obtain the eigenvalues k1 = 0.527, k2 = 1 and G = 96.4211 < 0, the conditions of Theorem 3.2 are satisﬁed, and
ﬂip bifurcation occurs. Then two period-2 points bifurcate from this ﬁxed point for d > d1 and the period-2 points are unsta-
ble. When d = 1.62, the state dynamical responses, phase portrait and Lyapunov exponents of the map (2.2) are shown in
Fig. 3. In this case, we get that the Lyapunov exponents are 0.203 and 0.39729, the Lyapunov dimension is 1.511. These
explain that the map (2.2) has chaos phenomenon.
A sequence of period-doubling bifurcations occurs in which successive period-double orbits become stable. The period-
doubling cascade accumulate, subsequently chaos can arise. It is shown that the ﬁxed point (S1, I1) of the map (2.2) bifurcates
period orbits and undergoes intermittent chaos, ﬁnally enters chaos.Fig. 3. (a) The dynamic responses of S and I. (b) Phase portraits of S and I. (c) Lyapunov exponents of map (2.2). Here for d = 1.62.
N. Yi et al. / Applied Mathematical Modelling 36 (2012) 1678–1693 1691Case B. We consider the NS bifurcation in this part. Let d = 0.06, b = 0.07, a = 0.2, v = 100,N0 = 0.06, and d be varying.We can
obtain three ﬁxed points (1,0), (S1 , I1) = (0.1882,0.1873) and (S2, I2) = (0.8551,0.0334). According to the analysis of
Case I, the ﬁxed point (1,0) is unstable. For the positive ﬁxed point (S1, I1), the conditions of NS bifurcation are sat-
isﬁed. Based on Theorem 3.3, we get the NS bifurcation value d2 = 1.3711, the eigenvalues k1,2 = 0.9507 ± i0.3102
and the ﬁrst Lyapunov coefﬁcient l1 = 10.1793 < 0. There exist unique and stable closed invariant curves from
the ﬁxed point (S1, I1). Fig. 4 shows the phase portraits of the map (2.2) for different d. Based on Proposition 2.2,
the positive ﬁxed point (S2, I2) is unstable.Fig. 6. The dynamic response of population I of the controlled system. (a) d = 0.06, b = 0.38, a = 0.2, N0 = 0.06, v = 100. d = 1.62. (b) d = 0.06, b = 0.07, a = 0.02,
v = 100, d = 1.3711.
Fig. 4. Phase portraits for three values of d: (a) d = 1.2; (b) d = 1.3711 and (c) d = 1.6.
Fig. 5. Bifurcation diagrams of the map (2.2) near ﬁxed point (S0, I0). (a) b is a varying parameter. (b) b and d are both varying parameters.
1692 N. Yi et al. / Applied Mathematical Modelling 36 (2012) 1678–1693Case C. Let d = 0.098, a = 0.85, b = 0.947738848, d = 2.38408, v = 10, N0 = 0.098, we get a unique ﬁxed point (S0, I0) =
(0.9837,0.0017), the eigenvalues are k1,2 = ±1  108. By numerical calculation, we obtain det @f@#

#¼0
	 

¼
43648– 0, the map (2.2) is equivalent near the origin to the map (3.16). This means that the ﬁxed point (S0, I0)
is a fold-ﬂip point. Fig. 5(a) shows the bifurcation diagram when there is only one varying parameter b. As two
parameters b and d varying, the bifurcation diagram is shown in Fig. 5(b). We can observe that there exist period
orbit and chaos in certain small region near the ﬁxed point (S0, I0) from Fig. 5(b), respectively. It illuminates that
there are complex dynamic behaviors near the ﬁxed point (S0, I0), such as ﬂip bifurcation, NS bifurcation.
Case D. We know that the map (2.2) is chaos if d = 1.62 in Case A and the map (2.2) has period orbit if d = 1.3711 in Case B.
According to Theorem 4.1, we design the controller of the map (2.2) for these two cases. Take c1 ¼ c
2
2
4 and
c2 = 3.0005 for Case A, c2 = 1.5 for Case B, respectively. When the number of iterations is not less than 300,
the controller is put on the map (2.2). From Fig. 6, we can see easily that the infectious trajectory of the map
(2.2) tracks ultimately an ideal state Id = 0 via designing the tracking controller. It is shown that the disease would
gradually disappear. Thus, it illuminates that the controller is effective.
6. Conclusion
In this paper, we investigate the dynamic behaviors of the discrete epidemic model with a nonlinear incidence rate. We
analyze the model theoretically and ﬁnd interesting dynamical phenomena, from which the effect of nonlinear incidence
rate on the spread of the disease is more clearly shown. The conditions of existence for codimension-1 bifurcations and codi-
mension-2 bifurcation are derived by the center manifold theorem and bifurcation theory. The dynamic behaviors of the dis-
crete epidemic model can exhibit some rich phenomena, such as the period-1, 2, 4, 8, 12, 14, 16, 22, 24, period-doubling, and
chaotic behavior etc. In order to eliminate the chaotic orbit or period dynamical behavior of the model, we design a tracking
controller such that the disease gradually disappears. Finally, we carry out the numerical simulation. The numerical results
not only illustrate the validity of the proposed results, but also display the interesting complex dynamical behaviors.
Future research may focus on the following topics. Firstly, the dynamic behaviors of epidemic models are studied when
multi-parameters of models vary with time. Secondly, control problems for codimension-2 bifurcation can be further
considered.Acknowledgements
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