The $\bar{\partial}$-Neumann operator with the Sobolev norm of integer
  orders by Harrington, Phillip & Liu, Bingyuan
ar
X
iv
:1
90
5.
04
23
8v
1 
 [m
ath
.C
V]
  1
0 M
ay
 20
19
The ∂¯-Neumann operator with the Sobolev norm of integer orders
Phillip Harrington
psharrin@uark.edu
Bingyuan Liu
bl016@uark.edu
May 13, 2019
Abstract
Let Ω ⊂ Cm be a bounded pseudoconvex domain with smooth boundary. For each k ∈ N,
we give a sufficient condition to estimate the ∂¯-Neumann operator in the Sobolev space W k(Ω).
The key feature of our results is a precise formula for k in terms of the geometry of the boundary
of Ω.
0 Introduction
Let Ω ⊂ Cm be a bounded pseudoconvex domain with smooth boundary. Solving the ∂¯-equation
on Ω has a long history. It has many applications in various fields including differential geometry,
algebraic geometry and partial differential equations.
The L2 theory for ∂¯ originated in work of Andreotti–Vesentini ([1] and [2]) and Hörmander ([15]).
They found the ∂¯-equation is weakly solvable on pseudoconvex domains in Cm. This led to successes
in several complex variables, algebraic geometry and partial differential equations. As a byproduct,
the ∂¯-Neumann operator, an inverse of the complex Laplacian  with a non-coercive boundary
condition, is also bounded in L2 for pseudoconvex domains.
In the meantime, Kohn ([16] and [17]) studied the regularity of the ∂¯-Neumann operator in Sobolev
spaces. He found the ∂¯-Neumann operator is also bounded in the Sobolev space W k(Ω) for all
k > 0 on bounded strongly pseudoconvex domains with smooth boundaries. Indeed, he found on a
strongly pseudoconvex domains, one has the inequality
‖u‖W k+1 . ‖u‖W k
for all k > 0 and u in the domain of . Subelliptic estimates of this type with weaker subelliptic
gains have been studied on pseudoconvex domains of finite type by Catlin ([9]) and D’Angelo ([12]
and [13]).
However, the extension of the inequality
‖u‖W k . ‖u‖W k
to infinite type pseudoconvex domains appears later. In [18], Kohn and Nirenberg showed that it
suffices for the ∂¯-Neumann operator to be compact. In the 1990s, Boas and Straube ([5], [8], [7]
and [4]) found a condition which makes the inequality
‖u‖W k . ‖u‖W k
1
holds for all k > 0 (see also the work of Chen [10]). Around the same time, Barrett ([3]) discovered
the aforementioned inequality cannot hold on the worm domains of Diederich and Fornæss, a family
of smooth, bounded pseudoconvex domains which do not satisfy the condition of Boas and Straube.
The condition of Boas and Straube turns to be useful in many subjects and this condition was
recently improved by the first author ([14]) and Straube ([19]).
In this article, we will give a sufficient condition for
‖u‖W k . ‖u‖W k
to hold for a fixed positive integer k ∈ N. The key feature of this paper is a precise formula for k
in terms of the geometry of the boundary of Ω. Our main theorems are Theorem 4.1 and Theorem
1.1. Our method is based on the fundamental work of Boas and Straube [8], [7], [4] and Chen
[10]. We note that Boas and Straube’s method involves first estimating the Bergman projection,
since they have already shown that these estimates are equivalent to estimates for the ∂¯-Neumann
problem [5]. Our approach follows more closely the method of Chen [10], which directly estimates
the ∂¯-Neumann operator without the intermediate result on the Bergman projection. The reader
is referred to the books of Chen and Shaw [11] and Straube [20].
1 Preliminaries
1.1 Notation and Main Results
For Ω ⊂ Cm, we denote the set of weakly pseudoconvex points in ∂Ω by Σ. Let {Uα}Mα=1 be
open sets of which the union covers Σ. Let {Lj}m−1j=1 be (1, 0) tangential vector fields with smooth
coefficients in Uα such that {Lj |∂Ω}m−1j=1 are tangential to ∂Ω. Let Lm = (
∑ | ∂δ∂zi |2)−1∑ ∂δ∂z¯i ∂∂zi be
the (1, 0) complex normal vector in Uα, where δ denotes the signed distance function for Ω. We
also assume {√2Lj}mj=1 form an orthonormal basis for T 1,0(Uα).
For the following, we will fix α and assume that all forms are supported in Uα. We will show in the
proof of Theorem 4.1 that a partition of unity can be used to combine these local estimates.
Let g(·, ·) denotes the Euclidean metric. For example
g(fωL1 ∧ ωL2 , hωL1 ∧ ωL2) = fh¯g(ωL1 ∧ ωL2 , ωL1 ∧ ωL2) =
fh¯
22
.
Angle brackets denote the L2 inner product, i.e., < u, v >=< u, v >L2=
∫
Ω g(u, v) dV . We use ‖ · ‖
to denote the L2 norm. Let ∇ denote the Levi-Civita connection with respect to the Euclidean
metric. Also, ‖u‖2k =
∫
Ω g(∇ku,∇ku) dV is slightly different from the norm for the Sobolev space
of order k. The latter is defined to be
‖u‖2W k =
k∑
j=0
∫
Ω
g(∇ju,∇ju) dV.
Let u be a (0, q)-form for 1 ≤ q ≤ m. Let ∑I ′ denote the sum over all q-tuples I with increasing
indices. We may express u in local coordinate chart as:
u =
∑
I
′
fIωLI =
1
2q
∑
I
′
g(u, ωLI )ωLI
2
In this notation, we may compute
∂¯u =
1
2q
∑
I
′∑
i/∈I
g(∇Liu, ωLI )ωLi ∧ ωLI ,
and
∂¯∗u = − 1
2q−1
∑
I
′∑
i∈I
g(∇Liu, ωLI )LiyωLI .
We observe that u ∈ Dom(∂¯∗) if and only if g(u, ωLJ ∧ωLm) = 0 on ∂Ω, for all arbitrary q−1-tuples
J with increasing indices.
Moreover, it is easy to check that
∇LiωLj = 2
∑
i,j,k
g(∇LiLj, Lk)ωLk and ∇LiωLj = 2
∑
i,j,k
g(∇LiLj, Lk)ωLk .
In general, ∇Lm−Lmu is not in Dom(∂¯∗) ∩ C∞(0,1)(Ω). For this, we define the following notation ∇c.
Definition 1.1. Let u = 12q
∑
I
′g(u, ωLI )ωLI . Then
∇c
Lm−Lm
u :=
1
2q
∑
I
′
(Lm − Lm)g(u, ωLI )ωLI .
In other words, ∇c only acts on the coefficients of u with respect to ωLI . We also observe that
∇Lm−Lmu = ∇cL−Lmu+
1
2q
∑
I
′
g(u, ωLI )∇Lm−LmωLI .
Moreover, u ∈ Dom(∂¯∗) ∩ C∞(0,q)(Ω) implies ∇cLm−Lmu ∈ Dom(∂¯
∗) ∩ C∞(0,q)(Ω).
It is easy to check that
(Lm − Lm)g(u, v) = g(∇cLm−Lmu, v) + g(u,∇
c
Lm−Lm
v)
With this notation in place, we are able to state our main result:
Theorem 1.1. Let Ω be a bounded pseudoconvex domain with smooth boundary in Cm and 1 ≤ q ≤
m. Assume there exists a real-valued smooth function ψ defined in a neighborhood U of Σ in ∂Ω so
that
sup
Σ
|Lψ − 2g(∇LLm, Lm)| < 1
km
√
B
(m
q
) ,
for all unit (1, 0) vector fields L in a neighborhood of ∂Ω where k ∈ N and B is the constant from
Theorem 1.2. Then the ∂¯-Neumann operator for (0, q)-forms is bounded from W k to W k.
We will see in Section 3.1 that our weight function ψ allows the construction of a (1, 0)-vector field
eψLm related to those studied by Boas and Straube (see [6], for example), or a real tangential vector
field eψ(Lm −Lm) related to those studied by Chen [10]. In contrast to those papers, note that we
do not require any uniform bound on ψ; it has already been noted by the first author in [14] that
such a restriction may not be necessary. We accomplish this partly by requiring ψ to be real-valued,
in contrast to the condition studied by Boas and Straube; it remains to be seen if our method can
be generalized to the case in which the imaginary part of ψ is sufficiently small.
3
1.2 Foundational Results
The following estimate is called the basic estimate in many contexts; see the survey by Boas and
Straube [6] for details.
Theorem 1.2 (Hörmander [15]). Let Ω be a bounded pseudoconvex domain in Cm with smooth
boundary. For any arbitrary (0, q)-form u ∈ Dom(∂¯) ∩Dom(∂¯∗), 1 ≤ q ≤ n, we have that
‖u‖2 ≤ B(‖∂¯u‖2 + ‖∂¯∗u‖2)
for some B > 0. Moreover, if u ∈ Dom(), we have that
‖u‖ ≤ B‖u‖.
This result is a consequence of the Morrey-Kohn-Hörmander identity; see Proposition 4.3.1 in [11]
for details. Hörmander uses this estimate to prove closed range and solvability for the ∂¯-operator
in the L2 sense. The optimal constant B represents the reciprocal of the smallest eigenvalue of
, or equivalently, the largest eigenvalue of the ∂¯-Neumann operator. Hörmander’s proof in [15]
demonstrates that this optimal constant is bounded above by eq supz,z′∈Ω |z−z′|2 (see Theorem 4.3.4
in [11]).
For strongly pseudoconvex domains, it is known that the Sobolev estimate of arbitrary order hold.
More generally, we have the following pseudolocal estimate.
Theorem 1.3 (See Theorem 3.6 in Straube [20]). Let Ω be a bounded strongly pseudoconvex domain
in Cm with smooth boundary. Fix a cutoff function φ ∈ C∞0 (Cm). For every k > 0, the following
estimates hold for arbitrary (0, q)-forms u ∈ Dom(), (1 ≤ q ≤ n):
‖φu‖W k+1 . ‖u‖W k .
Observe that this follows from (3.62) in [20] with ϕ2 ≡ 1. To make use of this, we will let χ be an
arbitrary cutoff function supported in a neighborhood of Σ and χ ≡ 1 on Σ. Let φ := 1 − χ. We
have that
‖u‖W k ≤ ‖χu‖W k + ‖φu‖W k ≤ ‖χu‖W k + C‖u‖W k . (1)
Consider
‖χu‖2k =
∫
Ω
g(∇kχu,∇kχu) dV . ‖u‖W k−1 +
∫
Ω
|χ|2g(∇ku,∇ku) dV.
If we are able to show that
∫
Ω |χ|2g(∇ku,∇ku) dV . ‖u‖W k , we are done.
By Lemma 5.6 in Straube [20], we can see that all derivatives are benign except for those in the di-
rection of Lm−Lm; see Section 2. Hence, we just need to show that
∫
Ω |χ|2g((∇cT )ku, (∇cT )ku) dV .
‖u‖W k , for T = eψ(Lm − Lm), where ψ is some weight function.
2 Benign Derivatives
Proposition 2.1. Let Ω ⊂ Cm be a bounded domain with smooth boundary. For every k ∈ N, there
exists a constant Ck such that
‖∂¯u‖2W k + ‖∂¯∗u‖2W k ≤ Ck(‖u‖2W k + ‖u‖2W k) (2)
for all u ∈ C∞(0,q)(Ω) ∩Dom().
4
Proof. We proceed by induction on k. When k = 0, this follows for C0 = 1 because
‖∂¯u‖2 + ‖∂¯∗u‖2 = (u, u).
We henceforth assume k ≥ 1.
Throughout the following Dℓτ will denote a generic differential operator of order ℓ that is tangential
on bΩ that acts on coefficients of u, with respect to our local boundary coordinates, as in Definition
1.1. It is clear that Dℓτ preserves Dom ∂¯
∗. Let ζ = Lm + Lm denote a vector field that is equal to
the outward unit normal on bΩ. To estimate the Sobolev norm of order k, we will need to estimate
all operators of the form Dk−jτ (∇cζ)j , where 1 ≤ j ≤ k.
When j ≥ 2, then we may use, e.g., (3.42) in [20] to rewrite (∇cζ)2 as a linear combination of ,
an operator of the form D2τ , and lower order terms. We note that ∂¯u ∈ Dom(), but ∂¯∗u is not
necessarily in the domain of , so we will need to interpret  formally when we write ∂¯∗u. Hence,
‖Dk−jτ (∇cζ)j ∂¯u‖2 + ‖Dk−jτ (∇cζ)j ∂¯∗u‖2 ≤
O
(
‖Dk−jτ (∇cζ)j−2∂¯u‖2 + ‖Dk−jτ (∇cζ)j−2∂¯∗u‖2
)
+O
(
‖Dk−j+2τ (∇cζ)j−2∂¯u‖2 + ‖Dk−j+2τ (∇cζ)j−2∂¯∗u‖2
)
+O
(‖∂¯u‖W k‖∂¯u‖W k−1 + ‖∂¯∗u‖W k‖∂¯∗u‖W k−1) .
Since ∂¯ = ∂¯ and ∂¯∗ = ϑ, we have
‖Dk−jτ (∇cζ)j ∂¯u‖2 + ‖Dk−jτ (∇cζ)j ∂¯∗u‖2 ≤ O
(‖u‖2W k−1)
+O
(
‖Dk−j+2τ (∇cζ)j−2∂¯u‖2 + ‖Dk−j+2τ (∇cζ)j−2∂¯∗u‖2
)
+O
(‖∂¯u‖W k‖∂¯u‖W k−1 + ‖∂¯∗u‖W k‖∂¯∗u‖W k−1) .
Proceeding by downward induction on j, we see that for any 2 ≤ j ≤ k, we have
‖Dk−jτ (∇cζ)j ∂¯u‖2 + ‖Dk−jτ (∇cζ)j ∂¯∗u‖2 ≤ O
(‖u‖2W k−1)
+O
(
‖Dk−1τ ∇cζ ∂¯u‖2 + ‖Dk−1τ ∇cζ ∂¯∗u‖2 + ‖Dkτ ∂¯u‖2 + ‖Dkτ ∂¯∗u‖2
)
+O
(‖∂¯u‖W k‖∂¯u‖W k−1 + ‖∂¯∗u‖W k‖∂¯∗u‖W k−1) . (3)
When j = 1, we use, e.g., Lemma 2.2 in [20] to write ∇cζv as a linear combination of the coefficients
of ∂¯v, ∂¯∗v, v, and tangential derivatives of v, where v ∈ C∞0,q˜(Ω) ∩Dom ∂¯∗ for q˜ ∈ {q − 1, q, q + 1}.
Hence,
‖Dk−1τ ∇cζ ∂¯u‖2 + ‖Dk−1τ ∇cζ ∂¯∗u‖2 ≤ O
(
‖Dk−1τ ∂¯∗∂¯u‖2 + ‖Dk−1τ ∂¯∂¯∗u‖2
)
+O
(
‖Dkτ ∂¯u‖2 + ‖Dkτ ∂¯∗u‖2
)
+O
(‖∂¯u‖W k‖∂¯u‖W k−1 + ‖∂¯∗u‖W k‖∂¯∗u‖W k−1) . (4)
Note that
‖Dk−1τ u‖2 = ‖Dk−1τ ∂¯∗∂¯u‖2 + 2Re
〈
Dk−1τ ∂¯
∗∂¯u,Dk−1τ ∂¯∂¯
∗u
〉
+ ‖Dk−1τ ∂¯∂¯∗u‖2.
Since
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− 2Re
〈
Dk−1τ ∂¯
∗∂¯u,Dk−1τ ∂¯∂¯
∗u
〉
≤ −2Re
〈
Dk−1τ ∂¯u, ∂¯D
k−1
τ ∂¯∂¯
∗u
〉
+O
(
‖∂¯u‖W k−1‖Dk−1τ ∂¯∂¯∗u‖
)
≤ O (‖∂¯u‖W k−1‖∂¯∗u‖W k) ,
we have
‖Dk−1τ ∂¯∗∂¯u‖2 + ‖Dk−1τ ∂¯∂¯∗u‖2 ≤ ‖Dk−1τ u‖2 +O
(‖∂¯u‖W k−1‖∂¯∗u‖W k) .
Substituting this in (4), we have
‖Dk−1τ ∇cζ ∂¯u‖2 + ‖Dk−1τ ∇cζ ∂¯∗u‖2 ≤ O
(
‖Dk−1τ u‖2 + ‖Dkτ ∂¯u‖2 + ‖Dkτ ∂¯∗u‖2
)
+O
(‖∂¯u‖W k−1‖∂¯∗u‖W k + ‖∂¯u‖W k‖∂¯u‖W k−1 + ‖∂¯∗u‖W k‖∂¯∗u‖W k−1) .
Combining this with (3), we obtain
‖Dk−jτ (∇cζ)j ∂¯u‖2 + ‖Dk−jτ (∇cζ)j ∂¯∗u‖2 ≤ O
(
‖u‖2W k−1 + ‖Dkτ ∂¯u‖2 + ‖Dkτ ∂¯∗u‖2
)
+O
(‖∂¯u‖W k−1‖∂¯∗u‖W k + ‖∂¯u‖W k‖∂¯u‖W k−1 + ‖∂¯∗u‖W k‖∂¯∗u‖W k−1) . (5)
for all 1 ≤ j ≤ k.
Turning to derivatives of the form Dkτ , we observe that since D
k
τ preserves Dom ∂¯
∗, we may integrate
by parts and obtain
‖Dkτ ∂¯u‖2 + ‖Dkτ ∂¯∗u‖2 ≤
〈
Dkτu,D
k
τu
〉
+O
(‖∂¯u‖W k‖u‖W k + ‖∂¯∗u‖W k‖u‖W k) .
Substituting this into (4) gives us
‖Dk−jτ (∇cζ)j ∂¯u‖2 + ‖Dk−jτ (∇cζ)j ∂¯∗u‖2 ≤ O
(
‖u‖2W k−1 +
〈
Dkτu,D
k
τu
〉)
+O
(‖∂¯u‖W k−1‖∂¯∗u‖W k + ‖∂¯u‖W k‖∂¯u‖W k−1 + ‖∂¯∗u‖W k‖∂¯∗u‖W k−1)
+O
(‖∂¯u‖W k‖u‖W k + ‖∂¯∗u‖W k‖u‖W k) .
for all 0 ≤ j ≤ k. Summing over all order k differential operators and using a small constant/large
constant estimate to absorb terms of the form ‖∂¯∗u‖W k or ‖∂¯u‖W k in the left-hand side, we obtain
‖∂¯u‖2W k + ‖∂¯∗u‖2W k ≤ O
(
‖u‖2W k−1 +
〈
Dkτu,D
k
τu
〉)
+O
(‖∂¯u‖2W k−1 + ‖∂¯∗u‖2W k−1 + ‖u‖2W k) .
The induction hypothesis will give us (2).
Combining the previous proposition and Lemma 5.6 of [20], we obtain the following:
Proposition 2.2. Let Ω be a smooth bounded pseudoconvex domain in Cm with k ∈ N and 0 ≤ q ≤
m. Then there exists a constant Ck such that for u ∈ C∞(0,q)(Ω) ∩Dom(), we have the estimates:
‖∇Liu‖2k−1 ≤ Ck(‖u‖2W k−1 + ‖u‖2W k−1),
for 1 ≤ i ≤ m. Moreover,
‖∇Liu‖2k−1 ≤ Ck(‖u‖2W k−1 + ‖u‖2W k−1 + ‖u‖W k−1‖u‖W k),
for 1 ≤ i ≤ m− 1.
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3 Commutation Relations
3.1 Commutators of First Derivatives
Since
∂¯u =
1
2q
∑
I
′∑
i/∈I
Lig(u, ωLI )ωLi ∧ ωLI −
1
2q
∑
I
′∑
i/∈I
g(u,∇LiωLI )ωLi ∧ ωLI ,
we have
[∂¯,∇c
Lm−Lm
]u =
1
2q
∑
I
′∑
i/∈I
[Li, Lm − Lm]g(u, ωLI )ωLi ∧ ωLI + lower order terms.
To compute the component of [Li, Lm−Lm] which is not estimated by Proposition 2.2, we first use
the fact that ∇ is torsion-free to compute
g([Li, Lm − Lm], Lm) = g(∇Li(Lm − Lm)−∇Lm−LmLi, Lm).
Since ∇ is also the Chern connection, type considerations give us
g([Li, Lm − Lm], Lm) = g(∇LiLm, Lm).
Finally, since ∇ is metric compatible and g(Lm, Lm) = 12 ,
g([Li, Lm − Lm], Lm) = −g(Lm,∇LiLm),
and hence
[∂¯,∇c
Lm−Lm
]u = − 1
2q−1
∑
I
′∑
i/∈I
g(Lm,∇LiLm)(Lm − Lm)g(u, ωLI )ωLi ∧ ωLI +K,
where K consists of lower order terms and derivatives which can be estimated by Proposition 2.2.
In particular, ‖K‖2 ≤ ǫ‖u‖21+Cǫ(‖u‖2 + ‖u‖2) for any ǫ > 0, where Cǫ is some positive constant.
Similarly,
∂¯∗u = − 1
2q−1
∑
I
′∑
i∈I
Lig(u, ωLI )LiyωLI +
1
2q−1
∑
I
′∑
i∈I
g(u,∇LiωLI )LiyωLI ,
so
[∂¯∗,∇c
Lm−Lm
]u = − 1
2q−1
∑
I
′∑
i∈I
[Li, Lm − Lm]g(u, ωLI )LiyωLI + lower order terms.
Observe that [Li, Lm]δ = 0, so [Li, Lm] is in the span of {L1, . . . , Lm−1}. Hence,
g([Li, Lm − Lm], Lm) = −g([Li, Lm], Lm).
Using the same techniques as before,
−g([Li, Lm], Lm) = −g(Li,∇LmLm),
and hence
[∂¯∗,∇c
Lm−Lm
]u =
1
2q−2
∑
I
′∑
i∈I
g(Li,∇LmLm)(Lm − Lm)g(u, ωLI )LiyωLI + 2R,
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where R consists of lower order terms and derivatives which can be estimated by Proposition 2.2.
In particular, ‖R‖2 ≤ ǫ‖u‖21 +Cǫ(‖u‖2 + ‖u‖2) for any ǫ > 0, where Cǫ is some positive constant.
Since
g(∇LiLm, Lm) = g(∇Li∇δ, Lm) = Hess(Li, Lm) = Hess(Lm, Li) = g(Li,∇LmLm),
we obtain that,
g(Li,∇LmLm) = g(Lm,∇LiLm). (6)
Furthermore, we consider the vector field T = eψ(Lm − Lm), where ψ is a real, smooth function
defined in a neighborhood of ∂Ω. Since the weight function eψ is bounded between two positive
numbers, we can see T is comparable with Lm − Lm. Based on the computation of [∂¯,∇cLm−Lm ]u,
we calculate
[∂¯, eψ∇c
Lm−Lm
]u =
1
2q
∑
I
′∑
i/∈I
Li(e
ψ)(Lm − Lm)g(u, ωLI )ωLi ∧ ωLI + eψ[∂¯,∇cLm−Lm ]u.
More precisely, we have that
[∂¯,∇cT ]u =
1
2q
∑
I
′∑
i/∈I
eψ(Liψ − 2g(Lm,∇LiLm))(Lm − Lm)g(u, ωLI )ωLi ∧ ωLI +Keψ,
where ‖K‖2 ≤ ǫ‖u‖21 + Cǫ(‖∂¯u‖2 + ‖∂¯∗u‖2) for arbitrary ǫ > 0.
Similarly, we have that
[∂¯∗,∇cT ]u = −
1
2q−1
∑
I
′∑
i∈I
eψ(Liψ − 2g(Li,∇LmLm))(Lm − Lm)g(u, ωLI )LiyωLI + 2eψR,
where ‖2R‖2 ≤ ǫ‖u‖21 + Cǫ(‖∂¯u‖2 + ‖∂¯∗u‖2) for arbitrary ǫ > 0.
3.2 Higher Order Derivatives
In this section, we will consider the commutators for derivatives of higher orders. In other words,
we consider the terms of [∂¯, (∇cT )k]u and [∂¯∗, (∇cT )k]u.
Lemma 3.1. For k ∈ N,
[∂¯, (∇cT )k]u =
k
2q
∑
I
′∑
i/∈I
(Liψ − 2g(Lm,∇LiLm))T kg(u, ωLI )ωLi ∧ ωLI +K,
where ‖K‖2 ≤ ǫ‖u‖2
W k
+ Cǫ(‖u‖2W k−1 + ‖u‖2W k−1) for arbitrary ǫ > 0.
Proof. We use induction for k ∈ N. We observe that the lemma holds for k = 1 by the computation
in the previous section.
We assume the lemma holds for (∇cT )k−1, and observe that
[∂¯, (∇cT )k] = [∂¯, (∇cT )k−1]∇cT + (∇cT )k−1[∂¯,∇cT ].
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We only need consider the action of (∇cT )k−1 on the derivative term of [∂¯,∇cT ], since otherwise it is
a derivative of order k − 1. Hence, we obtain that
[∂¯, (∇cT )k]u =
k
2q
∑
I
′∑
i/∈I
(Liψ − 2g(Lm,∇LiLm))T kg(u, ωLI )ωLi ∧ ωLI +K,
where ‖K‖2 ≤ ǫ‖u‖2
W k
+ Cǫ(‖u‖2W k−1 + ‖u‖2W k−1) for arbitrary ǫ > 0.
Similarly, we have the lemma for ∂¯∗.
Lemma 3.2. For k ∈ N,
[∂¯∗, (∇cT )k]u = −
k
2q−1
∑
I
′∑
i∈I
(Liψ − 2g(Li,∇LmLm))T kg(u, ωLI )LiyωLI + 2R,
where ‖2R‖2 ≤ ǫ‖u‖2
W k
+ Cǫ(‖u‖2W k−1 + ‖u‖2W k−1) for arbitrary ǫ > 0.
3.3 Commutators with Cutoff Functions
In this section, we will compute the terms [∂¯, χ(∇cT )k]u and [∂¯∗, χ(∇cT )k]u, where χ is a smooth
cutoff function. These two terms have practical use to isolate the weakly pseudoconvex points from
strongly pseudoconvex points in order to use Theorem 1.3.
We compute, for k ∈ N,
[∂¯, χ(∇cT )k]u
=
1
2q
∑
I
′∑
i/∈I
(Liχ)T
kg(u, ωLI )ωLi ∧ ωLI + χ[∂¯, (∇cT )k]u
=
1
2q
∑
I
′∑
i/∈I
(Liχ)T
kg(u, ωLI )ωLi ∧ ωLI
+
k
2q
∑
I
′∑
i/∈I
χ(Liψ − 2g(Lm,∇LiLm))T kg(u, ωLI )ωLi ∧ ωLI + χK,
where ‖K‖2 ≤ ǫ‖u‖2
W k
+Cǫ(‖u‖2W k−1 +‖u‖2W k−1) for arbitrary ǫ > 0. Since we assume that χ ≡ 1
on Σ, we have supp(Liχ) ∩ ∂Ω ⋐ ∂Ω\Σ.
Thus, we have that
〈[∂¯, χ(∇cT )k]u, [∂¯, χ(∇cT )k]u〉
≤
(k2(m− q)
2q−1
(
m
q
)
+ ǫ
)∑
I
′∑
i/∈I
∫
Ω
|Liψ − 2g(Lm,∇LiLm)|2|g(χ(∇cT )ku, ωLI )|2 dV
+ Cǫ
(
‖
∑
I
′∑
i/∈I
(Liχ)T
kg(u, ωLI )ωLi ∧ ωLI‖2 + ‖u‖2W k−1 + ‖u‖2W k−1
)
.
In this estimate, we have used the following inequality: for a sequence of complex numbers {aj}nj=1,∣∣∣∣∣∣
n∑
j=1
aj
∣∣∣∣∣∣
2
≤ n
n∑
j=1
|aj|2 .
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One can see this through the Cauchy–Schwarz inequality. In this case, we have n = (m − q)(mq ),
since the space of increasing multi-indices of length q has dimension
(m
q
)
, and for each I the number
of elements i /∈ I is equal to m− q.
Similarly, we have the following.
[∂¯∗, χ(∇cT )k]u
=− 1
2q−1
∑
I
′∑
i∈I
(Liχ)T
kg(u, ωLI )LiyωLI + χ[∂¯
∗, (∇cT )k]u
=− 1
2q−1
∑
I
′∑
i∈I
(Liχ)T
kg(u, ωLI )LiyωLI
− k
2q−1
∑
I
′∑
i∈I
χ(Liψ − 2g(Li,∇LmLm))T kg(u, ωLI )LiyωLI + 2χR,
where ‖2R‖2 ≤ ǫ‖u‖2
W k
+Cǫ(‖u‖2W k−1 + ‖u‖2W k−1) for arbitrary ǫ > 0.
Thus, we have that
〈[∂¯∗, χ(∇cT )n]u, [∂¯∗, χ(∇cT )n]u〉
≤
( k2q
2q−1
(
m
q
)
+ ǫ
)∑
I
′∑
i∈I
∫
Ω
|Liψ − 2g(Li,∇LmLm)|2|g(χ(∇cT )ku, ωLI )|2 dV
+ Cǫ
(
‖
∑
I
′∑
i∈I
(Liχ)T
kg(u, ωLI )LiyωLI‖2 + ‖u‖2W k−1 + ‖u‖2W k−1
)
.
Therefore, by rescaling ǫ, and taking the support of χ sufficiently small so that
sup
suppχ
m∑
i=1
|Liψ − 2g(Li,∇LmLm)|2 ≤ m(1 + ǫ) sup
i,Σ
|Liψ − 2g(Li,∇LmLm)|2
we may use (6) to obtain
‖[∂¯∗, χ(∇cT )k]u‖2 + ‖[∂¯, χ(∇cT )k]u‖2
≤2
(
k2m2
(
m
q
)
+ ǫ
)
sup
i,Σ
|Liψ − 2g(Li,∇LmLm)|2‖χ(∇cT )ku‖2 + ǫ‖χ(∇cT )ku‖2
+ Cǫ‖u‖2W k−1 + Cǫ‖u‖2W k−1 ,
(7)
because Liχ and Liχ are only nonzero at strongly pseudoconvex points and Theorem 1.3 applies
there.
4 The A Priori Estimate
In this section we will show how to use the commutators in previous sections to prove our main
theorem. We will make repeated use of the following estimate: for any v, f ∈ C∞0,q(Ω) supported in
a coordinate boundary chart,∣∣∣〈χ(∇cT )kv, f〉− 〈v, χ(∇cT )kf〉∣∣∣ ≤ O (〈(∇cT )k−1v, f〉) . (8)
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We will prove this by induction on k. Since ∇cT is compatible with the metric g and T is purely
imaginary, 〈
χ(∇cT )kv, f
〉
=
∫
Ω
χTg((∇cT )k−1v, f)dV +
〈
χ(∇cT )k−1v,∇cT f
〉
.
Since T is tangential, Stokes’ Theorem will imply∣∣∣〈χ(∇cT )kv, f〉− 〈χ(∇cT )k−1v,∇cT f〉∣∣∣ ≤ O (〈(∇cT )k−1v, f〉) .
This proves (8) when k = 1. When k ≥ 2, we use our induction hypothesis to obtain∣∣∣〈χ(∇cT )k−1v,∇cT f〉− 〈v, χ(∇cT )kf〉∣∣∣ ≤ O (〈(∇cT )k−2v,∇cT f〉) .
Applying (8) with k = 1 to the error term, we have (8).
Consider ‖χ(∇cT )ku‖2. The following estimate is essentially contained in [11] and the reader is
referred to [20] as well. From Theorem 1.2, we obtain for any u ∈ C∞0,q(Ω)∩Dom ∂¯∗ supported in a
special boundary chart:
〈χ(∇cT )ku, χ(∇cT )ku〉
≤B〈∂¯χ(∇cT )ku, ∂¯χ(∇cT )ku〉+B〈∂¯∗χ(∇cT )ku, ∂¯∗χ(∇cT )ku〉
=B〈χ(∇cT )k∂¯u, ∂¯χ(∇cT )ku〉+B〈[∂¯, χ(∇cT )k]u, ∂¯χ(∇cT )ku〉
+B〈χ(∇cT )k∂¯∗u, ∂¯∗χ(∇cT )ku〉+B〈[∂¯∗, χ(∇cT )k]u, ∂¯∗χ(∇cT )ku〉
Using (8), we have:
B〈∂¯χ(∇cT )ku, ∂¯χ(∇cT )ku〉+B〈∂¯∗χ(∇cT )ku, ∂¯∗χ(∇cT )ku〉
≤B〈∂¯u, χ(∇cT )k∂¯χ(∇cT )ku〉+B〈[∂¯, χ(∇cT )k]u, ∂¯χ(∇cT )ku〉+B〈∂¯∗u, χ(∇cT )k∂¯∗χ(∇cT )ku〉
+B〈[∂¯∗, χ(∇cT )k]u, ∂¯∗χ(∇cT )ku〉+O
(
〈(∇cT )k−1∂¯u, ∂¯χ(∇cT )ku〉+ 〈(∇cT )k−1∂¯∗u, ∂¯∗χ(∇cT )ku〉
)
If u ∈ Dom as well, then we may take additional commutators and integrate by parts to obtain:
B〈∂¯χ(∇cT )ku, ∂¯χ(∇cT )ku〉+B〈∂¯∗χ(∇cT )ku, ∂¯∗χ(∇cT )ku〉
≤B〈∂¯u, χ(∇cT )k[χ(∇cT )k, ∂¯]u〉+B〈∂¯u, [[χ(∇cT )k, ∂¯], χ(∇cT )k]u〉+B〈∂¯∗u, χ(∇cT )k[χ(∇cT )k, ∂¯∗]u〉
+B〈∂¯∗u, [[χ(∇cT )k, ∂¯∗], χ(∇cT )k]u〉+B〈u, χ(∇cT )kχ(∇cT )ku〉+B〈[∂¯, χ(∇cT )k]u, ∂¯χ(∇cT )ku〉
+B〈[∂¯∗, χ(∇cT )k]u, ∂¯∗χ(∇cT )ku〉+O
(
〈(∇cT )k−1∂¯u, ∂¯χ(∇cT )ku〉+ 〈(∇cT )k−1∂¯∗u, ∂¯∗χ(∇cT )ku〉
)
.
We now use (8) again and take further commutators to obtain:
B〈∂¯χ(∇cT )ku, ∂¯χ(∇cT )ku〉+B〈∂¯∗χ(∇cT )ku, ∂¯∗χ(∇cT )ku〉
≤B〈χ(∇cT )ku, χ(∇cT )ku〉+ 2B
√
-1 Im〈[∂¯, χ(∇cT )k]u, ∂¯χ(∇cT )ku〉
+ 2B
√
-1 Im〈[∂¯∗, χ(∇cT )k]u, ∂¯∗χ(∇cT )ku〉+B〈[∂¯, χ(∇cT )k]u, [∂¯, χ(∇cT )k]u〉
+B〈∂¯u, [[χ(∇cT )k, ∂¯], χ(∇cT )k]u〉+B〈[∂¯∗, χ(∇cT )k]u, [∂¯∗, χ(∇cT )k]u〉
+B〈∂¯∗u, [[χ(∇cT )k, ∂¯∗], χ(∇cT )k]u〉+O
(
〈χ(∇cT )k−1u, χ(∇cT )ku〉
)
+O
(
〈χ(∇cT )k−1∂¯u, [χ(∇cT )k, ∂¯]u〉+ 〈χ(∇cT )k−1∂¯∗u, [χ(∇cT )k, ∂¯∗]u〉
)
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+O
(
〈(∇cT )k−1∂¯u, ∂¯χ(∇cT )ku〉+ 〈(∇cT )k−1∂¯∗u, ∂¯∗χ(∇cT )ku〉
)
.
Observe that this expression is necessarily real, so we may discard the imaginary part of each
term, especially those terms which are purely imaginary. For all the remaining terms of the form〈·, ∂¯χ(∇cT )ku〉 or 〈·, ∂¯∗χ(∇cT )ku〉, we use a small constant/large constant inequality to absorb one
term on the left-hand side and divide by the new coefficient. Replacing the left-hand side with
‖χ(∇cT )ku‖2 (using Theorem 1.2) and using a similar small constant/large constant inequality allows
us to take care of terms of the form
〈·, χ(∇cT )ku〉. As noted in [20] (see the discussion after (3.57)),
the nested commutators can be expressed as the composition of a tangential (k−1)st order operator
with a kth order operator, so we may integrate by parts with the k−1 tangential derivatives. Using
small constant/large constant inequalities for the remaining terms, we are left with
‖χ(∇cT )ku‖2
≤(B + ǫ)‖[∂¯, χ(∇cT )k]u‖2 + (B + ǫ)‖[∂¯∗, χ(∇cT )k]u‖2 + ǫ‖u‖2W k
+ Cǫ
(‖u‖2W k + ‖∂¯u‖2W k−1 + ‖∂¯∗u‖2W k−1) ,
for any ǫ > 0, where Cǫ > 0.
We proceed by induction, assuming ‖u‖W k−1 . ‖u‖W k−1 . Using Proposition 2.1, we have:
‖χ(∇cT )ku‖2 ≤ Cǫ,k‖u‖2W k + ǫ‖u‖2k + (B + ǫ)‖[∂¯, χ(∇cT )k]u‖2 + (B + ǫ)‖[∂¯∗, χ(∇cT )k]u‖2
Similarly, we have that, by the estimate (7) and rescaling Ck,ǫ and ǫ,
‖χ(∇cT )ku‖2
≤Ck,ǫ‖u‖2W k + ǫ‖u‖2k + 2
(
Bk2m2
(
m
q
)
+ ǫ
)
sup
i,Σ
|Liψ − 2g(Li,∇LmLm)|2‖χ(∇cT )ku‖2.
(9)
We obtain the following theorem.
Theorem 4.1. Let Ω be a bounded pseudoconvex domain with smooth boundary in Cm and 1 ≤ q ≤
m. Assume there exists a smooth, real-valued function defined in a neighborhood U of Σ in ∂Ω so
that
sup
Σ
|Lψ − 2g(∇LLm, Lm)| < 1
km
√
B
(
m
q
) ,
for all unit (1, 0) vector fields L in a neighborhood of ∂Ω where k ∈ N and B is the constant from
Theorem 1.2. Then for any smooth (0, q)-form u in Dom(), we have
‖u‖W k . ‖u‖W k
Proof. We assume u ∈ C∞(0,q)(Ω) ∩ Dom(). In a local coordinate chart, this follows from the
estimate (9) by induction on k and Proposition 2.2. For the general case, we choose a partition of
unity {λα}Mα=1 such that suppλα ⊂ Uα. Although ∇cT,α depends on our choice of local coordinates,
we recall that ∇cT,α−∇T is a zero-order operator on Uα, so (∇cT,α)k− (∇T )k is an operator of order
k − 1 on Uα. We observe that for M⊂ {1, . . . ,M} such that
⋂
α∈M Uα 6= ∅,
∑
α∈M ∂¯λα = 0, so∑
α∈M
[∂¯, χλα(∇cT,α)k]u =
∑
α∈M
λα[∂¯, χ(∇cT,α)k]u+
∑
α∈M
(∂¯λα) ∧ χ((∇cT,α)k − (∇T )k)u.
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As computed in Section 3.3, the principal part of [∂¯, χλα(∇cT,α)k]u in the direction of T is indepen-
dent of α, so the principal part of
∑
α∈M[∂¯, χλα(∇cT,α)k]u in the direction of T is also independent
of the choice of partition of unity. The commutator with ∂¯∗ is handled similarly.
The terms g([∂¯, χ(∇cT )k]u, [∂¯, χ(∇cT )k]u) and g([∂¯∗, χ(∇cT )k]u, [∂¯, χ(∇cT )k]u) remain the same except
for benign derivatives (which can be estimated by Proposition 2.2) or lower order derivatives (which
can be estimated by induction), so the estimates in local coordinate charts still hold globally. Thus,
we have that
‖χ(∇cT )ku‖ . ‖u‖W k .
This completes the proof
5 Beyond the A Priori Estimate
In this section, we will see how to pass Theorem 4.1 to the genuine estimate. Our idea is similar to
the classical one which the reader can find in [11] and [20].
Let δ denote the signed distance function. Let M > 0 be so large that ρτ := δ + τe
M |z|2 defines a
smooth strongly pseudoconvex domain Ωτ ⊂⊂ Ω for small τ > 0. Let Nτ denote the ∂¯-Neumann
operator on Ωτ , i.e., Nτ = 
−1
τ . By the classical work of Kohn on strongly pseudoconvex domains
with smooth boundaries [16, 17], we know that Nτ is continuous in W
k(Ωτ ) for all k ∈ N. Let
u ∈ W k(Ω). On each Ωτ , we find Nτu ∈ W k(Ωτ ) because of the global regularity of Nτ on Ωτ .
By the discussion in previous sections for weakly pseudoconvex points and Theorem 1.3, we obtain
that
‖Nτu‖W k(Ωτ ) ≤ C‖u‖W k(Ωτ ) ≤ C‖u‖W k(Ω),
where C is independent from τ . Extend Nτu to Ω by letting it be zero outside Ωτ . We have that
‖Nτu‖L2(Ω) ≤ ‖Nτu‖W k(Ωτ ) ≤ C‖u‖W k(Ω).
Since ‖Nτu‖L2(Ω) is uniformly bounded, then a subsequence of {Nτu}τ is weakly convergent in the
L2 norm. Let v be the weak limit.
We want to show that v ∈ Dom(). First, to show v ∈ Dom(∂¯∗), we check that for an arbitrary
(0, 1)-form φ on Ω in Dom(∂¯),
〈∂¯∗v, φ〉 := 〈v, ∂¯φ〉L2(Ω) = lim
τ
〈Nτu, ∂¯φ〉L2(Ω) = lim
τ
〈∂¯∗τNτu, φ〉L2(Ωτ )
because Nτu is in Dom(τ ) for Ωτ , where ∂¯
∗
τ is the adjoint of ∂¯ in Ωτ . But
lim
τ
〈∂¯∗τNτu, φ〉L2(Ωτ )
≤ lim
τ
‖∂¯∗τNτu‖L2(Ωτ )‖φ‖L2(Ω) ≤ limτ
√
‖u‖L2(Ω)‖Nτu‖L2(Ω)‖φ‖L2(Ω) . ‖φ‖L2(Ω).
Thus, by the Hahn–Banach theorem and the Riesz representation theorem, we have that v ∈
Dom(∂¯∗).
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We now show v ∈ Dom(∂¯) and will also show that ∂¯v ∈ Dom(∂¯∗). For an arbitrary smooth
(0, 1)-form φ with compact support in Ω, we compute,
〈∂¯v, φ〉 := 〈v, ∂¯∗φ〉L2(Ω) = lim
τ
〈Nτu, ∂¯∗τφ〉L2(Ωτ ) = limτ 〈∂¯Nτu, φ〉L2(Ωτ ) = 〈g, φ〉L2(Ω),
where g is the weak limit of ∂¯Nτu. The weak limit exists because of the uniform boundedness of
‖∂¯Nτu‖W k (see Lemma 3.2 in [20]). Thus, ∂¯v = g ∈ L2(Ω), i.e., v ∈ Dom(∂¯). Moreover, as a
byproduct, we can see that
〈∂¯v, ψ〉 = lim
τ
〈∂¯Nτu, ψ〉L2(Ωτ ),
for an arbitrary (0, 1)-form ψ in L2(Ω). Thus, for an arbitrary (0, 1)-form φ on Ω in Dom(∂¯),
〈∂¯v, ∂¯φ〉L2(Ω) = lim
τ
〈∂¯Nτu, ∂¯φ〉L2(Ωτ ) = limτ 〈∂¯
∗
τ ∂¯Nτu, φ〉L2(Ωτ ) ≤ ‖u‖L2(Ω)‖φ‖L2(Ω).
Again, by the Hahn–Banach theorem and the Riesz representation theorem, we have that ∂¯v ∈
Dom(∂¯∗). And hence, v ∈ Dom().
We now show v = u. For an arbitrary (0, 1)-form φ with compact support in Ω, we verify
〈v, φ〉L2(Ω) = 〈u, φ〉L2(Ω).
Observe that
〈v, φ〉L2(Ω) = 〈v,φ〉L2(Ω) = lim
τ
〈Nτu,φ〉L2(Ω) = 〈u, φ〉L2(Ω),
which proves v = u in the distribution sense. Since we have already shown v ∈ Dom, we have
v = u.
We now turn to show that ‖v‖W k(Ω) ≤ C‖u‖W k(Ω). Fix an arbitrary τ0 > 0 and on Ωτ0 , Nτu weakly
converges to v|Ωτ0 in W k(Ωτ0). Since
‖v‖W k(Ωτ0 ) ≤ lim infτ ‖Nτu‖W k(Ωτ0 ),
we obtain that
‖v‖W k(Ωτ0 ) ≤ C‖u‖W k(Ω),
which implies
‖v‖W k(Ω) ≤ C‖u‖W k(Ω),
because τ0 is arbitrary.
Thus, for an u ∈ W k(Ω), we can find v ∈ W k(Ω) ∩ Dom() so that v = u and ‖v‖W k(Ω) ≤
C‖u‖W k(Ω). So we obtain Theorem 1.1.
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