ABSTRACT
INTRODUCTION
In today's competitive market environment, there is an urgent need for a transformer manufacturing industry to improve transformer efficiency and to reduce cost, since high quality, low cost products have become the key to survival. Transformer efficiency is improved by reducing load and iron losses. To reduce load losses, the designer can do one or more of the following: use lower loss conductor materials or decrease the current path length or the current density. On the other hand, the designer can reduce iron losses by using lower loss core materials or reducing core flux density or flux path length [1] . In general, attempts to reduce load losses cause increase of iron losses and vice versa [1] . As a result, before deciding the optimal design method, it is necessary to determine which of the two losses should be minimized. Usually, the transformer users (e.g., electric utilities) specify a desired level of iron losses (guaranteed losses) to determine the transformer quality. This is due to the fact that the accumulated iron losses in a distribution network are high since a large amount of distribution transformers is involved. In addition, iron losses appear 24 hours per day, every day, for a continuously energized transformer. Thus, it is in general preferable to design a transformer at minimum iron losses [2] and this is addressed in this paper.
Initially, transformers are designed so that their iron losses are equal (with perhaps a safety margin) to the guaranteed ones. In practice, however, transformer actual iron losses deviate from the designed (theoretical) ones due to constructional defects, which appear during the production phase. Reduction of transformer actual losses, by minimizing the effect of constructional defects, is a very important task for a manufacturing industry.
In particular, (a) it increases the reliability of the manufacturer, (b) it reduces the material cost, since smaller safety margin is used during the transformer design phase and (c) it helps the manufacturer not to pay loss penalties. The latter occurs in case the actual transformer losses are greater (usually 15%) than the guaranteed ones. In general, it is clear that manufacturers, who are able to offer transformers of better quality (lower losses) at the same price, will increase their market share.
Several works have been proposed in the literature for the estimation of transformer iron losses during the design phase. These approaches can be grouped into two main categories. The first group is based on the arithmetic analysis of the electromagnetic field of the transformer cores, while the second group uses iron loss models based on experimental observations. In the former approach, finite elements and finite difference methods are mainly used. The potentials of the electromagnetic fields are calculated, by creating mesh models of the transformer geometry, and using several field parameters, such as the magnetic flux distribution. This analysis is very important during the transformer design phase, when the manufacturer needs to check the correctness of the transformer drawings. Key works adopting this approach are provided next. In [3] , the 3D 3 leakage fields are estimated and in [4] the spatial loss distribution is investigated using a generic 2D finite difference method. 3D magnetic-field calculations are performed in [5] to evaluate several transformer parameters, while in [6] the effects of a number of core production attributes on core loss performance have been examined. Other works, in this category, model three-phase transformers based on the equivalent magnetic circuit of their cores [7] , [8] .
In the second approach, experimental curves are usually extracted using a large number of measurements to investigate the effect of several transformer parameters on iron losses [2] . However, due to the continuous evolution both of technical characteristics of the magnetic materials and the design of cores, the experimental curves should systematically be reconstructed when data change. Alternatively, linear or simple non-linear models are used in order to relate transformer iron losses to the magnetic induction and geometrical properties of the magnetic core [9] - [11] . The parameters of these models are estimated based on experimental observations. However, these methods provide satisfactory results only for data (transformers) or conditions on which they have been estimated. Their performance deteriorates severely in case of new samples, which are not included in the "training" set.
Although, all the aforementioned approaches (theoretical or experimental) provide a sufficient framework for the calculation of transformer iron losses during the design phase, they do not take into account the effect of constructional defects, which cause the deviation of the actual losses from the theoretical ones. More specifically, it has been found that the maximum divergence between the theoretical and actual iron losses of a specific production batch could as high as ±10%. These deviations are to a great extent attributed to the deviations of the actual core characteristics from the designed ones. For example, the maximum deviation of the iron losses of the individual cores can reach up to ±15%, while the maximum deviation of the core weights up to ±1.5% [12] .
In this paper, reduction of transformer iron losses is achieved during the transformer production phase. In particular, an optimal method is presented to estimate the most appropriate arrangement of individual cores, which yields transformers of minimum actual iron losses. This is achieved by compensating the constructional defects, which appear in the production phase. The method is relied on a combined neural network -genetic algorithm (GA) scheme. The goal of the neural network architecture is to predict transformer actual losses prior to their assembly. For this reason, several measurements (attributes) are obtained during the transformer production phase. A decision tree methodology is adopted next to select the most significant attributes, which are fed as inputs to the neural network. A genetic algorithm is finally applied to estimate the optimal arrangement of individual cores that assemble a transformer. In our case, optimality means that the iron losses of all constructed transformers in a production batch should be as minimal as possible. The genetic algorithm exploits information provided by the neural network architecture to perform the minimization task. In particular, 4 the network predicts the transformer quality (iron losses) of a given core arrangement. The proposed scheme has been applied in a transformer manufacturing industry and the results reveal a significant economic benefit. This paper is organized as follows: Section 2 describes the current practice for estimating iron losses and for grouping the individual cores. Section 3 presents a general overview of the proposed method. Section 4 presents the prediction of iron losses using neural networks. In particular, in this section we describe the constructive algorithm used to train the network, the method applied for attribute selection and the weight adaptation algorithm used for improving the network performance. Section 5 presents the reduction of iron losses using a genetic algorithm (GA). In this section, we also discuss issues related to the GA convergence. Finally, section 6
shows the results and economic benefits obtained from the application of the proposed techniques in a transformer industry. Section 7 concludes the paper.
CURRENT PRACTICE FOR PREDICTING IRON LOSSES AND GROUPING

INDIVIDUAL CORES
A three-phase wound core distribution transformer is constructed by assembling two small and two large individual cores, according to the arrangement described in Figure 1 . In particular, the four cores are placed as follows: a small core, followed by two large cores, followed by another small core (from left to right). The window width of large cores is twice of the width of small cores. Based on the previous arrangement, N threephase transformers are constructed from 2*N small and 2*N large individual cores. Let us denote as s V ( l V ) the set of all 2*N small (large) cores. A transformer is represented by a vector i t , the elements of which corresponds to the four individual cores that assemble the transformer, 
where
) indicates the small (large) core in the left or right position for the transformer i t . In the following subsection, we analyze how the iron losses are estimated in current practice, while subsection 2.2 presents the current core grouping process, used to assemble a transformer. 5 
Core Loss Estimation
Iron losses constitute one of the main parameters for determining the transformer quality. Usually, customers' specifications define an upper limit, say 0 P concerning transformer iron losses. For this reason, the transformer is designed [13] so that its theoretical (design) iron losses d i P t are less or equal to the specified loss limit 0 P ,
where m corresponds to the safety margin used during the transformer design.
In current practice, the typical loss curve is used to estimate the theoretical iron losses 
The theoretical core weight of transformer i t , i.e., d i K t , is calculated from the theoretical weights of its four individual cores. That is,
where The theoretical weights of individual cores depend on their geometrical dimensions, (i.e., width and height of core window, thickness and width of core leg), the core space factor and the rated magnetic induction, as described in [14] . The magnetic induction is the same as the one used for the three-phase transformer to estimate the specific losses d i S t based on the curve of Figure 2 .
Based on the above, various transformer parameters, which affect the theoretical transformer weight and its specific iron losses, are examined and the design which satisfies the customers' requirements [equation (3) ] at a minimum cost, is selected as the most appropriate. 6 The total theoretical (design) losses of the four individual cores assembled to construct the transformer i t are given by, 
Core Grouping Process
Although all transformers constructed under the same design should present the same iron losses d i P t , their actual losses, say a i P t usually diverge from the designed ones. This is due to the fact that several parameters, involved in the construction process, such as the formation of individual cores, the conditions of transformer production and the quality of magnetic material, affect the final transformer quality. Thus, it is possible for the actual iron losses of a transformer to exceed the upper loss limit 0 P . The same happens with the actual losses of individual cores, which in general differ from the designed ones. In the following, we denote as a l P ( a s P ) the actual iron losses of a large (small) individual core from all 2*N available large (small) cores. Therefore, random assembly of two small and two large cores to form a three-phase transformer may result in transformers of significant deviation from their designed quality. In particular, grouping together only cores of low quality constructs transformers of unacceptable quality. For this reason, a grouping process of individual cores is performed by assembling cores of high and low quality together. In this way, cores of low quality are compensated with cores of high quality to reduce the deviation of transformer actual losses from the designed ones. In current practice, the following grouping method is used.
Initially, individual cores (small or large) are classified into "quality classes" according to the deviation of their actual losses from the designed ones. In particular, the quality classes for small/large cores are defined as
where in the previous equation seven (7) "quality classes" are assumed. A grade is assigned to each class indicating its quality, so that all cores of a class are characterized by the same quality grade. Since the class index k is inversely proportional to the core quality, the negative index of the respective class is defined as its grade,
where we recall that s V s ∈ , and l V l ∈ is a small/large core from all 2*N small and 2*N large available.
Based on the quality grade of each individual core, a grouping process is applied to reduce the deviation of the actual iron losses of the constructed transformers. In particular, cores of high and low quality grades are assembled together to prevent production of transformers with very low or too high quality. This is accomplished by selecting the four individual cores,
, comprising the transformer i t , so that the sums of the quality grades of the two small and two large cores are close to zero, that is
and
or equivalently is held that:
where a i F t represents the total actual losses of the four individual cores assembled to construct the transformer i t . Equation (10) indicates that the average actual iron losses of the two small and two large individual cores for all transformers i t are close to the theoretical ones with an uncertainty interval of δ ± , i.e., the class width.
In the above method, the quality of individual cores is used to indicate the quality of three-phase transformers. However, the actual losses of a transformer are not equal to the losses of its individual cores. This 8 is due to the fact that additional parameters appear during the transformer construction, like the exact arrangement of the four individual cores, which are not considered by the above-mentioned technique. For example, reordering the two small or the two large cores of a transformer, results in different actual iron losses though the average losses of the four cores remain the same. Another drawback of the current grouping process is that it does not provide the optimal arrangement of the 2*N small and 2*N large cores so that the iron losses of the N constructed transformers are as minimal as possible.
PROPOSED METHOD
In this paper, a novel technique is proposed so that the 2*N small and 2*N large cores are appropriately arranged to construct transformers of optimal quality. Figure 3 presents a block diagram of the proposed scheme. First, the transformer design is accomplished based on customers' specifications and several technoeconomical criteria as described in subsection 2.1. In this phase, several constructional parameters of the transformer are specified, such as the geometric characteristics of individual cores, the thickness, grade and supplier of magnetic material, and the rated magnetic induction. Then, the individual cores are constructed and several measurements are taken for each core to determine the core performance. Next, a combined neural network and genetic algorithm approach is used to estimate the optimal core arrangement which results in threephase transformers of minimum iron losses. More specifically, the measurements taken from the core construction phase, as well as additional parameters, affecting the transformer quality, are used to predict the actual iron losses of the transformer. The prediction is accomplished through a neural network that relates all the parameters, called attributes, with the actual transformer losses. A new grouping process is then applied to minimize the iron losses of all constructed transformers by the available small and large cores. In general, the number of core combinations is extremely large for a typical number of small/large cores. For that reason a genetic algorithm has been adopted to estimate within a few iterations the optimal arrangement of the four individual cores so that transformers of the best quality are constructed. In particular, at each step, a population of new core arrangements is generated and prediction of the actual iron losses of the respective transformers is accomplished by the neural network model until minimal losses are provided for one specific (optimum) arrangement.
NEURAL NETWORKS FOR PREDICTING IRON LOSSES
The neural network architecture used for predicting the actual iron losses of a three-phase transformer is analyzed in this section. For each transformer i t , several attributes are extracted and gathered in a vector, say
. This vector is fed as input to the neural network. However, for different types of magnetic material and supplier, different relations between the extracted attributes and transformer actual losses are expected. This is 9 due to the fact that each supplier follows a specific technology of magnetic material production, while the grade and thickness present their own characteristics. In the following, the term environment is used to indicate a given supplier, thickness and grade of magnetic material. 
As can be seen, in equations (11) and (12), the actual specific iron losses (in W/Kg) have been used as output of the neural network model, instead of the actual iron losses (in W). This selection improves the network performance (generalization) since normalization of the network output is performed per weight unit.
Furthermore, neural network training is made more efficient by using such a normalization scheme. Then, the actual transformer iron losses are calculated by multiplying a i S t by the sum of the actual weights of the four individual cores that assemble the transformer i t .
Selection of the most appropriate environment is performed during the design phase, where the type of the magnetic material and the respective supplier are determined. Consequently, the environment type is known before the transformer construction. 10 The neural network structure used to approximate ) (⋅ c h is depicted in Figure 4 . As is observed, the network consists of a hidden layer of n neurons, J input elements and one output neuron. In our case, a linear output unit is used, since the network approximates a continuous valued signal, i.e., the specific iron losses of a transformer.
The number of hidden neurons n, as well as the network weights are appropriately estimated based on a constructive training algorithm, which is described in the following subsection. Furthermore, a Decision Tree (DT) methodology is adopted to select the most appropriate attributes used as inputs to the network among a large number of candidates ones (see subsection 4.2). Finally, subsection 4.3 presents a weight adaptation algorithm used to adapt the network weights in case that a slight modification of the environment conditions is encountered.
Network Training and Generalization Issues
The neural network size affects the prediction accuracy. Particularly, a small network is not able to approximate complicated non-linear functions, since few neurons are not sufficient to implement all possible input-output relations. On the other hand, recent studies on network learning versus generalization, such as the VC dimension [16] , [17] indicate that an unnecessarily large network heavily deteriorates network performance. In this paper, the constructive algorithm, presented in [18] , has been adopted to simultaneously estimate the network size and the respective network weights. Usually, constructive approaches present a number of advantages over other methods used for network size selection. More specifically, in a constructive scheme, it is straightforward to estimate an initial size for the network. Furthermore, in case that many networks of different sizes provide acceptable solutions, the constructive approach yields the smallest possible size [18] .
Let us denote as ) ( , ⋅ n c h the function, which implements the neural network of Figure 4 , in case that n hidden neurons are used. The subscript c is omitted in the following analysis since we refer to a specific environment. If we denote as ) (⋅ j r , j=1,2,…,n the function that the jth hidden neuron implements, then the network output is given as
where j u is the weight, which connects the jth hidden neuron to the output neuron (see Figure 4 ) and a n i S ,t the estimate of the actual specific iron losses provided by a network of n hidden neurons.
Based on the neural network structure of Figure 4 , function
is written as
11 where ) (⋅ f denotes the activation functions of hidden neurons (the sigmoid in our case), j w the weight vector, which connects the jth hidden neuron with the input layer and as j ϑ the bias of the jth hidden neuron.
Let us now assume that a new unit (neuron) is added to the hidden layer of the network. Let us also denote as a n i S 1 , + t the estimate of specific actual losses provided by a network of n+1 hidden units. Then, based on equation (13), the following relationship is satisfied . All the other network weights are considered fixed.
In particular, the new network weights are estimated so that the error between the actual specific iron losses and the ones estimated by the network decreases as a new hidden neuron is added. To estimate the new network weights, we initially define the following quantity 
where n a n a n h h S S e i i, (17) represents the residual error of the target non-linear function (actual specific iron losses) and the one implemented by a neural network of n hidden neurons. In equation (16) , the > ⋅ < corresponds to the inner product, while ⋅ to the norm.
Based on functional analysis, it has been proven in [18] that the error n e tends to zero as the number of n increases, i.e., 12 Consequently, if a neural network is constructed incrementally, with weights that satisfy equation (18) then strongly convergence to the target function is accomplished. Maximization of (18) is performed using the algorithm of [19] .
However, in practice, the exact form of target function h actually is unknown, and thus the error n e cannot be directly calculated. For this reason, a training set is used, consisting of L transformers, all belonging to the same environment, to provide a consistent estimate of n e .
In particular, let us denote as tr S this training set. Then, an estimate of quantity Γ is given by,
is the absolute difference between the actual specific iron losses and the predicted ones for a network of n hidden neurons in case of a transformer
. In equation (19) , n E and The generalization performance, however, of the neural network, i.e., the error over data outside the training set, does not keep on improving as more hidden units are added. This is due to the fact that a large number of hidden units makes the network sensitive to the data of tr S . Particularly, what a network is learning beyond a number of hidden neurons is actually noise of data of the training set. As a result, the generalization performance starts to decrease and the incremental construction of the network is terminated. In our case, this is accomplished by applying the cross validation method. According to this method, the available data are divided into two subsets; the first subset (training set) is responsible for estimating the network parameters, while the second subset (validation set) evaluates the network performance. The error on the validation set will normally decrease during the initial phase of training, as does the error on the training set. However, when the network begins to overfit the data, the error on the validation set will typically begin to rise and the constructive training algorithm is terminated (early stopping). 13 
Attribute Selection
Another factor, which affects the network performance, is the type of attributes used as network input. Table 2 are explained in section 2.
The Decision Tree (DT) Methodology
A Decision Tree (DT) methodology [20] , [21] has been adopted in this paper for attribute selection. Initially, an acceptability criterion is defined. Let us denote as a C the class, which contains all acceptable transformers and as u C the class, which contains all unacceptable transformers. In our case, classes a C and u C are defined as follows
where ξ is a constant indicating the unacceptability threshold.
In order to describe the structure of a DT, we initially present an example in Figure 5 created from a set of 1680 transformers of the 1 st environment. As observed, the tree consists of two different types of nodes; the terminal nodes and the non-terminal nodes. A node is said to be terminal if it has no children. On the contrary, each non-terminal node has two children and is characterized by an appropriate test (condition) of the following
where γ is a threshold value of attribute i I , optimally estimated during the DT construction. This test dichotomizes the non-terminal node in the sense that the left child contains all transformer (samples), which satisfy the test of parent node, while the right child contains the remaining transformers. For each node, the number of transformers (samples) that this node contains and the respective acceptability ratio is also presented.
Based on the acceptability ratio, a terminal node is classified to one of the two available classes. In particular, in case that the acceptability ratio is greater than 50%, the terminal node is assigned to class a C . Otherwise, it is assigned to class u C . The exact notation used for each DT node of Figure 5 is explained in Figure 6 .
A DT is created by applying two main operators; the splitting operator and the stopping operator. The first estimates the most appropriate test that should be applied to a non-terminal node, while the second determines whether a node is terminal or not.
For the spitting operator, the optimal splitting rule described in [20] is used in our case. More specifically, the algorithm estimates the test that provides the best separation of all transformers of the examined node into acceptable and unacceptable samples. The optimal slitting rule is repeated for each node of the tree, until a node is labeled as terminal according to the stopping criterion. Two different types of terminal nodes are distinguished; the "LEAF" and "DEADEND" nodes. A node is said to be "LEAF" if it contains transformers, which completely belong (or in practice almost completely) in one of the two classes. On the other hand, a node is denoted as "DEADEND" if the gain by splitting this node provides no significant statistical information. This gain is determined by the risk level a of the DT [20] - [22] .
Implementation Issues
The risk level a affects the structure of a DT. In particular, in case a small value of risk level is used, the tree is grown with a small number of nodes and vice versa. However, the classification performance of a DT does not keep on improving as its size increases. For this reason, the optimal value of risk level a is the one that provides the maximum classification accuracy with the minimum possible DT complexity (minimum number of tree nodes). In order to estimate the classification performance of a DT, we use a different evaluation set. For each sample (transformer) of this set, the tests (conditions) of the non-terminal nodes are evaluated until a terminal node is reached. Then, the classification accuracy is computed by comparing the actual class that this sample belongs to, with the class of terminal node, which this sample is assigned to. Figure 7 illustrates the classification accuracy of the DT of Figure 5 using a set of 560 transformers (samples) of the 1 st environment for risk levels in the range of 0.001% to 10%. As it can be seen, the classification accuracy increases until a risk level smaller than 0.75%. Then, it starts to decrease. Furthermore, 15 the maximum accuracy (i.e., 95.5%) is reached for risk levels in the interval 0.20% -0.75%. Figure 8 illustrates the DT complexity (number of nodes) versus the risk level. As observed, the DT complexity increases with respect to the risk level. By combining Figures 7 and 8 , we can estimate the risk level value that provides the maximum accuracy at the minimum possible DT complexity. This is achieved using 13 DT nodes as illustrated in Figure 5 .
The DT of Figure 5 has been created by applying the aforementioned splitting and stopping operators with a risk level equal to 0.25%. As observed, only 5 attributes among the 19 candidate ones are extracted in this case as the most appropriate, the I 1 , I 2 , I 5 , I 14 , and I 15 .
It has been observed that the classification accuracy of the DT deteriorates in case it is constructed by transformers belonging to all environments [12] . For this reason, three different measurement sets, each of them corresponding to a specific environment, are used to construct the DT (2240, 2350 and 1980 samples respectively). In order to extract the most significant attributes, which are used as inputs to the neural network, we built several DTs by i) randomly selecting different transformer samples of each measurement set to build the tree and ii) by using different values of constant ξ . In our case, 30 randomly selected sets have created for each measurement set (3 × 30=90 sets for all environments), and 5 different values of ξ uniformly distributed in the interval 7% -15%. Then, for each case, the optimal risk level is estimated. This is performed by examining 20 different risk levels in the interval 0.001% -10% and the one which maximizes the DT classification accuracy at the minimum DT complexity is selected as the optimal one, as described above. Consequently 9000 DTs are examined (90 × 20 × 5=9000), 450 of which correspond to the optimal risk level value. The latter (i.e., the 450) are used for the attribute selection. As we have observed, in most cases, the same attributes are extracted, whereas some of them are not selected at all. Furthermore, the same attributes are extracted, even for transformers belonging to different environments. This is due to fact that the environment type determines the influence of an attribute value on transformer iron losses but not the type of attributes.
Taking into account all DTs, the attributes with a probability of appearance greater than 3% are selected as network inputs. These attributes are presented in Table 3 . It should be mentioned that in this case we renumbered the selected attribute indices of Table 2 as they are presented in consecutive order in Table 3 . A small value of probability has been chosen since it is more preferable to use more attributes as inputs to the network architecture than discard some (maybe significant for some situations) of them.
The selection of these attributes is reasonable and expected. More specifically, attribute I 1 is the rated magnetic induction, which is also used in order to calculate iron losses at the design phase by using the loss curve. Attributes I 2 and I 3 express the average specific losses (W/Kg at 15000 Gauss, and 17000 Gauss, respectively) of magnetic material of the four individual cores used for transformer construction. Attribute I 4 is the ratio of actual over theoretical weight of the four individual cores. Attribute I 5 is equal to the ratio of actual 16 over theoretical iron losses of the four individual cores. The significance of the attribute I 5 is that the iron losses of the three-phase transformer depend on the iron losses of its individual cores. In the industrial environment considered, it is observed that the arrangement of cores influences the assembled transformer core losses. This is reflected through the selection of attributes I 6 , I 7 , and I 8 by the DT methodology (see Table 3 ).
Weight Adaptation
In some cases, the conditions under which the respective neural network has been trained may slightly change over time. For example, it is possible that different batches of magnetic material, belonging to the same environment, present small variations in their technical characteristics. In such cases, the network performance is improved by introducing a weight adaptation mechanism, which slightly modifies the network weights to the new conditions.
The weight adaptation mechanism is activated when the network performance deteriorates. This is accomplished during the evaluation phase (see section 3 and Figure 3 ), in which the predicted iron losses are compared with the actual ones. In case that the average prediction error is greater than a pre-determined threshold, the weight adaptation mechanism is activated and new network weights are estimated. The threshold considered is slightly greater than the average error over all data of a test set, which expresses the generalization performance of the network.
The adaptive training algorithm modifies the weights so that the network appropriately responds to new data, and also provides a minimal degradation of the old information [23] , [24] . Training the network, without using the old information, but only the new data, would result in a catastrophic forgetting of the previous knowledge [25] . In our case, the algorithm proposed in [24] has been adopted to perform the weight adaptation.
GENETIC ALGORITHMS FOR REDUCING IRON LOSSES
In this section, we describe the algorithm used for optimal arrangement of the individual cores so that the iron losses of all constructed transformers are as minimal as possible. In particular, in the following subsection the problem formulation is presented while subsection 5.2 describes the genetic algorithm, which is applied for the optimization. Finally, subsection 5.3 discusses issues related to the genetic algorithm convergence.
Optimization of Core Grouping Process
Let us denote as c a vector containing one possible combination of the N three-phase transformers i t , i=1,…,N, that can be constructed by the 2*N available small / large cores,
where T indicates the transpose of a vector.
Vector c is of 1 4 × N dimensions since each transformer i t is represented by a 4x1 vector as equation (1) indicates. A specific arrangement (combination) of all small and large cores, for constructing the N three-phase transformers, corresponds to a given value of vector c. Therefore, any reordering of the elements of vector c results in different arrangement of individual cores, i.e., different three-phase transformers. Figure 9 presents an example of vector c in case that six small and six large cores are available. In particular, the serial numbers from 1 to 6 correspond to small cores, while the numbers from 7 to 12 to large cores. A randomly selected arrangement of these cores is also presented in Figure 9 for constructing three different transformers. 
where opt c is a vector which contains the optimal arrangement of all available small / large cores so that the actual losses over all N transformers are minimized.
The transformer actual losses involved in (25) are estimated by the neural network architecture as has been described in the previous section. However, although the previous equation provides transformers of optimal quality, there is no guarantee that all the generated transformers belong to the acceptable class [see equation (22a)]. For this reason, a very large value is assigned to a transformer whose predicted iron losses satisfy equation (22b) (or are slightly smaller to compensate prediction errors). Thus, any unacceptable core arrangement is rejected.
As observed from equation (25), estimation of the optimal core arrangement results in a global combinatorial optimization problem. Consequently, the previously used feedforward neural network cannot be directly applied for minimizing (25) . This is due to the fact that a feedforward neural network is usually suitable for function approximation or classification but not for function minimization. However, other neural networks models, like
Hopfield networks or Boltzmann machines, trained based on the simulated annealing algorithm, can be used to find the optimal value opt c ( [26] , pp.125-131, 279-301).
Genetic algorithms (GA) can be also applied [27] , [28] . The main advantage of these GA schemes is that they simultaneously proceed multiple stochastic solution trajectories and thus allow various interactions among 18 different solutions towards one or more search spaces ( [29] , pp.102, [27] ). On the contrary, the neural network approaches normally follow one trajectory (deterministic or stochastic) which is repeated many times until a satisfactory solution is reached. Furthermore, neural networks can be applied more appropriately for functions whose the variables are in product form, which is not held in our case. In the following, a genetic algorithm is proposed to perform the aforementioned minimization. Table 4 summarizes the main steps of the proposed method for reducing the transformer iron losses.
The Genetic Approach
In the genetic approach, possible solutions of the optimization problem are represented by chromosomes whose "genetic material" corresponds to a specific arrangement of individual cores. This means that vector c of (24) is represented by a chromosome, while the serial numbers of individual cores are considered as the genetic material of the chromosome. An integer number scheme is adopted for encoding the chromosome elements (genes) as is illustrated in Figure 9 .
Initially, M different chromosomes, say c 1 , …,c M are created to form a population. In our case, M possible solutions of the grouping method used in the current practice are selected for the initial population. This is performed so that the genetic material of the initial chromosomes is of somehow good quality and thus fast convergence of the GA is achieved. The performance of each chromosome, representing a particular core arrangement, is evaluated by the sum of the predicted actual iron losses of all transformers corresponding to this chromosome. The neural network model is used as iron loss predictor. For each chromosome, a fitness function is used to map its performance to a fitness value, following a rank-based normalization scheme. In particular, all chromosomes c i i=1,2,…,M are ranked in ascending order according to their performance, i.e., the sum of the predicted transformer losses. Let
be the rank of chromosome i c (rank=1 corresponds to the best chromosome and rank=M to the worst). Defining an arbitrary fitness value 0 F for the best chromosome, the fitness ) ( i F c of the i-th chromosome is given by the linear function
where µ is a decrement rate and is computed in such a way that the fitness function )
The major advantage of the rank-based normalization is that it prevents the generation of super chromosomes, avoiding premature convergence to local minima, since fitness values are uniformly distributed [27] , [30] .
The parent selection mechanism then begins by selecting appropriate chromosomes (parents) from the current population. The roulette wheel [28] is used as the parent selection procedure. This is accomplished by 19 assigning to each chromosome a selection probability equal to the ratio of the fitness value of the respective chromosome over the sum of fitness values of all chromosomes, i.e., (27) where ) ( i p p c is the probability of the chromosome i c to be selected as parent. Equation (27) means that chromosomes of high quality present higher chance of survival in the next generation. Using this scheme, M chromosomes are selected as candidate parents for generating the next population. Obviously, some chromosomes would be selected more than once which is in accordance with the Schema Theorem [28] ; the best chromosomes get more copies, the "average" stay even, while the worst die off. Consequently, each chromosome has a growth rate proportional to its fitness value.
In the following step of the algorithm, couples of chromosomes (two parents) are randomly selected from the set of candidate ones, obtained from the parent selection mechanism. Then, their genetic material is mated to generate new chromosomes (offspring). The number of couples selected depends on a crossover rate. A crossover mechanism is also used to define how the genes should be exchanged to produce the next generation.
Several crossover mechanisms have been reported in the literature. In our approach, a modification of the uniform crossover operator [27] , [28] has been adopted. As is explained in the following section, this modification does not spoil the GA convergence. In this case, each parent gene, i.e., an individual core, is considered as a potential crossover point. In particular, a gene is exchanged (undergone crossover), if a random variable, uniformly distributed in the interval [0 1], is smaller than a pre-determined threshold. Otherwise, the gene remains unchanged. It is possible however for an individual core to appear more than once in the genetic material of the generated chromosome. This means that one individual core is placed to more than one transformer or to more than one position of the same transformer, which corresponds to an unacceptable core arrangement [equation (2)]. For this reason, the following modification of the uniform crossover operator is adopted. After the exchange of one gene between the two parents, it is highly possible that the gene appears twice in the chromosome. In this case the gene coinciding with the new gene is replaced with the gene before the exchange. Figure 10 illustrates an example of the proposed crossover mechanism in case that six small and six large cores are assembled to generate three transformers. In this example, the two parents exchange their genes only between the crossover points 2, 3 and 4 for simplicity. As observed, the genes {10,12,1} of the 1 The next step is to apply mutation to the newly created population, introducing random gene variations that are useful for restoring lost genetic material, or for producing new material that corresponds to new search areas [28] . Uniform mutation is the most common mutation operators and is selected for our optimization problem. In particular, for each gene a uniform number is generated into the interval [0 1] and if this number is smaller than the mutation rate the respective gene is swapped for other randomly selected gene of the same category, i.e., small or large core. Otherwise, the gene remains unchanged. In our experiment, the mutation rate is selected to be 5%. Swapping genes of the same category is necessary for creating valid core arrangement.
At each iteration, a new population is created by inserting the new chromosomes, generated by the crossover mechanism, and deleting their respective parents, so that each population always consists of M chromosomes.
Several GA cycles including fitness evaluation, parent selection, crossover and mutation are repeated, until the population converges to an optimal solution. The GA terminates when the best chromosome fitness remains constant for a large number of generations, indicating that further optimization is unlikely.
5.3
GA Convergence
The aforementioned modifications of the crossover and mutation operators do not effect the convergence property of the GA. To show this, an analysis is presented in the following, by modeling the GA as a Markov
Chain. In particular, each state of the Markov state corresponds to a possible solution of the GA, i.e., a specific vector c. Let us denote as D a set, which contains all possible Markov states. Then, for two arbitrary states, say, i,j∈D, we denote as p ij the transition probability from state i to state j. Gathering transition probabilities for all states in D, the transition matrix of the chain is formed as P=(p ij ). Since in the GA, transition from one state to another is obtained by applying the crossover and mutation operator, matrix P can be decomposed as follows [31] ,
where matrix C indicates the effect of crossover operator and matrix M the effect of mutation operator.
Let us denote as ij c the elements of matrix C=( ij c ). The ij c express the transition probability from state i∈D to the state j∈D, if only the effect of the crossover operator is taken into consideration. Since the crossover operator probabilistically maps any state of D to any other state of D, matrix C is a stochastic matrix. More specifically, a matrix is said to be stochastic if its elements ij c satisfy the following property,
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The previous equation means that from a valid solution (i.e., a state of D), the crossover operator produces another valid solution (i.e., another state of D). This is exactly happened with the proposed modification of the crossover operator, since only valid solutions are permitted.
On the other hand, matrix M is positive. This is due to the fact that the mutation operator is applied independently to each gene of a chromosome. Furthermore, each gene can potentially undergo mutation.
Consequently, the elements ij m of matrix M, which express the transition probabilities from state i∈ D to state j∈ D taking into account only the effect of the mutation operator, are strictly positive.
It has been proven in [31] that if matrix C is stochastic and matrix M is positive, the transition matrix
[see equation (28)] of the Markov chain is primitive (i.e., there exists k>0: P k is positive). In this case, it has been shown in [31] that the GA converges to the optimum solution if the best solution is maintained over time. This means that, starting from any arbitrary state (valid solution), the algorithm visits any other state (valid solution) within a finite number of transitions.
RESULTS
In this section, we analyze the results obtained by applying the proposed neural network-genetic algorithm scheme to a manufacturing industry following the wound core technology. In particular, subsection 6.1 presents the performance of the neural network architecture as an accurate predictor of transformer iron losses, while subsection 6.2 indicates the iron loss reduction which is achieved using the combined neural-genetic scheme.
Finally, subsection 6.3 discusses the economic advantages that arise by the use of the proposed scheme to the examined manufacturing industry.
Iron Loss Prediction
To predict transformer iron losses, we initially construct three industrial measurement sets (MS), each of which corresponds to a specific environment. In particular, the measurement set of the first environment comprises 2240 actual industrial samples (transformers), while the set of the second and third environment 2350 and 1980 samples (transformers) respectively. Each sample is a pair of the eight attributes selected by the DT, (see Table   3 ) and the associated actual specific iron losses of the transformer. The measurement set of each environment is randomly partitioned into three disjoint sets; the training set, the validation set and the test set. The training set is used to estimate the network parameters (i.e., weights), the validation set to terminate network training (see subsection 4.1), while the test set to evaluate the network accuracy. Table 5 presents the number of data included in the training, validation and test set for the three examined environments.
22 Figure 11 illustrates the network performance versus the number of hidden neurons over all data in the training and validation set for the 1 st environment. In our case, the network performance is evaluated by the average absolute relative prediction error n R , which is defined as follows 
where we recall that a i S t are the actual (measured) specific iron losses of transformer i t and a n i S , t the predicted ones in case that the number of hidden neurons of the network is equal n.
As is observed, the error on training set decreases monotonically for an increasing number of hidden neurons. Instead, the error on validation set decreases until 8 hidden neurons are added and then it starts to increase. This is called early stopping point (8 hidden neurons) and is depicted in Figure 11 . When we look at the "training" curve (solid line), it appears that we could improve the network performance by using more than 8 hidden neurons. This is due to the fact that the proposed constructive algorithm estimates the new network weights so that the output of the new added neuron compensates the current residual error [see equations (18, 19, 20) ]. As a result, the error over data of the training set is driven to fall. In reality, however, what the network is learning beyond the early stopping point is essentially noise contained in the training data. For this reason, the "validation" curve (dotted line) increases beyond this point, indicating that the generalization performance of a network with more than 8 hidden neurons begins to deteriorate, since overfitting of the training data is accomplished. As a result, 8 hidden neurons are selected for the neural network associated to the first environment. Similar prediction accuracy is observed for the networks corresponding to the other two environments, where the most appropriate number of hidden neurons is estimated to be 8 and 9 respectively. The prediction accuracy of the neural network versus the number of hidden neurons when we mix data of all examined environments in the validation set, is depicted in Figure 12 (dotted line). In this case, the environment type is fed as additional input (attribute) to the neural network. The absolute relative error obtained using data only of the first environment is also plotted in this figure for comparison purposes. As is observed, smaller prediction error is achieved if the network has trained using data of the same environment. Figure 13 presents the fractile diagram or the Quantile-Quantile plot [32] of the specific iron losses for the 1 st environment. In this figure, the real (measured) specific iron losses are plotted versus the predicted (by the loss curve and the neural network) specific iron losses. Perfect prediction lies on a line of 45 0 slope. It is observed that the prediction provided by the neural network (dotted line in Figure 13 ) is closer to the optimal line of 45 0 than the loss curve prediction (solid line in Figure 13 ).
23 Table 6 presents the average absolute relative error on test set, for the three environments considered. In all cases, the neural network improves the prediction accuracy by more than 65%.
Despite the very good performance of the neural network in predicting iron losses, its application during transformer construction must be monitored. The reason is that during the manufacturing, the conditions to which the neural network has been trained may change. The way of monitoring the performance of the neural network is to define an upper limit for the average absolute relative error. If the average error of a production batch is above this limit then the weight adaptation mechanism is activated and the neural network is retrained using the algorithm described in subsection 4.3. For example, Figure 14 shows the average absolute relative error for various production batches of the 1 st environment, the average error on the test set and the upper limit of the average error. More specifically the average error on the test set is equal to 0.95% as given in Table 6 and the upper limit is set 10% above the average error of the test set, i.e. the upper limit is 1.045%. It is observed that at the 19 th production batch the average absolute relative error exceeds the defined upper limit of 1.045%.
Consequently, the weight adaptation mechanism is activated. After adaptation, the average absolute relative error on the test set is 0.94% and the new upper limit is set to 1.034%, i.e. 10% above the average error of the test set. Figure 15 presents the average absolute relative error for various production batches after the adaptation of the neural network weights. It is observed that for the following 11 production batches the average absolute relative error is within the tolerated interval.
Iron Loss Reduction
The proposed genetic algorithm based grouping process was used in order to group 100 small and 100 large cores of the same production batch of 50 transformers, 100 kVA, 50 Hz of first environment. Figure 16 shows the minimum value, over the whole population, of the total predicted iron losses of the best chromosome versus the cycle (or generation) of the genetic algorithm. The total predicted iron losses decrease as the GA cycle increases, until it reaches a minimum value of 10,846 W at 86 th generation.
The output of the genetic algorithm grouping process is not only the minimum value of the total predicted iron losses of the best chromosome (i.e., 10,846 W for the example of Figure 16 ) of the 50 transformers. It also provides for each one of the 50 transformers the optimal core arrangement and the associated predicted iron losses. Figure 17 evaluates the performance of the genetic algorithm comparing the predicted with the actual iron losses (measured after the transformer construction) for each one of the 50 transformers, for the example of Figure 16 . In this case, the average absolute relative error is equal to 1.03%. Figure 18 confirms the very good performance of the genetic algorithm in the other two environments considered. In this case, the average absolute relative error is 0.95% and 1.17%, respectively. 24 
Exploitation of the Results
The proposed combined neural network-genetic algorithm approach has been coded in a GANN toolbox and is currently used in the considered industrial environment. Using appropriate data acquisition systems, measurements are collected and fed to the GANN toolbox as well as to a statistical processing and graphical visualization toolbox.
The application of the combined neural network-genetic algorithm provides significant economic advantages for the transformer manufacturer. More specifically, it helps a) to reduce transformer iron losses, b) to reduce the cost of materials and c) to avoid paying loss penalties. Figure 19 shows the iron loss distribution of a production batch of 50 transformers, 160 kVA, into two different periods. In period 1, the method of grading into quality classes is used as grouping process, while in period 2, the proposed neural network-genetic algorithm is applied. In both periods, the transformer specification is the same and the desired (guaranteed) no-load losses are 315 W.
Since large deviations in iron losses were observed in period 1, the designed iron losses were 296 W, namely 6% lower than the desired iron losses. On the other hand, in period 2 the iron loss deviations were much lower and therefore the designed iron losses could be raised to 311 W, that is 1.3% lower than the desired iron losses.
From Figure 19 it can be concluded that the iron loss results of period 2 are by far better than the results of period 1. More specifically, the variation of iron losses is smaller (23.6 W for period 2, instead of 48.5 W for period 1) and the mean value of iron losses (313.15 W, instead of 307.31 W) is closer to the desired iron losses.
The results of Figure 19 are summarized in Table 7 .
The results presented in Figure 19 and Table 7 have been confirmed for a large number of transformer constructions. Table 8 presents the evolution of the average absolute relative error of iron losses for the two different periods. In this case, the average absolute relative error is defined by the difference of the designed iron losses from the desired losses. Each of the periods corresponds to a different grouping process of cores (period 1 refers to the "quality class" grouping method, while period 2 to the proposed neural network-genetic algorithm).
The proposed scheme leads to reduction of the production cost. Let us assume that it is required to construct 50 kVA transformers with 131 W guaranteed losses. In period 1, a 6.0% safety margin was satisfactory, and the transformer was calculated to have 123 W designed losses. In period 2 the transformer is evaluated to have 129 W designed losses (safety margin 1.5%). The ability for the reduction of the safety margin between the designed and the desired iron losses offers significant savings of magnetic material. Moreover, the reduction of the weight of the magnetic material leads to the construction of transformers of smaller dimensions. The latter results in the reduction of the weight of the material of the windings (copper), insulating materials and transformer oil.
25 Table 9 shows the reduction of transformer cost achieved in period 2 in relation to the period 1 for the 50 kVA transformer design. For both periods the cost of materials is considered to be 1.746 $/Kg for the magnetic material, 3.175 $/Kg for the copper and the insulating materials and 0.571 $/Kg for the transformer oil. The cost reduction results are presented in Figure 20 . Table 10 presents the reduction of the cost of materials achieved for transformers of 100, 160 and 250 kVA for period 2 in relation to period 1. In this table, the cost of each one of the materials is expressed as a percentage of the respective cost of period 1.
From Table 10 it can be seen that for the three different types (kVA) of transformer designs an approximately 3.0% reduction of the cost of the four main materials of transformer is achieved. This reduction is significant since the four above-mentioned materials represent about the 75% of the total cost of transformer materials.
CONCLUSIONS
In this article, neural networks are combined with genetic algorithms in order to reduce transformer iron losses.
More specifically, neural networks are used to predict iron losses of the wound core type transformers prior to their assembly. Each of the neural networks is suited to a different environment, i.e. to a certain supplier, grade and thickness of magnetic material. The prediction is based on measurements on the individual cores taken at the early stages of transformer construction. Furthermore, the genetic algorithms are used in combination with neural networks in order to reduce the transformer iron losses. Application of the proposed artificial intelligence framework to a transformer manufacturing industry has verified the accuracy of the prediction in all the examined environments and reduction of the transformer losses has been achieved. These results provide significant economic gains to the transformer manufacturer.
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