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Abstract
We study the topological K-theory spectrum of the dg singularity category associated to
a weighted projective complete intersection. We calculate the topological K-theory of the dg
singularity category of a weighted projective hypersurface in terms of its Milnor fiber and mon-
odromy operator, and, as an application, we obtain a lift of the Atiyah-Bott-Shapiro construction
to the level of spectra.
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1 Introduction
Let F be a field. The seminal work [Seg74] provides a beautiful method for constructing the
algebraic K-theory spectrum of F from the sum operation on the category C of finite-dimensional
F -vector spaces. Namely, the sum equips the classifying space
C1 :=
∐
n>0
BGL(n, F )
of objects in C with a composition law which is associative and commutative up to coherent ho-
motopy. This composition law is captured in the datum of a simplicial space C• whose k-cells are
given by the classifying space
Ck :=
∐
n1,...,nk

 ∏
S⊆{1,...,k}
EGL(
∑
i∈S
ni, F )

 /GL(n1, F )×GL(n2, F )× · · · ×GL(nk, F )
of k-tuples of vector spaces together with choices for all possible sums. The commutativity is
reflected in additional symmetries on the simplicial space C• providing it with the structure of
a Γ-space. The general theory of Γ-spaces described in [Seg74] explicitly exhibits the “group
completion” Ω|C•| as an infinite loop space which, in the case at hand, yields the algebraic K-
theory spectrum of F .
Assume now that F is the field C of complex numbers. As already pointed out in [Seg74], we can
simply modify the defining formulas for Ck, replacing the discrete topology on the groups GL(n,C)
with the classical Lie group topology. The group completion of the resulting Γ-space C• yields the
topological complexK-theory spectrum Z×BU. This somewhat ad-hoc description of topological K-
theory as a “topologization” of algebraic K-theory can be spelled out more systematically: namely,
the classifying spaces Ck of objects can be considered as the C-valued points of corresponding
moduli stacks Mk of objects. One can then define the complex topologization MC of any pre-stack
M via the homotopy left Kan extension of the apparent topologization functor
AffC → Top,X 7→ XC
for complex affine schemes of finite type. In the above context, we have Mk(C) ≃ Ck and (Mk)C ≃
Ck so that topologization becomes an intrinsically defined operation. Based on this idea, a theory
of complex topological K-theory for C-linear differential graded categories has been developed in
[Bla16], based on a proposal of Toe¨n (see e.g. [Toe¨10]). It yields a functor
Ktop : Catdg(C) −→ Sp,
where Sp denotes the category of symmetric spectra.
In this work, we study the topological K-theory of equivariant singularity categories. In Sec-
tions 2 - 4, we provide some background on dg categories, singularity categories, and graded matrix
factorizations. In Sections 5 and 6, we establish results concerning the topological K-theory of
dg singularity categories of weighted projective complete intersections, with special attention to
weighted projective hypersurfaces.
Results. Given a graded Gorenstein algebra R over a field k, let Dsg(R) denote its dg singu-
larity category (see Section 3). Let w1, . . . , wn be positive integers, let Q = C[x1, . . . , xn] be the
graded ring with |xi| = wi for all i, let f1, . . . , fc be a regular sequence of homogeneous elements in
Q, and let S = Q/(f1, . . . , fc). We prove the following (Theorem 5.5 below):
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Theorem 1.1. Assume that
∑
|fj| 6
∑
wi. Equip the topological spaces ∪j{fj 6= 0} ⊆ C
n and
C
c
r {0} with the S1 actions given by
z · (x1, . . . , xn) = (z
w1x1, . . . , z
wnxn), z · (u1, . . . , uc) = (z
|f1|u1, . . . , z
|fc|uc).
Then there is a canonical exact triangle of spectra
Ktop(Dsg(S)) −→ KS1(C
c
r {0}) −→ KS1(∪j{fj 6= 0})
+1
−→
Here, KG(−) denotes the representable G-equivariant complex topological K-theory spectrum,
as defined in [May96, Chapter XIV] (as opposed to the K-theory with compact support used in
[Seg68]).
When c = 1, we use the arguments in the proof of Theorem 1.1, along with applications of Bott
periodicity and Kno¨rrer periodicity, to prove the following (Theorem 5.6 below):
Theorem 1.2. Let f ∈ Q be a homogeneous polynomial of degree d. Fix a factorization d = km,
where k,m are positive integers. There is a canonical exact triangle of spectra
Kµm(C
n, Ff ) −→ K
top(Dsg(Q/(f))) −→ Ktop(Dsg(Q[u]/(f + uk)))
+1
−→,
where |u| = m, Ff = f
−1(1) ⊆ Cn denotes the Milnor fiber, and the group µm ⊆ C
∗ of mth roots
of unity acts on Ff via monodromy.
If we take k = 1 in Theorem 1.2, the ring Q[u]/(f+uk) is regular, and hence Dsg(Q[u]/(f+uk))
is the trivial dg category. Thus, we obtain:
Theorem 1.3. Using the notation of Theorem 1.2, there is a canonical weak equivalence of spectra
Kµd(C
n, Ff )
≃
−→ Ktop(Dsg(Q/(f))).
Suppose wi = 1 for all i, let qn = x
2
1 + · · · + x
2
n ∈ Q, and let Rn = C[x1, . . . , xn]/(qn). Setting
k = 2 in Theorem 1.2, we obtain an exact triangle
Ktop(Dsg(Rn)) −→ K
top(Dsg(Rn−1)) −→ K˜(S
n−1)
+1
−→, (1.4)
where K˜ denotes (nonconnective) reduced topological K-theory, and we use Kno¨rrer periodicity to
reformulate the second term. Passing to K0, we obtain a result of [ABS64] expressing the complex
topological K-theory of spheres in terms of Grothendieck groups of Clifford modules (see Section 6).
The triangle (1.4) provides a spectrum level version of this statement which was one of the initial
motivations of this work. We point out that the idea to relate localization sequences like the one
in Theorem 1.2 to the Atiyah-Bott-Shapiro construction has already appeared in [Swa85]. Our
contribution is the proposal to use topological (as opposed to algebraic) K-theory of dg categories,
which is crucial for an interpretation on the level of spectra (as opposed to Grothendieck groups).
Our approach to studying the topological K-theory of matrix factorization categories is inspired
by their appearance in physics as categories of boundary conditions for so-called Landau-Ginzburg
models. The Landau-Ginzburg/Calabi-Yau (LG/CY) correspondence (see e.g. [Wit93]), or rather
its mathematical incarnation in terms of triangulated categories as established in [Orl09], allows
us to relate equivariant matrix factorization categories to derived categories of coherent sheaves.
The topological K-theory of the latter categories can be understood systematically via localization
sequences and the comparison results of [Bla16, HLP15].
Acknowledgements. We would like to thank Anthony Blanc, Ed Segal, and Bertrand Toe¨n for
helpful discussions related to this work.
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2 Differential graded categories
Let k be a field. In this section, we recall some background on k-linear differential graded categories.
We will begin by introducing some basic notions, following Toe¨n’s introduction to the subject in
[Toe¨11].
2.1 Preliminaries
A k-linear differential graded (dg) category C consists of the following data:
• a set Ob(C) of objects;
• for every ordered pair (X,Y ) of objects, a cochain complex HomC(X,Y ) of k-vector spaces;
• for every ordered triple (X,Y,Z) of objects, a morphism
HomC(X,Y )⊗k HomC(Y,Z)→ HomC(X,Z)
of complexes;
• for every object X, a morphism idX : k→ HomC(X,X) of complexes.
This data is required to be compatible in the evident way; see Section 2.3 of [Toe¨11] for details.
A dg functor C1 → C2 consists of
• a map F : Ob(C1)→ Ob(C2) of sets;
• for each ordered pair (X,Y ) of objects of C1, a morphism HomC1(X,Y )→ HomC2(F (X), F (Y ))
of complexes.
Again, we refer the reader to Section 2.3 of [Toe¨11] for the conditions this data must satisfy. Denote
by Catdg(k) the category of k-linear dg categories with morphisms given by dg functors.
Given a dg category C, the homotopy category of C is defined to be the category with objects
Ob(C) and morphisms Hom[C](X,Y ) := H
0HomC(X,Y ). A dg functor F : C1 → C2 evidently
induces a functor [F ] : [C1]→ [C2] on homotopy categories.
A dg functor F is a quasi-equivalence if
• The morphism HomC1(X,Y )→ HomC2(F (X), F (Y )) of complexes is a quasi-isomorphism for
every ordered pair (X,Y ) of objects of C1, and
• [F ] is essentially surjective.
In this paper, we will often wish to consider dg categories only up to quasi-equivalence, and so
we will work in the ∞-category Lqe(Catdg(k)) of dg categories localized along quasi-equivalences.
A sequence C1 −→ C2 −→ C3 of dg functors is called a localization sequence if
C1
//

C2

0 // C3
is a pushout square in the∞-category Lqe(Catdg(k)) (i.e. a homotopy pushout square with respect
to the model structure on Catdg(k) in which the weak equivalences are quasi-equivalences; see
Section 3.2 of [Toe¨11] for details).
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For instance, given a small k-linear abelian category A, denote by Chb(A) the k-linear dg
category of bounded cochain complexes of objects in A, and denote by Chbac(A) ⊆ Ch
b(A) the full
dg subcategory spanned by the acyclic complexes. Then the dg quotient
D
b(A) = Chb(A)/Chbac(A)
is defined via a pushout square
Chbac(A)
//

Chb(A)

0 // Db(A)
in the ∞-category Lqe(Catdg(k)). D
b(A) is called the bounded derived dg category of A. Note that
Db(A) := [Db(A)] is the ordinary bounded derived category of A.
2.2 Topological K-theory of dg categories
As discussed in the introduction, Blanc has recently introduced a notion of topological K-theory
of C-linear dg categories ([Bla16]). We now recall the construction in detail. Let AffC denote the
category of affine C-schemes of finite type, let Set∆ denote the category of simplicial sets, and let
(−)C : AffC → Set∆
denote the functor which sends a scheme X to (the singular simplicial space associated to) its
complex points. Let h : AffC → Fun(Aff
op
C
,Set∆) denote the Yoneda embedding
X 7→ (Y 7→ Hom(X,Y )),
where Hom(X,Y ) refers to (the singular simplicial set associated to) the set Hom(X,Y ) equipped
with the discrete topology. We denote by (˜−)
C
the Set∆-enriched left Kan extension of (−)C along
h:
AffC
h

(−)C // Set∆
Fun(Affop
C
,Set∆).
(˜−)
C
77
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
As above, denote by Sp the category of symmetric spectra. Given a simplicial set S, let Σ∞(S)+
denote the suspension spectrum of the geometric realization of S with base point adjoined, and
denote the induced functor Fun(Affop
C
,Set∆)→ Fun(Aff
op
C
,Sp) by Σ∞(−)+, as well. Let T denote
the Sp-enriched left Kan extension of Σ∞(−)+ ◦ (˜−)C : Fun(Aff
op
C
,Set∆)→ Sp along Σ
∞(−)+:
Fun(Affop
C
,Set∆)
Σ∞(−)+

Σ∞(−)+◦(˜−)C // Sp
Fun(Affop
C
,Sp).
|−|
44
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
Finally, we denote by | − | := LT the left derived functor of T with respect to the e´tale A1-local
model structure on the category of spectral presheaves on Affop
C
.
Now, let C be a C-linear dg category, and consider the object K(C) of Fun(Affop
C
,Sp) given by
Spec(A) 7→ Kalg(A⊗C C), where K
alg(−) denotes the nonconnective algebraic K-theory spectrum.
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Definition 2.1 ([Bla16] Definition 4.1). The semi-topological K-theory spectrum of C is the spec-
trum |K(C)|, denoted Kst(C).
Remark 2.2. This definition is inspired by Friedlander-Walker’s notion of semi-topological K-theory
for quasi-projective complex algebraic varieties ([FW02]).
Let bu denote the connective topological K-theory spectrum of the point. By Theorem 4.6 of
[Bla16], there exists a canonical isomorphism Kst(C) ∼= bu in the homotopy category Ho(Sp). It
follows that Kst(C) is a bu-module. Choose a generator β ∈ π2(bu).
Definition 2.3 ([Bla16] Definition 4.13). The topological K-theory spectrum of C is defined to
be the Bott-inverted semi-topological K-theory spectrum Kst(C)[β−1], denoted Ktop(C). We set
Ktopi (C) := πiK
top(C).
All of the key properties of Ktop(−) which we will use in this paper are expressed in the following
theorem:
Theorem 2.4 ([Bla16] Theorem 1.1). The functor Ktop : Catdg(C) −→ Sp enjoys the following
properties:
1. Ktop maps Morita equivalences to weak equivalences of spectra;
2. Ktop maps localization sequences to exact triangles of spectra;
3. for a separated scheme X of finite type over Spec(C), we have Ktop(Perf(X)) ≃ K(XC). Here,
Perf(X) denotes the full dg subcategory of Db(coh(X)) spanned by perfect complexes, and
K(XC) denotes the nonconnective topological K-theory spectrum of the space XC of complex
points of X.
There is a canonical map Kalg(C) → Ktop(C). When C = Perf(X) for some separated finite
type C-scheme X, this map agrees with the usual map Kalg(X) → K(XC). We recall that this
map is typically far from being an isomorphism, as the following example illustrates:
Example 2.5. Let E be an elliptic curve over C. Then EC is homeomorphic to a torus, so
Ktop0 (Perf(E))
∼= Z⊕2. On the other hand, by Example 2.1.9 of [Sch11], K
alg
0 (Perf(E))
∼= Z⊕Pic(E),
and Pic(E) is in bijection with the set EC.
3 The LG/CY correspondence
Let k be a field, and let f(x1, . . . , xn) be a homogeneous polynomial of degree d with coefficients
in k. Denoting by X the affine hypersurface {f = 0} ⊆ kn, we may consider
(1) the projective hypersurface X r {0}/k∗,
(2) the germ of the singularity of X at 0.
The goal of this section is to extract differential graded categories from (1) and (2) and explain
how they are related.
Let R = ⊕i>0Ri be a Noetherian graded k-algebra such that R0 = k. We assume that R is
Gorenstein; that is,
• R has finite injective dimension n over itself,
• RHomR(k, R)
∼= k(a)[−n] for some a ∈ Z which we call the Gorenstein parameter.
We denote by mR = R>1 the irrelevant ideal.
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3.1 Noncommutative projective geometry
Consider the abelian category grR of finitely generated graded right R-modules and the full sub-
category torR ⊆ grR consisting of modules which are finite dimensional over k. We introduce the
quotient category
qgrR = grR/ torR
and obtain, as shown in [AZ94], an adjunction
p : grR←→ qgrR : Γ,
where p is the projection functor and the right adjoint Γ is fully faithful. We further consider the
adjunction
ι : gr>0R←→ grR : τ>0,
where ι is the inclusion of the full subcategory gr>0R consisting of modules M satisfying Mi = 0
for i < 0, and τ>0 is the degree truncation functor. Composing the two adjunctions yields the
adjunction
pι : gr>0R←→ qgrR : Γ>0,
where Γ>0 is still fully faithful.
Proposition 3.1. Let ϕ : R → S be a homomorphism of graded Gorenstein algebras such that S
is a finite R-module of finite projective dimension. Then there is an induced coherent square
Db(qgrS)
RΓS

ϕ∗ // Db(qgrR)
RΓR

Db(grS)
ϕ∗ // Db(grR)
(3.2)
in the ∞-category Lqe(Catdg(k)).
Proof. We first produce the square on the level of homotopy categories. Namely, due to the as-
sumptions on ϕ, the functor
Lϕ! = −⊗
L
R S : D
b(grR) −→ Db(grS)
preserves complexes which are quasi-isomorphic to complexes of torsion modules and hence induces
a square
Db(qgrS) Db(qgrR)
Lϕ!oo
Db(grS)
p
OO
Db(grR)
Lϕ!oo
p
OO
which commutes up to natural isomorphism. Passing to right adjoints, we obtain the commutative
square
Db(qgrS)
RΓS

ϕ∗ // Db(qgrR)
RΓR

Db(grS)
ϕ∗ // Db(grR).
(3.3)
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To lift this to a square in Lqe(Catdg(k)), note that restricting the functor
p : Db(grS) −→ Db(qgrS)
to the full dg subcategory spanned by the objects in RΓS(D
b(qgrS)) yields a quasi-equivalence.
Therefore, in Lqe(Catdg(k)), we may identify the dg category D
b(qgrS) with the full dg subcategory
in Db(grS) spanned by RΓS(D
b(qgrS)). By (3.3), the dg functor ϕ∗ maps this subcategory to the
corresponding subcategory in Db(grR). This yields the desired square (3.2) in Lqe(Catdg(k)).
In the setting of Proposition 3.1, the truncation functors τ>0 induce a square
Db(grS)
τ>0

ϕ∗ // Db(grR)
τ>0

Db(gr>0S)
ϕ∗ // Db(gr>0R)
which we may compose with (3.2) to obtain the coherent square
Db(qgrS)
RΓ>0

ϕ∗ // Db(qgrR)
RΓ>0

Db(gr>0S)
ϕ∗ // Db(gr>0R)
(3.4)
in Lqe(Catdg(k)).
3.2 Graded singularities
We denote by PerfR ⊆ Db(grR) the full dg subcategory spanned by those objects which are
isomorphic in Db(grR) to bounded complexes of finite projective R-modules. We introduce the dg
quotient
D
sg(R) := Db(grR)/PerfR,
the graded singularity category of R. Set Dsg(R) := [Dsg(R)].
Proposition 3.5. Let ϕ : R → S be a homomorphism of graded Gorenstein algebras such that S
is a finite R-module of finite projective dimension. Then there is an induced coherent square
Db(grS)
pi

ϕ∗ // Db(grR)
pi

Dsg(S)
ϕ∗ // Dsg(R).
(3.6)
in the ∞-category Lqe(Catdg(k)).
Proof. Clear since, due to the assumptions on ϕ, the dg functor ϕ∗ : Db(grS)→ Db(grR) preserves
perfect complexes.
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3.3 The correspondence
We denote by ΛR the composite of the dg functors
D
b(qgrR)
RΓ>0
−→ Db(gr>0R)
pi◦ι
−→ Dsg(R).
We have the following result ([Orl09] Theorem 2.5):
Theorem 3.7 (Orlov). Let R be a graded Gorenstein algebra with Gorenstein parameter a. Then
1. if a > 0, ΛR is a localization with kernel given by the full dg subcategory of D
b(qgrR) spanned
by the exceptional collection 〈pR(−a+ 1), · · · , pR〉,
2. if a 6 0, ΛR is fully faithful with orthogonal complement in D
sg(R) given by the exceptional
collection 〈πk(−a+ 1), · · · , πk〉.
Let ϕ : R → S be a homomorphism of graded Gorenstein algebras such that S is a finite
R-module of finite projective dimension. Composing (3.6) and (3.4), we arrive at the fundamental
coherent square
Db(qgrS)
ΛS

ϕ∗ // Db(qgrR)
ΛR

Dsg(S)
ϕ∗ // Dsg(R)
(3.8)
in Lqe(Catdg(k)).
4 Z-graded matrix factorizations
Let k be a field, and let Q denote the graded polynomial ring k[x1, . . . , xn], where |xi| is a positive
integer for each i. Let f ∈ Q be nonzero and homogeneous of degree d, and let S denote the graded
hypersurface ring Q/(f).
It is often convenient to use an alternative model for the graded singularity category Dsg(S):
the dg category of graded matrix factorizations of f . In this section, we introduce graded matrix
factorizations, and we briefly discuss some of their key properties.
Definition 4.1. The k-linear dg category MFZ(f) of graded matrix factorizations of f over Q is
given by the following:
• An object of MFZ(f) is a pair of graded free Q-modules F0, F1 equipped with a degree d map
s0 : F0 → F1
and a degree 0 map
s1 : F1 → F0
satisfying s0s1 = f · idF1 and s1s0 = f · idF0 . We will denote objects by F0
s0− ===−
s1
F1.
• The morphism complex HomMF((F0
s0− ===−
s1
F1), (F
′
0
s′0− ===−
s′
1
F ′1)) has underlying graded k -
vector space given by
HomgrQ(F0, F
′
0(ld))⊕HomgrQ(F1, F
′
1(ld))
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in degree 2l, and
HomgrQ(F0, F
′
1((l + 1)d)) ⊕HomgrQ(F1, F
′
0(ld))
in degree 2l + 1.
The differential ∂ on HomMF((F0
s0− ===−
s1
F1), (F
′
0
s′0− ===−
s′1
F ′1)) is given by
∂(α) = (s′0 + s
′
1)α− (−1)
|α|α(s0 + s1).
Remark 4.2. The data of a graded matrix factorization of f is equivalent to a sequence of degree
0 maps
· · · → F0(−2d)
s0−→ F1(−d)
s1−→ F0(−d)
s0−→ F1
s1−→ F0
s0−→ F1(d)→ · · ·
of graded free Q-modules such that consecutive maps are given by multiplication by f . Such
sequences are obviously not complexes, but thinking of them as such can yield useful intuition; for
instance, observe that a degree m morphism of graded matrix factorizations that is a cocycle is,
from this point of view, precisely a degree m map of “complexes”.
Remark 4.3. Since f is a non-zero-divisor in Q, the ranks of the free Q-modules F1 and F0 in
Definition 4.1 are equal.
There is an equivalence of categories
Φ : [MFZ(f)]
∼=
−→ Dsg(S)
given, on objects, by (F0
s0− ===−
s1
F1) 7→ coker(s1), where the latter is considered as a complex
concentrated in degree 0. This theorem is essentially due to work of Buchweitz and Eisenbud in
[Buc86] and [Eis80]; it is proven explicitly by Orlov in Theorem 3.10 of [Orl09]. Note that Φ lifts
to a quasi-equivalence MFZ(f)
≃
−→ Dsg(S) of dg categories.
In particular, [MFZ(f)] has a canonical triangulated structure. The shift functor applied to a
matrix factorization F = (F0
s0− ===−
s1
F1) is given by
F [1] := (F1(d)
−s1− ====−
−s0
F0).
One may also apply a grading shift to a matrix factorization F = (F0
s0− ===−
s1
F1); if l ∈ Z, define
F (l) := (F0(l)
s0− ===−
s1
F1(l)).
Observe that F [2] = F (d).
Example 4.4 ([BFK14] page 28). Suppose n = 1 and f = xd1 (so w1 = 1). Then there exists a
quasi-equivalence
MFZ(f)
≃
−→ Db(Ad−1),
where Db(Ad−1) denotes the dg bounded derived category of the Ad−1-quiver. In particular, if
d = 2, one has a quasi-equivalence
MFZ(f)
≃
−→ Perf(k).
The matrix factorization k[x1]
x1− ===−
x1
k[x1](−1) may be taken to correspond to the complex in
Perf(k) with k concentrated in degree 0.
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Example 4.5. Suppose n = 2 and f = x1x2, where w1 = 1 = w2. By Theorem 3.7, there exist
isomorphisms MFZ(f) ∼= Db(Proj(S)) ∼= Perf(k)× Perf(k) in Lqe(Catdg(k)). The objects
k[x1, x2]
x1− ===−
x2
k[x1, x2](−1), k[x1, x2]
x2− ===−
x1
k[x1, x2](−1)
of [MFZ(f)] may be taken to correspond to the two copies of the complex with k concentrated in
degree 0 in Perf(k)× Perf(k).
Let Q′ := k[y1, . . . , ym], where each yi has some positive integer weight, and suppose f
′ is a
degree d element of Q′. If F := (F0
s0− ===−
s1
F1) and F
′ := (F ′0
s′0− ===−
s′1
F ′1) are objects of MF
Z(f) and
MFZ(f ′), we define their tensor product, which is an object in MFZ(f + f ′), as follows:
F ⊗MF F
′ := (F0 ⊗ F
′
0)⊕ (F1 ⊗ F
′
1)(d)

 id⊗ s′0 s1 ⊗ id
−s0 ⊗ id id⊗ s
′
1


− =================−
id⊗ s′1 −s1 ⊗ id
s0 ⊗ id id⊗ s
′
0


(F0 ⊗ F
′
1)⊕ (F1 ⊗ F
′
0).
The tensor product of matrix factorizations may be viewed as a dg functor. To make this
precise, we recall the notion of a tensor product of dg categories. Given two k-linear dg categories
C1, C2, we define the tensor product C1⊗k C2 to be the dg category with objects Ob(C1)×Ob(C2),
morphism complexes
HomC1⊗kC2((X1,X2), (Y1, Y2)) := HomC1(X1, Y1)⊗k HomC2(X2, Y2),
and the evident composition and units. It is easy to check that −⊗MF − yields a dg functor
MFZ(f)⊗k MF
Z(f ′)→ MFZ(f + f ′).
Remark 4.6. We point out that, unlike the tensor product functor in the setting of non-graded ma-
trix factorizations of isolated hypersurface singularities, the map MFZ(f)⊗kMF
Z(f ′)→ MFZ(f+f ′)
described above is not necessarily a Morita equivalence (see Section 4.4 of [Toe¨11] for the definition
of a Morita equivalence of dg categories). For instance, take k = C, n = 1 = m, d = 2, f = x21, and
f ′ = y21; Examples 4.4 and 4.5 imply that the tensor product functor is not a Morita equivalence
in this case (cf. [Bro16] Proposition 2.14).
We recall Kno¨rrer’s periodicity theorem for non-graded matrix factorizations. Given a commu-
tative ring T and an element h of T , let MF(T, h) denote the differential Z/2Z-graded category of
matrix factorizations of h over T ; for the definition of this category, see [Dyc11] Definition 2.1. Let
[MF(T, h)] denote the homotopy category of MF(T, h).
Theorem 4.7 ([Kno¨87] Theorem 3.1). If k is algebraically closed, char(k) 6= 2, and h ∈ (x1, . . . , xn) ⊆
k[[x1, . . . , xn]], there is an equivalence of categories
[MF(k[[x1, . . . , xn]], h)]
∼=
−→ [MF(k[[x1, . . . , xn, u, v]], h + u
2 + v2)].
The following is a version of Kno¨rrer periodicity for graded matrix factorizations:
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Theorem 4.8. Let l be an integer such that 1 6 l 6 d, and let k[u, v] be the graded polynomial
ring with |u| = l and |v| = d− l. Let X be the object k[u, v]
u− ==−
v
k[u, v](l − d) of MFZ(uv). Then
the dg functor
K : MFZ(f)→ MFZ(f + uv)
given, on objects, by −⊗MF X and, on morphisms, by −⊗ idX is a quasi-equivalence.
This result appears to be well-known (see, for instance, Remark 2.9 of [Orl06]); nevertheless,
we provide a proof in Appendix A.
Remark 4.9. Suppose char(k) 6= 2, k contains a square root of −1, d is even, and |u| = d2 = |v|.
Then the dg functor
−⊗MF (k[u, v]
u+iv− ====−
u−iv
k[u, v](−
d
2
)) : MFZ(f)→ MFZ(f + u2 + v2)
is evidently also a quasi-equivalence. We will denote this functor by K as well.
Remark 4.10. One may replace X with its shift or any of its grading twists in the statement of
Theorem 4.8, and the result still holds.
5 Topological K-theory of equivariant singularity categories
Let w1, . . . , wn be positive integers, and let Q = C[x1, . . . , xn] be the graded polynomial ring such
that |xi| = wi. Let f ∈ Q be a quasihomogeneous polynomial of degree d. The map
f : Cn r {f−1(0)} −→ C∗
is a fibration which we call the global Milnor fibration. Due to the quasihomogeneity of f , for every
λ ∈ C∗ and a ∈ C∗, scalar multiplication by λ provides a diffeomorphism f−1(a)
∼=
−→ f−1(λda). It is
straightforward to see that multiplication by exp(2πi/d) induces the monodromy operator on each
fiber f−1(a). This operator generates an action of the group µd ⊆ C
∗ of dth roots of unity which
we call the monodromy action. We refer to the fiber Ff := f
−1(1) as the global Milnor fiber. The
global Milnor fibration is homotopy-equivalent to the Milnor fibration of f as defined in [Mil68]
(see [Dim12]).
One of our goals will be to describe the topological K-theory of the category Dsg(Q/(f)) in
terms of the global Milnor fiber Ff and its monodromy action. We will first establish a more
general result for complete intersections which holds whenever the weighted number of variables
is large enough. We will then use Kno¨rrer periodicity to eliminate these conditions in the case of
hypersurface singularities.
5.1 Complete intersections
Consider a regular sequence of quasihomogeneous polynomials f1, . . . , fc of degrees |fj| = dj . For
each j, choose a factorization dj = kjmj, where kj ,mj are positive integers, and define gj :=
fj + u
kj
j ∈ Q[u1, . . . , uc], where |uj | = mj. Notice that the degree of gj is again dj , and g1, . . . , gc
is a regular sequence in Q[u1, . . . , uc].
One has a morphism of Artin stacks
u : [Cn+c/C∗] −→ [Cc/C∗]
given by (x1, . . . , xn, u1, . . . , uc) 7→ (u1, . . . , uc), where the C
∗ actions on Cn+c and Cc are given by
the weights of the variables (x1, . . . , xn, u1, . . . , uc) and (u1, . . . , uc), respectively.
We fix the following notation:
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• Pc := [Cc r {0}/C∗] and Pn+c := [Cn+c r {0}/C∗],
• X := [{g1, . . . , gc = 0}/C
∗] ⊆ Pn+c,
• Z := [{f1, . . . , fc = 0}/C
∗] ⊆ X,
• U := Xr Z.
We have a diagram of stacks
Z
p

i // X
q
##

Uoo
Ψ

[Cn+c/C∗]
u

[{0}/C∗] // [Cc/C∗] P(Cc).oo
(5.1)
Note that the two squares are pullback squares, and the horizontal arrows correspond to open-closed
decompositions. The morphism Ψ should be thought of as a relative equivariant Milnor fiber: for
every 1 6 j 6 c, there is a pullback square
[Ffj/µdj ]
//

U
Ψ

[∗/µdj ]
// P(Cc)
where Ffj := f
−1
j (1) is the global Milnor fiber of fj equipped with the µdj action induced by
monodromy.
Set S = Q/(f1, . . . , fc) and R = Q[u1, . . . , uc]/(g1, . . . , gc), and let ϕ : R→ S be the map given
by setting the uj to 0. Let D
b(qgrS)
ϕ∗
−→ Db(qgrR) be the dg functor defined in Section 3. One
evidently has a commutative square
Db(qgrS)
(˜−)

ϕ∗ // Db(qgrR)
(˜−)

Db(cohZ)
i∗ // Db(cohX)
in Lqe(Catdg(C)); it follows from Proposition 2.17 of [Orl09] that qgrR
(˜−)
−−→ cohX is an equivalence
of categories, and similarly for S and Z.
Assume now that
∑
dj 6
∑
wi. Applying Theorem 3.7 to the square (3.8), we have the
following commutative diagram
〈O(−a), . . . ,O〉

// 〈O(−b), . . . ,O〉

Db(cohZ)
ΛS◦(˜−)
−1

i∗ // Db(cohX)
ΛR◦(˜−)
−1

Dsg(S)
ϕ∗ // Dsg(R)
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in Lqe(Catdg(C)), where a := (
∑n
i=1wi)− (
∑c
j=1 dj)− 1, b := a+
∑c
j=1mj , the top vertical maps
are induced by inclusions, and the two columns are localization sequences.
Using (5.1), we may refine the top square to obtain
〈O(−a), · · · ,O〉

// 〈O(−b), · · · ,O〉

Db(coh[{0}/C∗]) //
p∗

Db(coh[Cc/C∗])
q∗

Db(cohZ))
i∗ // Db(cohX).
(5.2)
This statement is obtained by verifying it for the respective abelian categories of coherent sheaves
and then passing to derived dg categories. Passing to topological K-theory and forming cofibers of
all horizontal maps, we obtain the diagram of spectra
Ktop(〈O(−a), . . . ,O〉)

// Ktop(〈O(−b), · · · ,O〉)

// V

Ktop(Db(coh[{0}/C∗])) //
p∗

Ktop(Db(coh[Cc/C∗]))
q∗

// KS1(C
c
r {0})
Ψ∗

Ktop(Db(cohZ))
i∗ //
ΛS◦(˜−)
−1

Ktop(Db(cohX)) //
ΛR◦(˜−)
−1

KS1(∪i{fi 6= 0})

Ktop(Dsg(S))
ϕ∗ // Ktop(Dsg(R)) //W
(5.3)
where we use (the proof of) Lemma 3.6 and Theorem 3.9 of [HLP15] to determine the middle
two horizontal cofibers. Here, KG(−) denotes the G-equivariant complex topological K-theory
spectrum as defined in [May96, Chapter XIV], as discussed in the introduction.
Proposition 5.4. The map V → KS1(C
c r 0) in (5.3) is a weak equivalence. In particular, one
has an exact triangle of spectra
KS1(C
c
r {0})
Ψ∗
−−→ KS1(∪i{fi 6= 0})→W
+1
−−→ .
Proof. By the properties of the functor Ktop discussed in Section 2.2, if C is generated by an
exceptional collection, we have:
• Ktop1 (C) = 0,
• the canonical map Kalg0 (C)→ K
top
0 (C) is an isomorphism.
Thus, since each of the categories in the top two rows of (5.2) is generated by an exceptional
collection, it suffices to show that the induced maps
ker(Kalg0 (α))→ ker(K
alg
0 (β))
coker(Kalg0 (α))→ coker(K
alg
0 (β))
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are isomorphisms, where α and β denote the top and middle horizontal functors in (5.2), respec-
tively.
Let Kos(u) ∈ 〈O(−b), . . . ,O〉 ⊆ Db(cohX) denote the Koszul complex on the sequence u1, . . . , uc.
Notice that α(O(i)) = Kos(u)(i) for all −a 6 i 6 0. Similarly, β(O(i)) is the ith twist of the Koszul
complex on the coordinates of Cc for all i ∈ Z. It follows easily that Kalg0 (α) and K
alg
0 (β) are injec-
tive, and a routine calculation shows the induced map on cokernels is an isomorphism as well.
We now easily deduce the following:
Theorem 5.5. Assume that
∑
dj 6
∑
wi. Equip the topological spaces ∪j{fj 6= 0} ⊆ C
n and
Cc r {0} with the S1 actions given by
z · (x1, . . . , xn) = (z
w1x1, . . . , z
wnxn), z · (u1, . . . , uc) = (z
d1u1, . . . , z
dcuc).
Then there is a canonical exact triangle of spectra
Ktop(Dsg(S)) −→ KS1(C
c
r {0})
Ψ∗
−→ KS1(∪j{fj 6= 0})
+1
−→
Proof. Take kj = 1 for all j (so mj = dj for all j), and consider (5.3). Notice that R is regular in
this case, and so Dsg(R) is the trivial dg category. Now use Proposition 5.4.
5.2 Hypersurfaces
We now consider the case where c = 1. Let f ∈ Q be homogeneous of degree d, and set S = Q/(f).
Suppose d = km, where k,m are positive integers, and set R = Q[u]/(f + uk), where |u| = m.
Recall that µd acts on the Milnor fiber Ff via monodromy. Let Kµd(C
n, Ff ) denote the relative
K-theory spectrum of the inclusion Ff →֒ C
n of µd-spaces (i.e. the fiber of the pullback map
Kµd(C
n)→ Kµd(Ff ) of spectra). The following is immediate from (5.3) and Proposition 5.4:
Proposition 5.6. If
∑
wi > d, there exists a canonical exact triangle of spectra
Kµm(C
n, Ff )→ K
top(Dsg(S))
ϕ∗
−→ Ktop(Dsg(R))
+1
−−→ .
In particular, there exists a weak equivalence
Kµd(C
n, Ff )
≃
−→ Ktop(Dsg(S)).
We now wish to use Kno¨rrer periodicity (Theorem 4.8) to eliminate the assumption
∑
wi > d
from Proposition 5.6. As above, let ϕ : R → S be given by setting u = 0, and define T to be the
dg functor
−⊗MF (C[u]
uk−1− ====−
u
C[u](−m)) : MFZ(f)→ MFZ(f + uk).
We will need the following:
Lemma 5.7. One has a commutative diagram
MFZ(f)
Φ

T // MFZ(f + uk)
Φ

Dsg(S)
ϕ∗ // Dsg(R)
in Lqe(Catdg(C)), where ϕ∗ is as in Section 3, and the vertical maps Φ are the quasi-equivalences
discussed in Section 4.
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Proof. Let F := (F0
s0− ===−
s1
F1) be an object of MF
Z(f). Write M = coker(s1), and let res(M)
denote the R-module obtained by restriction of scalars, so that (ϕ∗ ◦ Φ)(F ) is the complex with
res(M) concentrated in degree 0. Let Fi := Fi ⊗Q R for i = 0, 1. res(M) has an R-free resolution
· · · → F0(−d−m)⊕F1(−d)

 u s1
−s0 u
k−1


−−−−−−−−−−−→ F0(−d)⊕F1(−m)

uk−1 −s1
s0 u


−−−−−−−−−−−→ F0(−m)⊕F1
(
u s1
)
−−−−−−→ F0.
On the other hand, setting F ′i = Fi ⊗C C[u] for i = 0, 1, we have
Φ(F ⊗MF (C[u](−m)
u− ====−
uk−1
C[u](−d))) = coker(F ′0(−d)⊕F
′
1(−m)

uk−1 −s1
s0 u


−−−−−−−−−−−→ F ′0(−m)⊕F
′
1),
so that, by (a Z-graded version of) Lemma 2.2.2 of [Buc86], there is an isomorphism
res(M)[−1] ∼= Φ(F ⊗MF (Q[u](−m)
u− ====−
uk−1
Q[u](−d))) = Φ(T (F )[−1])
in Dsg(R).
We will also need the following classical results:
Theorem 5.8 (Equivariant Bott Periodicity). Let G be a compact Lie group and X a compact
G-space. If V is a complex representation of G, there exists a weak equivalence
KG(X)
≃
−→ KG(Σ
VX).
Theorem 5.9 (The Sebastiani-Thom Theorem). Let f ∈ C[y1, . . . , yl] and f
′ ∈ C[y′1, . . . , y
′
l] be
quasihomogeneous polynomials. Then there exists a homotopy equivalence
Ff ∗ Ff ′
≃
−→ Ff+f ′ ,
where the left side is the topological join of Ff and Ff ′ . Further, this homotopy equivalence preserves
monodromy operators.
Theorem 5.9 was originally proved for isolated hypersurface singularities by Sebastiani-Thom
in [ST71] and was generalized to arbitrary quasihomogeneous polynomials by Oka in [Oka73].
Now, let a and b be positive integers such that a + b = d. Consider the graded ring C[v,w],
where |v| = a and |w| = b, so that vw is homogeneous of degree d. Recall that the Milnor fiber Fvw
is equipped with the µd-action given by ζ · (v,w) = (ζ
av, ζbw), where ζ = exp(2πi/d). One easily
checks that Fvw equivariantly deformation retracts onto the subspace {(x,
1
x) ∈ Fvw : |x| = 1}.
Moreover, this subspace is equivariantly homeomorphic to S1 equipped with the µd action given
by ζ · z = ζaz. It follows that the suspension ΣFvw is equivariantly homotopy equivalent to the
representation sphere SV associated to the 1-dimensional complex µd-representation V given by
z 7→ ζaz. Thus, by equivariant Bott periodicity and the Sebastiani-Thom theorem, we have a weak
equivalence
Kµd(Ff )
≃
−→ Kµd(Ff+vw),
and hence a weak equivalence
Kµd(C
n, Ff )
≃
−→ Kµd(C
n+2, Ff+vw)
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(note that, while Ff is not compact, it is equivariantly homotopy equivalent to a compact µd-space,
so there is no problem with applying equivariant Bott periodicity with X = Ff ).
Now, set S′ := S[v,w]/(vw) and R′ := R[v,w]/(vw), where |v| = a and |w| = b. Let ψ : R′ → S′
be given by setting u = 0. Since Kno¨rrer periodicity is induced by tensoring with a fixed matrix
factorization, Lemma 5.7 implies that the square
Dsg(S)
K

ϕ∗ // Dsg(R)
K

Dsg(S′)
ψ∗ // Dsg(R′)
(5.10)
commutes, where the vertical arrows are quasi-equivalences given by Kno¨rrer periodicity. Thus, by
iterating Kno¨rrer periodicity sufficiently many times, we may eliminate from Proposition 5.6 the
requirement concerning the degree of f :
Theorem 5.11. There exists a canonical exact triangle of spectra
Kµm(C
n, Ff )→ K
top(Dsg(S))
ϕ∗
−→ Ktop(Dsg(R))
+1
−−→ .
In particular, there exists a weak equivalence
Kµd(C
n, Ff )
≃
−→ Ktop(Dsg(S)).
Remark 5.12. Passing to Ktop, Theorem 5.11 and (5.10) yield an isomorphism of exact triangles of
spectra of the following form:
Kµm(C
n, Ff ) //
≃

Ktop(Dsg(S))
≃

ϕ∗ // Ktop(Dsg(R))
≃

Kµm(C
n+2, Ff+vw) // K
top(Dsg(S′))
ϕ∗ // Ktop(Dsg(R′))
(5.13)
Observe that (5.13) exhibits a precise sense in which graded Kno¨rrer periodicity and equivariant
Bott periodicity are compatible. We refer the reader to Theorem 3.34 of [Bro16] for a similar
compatibility result, at the level of algebraic K0 groups, involving Kno¨rrer periodicity for non-
graded matrix factorizations. Note that we have not provided a new proof of Bott periodicity,
since, as discussed in Section 2.2, Bott periodicity is used in the construction of the functor Ktop.
5.3 An example: computing a push-forward on topological K-theory
Assume n > 2 and wi = 1 for all i. Set q = x
2
1 + · · · + x
2
n ∈ Q, S = Q/(q), and R = Q[u]/(q + u),
where |u| = 2. Let Z ⊆ Pn−1 denote the projective hypersurface defined by q, and let X denote the
quotient stack [Spec(R)r {0}/C∗] ∼= Pn−1. Let i : Z →֒ X denote the closed embedding.
By Theorem 3.7, one has semi-orthogonal decompositions
(1) Db(cohZ) = 〈O(−n+ 3), . . . ,O,Ψ(Dsg(S))〉,
(2) Db(cohX) = 〈O(−n+ 1), . . . ,O〉.
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Here, Ψ is the quasi-fully faithful embedding Dsg(S)→ Db(cohZ) given by the composition
D
sg(S)
b
−→ Db(gr>0S) →֒ D
b(grS)
(˜−)
−−→ Db(cohZ),
where b is the functor described in Appendix B. Note that (1) is originally due to Kapranov ([Kap88]
§4).
We set
Ktop(Z) := Ktop(Db(cohZ)),
Ktop(X) := Ktop(Db(cohX)).
The main goal of this section is to compute the map
i∗ : K
top
0 (Z)→ K
top
0 (X).
The morphism i∗ : K
top(Z) → Ktop(X) of spectra is a special case of a map which appears in
diagram (5.3) above. We include this example in order to make the abstract computations in the
previous sections a bit more concrete.
The most difficult part of this computation is understanding where i∗ sends Ψ(K
top
0 (D
sg(S)));
this will require some calculations involving graded matrix factorizations of quadrics.
5.3.1 Push-forward on Kalg0
The semi-orthogonal decompositions (1) and (2) above, along with Examples 4.4 and 4.5 and
Kno¨rrer periodicity, imply that one has isomorphisms
Ktopi (Z)
∼=


0 i odd
Z⊕(n−1) i even and n odd
Z
⊕n i even and n even
Ktopi (X)
∼=
{
0 i odd
Z⊕n i even
Observe also that one has a commutative square
Kalg0 (Z)

i∗ // Kalg0 (X)

Ktop0 (Z)
i∗ // Ktop0 (X)
where the vertical maps are the forgetful maps. By Examples 4.4 and 4.5, along with Kno¨rrer
periodicity, Dsg(q) is quasi-equivalent to either Perf(C) or Perf(C) × Perf(C), and so the vertical
maps are isomorphisms. Hence, it suffices to understand the push-forward on algebraic K-theory.
One has a canonical isomorphism
Kalg0 (〈O(−n+ 3), · · · ,O〉)×K
alg
0 (D
sg(S))
inc×Ψ
−−−−→ Kalg0 (Z),
where inc denotes the map induced by inclusion. The behavior of i∗ on the image of inc is not
difficult to understand; for each l ∈ Z, one has a short exact sequence
0→ OX(l − 2)
u
−→ OX(l)→ i∗(OZ(l))→ 0.
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Thus, i∗[OZ(l)] ∈ K
alg
0 (X) is equal to [O(l)] − [O(l − 2)].
Understanding the image of Ψ(Kalg0 (D
sg(S))) under i∗ is a bit more subtle. Let C ∈ D
sg(S) de-
note the complex with the residue field S/(x1, . . . , xn) concentrated in degree 0. Using Example B.1,
one sees
i∗(Ψ[C]) = [O
⊕2n−1 ]− [O(−1)⊕2
n−1
].
To understand where Ψ ◦ i∗ sends the rest of K
alg
0 (D
sg(S)), it will be useful to model Dsg(S) by
the dg category MFZ(q) of graded matrix factorizations of q. By Examples 4.4 and 4.5, we know:
• Kalg0 (MF
Z(x21)) (where |x1| = 1) is free abelian of rank 1, generated by L := [C[x1]
x1− ===−
x1
C[x1](−1)].
• Kalg0 (MF
Z(x21 + x
2
2)) (where |x1| = 1 = |x2|) is free abelian of rank 2, generated by X :=
[C[x1, x2](−1)
x1+ix2− ======−
x1−ix2
C[x1, x2](−2)] and X
′ := [C[x1, x2](−1)
x1−ix2− ======−
x1+ix2
C[x1, x2](−2)].
Notice that Φ(L) = C and Φ(X ⊕X ′) = C, where Φ is the equivalence discussed in Section 4.
Thus, letting K denote the Kno¨rrer periodicity functor, we have:
• if n is odd, the underlying graded free module ofK
n−1
2 (L) has total rank 2
n+1
2 , and Φ(K
n−1
2 (L)) ∈
Dsg(q) is a summand of C,
• if n is even, the underlying graded free modules of K
n−2
2 (X) and K
n−2
2 (X ′) have total rank
2
n
2 , and both Φ(K
n−2
2 (X)),Φ(K
n−2
2 (X ′)) ∈ Dsg(q) are summands of C.
It follows that
• if n is odd, (i∗ ◦Ψ ◦ Φ)(K
n−1
2 (L)) = [O⊕2
n−1
2 ]− [O(−1)⊕2
n−1
2 ] ∈ Kalg0 (X),
• if n is even, (i∗ ◦Ψ ◦ Φ)(K
n−2
2 (X)) = (i∗ ◦Ψ ◦ Φ)(K
n−2
2 (X ′)) = [O⊕2
n−2
2 ]− [O(−1)⊕2
n−2
2 ] ∈
Kalg0 (X)
Equip Kalg0 (X) with the basis {[O(−n+ 1)], . . . , [O]}, and equip K
alg
0 (Z) with the basis
• {[O(−n + 3)], . . . , [O], [K
n−1
2 (L)]}, if n is odd,
• {[O(−n + 3)], . . . , [O], [K
n−2
2 (X)], [K
n−2
2 (X ′)]}, if n is even.
We have proven:
Proposition 5.14. If n is odd, i∗ : K
alg
0 (Z)→ K
alg
0 (X) is given by the n× (n − 1) matrix

−1 0 0 · · · 0 0
0 −1 0 · · · 0 0
1 0 −1 · · · 0 0
0 1 0 · · · 0 0
0 0 1 · · · 0 0
...
...
...
...
...
...
0 0 0 · · · −1 0
0 0 0 · · · 0 −2
n−1
2
0 0 0 · · · 1 2
n−1
2


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If n is even, i∗ : K
alg
0 (Z)→ K
alg
0 (X) is given by the n× n matrix

−1 0 0 · · · 0 0 0
0 −1 0 · · · 0 0 0
1 0 −1 · · · 0 0 0
0 1 0 · · · 0 0 0
0 0 1 · · · 0 0 0
...
...
...
...
...
...
...
0 0 0 · · · −1 0 0
0 0 0 · · · 0 −2
n−2
2 −2
n−2
2
0 0 0 · · · 1 2
n−2
2 2
n−2
2


5.3.2 Topological K-theory of the complement
The complement of Z in X is U := [Spec(C[x1, . . . , xn]/(q − 1))/µ2]; let j : U →֒ X denote the open
embedding, and set Ktop(U) := Ktop(Db(cohU)). By the proof of Lemma 3.6 of [HLP15], one has
an exact triangle
Ktop(Z)
i∗−→ Ktop(X)
j∗
−→ Ktop(U)
+1
−−→
of spectra, and hence an exact sequence
0→ Ktop1 (U)→ K
top
0 (Z)
i∗−→ Ktop0 (X)
j∗
−→ Ktop0 (U)→ 0.
One now easily deduces from Proposition 5.14 that
Ktopi (U)
∼=


Z⊕ (Z/2
n−2
2 Z) i even, n even
Z i odd, n even
Z⊕ (Z/2
n−1
2 Z) i even, n odd
0 i odd, n odd
By Theorem 3.9 of [HLP15], there exists a canonical weak equivalence Ktop(U)
≃
−→ Kµ2(Fq),
where Fq denotes the Milnor fiber of q, and µ2 acts by monodromy. In this case, the action of µ2
is free (the nontrivial element of µ2 sends x ∈ Fq to −x), and so we have
Kµ2(Fq)
∼= K(Fq/µ2) ∼= K(RP
n−1).
Hence, we have recovered the well-known calculation of the topological K-theory of real pro-
jective space (cf. [Ati67] Proposition 2.7.7).
6 The Atiyah-Bott-Shapiro construction
We now apply Theorem 5.11 to obtain a spectrum-level version of the Atiyah-Bott-Shapiro con-
struction. We begin by recalling the classical Atiyah-Bott-Shapiro construction ([ABS64] Part III).
For each n > 1, denote by Cn the complex Clifford algebra associated to the form qn := x
2
1+· · ·+x
2
n.
Also, set C0 to be the Z/2Z-graded C-algebra with C concentrated in degree 0. Let M(Cn) denote
the Grothendieck group of the abelian category modZ/2Z(Cn) of finitely generated Z/2Z-graded
Cn-modules. Note that
M(Cn) ∼=
{
Z⊕ Z n even
Z n odd
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The inclusions in : Cn → Cn+1 induce maps i
∗
n : M(Cn+1) → M(Cn) via restriction of scalars.
Set An := M(Cn)/i
∗
n(M(Cn+1)). The Atiyah-Bott-Shapiro construction is the family of canonical
isomorphisms
An
∼=
−→ K˜0(Sn)
for each n > 0 provided by [ABS64] Theorem 11.5.
Fix n > 1, and let Rn denote the graded hypersurface ring C[x1, . . . , xn]/(qn), where |xi| = 1
for all i. Let ϕ : Rn+1 → Rn be the map given by setting xn+1 = 0. The triangle
Ktop(Dsg(Rn))
ϕ∗
−→ Ktop(Dsg(Rn+1))→ K˜(Fqn) (6.1)
arising from Theorem 5.11 implies that there exists a canonical isomorphism
coker(Ktop0 (D
sg(Rn))
ϕ∗
−→ Ktop0 (D
sg(Rn+1)))
∼=
−→ K˜0(Fqn).
Notice that Ktop0 (D
sg(Rn)) ∼= Mn, K
top
0 (D
sg(Rn+1)) ∼= Mn−1, and Fqn is homotopy equiva-
lent to Sn−1. The goal of this section is to canonically identify the map ϕ∗ : Ktop0 (D
sg(Rn)) →
Ktop0 (D
sg(Rn+1)) with the map i
∗ :Mn →Mn−1, thus demonstrating that the triangle 6.1 recovers
the Atiyah-Bott-Shapiro construction.
We will need the following technical result, which is adapted from Lemma 12.2 of [Yos90]:
Lemma 6.2. Let Q = C[x1, . . . , xn], where |xi| is a positive integer for each i. Let f ∈ Q be a
homogeneous element of degree 2|xn|, and suppose f = g+x
2
n, where g ∈ Q
′ := C[x1, . . . , xn−1] ⊆ Q.
Then there exists an equivalence of additive categories
H : [MFZ(f)]→ [MFZ(f)]
such that, for each object F := (F0
s0− ===−
s1
F1) ∈ [MF
Z(f)],
(1) there exists a graded free Q-module GF and a degree |xn| endomorphism φ of GF such that
(a) H(F0
s0− ===−
s1
F1) = GF
xn·id+φ− ======−
xn·id−φ
GF (−|xn|),
(b) letting e : grQ′ → grQ and r : grQ → grQ′ denote the extension/restriction of scalars
functors, one has (e ◦ r)(φ) = φ,
(2) there is a natural isomorphism (F0
s0− ===−
s1
F1)
∼=
−→ H(F0
s0− ===−
s1
F1) in [MF
Z(f)].
Proof. Set S := Q/(f). There is a well-known equivalence of triangulated categories
coker : [MFZ(f)]
∼=
−→ MCMgr(S),
where the category on the right is the stable category of graded maximal Cohen-Macaulay S-
modules. The equivalence is given, on objects, by
(F0
s0− ===−
s1
F1) 7→ coker(s1)
and by the evident map on morphisms.
Set S′ := Q′/(g), and let r : grS → grS′ denote the restriction of scalars functor. Let F :=
(F0
s0− ===−
s1
F1) be an object of [MF
Z(f)]; observe that, by a graded version of the Auslander-
Buchsbaum formula, r(coker(F )) is a graded free Q′-module. Set GF := r(coker(F )) ⊗Q′ Q, and
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let φ : GF (−|xn|)→ GF be the map induced, via the functor r(−)⊗Q′ Q, by coker(F )(−|xn|)
·xn−−→
coker(F ). We define H to be given, on objects, by
(F0
s0− ===−
s1
F1) 7→ (GF
xn·id+φ− ======−
xn·id−φ
GF (−|xn|)),
and in the obvious way on morphisms. H clearly has properties (1)(a) and (1)(b), and as for (2), it
is straightforward to check that the natural map coker(F )→ coker(H(F )) is an isomorphism.
Remark 6.3. The functor H constructed in the proof of Lemma 6.2 does not preserve shifts. In
particular, it is not a triangulated functor.
Corollary 6.4. Let Q = C[x1, . . . , xn], where |xi| is a positive integer for each i. Suppose f ∈ Q
is a homogeneous element of the form g + x2n, where g ∈ C[x1, . . . , xn−1] ⊆ Q. Let R : MF
Z(f) →
MFZ(g) be the dg functor given by setting xn = 0. Then one has a commutative triangle
Kalg0 MF
Z(f)
R

T // Kalg0 MF
Z(f + u2)
Kalg0 MF
Z(g)
K
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✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
✐
where |u| = |xn|, K denotes the Kno¨rrer periodicity functor
−⊗MF (C[xn, u]
u+ixn− =====−
u−ixn
C[xn, u](−|xn|)) : MF
Z(g)→ MFZ(f + u2)
(see Remark 4.7), and T is the functor
−⊗MF (C[u]
u− ==−
u
C[u](−|xn|)) : MF
Z(f)→ MFZ(f + u2).
Proof. Let F = (F0
s0− ===−
s1
F1) be an object in MF
Z(f). Choose an equivalence of categories
H : [MFZ(f)] → [MFZ(f)] as in Lemma 6.2, and write H(F ) = G
xn·id+φ− ======−
xn·id−φ
G(−|xn|). Set
G′ := G ⊗Q Q[u], and observe that there exists an isomorphism (K ◦ R)(H(F ))
∼=
−→ T (H(F )) in
[MFZ(f)] given by the pair of maps
G′ ⊕G′

1 i
i 1


−−−−−−→ G′ ⊕G′, G′(−|xn|)⊕G
′(−|xn|)

1 i
i 1


−−−−−−→ G′(−|xn|)⊕G
′(−|xn|).
Let [MF(Q, qn)] denote the homotopy category of non-graded matrix factorizations of qn (see
Definition 2.1 of [Dyc11] for the definition of the dg category of non-graded matrix factorizations).
Let ∆ denote the equivalence of categories
[MF(Q, qn)]
∼=
−→ modZ/2Z(Cn)
constructed on pages 130-131 of [Yos90]; this equivalence was originally established by Buchweitz-
Eisenbud-Herzog in [BEH87]. Let F : [MFZ(qn)]→ [MF(Q, qn)] denote the forgetful functor. Also,
as in Section 5.3.1,
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• let L ∈ MFZ(x21) denote the matrix factorization C[x1]
x1− ===−
x1
C[x1](−1), and
• letX,X ′ ∈ MFZ(x21+x
2
2) denote the matrix factorizations C[x1, x2](−1)
x1+ix2− ======−
x1−ix2
C[x1, x2](−2)
and C[x1, x2](−1)
x1−ix2− ======−
x1+ix2
C[x1, x2](−2), respectively.
Recall that Kalg0 MF
Z(qn) is a rank one free abelian group generated by [K
n−1
2 (L)] when n is odd
and a rank two free abelian group generated by [K
n−2
2 (X)] and [K
n−2
2 (X ′)] when n is even.
Lemma 6.5. The map c : Kalg0 (MF
Z(qn))→Mn given by
[K
n−1
2 (L)] 7→ [(∆ ◦ F )(K
n−1
2 (L))], if n is odd
[K
n−2
2 (X)] 7→ [(∆ ◦ F )(K
n−2
2 (X))] and [K
n−2
2 (X ′)] 7→ [(∆ ◦ F )(K
n−2
2 (X ′))], if n is even
is an isomorphism. Moreover, the diagram
Kalg0 (MF
Z(qn))
c

R // Kalg0 (MF
Z(qn−1))
c

Mn
i∗ //Mn−1
commutes, where R is as in Corollary 6.4.
Proof. By a Theorem of Buchweitz-Eisenbud-Herzog, the forgetful functor F is essentially surjective
(see Proposition 14.3 of [Yos90]); thus, c is surjective. Since Kalg0 (MF
Z(qn)) and Mn are free
abelian groups of the same rank, c is an isomorphism. The second statement is immediate from
the construction of the functor ∆.
Applying Lemma 5.7, Corollary 6.4, and Lemma 6.5, we obtain canonical isomorphisms Mn
∼=
−→
Ktop0 D
sg(Rn), Mn−1
∼=
−→ Ktop0 D
sg(Rn+1) making the diagram
Mn
∼=

i∗ //Mn−1
∼=

Ktop0 D
sg(Rn)
ϕ∗ // Ktop0 D
sg(Rn+1)
commute.
Remark 6.6. The idea of recovering the Atiyah-Bott-Shapiro construction from a localization se-
quence in K-theory is not new; a similar approach is taken by Swan in Section 10 of [Swa85].
However, our presentation in 6.1 of the reduced nonconnective topological K-theory spectrum of
Sn−1 as the cofiber of a map between two spectra which agrees with the map i∗ : Mn → Mn−1
upon passing to π0 (i.e. a “lift” of the Atiyah-Bott-Shapiro construction to the level of spectra)
appears to be new.
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A Proof of Theorem 4.8
Proof of Theorem 4.8. Since MFZ(f) and MFZ(f + uv) are pretriangulated ([BFK14] Corollary
3.6), it suffices to show the induced functor
K : [MFZ(f)]→ [MFZ(f + uv)]
on homotopy categories is an equivalence. Given an additive category A equipped with an auto-
morphism T , let A/T denote its orbit category, as defined in [Kel05]. We recall that A/T has the
same objects as A and morphisms from X to Y given by
⊕
iHomA(X,T
i(Y )). Recall that Q de-
notes the graded ring k[x1, . . . , xn], with |xi| a positive integer for all i. Consider the commutative
square
[MFZ(f)]
K //
F

[MFZ(f + uv)]
F ′

[MF(Q, f)]
K˜ // [MF(Q[u, v], f + uv)],
where [MF(Q, f)] and [MF(Q[u, v], f+uv)] denote the categories of non-graded matrix factorizations
of f and f + uv over the polynomial rings Q and Q[u, v], F and F ′ are the forgetful functors, and
K˜ is the non-graded Kno¨rrer functor given by tensoring with k[u, v]
u− ==−
v
k[u, v]. It is well-known
that K˜ is an equivalence; see, for instance, [Orl06].
We consider the orbit categories [MFZ(f)]/(1) and [MFZ(f + uv)]/(1), where (1) denotes the
automorphism given by twisting. Since K commutes with twists, the above square factors like so:
[MFZ(f)]
K //
α

[MFZ(f + uv)]
α′

[MFZ(f)]/(1)
β

K // [MFZ(f + uv)]/(1)
β′

[MF(Q, f)]
K˜ // [MF(Q[u, v], f + uv)],
where α and α′ are the canonical maps. By Lemma A.7 of [KMVdB11], β and β′ are fully faithful.
Hence, K is fully faithful. It follows easily that K is fully faithful as well.
We now show essential surjectivity. Let X ∈ MFZ(f + uv). Choose Y ∈ MF(Q, f) such that
K˜(Y ) ∼= F ′(X). Let
R : [MF(Q[u, v], f + uv)]→ [MF(Q, f)]
denote the functor which sets u and v to 0. Clearly (R ◦ K˜)(Y ) = Y ⊕ Y [1]. Thus,
(K˜ ◦R)(F ′(X)) ∼= F ′(X) ⊕ F ′(X)[1].
In particular, F ′(X) is a summand of (K˜◦R)(F ′(X)). Since β′ is fully faithful, we may conclude that
α′(X) is a summand of K(Z) for some Z ∈ [MFZ(f)]/(1). We denote the corresponding inclusion
by g : α′(X) →֒ K(Z) and write g = ⊕i∈Igi for the decomposition of g into its homogeneous
components so that gi : α
′(X)→ K(Z)(i) is the image of a morphism in [MFZ(f + uv)]. It follows
that X is a summand of ⊕i∈IK(Z)(i) ∼= ⊕i∈IK(Z(i)) in [MF
Z(f + uv)]. Since K is fully faithful,
and [MFZ(f)] is idempotent complete ([BFK14] Corollary 3.6), we’re done.
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B The left adjoint of piι : Db(gr>0R)→ D
sg(R)
Let R = ⊕i>0Ri be a graded Gorenstein algebra over a field k. Recall from Section 3.3 the map
πι : Db(gr>0R) → D
sg(R). Lemma 2.4 of [Orl09] implies that πι has a fully faithful left adjoint b
that embeds Dsg(R) as the left orthogonal of P>0 →֒ D
b(gr>0R), where P>j is the smallest thick
subcategory of Db(gr>0R) containing R(e) for all e 6 −j. Burke-Stevenson describe the functor
b explicitly in Section 5 of [BS13]; we recall their description here, since we make use of it in
Section 5.3.
Given an object M ∈ Dsg(R),
1. Choose a complex P of graded projective R-modules such that
• P i = 0 for i≫ 0,
• for all j ∈ Z, there exists kj such that P
−i ∈ P>j for all i > kj , and
• P is quasi-isomorphic to M
2. Denote by P+ the subcomplex of P consisting of summands of R(j) with j 6 0. Con-
struct a complex Q of graded projective R-modules as in (1), this time quasi-isomorphic to
RHomgrR(P
+, R), where, given graded R-modules L and N ,
HomgrR(L,N) :=
⊕
j∈Z
HomgrR(L(−j), N).
3. Finally, b sends M ∈ Dsg(R) to RHomgrR(Q,R)
−, the subcomplex of RHomgrR(Q,R) con-
sisting of summands of R(j) with j > 0. This complex does indeed lie in Db(gr>0R), since R
has finite injective dimension as a graded module over itself.
Example B.1. Suppose R is a graded hypersurface ring of the form
k[x1, . . . , xn]/(q),
where |xi| = 1 for all i, and q = x
2
1+· · ·+x
2
n. TakeM ∈ D
sg(R) to be the residue field R/(x1, . . . , xn)
concentrated in degree 0. We compute b(M).
• Step (1): take P to be a minimal graded R-free resolution of M :
· · · → R(−n)⊕m → R(−n+ 1)⊕m → R(−n+ 2)⊕mn−2 → · · · → R(−1)⊕m1 → R→ 0→ · · ·
Notice that the exponents remain constant after n− 1 steps in the resolution, because R is a
hypersurface ring of Krull dimension n− 1. It is well-known that m = 2n−1; see, for instance,
[BEH87].
• Step (2): notice that P = P+, in this case. Also, we have
RHomgrR(M,R) ≃M(a)[−n + 1],
where a is the Gorenstein parameter n − 2. Thus, we can take Q to be a minimal free
resolution of M(a):
· · · → R(a−n)⊕m → R(a−(n−1))⊕m → · · · → R(a−2)⊕m2 → R(a−1)⊕m1 → R(a)→ 0→ · · ·
where R(a) sits in cohomological degree −n+ 1.
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• Step (3): RHomgrR(Q,R) is the complex
· · · → 0→ R(−a)→ R(−a+ 1)⊕m1 → · · · → R(−a+ n− 1)⊕m → R(−a+ n)⊕m → · · · ,
where R(−a) sits in degree −n+ 1. Hence, RHomgrR(Q,R)
− is the complex
C := · · · → 0→ R(1)⊕m → R(2)⊕m → R(3)⊕m → · · ·
where R(1)m sits in degree 0.
Let φ : R(−n)⊕m → R(−n + 1)⊕m be the map arising in P , and set N := coker(φ). The
complex with N(n− 2) concentrated in degree 0 is, of course, quasi-isomorphic to the twist
· · · → R(−3)⊕m → R(−2)⊕m → R(−1)⊕m → 0→ · · ·
of the tail of P , where R(−1)⊕m sits in degree 0. Thus, RHomgrR(N(n − 2), R) = C. Since
C only has nonzero cohomology in degree 0, we have that
C ≃ HomgrR(N(n − 2), R)
(we are using that N(n − 2) is maximal Cohen-Macaulay, here). Thus, b(M) is the graded
maximal Cohen-Macaulay R-module HomgrR(N(n− 2), R), concentrated in degree 0.
One can easily compute the matrix factorization associated to HomgrR(N(n− 2), R) under the
equivalence Φ of Section 4. In general, given an MCM module L, let L∗ denote its graded R-dual
HomgrR(L,R). If L = coker(F1
s1−→ F0), where F0
s0− ===−
s1
F1 is a matrix factorization of q, then
L∗ = coker((F0)
∗(−2)
s∗1−→ (F1)
∗(−2));
that is, L∗ corresponds to the matrix factorization (F1)
∗(−2)
s∗0− ===−
s∗1
(F0)
∗(−2). We apply this to our
example. Notice that N(n−2) corresponds to a matrix factorization of the form Q(−1)⊕2
n−1 s0− ===−
s1
Q(−2)⊕2
n−1
, where Q = k[x1, . . . , xn] (recall that m = 2
n−1). Thus, HomgrR(N(n − 2), R) corre-
sponds, under Φ, to the matrix factorization Q⊕2
n−1 s∗0− ===−
s∗1
Q(−1)⊕2
n−1
.
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