Introduction
Tourism demand is highly sensitive to economic fluctuations, in particular during global economic crisis. If variables are subject to such time-specific effects, their lagged variables can bias estimation of dynamic models; dynamic relations are a key component in causality tests and are also included in modeling tourism demand. Since the timespecific effects are not observable and cannot be separated from observed variables, we need to employ appropriate estimation methods to control for them. Treating the lagged time-specific effects as measurement errors in explanatory variables, this study uses instrumental variables from the literature on measurement errors.
In modeling tourism demand many studies in the literature use change-rate variables to account for nonstationarity in time-series. Estimation could be negatively affected if nonstationary level-variables are included in a model. After we examine whether the level variables are nonstationary, we evaluate the level-variable models versus the changerate models.
This study reports that the models of change-rate variables produce more significant and reliable results than the ones of level variables because the level-variables are nonstationary. Another reason for the poor level-variable results is that the instrumental variables constructed by the level variables are not exogenous and cannot solve the endogeneity problem caused by the lagged time specific effects. The empirical results also show that the generalized method of moments (GMM) estimation produces more Min 115 significant estimates for tourism demand than the two-stage-least-squares method (2SLS). It is because there are several outlying observations. The 2SLS method assumes homoscedastic disturbances and thus applies equal weights to all observations. In contrast, the GMM accounts for heteroscedasticity and can reduce the effects of those outlying observations.
The following section formulates a model for tourism demand and explains an instrumental variable estimation which can correct a possible bias in the Grangercausality test. Section 3 reports the estimation results for annual and quarterly data. Conclusions are presented in section 4.
Models and Methodology

Dynamic Models and Time-Specific Effects
The Granger-causality is defined as a relationship between a variable and the lagged values of other variables. Thus, the causality test uses an autoregressive model which is a reduced-form equation of structural equations. There are many studies in the tourism literature which test the causality between tourism demand and economic growth. Nowak et.al. (2007) analyze time series data for Spain, Bonham et al. (2009) for Hawaii, Dritsakis (2004) for Greece, Katircioglu (2009) for Turkey, Mishra et al. (2011) for India, among others. These studies report empirical results supporting the tourism-led economic growth hypothesis for each selected country.
To estimate the tourism demand, this study employs a dynamic model with focusing on a causality from economic growth to tourism demand. For such case of two variables, an autoregressive model of order one is expressed as 
; this is a function of current and lagged time-specific effects.
Notice that the lagged time-specific effects are included not only in t  but also in If there are multiple observations in each time period, the time-specific effects can be controlled for by the within-period transformation. However, this approach cannot be applied to the single time series in this study. Alternatively, we employ an instrumental variable (IV) estimation method. Dagenais and Dagenais (1997) propose an instrumental variable estimator for linear regression models with errors in explanatory variables. This estimator uses instrumental variables obtained from sample moments of order two and three. The moments are constructed by the endogenous explanatory variables which contain measurement errors but do not require any extraneous information. Such IVs are contemporaneous with the endogenous explanatory.
Instrumental Variable Estimation
Consider the following regression model for time-series observations from period 1 to T.
where X is a K T  matrix of explanatory variables measured with error. Since * X is not observable, we use observable variables X which include measurement errors V .
where
is derived using the following instrumental variables.
where the symbol * designates the Hadamard element-by-element matrix multiplication operator and
in a mean deviation form. As Z is orthogonal to  as proven in Dagenais and Dagenais (1997) , we use Z as instrument variables in the next section. These IVs are contemporaneous with the endogenous variables. Using simulated data, Min (2012) shows that these IVs correct a bias in a Granger-causality test.
When there are exogenous explanatory variables, Lewbel (1997) develops IVs which are higher moments of the endogenous variables and functions of the exogenous variables. These IVs are also contemporaneous with the endogenous variables. In addition, Griliches and Hausman (1986) suggest use of appropriately lagged values of the relevant variables as instruments, assuming that the measurement errors are serially uncorrelated.
A Model for Tourism Demand
Tourism demand is obviously influenced by many other factors, not just by lagged values of the variables included in the Granger-causality test. They include the cost of travel, the cost of living of tourists in the destination country relative to the origin countries, the cost of travel to the competing destinations, the economic condition in the origin and destination countries, tourism infrastructure and political stability, etc (Garin-Munoz, 2006; Naude and Saayman, 2005; Song et al., 2003, among others) .
In this application we focus on the cost of travel among many possible factors. An extended model for tourism demand is
is the % change rate of consumer price index (CPI) in the destination country during period t, and t OIL  % is the % change rate of the crude oil price during period t. Since these added factors are measured in period t, they are not correlated with the lagged time-specific effects which cause a bias in the causality test. Thus, these can be treated as exogenous variables.
Data and Estimation Results
Data
The models in this study are estimated using annual and quarterly data about the Hong Kong tourism. The data period is from the first quarter of 1985 until the fourth quarter of 2009. The arrival data are collected from Visitor Arrival Statistics (published monthly) via http://partnernet.hktb.com/; these are used as a measure of tourism demand for Hong Kong. The data on Hong Kong GDP and CPI are collected from the IMF database and the data on the crude oil price are from Energy Information Administration. 
Change-Rate versus Level Variables
We first examine the stationarity of the variables. If a regression model includes nonstationary variables, its estimation results could be wrong. In Table 1 the augmented Dickey-Fuller (ADF) test shows that all of the four level variables are nonstationary as the null of nonstationarity is not rejected with large p-values. Figure 1 also confirms the nonstationarity with growing trends. In contrast, as shown in Figure 2 , the first-differenced variables of logARR and logGDP become stationary. In addition, the change rates are free from quarterly effects in the quarterly data as the change rates are calculated over the same quarter of the previous year. Therefore, our main models for the causality test and tourism demand use the first-differences of logarithmic values, i.e., change-rates. The nonstationarity is an asymptotic issue and thus causes an estimation problem for infinitely long time series. However, the data periods are 25 for the annual data (1985~2009) and 100 for the quarterly data (1985.I~2009.IV). Given these finite-sized time series the estimation in this study might not have the nonstationarity problem of spurious results. One advantage of using level variables is that level variables can keep the variations in them while change-rate variables lose much of the variations because they are calculated as differences between two consecutive periods. If so, the levelvariable models can be estimated more precisely with smaller standard errors. For comparison purpose this study also uses the level variables for testing the causality and estimating tourism demand.
Estimation Results: Annual Data
For the annual data we have selected the lag order of one after applying a sequential test; we start with a sufficiently large lag (e.g., 5) and test down to the right lag order until we reject a null hypothesis that the coefficients on the last lag are jointly zero. For a robustness check of the selected lag order, we have also applied the Portmanteau test to examine whether the residuals are autocorrelated; this test supports the selected lag order by concluding that the residuals are not autocorrelated. Dagenais and Dagenais (1997) are used as instruments. According to Griliches and Hausman (1986) , their lag-two variables can also be used as IVs. However, since the change rate variables are weakly autocorrelated, the relevance of such lag-two IVs is too weak to produce reliable estimates. In contrast, the higher moments are contemporaneous with the endogenous explanatory variables and are therefore more relevant as IVs.
For both models the GMM estimates have smaller standard errors than the OLS and 2SLS ones. It is because there are several outlying observations, particularly on the change rate of tourist arrivals Figure 2 shows such observations during years 1988, 1996, 1997, 2003 and 2004 . The OLS and 2SLS methods assume homoscedastic disturbances and thus apply equal weights to all observations. In contrast, the GMM accounts for heteroscedasticity and can reduce the effects of those outlying observations. As a result, the Granger causality from GDP  % to ARR  % is significant only by the GMM estimation. Table 3 shows the estimation results for the models of the level variables. The standard errors of the coefficient estimates are smaller for the level-variable GMM than for the change-rate variable GMM in Table 2 . It is because the level variables can keep the variations in them while the change-rate variables lose much of the within variations because change rates are calculated as differences between two consecutive periods. However, the higher-moment IVs of the level variables have a problem in their exogeneity. The over-identifying restrictions test rejects the null hypothesis that the higher-moment IVs are exogenous; the p-values are 0.094 and 0.017. Therefore, the estimates for the level variables are inconsistent. and called an over-identifying restrictions test when the number of IVs exceeds the number of endogenous regressors. As the null hypothesis here is that all IVs are exogenous, large pvalues cannot reject the null. The symbols of ***, ** and * attached to the coefficient estimates indicate that its coefficient is significantly different from zero at the 1%, 5% and 10% levels, respectively. This is to test whether the IVs are exogenous (i.e., orthogonal to the structural disturbances) and called an over-identifying restrictions test when the number of IVs exceeds the number of endogenous regressors. As the null hypothesis here is that all IVs are exogenous, large p-values cannot reject the null. The symbols of ***, ** and * attached to the coefficient estimates indicate that its coefficient is significantly different from zero at the 1%, 5% and 10% levels, respectively.
Estimation Results: Quarterly Data
For the quarterly data the lag order of four has been selected by a sequential test. The lag order of four is expected to account for the quarterly seasonal effects. The Portmanteau test confirms that the residuals from the lag order of four are not autocorrelated. Tables 4 and 5 show that the GMM produces more significant estimates with smaller standard errors than the OLS and 2SLS. Therefore, the GMM supports the causality from GDP to ARR more significantly.
The standard errors are bigger for the level-variable models than the change-rate models. This is because the level variables are highly autocorrelated (i.e., nonstationary) and the variance of the disturbance grows as the time period increases. This growing variance will inflate the standard errors, more for the quarterly data as there are four times as many time periods. This inflating effect has overridden the decreasing effect by more variations contained in the level variables than in the change-rate variables.
Summary and Conclusions
This study estimates tourism demand with controlling for time-specific effects. If variables are subject to time-specific effects, their lagged variables can bias dynamic relations in testing a causality and estimating tourism demand. Since the time-specific effects are not observable and cannot be separated from observed variables, they have to be accounted for by appropriate estimation methods. Treating the lagged time-specific effects as measurement errors in explanatory variables, this study uses instrumental variables.
The empirical results support use of the change rate variables because the level variables in this study are nonstationary and their results are affected by the nonstionarity. In addition, the instrumental variables constructed by the level variables are not exogenous and cannot solve the endogeneity problem caused by the lagged time specific effects.
The discussion in this study will be useful for testing causality of economic variables and for estimating dynamic relations, particularly when the variables involved are sensitive to time-specific effects. In addition, regarding a search for instrumental variables, Lewbel (1997) develops an alternative set of instrumental variables using higher moments of endogenous variables and functions of exogenous variables. Use of these instrumental variables is planned for future work.
Endnotes
1 If the order of autoregressive models is not large enough, the disturbances will be autocorrelated, leading to inconsistent estimates. In this study we test for autocorrelation of the disturbances as a way of supporting the chosen lag order. 2 When we treat 
