We state and prove a Korn-like inequality for a vector eld in a bounded open set of R N , satisfying a tangency boundary condition. This inequality, which is crucial in our study of the trend towards equilibrium for dilute gases, holds true if and only if the domain is not axisymmetric. We give quantitative, explicit estimates on how the departure from axisymmetry a ects the constants; a Monge-Kantorovich minimization problem naturally arises in this process. Variants in the axisymmetric case are brie y discussed.
Introduction
Korn's inequality asserts the control of the L 2 norm of the gradient of a vector eld by the L 2 norm of just the symmetric part of this gradient, under certain conditions. Here is a rather general version: let be a smooth bounded open set in R N (N 2 to avoid trivial situations), then there exists a constant K( ) > 0, such that for all vector elds u : ! R N , kr sym uk 2 L 2 ( ) K( ) inf R2R( ) kr(u R)k 2 L 2 ( ) (1) (see Friedrichs 6, ineq. (13) , Second case], or Duvaut-Lions 5, ineq. (3.49)]). Here ru and r sym u are matrix-valued applications de ned by (ru) ij = @u i @x j ; (r sym u) ij = 1 2 @u i @x j + @u j @x i ; and R( ) stands for the nite-dimensional set of rigid motions on , i.e. a ne maps R : ! R N whose linear part is antisymmetric. Moreover, when u = (u j ) and M = (m ij ) are respectively a vector eld and a matrix eld on , we use the natural notations Note that R is optimal in the right-hand side of (1) if and only if its linear part rR is just the average of the antisymmetric part of ru over .
Two commonly used variants of this inequality are the following: kuk 2 L 2 ( ) + kr sym uk 2 L 2 ( ) K 0 ( ) kuk 2 L 2 ( ) + kruk 2 L 2 ( ) ; (2) and uj = 0 =) kr sym uk 2 L 2 ( ) K 0 ( )kruk 2 L 2 ( ) ; (3) where is a subset of @ with positive measure. Again, K 0 ( ) and K 0 ( ) are positive constants only depending on . When = , inequality (3) is very simple, as already noticed by Korn himself (see the remark in the appendix). In all the other cases, inequalities (1){(3) are much more delicate. We note that they still hold true if the L 2 norms are replaced by L p norms (1 < p < 1). Also a more \global" variant of (1) was established in a famous study by Kohn 12] : inf R2R( ) ku Rk L q ( ) C p ( )kr sym uk L p ( ) ; for any p 2 1; +1), p 6 = N, with q = Np=(N p) (q = 1 if p > N). Korn 's inequality plays a fundamental role in elasticity theory (thinking of u as a displacement vector eld) and also in hydrodynamics (thinking of u as a velocity vector eld).
There is by now a huge literature on the subject: a research on the electronic database MathSciNet lists about 300 references directly concerned with Korn's inequality. Among the topics discussed there, let us only mention estimates of the best constants in certain situations (see for instance 2]), links with complex variable theory when N = 2 (see for instance 11]), or generalizations to surfaces (see for instance 1, Vol. III]). Ciarlet 1, Vol. I, p . 291] enumerates about half a dozen proofs of Korn's inequality, one of which is detailed, and provides background on its applications. Horgan 10] summarizes the major known results for bounded domains in two and three dimensions, with emphasis on the estimates of the constants.
Korn's original proofs 13] were considered somewhat obscure, and many authors have endeavored to give simpli ed and improved arguments. Gobert 8] has proven (2) with the help of the theory of singular integral operators. The name of J.-L. Lions is attached to a particularly elegant and robust proof 5, section 3.3], which we will recall below. An elementary constructive proof of (2), based on extension operators, has been given by Nitsche 14] . We also mention Oleinik's beautiful argument 15] towards (2), based on a clever use of elementary estimates for harmonic functions and Hardy inequalities.
Let us here brie y recall Lions' argument 5] towards (1) (actually, a very slight variation of it). It is based on the following two lemmas. The rst one has been known since immemorial times, while the second is part of the theory of distributions. Lemma 1. Let u 2 H 1 ( ; R N ). Then, for all i; j; k 2 f1; : : : ; Ng, @ 2 u k @x i @x j = @ @x i (r sym u) jk + @ @x j (r sym u) ik @ @x k (r sym u) ij : (4) In this lemma, the notation H 1 ( ) stood for the usual Sobolev space de ned by the norm kfk 2 H 1 = kfk 2 L 2 + krfk 2 L 2 , and derivatives were taken in distributional sense. From lemma 1 we only retain the Corollary 1. Each partial derivative of each component of ru can be written as a linear combination of partial derivatives of components of r sym u.
In short, rru is a \matrix combination" of rr sym u. For the next lemma, we shall introduce the notation
where j j stands for the N-dimensional volume of . Of course hfi is just the L 2 projection of f onto the space of constant functions. We also de ne the H 1 norm of a given function (or distribution) f in by kfk H 1 ( ) = sup Z f'; ' 2 D( ); kr'k L 2 ( ) 1 ; where D( ) stands for the space of C 1 functions with compact support in . When v is an L 2 vector eld on , we naturally de ne
Then one has the Lemma 2. There exists a constant C( ), only depending on , such that for all f 2 L 2 ( ), krfk 2 H 1 ( ) Nkf hfik 2 L 2 ( ) C( )krfk 2 H 1 ( ) : (5) Corollary 2. Let f and g ij (1 i, 1 j) be L 2 real-valued functions on , such that for all i, @f @x i = X j ij @g ij @x j : Then kf hfik 2 L 2 N 2 C( ) sup ij j ij j 2 X ij kg ij k L 2 ( ) : (6) Note that the constant C( ) in the above formula is invariant by dilation of , but has to depend on the shape of the domain, as can be seen by looking at the case when is very elongated in one direction. For instance, in dimension N = 2, choose = f(x 1 ; x 2 ) 2 R 2 ; ("x 1 ) 2 + (x 2 =") 2 1g. By considering f(x) = x 1 , g 12 (x) = x 2 , g ij = 0 else, one immediately sees that C( ) ! +1 as " ! 0.
The rst inequality in (5) is readily obtained by integration by parts, and only the second one is tricky. It can be shown by closed graph theorem, or by the construction of an appropriate extension operator. The variant which is explicitly proven in 5] is kfk L 2 C kfk H 1 + krfk H 1 : (7) We also give the sketch of a simple, constructive proof communicated to us by Y. Meyer. Denoting by 1 the bijective operator from H 1 ( ) to H 1 0 ( ) corresponding to the solution of the Laplace problem on with Dirichlet boundary condition, one has f = " N X j=1 @ j 1 (@ j f) # :
Here we use the shorthand @ j = @=@x j . In particular, kfk L 2 ( ) N X j=1 @ j 1 @ j f L 2 ( ) + kw f k L 2 ( ) ; where w f is harmonic on . But there exists a constant C, only depending on , such that N X j=1 @ j 1 @ j f L 2 ( ) C N X j=1 k@ j fk H 1 ( ) ; so it is su cient to prove lemma 2 for harmonic functions on . Remembering that is smooth and connected, we conclude by using the relationship between harmonic functions on belonging to Sobolev spaces and their traces on @ . (since @ has no boundary, the proof can be carried out on this set by use of local charts, reduction to R N 1 and Fourier transform).
It remains to understand why Corollaries 1 and 2 together imply (1) . For this, let r a u stand for the antisymmetric part of ru, (r a u) ij = 1 2 @u i @x j @u j @x i :
From Corollaries 1 and 2 it follows that kr a u hr a uik L 2 ( ) is bounded by a constant multiple of kr sym uk L 2 ( ) . Then (1) is a consequence of kru hr a uik 2 = kr sym uk 2 L 2 ( ) + kr a u hr a uik 2 L 2 ( ) :
2. Motivation and main result We shall now explain our interest in Korn's inequality. The present work was not motivated by elasticity or hydrodynamics, but by a di erent area of applications, namely statistical physics, and more precisely the kinetic theory of rare ed gases. Let us sketch the problem.
Since the works of Maxwell and Boltzmann more than a hundred years ago, it has been admitted by physicists that a gas enclosed in a bounded box, undergoing appropriate boundary interaction, should approach a certain steady state as time becomes large. Here the gas is modelled by the Boltzmann equation, which is supposed to accurately describe collisions inside a dilute gas. This steady state would achieve a maximum of the entropy under the constraints imposed by the physical conservation laws. And at least for generic shape of the box, it would be a rest state, in the sense that the density and temperature would be constant all over the box, and that there would be no macroscopic velocity eld. Such a statement cannot be true for all boxes: in fact, when the box has cylindrical shape, and specular boundary condition is enforced (meaning that particles just bounce on the boundary of the box according to the Snell-Descartes laws), then there are steady states which are not at rest, and possess a \rotating" velocity eld. This does not contradict the principle of maximum entropy, because the presence of an axis of symmetry induces an additional conservation law (the conservation of a coordinate of the angular momentum).
In all other realistic situations (at least when the boundary conditions do not depend on time), it is expected that the distribution of particles does converge towards a rest state.
The mathematical justi cation of this guess is rather easy as soon as suitable a priori bounds on solutions of the Boltzmann equation have been obtained. Such bounds are not trivial at all, and at present seem to have been established only in a close-to-equilibrium setting for a convex box (this was achieved in the seventies, see for instance Shizuta and Asano 18] ). But once they are settled, then the result of trend to equilibrium is an immediate consequence of the classi cation of steady states (see for instance Desvillettes 3] ) and an elementary compactness argument.
Now, what turns out to be much more complicated is to get a quantitative result of convergence to equilibrium, with explicit rates of convergence. By this we mean the following: let be a solution of the Boltzmann equation, not necessarily close to equilibrium, satisy ng \natural" a priori estimates, uniform in time, then can one nd explicit estimates on how fast it converges towards equilibrium ? Among the main causes for this tremendous increase of di culty are the intricate nature of the Boltzmann collision operator, the fact that it admits three conservation laws (mass, momentum and energy) and the degenerate nature of the Boltzmann equation with respect to the position variable.
In a work in progress 4], we overcome these three di culties, and obtain explicit rates of convergence to equilibrium for solutions of the Boltzmann equation satisfying certain strong a priori estimates (smoothness, decay at in nity, strict positivity). One of the many steps in that work consists in expressing how much the domain deviates from axisymmetry, in a way which can be used to estimate rates of convergence. By convention, we say that a domain in R 2 is axisymmetric if it has a circular symmetry around some point; and that a domain in R 3 is axisymmetric if it admits an axis of symmetry (which means that it is preserved by a rotation of arbitrary angle around this axis). For any N 4, we shall say that a domain is axisymmetric if its boundary is constituted of a union of spheres (of dimension N 1) which are centered on a given axis and included in a hyperplane orthogonal to this axis (see Lemma 5 for an alternative, general de nition). It turned out, to our surprise, that the degree of non-axisymmetry of the domain could be expressed by means of the following Korn-like inequality. Theorem 3. Let be a C 1 bounded open subset of R N (N 2), with no axis of symmetry. Let u be a vector eld on with ru 2 L 2 ( ). Assume that u is tangent to @ :
where n(x) stands for the outer unit normal vector to at point x. Then there exists a constant K( ) > 0, only depending on , such that kr sym uk 2 L 2 ( ) K( )kruk 2 L 2 ( ) : (8) There are two points to be made about Theorem 3. First, as we already mentioned, it is only via the boundary conditions that it di ers from more standard versions of Korn's inequality, like (3) for instance. Indeed, usually one would impose that u vanishes on @ , or at least part of it. In the context of hydrodynamics, this corresponds to the well-known \no-slip" boundary condition; in elasticity, this re ects the usual assumption that part of the elastic body is attached to some region of the physical space. Apart from the present work, Ryzhak's paper is the only one known to us which has been interested in tangency boundary conditions. From the point of view of uid dynamics, our context of application may seem rather strange, because kr sym uk 2 L 2 looks like an energy dissipation term, of the kind encountered in the theory of the Navier-Stokes equations; but the tangency boundary condition on u is typical of inviscid models, like the Euler equation.
There is no contradiction at the level of the modelling, because in our method the term kr sym uk 2 L 2 is not obtained as a dissipation term, but as the leading order, in some sense, of the second derivative of a certain functional. The second point on which we attract the attention of the reader is the importance which we give to the value of the positive constant K( ) in (8) . In our study of trend to equilibrium, the value of the constant K( ) is used to quantify the deviation of from axisymmetry. It is therefore of great interest to have as much insight as possible in the explicit value of K( ), in terms of the geometry of . In fact, the main interest of the present work is to provide the following estimates on K( ). Theorem 3 (continued). The largest admissible constant K( ) in (8) satis es K( ) 1 
where the various constants above are de ned as follows: C H = C H ( ) is a constant related to the homology of and the Hodge decomposition, de ned by the inequality kr sym vk 2 L 2 ( )=V 0 ( ) C H kr vk 2 L 2 ( ) + kr a vk 2 L 2 ( ) ; (10) or (almost) equivalently by (13) below. Here r v stands for the divergence of the vector eld v, r v = P i @v i =@x i , and V 0 ( ) is the space of all vector elds v 0 2 H 1 ( ; R N ) such that r v 0 = 0; r a v 0 = 0:
We recall that V 0 is a nite-dimensional vector space whose dimension depends only on the topology of . K( ) is the constant in (1); and nally, G = G( ) is what we shall call Grad's number:
Here UA N is the space of antisymmetric N N real matrices with unit norm: 2 UA N () + T = 0 and j j = 1 ; and for any N N matrix , we de ne V as the set of all vector elds in H 1 ( ) v n = 0 on @ : (12) Moreover, G( ) > 0 and, at least when N = 2 or 3, an explicit lower bound on G( ) can be given in terms of \basic" geometrical information about how far is from being axisymmetric.
Remarks: 1. In dimension N = 3, one can identify the space A 3 of 3 3 antisymmetric matrices to R 3 in the usual way, via x = ^x. Then, to any 2 UA 3 is associated 2 S 2 such that x = ^x p 2 :
One then recovers (up to a factor j j) the formula which appears in Grad 9, p. 274]:
where V is de ned by the equations r v = 0; r^v = ; v n = 0 on @ : Of course r^v is the curl of v. Also when N = 2, one can identify UA 2 with S 0 = f 1; +1g.
2. Grad may not have been the rst one to consider the quantity G( ), but most probably he was the rst one to understand that this number may be useful in the context of the Boltzmann equation. Even more, to our knowledge his paper is the only one to mention this fact. This justi es our terminology of \Grad's number". The present work drew a lot of inspiration from Grad's paper 9], which is at the same time quite obscure, de nitely false and really illuminating in certain respects | as we will discuss in 4].
3. If is simply connected, which is presumably the most natural case for applications, then V 0 = 0 and V contains a unique element (we shall show in a moment that V is never empty).
4. Our primary goal was to obtain fully explicit lower bounds for K( ) in terms of simple geometrical information about ; to achieve this completely with our method, we would have to give quantitative estimates on C H . Unfortunately, we have been unable to nd explicit estimates about C H in the literature, although it seems unlikely that nobody has been interested in this problem. Of course, when N = 3 and is simply connected, estimate (10) is equivalent to kruk 2 L 2 ( ) C H ( ) kr uk 2 L 2 ( ) + kr^uk 2 L 2 ( ) ; (13) up to possible replacement of C H by C H + 1. This is an estimate which is well-known to many people, but for which it seems very di cult to nd an accurate reference. Inequality (10) can be seen as a consequence of the closed graph theorem; for instance, in the case of a simply connected domain, one just needs to note that (i) kr a uk 2 L 2 + kr uk 2 L 2 is bounded by kruk 2 L 2 , (ii) the identities r u = 0, r a u = 0, u n = 0 (on the boundary), together imply u = 0; so in fact the norms appearing on the left and on the right-hand side of (10) have to be equivalent. The proof of point (ii) is as follows: from Poincar e's lemma in a simply connected domain, there exists a real-valued function such that r = u; then is a harmonic function with homogeneous Neumann boundary condition, so it has to be a constant, and u = 0.
Of course this argument gives no insight on how to estimate the constants. As pointed out to us independently by O. Druet and by D. Serre, one can choose C H ( ) = 1 if is convex, but the general case seems to be much harder. Anyway this is a separate issue which has nothing to do with axisymmetry; all the relevant information about axisymmetry lies in our estimates on G( ) 1 .
The organization of the paper is as follows: after a short proof of Theorem 3 in section 3, we shall give some quantitative estimates on the positivity of G( ) in section 4, and nally give a brief discussion of the axisymmetric case in section 5. In an appendix, we reproduce a proof of the abovementioned estimate of C H when is convex, which was communicated to us by O. Druet.
Proof of Theorem 3
To begin with, let us check that De nition (11) makes sense. 
The existence of ' is ensured by the identity R n(x) d (x) = 0 for each connected part of @ . Then de ne v(x) = r'(x) + x; one easily checks that v 2 V . Remark: When is simply connected, this is the only solution.
We now proceed to prove Theorem 3. Proof of Theorem 3. Let us start from inequality (1), in the form kr a u hr a uik 2 L 2 ( ) + kr sym uk 2 L 2 ( ) K( ) 1 kr sym uk 2 L 2 ( ) : (15) If hr a ui = 0, then we are done. If not, introduce = hr a ui jhr a uij 2 UA N ; = jhr a uij > 0: Let v 2 V , then v n = 0 on @ ; (16) so that (15) implies Z jr a (u v)j 2 K( ) 1 kr sym uk 2 L 2 ( ) and Z jr a (u v)j 2 + Z jr (u v)j 2 N K( ) 1 kr sym uk 2 L 2 ( ) : (17) In particular, Z jr a uj 2 2 Z jr a (u v)j 2 + 2 2 Z jr a vj 2 (18) 2K( ) 1 kr sym uk 2 L 2 ( ) + 2 2 j j (19) (recall that jr a vj 1).
To conclude the proof of Theorem 3, it only remains to bound j j 2 in terms of kr sym uk 2 L 2 . This is the point where Grad's number will show up ! From (10) and (17) 
Estimates of Grad's number
We now proceed to give some estimates from below for G( ) under the assumption that is not axisymmetric. First of all, we recall a useful geometrical lemma, whose proof is omitted. It is based on the fact that an antisymmetric linear map in R N admits an invariant 2-dimensional plane. ; (22) where the in mum is taken over all maps T : R N ! R N such that the image measure of by T coincides with . This and much more background on Wasserstein distances can be found in 17] for instance.
In the sequel, we shall use Wasserstein distances with particular probability measures, which will be of the form L = 1 j j L; where L stands for the Lebesgue measure on R N .
We can now state our main estimates. We shall use the standard notation dist (x; A) = inf y2A jx yj: Proposition 6. . The bounds (28) and (31) are of course extremely simple, but sometimes the bounds (27) and (30) are much more precise. We shall discuss this at the end of the section.
3. It is quite easy to compute L sym and L sym; \explicitly". For instance, in dimension 2, if we introduce a system of polar coordinates (r; ) with center g, then the density of L sym at a point (r 0 ; 0 ) is given by 1 2 f 2 0; 2 ]; (r 0 ; ) 2 g :
A similar expression can be derived in dimension 3 if one introduces a system of cylindrical coordinates with vertical direction .
Proof of Proposition 6. It is immediate to show that G( ) = 0 if is axisymmetric. Conversely, let us show that if is not axisymmetric, then G( ) > 0. Assume by contradiction that G( ) = 0, so there exists a sequence n 2 UA N , v n 2 V n such that kr sym v n k L 2 ! 0 as n ! 1. Then krv n k L 2 is bounded, since kr a v n k is also bounded. By Poincar e-Wirtinger's inequality (25) the sequence (v n hv n i) is bounded in H 1 ( ; R N ).
Up to extraction of a subsequence, we may assume that it converges towards some v, weakly in H 1 ( ; R N ). Since UA N is compact, we may also assume that n converges towards some 2 UA N as n ! 1. Then it is easily checked that v 2 V and r sym v = 0, so in fact rv = and v is a rigid motion. By Lemma 5, is axisymmetric. Next, we turn to estimates (23) 
Then, d dt je tv (x) e tR (x)j jv(e tv (x)) R(e tR (x))j jv(e tv (x)) R(e tv (x))j + jR(e tv (x)) R(e tR (x))j: Since the Lipschitz norm of R is j j = 1, the last term is bounded by je tv (x) e tR (x)j, and by Gronwall's lemma je tv (x) e tR (x)j e t 
Next, since v is divergence-free, we know that the image measure of the Lebesgue measure on by the map e tv is just the Lebesgue measure. So the right-hand side of (33) is in fact To prove (23), start again from (34), and use the fact that e tv is a measure-preserving di eomorphism of (with inverse e tv ) to get Z je tv (x) e tR (x)j 2 dx = Z jx e tR e tv (x)j 2 dx; next note that (e tR e tv )#L = e tR #L = L e tR , because e tR preserves Lebesgue measure on R N . Apply de nition (22) to conclude.
We now proceed to establish the simpli ed expressions when N = 2 or 3. We shall only treat the case N = 2 since the case N = 3 is exactly similar. Without loss of generality, we assume g = 0. Let R be a rigid motion of R 2 of the form R(x) = x + b, with j j = 1. Then e p 2 R is the rotation of angle around a certain point x 0 , independent of t. One can write e p 2 R x = x 0 + (x x 0 );
where stands for the rotation of angle around 0. Note that e 2 p 2 R is the identity.
We shall show that for any 2 0; 2 ], Z e p 2 v (x) e p 2 R (x) 2 dx Z e p 2 v (x) (x) 2 dx; (35) in other words, the left-hand side of (35) can only become smaller if we impose Rg = 0. This will prove that we only need to consider the symmetrization around g.
To prove (35) we write, using the notation I for the identity, , so that jx T(x)j in the integrand is greater than dist (x; ). This proves (28).
We conclude this section with some simple remarks about practical computations. As we said before, formulas (28) and (31) are very convenient and can easily be computed numerically. On the other hand, if is very close to be axisymmetric, these lower bounds may become much smaller than G( ). Consider for instance the situation where is a very slightly elongated ellipse in the plane, something like E = (x 1 ; x 2 ) 2 R 2 ; x 2 1 + x 2 2 1 + " 1 ; = E p jEj (here we have normalized the volume of to unity) for small ". Then the symmetrized Lebesgue measure of takes value 1 within a disc centered at 0, with radius approximately 1, and then decreases to 0 on a thin shell of thickness O("). One can then show that Z sym dist (x; ) 2 dL sym (x) = O(" 3 ): On the other hand, from elementary mass transportation theory, W 2 (L ; L sym ) 2 is at least of the order of " 2 :
(36)
A way to arrive at (36) is to apply the inequality W 2 (L ; L sym ) 2 W 1 (L ; L sym ) 2 ;
and then to use the identity W 1 ( ; ) = W 1 ( ] + ; ] ): (37) The idea behind (37) is that when the cost function is a distance, then all the mass which can stay in place in the transportation process (the shared mass between and ) can be required to do so, and this does not a ect the value of the optimal cost. Note that in the right-hand side of (37), we have extended the de nition of W 1 to arbitrary nonnegative measures with a common mass, not necessarily normalized to 1. Then it is easy to convince oneself that transporting L L sym ] + onto L L sym ] with cost c(x; y) = jx yj requires at least a cost of order ", because at least a mass of order " has to be moved on a distance of order 1.
Some remarks about the axisymmetric case
What becomes of Theorem 1 when is axisymmetric ? The question is of interest for our problem of relaxation to thermodynamical equilibrium, since it is natural to ask what happens if the gas is enclosed in a cylinder. When the dimension N is 3 or higher, then one should make the distinction between a cylinder with only one axis of symmetry, and a spherically symmetric domain. Recall that if a domain R N (N 3) admits two nonparallel axes of symmetry, then it is spherically symmetric around some point.
If has spherical symmetry, then we should just be content with inequality (1) . When N 3, the case of a cylinder with a unique axis of symmetry, is a little bit more involved. To summarize the situation in dimension 3: if is a ball, then inequality (1) only shows that r sym u controls the departure of u from being a rigid motion; while if is a cylinder with axis !, then r sym u controls the departure of u from being a rigid motion with axis !. This is perfectly consistent with the context of trend to equilibrium for the Boltzmann equation, because the last indeterminacy about u will be compensated for by 3 additional conservation laws (angular momentum) in the case of a ball, and by one additional conservation law (!-component of the angular momentum) in the case of the cylinder.
Appendix
Here we reproduce the elegant proof, communicated to us by O. Druet, of estimate (10) for a convex domain with C H = 1. It is based on the elementary identity jr sym uj 2 jr a uj 2 = (r u) 2 + r (u r)u u(r u) :
(39) with the usual notation u r = N X i=1 u i @ @x i :
Note that identity (39) is well-known in the theory of the Korn inequality because it provides an elementary proof of (3) when = @ : indeed, when u = 0 on @ , it implies, by divergence theorem, Z jr a uj 2 = Z jr sym uj 2 Z (r u) 2 Z jr sym uj 2 :
Let us now turn to (10) . The problem is somehow opposite since we have to control the symmetric part instead of the antisymmetric ! Let u be an arbitrary vector eld D. Serre has a slightly di erent argument (not more complicated), also based on (42), leading to the same result. We further note that the use of a trace theorem, combined with a Poincar e-like inequality, implies Z @ juj 2 C Z jruj 2 ;
and this together with (43) enables one to get estimates of C H when is a C 2 perturbation of a convex set. The general case in which is not close from a convex set looks much more di cult.
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