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We study quantum interference effects in a two-dimensional chiral metal (bipartite lattice) with
vacancies. We demonstrate that randomly distributed vacancies constitute a peculiar type of chiral
disorder leading to strong modifications of critical properties at zero energy as compared to conven-
tional chiral metals. In particular, the average density of states diverges as ρ ∝ E−1| lnE|−3/2 and
the correlation length Lc ∝
√
| lnE| in the limit E → 0. When the average density of vacancies is
different in the two sublattices, a finite concentration of zero modes emerges and a gap in the qua-
siclassical density of states opens around zero energy. Interference effects smear this gap resulting
in exponentially small tails at low energies.
1. Introduction.— Anderson localization [1] remains
in the focus of condensed matter research. Development
of the symmetry [2] and topology [3] classification of dis-
ordered systems is one of central advances in the field. It
has been realized that underlying symmetries and topolo-
gies induce a rich variety of localization phenomena, in-
cluding, in particular, critical phases and quantum phase
transitions between metallic and insulating states [4].
The symmetry classification of disordered systems
[2, 4] includes three families of symmetry classes: con-
ventional (Wigner-Dyson), chiral, and superconducting
(Bogoliubov-de Gennes). In this paper we consider
two-dimensional (2D) chiral models. Chiral symmetry
(classes AIII, BDI, and CII) implies that the Hamiltonian
can be arranged in the form of a block off-diagonal ma-
trix. A standard realization of such a system is provided
by a bipartite lattice with random hopping. In contrast
to Wigner-Dyson classes, chiral systems exhibit very un-
usual localization properties. A remarkable feature of the
chiral metal is the exact absence of localization correc-
tions to all orders in the perturbation theory [5]. At the
same time, the density of states (DOS) is strongly mod-
ified by the quantum interference effects and diverges at
the center of the band. As was shown in Ref. 6, localiza-
tion effects do emerge in chiral models when the theory
is treated non-perturbatively. Specifically, the localiza-
tion is controlled by topological vortex-like excitations
of the sigma model, in similarity with the Berezinskii-
Kosterlitz-Thouless phase transition [7].
The experimental discovery of graphene [8] and ex-
tensive study of its peculiar transport properties near
the Dirac point has given an additional boost to study-
ing quantum transport in systems with chiral symmetry.
In particular, long-range lattice corrugations (ripples) in
graphene generate an effective randommagnetic field act-
ing within each valley [9], placing the system into the chi-
ral unitary class AIII. A hexagonal lattice with vacancies
falls into the chiral orthogonal class BDI. A vacancy can
be modeled by cutting all lattice bonds adjacent to the
vacant site, which yields a special type of bond disorder
[10]. Chemical adsorbents, such as hydrogen, attached
to individual graphene atoms can be approximated as
vacancies since the strong on-site potential prevents an
electron from occupying the impurity site.
Bipartite lattices with randomly located vacancies be-
longing to the chiral symmetry class constitute the sub-
ject of the present paper. We will show that vacancies
crucially modify interference effects close to the center
of the band (Dirac point in case of graphene) leading to
enhanced DOS and reduced localization length as com-
pared to other realizations of chiral systems. These mod-
ifications are intimately related to zero modes arising in
bipartite systems with unequal number of sites in the two
sublattices. We will develop the non-linear sigma model
formalism for chiral systems with vacancies and demon-
strate how the zero modes affect localization phenomena.
2. Model and field theory.— As a model system, we
consider a nearest-neighbor hopping Hamiltonian on the
bilayer square lattice with t and t′+h(r) being the intra-
and inter-layer hopping amplitudes, respectively. The
latter amplitude contains a relatively small complex ran-
dom part h(r). This model belongs to the chiral unitary
class AIII and is equivalent to the model studied by Gade
and Wegner [5]. The vacancies will be introduced as a
strong potential V (to be later sent to infinity) applied
to randomly selected sites with the average densities nA
and nB in the two sublattices. The Hamiltonian for such
a model has the following form in the sublattice basis:
H =
(
VA(r) ξ(p) + h(r)
ξ(p) + h∗(r) VB(r)
)
. (1)
2We assume that t′ is slightly less than 2t; then the low-
energy states are located close to the center of the Bril-
louin zone and the kinetic part of the Hamiltonian ac-
quires the quadratic form ξ(p) = p2/2m − µ with m =
1/ta2 and µ = 2t− t′, where a is the lattice spacing. We
assume that the random-hopping part obeys a Gaussian
distribution with 〈h〉 = 0 and 〈h(r)h∗(r′)〉 = δr,r′/2πντ ,
where ν = m/2π is the clean-system DOS per band and τ
is the mean free time induced by the bond disorder. The
on-site potential modeling vacancies is contained in the
VA,B terms of the Hamiltonian (1). These terms are diag-
onal in sublattice space and manifestly violate the chiral
symmetry. However, the symmetry will be restored later
when we take the limit V →∞.
To compute the DOS at low energies, we will use the
non-linear sigma model formalism. The starting point of
the sigma-model derivation is the replicated action for
the fermion fields:
S = −i
∫
drψ†
[
E + i0−H]ψ. (2)
Here ψ = {ψA, ψB}T is a 2N -component vector of Grass-
mann fields operating in the space of two sublattices
(A and B) and N replicas. For the moment, we as-
sume that the Gaussian bond disorder dominates, i.e.,
the mean free path due to random hopping terms is much
shorter than the characteristic distance between vacan-
cies. Averaging with respect to h(r) gives rise to the
spatially local quartic term in the action with the den-
sity − tr(ψAψ†AψBψ†B)/2πντ . This term is decoupled by
the Hubbard-Stratonovich transformation using an aux-
iliary complex-valued matrix field Q of size N . Next, the
fermion fields ψ are integrated out, yielding [11]
S = Tr

πν
2τ
Q†Q− ln

E − VA +
iQ
2τ
−ξ
−ξ E − VB + iQ
†
2τ



,
(3)
where ‘Tr’ denotes the full operator trace including
replica and real space.
In the limit E = VA,B = 0, the action (3) is minimized
at the manifold Q†Q = 1. This defines the target space of
the sigma model, Q ∈ U(N) for the symmetry class AIII.
With the matrix Q restricted to this target manifold, we
expand Eq. (3) up to second order in gradients, linear
order in E, and to all orders in VA,B. This yields the
action of the sigma model S = Sσ + SE + SV with
Sσ =
∫
dr
8π
[
σ tr
(∇Q†∇Q)− c (trQ†∇Q)2] , (4a)
SE = iπνE
∫
dr tr
(
Q† +Q
)
, (4b)
SV = −
∫
dr
a2
tr ln
[
1 + iπνa2
(
VAQ
† + VBQ
)]
. (4c)
In the kinetic part of the action Sσ, the parameter σ =
2π2νv2τ is the dimensionless Drude conductivity in units
e2/πh, where v is the Fermi velocity. The second term
in Sσ, commonly referred to as the Gade term, does not
result from the gradient expansion of Eq. (3) (i.e., the
bare value of c is negligible) but is generated in course of
renormalization. In deriving the last part of the action
SV , we assume that the on-site impurities (vacancies) are
located far from each other as compared to the mean free
path, and hence neglected correlations in the Q field at
different impurity positions.
We average the action over the Poisson distribution of
vacancies and take the limit V →∞. This results in
SV =
∫
dr
[
nA
(
1− detQ†)+ nB(1− detQ)] . (5)
Here nA,B are concentrations of vacancies in the two
sublattices. We will further simplify SV by expanding
it in powers of ln detQ up to the second order. Since
ln detQ scales linearly with the number of replicas N ,
higher terms of such an expansion have no effect in the
replica limit [12]. The final expression reads
SV =
∫
dr
[
2πν∆tr lnQ− n
2
(
tr lnQ
)2]
, (6)
∆ = (nA − nB)/2πν, n = nA + nB. (7)
Here we introduced a parameter ∆ that plays the role of
the quasiclassical gap in the spectrum, see below.
The assumption nA,Bl
2 ≪ 1 used in our sigma-model
derivation is actually not essential. One can consider
the extreme case when vacancies are the only type of
disorder in the system. The mean free path l = πνv/n is
then much longer than the distance between impurities.
The sigma model can still be derived in this limit with
a help of superbosonization technique [13]; this will be a
subject of a separate publication. The only modification
to the above result is a different numerical factor in the
last term of Eq. (6), which is of no importance for the
analysis below. Finally, the average DOS is given, within
the replica sigma-model formalism, by
ρ(E) = − Im lim
N→0
1
πN
∂
∂E
∫
DQe−S[Q]. (8)
A comment on the action symmetry is in order here.
The kinetic action Sσ is invariant under global left and
right rotations Q 7→ U †LQUR with any spatially constant
unitary matrices UL,R. This symmetry is inherited from
the original fermionic action (2). Indeed, the latter is
invariant under the transformation ψA,B 7→ UL,RψA,B,
ψ†A,B 7→ ψ†A,BU †R,L, when both energy E and on-site po-
tentials VA,B vanish. Although the vacancies preserve
the chiral symmetry of the Hamiltonian, the action SV
partially breaks the U(N)×U(N) symmetry of the sigma
model for the following reason. When the number of va-
cant sites in the two sublattices is different, the number of
ψA and ψB fields is also different. Even though the action
3(2) retains its full symmetry, the invariance of the corre-
sponding path integral in ψ and ψ† requires also that the
transformation Jacobian is unity, i.e., detUL = detUR.
Hence only the transformations preserving detQ are true
symmetries of the path integral and of the action SV .
We conclude that vacancies effectively reduce the target
space of the sigma model from U(N) down to SU(N).
3. Zero-dimensional limit.— We begin our analysis of
the sigma model with the zero-dimensional (0D) limit.
Assume a sample of a finite size L2 and energies low
enough to neglect the kinetic action Sσ. On average, such
sample contains NA,B = nA,BL
2 vacancies in the two
sublattices. The problem of the spectrum of a random
chiral matrix with the imbalance between A and B states
was considered in Refs. 14, 15. It was shown that a fixed
imbalance leads to an additional term in the sigma-model
action of the form (NA−NB) ln detQ. This is exactly the
first term of Eq. (6). The second term of SV describes
small Gaussian fluctuations of the imbalance.
Refs. 14, 15 provide an exact solution of the 0D prob-
lem determined by an integral over the whole sigma-
model manifold. For our purposes an approximate qua-
siclassical solution valid in the limit NA,B ≫ 1 is suffi-
cient. To obtain it, we take the spatially constant and
diagonal-in-replicas minimum of the action. Using the
ansatz Q = eiφ, we compute the variation of SE + SV
and obtain, in the limit N → 0, sinφ = ∆/E. The DOS,
Eq. (8), is then given by
ρ(E) = 2ν
[
π δ(E/∆) +
√
1−∆2/E2
]
. (9)
The DOS exhibits a gap at energies |E| < ∆ with a delta
peak in the center due to zero modes.
The fluctuations of the imbalance can be now taken
into account by averaging the above result with respect
to Gaussian fluctuations of the gap with the mean value
∆ and dispersion r =
√
n/2πνL. The result of this aver-
aging is displayed in Fig. 1. At low energies and at small
imbalance, E,∆≪ r, the 0D DOS reads
ρ0D(E,L) ≃
√
2πν[2rδ(E) + E/r]. (10)
4. Renormalization group.— We are now in a position
to solve the 2D problem. The spatial fluctuations of the
sigma-model field Q will be taken into account with the
help of the renormalization group (RG). At the last step
we will apply the 0D result to the renormalized theory.
The RG for the chiral sigma model was first discussed by
Gade and Wegner [5]. It was shown that the conductiv-
ity is not renormalized to all orders of the perturbation
theory in the parameter 1/σ ≪ 1. At the same time, a
new coupling c [see Eq. (4a)] is generated by the RG. The
corresponding RG equations have the following form in
the replica limit:
∂σ/∂ lnL = 0, ∂c/∂ lnL = 1. (11)
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FIG. 1: (Color online) Average DOS in the 0D chiral system
with fluctuating imbalance. Dashed lines show quasiclassical
result (9). At low energies DOS vanishes linearly, cf. Eq. (10).
Note that both equations are exact to all orders in 1/σ
in the symmetry class AIII. The couplings ∆ and n, in-
troduced in the action SV , Eq. (6), are also not renor-
malized. To prove this, we separate the matrix Q = eiφU
into the phase factor and a matrix with unit determinant,
detU = 1. The variables φ and U decouple at E = 0,
Sσ + SV =
∫
dr
{
σ
8π
tr
(∇U †∇U)
+N
[
σ +Nc
8π
(∇φ)2 + 2iπν∆φ+ nN
2
φ2
]}
. (12)
The action for φ is quadratic, so its parameters are not
renormalized. In particular, this proves that σ is not
renormalized in the replica limit. From the above action
we also see that the vacancy concentration n indeed pro-
vides a mass for the fluctuations of φ thus breaking the
symmetry U(N) 7→ SU(N) as discussed above.
A finite energy E breaks the chiral symmetry of the
problem and couples φ and U variables. To find the
renormalization of energy, we separate fast and slow fields
Q = QslowQfast and expand Qfast = 1+ iW −W 2/2. The
dynamics of Qfast is governed by the action Sσ+SV yield-
ing the propagator
〈W−qWq〉 = 4π
σq2
[
N − cq
2 + 4πn
σq2 +N(cq2 + 4πn)
]
. (13)
Correction to the energy is represented in the differential
form dE/E = −〈W 2〉/2, where the right-hand side is
integrated over the fast momentum shell L < q−1 < L+
dL. Using Eq. (13) and taking the limit N → 0, we
obtain the one-loop flow equation for energy:
∂ lnE/∂ lnL = (c+ 4πnL2)/σ2. (14)
In the absence of vacancies (n = 0), this equation repro-
duces the result of Ref. 5. However, any finite concentra-
tion n eventually leads to a dramatic acceleration of the
4energy renormalization. Indeed, the parameter c grows
only as lnL according to Eq. (11). Thus we will neglect c
compared to nL2, which is always justified at long scales
(low energies).
The RG flow stops at a critical scale Lc determined by
σ/νL2c ∼ max{E˜,∆}, where E˜ ∼ E enL
2
c
/σ2 is the renor-
malized energy. The DOS is then given by the 0D result,
Eq. (10), taken at the scale Lc: ρ(E) = ρ0D(E˜, Lc)E˜/E.
The factor E˜/E appears here due to renormalization of
energy in the derivative in Eq. (8).
In the balanced case nA = nB, i.e., ∆ = 0, we have
the following result for the correlation length and DOS:
Lc(E) ∼ σn−1/2| lnEτn|1/2, (15)
ρ(E) ∼ σ
2
√
nEL3c
∼ ν
Eτn| lnEτn|3/2
. (16)
Here we introduced a time scale related to vacancies,
τn = 4πνσ/n.
These results should be contrasted to low-energy be-
havior found by Gade and Wegner for the chiral model
without vacancies, Lc(E) ∼ exp[σ| lnE|κ] with κ = 1/2
and ρ(E) ∼ 1/EL2c(E) [5, 16]. We see that in the pres-
ence of vacancies the correlation length diverges much
more slowly at E → 0 and the DOS develops a stronger
singularity.
When vacancies are weakly imbalanced, ∆τn ≪ 1, the
correlation length saturates at the value Lc =
√
σ/ν∆
and the DOS linearly drops to zero at exponentially small
energies. A finite density of zero modes introduces a delta
peak in the DOS:
ρ
(
E ≪ ∆e−1/∆τn) ∝ ν√
∆τn
[
δ
(
E
∆
)
+ Eτn e
1/∆τn
]
.
(17)
Here the amplitude of the delta peak is accurate up to
a numerical factor of order unity while the second term
contains a similar factor in the exponent. A crossover
between Eqs. (16) and (17) in the case of weak imbalance
is illustrated in Fig. 2.
5. Strong imbalance.— When the imbalance is strong,
∆τn ≫ 1, renormalization of energy is weak and the DOS
is approximately given by the quasiclassical result (9),
see Fig. 2. Rare fluctuations produce an exponentially
small subgap tail at E < ∆. We will compute this tail
by the optimal fluctuation method. In the sigma-model
formalism it amounts to finding a saddle point of the
action (instanton) breaking the replica symmetry. The
problem is similar to the calculation of subgap DOS in a
superconductor with fluctuating order parameter [17–19].
We look for an instanton with diagonal matrix struc-
ture Q = eiφ1,2 with the phase φ1 in one replica and φ2
in other N − 1 replicas. The variation of the total action
Sσ +SE +SV (with the Gade term neglected) yields two
balanced, Eq. H16L
weak imbalance, Eq. H17L
strong imbalance, Eq. H22L
E
Ρ
FIG. 2: (Color online) Schematic average DOS in the 2D
chiral metal with vacancies. Black line shows the result (16)
in the limit ∆ = 0. Weak imbalance results in linear decay
of DOS at exponentially low energies (17). Strong imbalance
leads to the gap with exponentially small subgap tail (22).
coupled equations for φ1,2:
σ
4π
∇2φ1 − U ′(φ1) = σ
4π
∇2φ2 − U ′(φ2) = n(φ1 − φ2),
(18)
U(φ) = 2iπν(∆φ+ E cosφ). (19)
Assuming that the coupling n is sufficiently strong [20],
we substitute φ1,2 = φ±χ/2 and expand the equations to
linear order in χ. Next, we exclude χ and obtain a closed
differential equation for φ. We will look for a circular
symmetric solution φ(r). Remarkably, the fourth-order
equation for φ can be simplified with the help of a dimen-
sional reduction trick [18, 19] down to the second order,
σ
4π
(
∂2φ
∂r2
− 1
r
∂φ
∂r
)
− U ′(φ) = 0. (20)
The differential part has the form of the “radial Laplace
operator in zero dimensions.” The transformation lead-
ing to Eq. (20) is enabled due to a hidden supersymmetry
of the problem [21].
Although the nonlinear equation (20) is not analyti-
cally solvable, the fact that the values of φ at the origin
and at infinity satisfy U ′(φ0,∞) = 0 suffices to compute
the instanton action. Expanding the action in χ, we per-
form the radial integration by using Eq. (20),
Sinst = −
∫
dr
2n
[ σ
4π
∇2φ− U ′(φ)
]2
=
σ
n
[
U(φ∞)−U(φ0)
]
= ∆τn
[
arccosh(∆/E)−
√
1− E2/∆2
]
. (21)
This action determines the subgap DOS with exponential
accuracy provided Sinst ≫ 1 (see Fig. 2),
ρ ∝ e−Sinst ∝

exp
[
−∆τn
3
(2ǫ)3/2
]
, ǫ = 1− E
∆
≪ 1,(
E/∆
)∆τn
, E ≪ ∆.
(22)
5The “near” tail at (∆τn)
−2/3 ≪ ǫ ≪ 1 has the form
characteristic for the distribution of large eigenvalues of
a random matrix [22]. This effectively 0D result appears
in our problem due to dimensional reduction. The deep
subgap tail at E ≪ ∆ is similar to the 2D results of Ref.
23 for the long-time asymptotics of the current relaxation
due to anomalously localized states.
6. Summary and outlook.— To summarize, we have
demonstrated that randomly distributed vacancies in a
2D chiral metal strongly modify its critical properties at
zero energy. They reduce the correlation length (15) and
increase the DOS (16) as compared to the conventional
chiral metals [5]. Technically, this modification occurs
due to an additional term in the sigma-model action (6).
This term provides a mass to the phase variable ln detQ
and reduce the sigma-model target space U(N) 7→ SU(N)
in the symmetry class AIII. Similar reduction will take
place in the other chiral classes, BDI and CII, leading
to the models on the SU(2N)/Sp(2N) and SU(N)/O(N)
manifolds, respectively.
Graphene with vacancies at the Dirac point represents
a class BDI system with σ ∼ 1. While our analysis was
performed for σ ≫ 1, our results (15), (16) are in agree-
ment with numerical study of graphene lattice with va-
cancies [24, 25].
When the density of vacancies is different in the two
sublattices, nA 6= nB, the system hosts exact zero modes
with the concentration |nA − nB|. A weak imbalance
depletes the DOS at low energies linearly, Eq. (17), while
a strong imbalance opens a gap in the spectrum with an
exponentially small tail (22) at low energies.
The reduction of the sigma-model symmetry by gener-
ation of a mass in the U(1) sector due to vacancies has
also profound implications for localization properties at
chiral-symmetry point (E = 0). Indeed, topological vor-
tex excitations of the U(1) phase ln detQ are responsible
for the localization in chiral metals at sufficiently strong
disorder [6]. Our results suggest that random vacancies
disable this mechanism and thus prevent the localization.
This is similar to classes D and DIII where the localiza-
tion can only emerge due to domain walls associated with
a discrete O(1) degree of freedom detQ = ±1 [26]. This
degree of freedom gets frozen by vortex impurities [27],
which leads to disappearance of the localized phase.
We thank F. Evers for sharing numerical data [24] prior
to publication and for discussions. This work was sup-
ported by DFG SPPP 1459 and 1666, by GIF, and by
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