Abstract| We consider a number of problems concerning the overlaps or coincidences of two periodic pulse trains. We show that the rst intercept time of two pulse trains started in phase is a homogeneous Diophantine approximation problem which can be solved using the convergents of the simple continued fraction (s.c.f.) expansion of the ratio of their pulse repetition intervals (PRIs). We nd that the intercept time for arbitrary starting phases is an inhomogeneous Diophantine approximation problem which can be solved in a similar manner. We give a recurrence equation to determine the times at which subsequent coincidences occur. We then demonstrate how the convergents of the s.c.f. expansion can be used to determine the probability of intercept of the two pulse trains after a speci ed time when one or both of the initial phases are random. Finally, we discuss how the probability of intercept varies as a function of the PRIs and its dependence on the Farey points.
I. INTRODUCTION
The intercept time problem is an interesting mathematical problem and common to many physical systems, but it is particularly relevant to the design of equipment for Electronic Support Measures (ESM), such as radar warning receivers. In designing a radar warning receiver, it often happens that we can only observe a given part of the environment periodically for a short time. For example, this will be the case if we use a rotating, directional antenna or we are using a swept-frequency superheterodyne receiver. In addition, the radar we wish to observe may only be transmitting periodically for a short time. Obviously, a good radar warning receiver should observe a radar very soon after it rst begins transmitting, so in designing our radar warning receiver we would like to ensure that the intercept time is low or the probability of intercept after a speci ed time is high.
In this paper, we consider the interception or overlap of two strictly periodic pulse trains. Throughout, we assume that pulses from the rst pulse train arrive at times iT 1 + 1 and pulses from the second pulse train arrive at times jT 2 + 2 where i; j 2 N 0 are the pulse numbers, T 1 Iven Mareels is with the Department of Engineering, Faculty of Engineering and Information Technology, Australian National University, Canberra, 0200, AUSTRALIA. Iven.Mareels@anu.edu.au the pulse repetition intervals (PRIs) and 1 and 2 are the initial time o sets or phases of the pulse trains. We will consider the following variations on this problem: where the phases are known and equal, where they are known and unequal and where one or both are random variables. The pulses from each pulse train are assumed to have pulse widths 1 and 2 respectively. In this paper, we de ne the pulses to be \on" in the intervals iT 1 for the second and that interception occurs at times when both pulse trains are on. The two problems which will be studied in detail in this paper are intercept time and probability of intercept.
For the problem of calculating intercept time, we assume that the phases of the pulse trains are known a priori. We then want to nd an algorithm for computing when the rst intercept will occur and when subsequent intercepts will occur. For the probability of intercept, we assume that one or both phases are unknown and we want to nd the probability that at least one intercept has occurred after a certain number of pulses or after a certain time.
The analysis of interception of two pulse trains has been investigated sporadically over the last fty years. Richards 1] was the rst to publish a detailed analysis of the probability of intercept of two strictly periodic pulse trains. He discovered a good approximation for the probability and attempted to account for possible uncertainties in the parameters of the pulse trains. He demonstrated the relationship between the ratio of PRIs and the Farey points. Miller and Schwarz 2] and subsequently Friedman 3] and Hawkes 4] showed how intercept time could be predicted for rational PRI ratios using linear congruence. Self and Smith 5] derived an expression for the probability of intercept when the parameters T 1 , T 2 , 1 and 2 are also random variables and claimed that the expression can be used as an approximation in the case where these parameters are xed and known. Their results have been widely used because of their simplicity, their applicability to cases involving more than two pulse trains and their accuracy in some situations. However, their assumption that the probabilities of intercept in small, disjoint intervals are independent is invalid in the cases considered in this paper. Most recently, Kelly, Perkins and Noone 6] derived an exact expression for the probability of intercept where one phase is known.
In this paper, we will rstly revisit the intercept time problem. Unlike the earlier works mentioned, we will not restrict the ratio of PRIs to being rational numbers. We formulate the problem as a Diophantine approximation problem. We nd that by considering the simple continued fraction expansion of the PRI ratio and examining the convergents of that expansion, we can compute the intercept time. We also point out the relationship between this problem and that of nding Diophantine approximations, a problem which is well-known in number theory. We present a means for nding the times of further intercepts with a recurrence equation. We believe that these techniques o er insights into the problem which have not previously come to light and they provide e cient methods for computation.
We will then examine the probability of intercept between two periodic emitters. We show how the intercept probability expression of Kelly, Perkins and Noone where one phase is known can be reinterpreted and simpli ed by considering the number theoretic results obtained for the intercept time. We then consider the problem of Richards, where both phases are unknown and derive an exact expression for the probability of intercept in this case. As the exact expression is rather complex, we show that the expression for the earlier case, where one phase is known, can be adapted and used as a good approximation. We derive expressions for the mean time to intercept.
Finally, we examine the dependence of the probability of intercept on the PRI parameters. We explore the relationship between the probability of intercept and the Farey points and outline how a recursive algorithm can be constructed to exactly calculate average probabilities of intercept.
Preamble
Throughout the paper, we will make frequent use of a coordinate notation to denote a pair of indices of pulses. For example, the ordered pair (i; j) is used to mean \i pulses from the rst pulse train and j pulses from the second pulse train."
For reference, we present a summary of the notation used throughout this paper in Table 1. II. INTERCEPT TIME In this section we will discuss the problem of the intercept time of two pulse trains. Initially, we will consider the pulse trains divorced from their pulse widths and other parameters, as if they were a sequence of impulses. We will solve the equivalent problem of approximate coincidence. As we discussed earlier, the times-of-arrival (TOAs) of the pulse trains are de ned as iT 1 + 1 for the rst pulse train and jT 2 + 2 for the second. Approximate coincidence occurs to within a tolerance when jiT 1 + 1 ? jT 2 ? 2 j 6 :
(1) Hence, we have formulated the problem as a problem in Diophantine approximation.
In our original problem, that of nding the rst intercept time, we would expect that the pulse trains have pulse widths associated with them, say 1 and 2 for the rst and second pulse trains, respectively. We assume here that bxc The largest integer 6 x. dxe The smallest integer > x. x mod y x mod y = x ? bx=ycy.
#f g The cardinality of the set f g. jf gj The measure of the set f g.
U(x; y) Uniform probability distribution between x and y.
the arrival time of a pulse is de ned as occurring in the middle of the pulse, e.g. the ith pulse from the rst pulse train begins at time iT 1 ? 1 2 1 + 1 and ends at time iT 1 + 1 2 1 + 1 . The problem of nding intercepts reduces to the problem of approximate coincidence stated above where = 1 2 ( 1 + 2 ). We will begin by discussing the case where 1 = 2 . The inequality of (1) reduces to jiT 1 ? jT 2 j 6 :
We will refer to this condition as the in phase problem. This is a homogeneous Diophantine approximation problem. We will summarise the relevant results in this wellstudied eld. In particular, we will show how the simple continued fraction expansion of the ratio of the PRIs and Euclid's algorithm can be directly used to nd the rst approximate coincidence.
We will then consider the case where 1 ? 2 = 2 0; T 2 ). We will refer to this as the arbitrary phase problem. This is an inhomogeneous Diophantine approximation problem. We will show that the rst approximate coincidence can be found using an extension of Euclid's algorithm.
To conclude this section, we will consider the problem of nding further coincidences, having found the rst. We will show that a recurrence equation can be used to nd all further coincidences.
A. In Phase Initial Conditions
We now brie y review some of the applicable results from the theory of homogeneous Diophantine approximation, which we will use to solve the problem of computing the rst approximate coincidence of two pulse trains with in-phase initial conditions. The results are all well-known; see, for example However, for = , there exists no convergent for which A n < ? + ?1 = p 5 for any > 0. In our problem, we set = T 1 =T 2 . We can use a variant of Euclid's algorithm to compute the partial quotients and convergents of the s.c.f. of . The variant makes use of a quantity which we shall call the nth distance in the s.c.f. of T 1 =T 2 which we de ne by a n = jA n T 1 ? A 0 n T 2 j:
The algorithm is initialised by setting a ?1 = T 1 , a 0 = T 2 , A 0 = A 0 ?1 = 0 and A ?1 = A 0 0 = 1. At each step n > 0 the new partial quotients, convergents and distances are computed using the recurrence equations r n = a n?2 a n?1 ; (6) a n = a n?2 ? r n a n?1 ; (7) A n = A n?2 + r n A n?1 (8) and A 0 n = A 0 n?2 + r n A 0 n?1 :
We now state a theorem which relies on Statement 3. It makes clear how Euclid's algorithm can be used to solve the in phase approximate coincidence problem. Theorem 1 The minimum i; j > 0 such that jiT 1 ? jT 2 j 6 , T 1 ; T 2 > 0, 0 < < minfT 1 ; T 2 g, is given by i = A n( ) ; j = A 0 n( ) where n( ) = min n>0 fn j a n 6 g: Notice that the condition that 0 < < minfT 1 ; T 2 g can be weakened to just > 0 if we also relax the condition on j to j > 0. We shall use the notation A( ) to refer to A n( ) , a( ) to refer to a n( ) and so forth when convenient.
Finally, we point out that the theory of Diophantine approximation has provided us, through Euclid's algorithm, with a fast means of computing the rst approximate coincidence. For Statement 5 tells us that Euclid's algorithm will compute the rst approximate coincidence in O(log (1= )) iterations. A na ve pulse counting technique, where one merely increments pulses indices repeatedly until an approximate coincidence is found, may require O(1= ) steps.
B. Arbitrary Phase Initial Conditions
The problem can be generalised to include the situation where the di erence in phases 1 ? 2 = 2 0; T 2 ).
Again, we wish to nd the rst time of approximate coincidence. Hence, we want to nd the rst i; j > 0 such that jiT 1 ? jT 2 ? j 6 . Note that it is now possible, but no longer necessary, that the pulse trains could coincide at i = j = 0.
The problem is one of inhomogeneous Diophantine approximation. This eld has also been studied quite extensively 9], 10]. Calculation of the rst intercept time requires a modi ed version of Euclid's algorithm. We now present an algorithm for the calculation of the intercept time which is almost analogous to the algorithm of Descombes 11] for solving inhomogeneous Diophantine approximation problems.
To calculate the pair of pulse numbers (i; j), it is convenient to de ne some additional distances, b n and c n , where b n = c n?1 ? n a n?1 ; (10) c n = minfb n?1 ; a n?1 ? b n g; (11) and b 0 = T 2 ? , c 0 = and
0 if a n?1 = 0 or c n?1 ? a n?1 < 0, min c n?1 a n?1 ; c n?1 ? a n?1 otherwise.
Associated with the distances b n and c n are the auxiliary convergents B 0 n =B n and C 0 n =C n , which are de ned thus: (B n ; B 0 n ) = ? C n?1 + n A n?1 ; C 0 n?1 + n A 0 n?1 ; (13) (C n ; C 0 n ) = 
where B 0 = C 0 = C 0 0 = 0 and B 0 0 = 1. We also de ne the quantity m( ) so that m( ) = min m>0 fm j b m 6 or a m?1 = 0g;
which, as we shall soon see, can be thought of as the \stop-ping time" for the algorithm, because we only need to iterate through the algorithm m( ) times.
The following theorem states that the auxiliary convergents, B 0 n =B n , yield the rst approximate coincidences. Note that the latter option is equivalent to saying that approximate coincidence will never occur. From the theorem, we can see that the modi ed Euclidean algorithm can quickly calculate the rst time of approximate coincidence to within .
The advantage of using the modi ed Euclidean algorithm for solving the intercept time problem with asynchronous initial conditions over exhaustive comparison is even greater, since there exist conditions under which approximate coincidence may never occur, and hence a na ve pulse counting algorithm may never terminate. This condition arises when the PRIs are rationally related and are perfectly \out of synchronisation." However, the modi ed Euclidean algorithm will always complete in O(log(1= )) steps.
C. Finding Further Intercepts
It may be of interest not only to nd the rst approximate coincidence, but to nd subsequent intercepts also. We will present a recurrence equation for this purpose. We de ne the following quantities: 1 q( ) = a n( )?1 ? ( )a n( )
and ( ) = a n( )?1 ?
We nd it convenient also to de ne the following two quantities:â Clearly, a( ) = jâ( )j and q( ) = jq( )j. Also,
We can now state the following theorem regarding further intercepts. 
III. PROBABILITY OF INTERCEPT
We now discuss how the number theoretic solution used in the previous section can be applied to the solution of probability of intercept problems. In the probability of intercept problem, one or both of the phases are assumed to be uniform random variables with ranges equal to their respective PRIs.
Two subproblems are now analysed. The rst subproblem is the case in which only the phase of the second pulse train, , is a random variable, and we want to know the probability of intercept after n pulses from the rst pulse train. We shall sometimes refer to this as the discrete time problem. The second subproblem is the case in which both phases are random, and we want to know the probability of intercept over the time interval 0; t]. We shall sometimes refer to this as the continuous time problem. The method of solution of the rst subproblem leads to the solution of the second.
A. Uniformly Random Phase for One Pulse Train
We wish to nd the probability that an approximate coincidence to within has occurred with pulse train 2 after n pulses from pulse train 1. Since we know the number of pulses from pulse train 1, we can set the time origin so that pulses from pulse train 1 occur at the times iT 1 , i 2 N, without loss of generality. The phase, , of the second pulse train is unknown and is assumed to be uniformly random over the interval 0; T 2 ).
Note that we now use to indicate the accuracy of the approximate coincidence, rather than as in Section II. This is to indicate more strongly the relationship with pulse width. We demonstrate later that this problem is equivalent to considering the probability of intercept of two pulse trains with pulse widths of 1 and 2 , if we set = 1 + 2 .
The following theorem sets out the expression for the probability of intercept. The proof is given in Appendix B.
Theorem 4 Consider two pulse trains, having PRIs T 1 and T 2 and pulse widths 1 and 2 such that = 1 + 2 . The times-of-arrival of the pulse trains are iT 1 and jT 2 + where U(0; T 2 ). The probability of intercept p N after N > 0 pulses from pulse train 1 is evaluated using the following expression: Figure 1 illustrates the relationship of the form of the probability of intercept with Euclid's algorithm. Consider time cut into equal and consecutive intervals of length T 2 , starting at time 0 and \stacked" one on top of another. That is, we consider time modulo T 2 . The TOAs of pulses from pulse train 1 occur at the points (iT 1 ) mod T 2 on the \folded" interval 0; T 2 ). 2 If the phase of pulse train 2 lies within 1 2 ( 1 + 2 ) of one of the TOAs of pulse train 1 on the folded interval then an intercept will occur. Thus, the probability of intercept after N pulses from pulse train 1 can be thought of as the proportion of the folded interval which is covered by pulses of width at the points (iT 1 ) mod T 2 for i = 1; : : :; N. Figure 1 represents the coverage of the folded interval by these pulses for a certain ratio of PRIs after 4, 14, 37 and 51 pulses from pulse train 1 in order to illustrate the piecewise linear nature of the probability of intercept. The pulse numbers are indicated under each pulse and some of the important distances, as de ned in (5) and (16), are shown. 2 Clearly, the ends of this folded interval are connected, so we are really discussing a circle. However, for the purposes of the illustration in Figure 1 , we shall use the notion of the folded interval. #14  #5  #6  #7  #8  #10  #12  #13  #11  #24  #25  #26  #27  #28   #4   #29  #30  #31  #32  #33   #4  #3  #2   #3  #2  #1   #34  #35  #36   #4   #1   #3   #9   #2  #1   #4  #3  #2  #1   #51   #37   #14  #5  #6  #7  #8  #9  #10  #11  #12  #13   #15  #16  #17  #18  #19  #20  #21  #22  #23  #14  #5  #6  #7  #8  #9  #10  #12  #13  #11  #24  #25  #26  #27  #28  #29  #30  #31  #32  #33  #34  #35  #36  #37  #38  #39  #40  #41  #42  #43  #44  #45  #46  #47  #48  #49  #50   #15  #16  #17  #18  #19  #20  #21  #22  #23   a Fig. 1 : Solution of the probability of intercept problem with uniformly random phase for one pulse train.
Initially, we can see that pulses are completely separate from one another. We call this the \initial growth" stage. After A( ) = 14 pulses, pulses begin to overlap on one side and the rate of growth of the probability of intercept with N decreases and clusters form on the folded interval. We call this the \single overlap" stage. After Q( ) = 37 pulses, the clusters begin to merge, and new pulses overlap on both sides. We call this the \double overlap" stage. Finally, after A( ) + Q( ) = 51 pulses, the entire interval is covered and p N = 1 for N > 51.
In Figure 2 (a), the probability of intercept for T 1 = and T 1 = p 2 is plotted as a function of the number of pulses from pulse train 1. We can see from the plot that for these irrational PRI ratios, the probability of intercept has a piecewise linear form with four line segments, which re ects the form of (22). The four segments correspond to the stages of initial growth, single overlap, double overlap and unity probability. For T 1 = , the line segment boundaries are at i = 0; 7; 36; 43; 1 and for T 1 = p 2 they are at i = 0; 5; 12; 17; 1.
Note that the form of (22) enables e cient computation of plots of probability of intercept for a range of PRI ratios. For example, consider two pulse trains for which the PRI, T 1 , and pulse width, 1 , of the rst pulse train is known, but only the duty cycle = 2 =T 2 of the second pulse train is known. We wish to nd the probability of intercept after a xed number of pulses, N, from the rst pulse train. By writing = 1 + T 2 we can apply (22) and plot the probability as a function of T 2 . A plot illustrating this appears as Figure 2 (b) with both duty cycles set at 10% (i.e. = 0:1 + 0:1T 2 ) and T 1 = 1. From the plot, it is clear that the probability is highly erratic when T 2 < 10 before following a smooth decay for T 2 > 10.
Even faster methods for drawing this kind of graph, and computing averages from it, are described in Section V. Another problem of interest is the case where the total observation time is known, but the phases of the pulse trains are not. Richards 1] discusses this problem and nds an approximate expression for the form of the probability of intercept.
Richards points out that the solution to the problem can be found by considering the \phase space" of the pulse trains. The phase space of the two pulse trains is the toroidal space of all possible choices for the phases. We present essentially the same argument here, but with an exact, rather than approximate, solution. Suppose we observe the process at some time instant, t. We will observe the presence of a pulse from the rst pulse train if the rst pulse train had a phase between ? t + 1 2 2 mod T 2 then we would also observe a pulse from the second pulse train and pulse coincidence would occur at that time instant. Hence, there is a rectangular portion of the phase space in which pulse coincidence could occur at any given time instant. If we observed the process a small time later, at t + , then the region of the phase space required for
This is equivalent to tracing out an area by \dragging" a rectangle whose sides have lengths 1 and 2 over the toroidal phase space whose dimensions are T 1 by T 2 . Because the origin of the phase space is arbitrary, we position the origin so that this rectangle begins its journey from there. Figure 3 shows an example of how this rectan- The most darkly shaded area shows where the rectangle started, the medium shading is the area covered, ending at the lightly shaded rectangle. Because we have assumed that the phases are uniformly distributed, the probability of intercept is therefore the ratio of the area covered to the total area of the phase space. Firstly, we note that as the observation time approaches zero, the probability of intercept approaches a constant greater than zero and equal to the ratio of the two areas, given by ( 1 2 )=(T 1 T 2 ). Importantly, we will now see that the problem bears a close resemblance to the previous problem. Observe how the \swathe" cut by the moving rectangle crosses the longer phase space axis. Assume for de niteness that T 1 6 T 2 , as shown in Figure 3 , so that the longer axis is the 1 axis. The width of the swathe across the boundary is 1 + 2 . Each time the rectangle returns to the boundary, it will be a distance T 1 further along. This is very similar to the construction we employed in solving the discrete time probability of intercept problem. That is, if we consider only the boundary crossings, then they behave like pulses on the folded time interval 0; T 2 ) with a PRI of T 1 and pulse width 1 + 2 . Therefore, we should be able to use the discrete time solution to determine the number of crossings before single overlaps occur, the number before double overlaps occur and the number before the entire length of the boundary has been covered. We know that the time between crossings is T 1 .
We therefore expect the probability of intercept over time to consist of four linear segments corresponding to the four segments in the expression for p N in (22). Instead of the integer index N, we now have the continuous time argument, t, and we expect the transitions between segments to occur at integer multiples of T 1 . However, there is a slight advance or delay according to when the \leading" rectangle overlaps with the \initial" rectangle. The exact amount can be worked out by simple geometrical considerations. In addition to the slight advance or delay, there will also be a small time when the rectangles are \mesh-ing" during which the rate of growth of the probability is non-linear (in fact it is quadratic). Let = 1 + 2 . We can now write an expression for the probability of intercept thus: Notice that if 1 2 T 1 T 2 then h(t) will be negligible. Furthermore, t 1 , t 2 and t 3 will approximate A( )T 1 , Q( )T 1 and A( ) + Q( )]T 1 , respectively. exception that we are now dealing with a continuous quantity (time) as our independent axis rather than a discrete quantity (number of pulses). It is quite di cult to discern the extra, quadratic segment in the plots, because they are very small in this case. The initial slopes of the plots are also di erent. This is because the x-axis marks the number of pulses from the rst pulse train in Figure 2(a) , but because the PRIs (T 1 ) are di erent, this causes the probabilities to be scaled di erently along the x-axis in Figure 4 (a) where it is plotted against time. Figure 4 (b) is nearly identical to Figure 2(b) . Indeed, inspection of the values reveals that the di erence between the functions is less than 0:009 at any point. Hence, it would appear that, with some small modi cations, the expression for the probability of intercept which was derived for the discrete case could be used to approximate the probability of intercept in the continuous case to a high degree of accuracy. This is especially true when the pulse widths are very small compared to the PRIs. We now discuss the construction of such an approximation.
C. Approximation for the Probability of Intercept
We have seen from Figure 4 (b) that it should be possible to approximate the expression of the probability of intercept when both phases are unknown in (23) with a simpler expression resembling that of the probability of intercept when only one phase is unknown. Such an expression is now given: By examining the di erence of (24) and (23) Hence, so long as 1 T 1 and 2 T 2 then we can use the approximation with only a very small error. Notice also that this approximation has an error which is twice as large as that for the approximation proposed by Richards in 1]. However, it has the advantage that we need only consider the discrete time expression for the probability of intercept when we analyse variations in PRIs.
IV. MEAN TIME TO INTERCEPT
Calculating the mean time 3 to intercept is a straightforward extension of the solution to the probability of intercept problem discussed previously. From Theorem 4 and the expression for the probability of intercept in the discrete time case of (22) From consideration of (23) Figure 5 shows the mean time to intercept plotted using (25) for a range of T 1 with T 2 = 1 and = 0:1 in the discrete time case. The plot indicates that the minimum mean time is 5:5. This occurs because the rate of growth of the probability of intercept cannot exceed . That is, p N 6 N=T 2 and so we can deduce that the mean time to intercept satis es
Substituting for and T 2 we nd that (26) is in agreement with the observed minimum in Figure 5 . Notice the symmetry of the plot about T 1 = 0:5. We can also see that the mean time approaches in nity at several points on the graph. These points are Farey points, and their relevance is now discussed in greater detail.
V. PROBABILITY OF INTERCEPT AS A FUNCTION OF PRI
We now discuss the situation in which the PRIs of the pulse trains are not known exactly a priori, but are known to lie within some range. We assume that, although a PRI may be unknown, it is a constant. We rstly discuss how the probability of intercept changes as we vary a PRI, holding all other parameters constant.
Consider how A( ) changes as we vary T 1 while holding T 2 constant. If we write A( ) as a function of T 1 also, as A( ; T 1 ), then we can show that A( ; T 1 ) is piecewise constant. We will show that the intervals on which the function is constant surround points in a Farey sequence. The Farey sequence of order n, F n , is the sequence of fractions in lowest terms in ascending order, such that the denominators of each are less than or equal to n 7], 12]. Table 2 Table 2 0  1  1  3  1  2  2  3  1  1  0  1  1  4  1  3  1  2  2  3  3  4  1  1  0  1  1  5  1  4  1  3  2  5  1  2  3  5  2  3  3  4  4  5  1  1 lists the Farey sequences between 0 and 1 for orders one to ve. From the theory of Farey sequences, we can derive the following theorem.
Theorem 6 The convergent A 0 ( )=A( ) of the simple continued fraction expansion of T 1 =T 2 is an element of the series F dT2= e?1 , but is not necessarily an element of a Farey sequence of lower order.
We can now state a theorem which, together with the subsequent theorem, implies a method by which we can analyse variations in the probability of intercept due to variations in T 1 . The proofs can be found in Appendix B. 
Theorem 8 If p=q and r=s are adjacent elements of F n then n < q + s and these elements will remain adjacent in higher order Farey sequences up to, but not including, F (q+s) , where the mediant, (p + r)=(q + s), will be the sole element between p=q and r=s. We can therefore construct a recursive algorithm to generate the Farey sequence of a given order between two integers, say k and k + 1. We do this by writing them as k=1 and (k + 1)=1 and then splitting this interval into k=1; (2k + 1)=2] and (2k + 1)=2; (k + 1)=1]. Those intervals can again be split at their mediants and so on, recursively, until the denominator of the mediant exceeds the order of interest.
We can now readily nd intervals on which a( ) is linear and A( ) and A 0 ( ) are constant. To examine the probability of intercept, we need to know q( ) and Q( ), also. From (16) and (17), we see that to calculate these two quantities we need to know a n( )?1 and A n( )?1 . With the information we now have, we can determine the probability of intercept completely over the interval where T 1 2 p 0 T 2 =p; q 0 T 2 =q], with all other parameters being held constant, if we are given two adjacent Farey points, p 0 =p and q 0 =q, in F dT2= e?1 , as well as the right parent, r 0 =r of p 0 =p and the left parent, l 0 =l, of q 0 =q. The formulae can now be derived in a straightforward way. Although the formulae are quite simple, they are long. For this reason, they can be found in Appendix A. Figure 6 plots the probability of intercept as a function of the number of pulses from the rst pulse train, N, and the PRI of that pulse train, T 1 , with T 2 = 1 and = 0:1. The plot consists of a sloping face for small N, levelling out when the probability reaches unity. The face has several valleys gouged out around certain PRIs. These valleys are centered about the Farey points, as we discussed above. Figure 7 shows how the probability of intercept as plotted in Figure 6 can be interpreted in terms of \regions." For any given N and T 1 , it shows whether the probability of intercept lies in the region of initial growth, single or double overlap or probability 1. The boundaries of these regions were computed using the formulae in Appendix A. The probabilities are linear within these regions, so integration or averaging becomes a simple task once the boundaries are known. 
VI. CONCLUSIONS
We have shown that the intercept time problem for two pulse trains with constant period can be solved using concepts from number theory. In particular, the simple continued fraction expansion of the ratio of the pulse repetition intervals T 1 =T 2 was shown to be extremely useful in solving these problems.
We found that Euclid's algorithm could be used to nd the next intercept time of two pulse trains when both trains start simultaneously. Through a slight modi cation to Euclid's algorithm, we found a method for nding the intercept time when the pulse trains started at arbitrary times. We showed the link between this method and nding best approximations to solutions of a class of inhomogeneous Diophantine equations. We showed how further intercepts can be predicted using a recurrence equation.
We extended these results to show how the probability of intercept could be computed using the convergents of the simple continued fraction for two cases. In the rst case, we found the probability of intercept after a given number of pulses from the rst pulse train, and in the second case we found the probability of intercept after a certain time. In both cases, we found that the form of the probability of intercept was piecewise linear. In the second case, we also found a non-linear (quadratic) segment which can usually be neglected. We showed how the expression for the probability of intercept in the rst case could be used as an accurate approximation for the probability on intercept in the second case. We derived the mean time to intercept in both cases and gave examples.
Finally, we considered the probability of intercept as a function of the pulse repetition intervals. We found that the behaviour of probability of intercept in this case is determined by a sequence of Farey points. We stated and proved several theorems about which Farey points were important, so that a recursive algorithm for computing average probabilities of intercept can be constructed.
VII. FUTURE WORK
This work deals only with situations involving two pulse trains. Many realistic problems involve the simultaneous coincidence of many pulse trains. These problems cannot be solved using the techniques presented in this paper. To solve the multiple coincidence problem, we must perform simultaneous Diophantine approximation. We intend to explore the application of multi-dimensional continued fraction algorithms to these problems.
I. DERIVATIONS OF FORMULAE FOR PROBABILITY OF INTERCEPT AS A FUNCTION OF PRI
An expression for p N (T 1 ) on the interval between adjacent points of the Farey series F bT2= c can be written thus: and a( ; T 1 ), q( ; T 1 ) and ( ; T 1 ) are given by (5), (16) It should be noted that the choice of strict or weak inequalities is rather arbitrary in the formulae of this Appendix. This is because the probability of intercept is a continuous function of T 1 and is insensitive to which case is used on the boundary points. However, we have used strict inequalities in (29) to prevent the expression of p N (T 1 ) from becoming any more awkward than it is already. We have used the strict inequalities in (29) in conjunction with the minf g and maxf g notation of (30){(33) as a shorthand way of testing whether the boundaries between regions occur on the \correct" or \sensible" side of x 1 .
Finally, also observe that we can adapt the probability of intercept expression of (29) to serve as an approximation to the probability of intercept in the continuous time case by everywhere replacing occurrences of N with t=T 1 .
II. PROOFS OF THEOREMS AND LEMMATA
To assist in the proof of Theorem 4, we require the following lemmata.
Lemma 1 For all n > 0, A n?1 a n + A n a n?1 = T 2 :
Lemma 2 If the integer pair (r; s) satisfy jrT 1 ? sT 2 j 6 and sgn rT 1 ? sT 2 ] = ?sgn A( )T 1 ? A 0 ( )T 2 ] where 0 < r 6 Q( ), then (r; s) = (Q( ); Q 0 ( )).
Proof of Theorem 4. We have already demonstrated that calculating the probability of intercept is equivalent to evaluating the proportion of the folded interval 0; T 2 ) which is covered by pulses from a pulse train of PRI T 1 and pulse width . Hence, p N = jfx j 9 i; j; 0 < i 6 N; j > 0; jx ? iT 1 ? jT 2 j 6 =2g \ 0; T 2 )j =T 2 :
Consider the probability of intercept as we increase N from 0. While pulses can be added on the folded interval without overlap, the form of the probability must be
The rst overlap will occur when there exists some earlier pulse on the folded interval, say pulse i, where 0 < i < N and some j > 0 such that j(N ? i)T 1 ? jT 2 j 6 :
(35) From Corollary 1, we nd that the rst such overlap will occur when N ? i = A( ), and so intercept on one side occurs when N > A( ). Therefore, (34) is valid when N 6 A( ) as required by the Theorem. Now, as we increase N past A( ), each new pulse falls a distance a( ) from a previous pulse, contributing a( )=T 2 to the probability and therefore our expression for p N is
when N > A( ). Note that if a( ) = 0 then the probability will not grow further as we increase N, as required by the Theorem.
As N increases, we can continue to add pulses with overlap on one side until we can nd another choice for N?i > 0 which satis es (35). From Lemma 2, we see that this occurs when N > Q( ). When A( ) < N 6 Q( ), (36) is appropriate, as required by the Theorem.
When N > Q( ), each new pulse falls a distance a( ) from a previous pulse on one side and a distance q( ) from another previous pulse on the other side. Hence, the contribution of each new pulse to the probability is = A n( )?1 + ( )A n( ) a n( ) +A n( ) a n( )?1 ? ( )a n( ) =T 2 = A n( )?1 a n( ) + A n( ) a n( )?1 =T 2 = 1 from Lemma 1. Therefore, (37) is correct for Q( ) < N 6 A( ) + Q( ) and p N = 1 for N > A( ) + Q( ) as required by the Theorem, and all cases have now been proven.
Proof of Theorem 5. The proof of this theorem follows roughly the same argument as that used by Richards 1] for his approximation. Firstly, at time t = 0,p(0)? p(0) = ?( 1 2 )=T 1 T 2 . Then the di erences in line segment boundary times from the approximation to the true probability is bounded between 1 and ? 2 . For a maximum positive error in the approximation, we must make all the time di erences positive. Now the di erence in the rate of growth is ? a( )]=(T 1 T 2 ) between the rst and second segment, ? q( )]=(T 1 T 2 ) between the second and third segment and a( ) + q( ) ? ]=(T 1 T 2 ) between the third and last segment. The sum of these must always be less than =(T 1 T 2 ). Hence the maximumpositive di erence will be (? 1 n + 1 > T 2 dT 2 = e ? 1 > and, similarly, jdT 1 ? cT 2 j > . From Lemma 3 all other elements of F n will satisfy this inequality also, and so the theorem is proved.
Proof of Theorem 7. If p=q < r=s are adjacent elements of F dT2= e?1 such that (27) holds then Lemma 3 and Lemma 4 together tell us that either A 0 ( )=A( ) = p=q or A 0 ( )=A( ) = r=s. The additional conditions on the choice of which in (28) merely re ect the de nition of the best approximation.
The following lemma is useful in the proof of Theorem 8. Proof. We will prove the lemma by induction. Firstly, we see that the theorem is true for n = 0 since A 0 ?1 =A ?1 = 1=0 and A 0 0 =A 0 = 0=1 and 0=1 and 1=k are adjacent in F k .
Assume it is true for n > 0, then A 0 n =A n and A 0 n+1 =A n+1 are adjacent in 
