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We consider exponential stabilization of an abstract linear Volterra integro- 
differential equation in a Hilbert space 
u”= -E,Au(t)+E, 
s 
k(r-s)Au(s)ds+f(t) 
0 
by a feedback control 
f(t)= -C,U(f)-C,u’(t) 
with bounded linear operators C, and C, of finite rank. A is a positive semidetinite, 
self-adjoint unbounded operator, k is nonnegative, convex, and decreasing with 
exponential decay, k(0) being finite. We introduce a concept of essential growth 
rate for resolvent operators, similar to that for C,-semigroups and prove that the 
resolvent for the Volterra equation has the same essential growth as the solution 
semigroup to 
u”(f)= -E,Au(r)-E,k(O)/E,u’(f)+f(t). 
Stability can be checked by the location of poles, and it is shown that exponential 
stabilization is possible with a decay rate of at most E,k(O)/ZE,. We apply our 
results to two problems concerning stabilization of motion of viscoelastic bodies. 
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1. INTRoOUCTI~N 
We consider exponential stabilization of an abstract linear Volterra 
integrodifferential equation 
u”= -E,Au(t)+E, 
i 
rk(t-s)Au(s)ds+f(t) (1.1) 
0 
by a feedback control 
f(t)= -C,u(t)-C,u’(t) 
with bounded linear operators Co and C, of finite rank. Here A is a 
positive semidelinite, self-adjoint unbounded operator in a Hilbert space, 
the convolution kernel k is supposed to be nonnegative, convex, and 
decreasing with exponential decay, k(0) being finite, and where El and E2 
are positive constants. 
Our investigations are motivated by a problem in mechanics. In [ 171 
Skaar considers optimal control for the motion of rigid bodies with elastic 
appendages. (More generally one may think of several rigid bodies linked 
by elastic members.) Control is performed by a force acting on the rigid 
part of the object. It is a natural question to ask how efficiently feedback 
control may be applied to stabilize the motion of the object. Obviously, in 
the elastic case, exponential stabilization (which would mean exponential 
stabilization of a wave equation by a compact perturbation) is impossible. 
However, assuming that the flexible appendages are viscoelastic rather than 
elastic, it turns out that the energy dissipation due to viscoelasticity 
stabilizes the motion of the appendages “essentially,” so that only finitely 
many unstable mode are left to be removed by the implementation of feed- 
back. In fact, the integrodifferential equation behaves essentially like 
u”(t)= -E,Au(t)-E,k(O)/E,u’(t)+f(t), (1.2) 
which may be regarded as a damped wave equation, and physically 
reresents a Kelvin-Voigt viscoelastic solid. This shows that exponential 
stabilization can be obtained. The decay rates obtainable are bounded by 
E,WW, . 
(It is no surprise that the integrodifferential equation should be com- 
pared to a damped wave equation rather than an undamped one. For 
instance, it is known that both equations exhibit the same propagation of 
discontinuities. Formally, the method of comparing the two equations has 
been exploited in [4] in this context.) 
Let us make some remarks on the mathematical assumptions in this 
paper. The self-adjointness of A with respect o a suitable (energy) norm is 
natural from conservation of energy for the purely elastic case. The 
application of the control force to a rigid part of the system with positive 
mass as well as the computation of the feedback from the position and 
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velocity of the rigid part makes for the boundedness of the feedback 
operators C, and Cr. Consideration of control by forces acting on the 
boundary of viscoelastic bodies (as investigated, e.g., in [7]) would 
necessitate to introduce some concept of unbounded control (for references 
to suitable settings see [ 141). Given some reasonable abstract framework, 
we believe that our methods can be easily transferred to this case. For this 
paper, however, we choose to avoid the necessary formalism, which might 
obscure the essentials of our investigations. We feel that the most restrictive 
assumption in our paper is that the convolution kernel must be finite at the 
origin. The assumption that k decays exponentially seems to be natural, as 
one would not hope for stabilization which is better than the rate at which 
memory of the material fades. However, different constitutive laws have 
been proposed for viscoelastic solids, such as convolution by singular 
kernels and fractional derivarives (e.g., [ 1, 81). We expect, that for those 
cases stabilization is even better, as the decay rate increases with increasing 
k(0) (see also [7]). While the technical concept of essential stability may 
also be useful in these cases, the method of comparision to a damped wave 
equation fails by obvious reasons. This is not only a matter of the 
particular technique, but it is known that singular kernels lead to a drastic 
change in the qualitative behavior of the equations, some aspects of 
hyperbolicity being lost (see, e.g., [S]). 
The key ingredient to our mathematics is the concept of an essential 
growth rate, as it is known for the case of a CO-semi-group (see [13]). As 
the solution (resolvent) operator for an integrodifferential equation does 
not satisfy the semigroup equation, the theory needs to be extended to 
general strongly continuous families of bounded linear operators. This is 
performed in Chapter 2. Among the various characterizations for the essen- 
tial growth rate, that are equivalent in the case of semigroups, we utilize 
the one that the essential growth rate is the best growth rate that can be 
obtained by subtracting a finite rank exponential polynomial from the 
operator. Therefore, if the growth rate of the resolvent operator exceeds the 
essential growth rate, the growth is determined by the largest real part of a 
pole of the Laplace transform of the resolvent. Similarly as in the 
semigroup case, we show that the essential growth rate is not changed by 
compact perturbation, thus it gives a bound for the best decay rate 
obtainable by finite dimensional feedback control. 
Chapter 3 is devoted to the study of the abstract Volterra integro- 
differential equation. We show that the solution operators to (1.1) and 
(1.2) have the same essential growth rates and that by suitable conditions 
on the feedback operators Ci all poles are removed from the closed positive 
half-plane. This implies exponential stability. 
Finally, we discuss two mechanical examples in Chapter 4. We mention, 
that both examples can also be worked out by explicit computation and 
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estimation of the Laplace transforms of the solutions. Using Pancherel’s 
theorem, one obtains exponentially weighted L*-estimates for the solutions 
and their derivatives. However, besides the generality achieved by our 
setting, the technicalities involved with the explicit computations seem to 
justify the soft analysis approach given below. 
2. A CONCEPT OF ESSENTIAL GROWTH RATE 
In this chapter we generalize the notion of essential growth for 
semigroups to the case of strongly continuous families of linear operators. 
For convenience of the reader we give a short outline of what is known for 
semigroups, more detailed information may be found in [ 13, 15, 16, 201. 
If {S(t): t 3 0} is a C,-semigroup generated by A in a complex Banach 
space X, then IlS(t)ll grows at most exponentially, i.e., 
~~(S)=inf{wEIW:e-“’ llS(t)ll is bounded on [0, co)} < co. (2.1) 
We call w,, the growth rate of S. If LX is any measure of noncompactness on 
X, and for a bounded operator T: X+ X, 
r(T)=sup{ci(T(B)): BcX,cc(B)=l}, 
then the essential growth rate of S can be defined as 
o,(S)=inf{w~ (w: em-““cc(S(t)) is bounded on [0, co)} <o,(S). (2.2) 
Exploiting the semigroup property of S, one can show that for each 
w > w,(S) there exists a decomposition X= X, + X,, where the spaces Xi 
are invariant under S(t) and the restriction S, of S to X, has growth rate 
sO(S,) co, while X2 has finite dimension. As a semigroup on a finite 
dimensional space is always an exponential polynomial, the following 
definition is equivalent to (2.2), 
o,(S) = inf{ wO(S - P): P is a finite rank exponential polynomial}, (2.3) 
where by a finite rank exponential polynomial we mean a family {P(t)} 
satisfying 
P(t) = f kf’ t’&J)~pj,, 
,=I /=o 
each P, being a bounded linear operator of finite rank. A consequence of 
(2.3) is the following characterization of the growth rate: 
w,(S)=max[{ReI: ker(A-A)# {O}}u {o,(S)}]. (2.4) 
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Now let T be the semigroup generated by A + K, where K is a compact 
linear operator in X. Then o,(T) = al(S). This says that a semigroup S can 
only be exponentially stabilized by a compact perturbation if al(S) < 0, 
and in this case stabilization takes place by shifting finitely many poles of 
(A - A) - ’ to the left half-plane. 
Let us now extend this concept to general strongly continuous families of 
bounded linear operators in a way such that w1 is again invariant under 
compact perturbation and an analogue to (2.4) holds. One can easily see, 
that in the general case, (2.2) and (2.3) are not equivalent. For instance, if 
the underlying Banach space is finite dimensional, each bounded linear 
operator is compact, thus according to (2.2), w,(S) = - co for any family S 
of bounded operators. On the other hand it is easy to construct a family S 
such that o I(S) > - cc according to (2.3); in fact it is sufftcient o take a 
family of operators such that its Laplace transform is not meromorphic on 
the whole complex plane (cf. Theorem 2.2(a) below). We define o, by (2.3): 
DEFINITION 2.1. Let (S(t): t > 0} be a family of bounded linear 
operators from a Banach space X into a Banach space Y, such that for 
each x E A’ the function S(t)x is continuous in t and w,(S) given by (2.1) is 
finite. We define 
o,(S) = inf( oO( S - P): P is a finite rank exponential polynomial } 
The only difficulty in generalizing (2.4) is that in general there exists no 
infinitesimal generator to S. Therefore we have to stick to the Laplace 
transform of S: 
$A)x= lorn e-“‘S(t)x dt (for Re 1> o,(S)). 
THEOREM 2.2. Let S be an exponentially bounded, strongly continuous 
family of bounded linear operators X -+ Y. Then 
(a) s(A) can be extended meromorphically to {A: Re A > ml(S)), 
(b) ZfA is a pole of 3 with Re I > o,(S), then there exist x(z) E X and 
y # 0 E Y such that x(z) -+ 0 and y(r) = s(z) x(z) -+ y as z + A. (This means 
that, roughly speaking, y E ker SP l(d).) 
(c) o,(S) = max{Re A: 1 is a pole of ,$ satisfying (b)} u (w,(S)}. 
Proof. Fix some o > w,(S) and let S(r) = IV(t) + P(t) with oO( W) < w 
and a finite rank exponential polynomial P. (a) follows, since 6’ is analytic 
on {A: Re A > w}, while P is meromorphic on the whole complex plane. To 
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prove (b) we note that evidently J is pole of p, i.e., 1 is an exponent in the 
exponential polynomial P. Thus 
S(t) = V(t) + i tV’P,, 
I=0 
where v is analytic at 1. Pick some z GX such that y = Pkz #O. Putting 
x(r) = [(z - l)k/k!] .z, one sees that y(z) = y + 0(7 - A), and Z(7) + 0 as 
7 + A. For (c), assume that o,(S) > w > o,(S). Then evidently w,(S) is the 
real part of some exponent in the exponential polynomial P, which satisfies 
(b). As w > ml(S) was arbitrary, and obviously or(S) d oo( S), this 
proves (c). 
More work is required to prove invariance of or under compact pertur- 
bation We begin with a simple result concerning convolutions. If S and T 
are strongly continuous families of bounded linear operators, we define the 
operator 
(S* T)(t)x=j;S(t-s) T(s)xds. 
One sees easily that S * T is again a strongly continuous family of bounded 
linear operators and that wo( S * T) < max { oo( S), oo( T)}. 
LEMMA 2.3. Let S and T be exponentially bounded strongly continuous 
families of linear operators. Then o,(S * T) < max{o,(S), w,(T)}. 
Proof: Let o>max{w,(S),w,(T)}, S= W+P, T= V+Q, where P 
and Q are finite rank exponential polynomials, and wo( W) < co, oo( V) < w. 
Evidently, P * Q is a finite rank exponential polynomial, so that 
o,(P*Q)=-oo,whileo,(W*V)~w.Toprovethato,(W*Q)~~,we 
consider some finite rank operator Q, and estimate ol( W* t’eYfQl) with 
Rey>o: 
( W * t’e”Q,)(t) 
= d (t-s)‘ey”-s)W(s)Q,ds 5 
= 
s 
u3 (t-s)‘eY”-‘JW(s)Q,ds-~ow (-s)‘eCysW(t+s)Q,ds 
0 
- 
s 
om (-s)‘e-Y”W(t+s)Q,ds. 
372 DESH AND MILLER 
The first term is a finite rank exponential polynomial, while 
e -WI 
IL 
om (-s)‘eeysW(t+s)ds 
II 
s ‘x < s/e(W-Y’Se-“‘“+” IIWt+s)ll 4 0 
which is bounded since Re y > o and oo( W) < w. Similarly one proves that 
wi(P* V)<o. Since S*T= W* I/+ W*&+P* V+P*Q, and w,<o 
for each of the summands, then the lemma is proved. 
For technical reasons we introduce 
DEFINITION 2.4. By a norm-continuous compact (NCC) family of linear 
operators we mean a family {S(t): t 2 0} of bounded linear operators, such 
that S(t) is continuous in t with respect to the operator norm, and each 
operator S(t) is compact. 
LEMMA 2.5. Let S be a strongly continuous family of bounded linear 
operators, and T be a norm-continuous compact family. Then both S * T and 
T * S are NCC families. 
Proof. Norm continuity is proved by 
‘+hT(t+h-s)S(s)x&-j’T(t-s)S(s)xds 
0 II 
< ‘ljT(t+h-s)-T(t-s)ll~IIS(s)IIds 
+ jlr” IIT(t+h-s)S(s)ll ds Ilxll. r 1 
The case S * T is done similarly. To prove compactness, we approximate T 
by a step function T,,(t) = T(m/n), where m/n < t < (m + 1)/n. The con- 
vergence is uniform in the operator norm on compact t-intervals. It is easy 
to check that (T, * S)(t) and (S * T,)(t) approximate (T * S)(t) and 
(S * T)(t) in the operator norm and that they are compact operators. 
The next step towards the proof of compact perturbation invariance for 
oi is of interest by itself. It concerns resolvent operators to Volterra 
integral equations in Banach spaces with norm-continuous compact 
kernels. 
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THEOREM 2.6. Let {S(t): t > 0} be a norm-continuous compact family of 
linear operators in a Banach space X, and let R be the resolvent family to the 
integral equation 
x(t)=1;S(t-s)x(s)ds+f(t), 
i.e., R=S+R*S=S+S* R. Then o,(R)=w,(S). 
Proof: From the previous lemma we see that R is again NCC. As S in 
turn is the resolvent to R, it is sufficient o prove that w,(R) <o,(S). Take 
an arbitrary o > o,(S) and let S(t) = W(t) + P(t) with o,,( W) < o and a 
finite rank exponential polynomial 
P(t) = C C t’e”(i)‘Pi, 
j=l I=0 
with Re y(j) > w for each j. Let Z be the dinite dimensional space 
z = 1 Pi,(X). 
We characterize R(t) by a forcing function semigroup. (See [ 111; For a 
survey of semigroup approaches to convolution equations, see [ 193.) For 
this purpose, let C, be the space of continuous functions f: [0, co) + X 
suchthate-“‘f(t)-+Oast+co,normedby Ilfll=sup{eP”‘Ilf(t)l/:t>O}, 
and Y be the finite dimensional space consisting of the exponential 
polynomials 
f(t) = 1 C t’eJ’(j)‘z,, with Z~,E Z. 
j=l /=I 
Our state space X is the direct sum X = C, + Y. Notice that we have con- 
structed the state space in a way such that for each x E X the function S( t)x 
is contained in X. On X we introduce the shift semigroup [T(t)f](s) = 
f(s + t) and its infinitesimal generator A. Clearly C, and Y are invariant 
under T(t), and as Y is finite dimensional and the restriction of T to C, 
has growth rate w, we infer that o,(T) = w. Next we define a bounded 
linear operator K: X + X by (Kf)(t) = S(t) f(0). As the family S is NCC, 
the operator K is compact. Let R be the semigroup generated by A+ K. 
Then o,(R) = o,(T) = o. Thus for any p > o, there exists a decomposition 
R = V + P with o,(V) < p, while P is a finite rank exponential polynomial 
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in X. For some XE X, we consider the initial 
variation-of-parameters formula we obtain 
(R(tb)(O) = (T(t)x)(O) + j; CT(t - 
datum x(t) = S(t)x. By the 
s) KR(s)x](O) ds 
=S(t)x+ j’S(l-s)[(R(s)x)(O)] ds, 
0 
thus y(t) = [R(t)x](O) solves the integral equation 
y(t)=S(t)x+ j;S(t-s)y(s)ds. 
Consequently, y(t) = R(t) x = [R(r) x](O) = [V(t) x](O) + [P(t) x](O), 
proving that o,(R) < p. As p - o,(S) can be made arbitrary small, 
o,(R) 6w,(S). 
To illustrate the meaning of this theorem, we state its finite dimensional 
version as a corollary. This result, which is some kind of Paley-Wiener 
Theorem for matrix Volterra integral equations, is not new, but can be 
viewed as a consequence of more general results in [9] and references 
therein. 
COROLLARY 2.7. Let {S(t): t 3 0} be a continuous family of n x n 
matrices such that e -,‘S( t) is bounded on [0, 00) (or more generally 
o,(S) 6 o), and let R(t) be the resolvent to the Volterra equation 
R(t) = j’ S( t - s) R(s) ds + S(t). 
0 
Then for each u > w, there exists a decomposition R(t) = W(t) + P(t), where 
e ~ /I’ W( t) + 0 as t + co, while P is an exponential polynomial. 
We will use Theorem 2.6 in the following version: 
COROLLARY 2.8. Let {S(t): t > 0} be a norm-continuous compact family 
of linear operators in a Banach space X, and {F(t): t 2 0} be a strongly 
continuous family of linear operators. Zf {T(t): t > 0} is the solution to 
T+ S * T= F or to T+ T* S= F, then o,(T)<max[o,(S), w,(F)]. 
Proof: Let R be the resolvent family to R + S+ R * S = 0. By 
Theorem 2.6, w,(R)=o,(S), and since T= F+ R * F (or T= F+ F* R), 
w,(T) GmaxCo,(S), o,(F)l. 
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We are now able to prove the invariance of o, under compact pertur- 
bation. As there is no infinitesimal generator to a general family of 
operators, we have to specify perturbations by the variation-of-parameters 
formula. This also allows for a slightly more general concept of pertur- 
bation. For example suppose we are given the semigroup case, i.e., S is a 
CO-semigroup generated by A, corresponding to an abstract differential 
equation x’(t) = Ax(t). The state is fed back to the differential equation 
directly by a compact--e.g., finite rank-linear operator K, thus x’(t) = 
Ax(t) + J&(t), to yield the perturbed generator A + K. The corresponding 
variation-of-parameters formula is T= S + S * KT, i.e., 
T(t)x=S(t)x+j’S(t-s)KT(s)xds. 
0 
Now suppose that the state is not only directly fed back to the differential 
equation, but it is also processed in some linear system (e.g., a linear 
differential equation in finite dimension) to obtain an additional feed- 
back f = H * x. In this case the variation-of-parameters formula is 
T = S + S * KT + S * H * T. The compactness assumption on K 
corresponds to the assumption that H is a norm-continuous compact 
family. Here is our perturbation result: 
THEOREM 2.9. Let S and T be strongly continous families of bounded 
linear operators from a Banach space X to a Banach space Y. Let 
T = S i- S * KT + S * H * T where K Y + X is a compact linear operator 
and H is a strongly continuous family of operators from Y to X, such that 
H * S is norm-continuous compact. Then 
(a) w,(T) GmaxCw,(S), w,(H)1 and 
(W WAS) G maxbAT), wW)l. 
Proof. Since the family S(t)K is NCC by compactness of K and S * H is 
NCC, we have that F= SK+ S * H is NCC. Let R be the resolvent to 
R=F+F*R, then by Theorem2.6, w,(R)=w,(F). As T=S+R*S, we 
obtain by Lemma 2.3 that w,(T) <max[w,(S), w,(F)]. As by the same 
lemma w,(F) < max[w,(H), w,(S)], we obtain (a). 
To prove (b) notice that U = TK + T * H satisfied U = F * U + F. Thus U 
is NCC and w,(F)=w,(U)~max[w,(T), w,(H)]. Since S= T-F* T, we 
infer now that w,(S)<max[w,(T), w,(F)], i.e., (b). 
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3. STABILIZATION OF INTEGRODIFFERENTIAL EQUATIONS 
We consider a linear abstract second order Volterra integrodifferential 
equation in a Hilbert space X: 
u”(t)= -E,Au(t)+E,[‘k(t-s)Au(s)ds+f(c), 
0 
u(O) = uo, u’(0) = Ill. 
(3.1) 
Here A is a densely defined, positive semidefinite, self-adjoint operator, 
such that for some A E Iw, (A’ - A) -I is compact. In particular, A has a dis- 
crete spectrum consisting of eigenvalues 0 6 A: 6 L: < . . with 0 < pi + co. 
By ej we denote the corresponding eigenvectors. 0 < E, < E, are scalars, 
and k: [0, co) + [0, co) is such that for some K > 0 the function k(t) is 
positive, decreasing with 
I O” k(t)dt= 1, 0 l’” eKt Ik’(t)j dt< co, 0 
E&(A) # E, for ReLb -rc, 
and k(0) < co. Moreover, either k’ is of bounded variation or k is convex. 
For our initial data we assume that u,, E dom A”’ and uI E X. 
We discuss the problem of whether (3.1) can be exponentially stabilized 
by a feedback control law 
f(t)= -C,u(t)-C,u’(t), 
Ci being compact linear, self-adjoint positive semidefinite operators in X. 
(3.1) can be rewritten as a first order system in the standard fashion: We 
take the state space X = dom A’/’ x X, and put 
F(t) = 
‘=( -“c, _“c,> 
(dom A = dom A x dom A”*). 
Then (3.1) takes on the form 
u’(t) = Au(t) + j’ F( t - s) Au(s) ds + Cu( t). (3.2) 
0 
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We approach (3.2) by the concept of a resolvent operator. This is a 
strongly continuous family {R(t): ‘t > 0} of bounded linear operators in X 
such that R(0) = I (the identity), and for each XE dom A, R(t)x is 
continuously differentiable in t with 
$R(~)x=AR(I)x+CR(~)X+ j’F(t-s)AR(s)xds, 
0 
and 
;R(t)x=R(r)Ax+R(r)Cx+ j’R(z-s)F(s)Axds. 
0 
Thus the solution of (3.2) is given by u(t) = R(t) u(0). Existence of a 
resolvent operator means wellposedness of (3.2). More detailed information 
about resolvent operators and wellposedness of abstract Volterra 
integrodifferential equations can be found, e.g., in [2, 5, 6, 10, 121 and the 
references therein. 
In our case, it is known that A generates a strongly continuous 
semigroup (in fact a group) of linear operators in X. Since our assumptions 
on k imply that for each x E X, the function F(-)x is in Wii$( [O, 00 ), X), we 
obtain by [S] that (3.2) admits a resolvent operator R, which is exponen- 
tially bounded and has Laplace transform 
@i(7)= [T-(A+C)-&)A]-’ (see, e.g., [lo]). 
We are going to show that-provided K is sufficiently large-R has the 
same essential growth rate as the solution semigroup S generated by 
A + F(0) corresponding to the second order abstract differential equation 
u"(t) = -E, Au(t) - k(0) EZ/E1u’(t). (3.3) 
Let us first compute the essential growth rate of S: 
LEMMA 3.1. Let S be the semigroup generated by A + F(0). Then 
w,(S) = -k(O) EJ2E,. (For convenience we write p = k(0) E,/2E, .) 
Proof: We perform a similarity transform: 
For j= 1,2,3,... let Zj be the subspace of X spanned by 
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Except for the finitely many j with El A; < j?‘, the semigroup T generated 
by B acts on Zj like the matrix 
e-Pf cos pj t ‘1py l sin pj t 
-A-‘pj sin pit 
with 
cos pj t 
pj = (E, A; - j?‘)““. 
Notice, that pj/A and A/pj are uniformly bounded for sufficiently large j. 
Thus w,(S)=o,(T)= -fl. 
LEMMA 3.2. Let k,(t) = - E2k(t)/E, and h be the corresponding 
resolvent kernel so that 
k,+h+k, *h=O. 
Then h is in W:,$( [0, oo), R), and the family h’ * S is norm-continuous com- 
pact. Moreooer, o,(h) 6 -K and w,(h’) < -K. 
Proof. Let U be the semigroup generated by A. We start out proving 
that k’, * U is NCC on the spaces Z, defined in the previous lemma; U(t) 
acts like the matrix 
( 
cos lj t sin Aj t 
-sinLit ) cosljt ’ 
We show that 
and 
qj(t)= dk’,(t-s)sinAjsds 
s 
both converge to 0 uniformly for t E [0, co) as j + co. This implies that 
k’, * U is the uniform limit (in the operator norm) of continuous families of 
finite rank operators, namely the restrictions of k; * U to Z, x ... x Zj, SO 
that it is NCC. 
We treat first the case that k is convex. If t 6 271/3Li, then obviously 
I Pj(t)l <J:“” k;(s) ds, 
otherwise we choose some n E IV such that 
(2n + 1/2)7C/Aj < t < (2n + 5/2) R/s. 
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As k’, is positive and decreasing, 
s (2n + 1/2)RJ4 k;(t - s) cos Ajs ds f 0, r/2:, 
thus 
PjCf) G i)l;‘*l’k;(t-s)ds+[’ k;(t-s)ds 
(2n + 1/2)rrl/4 
6 s r-2an’L’ k;(s) ds < [5n’22J k;(s) ds. 0 0 
Choosing m such that 
(2m + 3/2)n/Aj< t d (2m + 712) IT/~,, 
we obtain 
thus 
s 
(2m + 3/2)x/%, 
k;(t-s)co~~~sds>O, 
377/Z%, 
PjUP - s 3~‘2L’k;(t-S)&~’ k;(t-s)ds 0 (2m + 312 )x/i, 
I 
r ~ Zmn/i., 
a- k’,(s) ds3 - 
s 
7nl2%, 
k’,(s) ds. 
0 0 
Thus, in any case, 
lpi(t)1 < /~““‘kl(s) ds, 
which converges to 0 as j --t co. A similar estimate holds for qj(t). In the 
case that k’ is of bounded variation, the estimate is even simpler, 
pj(r)+iqj(t)=~‘ei”jSk’(t-s)ds 
0 
=k’(0)/~~j-k’(t)ei”‘/~~j+~~~~e”“’”’dk’(s), 
.I 
which tends to 0 as j -+ 00 since ;1, + co. 
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Next we show that k; * S is NCC. By the variation-of-parameters 
formula we have 
S(t)x= U(t)x+(U*F(O)S)(r)x, 
thus 
k; * S=k; * Ui-k; * U* F(O)S. 
As k; * U is NCC, the same follows for k; * S by Lemma 2.5. 
Finally, a simple computation shows that 
h’(r)= -k;(t)-k,(O)h(t)-(k; *h)(t), 
in particular h E lQf( [0, co ), Iw). We infer from standard semigroup theory 
that (h * S)(t) maps X continuously into dom(A + F(0)) = dom A, hence it 
is a compact operator. Since h * S is strongly continuous differentiable, the 
derivative being a bounded linear operator, we obtain that h * S is norm 
continuous. Now 
h’*S= -k;*S-k,(O)h*S-k;*h*S 
is made up from NCC terms, so it is NCC itself. 
To estimate o,(h), we observe first that integrability of k and eK’k’ imply 
that o,(k,) = o,(k) < -K. Theorem 2.6 implies that o,(h) < -rc. To infer 
that o,(h) < -rc, we need only to show that &A) admits no pole with 
Re(a)~-K.A~~(~)=(l+~,(~))~~,thisfollowssince(l-E,ftlE,)#Ofor 
Re(A) > -K. Since h’ = -k; - k,(O)h -k; * h, and o,(k;) < - rc, we obtain 
that o,(h’) < -K. 
Remark. The reader who follows the details of the proof may wonder 
why we worry about w,(h’) while the whole proof is based on estimates 
only for oi. In fact, in the following investigations, h’ comes in as the 
operator h’Z in a Banach space (I being the identity), If the scalar valued 
function h’ is decomposed into g + p, p being an exponential polynomial, 
the same is true also for the operator valued function h’l. However, while 
pZ is an exponential polynomial, it is not made up from finite rank 
operators. Thus o,(h’Z) = o,(h’). 
THEOREM 3.3. The essential growth rate of the resolvent operator R to 
(3.2) can be estimated by 
o,(R)<max(-KK, -k(O)E,/2E,}. 
Moreover, if K 2 k(O)EJ2E,, then 
o,(R) = -k(O) EJ2E,. 
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Proof. By the compact perturbation Theorem 2.9 we may ignore the 
operator C, i.e., we put C = 0. From (3.2) and the special form of 
F(t) = k,(t)J with 
J= 
we obtain for each x E dom A 
R’( t)x + (h * JR’)( t)x = AR( t)x, 
and after integration by parts (using F(O)= -h(O)J) 
R’(t)x = AR(t)x + F(0) R(t)x + h(t)Jx - (h’J * R)(t)x. 
By the variation-of-parameters formula 
R(t)x=S(t)x+(h*S)(t)Jx-(h’*SJ*R)(t)x. (3.4) 
This equation, of course, holds for any x E X. 
By the previous lemma, h’ * S is NCC, so we may apply Corollary 2.8 to 
obtain 
w,(R) G max(o,(S), w,(h), o,(h’)} <maxi--k(O) E,/2E,, -K}. 
On the other hand, we infer from (3.4) and Lemma 3.2, that h’ * R also 
is NCC. Multiplying (3.4) from the right by J and exploiting the fact that h 
is the resolvent kernel to k,, we obtain 
R(t)Jx+(k, * R)(t)Jx=S(t)Jx+ [SJ* (h’+k, *A’) * RJI(t)x, 
thus by Corollary 2.8, wl( SJ) < max { o1 (R), - K}. Inserting into (3.4) 
yields 
-k(O)E,/2E,=o,(S)<max{w,(R), -K}. 
As a consequence, we infer that (3.2) is exponentially stabilizable: 
THEOREM 3.4. Suppose that Co and C, are such that ker Con 
ker A = { 0) and ker A n ker C, does not contain an eigenvector of C,. Then 
(3.2) is exponentially stable, i.e., w,(R) < 0. 
Proof: As o-,(R) < 0, by Theorem 2.2 either o,(R) < 0 or there is a pole 
L to (2 -A - F(I)A - C))’ satisfying property (b) of Theorem 2.2, with 
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Re 2 20. Let y be as in condition (b). Now in a sufliciently small 
neighborhood of 1 
thus I+ p(r) is invertible, the inverse depending analytically on z. As 
Ay(z)=(I+~(T))-‘C(z-c)y(~)-x(z)l, 
closedness of A implies that y E dom A and 
(A - A - P(A)/4 - C)y = 0. 
We put y = (;,) E dom AlI2 x X. Then 
10 - w = 0, 
and 
thus 
12v + El Av - E&(l) Av + Coo + AC, v = 0. 
Taking inner products with v, we obtain 
1211v112+(E~-E&~))(v,Av)+(v,Cov)+I(v,C,v)=0. 
We put 2 = p + io and obtain for the imaginary part 
2~0 ~(v~(2-E21m&l)(v,Av)+~(v,C,~)=0. 
Without loss of generality we assume that 0 B 0. As k is nonnegative and 
decreasing, Im fi( A) < 0. Therefore 
-Im&l)(v, Av) +a(~, C,v) <O 
implies either 0 = 0, or v E ker A n ker Ci. Thus 12v + C,v = 0, i.e., v is an 
eigenvector of Co (which is impossible by assumption) or v = w = 0, in 
contradiction to y # 0. Therefore, J = p 2 0. As E, - l&&l) > 0, 
(E, - E,&l))(v, Au) + (v, C,v) GO 
implies that v E ker A n ker Co, i.e., v = 0, i.e., again y = 0. Consequently, 
there exists no pole of R with nonnegative real part. 
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4. EXAMPLES 
We return now to the mechanical problems mentioned in the introduc- 
tion. First, as a model problem, we treat the simplest case possible: 
EXAMPLE 4.1. As in [ 17, Fig. 41 we consider a rigid body with mass A4, 
and attached to it an axially flexible viscoelastic rod (Fig. 1). In a zero- 
stress reference configuration, p is the mass density per unit length of the 
viscoelastic appenage, L is its length, and a is its cross-sectional area. Only 
motion in the longitudinal direction is considered. x(t) denotes the position 
of the rigid body at time r, while for a cross section with reference position 
z, v( t, z) denotes the deflection from the rigid body. (See [ 171.) We assume 
the following linear viscoelastic constitutive equation for the stress in the 
appendage, 
o(t,~)=E~!$,z)-&l’k(t-s);(s,z)ds, 
0 
with E,, EZ, k satisfying the hypotheses of the previous chapter, i.e., 
0 < E, < E, , and k(t) is positive, decreasing with k(0) < 00, Jg’ k(t) dt = 1, 
j2 8’ /k’(t)1 dt < co, &k(n) # E, for Re(l) > -K, and either k being con- 
vex, or k’ being of bounded variation. Control is performed by a force u(t) 
acting on the rigid body. In analogy to [ 171 we obtain the following 
system of equations: 
85 P -&t.z)+$(t) ( 1 
=E,o~it,z)-E20jl’k(t-~)~(~,z)d~, (4.2) 
Y(G 0) = 0, p(t, L)=O. (4.3) 
FIG. 1. Rigid body/axially flexible appendage model. 
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We assume negative feedback control depending on the position and 
velocity of the rigid body: 
u(t)= -c,x(t)-c,$), c,>o, c-120. (4.4) 
We claim that this leads to exponential stability, x(t), x’(t) decaying 
exponentially in [w, y( t, .) decaying exponentially, if the IV’,*-norm is taken, 
y,(t, .) decaying exponentially with respect to the L*-norm. (Note that the 
choice of the norms corresponds to potential (strain) and kinetic energy.) 
We put w(t, z) = x(t) + y(t, z). After integrating (4.2) from 0 to L and 
subtracting from (4.1) we obtain: 
-AC-‘E,a :k(r-s)~(s,o)ds+M-lu(r), s (4.5) 
~(l,z)=p-lE,u~(l,z) 
-p-%,a ‘k(l-S&&Z)& s 0 
M.(f,o)=x(I),~(l,L)=o. (4.7) 
Regarding u(t) = (,“:!,) as a vector in X = [w x L*( [0, L], R), we have 
u”(t)= -E,Au(t)+E,{‘k(t-~)Au(s)ds-Cou(t)-C,u’(f), (4.8) 
0 
with 
dom A= 
AX= 0 ( W ci (;) = (c;). 
On X we introduce the inner product 
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We claim that the system tits into the framework of Section 3 and 
therefore is exponentially stable. 
First we have to show that A is self-adjoint. For ($) E dom A*, (E) = 
A*(;,), and any (t!,) E dom A, we have 
i.e., 
MUX, + p jL u(z) wl(z) dz 
0 
= -MM-‘ax,w;(O)-app-’ 1; w*(z) w;(z) dz. (4.9) 
We take first wI E P([O, L], R) with compact support in (0, L) and 
x, = 0. Thus we obtain that u = -up -‘w; (derivatives being taken in the 
sense of distributions), in particular, w2 E W2*2( [0, L], R). Now, for any 
w1 E W’,2 with w;(L)=0 we put x, = w,(O) so that (;;)Edom A and 
integrate (4.9) twice by parts to obtain 
s 
L 
MUX, -a w;(z) w,(z) dz 
0 
= -ax, w\(O) - aw,(L) w\(L) + aw,(O) w;(o) + awi(L) w,(L) 
- aw;(O) w,(O) -a jL w;(z) wl(z) dz. 
0 
The boundary conditions w,(O) =x,, w;(L) = 0 now yield 
[Mu + aw;(o)]wl(o) + [x2 - w2(0)] aw\(O)- awk(L) w,(L) = 0. (4.10) 
As (4.10) holds for all w1 E W2,‘([0, L], R) with w\(L)=O, we infer that 
x2= w2(0), w;(L) =O, U= -AC-‘aw;(O). We know from above that 
v = -up-‘w,, thus we have (t) = A(;;), hence A* c A. Given (t:,), 
($) E dom A, integration by parts shows 
((;;),A(;;))= -ax,w;(0)-ajoLw~(z,w;(z,dz 
= - aw,(O) w>(O) + aw,(O) w;(o) 
J 
L 
+a w;(z) w;(z) dz 
0 
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Thus A c A*, consequently A is self-adjoint. Moreover, as 
A is positive semi-definite and dom A l’* is the completion of dom A under 
the W’,*-norm, i.e., 
dom A’/’ = 
The compactness of (1 -A)-’ for positive A follows, as W*,* is com- 
pactly embedded in L*. Obviously, 
EX: w(z)=xforallz 
thus ker A contains no eigenvector of Co, in particular, ker An 
ker Co = (0). 
Consequently, the system (4.4), . . . . (4.7), rewritten as (4.8), satisfies the 
hypotheses of Chapter 3. 
EXAMPLE 4.2. For another example we consider the following model of 
a rotating satellite with flexible appendages, taken from [ 181. We are given 
a rigid cylindrical hub of radius R,. Four flexible beams of length R,-R, 
are attached rigidly to the hub (see Fig. 2). We consider rotation about the 
axis of the cylinder. Let Q(t) denote the angular position of the hub, and 
y(t, z) be the deflection of the beam from the corresponding radius at dis- 
tance z from the axis. A control torque U acts on the rigid part. Assuming 
the beams to be linearly viscoelastic, we obtain in analogy to [18, 
Eqs. (1 t(6)] 
+Elz~(t,z)-E2zj~k(t-s)~(s,z)ds=0, (4.12) 
y(t, R,) = 0, ;(t, R,)=O, 
$4 R,)=O, 2 (t, R,) = 0. 
(I,, Z, p, E, < E, are positive physical quantities (cf. [ 18]), also I, = 
I, - 4p( Ri - R:)/3 > 0. We assume again that Pk( t) is positive, decreasing, 
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FIG. 2. Rigid hub/flexible appendage satellite model. 
and convex, with k(O) < co and sg k(s) ds = 1.) Again, let the control be 
given by negative feedback 
u(t) = -c@(t) - Cl $ (I). (4.14) 
We multiply (4.12) by 42 and integrate from R, to R,. Subtracting the 
result from (4.11) and introducing w(t, z) = zQ(t) + y(t, z), we have 
I d28 
n$t)+‘Whaz3 9 1 fk (t R )-4E,I$ (t, R,) 
-4E,I&-s) [R,$ (s, R,) -2 (s, R,)] ds = u(t), (4.15) 
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~(6 R,) = R,@(t), g (4 R,) = o(t), 
$4 R,)=$(r, Ro)=O. 
(4.17) 
We choose the state space X = R x I,‘( [R,, R,]), 
Putting u(t) = ($[!,), C;(z) = (“a) (i = 1, 2), 
domA= E X: w E W4,*( [R,, R,], [w), w(R,) = R,O, 
$(R,)=@,$(R,)=$(R,)=O} 
0 
A = 
4 W 
we obtain again Eq. (4.8). Calculations similar to those in the previous 
example show that A is self-adjoint and positive semidefinite, with 
dom Ali2 = {(E) E R x W2,2( [R,, R,], [w): w(R,) = R,O, w’(R,) = O}. Since 
each C; is also positive semidefinite and ker A n ker Cj = (0 >, our theory 
implies again that the feedback stabilizes the rotation of the satellite 
exponentially. 
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