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htroductisn
Let Q=@,42, . . . . qn _ 1) be a sequence such that 4; = + 1 or 4; = -1. A petmutution with signature Q is a permutation P= q, 7r2, . . . . IC,, of the integers 1,2, . . . . n such that zi< zi+ 1 if qi= +1 and 7ti>7ti+, if qi= -1 for all i= 1,2, . . ..n-1. Alternating permutations are permutations with signature Q = (+ 1, -1, + 1, -1, . . . , (-l)i' ', . . . ). Some work has been done on the problem of enumerating permutations with a given signature. See for example Niven [ll] , Foulkes [6] , Abramson [l] , and De Bruijn [3] . There are constant average time algorithms by Bauslaugh and Ruskey [2] , Pruesse and Ruskey [ 121 and Ruskey [ 151 for generating alternating permutations. The problem of generating all permutations with a given signature is equivalent to the problem of generating all topological sortings of a poset whose Hasse diagram (regarded as an undirected graph) is a path. Kalvin and Varol [7] give a linear average time algorithm for generating all topological sortings. This paper presents the first constant average time algorithm for generating all permutations with a given signature.
Consider a class of permutations that we wish to generate. Let N be the number of permutations of 1,2,. . . , n being generated. An algorithm for generating that class of permutations is said to run in constant average time if the total amount of computation (excluding output) is O(N). Up to a constant factor no algorithm for generating those permutations is faster. An algorithm is said to run in linear average time if the total amount of computation is O(nN).
Our motivation in studying this problem is to further extend the class of combinatorial objects that can be generated in constant average time. Furthermore, our algorithm can be used to generate other classes of permutations. A run in a permutation 7r1, 7r2, . . . , n,, is a maximal length subsequence 7tis Zi+ I I l . . s Zj. AS noted in [8] the problem of generating all permutations with r runs can be solved by listing all permutations with signatures having r-1 negative ones. Thus our algorithm could be used to generate all permutations with a given number of runs in constant average time. There are a number of existing algorithms for generating all combinations of r--1 out of n -1 in constant average time [ 
131.
The generation algorithm of [2] lists alternating permutations in lexicographic order. Many other generation algorithms list objects in lexicographic order. See Williamson [20] , Reingold, Nievergelt and Deo [ 131 and Nijenhuis and Wilf [lo] for many examples. Colexicographic (colex) order is a variant of lexicographic order in which the sequences are scanned from right-to-left, instead of left-to-right. Colex order (or reverse colex order) has been used by Nijenhuis and Wilf [lo] to generate compositions, permutations, and Young Tableau with a specific shape (see also Wilf t 181).
The generating algorithm presented here lists a natural representation of the permutations in colex order.
Any generation algorithm imposes an order on the objects being generated. For lexicographic generation, the order is quite natural. The rank of an object with respect to some ordering is the number of objects that come before it in the ordering. An unranking algorithm determines the object having a particular rank. Unranking algorithms are often used as a method of generating a random object. Ranking and unranking algorithms are normally quite straightforward for lexicographic order. Examples may be found in [ 10, 19, 13, 21] .
An algorithm for generating all permutations with a given signature is given in the second section. An analysis of the generation algorithm is given in the third section, and in the fourth section algorithms are discussed for ranking and unranking. Some open problems are mentioned in the final section.
The generation algorithm
In this section, we give an algorithm for the colex generation of a representation of permutations with a given signature. The representation that we use is related to the inversion table of the permutation (Knuth [9] ).
Given a permutation II of 1,2, . . . , n, we define the P-sequence associated with it, ml =P1#2 , . . . ,pn as follows: pk is the number of elements in the sequence nk, nk+ 1, l .*V it,, that are less than or equal to nk. For example P[314652] = 312321. P-sequences are useful for ranking permutations lexicographically [ 131. Here, Psequences are used to obtain the constant average time property of the generation algorithm. Bauslaugh and Ruskey [2] uoted that if P[n'] > P [Iz] in lexicographic order, then or'> it in lexicographic order. The same conclusion is not true for colex order; colex order of P-sequences does not correspond to colex order of permutations. The following lemma characterizes the P-sequences that represent permutations with a given signature. Proof. If qk=-l, then ~k>~k+r, so clearly pk>&+t. Also, if qk=l, then nk < nk+ 1, and so pk (pk+ 1. The other direction of the proof is equally straightforward. 0
We note that the largest value g can have is n -k + 1, the smallest is 1, and, by definition, pn = 1. Lemma 2.1 can be used to determine the extreme values that pk can have. The minima can be computed as follows: (2)
These minima and maxima are used for initialization in the constant average time generation algorithm and in the ranking and unranking algorithms.
The generation algorithm presented here is recursive and depends on Lemma 2.1. It is given as a Pascal procedure gen l(k, u) in Fig. 1 . Array P holds the P-sequence and Q holds the signature. If pk+ls . . . . . p,, is a valid suffix of a P-sequence then gen l(k, u) prints all P-sequences with suffix pk,pk+ l, . . . ,pn where pk = v. The call gen i(n, 1) produces all valid P-sequences. It should be clear that algorithm gen 1 will only generate valid P-sequences and that the generation is in colex order.
The problem with the algorithm presented in Fig. 1 is that its time complexity is dependent on the signature Q. If there are long runs where successive elements of Q are equal, then the algorithm is not constant average time. The easiest example is the signature Q = (1, 1, 1, . . . , 1, -1) for which the number of procedure calls is Q(n2) and there are only n -1 valid P-sequences. The problem arises because when t&=/b the algorithm degenerates into a search for the next value of k where qk is different from qk + 1 . If we can some how speed up the search for k so that it takes 0( 1) time, then the algorithm given in Fig. 1 would become constant average time.
The algorithm gen2, presented in Fig. 2 , eliminates the search for k. Because the elimination of the search also eliminates the initialization of part of the P-sequence, the P-sequence must be initialized to the values that it would contain when 16 = ub before the procedure gen2 is called. If lb = ub, then from (I) and (2) it follows that pk=l if qk=+l and pk=n-k+l if qk= - 1. These are the values we use to initialize p. Given that pk+ 1 , . . . ,p,] is a valid suffix of a P-sequence, the call gen2(k, Ib, ub) generates all P-sequences with suffix pk,pk + 1, l -* ,P,~ where /brp,r ub. The call gen2(n, I, 1) produces all valid P-sequences. An analysis of algorithm gen2 is given in the next section. The local variable femp is used to preserve the initialization. The array element ch[k] is the greatest index t < k such that q, # qk.
An example of the permutations a,ld P-sequences for the signature Q = (1, 1, -1, 1, -1 ) is given in Table 1 . For this signature Q, the array ch = (0,0,2,3,4) .
Analysis
The proof that gen2 runs in constant average time uses the term call of degree n. By a call of degree n we mean that the procedure directly calls itself n times. As an example, the degree of a call to gen2(k, Ib, ub) is ub -lb + 1 unless k< 1. The analysis of the generation algorithm given in Fig. 2 is based on the results given in Ruskey and Roelants van Baronaigien [ 161 where they state that if (i) every call leads to the output of at feast one object, (ii) all of the computation of a call not including additional recursive calls can be done in constant time, and (iii) the number of calls of the generation procedure that have degree one is on the order of the number of Therefore, all we need to show is that the algorithm gen2 meets the conditions (i), (ii), (iii). All of the criteria except for (iii) are obvious from the algorithm. Note that in procedures gen 1 and gen2 each call of degree zero causes the output of one Psequence.
Lemma 3.1. The number of calls of gen2 of degree one is less than the number of calls of degree zero or degree greater than one.
Proof, Clearly, if lb f ub, then the degree of thr call is greater than 1. Let lb = ub. We must consider the cases Q 
Ranking and unranking
In this section, an algorithm is presented for ranking of the P-sequences of permutations with a given signature. Unranking is also discussed. The method for ranking combinatorial objects in lexicographic order is well known. See Wilf [ 171, Bauslaugh and Ruskey [2] , Zaks and Richards [21] , and Williamson [ 191.
Because we list P-sequences in colex order, the ranking algorithm requires that we compute the number of P-sequences that end with a given subsequence instead of computing the number of P-sequences that start with a given subsequenct:. These numbers can ue easily computed but they are dependent on the signature Q. Throughout this section we assume tl???t Q IE Exe& Definition 4.1. For lhr vzs uk we define C(k, v) to be the number of different sequences P~,PZ, . . . 9 pX__ 1, v that are a prefix of a P-sequence of a permutation with signature Q. 
j=o+l Table 2 . The numbers C(k,o) for Q=(l, 1,-l, 1,-l). As an example, we compute the rank of the P-sequence P= 344121 where Q = (1, 1, -1, 1, -1 ) (see Table 2 ). The values for r(k) are as follows: r( 1) = C(2,2) = 2, r(2) = C(3,3)=6, r(3) = C(4,1)-C(3,4)=9, r(4)=0 and r(5)=0 so the rank of P with signature Q is 17.
Using the second formula for r(k) we have an O(n) algorithm for computing the rank of the P-sequence of a permutation with a given signature (given that the numbers C[k, v) !MVP been prerGmputed). The a!gorithm for unranking is similar to unranking algorithms given for other combinatorial objects [ 14,171. For this reason the unranking algorithm is left to the reader.
Final remarks
We have given a constant average time algorithm for generating permutations with a given signature Q. Unlike most generation algorithms, this one skips across parts of the sequence that have been initialized to the values that would be put there during a scanning phase. The idea of skipping over redundant processing is a natural one and has been used before in connection with algorithms for generating combinatorial objects. An example may be found in Dershowitz [4] . In our case the algorithm is improved from having a time complexity that is dependent on the signature Q to being a constant average time algorithm.
Some open problems remain. It is not known whether the permutations, as opposed to the P-sequences, with a given signature can be generated in constant average time or, if either the P-sequences or the permutations can be generated by a loopless algorithm. Loopless algorithms for permutations, combinations and partitions are presented in Ehrlich [5] .
