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DEPENDENCE OF THE DENSITY OF STATES OUTER MEASURE
ON THE POTENTIAL FOR DETERMINISTIC SCHRO¨DINGER
OPERATORS ON GRAPHS WITH APPLICATIONS TO ERGODIC
AND RANDOM MODELS
PETER D. HISLOP AND CHRISTOPH A. MARX
Abstract. We continue our study of the dependence of the density of states mea-
sure and related spectral functions of Schro¨dinger operators on the potential. Whereas
our earlier work focused on random Schro¨dinger operators, we extend these results
to Schro¨dinger operators on infinite graphs with deterministic potentials and ergodic
potentials, and improve our results for random potentials. In particular, we prove the
Lipschitz continuity of the DOSm for random Schro¨dinger operators on the lattice,
recovering results of [13, 16]. For our treatment of deterministic potentials, we first
study the density of states outer measure (DOSoM), defined for all Schro¨dinger opera-
tors, and prove a deterministic result of the modulus of continuity of the DOSoM with
respect to the potential. We apply these results to Schro¨dinger operators on the lattice
Zd and the Bethe lattice. In the former case, we prove the Lipschitz continuity of the
DOSoM, and in the latter case, we prove that the DOSoM is 1
2
-log-Ho¨lder continuous.
Our technique combines the abstract Lipschitz property of one-parameter families of
self-adjoint operators with a new finite-range reduction that allows us to study the
dependency of the DOSoM and related functions on only finitely-many variables and
captures the geometry of the graph at infinity.
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1. Introduction
This is the third of a series of papers [11, 12] in which we explore the dependence
of the density of states measure (DOSm) for Schro¨dinger operators on the potential. In
this article, we extend and refine previous results by considering the density of states
outer measure (DOSoM), defined in section 2.3. The DOSoM is a generalization of the
DOSm defined for all deterministic Schro¨dinger operators. It was first introduced in
[6] by Bourgain and Klein for Schro¨dinger operators on Zd and Rd, and we extend this
definition to Schro¨dinger operators on infinite graphs. The DOSoM is a deterministic
quantity which allows us to study its dependence on the potential sequence for discrete
Schro¨dinger operators on graphs.
We prove that the DOSoM is continuous with respect to the potential in the ℓ∞-
norm, and we obtain an explicit bound on the modulus of continuity in terms of the
uniform growth function describing the underlying graph. This result using a deter-
ministic formulation of the finite-volume reduction from [11] and the Lipschitz property
proved in [12]. With these constructions, we obtain optimal results on the modulus of
continuity for lattices. For the Bethe lattice, we prove that the DOSoM is 1
2
-log-Ho¨lder
continuous. We also obtain quantitative bounds on the modulus of continuity for the
integrated outer density of states (IoDS), the cumulative distribution of the DOSoM.
In addition, we discuss the implications of these new deterministic results for
general ergodic Schro¨dinger operators on lattices and more general infinite graphs. We
also apply our results to random Schro¨dinger operators by treating them as a subset
of ergodic Schro¨dinger operators through the use of the quantile function associated
with the single-site probability measure. For random Schro¨dinger operators on lattices,
these new deterministic results allow us to improve the known quantitative estimates
on the modulus of continuity of the DOSm and the IDS with respect to the single-
site probability measure. We also obtain new and improved results on the modulus of
continuity of the DOSm and IDS with respect to the disorder in the weak coupling limit,
previously obtained in [10, 15] and in [11].
For a more detailed introduction to the problem of the dependence of the DOSm
on the potential, motivation, and historical commentary, we refer the reader to the
introductions of [11, 12]
After we completed our work, I. Kachkovskiy [13] told us about the work of Alek-
sandrov and Peller [3], discussed in section 7. Their general functional analytic estimate,
presented as Theorem 7.1, provides for an improvement of our result, Theorem 4.4, for
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the Bethe lattice. For lattices, however, their result leads to a weaker bound than our
optimal result, Theorem 4.1. We refer the reader to section 7 for more information.
A. Skripka also pointed out to us the similarity between some of her results, in
particular [18, Lemma 3.8(3)], and the Lipschitz property in Proposition 3.1.
1.1. Contents. In section 2, we describe the family of infinite graphs with a uniform
growth hypothesis (UGH) to which our results apply. The UGH quantifies the ratio of
surface area to volume of regions in the graph as the region tends to the graph. We
define Schro¨dinger operators on these graphs and the density of states outer measure
by extending the definition of Bourgain and Klein [6] from lattices to graphs. The main
result on the modulus of continuity of the DOSoM for Schro¨dinger operators is presented
and proved in section 3. Our first applications to deterministic Schro¨dinger operators
are presented in section 4, and our second set of applications to ergodic and random
Schro¨dinger operators appears in section 5. The paper concludes with two appendices:
In the first, section 6, we present details of our extension of the Bourgain-Klein [6]
construction of the DOSoM to graphs, and in the second, section 7, we discuss the
relation between our results and those based on a theorem of Alexsandrov and Peller
[3].
Acknowledgements: We thank I. Kachkovskiy for many fruitful discussions and for
alerting us to the work of Alexsandrov and Peller [3]. We also thank A. Skripka for
discussions on [18] and related works.
2. The set-up: Schro¨dinger operators on graphs and the DOSoM
The main result of this section, Theorem 3.2, applies to discrete Schro¨dinger op-
erators on infinite graphs satisfying the uniform growth hypothesis defined in section
2.1. The modulus of continuity is explicitly expressed in terms of a growth function γG
which captures the geometry at infinity of the graph. As we will show, the choice of this
function allows us to prove that the DOSoM is Lipschitz continuous for lattices.
2.1. Infinite graphs with uniform growth. In this and the next subsection, we
review the construction of Schro¨dinger operators on infinite graphs satisfying certain
growth conditions. Let G := (V, E) be an infinite, connected graph with vertices V,
edges E , and natural metric dG defined as follows: For any two vertices x, y ∈ V, let
γ(x,y) be a path in G connecting x to y and let NE(γ(x,y)) be the number of edges
comprising the path. Given this set-up, we define a metric by
dG(x, y) := min
{γ(x,y)}
NE(γ(x,y)). (2.1)
We will further assume that the graph G satisfies the following hypothesis:
Uniform growth hypothesis (UGH): For each x ∈ V and L ∈ N, the closed ball
centered at x with radius L ,
Λ
(G)
L (x) := {y ∈ V : dG(x, y) 6 L} , (2.2)
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is a finite set which admits a uniform growth function, in the sense that there exists
a strictly increasing function γG : [1,+∞)→ [1,+∞) such that for each n ∈ N:
lim sup
L→∞
{
sup
x∈V
|Λ(G)L+n(x)|
|Λ(G)L (x)|
}
6 γG(n) . (2.3)
Here, and in the following, given a set A ⊆ V, |A| denotes the number of vertices in
A.
In this note, the most important examples for graphs satisfying the UGH are:
(1) The d-dimensional lattice Zd where
lim sup
L→∞
{
sup
x∈V
|Λ(Zd)L+n(x)|
|Λ(Zd)L (x)|
}
6 lim sup
L→∞
(2(L+ n) + 1)d
(2(L− 1) + 1)d = 1 , (2.4)
in particular, any strictly increasing function γZd : [1,+∞)→ [1,+∞) can serve
as a uniform growth function.
(2) Other lattices in Z2, such as hexagonal and trianglular lattices, satisfy the same
uniform growth conditions as in (2.4).
(3) The Bethe lattice Bk with coordination number k > 3 (k = 2 corresponds to Z).
Using the fact that for all L ∈ N and x ∈ V, one has
|Λ(Bk)L (x)| = 1 + k
(k − 1)L − 1
k − 2 , (2.5)
we conclude that
lim sup
L→∞
{
sup
x∈V
|Λ(Bk)L+n(x)|
|Λ(Bk)L (x)|
}
= lim sup
L→∞
k(k − 1)L+n − 2
k(k − 1)L − 2 = (k − 1)
n := γBk(n) (2.6)
may serve as a uniform growth function.
2.2. Schro¨dinger operators on graphs. For a real-valued sequence V ∈ ℓ∞(G;R)
(“the potential sequence”), we consider the Schro¨dinger operator HV : ℓ
2(G;C) →
ℓ2(G;C) given by
HV ψ := ∆G + TV . (2.7)
Here, TV : ℓ
2(G;C)→ ℓ2(G;C) denotes the multiplication operator by the sequence V ,
(TV ψ)(x) = V (x)ψ(x), ∀x ∈ V , (2.8)
and ∆G : ℓ
2(G;C)→ ℓ2(G;C) is the discrete Laplacian on G,
(∆G)(x) :=
∑
y∼x
ψ(y), ∀x ∈ V , (2.9)
where, given a vertex x ∈ V, the notation y ∼ x in (2.9) denotes all the vertices y ∈ V
which are directly connected to x, or equivalently, which satisfy dG(y, x) = 1. The graph
Laplacian ∆G is bounded and we write its spectrum as σ(∆G) = [−ρG, ρG], where ρG is
the spectral radius of ∆G.
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2.3. Density of states outer measure (DOSoM). In this note we are interested in
quantifying the dependence of the density of states outer measure (DOSoM) of (2.7) on
the potential sequence. The DOSoM serves as a generalization of the “usual” density of
states measure, which is well defined only for certain models, e.g. periodic or random
operators.
The DOSoM was first considered by Bourgain and Klein in [6] for Schro¨dinger
operators on the lattice Zd and the continuum Rd. Here we present an appropriate
generalization to Schro¨dinger operators on arbitrary graphs. As we will see, allowing
for arbitrary graphs will, in general, necessitate working with infinite volume operators
as opposed to the finite volume restrictions considered earlier in [6] for the lattice case
G = Zd. To compare with the latter, we note that forG = Zd, the metric dG is equivalent
to the 1-norm, in particular Λ
(Zd)
L (x) is a closed cube centered at x with vertices on lines
parallel to the coordinate axes.
To define the DOSoM, we denote by {δy : y ∈ V} the standard basis in ℓ2(G;C)
and by
πy := |δy〉〈δy| , y ∈ V , (2.10)
the associated rank-one projections. Moreover, for L ∈ N, we let
P
(G)
L (x) :=
∑
y∈Λ
(G)
L
(x)
πy (2.11)
be the orthogonal projection onto the subspace of ℓ2(G;C) associated with the vertices
in Λ
(G)
L (x). Then, we define the DOSoM associated with the operator HV in (2.7) by
n∗V (f) := lim sup
L→∞
{
sup
x∈V
1
|Λ(G)L (x)|
Tr
(
P
(G)
L (x)f(HV )P
(G)
L (x)
)}
, (2.12)
where f is a bounded (possibly C-valued) Borel function on R. As pointed out earlier,
the merit of introducing the DOSoM is that the latter always exists, even for models
where the usual density of states measure does not. In addition, we will also obtain
results for the local DOSoM at x ∈ V, defined by
n∗V ;x(f) := lim sup
L→∞
{
1
|Λ(G)L (x)|
Tr
(
P
(G)
L (x)f(HV )P
(G)
L (x)
)}
, (2.13)
for bounded Borel functions f . This local DOSoM will be relevant when we discuss
ergodic Schro¨dinger operators. In the ergodic case, the local DOSoM is independent of
x ∈ V and equals the DOSm almost surely.
To contrast our definition of the DOSoM in (2.12) with the lattice case considered
by Bourgain and Klein in [6], we observe that the authors in [6] introduced the DOSoM
for G = Zd by replacing the “infinite-volume operator” HV in (2.12) by “finite volume
restrictions,” thus effectively considering
HV ;L(x) := P
(Zd)
L (x)HV P
(Zd)
L (x) , for L > 0. (2.14)
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Appealing to the second resolvent identity shows that for each a ∈ C \ R and
fa(t) := (t− a)−1, (2.15)
one has: ∣∣∣∣∣ 1|Λ(Zd)L (x)| Tr
(
P
(Zd)
L (x)fa(HV )P
(Zd)
L (x)
)
− 1
|Λ(Zd)L (x)|
Tr (fa(HV ;L(x)))
∣∣∣∣∣
. sup
x∈Zd
|Λ(Zd)L+1(x) \ Λ(Z
d)
L−2(x)|
|Λ(Zd)L (x)|
.
1
L
, for all x ∈ Zd , (2.16)
which, using a density argument and monotonicity, implies that the definition in (2.12)
agrees with the definition in [6] for the special case that G = Zd. There is also a
technical issue due to the fact that outer measures are, in general, only subadditive. For
completeness, we include the details of the equivalence of our definition (2.12) of the
DOSoM with the one of Bourgain-Klein in Appendix 1, section 6.
In view of lattice Schro¨dinger operators (G = Zd), we also note that one more
commonly uses closed balls in the ∞-norm on Zd,
Λ
(Zd)
L;∞(x) := {y ∈ Zd : ‖x− y‖∞ 6 L} , (2.17)
to define the DOSoM as opposed to the 1-norm considered in (2.2). Since both these
norms are, however, equivalent, i.e.
Λ
(Zd)
L−1;∞(x) 6 Λ
(Zd)
L (x) 6 Λ
(Zd)
L;∞(x) , (2.18)
and
(2L− 1)d 6 |Λ(Zd)L (x)| 6 (2L+ 1)d , (2.19)
the definition of the DOSoM is independent of the specific norm used to define balls.
We emphasize that for more general graphs G 6= Zd, the second term on the right
hand side of (2.16) may not decay to zero as L→∞. For instance, for the Bethe lattice
Bk, the error term is only bounded but not decaying,
|Λ(Bk)L+1(x) \ Λ(Bk)L−2(x)|
|Λ(Bk)L (x)|
∼ k
L+1 − kL−2
kL
= O(1) , as L→∞ . (2.20)
Indeed, this is why for ergodic Schro¨dinger operators on Bk, the density of states measure
has to be defined as an analogue of (2.12), using the infinite volume operator HV instead
of the finite volume restrictions in (2.14); see [2, Appendix].
3. Quantitative continuity of the DOSoM
In this section, we prove estimates on the modulus of continuity of the DOSoM
for rather general Schro¨dinger operators HV on infinite graphs satisfying the UGH as
defined in (2.7)-(2.9). The modulus of continuity in Theorem 3.2 is expressed in terms
of a uniform growth function γG for the graph G and the L
∞-norm of the potential
sequence. This main result is based on the finite-range reduction presented in section
3.1 and the Lipschitz property presented in section 3.2.
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3.1. Finite-range reduction. As explained in section 4.1.1, we must use infinite-
volume operators as in (2.12) in order to study the dependence of the DOSoM on
the potential sequence. This necessitates the use of a reductive procedure to finite sub-
graphs so that we can consider variations of the potential at only finitely-many sites at
a time. Similar reductions were carried out in [11, 12].
The latter is accomplished by what will subsequently be referred to as the “finite-
range reduction.” The key feature underlying this finite range reduction is the following
consequence of UGH: For every polynomial p, x ∈ V, and L ∈ N, the map
ℓ∞(G) ∋ ω 7→ Tr
(
P
(G)
L (x)p(Hω)P
(G)
L (x)
)
∈ R (3.1)
only depends on finitely many elements of the sequence ω. Indeed, this map depends at
most on the entries ωy, y ∈ V, of the sequence ω which satisfy that
y ∈
⋃
z∈Λ
(G)
L
(x)
Λ⌊deg(p)/2⌋(z) ⊆ ΛL+⌊deg(p)/2⌋(x) . (3.2)
To formulate the finite range reduction, we introduce the following modification
of a given a potential sequence V ∈ ℓ∞(G;R): If x ∈ V, R > 0, and W ∈ ℓ∞(G;R), we
define the (R;W )-modification of the potential V at x as the sequence given by
V
(R;x)
W (y) :=
{
V (y) , if y ∈ ΛR(x) ,
W (y) , if y 6∈ ΛR(x) .
(3.3)
Finally, as in section (2.2), we write ρG for the spectral radius of ∆G, in particular
for a given a potential V ∈ ℓ∞(G;R), the spectrum of HV in (2.7) satisfies
σ(HV ) ⊆ [−ρG − ‖V ‖∞, ρG + ‖V ‖∞] . (3.4)
We are now ready to formulate the finite-range reduction, which we note, is a
deterministic version of Lemma 2.1 in [11].
Lemma 3.1 (Finite-range reduction). Let f ∈ C(R), C > 0, and ǫ > 0 be given.
Suppose p is a polynomial satisfying that
‖f − p‖∞;[−ρG−C,ρG+C] < ǫ . (3.5)
Then, for each x ∈ V and L > 0, letting M := L + ⌊deg(p)/2⌋, one has that for all
V,W ∈ ℓ∞(G; [−C,C]):∣∣∣∣∣ 1|Λ(G)L (x)|
[
Tr
(
P
(G)
L (x)f(HV )P
(G)
L (x)
)
− Tr
(
P
(G)
L (x)f(HV (M;x)
W
)P
(G)
L (x)
)]∣∣∣∣∣ 6 2ǫ .
(3.6)
Here, for a bounded function g ∈ C(R), we let ‖g‖∞;A denote the sup-norm of g on a
given set A ⊆ R.
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Proof. Let V,W ∈ ℓ∞(G; [−C,C]), L ∈ N, and x ∈ V. The key observation underlying
the finite range reduction is based on (3.1) and (3.2). This locality allows us to conclude
that
Tr
(
P
(G)
L (x)p(HV )P
(G)
L (x)
)
= Tr
(
P
(G)
L (x)p(HV (M;x)
W
)P
(G)
L (x)
)
, (3.7)
since the trace in (3.7) does not depend on the potential outside of ΛM(x). Moreover,
the continuous functional calculus implies that for every g ∈ C(R) and every sequence
U ∈ ℓ∞(G;R) with ‖U‖∞ 6 C:∣∣∣∣∣ 1|Λ(G)L (x)|Tr
(
P
(G)
L (x)g(HU)P
(G)
L (x)
)∣∣∣∣∣ 6 ‖g‖∞;[−ρG−C,ρG+C] . (3.8)
Thus, combining (3.8) - (3.7) with the hypothesis in (3.5), we estimate∣∣∣∣∣ 1|Λ(G)L (x)|
[
Tr
(
P
(G)
L (x)f(HV )P
(G)
L (x)
)
− Tr
(
P
(G)
L (x)f(HV (M;x)
W
)P
(G)
L (x)
)]∣∣∣
6
∣∣∣∣∣ 1|Λ(G)L (x)|
[
Tr
(
P
(G)
L (x) (f(HV )− p(HV ))P (G)L (x)
)∣∣∣∣∣
+
∣∣∣∣∣ 1|Λ(G)L (x)|Tr
(
P
(G)
L (x)
(
f(H
V
(M;x)
W
)− p(H
V
(M;x)
W
)
)
P
(G)
L (x)
)]∣∣∣∣∣ 6 2ǫ , (3.9)
thereby establishing the claim. 
3.2. The Lipschitz property. Lemma 3.1 reduces changes of the potential to finite
subgraphs. Consequently, in order to control the dependence of the DOSoM on the
potential, it suffices, by iteration, to study the variation of the potential at one vertex
at a time. To quantify the dependence on the potential at one vertex, while keeping
the potential at all other vertices fixed, we will use the following general result about
one-parameter families of self-adjoint operators (“Lipschitz property”), which we proved
in our earlier work [12, Proposition 3.1]. To formulate the Lipschitz property, let T1, T2
be positive, bounded operators and H0 be a (not necessarily bounded) self-adjoint op-
erator on a given Hilbert space H. We consider the one-parameter family of self-adjoint
operators
Hλ := H0 + λT1 , λ ∈ R . (3.10)
Given a function f ∈ Cc(R), we examine the continuity properties of the map
R ∋ λ 7→ Ff(λ) := Tr(T2f(Hλ)T2) . (3.11)
To quantify this continuity, we let Lipc(R) be the compactly supported, (complex-
valued) Lipschitz functions on R and let Lf denote the optimal Lipschitz constant of
f ∈ Lipc(R), defined by
Lf := sup
x 6=y∈R
|f(x)− f(y)|
|x− y| . (3.12)
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Furthermore, for the map (3.11) to be well-defined, we require appropriate trace-ideal
conditions for the operators T1 and T2. In view of this, we let S1(H) denote the trace-
class operators, S2(H) denote the Hilbert-Schmidt operators on H, and write ‖.‖j ,
j = 1, 2 for the associated Banach space norms.
Proposition 3.1 (Lipschitz property, Proposition 3.1 in [12]). Given the setup described
in (3.10) - (3.11), with T1, T2 positive, bounded operators and H0 a (not necessarily
bounded) self-adjoint operator on a given Hilbert space H, with T1 ∈ S1(H) and T2 ∈
S2(H). Then for every f ∈ Lipc(R), the map λ 7→ Ff(λ) is Lipschitz in λ with
|Ff(λ1)− Ff(λ2)| 6 min{‖T 22 ‖ ‖T1‖1 , ‖T2‖22 ‖T1‖} · Lf · |λ1 − λ2| , (3.13)
for each λ1, λ2 ∈ R, and the constant Lf given in (3.12).
Remarks 3.1. (i) While results of this form can be extracted from the literature
for test functions f with higher regularity (cf. Alexsandrov and Peller [3, 4], and
Skripka [18])), to our knowledge, no explicit proofs for Lipschitz functions f have
appeared in the literature.
(ii) The main estimate (3.13) can be extended to self-adjoint operators T1 that are
traceclass but not necessarily positive. In this case, our proof implies that the
upper bound on the right is multiplied by a factor of 3 (although we do not
believe that this factor is necessary). To see this, we write
T1 = |T1| − (|T1| − T1) =: T+1 − T−1 ,
which expresses T1 as the difference of two nonnegative operators T
+
1 and T
−
1 .
Following the proof of [12, Proposition 3.1], one sees from [12, (3.7)] that this
decomposition of T1 leads to two terms and thus two bilinear functionals as in
[12, (3.9)]: β+ associated with T+1 , and β
− associated with T−1 , each bilinear
functional being defined with respect to a nonnegative operator. Treating each
of β± separately, as written there, we obtain bounds as in [12, (3.15)] in which
‖T1‖1 is replaced by ‖T+1 ‖1 = ‖T1‖1 for β+ and by ‖T−1 ‖1 6 2‖T1‖1 for β−, and
similarly for the operator norms. Combining these terms yields the factor of 3
and the result.
(iii) The operator T2 need not be positive nor self-adjoint. If T2 isn’t self-adjoint, we
use Tr(T ∗2 f(Hλ)T2) in (3.11).
(iv) In light of remarks (ii)-(iii), we have the following general result that might be
of interest in its own right. The proof is similar to the proof of Proposition 3.1
so we omit it.
Proposition 3.2 (The trace bound). Let T1, T2 be bounded operators and H0 a (not
necessarily bounded) self-adjoint operator on a given Hilbert space H. We assume that
the self-adjoint, not necessarily positive, operator T1 ∈ S1(H), and the not necessarily
self-adjoint operator T2 ∈ S2(H). We denote by H the self-adjoint operator H = H0+T1.
Then for every f ∈ Lipc(R), we have
|Tr(T ∗2 f(H)T2)− Tr(T ∗2 f(H)T2)| 6 3min{‖T 22 ‖ ‖T1‖1 , ‖T2‖22 ‖T1‖} · Lf . (3.14)
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Returning to the application of Proposition 3.1, we use the Lipschitz property
to quantify changes of the potential at an arbitrary vertex z ∈ V: For fixed V ∈
ℓ∞(G \ {z};R), x ∈ V, and L > 0, we apply Proposition 3.1 to the operators,
H0 = ∆G +
∑
y 6=z
V (y)πy , T1 = πz , T2 = P
(G)
L (x) , (3.15)
where πy are the rank-one projectors defined in (2.10). Notice that since πz is a rank-one
orthogonal projection, whereas P
(G)
L (x) is of rank |Λ(G)L (x)| > 1, we obtain for T1 and T2
as in (3.15):
min{‖T 22 ‖ ‖T1‖1 , ‖T2‖22 ‖T1‖} = min{1 , |Λ(G)L (x)|} = 1 . (3.16)
Repeated application of Proposition 3.1 for the set-up in (3.15) and the UGH, specfically
(2.3), thus yield the following:
Lemma 3.2. Let x ∈ V and M > 0 be fixed. Then, for all V,W ∈ ℓ∞(G;R) and L > 0,
one has∣∣∣∣∣ 1|Λ(G)L (x)|
[
Tr
(
P
(G)
L (x)f(HW )P
(G)
L (x)
)
− Tr
(
P
(G)
L (x)f(HV (M;x)
W
)P
(G)
L (x)
)]∣∣∣ (3.17)
6 Lf · |Λ
(G)
M (x)|
|Λ(G)L (x)|
· ‖V −W‖∞ . (3.18)
We note that by (3.3), the Schro¨dinger operators in the two traces in (3.17) only
differ through the value of the potential within the finite set ΛM(x), therefore giving
rise to the numerator of the quotient in (3.18).
3.3. Main result on DOSoM. Combining the preparatory results in Lemma 3.1 and
Lemma 3.2, we are ready to formulate and prove our main result which establishes
continuity of the DOSoM on the underlying potential sequence. To this end, observe
that the definition of the DOSoM in (2.12) implies that the map
C(σ(HV )) ∋ f 7→ n∗V (f) , (3.19)
defines a sublinear and positively homogeneous map, i.e. a positive sublinear functional
on the continuous (complex-valued) functions on σ(HV ). More generally, for any finite
M > 0, we will denote the sublinear, complex-valued functionals on C([−M,M ]) by
SL(C([−M,M ])), which we equip with the pseudometric dw defined as follows. For all
µ∗, ν∗ ∈ SL(C([−M,M ])), we define dw by
dw(µ
∗, ν∗) := sup{|µ∗(f)− ν∗(f)| : f ∈ Lip([−M,M ]) with ‖f‖Lip 6 1} , (3.20)
where
‖f‖Lip := ‖f‖∞ + Lf . (3.21)
Our choice of topology is motivated by the well-known fact that weak convergence of
measures on [−M,M ] is metrizable by the metric given in (3.20); see e.g. [8, 9]. In
particular, for models for which the DOSoM is actually a measure, i.e. for which a
density of states measure exists, the topology induced by the pseudometric in (3.20)
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will ensure that our result implies continuity of the DOSm in the underlying potential
sequence (and ℓ∞ norm) with respect to weak topology of measures.
Theorem 3.2. Let G = (V, E) be an infinite, connected graph satisfying the UGH.
Then, for each finite C > 0, the map
NC : ℓ∞(G; [−C,C])→ SL(C([−ρG − C, ρG + C])) , V 7→ n∗V (3.22)
is continuous with respect to the topology for the codomain induced by (3.20). The
modulus of continuity is quantified by the following: if γG is a uniform growth function
for G in the sense of (2.3), then for every ζ > 0 one has
dw(n
∗
V , n
∗
W ) 6 2
3/2(ρG + C)cb · 1√√√√γ−1
G
((
1
‖V −W‖∞
)ζ) + (‖V −W‖∞)1−ζ (3.23)
for all V,W ∈ ℓ∞(G; [−C,C]) with ‖V − W‖∞ < 1; here, cb is an absolute constant
given in (3.26). An analogous result holds for n∗V ;x, the local DOSoM (2.13), for all
x ∈ V.
As in our earlier work [11], the proof of Theorem 3.2 will use polynomial approx-
imation of Lipschitz functions f ∈ Lip([−ρG − C, ρG + C]) by Bernstein polynomials.
In view of this, given g ∈ C([0, 1]), we denote by Bn[g](x) the nth Bernstein polynomial
associated with g,
Bn[g](x) =
n∑
k=0
(
n
k
)
g
(
k
n
)
xk(1− x)n−k . (3.24)
It is well-known (see e.g. [5]) that for g ∈ C([0, 1]) with modulus of continuity Wg on
[0, 1], the approximation by Bn[g] satisfies
‖Bn[g]− g‖∞ 6 cbWg(n−1/2) , (3.25)
where cb is an absolute constant. Here, as usual, a modulus of continuity Wg : [0, 1]→
[0,∞), for g ∈ C([0, 1]), is defined by |g(x) − g(y)| 6 Wg(|x − y|), for x, y ∈ [0, 1]. It
is well known that the n−1/2 dependence in (3.25) is, in general, optimal [17] in which
case the optimal value for the constant in (3.25) is given by
cb =
4306 + 837
√
6
5832
≈ 1.08989 . (3.26)
Proof. Let V 6= W ∈ ℓ∞(G; [−C,C]) with 0 < ‖V − W‖∞ =: ǫ < 1 be given and
f ∈ Lip([−ρG − C, ρG + C]) be fixed and arbitrary. Further, let η : (0,+∞) → (0,+ǫ)
be a function, determined appropriately later, which satisfies η(y)ց 0 as y ց 0+.
Given f ∈ Lip([−ρG − C, ρG + C]), we let p : [−ρG − C, ρG + C] → C be a
Bernstein polynomial with domain rescaled from [0, 1] to [−ρG − C, ρG + C] and with
degree deg(p) =: n, chosen to ensure that
‖f − p‖∞ < 1
2
η(ǫ) . (3.27)
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Taking into account the rescaling of the domain of the Bernstein polynomial, the rate
of convergence in (3.25) implies that (3.27) is satisfied if we take
n =
⌈(
4(ρG + C)cbLf
η(ǫ)
)2⌉
. (3.28)
Thus, for all x ∈ V and L ∈ N, the combination of Lemma 3.1 withM = L+⌊n/2⌋
as therein and Lemma 3.2 yields∣∣∣∣∣ 1|Λ(G)L (x)|
[
Tr
(
P
(G)
L (x)f(HV )P
(G)
L (x)
)
− Tr
(
P
(G)
L (x)f(HW )P
(G)
L (x)
)]∣∣∣
6
∣∣∣∣∣ 1|Λ(G)L (x)|
[
Tr
(
P
(G)
L (x)f(HV )P
(G)
L (x)
)
− Tr
(
P
(G)
L (x)f(HV (M;x)
W
)P
(G)
L (x)
)]∣∣∣∣∣+∣∣∣∣∣ 1|Λ(G)L (x)|
[
Tr
(
P
(G)
L (x)f(HV (M;x)
W
)P
(G)
L (x)
)
− Tr
(
P
(G)
L (x)f(HW )P
(G)
L (x)
)]∣∣∣∣∣
6 η(ǫ) + Lf · |Λ
(G)
M (x)|
|Λ(G)L (x)|
· ǫ . (3.29)
Taking the supremum over all x ∈ V and, subsequently, the lim sup as L→∞, we thus
conclude
|n∗V (f)− n∗W (f)| 6 η(ǫ) + Lf · γG
(⌊n
2
⌋)
· ǫ . (3.30)
In particular, letting
η(y) = 23/2(ρG + C)cb · Lf ·
√
1
γ−1
G
( 1
yζ
)
, for ζ > 0 , (3.31)
(3.30) yields the rightmost side of (3.23), thereby verifying the claim. 
4. Applications to deterministic Schro¨dinger operators on Zd and the
Bethe lattice
In this section, we present several applications of Theorem 3.2 to two particularly
interesting graphs: 1) the d-dimensional lattice G = Zd, and 2) the Bethe lattice G = Bk
with coordination number k > 3. We also include consequences for the integrated outer
density of states (IoDS, defined in (4.5)) and the weak coupling limit of both of these
examples.
4.1. Deterministic Schro¨dinger operators on Zd. We recall that by (2.4), for the
d-dimensional lattice G = Zd, any strictly increasing function γG : [1,+∞) → [1,+∞)
can serve as a uniform local growth function in the sense of (2.3). Given this flexibility,
we apply Theorem 3.2 with the choice of the uniform growth function given by
γZd(y) = y
ζ/α, (4.1)
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for parameters ζ, α > 0 positive. As a consequence, we obtain that for all V 6= W ∈
ℓ∞(Zd; [−C,C]), with 0 < ǫ := ‖V −W‖∞ < 1, the following bound
dw(n
∗
V , n
∗
W ) 6 2
3/2(2d+ C)cb · ǫζ/α + ǫ1−ζ . (4.2)
In particular, letting α→ 0+ in (4.2), yields the bound
dw(n
∗
V , n
∗
W ) 6 ǫ
1−ζ . (4.3)
Thus, taking ζ → 0+, we arrive at:
Theorem 4.1. Consider the d-dimensional lattice G = Zd, d ∈ N. Then, for each fixed
C > 0, the map in (3.22) is Lipschitz continuous with respect to the topology for the
codomain induced by the pseudometric in (3.20), i.e. for all V,W ∈ ℓ∞(Zd; [−C,C])
with ‖V −W‖∞ < 1, one has
dw(n
∗
V , n
∗
W ) 6 ‖V −W‖∞ . (4.4)
We remark that this result on the DOSoM holds for any lattice, such as a hexagonal
or triangular lattice, for which the uniform growth function may be chosen as in (4.1).
We present two applications of Theorem 4.1: 1) the continuity of the cumulative
distribution function associated with the DOSoM for a potential sequence, which we
call the integrated outer density of states (IoDS), and 2) upper bounds on the DOSoM
and IoDS as functions of the disorder in the weak coupling limit for lattice Schro¨dinger
operators on Zd.
4.1.1. Consequences for the integrated outer density of states for lattice Schro¨dinger
operators. Given V ∈ ℓ∞(Zd;R) we define the integrated outer density of states (IoDS)
as the cumulative distribution associated with DOSoM n∗V , i.e.
N∗V (E) := n
∗
V (χ(−∞,E]) . (4.5)
We recall the known continuity properties of the DOSoM with respect to the energy for
fixed potential, which were established for lattice Schro¨dinger operators in [6, Theorem
2.2]. Bourgain and Klein proved that for each fixed V ∈ ℓ∞(Zd;R) with ‖V ‖∞ 6 C,
there exits a constant Kd;C > 0, depending only on d and C, such that the DOSoM is
log-Ho¨lder continuous, i.e. for each E ∈ R and 0 < ǫ 6 1
2
, one has
n∗V ([E,E + ǫ]) 6
Kd;C
log
(
1
ǫ
) . (4.6)
For the special case of Schro¨dinger operators on Zd, we recall that (2.16) implies that
our definition of the DOSoM in (2.12) reduces to the definition given in [6].
The results for the DOSoM in Theorem 3.2 and the known continuity properties
in the energy given in (4.6) imply the following bound for the IoDS:
Theorem 4.2. Consider the d-dimensional lattice G = Zd, d ∈ N. For each fixed
C > 0, there exists a constant K0 = K0(d, C) such that for all V,W ∈ ℓ∞(Zd; [−C,C])
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with ‖V −W‖∞ < 1, one has
|N∗V (E)−N∗W (E)| 6
K0
log
(
1
‖V −W‖∞
) , for all E ∈ R. (4.7)
Remarks 4.3. (i) The constant K0 is given explicitly by the numerator of the right
hand side of (4.18).
(ii) As can be seen from the proof below, the modulus of continuity in (4.7) is limited
by the modulus of continuity of the IoDS in the energy, the latter of which is in
general known to only be log-Ho¨lder continuous as given in (4.6). In particular,
the proof below shows that, if for a potential V the IoDS is known to be α-
Ho¨lder continuous, 0 < α < 1, at an anergy E ∈ R under consideration, then
the α-Ho¨lder continuity will be inherited by the modulus of continuity for the
map W 7→ N∗W (E) for potentials W in a neighborhood of V . This will play a
role for the weak-coupling behavior discussed in section 4.1.2.
Proof. Let V,W ∈ ℓ∞(Zd; [−C,C]) with
0 < ǫ := ‖V −W‖∞ < 1
2
, (4.8)
be given. Since N∗V (E) = N
∗
W (E) for |E| > C + 2d, it suffices to consider E ∈ (−2d −
C, 2d+C). Fix ζ > 0 to be determined appropriately later. Following a similar approach
as in our proof of [11, Theorem 3.2], we approximate the characteristic function χ(−∞,E]
on [−2d− C, 2d+ C] by the Lipschitz functions f (±)ǫ;ζ : [−2d− C, 2d+ C]→ R, defined,
respectively, by
f
(−)
ǫ;ζ (x) :=

1 , if x ∈ [−2d− C,E − ǫζ/2] ,
1− 1
ǫζ/2
(x− (E − ǫζ/2)) , if x ∈ (E − ǫζ/2, E] ,
0 , if x > E ,
(4.9)
and
f
(+)
ǫ;ζ (x) :=

1 , if x ∈ [−2d− C,E] ,
1− 1
ǫζ/2
(x− E) , if x ∈ (E,E + ǫζ/2] ,
0 , if x > E + ǫζ/2 .
(4.10)
For x ∈ Zd and L ∈ N, we consider the local DOSoM
n
(x)
V ;L(f) :=
1
|Λ(Zd)L (x)|
Tr
(
P
(Zd)
L (x)f(HV )P
(Zd)
L (x)
)
, (4.11)
for any bounded Borel function f . Note that, by construction, one has
0 6 f
(−)
ǫ;ζ 6 χ[−r,E) 6 f
(+)
ǫ;ζ , Lf(±)
ǫ;ζ
=
2
ǫζ
. (4.12)
Thus, in particular, for each x ∈ Zd and L ∈ N, (4.12) implies
|n(L)V ;x(χ(−∞,E])− n(L)W ;x(χ(−∞,E])| 6 max± |n
(L)
V ;x(f
(±)
ǫ;ζ )− n(L)W ;x(f (±)ǫ;ζ )|+ n(L)W ;x(χ[E−ǫζ,E+ǫζ/2]) .
(4.13)
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For α > 0, γZd as in (4.1), and f = f
(±)
ǫ;ζ , we take n
(±)
ǫ;ζ ∈ N as in (3.28) and η(±)ǫ;ζ as
in (3.31). Letting
M
(±)
ǫ;ζ := L+ ⌊n(±)ǫ;ζ /2⌋ , (4.14)
application of the analogue of (3.29) to the first term on the right hand side of (4.13),
yields
|n(L)V ;x(χ(−∞,E])− n(L)W ;x(χ(−∞,E])| 6 23/2(2d+ C)cb · Lf(±)
ǫ;ζ
· ǫζ/α + L
f
(±)
ǫ;ζ
·
|Λ(Zd)
M
(±)
ǫ;ζ
(x)|
|Λ(Zd)L (x)|
· ǫ
+ n
(L)
W ;x(χ[E−ǫζ/2,E+ǫζ/2]) . (4.15)
In particular, by (4.12) and (4.6), taking the supremum over x ∈ Zd followed by the
lim sup as L→∞ in (4.15), we arrive at
|N∗V (E)−N∗W (E)| 6
2
ǫζ
(
23/2(2d+ C)cb · ǫζ/α + ǫ1−ζ
)
+ n∗W (χ[E−ǫζ/2,E+ǫζ/2])
6
2
ǫζ
(
23/2(2d+ C)cb · ǫζ/α + ǫ1−ζ
)
+
Kd;C
log(ǫ−ζ)
. (4.16)
Thus, letting α→ 0+, (4.16) produces
|N∗V (E)−N∗W (E)| 6 2ǫ1−2ζ +
Kd;C
log(ǫ−ζ)
, (4.17)
Finally, since yβ > log y for all y ∈ (0,+∞) if and only if β > 1
e
, we optimize ζ > 0,
giving ζ = (2 + e)−1, and consequently obtain
|N∗V (E)−N∗W (E)| 6
2(2 + e)max{2;Kd;C}
log
(
1
ǫ
) . (4.18)

4.1.2. Consequences for the weak coupling limit for lattice Schro¨dinger operators. The
weak disorder limit of the DOSm and IDS for random lattice Schro¨dinger operators was
studied in [11, section 5.1]. There, we considered random lattice Schro¨dinger operators of
the form Hω(λ) = ∆Zd + λ
∑
x∈Zd ωxπx, where the sequence ω ∈ Ω = [−1, 1]Z
d
consists
of iid random variables with common, arbitrary probability measure µ supported on
[−1, 1]. By rescaling the random variables ω˜x := λωx, for x ∈ Zd, we applied the strategy
of [11] to compare the Hamiltonian Hω˜, with the rescaled single-site probability measure
µλ, with H0 := ∆, as λ→ 0+. Our two main results were
(1) DOSm: For all Lipschitz functions f ,
|n(∞)λ (f)− n(∞)λ=0(f)| 6 γ‖f‖Lipλ
1
1+2d ,
(2) IDS:
|Nλ(E)−Nλ=0(E)| 6 cλ( 11+2d)( δ1+δ ), (4.19)
where δ = 1
2
for d = 1, and δ = 1, for d > 2.
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We now apply this strategy to the deterministic case presented in section 4.1.1.
Due to the improvement in Theorem 4.1, we find that by replacing V ∈ ℓ∞(Zd; [−C,C])
by λV , and taking W = 0, we obtain Lipschitz continuity with respect to λ of the
DOSoM.
Corollary 4.1. For each potential sequence V ∈ ℓ∞(Zd; [−C,C]), the DOSoM is con-
tinuous with respect to the coupling parameter λ > 0 and satisfies the bound
dw(n
∗
λV , n0) 6 λ‖V ‖∞. (4.20)
An analogous result holds for the local DOSoM n∗λV ;x, for all x ∈ Zd.
Corollary 4.1 implies an improvement on the modulus of continuity of the IoDS
associated with the DOSoM. As in the proof of the weak disorder continuity of the IDS
for random Schro¨dinger operators in [11, Theorem 5.2], the bound (4.19) on the IDS
depends on the Ho¨lder continuity of the IDS in energy for the lattice Laplacian. As in
[11, (5.9)],
|Nλ=0(E + ǫ)−Nλ=0(E)| 6 c0ǫδ, (4.21)
where, for d = 1, δ = 1
2
, and for d > 2, we may take δ = 1. Combining (4.20) with
(4.21), and recalling (ii) of Remarks 4.3, we find that for the general setting:
Corollary 4.2. For each potential sequence V ∈ ℓ∞(Zd; [−C,C]), the IoDS is continu-
ous with respect to the coupling parameter λ > 0 and satisfies the bound
|N∗λV (E)−N0(E)| 6 cλ(
δ
1+δ), (4.22)
so for d = 1, the modulus of continuity is λ
1
3 , and for d > 2, it is λ
1
2 .
As discussed in section 5.2, Corollary 4.2 can be applied to random Schro¨dinger
operators and yields an improvement over our results in [11]. Prior to [11], Schenker [15]
and Hislop, Klopp, and Schenker [10] proved bounds on the modulus of continuity for the
IDS for random lattice Schro¨dinger operators in any dimension under the assumption
that the single-site probability measure µ has a bounded density with compact support.
The bound in (4.22) improves the λ
1
8 -dependence attained in earlier works [10, 15] and
removes any assumptions on the single-site probability measure.
4.2. Deterministic Schro¨dinger operators on the Bethe lattice. We recall that
for the Bethe lattice with coordination number k > 3, the spectral radius for the Lapla-
cian is
ρBk = 2
√
k − 1 . (4.23)
Thus, Theorem 3.2 immediately yields the following:
Theorem 4.4. Consider the Bethe lattice G = Bk with coordination number k > 3.
Then, for each C > 0, the map in (3.22) is 1
2
-log-Ho¨lder continuous with respect to
the topology for the codomain induced by the pseudometric in (3.20), i.e. there exists a
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constant γk > 0, explicitly given in (4.25), such that for all V,W ∈ ℓ∞(Bk; [−C,C]) with
‖V −W‖∞ < 1, one has
dw(n
∗
V , n
∗
W ) 6
γk√
log
(
1
‖V−W‖∞
) . (4.24)
We note that the modulus of continuity in Theorem 4.4 reproduces our earlier
result for random Schro¨dinger operators on Bk from [11, Theorem 6.1].
Proof. As earlier, we write 0 < ǫ := ‖V −W‖∞ < 1. We use the optimal local growth
function for Bk given in (2.6), i.e. γBk(n) = (k − 1)n. Then, for each ζ > 0, using that
γk
2
:=
√
log(k − 1)23/2(ρBk + C)cb > 8
√
log(2) > 1 , (4.25)
for every C > 0 and k > 3, (3.23) of Theorem 3.2 yields
dw(n
∗
V , n
∗
W ) 6
γk
2
(
1√
log(ǫ−ζ)
+ ǫ1−ζ
)
=
1
2
γk
(
1√
log(ǫ−ζ)
+
1√
(ǫ−ζ)2(1−ζ)/ζ
)
. (4.26)
Finally, as in the proof of Theorem 4.2, we use that yβ > log y for all y ∈ (0,+∞) if
and only if β > 1
e
, which determines the optimal value of ζ as
ζ =
2e
1 + 2e
. (4.27)
With this choice, we obtain the upper bound (4.24). 
5. Applications to ergodic and random Schro¨dinger operators on
graphs
The methods developed here for deterministic Schro¨dinger operators operators
have immediate consequences for general families of ergodic Schro¨dinger operators on
graphs. A subset of these operators are random Schro¨dinger operators. Another im-
plication of Theorem 4.1 for random Schro¨dinger operators on the lattice is Lipschitz
continuity of the DOSm in the underlying single-site probability measure. This is an
improvement of [11, Theorem 3.1], where Ho¨lder continuity was proven, and recovers
the results of Shamis [16] and of Kachkovskiy [13].
5.1. Ergodic Schro¨dinger operators. In this section, we apply our results to ergodic
Schro¨dinger operators (defined after (5.4)) on lattices Zd and on the Bethe lattice Bk. We
begin with a general formulation on a graph G = (V, E). Let (Ω,B,P) be a probability
space with a family T := {Tx | x ∈ V} of invertible maps Tx : Ω → Ω. We recall that
the family T of invertible maps Tx is called ergodic if, for all x ∈ V, the measure µ is
Tx-invariant, and if all T -invariant sets in B satisfy a 0− 1 law.
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We also assume that there is a family of maps {αx : G → G, lx ∈ V}, which is a
subgroup of the automorphism group Aut(G). We further assume that the transforma-
tions Tx satisfy the following covariance relation with respect to the maps αx:
Tx ◦ Tx′ = Tαx′ (x), ∀x, x′ ∈ V, (5.1)
and that the family of maps {αx} satisfy an associated consistency relation:
αx′ ◦ αx = ααx′ (x). (5.2)
We consider the Hilbert space H := ℓ2(G;C). We can construct a unitary repre-
sentation of the family T using the maps αx as follows. For any ψ ∈ H, we define
(UTxψ)(x
′) := ψ(αx(x
′)), and (UT−1x ψ)(x
′) := ψ(α−1x (x
′)). (5.3)
Due to the consistency relations (5.1) and (5.2), this family {UTx | x ∈ V} is a unitary
representation of the family T of invertible ergodic maps Tx. In particular, one checks
that
U−1Tx = UT−1x = U
∗
Tx .
We suppose that we have a weakly P-measurable map ω ∈ Ω → {Hω} into the
bounded linear operators on H. We say that this map is covariant with respect the
ergodic family T = {Tx | x ∈ V} if
UTxHωU
∗
Tx = HTx(ω), (5.4)
for all x ∈ V. An ergodic Schro¨dinger operator (ESO) is a weakly P-measurable map
ω ∈ Ω → {Hω} ⊂ B(ℓ2(G;C)) for which the bounded operators Hω satisfying the
covariance relation (5.4).
The basic construction of a covariant family of discrete generalized Schro¨dinger
operators Hω on H is as follows. For a function v ∈ L∞((Ω,P);R), called a sampling
function, we define a potential
Vω(x) := v(Tx(ω)), for ω ∈ Ω. (5.5)
It is easy to check that definition (5.3) and conditions (5.1) and (5.2) guarantee the
covariance relation
UTxVωU
∗
Tx = VTx(ω) (5.6)
Let LG be a self-adjoint, finite-difference operator on the graph G, like the Laplacian
∆G. We require that LG be T -invariant in that
UTxLGU
∗
Tx = LG, ∀x ∈ V. (5.7)
Then, from (5.6) and (5.7), the (bounded) self-adjoint, Schro¨dinger operator Hω :=
∆G + Vω satisfies the covariance relation (5.4) and is an ESO. For simplicity, we will
will take LG = ∆G in what follows. Examples of ESO include almost-periodic and
limit-periodic Schro¨dinger operators, quasi-periodic Schro¨dinger operators, and random
Schro¨dinger operators. For an introduction to ergodic Schro¨dinger operators on Zd, we
refer the reader to [1, Chapter 3] and [7, Chapter 9].
The following theorem is a consequence of Theorem 3.2 for ESO. We note that the
ergodicity of the family T and the covariance of Hω insure the existence of the DOSm:
There exists a set Ω0 ⊂ Ω, with P(Ω0) = 1, such that for all ω ∈ Ω0 and for all x ∈ V,
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the local DOSoM n∗Vω ;x equals the DOSm which is independent of x ∈ V. That is, we
have that for all ω ∈ Ω0, for all f ∈ Cc(R), and for all x ∈ V,
n∗Vω ;x(f) = E{〈δx, f(Hω)δx〉} =: nv(f), (5.8)
where the potential Vω and the sampling function v are related by (5.5). This also
serves to define the DOSm nv for an ESO with sampling function v. As pointed out
by Bourgain and Klein [6, equation (1.12)], in general, the DOSm (if it exists) is only
bounded above by the DOSoM.
In the next theorem, we present our main result on the modulus of continuity of
the DOSm for ESO on an infinite graph satisfying the UGH. We recall that σ(∆G) =
[−ρG, ρG], for some finite ρG > 0.
Theorem 5.1. Let G = (V, E) be an infinite, connected graph satisfying the UGH and
let Hω be a family of ergodic Schro¨dinger operators with probability space (Ω,B,P) and
with a sampling function v ∈ L∞((Ω,P);R), taking values in [−C,C], for some finite
C > 0. Then, the map
N : L∞((Ω,P); [−C,C])→ SL(C([−ρG − C, ρG + C])) , v 7→ nv (5.9)
is continuous with respect to the topology for the codomain induced by (3.20). The
modulus of continuity of the DOSm is quantified by the following: if γG is a function
satisfying (2.3), then for every ζ > 0, and any pairs of sampling functions v, u ∈
L∞((Ω,P); [−C,C]), one has
dw(nv, nu) 6 2
3/2(ρG + C)cb · 1√√√√γ−1
G
((
1
‖v − u‖∞
)ζ) + (‖v − u‖∞)1−ζ . (5.10)
5.1.1. Example 1: G = Zd. Let (Ω,B,P) be a measure space with a family T = {Tj}dj=1
of invertible ergodic maps Tj : Ω → Ω providing a representation of the commutative,
additive group Zd. For fixed C > 0, we construct a potential Vω on Z
d using a sample
function v ∈ L∞((Ω,P); [−C,C]) by
Vω(n) := v(Π
d
j=1T
nj
j ω), n = (n1, . . . , nd) ∈ Zd and ω ∈ Ω. (5.11)
Taking LZd = ∆G, the standard finite-difference Laplacian on Z
d, the ESO is Hω =
∆Zd + Vω.
Theorem 5.2. Consider the d-dimensional lattice G = Zd, d ∈ N. Then, for each
fixed C > 0, the map in (5.9) is Lipschitz continuous with respect to the topology for
the codomain induced by the pseudometric in (3.20), i.e. for all sampling functions
v, u ∈ L∞((Ω,P); [−C,C]), with ‖u− v‖∞ < 1, one has
dw(nu, nv) 6 ‖u− v‖∞ . (5.12)
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5.1.2. Example 2: Bethe lattice Bk. Let Bk be a Bethe lattice with coordination number
k, for k > 3. This means that each vertex has k nearest neighbors. A family of ergodic
maps T for the Bethe lattice Bk was introduced by Acosta and Klein [2, Appendix]. As
in this appendix, we choose one vertex and label it as the origin (0). The origin has k
nearest neighbors and this set of vertices constitutes the first level. The vertices of the
first level are labeled by one integer (a1), where a1 = 1, 2, . . . , k. Level 2 consists of those
vertices that are nearest-neighbors to the vertices of level 1 and not previously labeled.
These are labeled by a pair of integers (a1, a2) designating the vertex connected to 0
passing through (a1). Similarly, on level ℓ, the vertices are labeled (a1, a2, . . . , aℓ), with
a1 = 1, 2, . . . , k and aj = 1, 2, . . . , k − 1, for j = 2, . . . , ℓ. This gives a radial structure
to Bk for which the distance from the origin is given by the level number ℓ.
Acosta and Klein define two automorphisms of Bk, τj , for j = 1, 2. The first
automorphism τ1 is a generalized translation:
τ1(0) = (1)
τ1(k) = (0)
τ1(a1, . . . , aℓ) = (1, a1, . . . , aℓ), if ℓ > 2, and 1 6 a1 6 k − 1
τ1(k, a2, . . . , aℓ) = (a2 + 1, a3, . . . , aℓ), ifℓ > 2, and a1 = k. (5.13)
For ℓ > 2, the effect of τ1 is to move vertices from level ℓ to level ℓ + 1, followed by a
reorientation. The second automorphism τ2 is a generalized rotation:
τ2(0) = (0)
τ2(a1, . . . , aℓ) = ((a1 + 1)mod(k), (a2 + 1)mod(k − 1), . . . , (aℓ + 1)mod(k − 1)). (5.14)
The map τ2 preserves the level index and rotates vertices about each vertex on a given
level.
The main characteristics of the maps {τ1, τ2} are
(1) They act transitively on Bk: For any x ∈ Bk, there are indices d1, d2 ∈ N so that
x = τd22 τ
d1
1 (0); (5.15)
(2) The maps don’t commute ;
(3) They are invertible.
These maps play the role of the {αx} described above where, by (5.15), the pairs of
indices (d1, d2) label the vertices and hence the maps {αd2,d1 | d1, d2 ∈ Z}.
The probability space (Ω,B,P) is assumed to have the property that the maps
{αd2,d1 | d1, d2 ∈ Z} induce an action on Ω forming the family of maps T =
{Td2,d1 | d1, d2 ∈ Z}. We assume that this family T is an ergodic family of invert-
ible maps on the probability space (Ω,B,P). Acosta and Klein [2] considered the case
when (Ω,B,P) is a product probability space. In this case, we have we have
Td2,d1ω = (ωαd2,d1 (x))x∈Bk . (5.16)
In this setting, the map τd11 is ergodic so the family T is ergodic.
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We construct an ESO as follows. Given a sampling function v ∈
L∞((Ω,P); [C,−C]),for some C > 0, we define a potential Vω(x), for x ∈ Bk, with
x = τd22 τ
d1
1 (0), by
Vω(x) := v(Td2,d1ω), ω ∈ Ω. (5.17)
The discrete Laplacian ∆Bk is invariant under the transformations on ℓ
2(Bk) induced by
τj , for j = 1, 2. Consequently, the Schro¨dinger operator Hω := ∆Bk + Vω is an ESO. We
recall that the spectral radius of the Laplacian ∆Bk is ρBk = 2
√
k − 1.
Theorem 5.3. Consider the Bethe lattice G = Bk with coordination number k > 3,
and affiliated probability space (Ω,B,P) as described above. Then, for each C > 0, the
map in (3.22) is 1
2
− log-Ho¨lder continuous with respect to the topology for the codomain
induced by the pseudometric in (3.20), i.e. there exists a constant γk > 0, explicitly
given in (4.25), such that for all sampling functions u, v ∈ L∞((Ω, µ); [−C,C]) with
‖v − u‖∞ < 1, one has
dw(n
∗
v, n
∗
u) 6
γk√
log
(
1
‖v−u‖∞
) . (5.18)
5.2. Random Schro¨dinger operators. We recall the usual formulation of a random
Schro¨dinger operator (RSO) on a graph G. Let LG be a discrete finite difference operator
on G, like the Laplacian or the adjacency matrix. Let µ denote a single-site probability
measure with support in [−C,C], for some 0 < C < ∞. We denote by Ω the product
probability space Ω := [−C,C]V and the product probability measure Pµ = ⊗x∈V µ.
We form the probability space (Ω,B,Pµ) and write ω = (ωx)x∈V ∈ Ω. The Anderson
potential on G is given by
(Vωψ)(x) = ωxψ(x), ψ ∈ ℓ2(G;C), (5.19)
and the corresponding RSO is
Hω := ∆G + Vω. (5.20)
For a single-site probability measure µ with support in [−C,C], the cumulative
distribution function (CDF) is denoted by Fµ : R→ [0, 1]. We define the corresponding
quantile function qµ : [0, 1]→ [−C,C] by
qµ(x) := inf
t∈R
{Fµ(t) > x}. (5.21)
We note that if the CDF Fµ is strictly increasing on supp µ, then the corresponding
quantile function is given by qµ = F
−1
µ .
We recall some properties about the convergence of probability measures, their
CDF, and the corresponding quantile functions. We refer the reader to [14] for more
information on quantile functions and their relation to the CDF. Let µ and a sequence
{µn} be probability measures all having support on a fixed set [−C,C]. It is well-known
that the weak convergence of measures µn → µ weaklyis equivalent to the convergence
of the quantile functions qµn → qµ in L1([0, 1], µL), where µL is Lebesgue measure on
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[0, 1]. We now note that the L1-convergence of the quantile functions may be expressed
in terms of the Kantorovich-Rubinstein-Wasserstein metric
dKRW(µ, ν) := ‖qµ − qν‖L1([0,1];µL). (5.22)
The KRW metric is equivalent to the metric in (3.20) and thus induces weak convergence
of measures. Indeed, for two probability measure µ, ν with support in [−C,C], one has
the following relation between these two metrics:
dw(µ, ν) 6 dKRW (µ, ν) 6 max(C, 1)dw(µ, ν).
In terms of the quantile function qµ, the Anderson potential (5.19) may be ex-
pressed as
Vω(x) = qµ(ω˜x), for ω˜x ∈ [0, 1]V , (5.23)
and the random variables ω˜x, x ∈ V, are uniformly distributed on [0, 1]. From the
definition of the quantile function qµ in (5.21), it follows that the two random variables
Vω(x) = ωx, on ([−C,C],BC , µ), (5.24)
and
qµ(ω˜x), on ([0, 1],B1, µL), (5.25)
are equal in distribution. Here, BC , respectively, B1, is the set of Borel subsets of
[−C,C], respectively, of [0, 1].
The advantage of this reformulation of the Anderson model in terms of the quantile
function is that this representation explicitly shows that a RSO is an ESO as defined
in section 5.1 where the dependence on the single-site probability measure only enters
through the potential (5.23). In particular, the dependence of the DOSm for a RSO
on the single-site probability measure µ becomes a special case of the dependence of
the DOSm for ESO on the sampling function in Theorem 5.1, in particular, Theorem
5.2 for the lattice, and Theorem 5.3 for the Bethe lattice. To see this, we construct a
probability space ([0, 1]V ,B,PL), where PL is the product measure PL := ⊗x∈VµL, and
where µL is the Lebesgue measure on [0, 1]. Taking qµ as the sampling function, the
operator Hω˜ = ∆G + Vω˜ is an ESO on G.
Using the quantile functions qµ and qν associated with two probability measure µ
and ν on [−C,C], the inequality in Lemma 3.2 becomes the following statement:∣∣∣∣∣ 1|Λ(G)L (x)|
[
Tr
(
P
(G)
L (x)f(HW )P
(G)
L (x)
)
− Tr
(
P
(G)
L (x)f(HV (M;x)
W
)P
(G)
L (x)
)]∣∣∣
6
Lf
|Λ(G)L (x)|
∑
y∈Λ
(G)
M
(x)
|ωy(µ)− ωy(ν)| . (5.26)
We now take the expectation EL with respect to the product measure PL := ⊗x∈VµL:
EL

∑
y∈Λ
(G)
M
(x)
|ωy(µ)− ωy(ν)|
 = ‖qµ − qν‖L1([0,1],µL) |Λ(G)M (x)|. (5.27)
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Consequently, we obtain an upper bound of the left side of (5.26):
Lf
|Λ(G)M (x)
|Λ(G)L (x)|
‖qµ − qν‖L1([0,1],µL). (5.28)
With these modifications, the results for ESO in Thoerem 5.1, Theorem 5.2 for the
lattice, and Theorem 5.3 for the Bethe lattice, provide the following quantitative bounds
on the modulus of continuity for the DOSm improving the results of [11, Theorem 3.1,
Theorem 6.1]. In the following, we let P([−C,C]) denote the space of Borel probability
measures on [−C,C].
Theorem 5.4. We consider a RSO Hω as in (5.19) and (5.20) on ℓ
2(G;C). Then, for
each fixed C > 0, the map
N : (P([−C,C]), dKRW )→ (P([−ρG − C, ρG + C]), dw) , µ 7→ nµ (5.29)
is continuous. The modulus of continuity of the DOSm is quantified by the following:
If γG is a function satisfying (2.3), then for every ζ > 0, and any pair of probability
measures µ, ν ∈ P([−C,C]),
dw(nν , nµ) 6 2
3/2(ρG + C)cb · 1√√√√γ−1
G
((
1
dKRW (µ, ν)
)ζ) + (dKRW (µ, ν))1−ζ . (5.30)
In particular, we have
(i) For the d-dimensional lattice G = Zd, d ∈ N, or any lattice satisfying the UGH
with a uniform growth function comparable to one for Zd, we have
dw(nµ, nν) 6 dKRW(µ, ν) . (5.31)
(ii) For the Bethe lattice G = Bk with coordination number k, we have
dw(nµ, nν) 6
γk√
log
(
1
dKRW(µ,ν)
) , (5.32)
where the constant γk is defined in (4.25).
6. Appendix 1: Definitions of the DOSoM for lattice Schro¨dinger
operators
In this section, we show that the definitions of the DOSoM (2.12), as well as the
modulus of continuity for its cumulative distribution, the IoDS in (4.5), given in this
note for general graphs G, coincide with the respective quantities used by Bourgain and
Klein [6] for the special case that G = Zd. We recall that in definition (2.12) we use
the infinite volume operator HV whereas Bourgain- Klein [6] use the restriction of the
operator to finite subsets.
As shown in (2.16), the key is essentially the second resolvent identity. For the
case of G = Zd, this identity implies that the error term between the two definitions
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of the DOSoM decays to zero. However, since the DOSoM is an outer measure, it is,
in general, only subadditive, as opposed to additive. The purpose of this section is to
provide the details, accounting for this minor technicality, relating the two definitions
for the case G = Zd.
To do so, we recall that HV ;L(x) is the finite-volume restriction of the operator HV
to ΛL(x) defined in (2.14). We first introduce the local DOSoM according to Bourgain-
Klein [6] given by,
n∗;BKV ;x (f) := lim sup
L→∞
{
1
|Λ(Zd)L (x)|
Tr
(
P
(Zd)
L (x)f(HV ;L(x))P
(Zd)
L (x)
)}
, (6.1)
and its associated cumulative distribution, the local IoDS,
N∗;BKV ;x (E) := n
∗;BK
V ;x (χ(−∞,E]) , for E ∈ R . (6.2)
It was shown in [6] that for each x ∈ Zd and a < b with 0 < b− a < 1
2
one has
n∗;BKV ;x (χ[a,b]) 6
Kd;V
log( 1
b−a
)
, (6.3)
for some constant Kd;V only depending on d and ‖V ‖∞ and independent of x ∈ V.
We observe that by the continuous functional calculus, the density in C0(R) of the
algebra generated by {fa | a ∈ C \R}, where fa is defined in (2.15), implies that (2.16)
extends to all f ∈ C0(R). Here, as common, C0(R) denotes the continuous functions
vanishing at infinity equipped with the supremum norm. Thus, for every f ∈ C0(R), the
two definitions of the DOSoM agree, i.e.
n∗;BKV ;x (f) = n
∗
V ;x(f) . (6.4)
We conclude by demonstrating that local IoDS defined in this note
N∗V ;x(E) := n
∗
V ;x(χ[a,b]) , (6.5)
admits the same modulus of continuity for G = Zd as stated in (6.3). Morally, we thus
aim to extend (6.4) to the functions f = χ[a,b], for a < b with b − a < 12 . Since the
objects involved in (6.4) are only outer measures, we take advantage of the monotonicity
of (6.1) and (2.13) in the function f . For ǫ > 0, let 0 6 φǫ 6 1 be continuous with
supp φǫ = [a − ǫ, b + ǫ] and φǫ = 1 on [a, b]. Then, the monotonicity described above,
(6.4), and (6.3) imply that
n∗V ;x([a, b]) 6 n
∗
V ;x(φǫ) = n
∗;BK
V ;x (φǫ) 6 n
∗;BK
V ;x ([a− ǫ, b+ ǫ])
6
Kd;V
log
(
1
b−a+2ǫ
) , (6.6)
whence, taking ǫ→ 0+ on the right-most side of (6.6) yields
n∗V ;x([a, b]) 6
Kd;V
log
(
1
b−a
) , (6.7)
which agrees with (6.3), as claimed.
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7. Appendix 2: An alternate proof based on results of Aleksandrov
and Peller [3]
I. Kachkovskiy [13] indicated to us the following result of Aleksandrov and Peller
[3] which provides an alternate proof of some of the results in our paper. For a Lipschitz
function f on R, the Lipschitz constant Lf is defined in (3.12).
Theorem 7.1. Let f ∈ Lip(R). Let A be a bounded self-adjoint operator with σ(A) ⊂
[a, b]. Then for every bounded self-adjoint operator B,
‖f(A)− f(B)‖ 6 C0 Lf log
(
2 +
b− a
‖A−B‖
)
‖A− B‖, (7.1)
for some universal finite constant C0 > 0.
Although Theorem 7.1 is a general result, the proof is rather involved and does not
give the optimal modulus of continuity of the DOSoM for lattices satisfying the UGH for
which the growth function is bounded relative to that for G = Zd. The proof presented
in our paper is self-contained and rather elementary. Theorem 7.1 does, however, allow
for an improvement of our results for the case of the Bethe lattice.
Theorem 7.1 implies the following analog of Lemma 3.2. on the modulus of con-
tinuity of the DOSoM for Schro¨dinger operators on graphs G with the UGH. Rather
than applying Proposition 3.1 to prove Lemma 3.2, we apply Theorem 7.1 in order to
estimate the difference of the traces on the left side of (7.2) directly. We note that the
trace is controlled by the trace class operator P
(G)
L (x).
Corollary 7.1. Let x ∈ V and M > 0 be fixed. Then, for all V,W ∈ ℓ∞(V; [−C,C])
and L > 0, one has∣∣∣∣∣ 1|Λ(G)L (x)|
[
Tr
(
P
(G)
L (x)f(HW )P
(G)
L (x)
)
− Tr
(
P
(G)
L (x)f(HV )P
(G)
L (x)
)]∣∣∣
6 C0 Lf log
(
2 +
2(ρG + C)
‖V −W‖∞
)
‖V −W‖∞, (7.2)
where the constant C0 is the same as in (7.1).
With this estimate, we obtain the following version of Theorem 3.2:
Theorem 7.2. Let G = (V, E) be an infinite, connected graph. Then, for each finite
C > 0, the map
NC : ℓ∞(V; [−C,C])→ SL(C([−ρG − C, ρG + C])) , V 7→ n∗V (7.3)
is continuous with respect to the topology for the codomain induced by (3.20). The
modulus of continuity is quantified by the following:
dw(n
∗
V , n
∗
W ) 6 C0 log
(
2 +
2(ρG + C)
‖V −W‖∞
)
‖V −W‖∞. (7.4)
for all V,W ∈ ℓ∞(V; [−C,C]) with ‖V −W‖∞ < 1. Here, the constant C0 is the same
as in (7.1).
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To compare this result with Theorem 3.2, we look at the application to G = Zd
and to G = Bk in section 4. For the square lattice G = Z
d, and under the hypothesis of
Theorem 3.2, we obtain the Lipschitz continuity of the DOSoM:
dw(n
∗
V , n
∗
W ) 6 ‖V −W‖∞, (7.5)
which is a stronger continuity result than the application of Theorem 7.2 to the lattice
in (7.4) with ρG = 2d. With regards to the Bethe lattice G = Bk, result (7.4), with
ρBk = 2
√
k − 1 is a stronger results that the one obtained by the methods of this paper
dw(n
∗
V , n
∗
W ) 6
γk√
log
(
1
‖V−W‖∞
) , (7.6)
where γk is defined in (4.25).
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