Abstract. We consider an interface problem often arising in transport problems: a coupled system of partial differential equations with one (elliptic) transport equation on a bounded domain and one equation (in this case the Laplace problem) on the complement, an unbounded domain. Based on the non-symmetric coupling of the finite volume method and boundary element method of [EOS15] we introduce a robust residual error estimator. The upper bound of the error in an energy (semi)norm is robust against variation of the model data. The lower bound, however, additionally depends on the Péclet number. In several examples we use the local contributions of the a posteriori error estimator to steer an adaptive mesh-refining algorithm. The adaptive FVM-BEM coupling turns out to be an efficient method especially to solve problems from fluid mechanics, mainly because of the local flux conservation and the stable approximation of convection dominated problems.
Introduction and model problem
We consider the prototype for flow and transport in porous media in an interior domain and a homogeneous diffusion process in the corresponding unbounded exterior problem. To approximate such problems the coupling of the finite volume method (FVM) and the boundary element method (BEM) is of particular interest. For the vertex-centered FVM-BEM we refer to [Era12] and for the cell-centered FVM-BEM to [Era13a] . Note that the coupling of FVM and BEM conserves mass, provides a stable approximation also for convection dominated problems (option of an upwind stabilization) in the interior domain, and avoids the truncation of the unbounded exterior domain due to a transformation of the exterior problem into an integral equation. We can also interpret the model that the (unbounded) exterior problem "replaces" the (unknown) boundary conditions of the interior problem [Era12, Remark 2.1]. Recently, the non-symmetric vertex-centered FVM-BEM coupling approach was introduced in [EOS15] , which results in a smaller system of linear equations than the previous three field coupling approach cited above. However, a posteriori estimators for this kind of FVM-BEM coupling were not developed. Note that for uniform mesh refinement, optimal convergence order can only be guaranteed if the solution has enough regularity [EOS15] , which is usually not met in practice. Computable local contributions of a posteriori estimators can be used to refine a mesh for a numerical scheme, where the error appears to be large and thus might lead to an improved convergence rate. In general, a posteriori estimators bound the error from above (reliability) and below (efficiency). Probably the most widespread a posteriori estimates are of residual type; see, e.g., [Ver96] for a survey in the context of finite element methods (FEM) for the Poisson problem. Estimators for FEM-BEM couplings are also well-established. In [AFF + 13] the authors provide a good overview of residual-based a posteriori estimates for different FEM-BEM coupling strategies, also for a non-symmetric FEM-BEM coupling, but only for a diffusion operator. Since we consider a convection diffusion reaction problem, we have a special focus on robust estimates, i.e., estimates which should not depend on the variation of the diffusion, dominated convection and reaction. Additionally, we do not assume a strong coerciveness assumption for the convection reaction terms. Note that the estimates have to be done in a certain energy (semi)norm. Therefore, the ellipticity estimate for a stabilized bilinear form of the problem from [EOS15, Theorem 4] (or [OS13, AFF
+ 13] for pure diffusion problems) is not directly applicable since the dependency of the constant can not be stated explicitly for an estimate in the energy (semi)norm. Thus, we prove an ellipticity estimate in the energy (semi)norm for the original bilinear form in Lemma 2. This estimate is only valid if the minimal eigenvalue is bigger than a computable bound, which depends on an arbitrary but fixed ε ∈ (0, 1) and the contraction constant of the double layer integral operator. Similar to the discussion in [OS13, AFF + 13, EOS15] this seems to be a theoretical restriction. Finally, our constant of the ellipticity estimate depends on the minimal eigenvalue of the diffusion matrix and ε. However, if we know the minimal eigenvalue we can calculate the constant explicitly. Hence, in the following we consider this estimate as robust having chosen the diffusion big enough; see Remark 8. The proof of reliability relies on a robust interpolation operator known from the finite element literature [Pet02] . Note that the diffusion distribution has to be quasi-monotone over a primal triangulation. Thus, to simplify notation, we present the robust estimator only for piecewise constant diffusion. Contrary to the analysis in [Era13b] the proof starts with the robust ellipticity estimate. Since our system does not provide a "global" Galerkin orthogonality (in contrast to a classical FEM-BEM coupling) we use an L 2 -orthogonality property of the residual to integrate a piecewise constant approximation of the error and add and substract the robust interpolation of the error. This allows us to use some robust estimates of residual and jump terms; see [Era13b] . Furthermore, the Galerkin orthogonality of the BEM part and some standard localizations complete the proof and show Theorem 7. Note that the fully computable, robust local refinement indicators consist of a residual and normal jump quantities (including jump terms on the coupling boundary) with factors, which ensure robustness. A tangential jump measures the error in tangential direction on the coupling boundary. The upwind stabilization adds an additional quantity to our estimator, which measures the amount of upwinding. To complete the theory we also state a non-robust version of an estimator in Theorem 9. There, we directly use the ellipticity estimate of [EOS15, Theorem 4] for a stabilized bilinear form. As in [AFF + 13] for a pure diffusion operator we show that this stabilized bilinear form evaluated for the errors is equal to the standard bilinear form. The rest of the proof is standard and follows the lines above using non-robust techniques such as the classical Clément nodal interpolant [Clé75] . We remark that in this case the quasi-monotonicity of the diffusion is not necessary.
The efficiency follows mostly from [Era13b] and is stated in Theorem 12. Therefore, we only present the local estimate from a contribution which differs. In summary, the estimator is local and, in case of a quasi-uniform mesh on the boundary, also generically efficient. We stress that even for the FEM-BEM coupling there is no better result available in the literature [AFF + 13] . However, the lower bound is indeed robust against discontinuities of the diffusion coefficient and a dominating reaction term but still depends on the local Péclet number for convection problems. This property is typical for estimates in the energy norm. To get fully robustness one would have to introduce additionally an augmented norm, which absorbs the convection terms. We note, however, that this norm is not computable and we could not prove an upper bound for this extended norm because we do not have homogeneous Dirichlet boundary conditions. For more details we refer to [Era13b, Remark 6.1.]. Throughout, we denote by L m (·) and H m (·), m > 0, the standard Lebesgue and Sobolev spaces equipped with the corresponding norms · L 2 (·) and · H m (·) . Our domain Ω ⊂ R d , d = 2, 3 will be a bounded domain with connected polygonal Lipschitz boundary Γ. For ω ⊂ Ω, (·, ·) ω is the L 2 scalar product. The space H m−1/2 (Γ) is the space of all traces of functions from H m (Ω) and the duality between H m (Γ) and 
This allows us to specify our model problem in detail. Let Ω be defined as above and let Ω e = R d \Ω be the corresponding unbounded exterior domain. The coupling boundary Γ = ∂Ω = ∂Ω e is divided in an inflow and outflow part, namely Γ in := x ∈ Γ b(x) · n(x) < 0 and Γ out := x ∈ Γ b(x) · n(x) ≥ 0 , respectively, where n is the normal vector on Γ pointing outward with respect to Ω. We consider the same model problem as in [Era12, Era13a, EOS15] which reads in a weak sense: find u ∈ H 1 (Ω) and u e ∈ H 1 ℓoc (Ω e ) such that
The diffusion matrix A : Ω → R d×d has piecewise Lipschitz continuous entries; i.e., entries in W 1,∞ (T ) for every T ∈ T , where T is a mesh of Ω introduced below in subsection 3.1.
Additionally, A is bounded, symmetric and uniformly positive definite, i.e., there exist positive constants C A,1 and C A,2 with C A,1 |v| 2 ≤ v T A(x)v ≤ C A,2 |v| 2 for all v ∈ R d and almost every x ∈ Ω. The best constant C A,1 equals the infimum over x ∈ Ω of the minimum eigenvalue of A(x), which we will denote λ min (A). Note that this includes coefficients A that are T -piecewise constant. Furthermore,
We stress that our analysis holds for constant b and c = 0 as well. Finally, we choose the right-hand side f ∈ L 2 (Ω), and allow prescribed jumps u 0 ∈ H 1/2 (Γ), and t 0 ∈ H −1/2 (Γ). In the two dimensional case we additionally assume diam(Ω) < 1 which can always be achieved by scaling to ensure H −1/2 (Γ) ellipticity of the single layer operator defined below. The constant C ∞ is unknown; see [McL00, Era12, EOS15] for possible different radiation conditions. The model problem (1) admits a unique solution for both, the two and three dimensional case; see [Era12] . The content of this paper is organized as follows. Section 2 gives a short summary on integral equations and the weak formulation of our model problem based on the non-symmetric coupling approach. In section 3 we introduce the non-symmetric FVM-BEM coupling to solve our model problem. Section 4 introduces a robust a posteriori error estimator and shows reliability and efficiency. Numerical experiments, found in section 5, confirm the theoretical findings. Some conclusions complete the work.
Integral equation and weak coupling formulation
We consider a weak form of the model problem (1) in terms of boundary integral operators [EOS15] . Then the coupling reads:
The single layer operator V and the double layer operator K are given, for smooth enough input, by
where n y is a normal vector with respect to y and G(z) = − 1 2π
log |z| for the 2-D case and G(z) = 1 4π 1 |z| for the 3-D case is the fundamental solution for the Laplace operator. We recall [Cos88, Theorem 1] that these operators can be extended to bounded operators
It is also well-known that V is symmetric and H −1/2 (Γ) elliptic. The expression
. This norm is equivalent to · H −1/2 (Γ) . In this work, we will also use the contraction constant C K ∈ [1/2, 1) from [SW01] for the double layer operator K. For convenience the system (3a)-(3b) can be written in the product space H = H 1 (Ω) × H −1/2 (Γ) as follows: we introduce the bilinear form B :
and the linear functional
Then (3a)-(3b) is equivalent to: find u ∈ H such that
A non-symmetric FVM-BEM coupling
In this section we shortly present the non-symmetric FVM-BEM coupling discretization introduced in [EOS15] . From now on we assume t 0 ∈ L 2 (Γ). First, let us introduce the notation for the triangulation and some discrete function spaces.
3.1. Triangulation. Throughout, T denotes a triangulation or primal mesh of Ω, N and E are the corresponding set of nodes and edges/faces, respectively. The elements T ∈ T are non-degenerate triangles (2-D case) or tetrahedra (3-D case), and considered to be closed. For the Euclidean diameter of T ∈ T we write h T := sup x,y∈T |x − y|. Moreover, h E denotes the length of an edge or Euclidean diameter of E ∈ E. The triangulation is regular in the sense of Ciarlet [Cia78] , i.e., the ratio of the diameter h T of any element T ∈ T to the diameter of its largest inscribed ball is bounded by a constant independent of h T , the so called shape-regularity constant. Additionally, we assume that the triangulation T is aligned with the discontinuities of the coefficients A, b, and c of the differential equation (if any) and of the data f , u 0 , and t 0 . Throughout, if n appears in a boundary integral, it denotes the unit normal vector to the boundary pointing outward the domain. We denote by E T ⊂ E the set of all edges/faces of T , i.e., E T := E ∈ E E ⊂ ∂T and by E Γ := E ∈ E E ⊂ Γ the set of all edges/faces on the boundary Γ.
Dual mesh. We construct the dual mesh T * from the primal mesh T as follows. In two dimensions we connect the center of gravity of an element T ∈ T with the midpoint of the edges E ∈ E T ; see Figure 1 (a), where the dashed lines are the new boxes, called control volumes. In three dimensions we connect the center of gravity of an element T ∈ T with the centers of gravity of the four faces E ∈ E T . Furthermore, each center of gravity of a face E ∈ E T is connected by straight lines to the midpoints of its edges. The elements of this dual mesh T * are taken to be closed. Note that they are non-degenerate domains because of the non-degeneracy of the elements of the primal mesh. Given a vertex a i ∈ N from the primal mesh T (i = 1 . . . #N ), there exists a unique box containing a i . We thus number the elements of the dual mesh V i ∈ T * , following the numbering of vertices. 
* , where τ 17 is the union of two straight segments. For a 3 , a 4 ∈ N , where both a 3 and a 4 lie on Γ, τ 34 = V 3 ∩ V 4 = ∅ is only a single segment.
Discrete function spaces. We define by S 1 (T ) := v ∈ C(Ω) v| T affine for all T ∈ T the piecewise affine and globally continuous function space on T . The space P 0 (E Γ ) is the E Γ -piecewise constant function space. On the dual mesh T * we provide P 0 (T
With the aid of the characteristic function χ * i over the volume V i we can write v *
with real coefficients v * i . Furthermore, we define the T * -piecewise constant interpolation operator
3.2. The discrete system. With these preparations made we can introduce the nonsymmetric FVM-BEM coupling method, which reads: find u h ∈ S 1 (T ) and φ h ∈ P 0 (E Γ ) such that
A more detailed derivation can be found in [EOS15] .
Remark 1. Note that the trial and test spaces are in fact different.
It is well known that the FVM with the central approximation of the convention term leads to strong instabilities for convection dominated problems. Finite volume schemes, however, allow an easy upwind stabilization; see [RST96] . Although there exist several upwinding possibilities, we focus on the classical full upwinding in this work. If we want to apply an upwind scheme for the finite volume scheme, we replace bu h on the interior dual edges/faces V i \Γ in A V (9) by an upwind approximation. Given V i ∈ T * , we consider the intersections with the neighboring boxes τ ij = V i ∩V j = ∅ for V j ∈ T * . Note that in two dimensions τ ij is the union of two straight segments or (when the associated vertices a i , a j ∈ N lie on Γ) a single segment; see Figure 1 (b). In three dimensions τ ij consists of one or two polygonal surfaces. We then compute the average
where n i points outwards with respect to V i . Then, the upwind value u h,ij defined by the classical (full) upwind scheme is
The analysis in this work also holds for a weighted upwinding strategy which is used to reduce the excessive numerical diffusion; see [RST96, EOS15] . Whenever we apply an upwind scheme for the convection part, we replace the finite volume bilinear form A V in (8a) by
where N i denotes the index set of nodes in T of all neighbors of a i ∈ N .
Residual based a posteriori error estimator
In this section we will introduce an elementwise refinement indicator on which our a posteriori error estimator is based. In order to do that we define the residual
and an edge/face-residual or jump J :
Note that ϕ E,T denotes the trace of ϕ ∈ H 1 (T ) on E and the normal vector n points from T to T ′ .
4.1. Robust a posteriori estimation. For analytical investigations we define the energy (semi)norm
We stress that there holds with (2) and
The following lemma is the key observation for showing a robust upper estimate.
Lemma 2. Let us assume 0 < ε < 1 and
with the constant
and the contraction constant C K ∈ [1/2, 1).
Proof. The proof is similar to the proof in [EOS15, Theorem 4]. Thus we only sketch the steps that differ. In the following we denote by S int := V −1 (1/2+K) the Steklov-Poincaré operator, i.e., the Dirichlet to Neumann map of the interior Laplace problem. Let v = (v, ψ) ∈ H be arbitrary. Thus, (4), the contractivity property ψ,
ψ V , the ellipticity (15) of A(v, v) in the (semi)energy norm (14), and the ellipticity of V lead to
. With harmonic splitting we build a quadratic form as in [EOS15, Theorem 4]. Thus, under the assumption that (1 − ε)λ min (A) − 1 4
, and with the constant C harm we estimate
which proves the assertion.
Note that (16) allows us to prove a robust upper bound. However, the diffusion distribution in Ω has to be quasi-monotone to apply a robust interpolant; see also [Pet02] in the context of an FEM estimator and [Era13b] for an FVM-BEM estimator. To simplify notation, we restrict ourself to a piecewise constant diffusion coefficient α ∈ P 0 (T ) with A = αI. Let us suppose that Ω can be partitioned into a finite number L of open disjoint subdomains Ω ℓ , 1 ≤ ℓ ≤ L such that the function α is equal to a constant α ℓ ∈ R on each Ω ℓ and the triangulation T of Ω fits to Ω ℓ ; i.e., ∂Ω ℓ consists of edges of the underlying triangulation. Thus, for two subdomains Ω k , Ω ℓ with ∂Ω k ∩ ∂Ω ℓ = ∅ we may assume α k = α ℓ . Otherwise, one can merge Ω k and Ω ℓ with α k = α ℓ to a new subdomain. For the T -piecewise constant function α ∈ P 0 (T ) we write
With the definition of the patch of a node a ∈ N via
we can define the set
Note that Q a denotes the union of all simplexes T ∈ ω a for a ∈ N , where α T achieves a maximum.
Definition 3 (Quasi-monotonicity [Pet02, Era13b] ). Let a ∈ N . We say α is quasimonotone in ω a with respect to a, if for all elements T ∈ ω a there exists a simply connected set Q a,T with
The definitions of [Pet02] and [Era13b] slightly differ, since the coupling does not have a Dirichlet boundary. This allows us to define a robust nodal interpolant in the sense of [Pet02] ;
well known in the context of the finite element method. Here η a is the standard nodal linear basis function associated with the node a. The linear and continuous operator Π a : H 1 (ω) → R on a domain ω ⊂ Ω for a diffusion coefficient with a quasi-monotone distribution reads
Before we can introduce a robust refinement indicator, we need some more notation: First, we define
Besides α E we define additional quantities; i.e.,
Next, we define µ T := min β
for all T ∈ T and µ E := min β
for all E ∈ E. As a notational convention, we take the second argument if β T = 0 or β E = 0. Then, the robust refinement indicator reads for all T ∈ T
with R and J from (12) and (13), respectively. If we apply the upwind discretization (11) we additionally need for all
with
and u h,ij from (10). To prove robustness of our a posteriori estimator we use the following L 2 -orthogonality property, which will help us to overcome the lack of Galerkin orthogonality of the FVM part, and some robust estimates of the residual and jump terms from [Era13b] ; Lemma 4 ([Era13b]). Let I h be the robust nodal interpolant (17) for quasi-monotone diffusion distribution in the sense of [Pet02] and I * h the T * -piecewise constant interpolation operator (7). With the notation above there holds
• for all v ∈ H 1 (Ω), and v h = I h v ∈ S 1 (T )
The next lemma describes the localization of the Sobolev norm on the boundary. It is wellknown in the context of a posteriori estimates for boundary element methods; e.g., [Car97,  Theorem 1] for the two dimensional case and [CMS01, Theorem 3.2 and Corollary 4.2] for the three dimensional case. In the following, ∇ Γ denotes the arc length derivative in the 2-D case or the gradient over the surface in the 3-D case.
Remark 6. The constant C(E Γ ) depends on the (boundary-) mesh E Γ , but we can ensure its boundedness by shape regularity of T in two dimensions and by only using newest vertex bisection refinement in the 3-D case. We refer to [CMS01] for a detailed discussion about the dependency.
Standard techniques for residual-based error estimates together with Lemmas 2, 4 and 5 allow us to show:
Theorem 7 (Robust reliability). Let us assume 0 < ε < 1 and (1 − ε)α min − 1 4
C K > 0, where α min = min T ∈T α T . Then, there is a constant C rel > 0 which depends only on the shape of the elements in T but not on the size, the number of elements nor the variation of the model data such that
Remark 8. The constant 1/ min {ε, C harm } needs some discussion. First we note that if α min > C K /(4(1 − ε)) then C harm > 0 and if α min → C K /(4(1 − ε)) then C harm → 0 (monotone). Thus, if we want to guarantee 1/ min {ε, C harm } = 1/ε, we have the constraint
Note that the contraction constant C K ∈ [1/2, 1) depends on the shape of Ω. For example, if we set ε = 1/10 and pick C K = 1 (worst case) Theorem 7 holds for α min > 0.4198. Thus the reliability constant is in fact 10C rel , which is robust with respect to the jumping diffusion α, b and c.
Proof. Let us write e := u − u h ∈ H 1 (Ω), δ := φ − φ h ∈ H −1/2 (Γ) for the errors. Some standard transformations, (6) and integration by parts lead to B((e, δ); (e, δ)) = (f, e) Ω + t 0 , e Γ + δ,
For the sums with R and J we use as in [Era13b] the L 2 orthogonality (20) with e * h = I * h e h where e h = I h e and add e h − e h . Then, Cauchy-Schwarz inequality, the use of the robust estimates (21)-(24) and the localization (25), see also (8b), lead to B((e, δ); (e, δ))
Applying the Cauchy-Schwarz inequality again and the robust estimate (16) proves the first assertion (26). To prove (27) we can use [Era13b, Lemma 5.1, Lemma 5.2] 4.1.1. Non-robust reliable error estimator. We can also give a non-robust error estimator, which can easily be defined for a diffusion matrix A and is less restricting than the robust estimator.
for all T ∈ T .
Theorem 9 (Reliability). Let us assume λ min − 1 4
C K > 0. Then, there is a constant C rel > 0 which depends on the model data and on the shape of the elements in T but not on the size or the number of elements such that
Proof. We will only sketch the proof as it mostly follows the lines above. A similar proof in the case of FEM-BEM coupling with b = (0, 0)
T and c = 0 can be found in [AFF + 13] . Let us write e := u −u h ∈ H 1 (Ω), δ := φ −φ h ∈ H −1/2 (Γ) for the errors. Instead of using the robust estimate (16) we use the ellipticity of the equivalent stabilized bilinear form of [EOS15] , i.e., there holds δ) ; (e, δ)) + β 1, (1/2 + K)e + Vδ Γ = B((e, δ); (e, δ)).
The last step follows directly from the second coupling equations (3b) and (8b). Note that the stabilization term (β = 1) is only needed if (div b)/2 + c = 0 almost everywhere in Ω (otherwise β = 0). As in the proof of the robust error estimator we arrive at δ) ; (e, δ)) =
Again, we add e h − e h with e h = I h e, where I h can be the standard Clément nodal interpolant (17) in the sense of [Clé75] , and use the L 2 orthogonality (20) with e * h = I * h e h . The resulting terms can then be estimated by means of the Cauchy-Schwarz inequality, Clément type interpolation estimates [Clé75] , and estimates of the piecewise constant nodal interpolation operator I * h ; see [Era12, Lemma 4.1].
Remark 10. The ellipticity (29) only holds for α min > C K /4; see Remark 8 for the robust estimate. The ellipticity constant depends on the model data and the boundary Γ and can become very small. However, this seems to be a theoretical bound; see [EOS15] . 4.2. Efficiency. Following [Ver96] , the analysis to prove efficiency for our residual based a posteriori error estimator needs some more regularity on the solution and the data. Thus we assume u|
The idea is to use so called bubble functions and an edge lifting operator, which imply some inverse estimates for polynomial functions. To get a lower bound in the energy (semi)norm (14) the inverse estimates are based on bubble functions on a squeezed element; see, e.g., [Ver98, Era10] . To get a lower bound for the terms with the boundary integral operators V and K of (18) we require that T is a quasi-uniform mesh on the boundary Γ. That means, the ratio of the longest edge in E Γ to the shortest edge in E Γ for a sequence of meshes is bounded by a constant, which does not depend on the size of the elements. Furthermore, there is only a global upper bound available. We stress that even for FEM-BEM residual estimators there is no better efficiency result available in the literature. For more details we refer to [Era10, Section 6] and [Era13b] .
Lemma 11. Let ξ h ∈ S 1 (E Γ ) be the nodal interpolant of u| Γ and φ ∈ P 0 (E Γ ) the E Γ -piecewise integral mean of φ, h Γ,max := max E∈E Γ h E and h Γ,min := min E∈E Γ h E . Then, there holds the global estimate
Proof. The first inequality uses the relation (1/2 − K)u 0 = (1/2 − K)u| Γ + Vφ ∈ H 1 (Γ) and the triangle inequality. With u| Γ − u h H 1/2 (Γ) u − u h H 1 (Ω) the second estimate follows directly from [Era10] .
Finally we are able to formulate an efficiency statement for our a posteriori error estimator, i.e., η is a lower bound of the error.
Theorem 12 (Efficiency). If T is a quasi-uniform mesh on the boundary Γ, we get an inverse inequality to the reliability Theorem 7; i.e., the a posteriori estimate is sharp up to higher order terms. The quantities generated through the interior problem approximation are even locally efficient without any restriction on the boundary mesh.
Proof. Lower estimates for the contributions with the residual R and the jump terms J of the refinement indicator η T in (18) can be found in [Era13b, Claim 1 -Claim 4]. For terms with the boundary integral operators V and K of (18) we apply Lemma 11. Then, the efficiency Theorem 12 can be shown up to higher order terms. See also Remark 13.
Remark 13. For a detailed discussion of the higher order terms on the right-hand side of the lower bound we refer to [Era13b, Era10] . We note that the estimate depends on the local Péclet number, which is a typical behaviour of such problems in the energy norm; see also the discussion about robustness in [Era13b, Remark 6.1] for the three field FVM-BEM coupling. Obviously, Theorem 12 holds also for the inverse inequality of the reliability Theorem 9 with the non-robust refinement indicator (28).
Numerical results
To verify the analytical findings and to show the strength of an adaptive refinement strategy, we present three examples in two dimensions. The calculations were done in Matlab using some functions from the Hilbert-package [AEF + 13] for the matrices resulting from the integral operators V and K. The arc-length derivative in the error estimator is estimated by a central difference quotient, thus by
with |x 2 − x 1 | = h E /20 and x = (x 2 + x 1 )/2. If there is any convection involved we will use the full upwind scheme (10) and replace the bilinear form A V in (8a) by A 1/1 The recovery of the optimal convergence rate in the adaptive case can be seen.
The error will be denoted by E h , defined as
and the error estimator η is given by the sum of the indicators from (18)-(19) or (28)
where the η 2 T,up part is added when an upwind stabilization is used. We will apply the refinement algorithm introduced in [Dör96] with the following marking criterion: let θ ∈ (0, 1), then at the refinement step k choose M (k) ⊂ T (k) with minimal cardinality such that
The elements in the subset M (k) will then be refined by a red-green-blue refinement strategy, which leads to refined mesh T (k+1) ; see also [Ver96] ). Therefore, the shape regularity constant is bounded in all of our examples. We choose θ = 1/2 for adaptive mesh refinement, θ = 1 means uniform refinement. The regular initial triangulation T (0) will always have triangles with approximately the same size. . We prescribe a function that has a singularity in the corner (0, 0) of our domain (the gradient tends to infinity at this point). The analytical solution in the interior domain Ω will then read (in polar coordinates (x 1 , x 2 ) = r(cos ϕ, sin ϕ) with r ∈ R + and ϕ ∈ [0, 2π)) u(x 1 , x 2 ) = r 2/3 sin(2ϕ/3), and in the exterior domain Ω e u e (x 1 , x 2 ) = log (x 1 + 0.125) 2 + (x 2 − 0.125) 2 .
Furthermore, we will fix the diffusion matrix to A = 10 + cos x 1 160 x 1 x 2 160 x 1 x 2 10 + sin x 2 .
We compute f and the jumps t 0 and u 0 according to the formulas. Note that the function u is not in H 2 (Ω) and thus the optimal convergence rate of O(h) for uniform mesh refinement [EOS15] ) cannot be obtained. The notation O(h), where h is the minimal diameter of an element of the mesh, is a bit misleading in the adaptive case. Therefore, we consider O(N −p ), where N is the number of elements and p ∈ R + , which is equivalent to O(h p ) for uniform mesh refinement. Figure 2 shows the error and error estimator for uniform and adaptive mesh refinement. For uniform refinement we observe the reduced convergence order O(N −1/3 ), whereas with our adaptive strategy we can recover the optimal rate O(N −1/2 ). This classical benchmark result matches observations from the literature. Note that in both cases the estimator is reliable and efficient. Figure 3 shows two adaptively generated meshes, T (4) and T (6) , generated from a start mesh T (0) with 48 elements. The refinement mainly takes place around the singularity. . Two adaptively generated meshes T (4) and T (6) of the fourth and sixth refinement step of the example in subsection 5.2. The refinement is mainly at the artificial shock of the analytical solution.
5.2. Diffusion-convection problem. For the next example we prescribe again a solution with known analytical properties for the model problem (1). Now we choose Ω = (0, 1/2) × (0, 1/2). The solution in the interior domain Ω will be chosen to be u(x 1 , x 2 ) = 0.5 1 − tanh 0.25 − x 1 0.02 , and the solution in the exterior domain Ω e is similar as before, i.e.,
Thus, the interior solution has a simulated shock in the middle of the domain. We choose the jumping diffusion coefficient as α = 0.42 for x 2 < 0.25, 10 for x 2 ≥ 0.25, the convection field b = (1000x 1 , 0) T and the reaction coefficient c = 0. So we have a convection dominated problem which will not yield a stable solution if we are not using any upwind stabilization (10). Because of that we will always use the full upwind scheme for this problem. The right-hand side f and the jumps are calculated by means of the analytical solution. Because of the smoothness of the interior and exterior solution we would expect an (optimal) convergence rate of O(N −1/2 ) also for uniform mesh refinement. This can be seen in Figure 4(a) . For adaptive refinement we get O(N −1/2 ) as well but the absolute value of the error is actual smaller. Note that in both cases, uniform and adaptive mesh refinement, the estimator is reliable and efficient. The refinement (mainly) occurs where the function has its steepest gradient and is different for the two values of the diffusion coefficient, see Figure 5 for the two meshes T (4) and T (6) generated from a start mesh with 64 elements. In Figure 4 (b) the efficiency index η/E h , which measures how many times we have overestimated the actual error, is plotted for adaptive mesh refinement. We see indeed the robustness of our error
T , which is a very high convection dominated problem, we observe the dependency of the local Péclet number, i.e., once we have resolved the shock region, the efficiency constant convergences as well.
5.3. A more practical problem. For the third example we do not know an analytical solution of (1). Additionally, we replace the radiation condition (1c) by u e (x) = a ∞ + O(1/|x|) for |x| → ∞. Thus we have to assume the scaling condition (in two dimensions) ∂u e /∂n, 1 Γ = 0, see [Era13b] . The constant a ∞ has to be added to the representation formula. So we have the additional term ψ h , a ∞ Γ on the left-hand side of (8b) and we add an equation that ensures 1, φ h Γ = 0. The domain will be the classical L-shaped domain as in the example in subsection 5.1. We fix the piecewise constant diffusion coefficients to . Two adaptively refined meshes T (4) and T (6) of the fifth and seventh step of the example in subsection 5.3. The refinement mainly takes place along the convection direction.
estimator is plotted in Figure 6 . We observe a suboptimal convergence order O(N −2/5 ) in the uniform case. However, we can again recover the order O(N −1/2 ) with our adaptive strategy. Note that since we have proven the reliability and the efficiency of our error estimator, these rates depict the convergence behaviour of the error. Adaptively generated meshes T (4) and Figure 8 . The computed solution for the example in subsection 5.3 on an adaptively generated mesh T (4) with 3471 elements.
T (6) from a start mesh with 48 elements are shown in Figure 7 . The plots show that the mesh is the finest along the direction of the convection. Finally, in Figure 8 we see the interior and parts of the exterior discrete solution. The interior transport problem influences the exterior part, which describes a diffusion process, and the solution is continuous over the coupling boundary Γ.
Conclusions
This work provides an a posteriori error estimator for the non-symmetric FVM-BEM coupling discretization of [EOS15] . The error estimator bounds the error from above and, under some restrictions on the mesh, also from below. Additional assumptions even allow the construction of a robust error estimator, where the upper bound is fully robust against variation of the model data. Note that the upper estimate only holds if the diffusion is above a certain (theoretical) bound. The lower bound, however, additionally depends on the Péclet number. The analysis relies on an ellipticity estimate in the energy (semi)norm and therefore differs from the a posteriori analysis of the three field FVM-BEM coupling in [Era13b] . We think that this work and [Era13b] complete the residual based a posteriori error estimation theory for vertex-centered FVM-BEM couplings. Hence, it should be possible to transfer the results directly to Bielak-MacCamy or the symmetric coupling approaches. 
