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Abstract—Currently there are many services that
can assist the human being in his decision making.
Many of these services provide aid as consistent as
possible attending the characteristics and preferences
of a user, which compiled results in a person’s profile.
Without profiles, systems could not provide a coherent
aid to a user. In addition we can consider the profiles
as the basis of recommendation systems. Paramount
with cognitive helping systems, that provide decisions
and recommendations these actions can more accu-
rate and user driven. However, the profiles need to
be updated over time, as a human being changes
of preferences or beliefs, the profiles also need to
adapt to dynamic environments. It is introduced a
project that applies the Bayesian Networks and Case-
Based Reasoning techniques to create and modulate
user profiles in a coherent and dynamic way, using
stochastic models and high-level event relations and
characteristics to devise an accurate suggestion of
activities the user can perform, being integrated in
an Ambient Assisted Living Project.
I. INTRODUCTION
Currently, systems that can help people in rela-
tion to decision making are increasingly common.
A common example is the recommendation systems
that try to suggest a particular decision, based on the
characteristics of an individual. These systems are
achieved through systems that incorporate artificial
intelligence techniques.
The iGenda and TIARAC projects is a Ambient
Assisted Living project that has as objective to help
elderly persons with cognitive problems [1], [2].
To recommend an activity that the user enjoys
making, personal information has to be used to
choose the most appropriate one, while taking into
account the disabilities and preferences the user has.
To be able to recommend a decision is necessary
information about the user on which the system can
reason, that is, we need a profile. In the simplest
version, these profiles are a static set of assumptions
that describe the preferences of an individual.
However, as we know, one of the things that
distinguishes human beings from the others is its
ability to evolve, their ability to acquire knowledge,
develop skills, change their behavior, their beliefs,
among others. Associated with this human capacity
coexists their likes and preferences. Throughout
life humans change their likes and preferences,
depending on their experience, age and interests
among other conditions, rendering the static pro-
filing system inefficient.
Currently there are several studies on profiling
techniques that can adapt and change over time [3],
among which, those classified as Machine Learning
that are based on information collected from user
interaction. Various approaches have over time been
used for profiling and recommender systems [4],
[5], [6], [7], [8].
The main objective of the present study was
to develop a dynamic profiling technique, able to
adapt to the changing preferences of a user over
time. We present a technique for profiling that
attempts to incorporate all the capabilities of two
very associated techniques with the field of artificial
Fig. 1. Modeling a profile
intelligence, which are the Case-Based Reasoning
and Bayesian Networks.
This paper is structured in the following form:
Section 2 will present the iGenda project and the
needs it was in better answer the user requests in
terms of personalization, introducing the Bayesian
Networks and Case-Based Reasoning to provide
and architecture to respond to the proposed prob-
lems. The Section 3 will present the suggestion and
learning features the project will be using. Finally
Section 4 will present the conclusion and future
work that this project will generate.
II. A PROFILING PROJECT
This work is developed upon the requirements
the iGenda and TIARAC projects had [1], [9]. The
Free Time Manager used a static recommendation
system, it could be changed over time but it was an
arduous task, consuming precious technician time,
and it was almost impossible to update the items
in the database each week. The recommendation
system of the TIARAC project also is based upon
the user preferences, thus requiring that the user
file contain his preferences and is always updated,
providing in overall a better service by attending to
the user characteristics. Also the recommendation
system had a narrow group of items that served as
modifiers of the decision engine, such as weather
conditions, user physical condition, among others.
It was clear that a flexible system has demanded,
one that could attend to the user preferences, his
capability of proceeding the activities and that
changed according to the user current preferences,
keeping up-to-date to his likes and dislikes.
When there is free time, choosing an activity to
occupy that time may not be an easy task due to
the large amount of possibilities and dependencies
between these and other attributes. The use of
information initially defined that characterize the
individual (statistical profiles) may make this choice
easier.
However, as already stated, is part of a human be-
ing that their preferences change over time, whether
as a result of past experiences, whether by the
emergence of new points of interest.
A profile is constructed using a Bayesian Net-
work, which models relationships between at-
tributes and activities and data stored in a database,
describing the individual in terms of ”satisfaction”
in performing certain activities (the probability that
an activity is suggested). In both techniques, they
adapt over time, depending on the number of
feedback that exist, given the suggested activities.
The updating of values stored in the database is
achieved using the Case-Based Reasoning and its
cases repository.
In the Figure 1 is illustrated the process of
modeling a profile.
A. Bayesian Networks
A major problem that arises when dealing with
real problems is the existence of incomplete infor-
mation on the environment. In these situations it is
appropriate to adopt techniques that work on the
field of probability. The Bayesian Networks (BN)
[10], [11] were introduced in the early eighties
in order to solve this problem by adopting this
Bayesian Probability Theory.
The inference process is achieved through the
definition of evidence (attributes for which we are
sure about a value) [10], [11], on which the net-
work updates the Bayesian probabilities for all the
relationships that exist. The final result will be a
probability distribution in response to evidence.
The Figure 2 illustrates an example of BN for the
problem domain.
Fig. 2. Bayesian Network Example
The inference process has the main objective to
order a set of activities, taking into account the
BN probabilistic values, from the placing of new
evidence found in the current situation. In the Figure
3 we can check the result of the inference based on
the situation of the previous figure.
In the example, Joana will do the activity that
fits in the conditions rain and wind. It was found
that in this situation, it was not raining and there
was also no wind. Based on this evidence, it was
clear that the activity Tennis is the appropriate
activity, followed by Read. If the user does not want
these activities, he should tell the system that so a
learning process over the network can modulate and
adjust according to the user feedback.
In the examples all the information and attributes
nodes are known, however there may be situations
Fig. 3. Inference Process Example
where there are attributes which we have no cer-
tainty about the occurrence, in other words, situa-
tions of incomplete information. In these situations,
the learning process is not possible to be executed
by a simple math and specific algorithms had to be
adopted[12], [13].
B. Case-Based Reasoning
The Case-Based Reasoning (CBR) is a problem
solving methodology that determines the solution to
a given problem, based on the reconstruction of past
similar cases, reusing or adapting to the knowledge
of such cases [14], [15].
This concept is suitable for the problem domain,
since the satisfaction of a user in practice an activity
will depend on past experience.
In this work the CBR faces a crucial role in the
profiling process, since intervenes in the process
of updating the data stored in the database (which
describes the individual in terms of satisfaction in
practice certain activities).
In the problem domain, a case consists of a set of
attributes describing the situations where an activity
took place, a field indicating the proposed activity
and the user feedback under these conditions.
In the Figure 4 it is represented an example of
two cases, corresponding to the suggestion of an
activity at the conditions: rain, in the gym and at 4
PM. At first, when the activity Football is suggested
, the user refused, opting for the ”Running” activity
corresponding to the second case.
Fig. 4. Cases Example
The main use of CBR is to obtain a set of similar
cases with the current conditions. The calculation
of this similarity takes into account the similarity
existing between the temporal attributes and spatial
attributes of past cases with the new case . The
integration of temporal attributes aims to overtake
the disadvantage of CBR in not be modular with
the time factor.
In this case, the use of this factor relates to the
possibility of the user changing his willingness to
practice an activity after a certain time. In these
situations the similarity value should be lower, since
there is no certain if the user still wants to practice
(a positive feedback will be given if the user accepts
the suggestion).
To calculate the similarity it was adopted the
following expression:
SF (SSA, STA) = SSA ∗ STA
Where SF is the final similarity, SSA the similar-
ity of the spatial attributes and STA the similarity of
the temporal attributes. The lower the similarity of
the spatial attributes and the similarity of temporal
attributes, the lower the final similarity.
Unlike most uses of CBR, in this work, its use
aims to obtain a set of percentages representing the
most n similar cases. We do not want to have a
complete description of the case, only the value of
similarity and the user feedback.
This situation occurs because the target value is
compared with a set of probabilistic values and the
user feedback, to determine the percentage X of
a value V . Theron is added or subtracted (UV ) to
the value associated with the enjoyment to exercise
a certain activity (value stored in the database),
according the user preference.
UV (X,V ) = X ∗ V
In short, we want the modifying value to be
calculated taking into account the similar past cases
and their temporal distances.
The expected result of the use of CBR of n = 5
of the activity A, is illustrated by the following
table:
Similarity Feedback
0.92 No
0.90 No
0.80 No
0.75 Yes
0.68 Yes
Analyzing the table, we can see that for past cases
where the activity A has been suggested, the user
refused the three most recent and accepted the two
oldest.
Consider the case where the user refuses to
practice the activity A again, the value to subtract
of its ”enjoyment” in practice the activity should be
relatively large, since in the past and more recent
iterations the user refused.
Thus, the value of X resulting from the preceding
table and in the case where the user refuses to
practice the activity A, should be larger than the
next.
Fig. 5. Example 1 - Calculation of V .
Similarity Feedback
0.92 No
0.90 Yes
0.80 No
0.75 Yes
0.68 No
Setting the value of V , of which a percentage of
X will be added or subtracted to the enjoyment of
an activity may be determined in several ways.
One solution may be make V be calculated using
the average value of enjoyment of other activities.
The goal is to make the activity in question level
with the others in terms of suggestion, whether if
the feedback is positive or negative.
In the previous example if we select the activity
Read and that V = 0.3 and X = 0.7, in this case,
to the value of enjoyment of Read would be added
0.21 percentage value.
III. SUGGESTING AND LEARNING
The suggestion process is based on game theory,
in which among a set of possible activities one will
be declared the winner, in this case, the one that is
accepted by the user.
After the winning activity was found, the user
profile is updated on the BN and on the database
(handled by CBR), upping the activity and subtract-
ing to the others. If the user decline all suggestions,
no activity should be affected in relation to others.
When asked to suggest activities, the system
receives a new case with the attributes but without
solution. Based on these attributes, the system infers
about the BN, on the probability of each activity to
be accepted by the user. Based on these values and
the values of enjoyment stored in the database, the
system sorts the activities in decreasing order, so
that the former are the ones that most fit the profile
of the user on the current situation.
The results are presented to the user, through the
iGenda, for each activity the user is questioned ,
when an activity is accepted the profile is updated
based on the answer.
In Figure 6 is an example of the process of
suggestion and learning.
In this example, it is necessary to sort the activi-
ties of Run and Tennis, according to the probability
of being accepted by the user (based on the profile).
In this case, after the user accept the activity Tennis,
two new cases are created corresponding to each
activity and the feedback. Based on these cases, the
Bayesian Network and the CBR will try to model
and update the user profile.
IV. CONCLUSIONS AND FUTURE WORK
We presented a technique for creating and mod-
ulating user profiles, capable of serving for recom-
mendation systems or suggestion in various fields.
With Bayesian Networks it was intended take
advantage of its ability to modulate conditional
relationships between attributes and its ability to
deal with incomplete information.
With CBR we took advantage of their ability to
infer about past cases. We proposed a mechanism to
deal with one of its limitations, the time factor. With
the interconnection of these two technical we judges
to have been able to develop a system capable of
dealing with profiles in dynamic environments.
Emotions and use of sensors are some domains
to be studied [16], [17] to incorporate in this
project in the future. These last two are the most
appropriate to clarify the value to be modify in the
user’s preferences.
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Fig. 6. Example of the process of suggestion and learning
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