Current behind-the-ear hearing aids (HA) allow to perform spatial filtering to enhance localized sound sources; however, they often lack processing strategies that are tailored to spoken language. Hence, without a feedback about speech quality achieved by the system, spatial filtering potentially remains unused, in case of a conservative enhancement strategy, or can even be detrimental to the speech intelligibility of the output signal. In this paper we apply phoneme posteriorgrams obtained from HA signals processed with deep neural networks to measure the quality of speech representations in spatial scenes. Inverse entropy of phoneme probabilities is proposed as a measure that allows to evaluate if current hearing aid parameters are optimal for the given acoustic condition. We investigate how varying noise levels and wrong estimates of the to-beenhanced direction affect this measure in anechoic and reverberant conditions and show our measure to provide a high reliability when varying each parameter.Experiments show that entropy as a function of the beam angle has a distinct minimum at the speaker's true position and its immediate vicinity. Thus, it can be used to determine the beam angle which optimizes the speech representation. Further, variations of the SNR cause a consistent offset of the entropy.
Introduction
Users of hearing aids can substantially profit from adaptive spatial speech signal enhancement [1] , which requires estimates such as the sound source direction of arrival (DOA) and noise statistics. Incorrect estimates introduce artifacts in the output signal that decrease speech intelligibility, such that a simpler method less prone to estimation errors should be chosen, e.g., straight-forward better-ear-listening [2] . An important limitation in hearing aid processing arises from the uncertainty of which method to choose and potentially leads to use of conservative processing strategies. Previous studies have shown that normal-hearing listeners can typically identify whether the message in the signal is recognizable [3] . Hearing aids should be able to do the same in order to chose the best processing strategy. Typically, low-level information at sensor level (i.e. hearing aid microphones) about the statistics of the audio signals are used to determine the acoustic scene and select a predefined parameter set in a hearing aid [4] . However, high-level features such as information about spoken language and speech intelligibility are rarely used in hearing aids. Towards this end, we investigate techniques that have been applied in machine listening for estimating the quality of speech representations in enhanced signals suitable for continuous optimization of hearing aid parameters.
Deep learning has resulted in major breakthroughs in speech processing in recent years [5] , but has not unfolded its potential in hearing research. We propose to employ phoneme probability posteriorgrams as a representation of speech in order to optimize speech enhancement in hearing aids. An entropy criterion is applied to the posteriorgrams to quantify the speech quality in a given time frame. Entropy-based criteria already have been applied to measure the performance of individual artificial neural networks (ANN) and to estimate weighting factors for ANNs in multi-band and multi-stream ASR [6, 7] . In these approaches generally a set of independent classifiers is trained on different representations of the data and classifiers are subsequently merged to get optimal results. In [6] e.g. different ANNs are trained on phoneme posterior probabilities with different feature combinations and the entropy is used to measure how corrupted a given ANN output is. Then, an inverse entropy weighting is applied to the ANNs and the probabilities are summed. In [7] different systems are trained for different frequency subbands of the whole frequency range and mutual information (which is based on entropy) is used as a weighting factor of the individual subband systems.
Automatic speech recognition (ASR) with deep neural networks (DNN) in complex spatial acoustic scenes where azimuth angles of speakers were used to steer a beamforming algorithm to enhance target speech was applied e.g. in [8, 9] . In these studies DOA estimates were used to steer a beamformer to the direction of the target speaker which shows to improve ASR accuracies in most scenes. However, in some cases it turned out to be beneficial to use simpler signal enhancement strategies such as better-ear listening [2] . These approaches are for the first time combined in this work to exploit performance monitoring with the aim of increasing hearing aid settings and ultimately speech intelligibility for hearing-impaired listeners.
The remainder of this paper is structured as follows: In Section 2 the experimental setup including the acoustic scenes and spatial filtering as well as the speech recognition framework and the entropy measure are introduced. After presenting the results of the experiments in Section 3 the discussion and conclusions follow in Section 4. features impulse responses recorded with three microphones from each of two behind-the-ear (BTE) hearing aids attached to left and the right ear. The HRIRs used in this study are a subset of the database described in [10] : Anechoic free-field HRIRs and reverberated HRIRs from the frontal horizontal halfplane were measured at a distance of 3 m and 1 m between microphones and loudspeaker, respectively. All HRIRs (anechoic and reverberated) from the database were measured with 5
• resolution for the azimuth angles, which was interpolated to obtain a resolution of 0.5
• . Reverberated HRIRs were measured in a typical office environment with a reverberation time of ∼300 ms. Figure 2 shows a sketch of the acoustic scenes under consideration. One target speaker at a fixed azimuth angle of -30
• , i.e. 30
• to the left, was mixed with random parts of an additional spatially diffuse stationary speech-shaped noise at signal-to-noise ratios (SNR) from -10 to 5 dB in 5 dB steps.
The beamformer employed is a super-directive beamformer based on the minimum variance distortionless response (MVDR) principle [11] that uses the six BTE microphone inputs jointly. Let W be the matrix containing the frequency domain filter coefficients of the beamformer, d the vector containing the transfer functions to the microphones of the target speaker and Φ V V the noise power-spectral density (PSD) matrix. Then, the following minimization problem has to be solved
The solution is the MVDR beamformer [12] . In our approach, d contains an anechoic transfer function according to the steering direction of the beamformer. The noise coherence matrix which is required to solve Eq. (1) is estimated using the same impulse responses. By these means, solely head-related characteristics of sound propagation are included in the signal enhancement setup, but no further information about room acoustics.
Speech recognition framework and phoneme posteriorgrams
The speech recognition system is a deep neural network (DNN) with five hidden layers, 2048 units per layer and an additional softmax output layer. The DNN was trained as a stack of restricted Boltzmann machines with an unsupervised pre-training and a supervised fine-tuning of the parameters with triphone targets. Every phone was modeled with three Hidden-MarkovModel (HMM) states except for the silence phone which was modeled with five states. After training the DNN, discriminant sequence training with Minimum Bayes-Risk was performed. Input features are calculated by converting the time signals to Mel-Frequency Cepstral Coefficients (MFCCs) [13] with additional cepstral mean and variance normalization, resulting in a 13-dimensional feature vector per 10 ms step. These features were spliced with a temporal context of ±5 frames, resulting in 143 features per frame.
Phoneme posteriorgrams were derived from the activations of the softmax output layer. All triphones belonging to the same phone were grouped and activations were summed resulting in monophone activations, which can be interpreted based on visual inspection (cf. Fig. 1 ), which is in contrast to highdimensional triphone activations. Note that for a regularlytrained DNN speech recognition system with high-SNR input speech, the activations should be high for the current phone and activations for all other phones should be close to zero. For low SNRs, the uncertainty of the system increases and activations of other phones will also increase, resulting in noisy posteriorgrams as observable by comparing the first panel in Fig. 1 to the second one. The same is true if the beamformer is steered to the correct and incorrect angle, respectively. It is assumed that in the acoustic conditions considered here, speech quality is optimal if the beamformer is steered to the correct angle.
Speech data
The speech data used in these experiments was taken from a German matrix sentence test, the Oldenburg sentence test (OLSA) [14] . The speech material has a fixed syntactical structure: Each sentence contains five words with 10 possible response choices for each word category and a syntax that follows the pattern <name><verb><number> <adjec-tive><object>, which results in a vocabulary size of 50 words. For training the ASR system, a speech corpus of 20 hours of speech from 20 different speakers (10 male, 10 female) was used keeping the syntactical structure of the OLSA [15] . For multi-condition ASR training, clean and noisy files were used, the latter being obtained by mixing signals with a stationary speech-shaped noise at various SNRs ranging from -10 to 20 dB in 5 dB steps. The test set consists of 8 speakers (4 m, 4 f) each uttering 100 sentences which results in a total duration of about 24 minutes of speech.
Phoneme entropy as speech quality measure
To quantify how well speech is represented in a time frame j, the entropy of the posteriorgram of this frame is calculated as follows:
where aij is the activation of the i-th phone in time frame j and N is the total number of phones. In the case of one active phoneme and all other activations being close to zero, the entropy is minimal, whereas the entropy is maximal when all activations are equally distributed. Hence, the entropy should be low if speech is well-represented in a given time frame, whereas the entropy should increase with an increasing amount of signal noise. With a total number of 37 phones the maximum entropy in one time frame amounts to H = 5.209.
Results
Fig . 1 shows exemplary posteriorgrams for high and low SNRs as well as correct (A, B) and incorrect (C) steering angles of the beamformer. An increase of the noise level and an incorrect steering direction both lead to a more noisy posteriorgram which is also reflected in an increase of the mean frame entropy of the respective posteriorgrams. At -10 dB SNR and a correct beam angle, the mean entropy of the posteriorgram in Fig. 1 A is 0.917. Increasing the SNR to 5 dB results in a decrease of the entropy to 0.612 (cf. Fig. 1 B) . If the beam is steered to 60
• (Fig.1 C) the entropy increases to 0.804. The entropy as a function of SNR and beam angle was analyzed in more detail in spatial acoustic scenes described in Section 2.1. The MVDR beamformer was steered from -90 to 90
• in 5
• steps and additionally to -28
• and -32
• to get an accurate analysis in the vicinity of the target beam angle. For each beam angle the whole test set was processed with the beamformer and the entropy was averaged over all frames in the test set. Figure 3 shows the entropy when varying the beam angle and the SNR in the anechoic condition as well as in a typical office environment. Several local minima and maxima over the whole range of beam angles are observed (cf. Fig 3) which presumably arises due to characteristics of the room, the dummy head and also the frequency-dependent beampattern that are captured in the audio signal. In the anechoic condition, starting with a beam angle of -90
• , the entropy stays constant for beam angles of up to -70
• , then decreases to a local minimum at around -55
• to -60
• . At -45
• the entropy reaches a local maximum before decreasing again to the global minimum at -30
• when the beam is steered to the speaker's position. At beam angles above -30
• the function has a similar shape with maxima at -15
• and 10
• and local minima between -5
• and -10
• and at 20
• . A change in SNR mainly results in a constant offset of the entropy but the shape of the function remains almost unchanged.
In the reverberant office condition there is a similar trend but the curves are more flattened with less prominent local minima compared to the curves in anechoic conditions. There are prominent maxima at 0
• , 50
• and 75
• . However, although the speech recognition system is trained on anechoic signals and the beamformer uses a coherence matrix based on anechoic HRIRs, the global minimum of the entropy is also around -30
• , except for 5 dB SNR where lowest entropy is at -90
• (0.922 compared to 0.924 and 0.927 at -25 and -30
• , respectively). Due to sound reflections from the walls of the room, speech is arriving at the microphones from more than just the speaker's position. This might cause the entropy to flatten because there is, compared to the anechoic case, always a higher amount of speech in the output of the beamformer independently of the steering direction.
A shift in SNR seems to cause an almost constant offset ΔH of the entropy curve, which is analyzed in more detail in the following. We computed the mean entropy offset ΔH which is the difference of two entropy curves averaged over all beam angles and the corresponding standard deviation σΔH. Table 1 shows ΔH and σΔH between adjacent entropy curves shown in Fig. 3 in both room conditions (anechoic and office environment). The small standard deviations indicate that the offset is fairly constant over the whole range of different beam angles. Given the entropy curve at a certain SNR, these offsets can be used to predict the entropy curve at another SNR. This results in quite accurate predictions with root mean squared errors of 0.023 between -10 and -5 dB up to 0.074 between -10 and 5 dB for anechoic conditions and 0.027 (-10 to -5 dB) up to 0.107 (-10 to 5 dB) for the office condition. 
Discussion and conclusions
In this paper DNN-based phoneme posteriorgrams are investigated to assess the quality of speech representation in a given time frame. The entropy of phoneme posteriorgrams' is used as a measure of speech quality. The phoneme posteriorgrams entropy of speech samples in anechoic and reverberant spatial scenes with diffuse noise fields was analyzed as a function of signal-to-noise ratio (SNR) and steering angle of an MVDR beamformer. Experiments show that the entropy captures speech quality (as reflected in posteriorgrams) and is sensible to a mismatch between the true position of a target speaker and the steering direction of the beamformer as well as to a change in SNR. Under anechoic conditions the entropy reaches a global minimum independent of the SNR if the beamformer is steered to the true target source position. By this means entropy could be used to find the optimal steering angle -at least on the limited data set used in this study and matched conditions which are given by the availability of the identical impulse responses used for signal generation and signal enhancement. Furthermore the ASR system was trained in anechoic scenes with the same stationary speech shaped noise. Nevertheless, experiments conducted in reverberant conditions, but with exactly the same anechoic beamformer setup, i.e, anechoic steering vectors and noise covariance matrix, and the same ASR model show promising results. Despite this strong mismatch entropy shows a qualitatively similar behavior, particularly for more challenging SNR conditions. This indicates that the proposed system comprises some generalization capabilities and robustness against mismatch in environmental conditions which is very likely to also occur in real-world scenarios. Of course, different noise types and different configurations of spatial scenes have to be analyzed to further support these findings.
Furthermore, the entropy shows a characteristic curvature that is independent of the SNR and exhibits only a constant offset between different SNR conditions. This constant offset allows inference of SNR at input level (hearing aid microphones) from high-level information (entropy of posteriorgrams), e.g. by steering a beamformer to different angles and calculate the mean entropy over these angles. With this information one could potentially identify the working point at which a certain signal enhancement algorithm is operating, which in turn can be used to improve the enhancement capability of this algorithm. E.g., a more sophisticated method which can exploit explicit knowledge of the input SNR (or an estimate thereof) can be utilized an its success can be monitored by comparison to the previously used, more conservative processing strategy. Further research on extended data sets will be conducted to verify this hypothesis.
The results of this work show that the entropy can be used to find the optimal steering direction of a beamformer. With this measure the hearing aid is capable of comparing different signal enhancement strategies and decide which one is optimal given the microphone input signals. If there is e.g. no distinct minimum in the entropy when steering the beamformer over the whole azimuth range, then it is likely that there is no specific direction to be enhanced and thus, spatial filtering should be turned off. If multiple sources are active at the same time, entropy could be used to distinguish speech from non-speech sources. If there are two speech sources active, however, entropy should be low for both sources. In this case speaker adaptation techniques such as the use of i-vectors could help to adapt the speech recognition system to a specific speaker [16] which in turn presumably could improve posteriorgrams and lower the entropy for this speaker.
The main findings of the present study are:
• DNN-based phoneme posteriorgrams as representations of speech can be utilized to measure speech quality which is captured and quantified by the entropy of the posteriorgrams.
• Phoneme posteriorgram entropy is dependent on the steering direction of the beamformer. This can be used to find the optimal steering direction that maximizes speech quality.
• Variation of the SNR causes a constant offset of the entropy which potentially can be used to infer the SNR of a given input signal at sensor-level. In future work the promising results of this paper have to be confirmed in different acoustic scenes with multiple sound sources and with a larger variety of noise types, e.g., by including modulated noise in the analysis. When combined with DOA estimation (e.g. [17, 18] ) that is not speech-specific, but instead produces estimates for any localized sound source in the acoustic scene, the entropy estimate could be used to differentiate between speech and non-speech sources, which might result in a benefit compared to methods that are not directly tailored to speech. In order to investigate more natural scenarios for hearing-impaired listeners, including additional data from accelerometers can be employed to compensate beam angles during head movements. Also, the effect of different DNN input features on posteriograms and their entropy has to be investigated. Auditory features such as perceptual linear predictive (PLP) features [19] and spectro-temporal Gabor features [20] that are potentially more speech-specific than MFCCs might also lead to lower entropy values when speech is active. This could help to better identify the optimal hearing aid parameters.
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