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1st F eine Familie und ist (5 die i\Jlenge der reprasentierbaren Subfamilien von 
F, so ist (F, (5) eine Austauschstruktur, die die starke Austauscheigenschaft 
hat. Der Hauptsatz aus der Arbeit “Ergebnisse aus der Transversalentheorie 
I” ist in jeder Unabhangigkeitsstruktur gtiltig. Es werden Anzahluntersuchungen 
an abzlhlbar unendlichen Hall-Familien vorgenommen und es wird eine 
Verscharfung einer Vermutung von C. Jockusch widerlegt. 
VORWORT 
Diese Arbeit ist eine Forsetzung der Arbeit “Ergebnisse aus der Trans- 
versalentheorie I” (erstes bis viertes Kapitel). Dort findet man die grund- 
legenden Definitionen und Bezeichnungen. Zitierte Satze beziehen sich 
immer auf die Arbeit “Ergebnisse aus der Transversalentheorie I,” 
insbesondere verstehen wir unter dem Hauptsatz den Satz 1.1.2 aus 
dieser Arbeit. 
5. MATROIDE UND AUSTAUSCHSTRUKTUREN 
5.1. Erie Frage van J. S. Pym 
Sei (E, <) eine Halbordnung und F = (F(i) j i E 1) eine Familie von 
Teilmengen von E. In [S S. 2211 fragt J. S. Pym: Kann man eine notwendige 
und hinreichende Bedingung angeben, die entscheidet, ob ein i.A. f 
bzgl. F derart existiert, daB Wb f  eine Antikette (Menge von paarweise 
unvergleichbaren Elementen aus E) ist ? 
Wir wollen diese Fragestellung verallgemeinern. Sei E eine Menge und 
e C P(E), man sagt (E, 65) ist ein Mengensystem iibev E. Wir definieren fiir 
* Diese Arbeit ist ein Teil der Habilitationsschrift des Autors. 
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A _C E: 2 = A u {e E E 1 3B C A(B E ti A B u {e} $ g)}. 2 heirjt die Hiille 
van A. Sei F eine Familie von Teilmengen von E. Dann sei IA(F, 6) = 
(f E IA(F) 1 Wb f E 6!:> und TR(F, 6) = {Wbf j f E IA(.F, C!Z))>. 1st 
T E TR(F, CZ)), so heil3t T unabhcngige Transversale bzgl. F und @. 
SATZ 5.1.1. Ist (E, 65) ein Mengensystem und F = (F(i) j i E I) 
eine endliche Familie von Teilmengen van E, so gilt: TR(F> C%) f CL? o 
4G C F3i E Db F\Db G(F(i) _C fl {T / T E TR(G, C5)} A TR(G, (5) # izi). 
Der Leser fiihre den Beweis durch Induktion iiber 1 I j selbst. Mit Hilfe 
eines Kompaktheitsargumentes 1aBt sich Satz 5.1.1 auf beliebig groBe 
Familien mit lauter endlichen Mitgliedernverallgemeinern. Hierzu beweisen 
wir zundchst Rado’s Auswahlprinzip. Der Beweis ist eine vereinfachte 
Version des Originalbeweises. 
SATZ 5.1.2 (Rado’s Auswahlprinzip [9]). Sei F = (F(i) ( i E I) eine 
Familie von endlichen A4engen und sei fiir jede endliche Teilmenge JC I 
fJ eine Iokale Auswahlfunktion bzgl. (F(j) j j E J). Dann existiert eine 
globale Auswahlfunktion f bzgl. F mit der Eigenschaftt QJC I 3K C I 
(JCKr\frJ=f,PJ). 
Beweis. Unter Verwendung des Auswahlaxioms kiinnen wir 0.B.d.A. 
annehmen, dal3 I gleich einer Ordinalzahl a: ist. Wir definieren die globale 
Auswahlfunktion f durch transfinite Rekursion. Sei fiir p -=c 01 die 
Funktion f P /3 bereits definiert und geniige f r p der folgenden Bedingung 
Go: 
(/!I) QJCCa!S!KC: tJ-c-k:nfr(JnP) =fKr(JnP)). 
Wir beweisen zun5ichst die folgende Behauptung. 
Beh. 1. Es existiert ein Element x E F(p) derart, dal3 (f p p) u {(p, x)} 
der Bd. (/? + 1) geniigt. 
Angenommen, zu jedem x E F@) existiert eine Menge J,, C a: derart, 
da8 fiir K C cx mit J, C K gilt: 
(4 (f r P u W2 x)1) r (Jz n (P -k 1)) # fx r (4 n (P + 1)). 
Sei J* = uZETtB) J, . Dann ist J* endlich. Nach (,Q gibt es zu J* C 01 eine 
Menge K* C cx mit J* C K* und 
co) fr(J*Q =fKdtJ*nP). 
Wegen (a) und (b) ist ,/3 E J* C K*. Sei x0 = f&3). Nach (a) ist 
(fi’ P u {(P, +J>) r (J* n (p + 1)) +fKe r (J* n (p + 1)). Also ist nach 
(b) x0 ifK@). Widerspruch! 
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Nach Beh. 1 sei x E F(‘) so ausgewahlt, dal3fr (/3 + 1) = fr /I u {(p, x)> 
der Bd. (p + 1) geniigt. Es bleibt zu zeigen: 
Beh. 2. 1st ,8 < 01 eine Limeszahl und geniigt fur (T < /3 fr u der 
Bd. (u), so geniigt fr p such der Bd. (p). 
1st JGT 01, so gibt es zu Jn /3 ein a < ,8 mit Jn p = Jn U. Dafr G 
der Bd. (0) geniigt, existiert zu J G 01 eine Menge Kc a mit J C K und 
frJnp=frJn ~~=f,pJn~==f~pJnp. 
Somit haben wir durch transfinite Rekursion eine globale Auswahl- 
funktion f definiert. 1st 01 eine Vorgangerzahl, so geniigt fder Bd. (a) und 
der Satz ist bewiesen. 1st 01 eine Limezahl, so folgt der Satz aus 
Behauptung 2. 
An das Mengensystem (E, 6) stellen wir zwei Forderungen: 
Forderung 1. BcAEe*BBE. 
Forderung 2. Q! hat endlichen Charakter, d.h. 
AEE-VBGA (BE @). 
SATZ 5.1.3. Geniigt das Mengensystem (E, @) den Forderungen 1 und 2 
und ist F eine Familie von endlichen Teilmengen von E, so gilt: 
TR(F, CZ) # m -VGCF (TR(G, C) # m). 
Beweis. Die Richtung “ 3” ist sicher richtig. Setzen wir daher voraus 
VG C F (TR(G, CZ) f @). Fi.ir jede Menge JC Db F sei fJ eine i.A. bzgl. 
F r J mit Wb fJ E 6T Nach Rado’s Auswahlprinzip existiert eine globale, 
injektive Auswahlfunktion f mit 
(a) t/JCDbF3KCDbF(JCKhfrJ=f,rJ). 
Sei T c Wb f und J = f-l[T]. Zu J existiert nach (a) eine Menge KG Db F 
mit J_C K und f r J = fK r J. Es ist Wb fK E TR(F, @). Also ist nach 
Forderung 1, T = Wb f r J = Wb fK P J C Wb fK E Q!‘, such T E 6. Da 
nach Voraussetzung ti endlichen Charakter hat, ist such Wb f E CL 
KOROLLAR 5.1.4. Ist (E, e) ein Mengensystem iiber E, das den 
Forderungen 1 und 2 geniigt und ist F = (F(i) 1 i E I) eine Familie von 
endlichen Teilmengen von E, so gilt: TR(F, &) # o * 7EG C F3i E 
Db F\Db G(F(i) C n(T / T E TR(G, @)} A TR(G, C?) f ,@). 
DEFINITION. Sei (E, @) ein Mengensystem tiber E. (E, @) heil3t 
Aaustauschstruktur, 
(1) VA(ACBE~ * AE@) und 
(2) VA(ACE =s- A = A). 
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DEFINITION. Hat eine Austauschstruktur (E, @) endlichen Charakter, 
so heiDt (E, 6) Unabhiingigkeitsstruktur. 
5.2, Die AustauschsGtze 
DEFINITION. Statt A u {b} schreiben wir A u b, usw. 
SATZ 5.2.1 (Austauscheigenschaft). Ist (E, @) eine Austauschstruktur, 
sogilt:nEAub r\a#A * bEAua. 
Beweis. Sei a E A u b mit a$ A. Dann ist a$ A nnd es gilt 
(*) VB C A(B E Q? a B u a E e). Wegen a E A U b existiert eine Menge 
CcAub mit CE@! und Cuu$E Nach (*) mul3 beC sein. Sei 
C’ = C\b. Dann ist C’ E (3 und C’ u a = C” E 6% Also ist C” u b = 
Cua$Q?und C”_CAua, d.h. bEAua. 
Man beachte, da13 nur von Bd. (1) einer Austauschstruktur Gebrauch 
gemacht wurde. Den folgenden Satz entnehmen wir aus K.-F. Podewski’s 
Vorlesung “Algebra II.” 
SATZ 5.2.2. Sei (E, e) eine Austauschstruktur und seien M, NE 6! 
endliche Mengen mit ML m. Dann existiert eine Injektion @ von M in N 
derart, daJ (N\Wb @) u Db @ = m ist. 
Beweis durch Induktion iiber 1 M I. Fiir den Induktionsanfang 
1 M j = 0 ist nichts zu beweisen. Sei die Behauptung richtig fur jedes 
ME6mit/MI=nundpseiMfQTmitMC?Tund[M/=n+l.Sei 
a E M. Nach Induktionsvoraussetzung existiert eine Injektion Y von 
M\a in N mit (*) (N\Wb Y) u Db Y = m. Da nach Voraussetzung N 
eine endliche Menge ist und wegen M _C m und (4) existiert eine minimale 
Menge N’ _C (N\Wb Y) u Db Y mit a E F. Angenommen, N’ C Db Y. 
Dann ist wegen M\a = Db Y such a E M\a. Widerspruch! Also existiert 
ein Element b E N’\Db Y. Sei @ = Y u {(a, b)}. 
Beh. 1. @ is injektiv. 
Wegen b E N’\Db Y und N’_C (N\Wb Y) u Db Y ist b q! Wb Y. Also 
ist @ injektiv. 
Beh. 2. (N\Wb @) u Db @ = (N\Wb Y) u Db Y. 
Auf Grund der Minimalitat von N’ ist a 6 N’jb. Andererseits ist 
a E (N’\b) u b. Nach Satz 5.2.1 ist b E (N’\b) u a, also erst recht 
b E (((N\Wb Y) u Db Y)\b) u a = (N\Wb @) u Db @. 
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b E (N\Wb @) u Db di. 
“2.” Sei x E (N\Wb Y) u Db Y. Dann ist x = b oder x E (N\Wb @) U 
Db @. In jedem Fall ist x E (N\Wb @) u Db di. Also ist 
(N\Wb Y) u Db Y C (N\Wb @) u Db @, 
daher ist 
@\Wb Y) u Db Y _C (N\Wb @) u Db @ 
“C.” Sei x E (N\Wb @) u Db @. Dann ist x = a oder x E (N\Wb Y) u 
Db Y. Wegen a E MC R und (c) ist a E (N\Wb Y) u Db Y. Also ist 
in jedem Fall x ~(iV\wb Y) u DbY. Daher ist (N\Wb @uDb@ 2 
(N\Wb Y) u Db Y. Aus (*) und der Beh. 2 folgt die Induktions- 
behauptung. 
Bemerkung. Ersetzt man in der Voraussetzung zu Satz 5.2.2 die 
Forderung “N sei eine endliche Menge” durch die Forderung “(~7, @) 
sei eine Unabhdngigkeitsstruktur” so bleibt Satz 5.2.2 richtig, denn die 
minimale Menge N’ existiert such in diesem Fall. 
SATZ 5.2.3. Ist (E, G?) eine Atrstauschstruktur und sind A, B E @ 
endliche Mengen mit 1 A j < 1 B 1, so existiert ein b E B\A mit A U b E CL 
Beweis. Angenommen, es ist B C A. Sei B’ eine Teilmenge von B 
mit 1 B’ 1 = 1 A I. Nach Satz 5.2.2 existiert eine Injektion @ von B’ in 
A mit (A\Wb @) u Db @ = A, d.h. F = A. 1st b E B - B’, so ist b $ A. 
Dies ist ein Widerspruch zur Annahme. Also existiert ein Element 
b E B\A. Daher ist A u b E CL 
DEFINITION. Sei (E, E) ein Mengensystem iiber E. (E, E) he& Matroid, 
falls 
(1) VA(A L B E 6 3 A E e) und 
(2) Sind A, B E C mit j A j < j B j < X, , so existiert ein b E B\A 
mit A u b E CL 
Aus Satz 5.2.3 folgt unmittelbar: 
SATZ 5.2.4. Jede Austauschstruktur ist ein Matroid. 
ERGEBNISSE AUS DER TRANSVERSALENTHEORIE. II 207 
Die Umkehrung von Satz 5.2.4 ist falsch. Sei Bl = w, B, = q\w und 
E = B, u B, . Sei @ = P(B,) U P(BJ U P,(E). Dann ist (E, &) 
ein Matroid, aber keine Austauschstruktur. Denn sei z.B. 
Es ist A = A u B, , B, E E und Bl u w + 1 nicht aus 6. Also ist 
w  + 1 E J\A. Die beiden maximalen Mengen Bl , B, E e haben 
verschiedene Mgchtigkeiten, namlich X, = / B, j und X1 = 1 .B, I. 
DEFINITION. 1st (E, @) ein Mengensystem und B E % ein maximales 
Element aus @ (bzgl. Inklusion), so hei& B Basis von (3. 
SATZ 5.2.5. Hat der Matroid (E, @) endlichen Charakter, so besitzt 
(E, 6) eine Basis und je zwei Basen haben gleiche Mtichtigkeit. 
Beweis. Siehe [8, S. 1211. 
Ein Matroid braucht im allgemeinen keine Basis zu besitzen, eine 
Austauschstruktur ebensowenig. Man betrachte z.B. folgende Austausch- 
struktur: E = w  und e = P,(E). 
SATZ 5.2.6. Hat der Matroid (E, c) endlichen Charakter, so gilt fir 
A,BLE:BCA 3 BcA. 
Beweis. Siehe [8, S. 1201. 
SATZ 5.2.7. Hat der Matroid endlichen Charakter, so gilt fiir jede 
Menge A c E: A = A. 
x - 
Beweis. Angenommen, es existiert ein Element x E A\A. Dann gibt 
es eine Menge B LL A mit B E QZ und B u x. 6 (3. Also ist x E B und nach 
Satz 5.2.6 ist x E A. Widerspruch! 
Wir haben bewiesen, da13 die Begriffe “Unabhdngigkeitsstruktur” und 
“Matroid mit endlichem Charakter” zusammenfallen. Da insbesondere 
jeder endliche Matroid endlichen Charakter hat, ist such jeder endliche 
Matroid eine Austauschstruktur. 
5.3. Austauschstrukturen, die die starke Austauscheigenschaft besitzen 
SATZ 5.3.1. Ist F eine Familie und E die Menge der repriisentierbaren 
Subfamilien von F, so ist G? eine Austauschstruktur. 
Beweis. 1st A E G?, so ist natiirlich A reprgsentierbar, d.h. A E C. 
Sei H C F und sei x = (i, F(i)) E H\H. Dann existiert nach Definition der 
Hiille eine reprdsentierbare Subfamilie H* C H mit H* u x $ (32. Also ist 
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F(i) C n {Wbf I f E IA(H Nach dem Hauptsatz existiert eine kritische 
Subfamilie Gi C H* mit F(i) _C U Wb Gi . Sei G* eine maximal kritische 
Subfamilie von H. Dann ist nach Lemma 3.1.2 P(i) C u Wb G*. Also ist 
(1) u Wb(R\H) _C u Wb G”. 
Angenommen, es existiert ein y E H\B mit y = (j, F(j)). Dann gibt es 
eine Subfamilie H’ _C B mit H’ E CZ und H’ u y $6. Nach dem Hauptsatz 
existiert eine kritische Subfamilie 6’ C H’ mit F(j) _C U Wb G’. Sei 
f E IA und sei 
I”=(i~DbG’Ii~DbH\DbH}, 
I1=(i~DbH\DbKernHji~DbG’~f(i)~UWbG*}, 
12={i~DbH\DbKernHIi~DbG’Af(i)$UWbG*}, 
I3 = {i E Db Kern H 1 i E Db G’}. 
Dann ist (IO, II, 12, 13) eine Partition von Db G’. 
Beh. G* u G’ j’ I2 ist kritisch. 
Sei g E IA( Es ist g ufl’ I2 aus IA(G* u G’ j’ I”). Angenommen, es 
existiert eine Abbildung h E I&G* u G’ i’I”> und ein Sitzenbleiber x 
bzgl. h. Wegen Wb h p Db G* = u Wb G* ist x Ff: u Wb G* und es ist 
WbhrFnIJWbG* = m. Wegen Wbfr1°uWbfrLT1uWbfr13C 
U Wb G* (Lemma 3.1.2 und (1)) und x q! U Wb G* ist 
12’ = hr~2ufr~oufr~~ufr13 
eine i.A. bzgl. G’ mit x E U Wb G’\Wb h’. Dies ist ein Widerspruch zu 
der Tatsache, daI3 G’ kritisch ist. Also ist G* u G’ I’ I2 kritisch. Auf 
Grund der Maximalitat von G* und wegen G’ I’ I2 C H ist I2 = @. Nach 
Lemma 3.1.2 und (1) ist U Wb G’ = Wb f C IJ Wb G*. Daher ist 
F(j) 2 U Wb G* und folglich ist y E H. Widerspruch! Wir haben damit 
R C B beweisen. Wegen W C H gilt die Gleichheit. 
DEFINITION. Sei (E, 6) ein Mengensystem. (I?, (5) hat die starke 
Austauscheigenschaft genau dann, wenn fur alle Mengen A, B E C% gilt: 
AcB~36j(uf,/ABA(B\Wb~)uDb~E~). 
LEMMA 5.3.2. Hat das Mengensystan (E, &) die stavke Austausch- 
eigenschaft, so gilt: 
(1) A, B E CZ A / A j < 1 B / < Et, 3 3b E B\A, AubEOf, 
(2) Je zwei Basen aus (St haben gleiche Miichtigkeit. 
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Beweis. ZU (1). Seien A, B E Q mit 1 A / < 1 B / < K, . Angenommen, 
B C A. Dann existiert eine Injektion von B in A. Widerspruch! Sei 
bEB\A.EsistAubE@. 
ZU (2). Seien B, , B, Basen aus (5 Dann ist B, C B, und B, C & . 
Folglich existiert eine Injektion von B, in B, und eine Injektion von B2 
in B, . Nach dem Satz von SchrSder-Bernstein sind B, , Bz gleichmachtig. 
Nicht jedes Mengensystem (E, CC) mit den Eigenschaften (1) und (2) 
aus Lemma 5.3.2 hat die starke Austauscheigenschaft. Sei z.B. 
B, = {O) x w1 , B2 = (1) x w,,E=B,uB,und~=P(B3uP(B,)u 
P&T). Sei A = {O} x w und B = B, . Dann ist A C B, aber es existiert 
keine Injektion @ von A in B mit (B\Wb @) u Db @ E 6. 
SATZ 5.3.3 (Dlab [2]). Hat der Matroid (E, E) endlichen Charakter, 
so hat (E, (5) die starke Austauscheigenschaft. Dlab bewies sogar: Zu 
je zwei Mengen, A, B E 6! mit A C B existiert eine Injektion @ von A in B 
mit (B\Wb @) u Db 0 E C% und B = (B\Wb @) u Db @. 
SATZ 5.3.4. Ist F eine Famillie und @ die Menge der reprLisentierbaren 
Subfamilien von F, so hat (F, C!?) die starke Austauscheigenschaft. 
Beweis. Seien A, B E 6 mit A L B. Sei G die maximal kritische Sub- 
familie von B. Dann ist nach dem Hauptsatz und Lemma 3.1.2 B\B = 
{(i, F(i)) I i E Db F\Db B A F(i) _C lJ Wb G}. Sei A’ = A\B und sei 
A” = A n G. Es ist A’ C B\B. Zu jedem i E Db A’ definieren wir rekursiv 
einen Zick-Zack (23. Sei g* E IA(B), g = g* P Db G, h E IA(A), zOi = i 
und zli = g-l(h(i)). Sei zni bereits definiert. Ist zmi aus Db G\Db A”, so sei 
z;+~ undefiniert. 1st zni E Db G n Db A”, so sei zi,, = g-l(k(z,“)). 
Angenommen, der Zick-Zack (zni) ist unendlich. Dann ist 
f = (g\{(z,“, gki>> I 1 d n < w>> u {(zni, h(zni)) I 1 < n < w> 
eine i.A. bzgl. G mit g(zl”) $ Wb f. Widerspruch! Daher existiert zu jedem 
Element i E Db A’ eine natiirliche Zahl ni mit zkj .E Db G\Db A”. Die 
Abbildung Qi’ ordne jedem Paar (i, F(i)) das Paar (z”,, , F(zki)) zu. IdAns 
die Identitdt auf A n B, so ist @ = Id,,, u @’ eine Injektion von A 
in B. Es ist 
f= (g*\ LJ {hi, dzni>) I 1 G 12 < 4) U U {hi, Nzni>> I 1 G n < 4 
iEA’ iEA’ 
u {(i, h(i)) [ i E A’) E IA((B\Wb @) u Db @). 
SATZ 5.3.5. Ist F eine Familie, E = u Wb F und E die Menge der 
partiellen Transversalen von F, so ist (E, (5) eine Austawchstruktur, die 
die starke Austauscheigenschaft hat. 
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Beweis durch Dualisierung. Sei FD = ({i E Db F 1 e E F(i)> / e E E) das 
Dual UOPZ F. Es ist & = {A _C Db FD ] FD r A reprasentierbar}. 
KOROLLAR 5.3.6 (Edmonds and Fulkerson). Ist F eine Familie und CL! 
die Menge der partiellen Transversalen van F, so ist (U Wb F, 6) ein 
Matroid. 
DEFINITION. Sei MR(F) die Menge der maximal reprasentierbaren 
Subfamilien von F. 
SATZ 5.3.7. SeiF eine Familie, E = u Wb F und 
E = {S 1 34 E MR(F), 3fe IA(M), S = E\Wbf). 
Dann hat (E, @) die starke Austauscheigenschaft. 
Beweis. 1st G = a, so hat (E, Ot) die starke Austauscheigenschaft. 
Sei daher g # o und ME MR(F). Dann ist nach Korollar 3.1.8 
E = {S 1 3f~ IA(M) S = E\Wbf}. Seien S, , S, E (5: mit S, C $ und sei 
MS, = (M(i)\& / i E Db A4). 
Beh. 1. 1st B E %, x E E, B u x $4 @ und ist B u x C S C E, so ist 
S$E 
Nach Voraussetzung existiert eine Abbildungf E IA(M) mit B = E\Wbf. 
Angenommen, SE CL Dann existiert eine Abbildung g E IA(M) mit 
S = E\Wb g. Wegen B C S ist Wb g C Wbf. Wir definieren rekursiv 
einen unendlichen Zick-Zack (i,Jnsw . Wegen x E E\B ist x E Wbf. Sei 
iO = J-l(x) und sei i, bereits definiert. Dann sei ilz+l = f-‘( g(Q). Es ist 
h = (f\G ,fGJ> I 1% E4) u ((in , g&J) I ~1 E 4 
eine i.A. bzgl. M mit E\Wb lz = B u x. Also ist B u x E 6. Widerspruch! 
Beh. 2. z\S, = u Wb Kern ‘MS, . Wegen IA(Ms2) # m bleibt nach 
dem Hauptsatz nur 
zu beweisen. Nach Beh. 1 gilt: x E z\S, * Sz v x $ ti. Wiederum nach 
Beh. 1 gilt: S2 u x $6 * x E n {Wbf 1 f E IA(Ms2)}. Damit ist Beh. 2 
bewiesen. 
Also ist S, _C S2 u (g\S,) = S, w IJ Wb Kern MsB. Es ist S, n 
u Wb Kern MS, = ia. Sei S,’ = S, n Ij Wb Kern MS, und Szl = S,\S, . 
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Wir definieren eine Injektion @ von S,’ in &’ wie folgt: Sei x ES,‘. Wir 
definieren zunachst einen Zick-Zack (z,~). Seien fi , fi E IA(M) mit 
S, = E\Wb fi , S, = E\Wb fi und sei z,,” = x. Sei z,” $ S, n S, bereits 
definiert. 1st z,” E &‘, so sei .z:+~ undefiniert. 1st z,” # &‘, so sei 
a: z,+~ = h.(fi-l(znzN. Es ist z”,+~ #S, n S, . Angenommen, (znx) ist eine 
unendliche Folge. Dann ist 
g = G\{(f,‘(zn”>> z,3 I f7 E 4 ” {(.mz?z--% ZZ,l) I n E w> 
eine i.A. bzgl. MS, . Folglich ist g r (Db Kern M,z) aus I/l(Kern 1M,J 
und z,,= $ Wb g r (Db Kern Msz). Dies ist ein Widerspruch zur Tatsache, 
da13 Kern MS, kritisch ist. Also ist (z,“) eine endliche Folge. Sei zz. E S,‘. 
Die Funktion @ sei definiert durch D(x) = zz. fiir x E S,‘. Es ist @ eine 
Injektion von S,’ in S,‘. Sei 
{W(Z7z”>> zTLZ) I n < %J 1 ” u tK1(Zna>, z:+,> / n < %J. 1’ S&S,’ 
Dann ist (S,\Wb @) v Db CO = E\Wb h. 
5.4. Der Hauptsatz fiir Unabhiingigkeitsstrukturen 
1st (E, g) ein Mengensystem iiber E und A C E, so sei C? n A = 
{B n A 1 B E (I%}. 
DEFINITION. Sei (E, E) ein Mengensystem iiber E und F eine Familie 
von Teilmengen von E. F heiljt kritisch, falls (I) TR(F, C%) # o und 
(2) VT E TR(F, C.Q (T ist Basis in (3 n (J Wb F). 
1st (E, 67) eine Unabhangigkeitsstruktur und F eine Familie von Teil- 
mengen von E mit TR(F, C) # ia, so werden wir in diesem Abschnitt 
den Term n (T 1 T E TR(F, Q?))> berechnen. Die Bedeutung des Terms 
n { 7; 1 T E TR(F, C)} haben wir bereits in dem Korollar 51.4 aufgezeigt. 
Fur die folgenden Sdtze sei mit Nachdruck auf die Arbeit von Aigner 
und Dowling [l] verwiesen. Wir iibernehmen einige Lemmata aus [l]. 
LEMMA 5.4.1. 1st (E, (5) eine Austauschstruktur, B E (5, b E B und 
(B\b) u a = B, so ist (B\b) U a E 6% 
Beweis. Es ist B\b E C?. Angenommen, a E B\b. Dann ist B\b C 
(B\b) u a und (B\b) u a C B\b. Also ist B\b = (B\b) u a = B. Daher 
ist b 6 B\b = iC? und b E i3. Widerspruch! 
58za/20/2-6 
212 KARSTEN STEFFENS 
LEMMA 5.4.2. Ist (E, (5) eine Unabhiingigkeitsstruktur, C E (3 und 
sind B, , B, Teilmengen von C, so gilt: 
Bl n B, = Bl n B, _ 
Beweis. Die Inklusion “3” ist trivial. Sei x 6 Bl n Bz , d.h. x q! B, n Bz 
und (Bl n B,) u x E 6% 1st x $ B,, so ist x $ & n B, und dieBehauptung 
ist bewiesen. Sei x E B, . 1st x E B1 , so ist B, v x E 65 und x $ Bz . Also 
ist x $ & . Sei daher x $ B, . Wegen B, u Bz E @ ist x $ B, . Da & endlichen 
Charakter hat, existiert bereits eine minimale, endliche Menge MC B, 
mit x E ii;-I. Wegen (B, n B,) u x aus OZ existiert ein Element y aus 
M\(B, n B,). Nach dem Beweis von Satz 5.2.2 (die Endlichkeit der 
Menge N werde durch die endliche Charaktereigenschaft von @ ersetzt) ist 
((4 u B,)\Y) CJ x = -4 ” 4 
und nach Lemma 5.4.1 ist ((B, u B,)\y) U x aus @. Also ist B, LJ x E 0: 
und folglich ist x $ & . 
DEFINITION. Sei (E, t%) eine Unabhangigkeitsstruktur, B E (3 und 
x E B. Nach Lemma 5.4.2 existiert genau eine minimale Teilmenge 
D(x, B) _C B mit x E D(x, B). D(x, B) wollen wir die Darstellung van x 
in B nennen. 
DEFINITION. 1st (E, (Z) eine Unabhlngigkeitsstruktur, F = (F(i) j i E I) 
eine Familie von Teilmengen von E und f E IA(F, Q, so heil3t die Folge 
Z = G, , -G , x,‘, Bn)n<k~w 
ein Zick-Zack bzgl. fund e genau dann, wenn gilt: 
(1) Vn < k(in EI), 
(2) Vn, m < k(n f m * i, # i,,), 
(3 vn < 4ftQ = 4, 
(4) Vn < k - 1(x;+, E (W,,) n Wb\Uign, 
(5) x,,’ E Wb f, 
(6) Vn -C Wn = WL’, Wbf)\Uicn &I, 
(7) Vn < k(x, E B,). 
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LEMMA 5.4.3. Ist (E, %) eine Unabhiingigkeitsstruktur, F = (F(i) I i E I) 
eine Familie von Teilmengen von E, f E IA(F, %) und ist 
z = (GL 3 xn , xv&‘, wn<rc<uJ 
ein endlicher Zick-Zack bzgl. F und E, so gilt: 
(1) (Unck B,\{x, I 1 < n < 4) U {x,’ I 1 d n < 4 = Unck B, 
(2) (Wbf\(x, 1 1 < y1 < k)) u (x,’ / 1 G n < k) E B. 
Beweis. Sei fiir n < k, B,* = lJicn Bi . Dann gilt: 
(a) Vn(1 < n < k * x, E B,*\Bz-,) und 
(b) Vn(1 < n < k 3 x,’ E p\B,). 
Sei fiir n < k, C, = (Bn*\{xi / 1 d i < n}) U {xi’ I 1 < i < n}. 
Beh. 1. Vn(1 <n<k+c=B,“). 
Beweis durch Induktion iiber n. I.A. n = 1. Zu zeigen: 
(B,“\x,) u xl’ = B,“. 
“C.” Nach (b) ist x1’ E B,*. 
- 
“2.” Wegen x1’ E B,* und x1’ $ B,*\x, folgt 
aus der Austauscheigenschaft x1 E (Bl *\q) u x,‘. 
IS. Sei die Beh. 1 richtig fiir n - 1 mit n 3 2. Sei 
D, = B,*\{xi / 1 < i < n - I>) U {xi’ j 1 < i < n - 1) = B, u Cnel. 
Es ist (D,\x,) U x,’ = C, . AuBerdem gilt: 
0, = B, u C,-, = B, u C,-, = B,jfl = B, u B;-_, = B,“. 
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Ebenso beweist man: 
--____I ---== 
D,\x, = (B,\x,) ” C,-, = (Bn\xn) ” c,-, = (B,b,) ” q-1 
= (Bn\xn) u B;-, = B,*\x, . 
- 
Wir beweisen, da13 D, = (D,\x,) u xn’ ist. ‘C” Es ist nach (b) 
-- 
xn’ E B,* = D, und xn’ $ Bn*/x, = Dn\x, . Die Austauscheigenschaft 
-- 
ergibt x, E (Dn\xlz) u xn’. ‘3.” Nach (b) ist xn’ E B,* = D, . 
_ - 
Insgesamt ergibt sich: B,* = D, = (Dn\xn) U xn’ = c. Damit ist 
Beh. 1 bewiesen. 
Beh. 2. V’n(1 <n<ka(Wbf\{xJl <i<n>)U{xi’Il <i<n) 
ist aus (5). 
Beweis durch Induktion iiber n. I.A. n = 1. Angenommen, (Wbf\x,) u 
x1’ $ QT. Dann ist x1’ E Wb f\x, . Wegen x1’ E B,” ist x1’ E B,* A Wb f\xl = 
B,* n (Wbf\x,) = B,*\x,. Dies ist ein Widerspruch zu (b). 
I.S. Sei die Beh. richtig fur n - 1. Angenommen, 
(Wbf\{xi 1 1 < i < n}) U (xi’ / 1 < i < n} $ E. 
Nach Induktionsvoraussetzung ist 
(Wblbf\(x,ll <i<n})U(xi’Il <i<<n)E&. 
Also ist 
x,‘E(Wbf\(xJl <i<n})u(xi’ll <i<n}. 
Wegen x,’ E B,* = D, (I.$. von Beh. l), der Induktionsvoraussetzung, 
Lemma 5.4.2 und (a) ist xn’ E Dn\x, = B,*\x, . Widerspruch zu (b)! 
DEFINITION. rl? sei die n-te Projektionsfunktion, z.B. sei 
4, , x, , x,‘, &> = i, . 
SATZ 5.4.4. Sei (E, C) eine UnabhCngigkeitsstruktur und sei 
F = (F(i) [ i E I) eine Farnilie von Teilmengen von E mit TR(F, %) # .@. 
Dann ist n {T I T E TR(F, Q!)} = u {u Wb G j G L F kritisch bzgl. (5;). 
Beweis. “1.” Sei f E IA(F, e) und T = Wbf. Sei G C Fkritisch bzgl. (5;. 
Dann ist fr Db G EIA(G, @) und Wbfr Db G ist eine Basis von 
CZnuWbG.AlsoistlJWbG=WbfrDbGCWbf= T. 
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“2.” Sei w E fi (T / T E TR(F, E)>, f E I&F, (3) und B = D(w, Wbf). 
Sei 3 die Menge aller Zick-Zacks bzgl.fund C? mit folgender Eigenschaft: 
1st 2 E 3 und Z(0) = (i, , x0, x,,‘, B,), so ist x,,’ = w und B, = B. Sei 
J die Menge aller i E I zu denen ein Zick-Zack Z E 3 und eine natiirliche 
Zahl n E w existiert mit Z(n) = (i, , x, , xn’, Bn) und i EJ-I[B~]. 
Beh. 1. Wbfr J ist maximal in C% n UWbFr J. 
Angenommen, Wb f j’ J ist nicht maximal in g n u Wb F r J. Dann 
existiert ein Element y E lJ Wb F P J\Wb fr J mit Wbf r J u y E C$. Es gibt 
nach Konstruktion von J einen Zick-Zack Z E 3, eine Zahl n E w mit 
-W> = (in , x, , h’, B,) und ein i, ~f-l[B~] mit y EF(&,). Angenommen, -- 
y # Wb f. Sei fur 1 < n 
Z’W = (4, , fG3, G’, B,), 
= m, 
Dann ist Z’ E 3. Es ist nach Lemma 5.4.3 
fur 1 = n, 
fiir 1 < n. 
12 = (f\@L ,f&)> I l < n A 4 = ~,Z’(O)) 
U ((i2 , x;+~) j I < a - 1 h il = r,Z’(f) A x;+~ = 7r,Z’(Z $ 1)) 
U {G, , Y)> 
eine i.A. mit (Wb h\y) U x,, = Wb f und (Wb h\y) U x0 E QY (x0 = r&‘(O)). 
Also ist Wb h u x,, E G. Angenommen, w E Wb h. Wegen w E B, 
Wbizux,E@undBCWbhux,folgtausLemma5.4.2wEWbh n B = 
B\x,, . Widerspruch zur Definition von B. Daher ist w $ Wb h. Dies ist 
ein Widerspruch zu W’E n {T I T E TR(F, %)}. Also ist y E Wbf. Wegen 
y#WbfrJistD(y,Wbf)gWbfPJ.Sei 
B w-1 = W, Wbf)\Wbf i’ J, G,I E Bw 
in+I = f-Y+d. Dann ist Z’ u {(n + 1, (in+, , x,+1 , Y, B,,+dN aus 3 
und folglich ist f-l[Bn+l] G J. Also ist y E Wbfr J. Widerspruch! Daher 
istWbf~Jmaximalin~nlJWbP[‘J, 
Beh. 2. F /’ J ist kritisch bzgl. C%:. 
Angenommen, es existiert eine Abbildung g E IA(F r J, 6!) und ein 
Element y E lJ Wb F i’J\Wbg. Nach Beh. 1 ist y E lJ Wb f r J. Sei 
K = f-‘[o( y, Wbfr J)]. Zu jedem k E K existiert ein Zick-Zack Zk E 3 
und eine nattirliche Zahl nfi mit Db ZL = n, + 1 und k EJr+r4Zk(nlc)]. 
Sei ftir k E K W, = f-l[lJlcn, maZk(l)] und sei i E W, . Dann existiert 
genau eine natiirliche Zahl Ii mit i E ‘TT~Z*(Q. Zu jedem k E K und zu 
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jedem i E WT6 definieren wir rekursiv einen lokalfiniten Baum Tk,i wie 
folgt: Sei Q,, = ((O,f(i))} und 52, = {O,,}. 1st g(i) $ u+ rJ”(l), so sei 
Bz~+~(%) = &di), Wbfr J)\ U 430 
I<& 
und 53, = {QOnx I x E B,i+l(@O)}. Sei Y ~33~ . 1st 
so sei 
B1,+2W~ = m(f-YwN> Wbfr a\( &I, %mo ” ~~~+lchJ) 
-.z 
und A](Y) = (Fx 1 x E B,I+,(Y)}. Dann sei 52, = &JI~ R&P). Sei fi.ir 
2 < n 53, bereits definiert und sei fiir YE $3, und 1 < t < n BzI+,(Yj’ t) 
bereits definiert. 1st 
so sei 
Bzi+(n+l)(y) = Ndf-‘(Wk Wbfr 4\( g GY) ” I<~cn Bli+Kr 0) 
1% \, 
und %dW = {ynx I x E Bz~+(,+~Y)I. Es sei %+1 = U+R, fin+l(yl. 
Da nach Voraussetzung @ endlichen Charakter hat, ist Tk,i = unew !A, 
zusammen mit der Inklusion C ein lokalfiniter Baum. 
Beh. 3k E K3i E Wrc , TLvi ist unendlich. 
Angenommen, fiir jedes k E K und jedes i E W, ist der BaumTksi endlich. 
Da t!! endlichen Charakter hat, ist die Menge 
A4 = ((k, i) / k E K A i E W,j 
endlich. Also ist 
J* = u ” {f-l[Wb ‘p] / @ E Tkvi) 
(k,IjEM 
eine endliche Teilmenge von J. Es ist Wb g p J* _C Wbf p J*. Da E 
endlichen Charakter hat, hat such t-5 n Wb f r J* endlichen Chad&r 
und folglich haben je zwei Basen aus (5 n Wb f p J* gleiche Mii&tigk&. 
Wegen Wbgi‘J*EE und IWbgpJ*j =\J*j =IWbfpJ*\ ist 
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Wb g r J* = Wb f r J*. Daher ist y E Wb g r J*. Widersprttch! Also ist 
fur ein Paar (k, i) E A4 der Baum Tksi unendlich. Nach dem Unendlichkeits- 
lemma von D. Kijnig (Lemma 1.1.1) existiert in T1”si ein unendlicher 
Weg (Zweig) (U,>,,, mit YO = GO . Wir definieren einen Zick-Zack 
Z E 3 folgendermafien: es ist Z(Z) = Zk(E) fur I < li und Z(&) = 
(i,f(i), lirgZk(Zi), n4Zk(Zi)). Es sei fur 1 < n . 
ZG f 4 = (f-V&~>>, y&d, d.PIP,-l(n - l>>>, &i+,(yn-l)). 
Schreiben wir zur Abkiirzung fur diesen Zick-Zack Z(Z) = (il , xr , xl’, B,), 
so gilt nach Lemma 5.4.3 
VI < w  (Wbf\{x, I 1 < i < I}) u {xi’ / 1 < i < Z> E (I% 
Da @ endlichen Charakter hat, ist such 
Sei 
(Wbf\(xi j 1 < i < w}) u {xi’ 1 1 < i < OJ> E E. 
h = (f\Kh ,f(iJ) I 1 < w  * iz = GV))) 
U ((it , x;+~) I I < w  A il = n,Z(Z) A x;+l = rr,Z(Z + I)>. 
Es ist h eine i.A. bzgl. F mit Wb h u x0 E g. Daher folgt genau wie im 
Beweis zu Beh. 1, w  $ Wb h. Widerspruch! 
KOROLLAR 5.4.5. Sei (E, e) eine Unabhiingigkeitsstruktur and sei 
F = (F(i) I i E I) eine Familie von Teilmengen von E mit TR(F, ti) # ,B. 
Dann ist 0 (T 1 T E TR(F, e))> = U Wb Kern F. 
DEFINITION. 1st (E, E) ein Mengensystem iiber E und A C IT, so sei 
r(A) = sup{] XI I X_CA A XE@ 
r(A) heiI3t der Rang von A. A heif3t Rang-endlich, falls v(A) < X, ist. 
SATZ 5.4.6 (Rado [91). Ist (E, @) ein Matvoid mit endlichem Charakter 
und F eine Familie von lauter endlichen Teilmengen von E, so ist 
TR(F, (3) f m genau dann, wenn gilt: 
VJCDbE I JI O(UWbFPJ). 
Die folgende Verallgemeinerung des Rado’schen Satzes stammt von 
J. H. Mason. 
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KATZ 5.4.7. Ist (E, 6) eine Unabhiingigkeitsstruktur und F eine Familie 
mit lauter Rang-endlichen Teilmengen von E, so ist TR(F, @) # D genau 
dann, wenn gilt: 
Beweis. Siehe [X, S. 971. 
1st (E, E) ein Mengensystem, F eine Familie von Teilmengen von E 
und A4 C F, so heil3t M maximal repriisentierbar, falls IA(M, 6) i ,@ 
und VH C F(M $ H * M(H, @) = ia). 
LEMMA 5.4.8. Ist (E, CZ) eine Unabhiingigkeitsstruktur und F eine 
Familie von Teilmengen von E mit nur endlich vielen Rang-unendlichen 
Mitgliedern, so besitzt F eine maximal reprasentierbare Subfamilie. 
Beweis durch Induktion iiber die Anzahl der Rang-unendlichen Mitglieder. 
Besitzt F kein Rang-unendliches Mitglied und ist S3 eine C-aufsteigende 
Kette von reprdsentierbaren Subfamilien von F, so ist nach Satz 5.4.7 
TR(U J3, @) + m. Nach Zorn’s Lemma besitzt F eine maximal 
reprdsentierbare Subfamilie. Der Induktionsschlufl ist trivial. 
KOROLLAR 5.4.9. 1st (E, (3) eine Unabhiingigkeitsstruktur und F eine 
Familie von Teilmengen von E mit nur endlich vielen Rang-unendlichen 
Mitgliedern, so ist TR(F, CC) # o genau dann, wenn 
T 3G C F 3 E Db F\Db G (F(i) C u Wb G A G kritisch bzgl. @). 
Beweis. Natiirlich ist das Kriterium notwendig. Beweisen wir die 
andere Richtung. Angenommen, TR(F, E) = m. Nach Lemma 5.4.8 
besitzt F eine maximal reprasentierbare Subfamilie M 2 F. Sei 
i E Db F\Db M. Dann ist F(i) C f-j {T 1 T e TR(M, a))> = lJ Wb Kern M 
(Korolfar 5.4.5). 
Milner [7] und der Autor haben unabhangig voneinander den Satz 5.4.4 
bewiesen. In [7] zeigt Milner mit Hilfe von Satz 5.4.4, da13 das Korollar 
5.4.9 such fur abzdhlbare Familien richtig ist. 
6. ANZAHLUNTERSUCHUNGEN VON TRANSVERSALEN UND INJEKTIVEN 
AUSWAHLFWNKTIONEN AN AEZ;~HLBAR UNENDLICHEN HALL-FAMILIEN 
1st F eine abzahlbare Familie mit lauter endlichen Mitgliedern, so kann 
man folgende Fragen stellen: Wieviele i.A. besitzt F? Wieviele Trans- 
versalen? Kann man diejenigen Familien F charakterisieren, die 2Q-viele 
Transversalen besitzen? usw. Diese Fragen wollen wir in diesem Kapitel 
naher untersuchen. 
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Eine Halbordnung (T, <) hei& ein Baum, falls ftir alle x E T, 
9 = { y E T 1 y < x} bzgl. < r 2 wohlgeordnet ist. 1st x E T, so hei& der 
Ordnungstyp von 9 die Ordnung zl~n x, geschrieben o(x). Die Menge 
S, = {x E T 1 o(x) = a> he& die Stufe 01. Unter der Liinge des Baumes T 
Z(T) verstehen wir die Ordinalzahl sup(@) + 1 / x E T). Ein ol-Baum 
ist ein Baum der Lange 01. Ein Zweig ist eine maximale Kette im Baum T. 
Ein ol-Zweig ist ein Zweig der Lange 01. Ein Baum hei& loka@nit, falls 
jedes Element x E T nur endlich viele unmittelbare Nachfolger besitzt 
und S, endlich ist. Besteht eine Familie F nur aus endlichen Mitgliedern, 
so heil3t F Hall-Familie. Eine X, Hall-Familie ist eine abzlhlbar unendliche 
Hall-Familie. 
6.1. Topologische Eigenschaften 
Sei F = (F(n) j n E w) eine Familie. Dann definieren wir die Intervall- 
topologie TopF wie folgt: 1st f E nne, F(n) und k E w, so sei 
Es sei U: eine Menge von Umgebungsbasen ftir die Topologie Top, . 
LEMMA 6.1 .l. Sei F = (F(n) 1 n E W) eine K, Hall-Fbmilie. Ist 
A c IYIn,, F(n) abgeschlossen in Top,, so ist entweder ] A j < Et, oder 
1 A I = 2Q. 
Beweis (vgl. [4]). Wir definieren einen lokalfiniten o-Baum T durch 
T = lJnEw {fr n I f~ nn,, F(n)} und sind X, y E T, so sei x < y + x _C y. 
(T, <) ist ein w-Baum und er ist lokalfinit, da alle Familienmitglieder 
F(n) endlich sind. Sei 
TA = u {fi’n If~4. 
TEW 
1st {x, / n E w} ein w-Zweig aus TA , so ist auf Grund der Abgeschlossenheit 
von A lJnsA x, E A. Die Abbildung, die jedem w-Zweig {x, j n E W} aus 
TA das Element lJnow x, zuordnet, ist eine Bijektion von der Menge 
der w-Zweige aus TA auf A. 1st X, < / A 1, so besitzt der Baum TA , 
nach einem Argument von Th. Kaluza, 2Q-viele o-Zweige. Also ist 
1 A I = 2Ko. 
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LEMMA 6.1.2. 1st F = (F(n) j n E W) eine 8, Hall-Familie, so ist IA(F) 
abgeschlossen in Top, . 
Beweis. Sei f E l&, F(n) und sei fur jedes k E w  I,,, n IA(F) # m. 
Zu jedem k E w wahle man eine Funktion g, E I,,, n IA(F) aus. Wegen 
g, ; k = fr k ist lJlcGO, g r k = J Also ist fE IA(F). 
SATZ 6.1.3. Ist F eine K, Hall-Familie, so ist entweder ( IA(F)\ < N, 
oder 1 IA(F)1 = 2No. 
SATZ 6.1.4. Ist F = (F(n) / n E w) eine Familie und sind nicht fast alle 
Familienmitglieder paarweise disjunkt, so ist IA(F) nirgends dicht in 
llnEw F(n). 
Beweis. Sei f ein innerer Punkt von IA(F). Dann existiert eine nattirliche 
Zahl y1 E OJ mit I,,, C IA(F). Sei g E JJIngiCw F(i). Es ist fi’ n u g aus I,,, 
und folglich istfr n u g aus IA(F). Also ist g E fA(F I’ o\rz). Dann gilt aber 
fur alle k, I 3 n: 
k f I 2 F(n) n F(Z) = m . 
Bemerkung. 1st F eine H, Hall-Familie und ist / IA(F)/ = 2Ko , so ist 
La. nicht IA(F)O f m (d.h. IA(F) mu8 nicht notwendigerweise einen 
inneren Punkt besitzen). Man betrachte die Familie 
F = ((0, I;..., n + l> 1 n E ~0). 
6.2. Transversalen 
1st F eine Familie und S C U Wb F, so heil3t S eine Sitzenbleibermenge, 
falls eine Transversale T E TR(F) existiert mit S = lJ Wb F\T. Sei 
SB(F) = (5’ 1 5’ ist eine Sitzenbleibermenge von F}. 1st s E U Wb F ein 
Element einer Sitzenbleibermenge von F, so heil3t s Sitzenbleiber. 1st T 
eine Transversale, so ist lJ Wb F\T eine Sitzenbleibermenge und ist S 
eine Sitzenbleibermenge, so ist lJ Wb F\S eine Transversale. Definiert 
man auf IA(F) eine I?jquivalenzrelation durch fi -f2 0 Wbfi = Wb& , 
so ist 1 TR(F)[ gleich der Anzahl der Restklassen bzgl. N auf IA(F). 
SATZ 6.2.1. Sei F eine No Hall-Familie. Dann gilt: 
/ TR(F)I = ~“‘*WESB(F)ISI = No. 
Beweis. “ + .” Angenommen, jede Sitzenbleibermenge S ist endlich. 
Wegen I lJ Wb F / < R3, ist die Menge der endlichen Teilmengen von 
U Wb F hiichtens abzahlbar unendlich. Also ist I SB(F)I < 8, und folglich 
ist ( TR(F)I < No. 
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“&&,, Sei S eine unendliche Sitzenbleibermenge. Wir definieren 
rekursiv zwei Folgen (s&~ und (QksW . Sei i0 das kleinste Element aus 
(i E w  / F(i) n S f ,@‘a> und sei s,, ein Element aus F(&) n S. Es seien ih 
und sI, bereits definiert. Da S unendlich ist, aber alle Mitglieder von F 
endlich sind, existiert ein i E w  mit ij < i fiir 0 & j < k und 
(S\(sj I 0 < j < k}) n F(i) # m . 
Sei i&+, die kleinste natiirliche Zahl mit dieser Eigenschaft und sei 
.yktl ein Element aus (S\(q / 0 < j < k)) n F(i,+,). Zu jeder Folge F 
von w  in (0, l} definiere man 
g&J = h(t& falls y(k) = 0, 
= Sk 2 falls q(k) = 1, 
fur ein fest-gewahltes Element f0 E IA(F) mit S = u Wb F\Wb f0 . Dann 
ist mit I = (ik / k E w} (fO r w\l) u g eine i.A. bzgl. F. Sind y1 , vz zwei 
verschiedene Abbildungen von o in (0, I} und sind g, , g, die zugehiirigen 
Abbildungen, so ist Wb gl # Wb g, . Daher ist ) TR(F)J = 2Xo. 
KOROLLAR 6.2.2. Ist F eine X, Hall-Familie, so ist 1 TR(F)] < tt, oder 
[ TR(F)I = 2Q. 
Beweis. Sei 1 TR(F)I > X, . Dann ist / SB(F)J > N, . Also existiert 
eine unendliche Sitzenbleibermenge und nach Satz 6.2.1 ist 1 TR(F)J = 280. 
LEMMA 6.2.3. Sei F = (F(i) / i E I) eine unendliche Hall-Familie. Existiert 
zu jeder natiirlichen Zahl n eine natiirliche Zahl k, so da&’ fiir alle Mengen 
J C I gilt 
~~WbFPJ~3lJL fiir I J I < k, 
3 I JI +rz, fiir / J I > k, 
so besitzt F eine i.A. g mit I U Wb F\Wb g I > N, . 
Beweis. Wir beweisen, da13 unter obiger Voraussetzung zu jeder 
natiirlichen Zahl n E o eine i.A. f existiert mit j u Wb F\Wbf I 2 n. 
Die Behauptung folgt dann aus Satz 1.3.2. 
Induktionsanfang y1 = 0. Nach dem Satz von Hall (Korollar 1.2.7) 
besitzt F eine i.A. f und natiirlich ist / U Wb F\Wb f I >, 0. 
Induktionsschlu& Sei die Behauptung richtig fur n und sei Feine Familie, 
die den Voraussetzungen fiir n + 1 geniigt. Angenommen, fur jede i.A. f 
bzgl. F ist / u Wb F\Wb f I < n + 1. Nach Induktionsvoraussetzung 
existiert eine Abbildung g E IA(F) mit / U Wb F\Wb g ] = N. Auf Grund 
unserer Annahme ist die Familie F’ = (F(i)\(U Wb F\Wb g) 1 i E I) 
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kritisch. Nach dem Hauptsatz ist F’ gleich der Vereinigung aller endlichen, 
kritischen Subfamilien. Sei k bzgl. n + 1 laut Voraussetzung gewllt, 
sei G’ eine endliche, kritische Subfamilie mit k < 1 G’ / und sei J’ = Db G’. 
DannistIUWbFrJ’j <IJ’I+n<!J’I+(n$l)einWiderspruch 
zur Voraussetzung. 
KOROLLAR 6.2.4. Sei F eine X, Hall-Familie. Existiert zu jeder 
natiirlichen Zahl n eine natiirliche Zahl k, so daJ fir alle J C Db F gilt: 
IUWbf’PJ/ >lJl, fiir I J j < k, 
3 1 J j + II, j%r j J 1 2 k, 
so ist 1 TR(F)J = 2No. 
KATZ 6.2.5. 1st F eine N, Hall-Familie, so gilt: 
/TR(F)j <R,*3k~o VSESB(F)/SI <k. 
Der Beweis ergibt sich aus Satz 1.3.2, Satz 6.2.1 und Korollar 6.2.2. 
SATZ 6.2.6. Sei F eine N, Hall-Familie und IA(F) # m. Dann gilt: 
j TR(F)I < R,, 0 I F\Kern F I < K, . 
Beweis. “ +” trivial. “ *.” Es ist U SB(F) = u Wb F\fl TR(F). Nach 
dem Hauptsatz ist n 7X(F) = u Wb Kern F. Also ist u SB(F) = 
u Wb F\U Wb Kern F. Sei j TR(F)I < X, . Dann ist j SB(F)j < $, . 
Nach Satz 6.2.1 ist jedes Element aus SB(F) endlich. Daher ist (J SB(F) 
endlich und folglich ist U Wb F\u Wb Kern gendlich. Wegen IA(F) # o 
ist Kern F kritisch. Also mu13 j F\Kern F I < K, sein, da sonst F keine 
i.A. besitzt. 
SATZ 6.2.7. Sei F, eine X, Hall-Familie und IA(F) f 0. Dann gilt: 
j 2X(F)] = N, 0 
(I) 3kEw VSESB(F)/SI <k 
(2) I F\Kern F I = X, . 
Bemerkung. Besitzt eine X, Hall-Familie keine kritische Subfamilie, 
so besitzt sie unendlich viele Transversalen (Satz 1.2.6 und Satz 6.2.6). 
Ein Beispiel: Sei fur n E LC) F(n) = (0, I,..., n + I>. Die Familie F besitzt 
keine kritische Subfamilie, abzahlbar viele Transversalen und 2#o-viele 
injektive Auswahlfunktionen. 
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DEFINITION. Sei F eine Familie und f~ IA(F). f hei& gift, falls 
Wbf = u Wb F ist. (Alle Mddchen werden verheiratet!) 
LEMMA 6.2.8. Sei F = (F(n) 1 n E W) eine X, Hall-Far&e und 
1 TR(F)J = 2Ko. Dann ist jede gute i.A. ein Hiillfimgspunkt von IA(F) 
in Top,. 
Beweis. Sei g eine gute i.A. bzgl. F. Wegen 1 TR(F)/ = 2No existiert 
nach Satz 6.2.1 eine i.A. f bzgl. F mit / u Wb F\Wbf I = X, . Wir 
definieren rekursiv eine Folge (f,JnEw von injektiven Auswahlfunktionen 
und eine Folge (k&,, von natiirlichen Zahlen. Seif, = fund sei fn bereits 
defrniert mit / lJ Wb F\Wb fn j = N, . Wir definieren k, als die kfeinste 
Zahl i E w mitf,(i) # g(i). 1st Z die Menge der ganzen Zahlen, so definieren 
wir rekursiv eine Funktion (z,),,~~~ . Sei z,, = k, und sei z, E w mit 
Y E w bereits definiert. Da g eine gite i.A. ist, ist fn(z,) E Wb g. Es sei 
z v-+1 = .PcMzJ>. 
Fall 1. Es existiert eine Zahl s E w mit g-I( f(zJ) = z0 . Dann sei 
fn+l = (fn\{(zr , f(4) I r 6 4) u {(zr , g(4) I r 6 4 und Ll die kleinste 
Zahl i E w mit fn+l(i) # g(i). Dann ist k, < k,+l und wegen Wb fn = 
Wbf,,, ist j lJ Wb F\Wb fn+l 1 = K, . 
Fall 2. Es existiert keine Zahl s E w mit g-‘(f(z,)) = z, . Sei z-, 
fur ein n E w bereits definiert. 1st g(z-,) $ Wbf, so sei z-(~+~) undefiniert. 
1st g(z-,) E Wbf, so sei z-(,+~) = f-I( g(z-,)). Sei A = Db(z,), sei 
fn+l = (fn\{(zr ,f(zJ) I r E -4) u {(G , g(4) I r E 4 und sei kfl die 
kleinste Zahl i E w  mitfn+l(i) # g(i). Da die Abbildungf,,, hiichstens einen 
Sitzenbleiber weniger‘hat als die Abbildungf, , ist 1 IJ Wb F\Wbf,+l / = 
K, . AuBerdem ist k, < k,+l. 
Hierdurch seien die Folgen (fJnEw , (k,),,, definiert. Tst 2 E w, so 
existiert eine Zahl n E w mit I < k, , g P k, = fn P k, und g&J f fn(kn). 
Also ist g ein Haufungspunkt in Top,. 
Bemeukung. Sei F(0) = (1,2), F(1) = {l, 3,4] und sei fur 2 < n 
F(U) = (n + 1, y1 + 2, n + 3). Wir definieren eine i.A. f durch f(0) = 1, 
f(1) = 3 und f(n) = n + 2 fur 2 < n. Es ist 1 TR(F)J 3 &, und f ist 
ein Haufungspunkt von IA(F). Aber es ist f nicht gut, denn es ist 
2 E U Wb F\Wbf. 
6.3. Injektive Auswahlfunktionen 
LEMMA 6.3.1 (Mannaster and Rosenstein [5]). Ist F eine Familie, 
besizt jedes FamiIiePzmitglied mindestens zwei verschiedene Elemente und 
ist IA(F) + ,@, so besitzt F zwei uerschiedene injektive Al~swahlfunktio~len. 
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Aus dem Lemma 6.3.1 folgt unmittelbar: 
SATZ 6.3.2. Sei F = (F(i) 1 i E I) eine Familie. Dunn gilt: Es ist 
/ IA(F)1 = 1 genau dann, wenn eine Ordinalzahl 01 und eine Bijektion @ 
von 01 auf I existiert mit / F(@(O))I = 1 und 
In dem folgenden Abschnitt charakterisieren wir diejenigen N, Hall- 
Familien, die endlich viele i.A. besitzen. 
DEFINITION. Sei F = (F(i) / i E I) eine kritische Hall-Familie. Nach 
dem Hauptsatz ist F = lJ {G C F 1 G kritisch A 1 G 1 < rS,,}. Wir definieren 
rekursiv zwei Folgen (F,) und (‘9&J. Sei 
F0 = F, 9X0 = (G C F / G # m kritisch A G C-minimal}. 
Seien F, , 9X, bereits definiert. Dann sei 
F a+1 = V’,),mn = (F,(i)\u Wb u mm, / i E Db F, A F,(i) $ u Wb u !&), 
m n+l = (G C F,,, / G f m kritisch A G C-minimal}. 
Sei 9X)32, = Une, !I& . 
Beh. 1. VG E I)X,(G kritisch) und ‘v’n E w(F, kritisch). 
Beh. 2. VG,,G,E%&(G,#G, =>DbG,nDbG,= 0 A UWbG,n 
U Wb G, = a). 
Der Beweis von Behauptung 2 ergibt sich aus Satz 4.1 und Satz 4.3. 
Beh. 3. 1st G C F kritisch und endlich, so existieren Mengen 
G ,, ,..., G,-, E 9X, mit Db G = Db Uisn Gi und lJ Wb G = lJ Wb UiEn Gi . 
Beh. 4. (J %Rmp ist eine Familie, Db lJ %UJz, = I = Db F, Vi E I 
U Y&(i) C F(i), IA(U %J&) = IA(F). 
SATZ 6.3.3. Sei F eine X, Hall-Familie, die eine i.A. besit.zt. Dunn 
gilt: I IA(F)1 -c X, * 
(1) 1 F\Kern F 1 < N, und 
(2) l{G E OK,,,, I 2 G I G III -=c % . 
Beweis. Die Richtung “ t” ist trivial nach Konstruktion von 
u ~K,,,F . 
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“ 2.” Sei / IA(F)/ < X, . Nach Satz 6.2.6 gilt (1). Es ist Kern F 
kritisch (wegen IA(F) i @). Angenommen, X, < /{GE !lJ)32,,,,F 12 < 1 G I>[. 
1st G E %cem und ist 2 < / G /, so ist auf Grund der Minimalitat von G 
2 < I G(i)] fur i E Db G. Nach dem Lemma von Manaster und Rosenstein 
ist 2 < j IA(G)1 fur jedes GE %R kernF mit 2 < / G 1. Also ist nach 
Behauptung 2 / IA(u ‘9J,32 kernF)I = 2”o. Folglich ist 1 IA(F)i = 2No. Wider- 
spruch! 
KATZ 6.3.4. Sei F eine Et, Hall-Familie und sei IA(F) f O. Dann 
gilt: j TR(F)/ < K, * j IA(F)] < X, oder j IA(F)1 = 2x0. 
Der Beweis zu Satz 6.3.4 folgt aus Satz 6.2.6 und dem Beweis zu 
Satz 6.3.3. 
KOROLLAR 6.3.5. Is? F eine kritische K, Hall-Familie, so gilt: 
I IA( < % oder / IA(F)/ = 2’0. 
DEFINITION. 1st F eine Familie und A 2 J&nbF F(i), so heiljt A perfekt, 
falls A abgeschlossen ist und keine isolierten Punkte in Top, enthalt. 
Man erhalt als weiteres Korollar: 
KOROLLAR 6.3.6. 1st F eine kritische K, Hall-FamiIie, so besteht IA(F) 
entweder aus endlich vielen isolierten Punkten oder IA(F) ist perfekt in 
Top,. 
KOROLLAR 6.3.7. 1st F eine X, HaII-Familie, K, < ) IA(F)1 und 
/ TR(F)I # X, , so ist jede gute i.A. ein Hiiufilngspunkt von IA(F) in Top,. 
Beweis. Fall 1. j TR(F)I = 2No. Dann folgt die Behauptung aus 
Lemma 6.2.8. 
Fall 2. / TR(F)I < K, . Nach Satz 6.2.6. ist j F\Kern F 1 < K, . Es 
ist nach Korollar 6.3.6. IA(Kern F) perfekt, also such IA(F). 
DEFINITION. Sei T E TR(F). Dann sei [T] = (f~ IA(F) 1 VVbf = T>. 
SATZ 6.3.8. Ist F eine N, Hall-Familie und existiert eine minimale 
TransversaIe T mit I u Wb F\T 1 < K, und /[T]l < X0, so ist 
/ LJ {[T] I T E TR(F) minimal)1 < X, . 
Beweis. Sei T eine minimale Transversale mit [T] = (f. ,...,fmpl}. 
Sei T’ eine minimale Transversale mit T’ f T und g E IA(F) mit 
Wb g = T’. Ist S(g) = u Wb F\Wb g und S(f,) = lJ Wb F\Wb fO, 
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so ist S(fO) n Wb g # 0. Nach Voraussetzung ist S(f,) endlich. Sei 
{to >..., t,-,} = S(f,) n Wb g. Fur jeden Sitzenbleiber t, (I’ E Z) definieren 
wir rekursiv einen Zick-Zack (in?). Sei ioT = g-l(&) und sei i,? bereits 
definiert. 1st fO(inT) E S(g), so sei il,, undefiniert. 1st fO(i,l‘) $ S(g), so 
sei i;,, = g-l(f,(i,‘)). Auf Grund der Minimalitat von Wb g ist jede 
Folge (in+) endlich fiir r E 1. Sei fO(igT) E 5’(g). Dann existiert genau ein 
jern mit 
Sei j, dieses eindeutig bestimmte Element jE m. Man ordne der i.A. g 
mit Wb g = T’ das geordnete Paar (j, , Urel {(&‘, g(ilc’)) 1 k < i,‘}) (*) 
zu. Diese Zuordnung ist eineindeutig, denn durch die Angabe von (*) 
ist g eindeutig bestimmt. Da m x Pw(w x w) abzahlbar unendlich ist, 
ist j[T’]j < K, . Wegen Lemma 5.3.2 und Satz 5.3.7 ist die Menge 
{T E TR(F) 1 T minimal} hochstens abzahlbar unendlich. Damit ist die 
Behauptung beweisen. 
KOROLLAR 6.3.9. Sei F eine K, Hall-Familie. Existiert eine minimale 
Transversale T mit / u Wb F\T / < K, und i[T]l < N, , so gilt fiir jede 
minimale Transversale T: 1 u Wb F\T 1 < N, und /[T]/ < K, . 
7. EINE VERMUTUNG VON C. JOCKUSCH 
Die rekursionstheoretischen Aspekte des Hall’schen Satzes (Korollar 
1.2.7) wurden von Manaster und Rosenstein [5, 61 untersucht. Da in 
diesem Abschnitt lediglich ein kombinatorisches Resultat bewiesen wird, 
mijge der Leser die rekursionstheoretischen Begriffe in [lo] nachlesen. 
1st F = (F(i) / i E 1) eine Familie, so sei I die Menge der Jungen, 
UiEI F(i) die Menge der MBdchen und F(i) die Menge der Madchen, die 
der Junge i kennt. Dann ist die Frage nach der Existenz einer i.A. bzgl. 
F gleichbedeutend mit der Frage nach einer Massenhochzeit, bei der jeder 
Junge ein Madchen seiner Bekanntschaft heiratet. 
Sei 2N die Menge der geraden natfirlichen Zahlen und sei 2N + 1 die 
Menge der ungeraden natiirlichen Zahlen. Man interpretiere 2N als 
die Menge der Jungen und 2N + 1 als die Menge der Mbdchen. Eine 
GeseZlschaft S ist eine Teilmenge von 2N x 2N + 1 mit folgenden 
Eigenschaften: DbS = 2N, Wb S = 2N + 1 und fur alle n E 2N sei 
{ y E 2N + 1 1 nSy) eine endliche Menge. 
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SATZ 7.1 (Manaster and Rosenstein). Es existiert eine rekursive 
Gesellschaft in der eine Hochzeit miiglich ist, aber keine rekursive. 
Manaster und Rosenstein haben die Frage untersucht, wie kompliziert 
die Hochzeiten in einer rekursiven Gesellschaft sind. Dabei nutzten sie 
die Tatsache aus, da13 die Existenz einer Hochzeit mit Hilfe des 
Unendlichkeitslemmas von Kiinig (Lemma 1.1.1) bewiesen werden kann. 
Diese Tatsache wollen wir in dem folgenden Abschnitt skizzieren. 
Sei F = (F(n) ) n E w) eine X, Hall-Familie und sei fur jedes IZ aus 
w\(O) IA(F r n) i 0. Dann ist T = lJnew,io) IA(F r n) bzgl. der Inklusion 
C ein lokalfiniter w-Baum, der nach D. Kijnig einen w-Zweig besitzt. Jeder 
w-Zweig liefert gerade eine i.A. bzgl. F. 
Eine sorgfaltige Analyse des Beweises des Konig’schen Lemmas zeigt, 
dab in jedem rekursiven, lokalfiniten w-Baum ein w-Zweig existiert, der 
rekursiv in einem Prddikat der Art Ym?ltR(s, z, n) ist, wobei R selbst 
rekursiv ist. Daraus folgt: 
SATZ 7.2 (Manaster and Rosenstein). 1st S eke rekursiv GeseElschaft 
in der eine Hochzeit miiglich ist, so existiert eine Hochzeit in S, die rekursiv 
in 0” ist. 
Diesen Satz verscharften sie zu: 
SATZ 7.3 (Manaster and Rosenstein). Ist S eine rekursive Gesellschaft, 
in der eine Hochzeit moglich ist, dann existiert such eine Hochzeit in S 
mit einem Unliisbarkeitsgrad d < 0”. 
SATZ 7.4 (Manaster and Rosenstein). Es existiert eine rekursive 
Gesellschaft S in der eine Hochzeit miiglich ist, aber jede Hochzeit in S hat 
einen Unliisbarkeitsgrad d > 0’. 
Aus den Satzen 7.3 und 7.4 folgt, dab 0” die kleinste obere Schranke ist, 
Trifft die folgende Vermutung von C. Jockusch zu, so lassen sich die 
Beweise zu den Satzen von Manaster und Rosenstein vereinfachen. 
Vermutung (C. Jockusch). 1st T C lJnEw,(oj nw ein rekursiver w-Baum 
mit lamer endlichen Stufen (lokalfinit), so existiert eine rekursive 
Gesellschaft S und eine Grad-erhaltende eineindeutige Korrespondenz 
zwischen der Menge der unendlichen Zweige von T und der Menge der 
Hochzeiten von S. 
Wir beweisen, da13 eine verscharfte Formulierung dieser Vermutung 
falsch ist. 
SATZ 7.5. Es existiert ein IokalJiniter, rekursiver w-Baum T mit 
lamer w-Zweigen derart, daJ fiir jede Familie F = (F(i) 1 i E W) gilt: 
582a/20/2-7 
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Betvachtet man alle LA. van F, so bildelz diese einen Baum TF = &aw,(ol x 
(f P n \f~ IA(F)}, deu nicht isomorph zu T ist. 
Beweis. Sei A = Unew\(o) 64 1,2) und sei p. = W, 01, (1, I>, (2, ON, 
p1 = I@, 01, (1, 11, (2, 1)) und p2 = ((0, 01, (1, I>, (2,2>>. Sei 
T=(p~A13n~3 pnCP/\Wb(lp\pr3)_C(0, l}}u{p~AI Wbp={O}). 
Wir delinieren fiir J; g E T:f < g of C g. Es ist (T, <) ein lokalfiniter, 
rekursiver w-Baum mit lamer w-Zweigen. Siehe Skizze! Angenommen, es 
0 
existiert eine Famile F = (E’(n) 1 II E QJ) derart, dalj T, = ulzsw,~o~ x 
{fl’ n 1.f~ IA(F)) zusammen mit der Inklusion C einen Baum ergibt, 
der isomorph zu T ist. 1st @ solch ein Isomorphismus, so existiert genau 
eine i.A. f bzgl. F mit @(fr n) = {(i, 0) 1 i E n} fiir alle y1 E w. Weiter 
existieren i.A. f. , fi , fi aus IA(F) mit @(fi I’ 3) = pi fiir i E 3. Wegen 
i{fi(2) 1 i E 311 = 3 existieren Elemente i1 , iz E 3 mitfi,(2) # f(1) # fis(2), 
fi1(2) # hf(2) und fi, r 2 = & r 2. Wir definieren rekursiv eine LA. g, . 
Sei g,(O) = f(O), g,(l) = f(1) und gl(2) = fi1(2). Sei fiir n E w  g, r n 
bereits definiert und sei g, r n\(l) = f’ r n\(l) fib eine i.A. f’. 1st 
f’(n) + f(l), so sei gl(n) = f’(n). 1st f’(n) = f(l), so existiert auf Grund 
der Isomorphie von T und TF eine i.A. h mit h r n = f’ p IZ und h(n) # 
f’(n) #f(l). Dann sei gl(n) = h(n). Es ist g, eine i.A. und fl’2 Zg, . 
Ebenso definieren wir eine i.A. g, mit g,(O) = f(O), g,(l) = f(1) und 
gz(2) = fsz(2). Dann ist f 12 C g, . Wegen g,(2) # ga(2) ist @ doch kein 
Isomorphismus. Widerspruch! 
Nachtrag. Im Zusammenhang mit Satz 6.3.2 beachte man such: R. Rado, One- 
transversal families, Proc. Cambridge Phi/. Sot. 77 (1975), 447-451. 
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