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Abstract
Lcp-values, lcp-intervals and maximal repeats are powerful tools in various string processing tasks
and have a wide variety of applications. Although many researchers have focused on developing enu-
meration algorithms for them, those algorithms are inefficient in that the space usage is proportional
to the length of the input string. Recently, the run-length-encoded Burrows-Wheeler transform
(RLBWT) has attracted increased attention in string processing, and various algorithms on the
RLBWT have been developed. Developing enumeration algorithms for lcp-intervals, lcp-values,
and maximal repeats on the RLBWT, however, remains a challenge. In this paper, we present
the first such enumeration algorithms with space usage not proportional to the string length. The
complexities of our enumeration algorithms are O(n log log(n/r)) time and O(r) words of working
space for string length n and RLBWT size r.
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1 Introduction
Lcp-values, lcp-intervals and maximal repeats are powerful tools for practical string processing
[21, 1, 13], and they have a wide variety of applications [28, 5, 3, 19, 15, 18]. Although many
researchers have focused on developing enumeration algorithms for them, those algorithms
are inefficient in that the space usage is proportional to the length of the input string.
Recently, the run-length-encoded Burrows-Wheeler transform (RLBWT) has attracted
increasing attention, and various algorithms on the RLBWT have been developed thus
far [6, 16, 27, 2, 22]. Developing space-efficient enumeration algorithms for lcp-intervals,
lcp-values, and maximal repeats on the RLBWT, however, remains a challenge. Hence, we
present the first such enumeration algorithms in this paper.
Lcp-value is the length of the longest common prefix (LCP) of lexicographically adjacent
suffixes. Enumeration of all lcp-values is useful for constructing an LCP array and a succinct
permuted LCP (succinct PLCP) array [20, 31].
Lcp-interval is an interval that represents all occurrences of a right-maximal repeat on
a suffix array [25] (i.e., an integer array storing the positions of all the suffixes of a given
string in lexicographic order). Enumerations of the lcp-intervals on a given string have been
used for constructing a compressed suffix tree [18, 32] and enumerating several characteristic
substrings, e.g., maximal repeats, minimal absent words, and minimal unique substrings [5].
Kasai et al. [21] presented the first enumeration algorithm for lcp-intervals without the suffix
tree of a given string. Belazzougui [4] showed that lcp-intervals can be enumerated in O(n)
time and O(n log σ) bits of space for the length n of string and alphabet size σ. Very recently,
Prezza and Rosone [30] proposed an enumeration algorithm for lcp-intervals that runs in
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Table 1 Summary of the running time and working space of enumeration algorithms for (i)
lcp-intervals and (ii) maximal repeats and (iii) construction algorithms for the succinct PLCP array.
The input of these algorithms is the BWT or RLBWT of a string T of length n. In addition, σ is
the alphabet size of T , w = Θ(logn) is the machine word size, 0 <  ≤ 1 is a user-defined parameter,
and r is the number of runs in the RLBWT of T .
(i) lcp-intervals Running time Working space (bits)
D. Belazzougui (Lemma 5 [4]) O(n) O(n log σ)
N. Prezza and G. Rosone [30] O(n(log σ + −1 log logn)) n log σ(+ o(1))
This study O(n log logw(n/r)) O(r logn)
(ii) maximal repeats Running time Working space (bits)
T. Beller et al. [6] O(n log σ) O(n log σ)
D. Belazzougui and F. Cunial [5] O(n) O(n log σ)
This study O(n log logw(n/r)) O(r logn)
(iii) succinct PLCP array Running time Working space (bits)
D. Belazzougui [4] O(n) O(n log σ)
N. Prezza and G. Rosone [30] O(n(log σ + −1 log logn)) n log σ(+ o(1))
D. Kempa (Theorem 5.2 [22]) O(n/ logn+ r log11 n) O(n+ r log9 n)
This study O(n log logw(n/r)) O(r logn)
O(n(log σ + −1 log logn)) time and uses n log σ( + o(1)) bits of space for a user-defined
parameter 0 <  ≤ 1.
Maximal repeat is defined as a substring (i) occurring at least twice in a string and (ii)
its left or right extended substring occurring fewer than the original substring. Maximal
repeats have been used in various applications, e.g., lossless data compression [15], document
clustering and classification [28, 26], and computational biology (e.g., [3, 19]). So far, many
enumeration algorithms for maximal repeats have been proposed (e.g., [28, 24, 7, 5]). Beller
et al. [10] and Belazzougui et al. [6] showed that the lcp-intervals representing the maximal
repeats of a given string can be enumerated in O(n log σ) time and with O(n log σ) bits using
wavelet trees. Belazzougui and Cunial [5, 4] also showed that the lcp-intervals representing
maximal repeats can be enumerated in O(n) time and O(n log σ) bits of space.
Burrows-Wheeler transform (BWT) [12] is a lossless data compression by a permutation
of a string, and it consists of the last characters of the sorted circular strings of the string.
Run-length BWT (RLBWT) is a recent, popular lossless data compression algorithm (or
format). It is defined as the string computed by applying the run-length encoding to the
BWT of a given string. The RLBWT achieves a high compression ratio for highly repetitive
texts such as genome sequences for the same species, version-controlled documents, and source
code repositories. Very recently, Kempa and Kociumaka [23] showed an upper bound on the
size of the RLBWT using a measure of repetitiveness. Several compressed data structures
using the RLBWT structure have been proposed for string processing algorithms (e.g.,
[6, 16, 27, 2, 22]), and those algorithms use O(r polylogn) bits. Furthermore, the space usage
of those data structures can drop to o(n) bits when the RLBWT is very small (i.e., when
r  n for the number r of runs in the RLBWT and the length n of the input string).
Finally, succinct PLCP array is a bit array (i.e., each element is 0 or 1 in the array) storing
a compressed representation of the LCP array of a string. It can support random access on
the LCP array by combining the bit array with the suffix array or compressed suffix array [18]
for the string. Belazzougui [4] showed that the succinct PLCP array can be constructed
in O(n) time and O(n log σ) bits of working space. Very recently, Prezza and Rosone [30]
showed that the succinct PLCP array can be constructed in O(n(log σ + −1 log logn)) time
and n log σ( + o(1)) bits of space using an enumeration algorithm for lcp-values, where
0 <  ≤ 1 is a user-defined parameter.
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Our contribution. We present three new enumeration algorithms for the lcp-values,
lcp-intervals, and maximal repeats on the RLBWT of a string T . In addition, we present an
enumeration algorithm for the lcp-intervals representing maximal repeats and a construction
algorithm for the succinct PLCP array. For a given string T of length n, all the algorithms
run in O(n(log r + log logw(n/r))) time with the same space usage: O(r logn) bits of space,
where w = Θ(logn) is the machine word size, and r is the number of runs in the RLBWT of T .
Moreover, for a given RLBWT of string T , all the algorithms run in O(n log logw(n/r)) time
and O(r logn) bits of working space by leveraging the construction algorithms of RLBWT
that work in O(n log r) time and O(r logn) bits of working space [27, 29]. Our algorithms
are the first such algorithms for enumeration of lcp-values, lcp-intervals, and maximal repeats
and construction of the succinct PLCP array that use O(r logn) bits of working space;
furthermore, the working space can be smaller than that of previous algorithms when r is
small (i.e., r  n). Table 1 summarizes the existing and proposed enumeration algorithms
for lcp-intervals and maximal repeats and construction algorithms for the succinct PLCP
array.
In addition, we present a practical enumeration algorithm for lcp-intervals that runs in
O(n log logw(n/r)) time and O((r+K) logn) bits of working space, where K is the maximal
number of elements in the algorithm’s stack, with K  r in many cases. We then implement
our enumeration algorithm for maximal repeats by using this practical enumeration algorithm
for lcp-intervals, and we show its effectiveness on benchmark datasets of highly repetitive
texts.
2 Preliminaries
Let Σ = {1, 2, . . . , nO(1)} be an ordered alphabet of size σ, T be a string of length n over Σ,
and |T | be the length of T . Let T [i] be the i-th character of T (i.e., T = T [1], T [2], . . . , T [n]),
and T [i..j] be the substring of T that begins at position i and ends at position j. For
two strings T and P , T ≺ P means that T is lexicographically smaller than P . We
assume that the last character of T is a special character $ not occurring in substring
T [1..n− 1] and it is lexicographically smaller than any other character (i.e., $ ≺ c for any
character c ∈ Σ \ {$}). For two integers b and e (b ≤ e), interval [b, e] represents the set
{b, b + 1, . . . , e}. We also call b and e left boundary and right boundary of the interval,
respectively. Let CountT (P ) be the number of occurrences of a given string P in T , i.e.,
CountT (P ) = |{i | P = T [i..(i+ |P | − 1)], i ∈ [1, n− |P |+ 1]}|).
For a substring P of T , we call P a repeat if CountT (P ) ≥ 2. Similarly, we call
P left-maximal (respectively, right-maximal) if CountT (cP ) < CountT (P ) (respectively,
CountT (Pc) < CountT (P )) for any character c ∈ Σ. Lastly, we call P a maximal repeat
when it is both a left- and right-maximal repeat. For example, the maximal repeats of
T = banana$ are a and ana.
Our computation model is a unit-cost word RAM with a machine word size of w =
Θ(log2 n) bits. We evaluate the space complexity in terms of the number of machine words.
A bitwise evaluation of the space complexity can be obtained with a multiplicative factor
of log2 n. We assume the base-2 logarithm throughout this paper when the base is not
indicated.
2.1 Predecessor query
For an integer x and a set S of integers, a predecessor query pred(S, x) returns the number
of elements that are no more than x in S (i.e., pred(S, x) = |{y | y ∈ S s.t. y ≤ x}|). The
XXX
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predecessor data structure [8] for S enables any predecessor query on S in O(log logw(u/m))
time and with O(m) words of space, where m is the number of elements in S, and u is
the size of the universe of elements. The predecessor data structure can be constructed in
O(m log logw(u/m)) time and O(m) words of working space by processing the set S [16].
2.2 Suffix array (SA) and longest common prefix (LCP) array
The suffix array (SA) [25] of string T is an integer array of size n such that SA[i] stores
the starting position of the i-th suffix of T in the lexicographical order. Formally, SA is a
permutation of [1, n] such that T [SA[1]..n] ≺ · · · ≺ T [SA[n]..n]. The LCP array (LCP) of T
is an integer array of size n such that LCP[1] = 0 and LCP[i] stores the length of the LCP of
the two suffixes T [SA[i]..n] and T [SA[i− 1]..n] for i ∈ [2, n]. We call the values in the suffix
array and LCP array sa-values and lcp-values, respectively. Figure 1 depicts the suffix array
and LCP array of a string T .
Moreover, let LF be a function such that (i) SA[LF(i)] = SA[i]− 1 for any integer i ∈ [1, n]
satisfying SA[i] 6= 1 and (ii) SA[LF(i)] = n for any integer i ∈ [1, n] satisfying SA[i] = 1. Let
FL be the inverse function of LF, i.e., for any integer i ∈ [1, n], FL(i) returns an integer j
such that LF(j) = i.
2.3 SA-intervals and lcp-intervals
For a substring P of T , the sa-interval of P is a 3-tuple (b, e, |P |) such that SA[b..e] represents
all the occurrence positions of P in T ; that is, for any integer p ∈ [1, n], T [p..p+ |P | − 1] = P
if and only if p ∈ SA[b..e]. The length of the substring is called depth of the sa-interval.
〈b, e, d〉 is defined as sa-interval (b, e, d). The sa-interval of a right-maximal repeat P is called
an lcp-interval. Let I be the set of the lcp-intervals on the suffix array of T . Then the
following corollary holds.
I Corollary 1. The following three statements hold: (i) [b, e] ⊂ [b′, e′], [b, e] ⊃ [b′, e′], or
[b, e] ∩ [b′, e′] = ∅ for two sa-intervals 〈b, e, d〉 and 〈b′, e′, d′〉 ([b, e] 6= [b′, e′]). (ii) For two
integers b, e ∈ [1, n], interval [b, e] is an lcp-interval with depth d (i.e., 〈b, e, d〉 ∈ I) if
and only if LCP[b], LCP[e + 1] < d, where d = {LCP[b + 1], LCP[b + 2], . . . , LCP[e]}. (iii)
Let I1 = 〈b1, e1, d1〉 and I2 = 〈b2, e2, d2〉 be an lcp-interval and the deepest lcp-interval
containing interval I1, respectively, i.e., I2 ∈ I ′ and d < d2 for 〈b, e, d〉 ∈ (I ′ \ {I2}), where
I ′ = {〈b, e, d〉 | 〈b, e, d〉 ∈ I s.t. [b, e] ⊃ [b1, e1]}. Then d2 = max{LCP[b1], LCP[e1 + 1]} holds.
2.4 BWT and RLBWT
The Burrows-Wheeler transform (BWT) [12] of a string T is a permutation L of T built as
follows. We sort all the n rotations of T in lexicographical order and take the last character
of each rotation in the sorted order. Formally, let L be the permutation of T such that
L[i] = T [SA[LF(i)]] for any i ∈ [1, n], and let F be a permutation of T that consists of the
first character of each rotation in the sorted order, i.e., F [i] = T [SA[i]] for any i ∈ [1, n].
RLBWT of T is the BWT encoded by a run-length encoding, i.e., a partition of L into r
substrings L1, L2, . . . , Lr such that each Li is a maximal repetition of the same character
in L. We call such a maximal repetition an L-run. The RLBWT can be stored in 2r
words, because we can represent each L-run in 2 words. `+i and `−i are defined as the
starting and ending positions of i-th L-run, respectively, i.e., `+1 = 1, `−1 = `+1 + |L1| − 1,
`+i = `+i−1 + |Li−1|, and `−i = `+i + |Li|−1 for any integer i ∈ [2, r]. L+ and L− are defined as
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the sets of starting and ending positions of L-runs, respectively (i.e., L+ = {`+1 , `+2 , . . . , `+r }
and L− = {`−1 , `−2 , . . . , `−r }).
2.5 Adjacent relation on SA and incremental relation on LCP array
An adjacent relation on the SA string T means that the previous sa-values on adjacent
sa-values for any L-run occur as adjacent sa-values in the SA, i.e., LF(x+ 1) = LF(x) + 1 for
any i ∈ [1, r] and any x ∈ [`+i , `−i − 1]. An incremental relation on the LCP array of string T
means that the length of the LCP for the previous sa-values is 1 plus the length of the LCP
for the adjacent sa-values, i.e., LCP[LF(x+ 1)] = LCP[x+ 1] + 1 for any i ∈ [1, r] and any
x ∈ [`+i , `−i − 1].
The adjacent and incremental relations hold for the following reason. Consider two
adjacent positions x and x + 1 in the SA of string T and their suffixes Sx and Sx+1 (i.e.,
Sx = T [SA[x]..n] and Sx+1 = T [SA[x+ 1]..n]). Obviously, there exists no suffix S satisfying
Sx ≺ S ≺ Sx+1, because Sx and Sx+1 are adjacent in the SA. If the L[x] and L[x+ 1] are
the same character c, cSx and cSx+1 are also suffixes of T for BWT L of T . Because the
suffix S does not exist, cSx and cSx+1 are also adjacent in the SA. Similarly, the LCP of
suffixes cSx and cSx+1 is obviously 1 plus the LCP of Sx and Sx+1. See Appendix for a more
formal proof of the adjacent and incremental relations.
$ abaababaabaaba b
a abaabab$abaaba b
a abab$abaababaa b
a ababaabaabab$a b
a b$abaababaabaa b
a baabaabab$abaa b
a baabab$abaabab a
a baababaabaabab $
a bab$abaababaab a
a babaabaabab$ab a
b $abaababaabaab a
b aabaabab$abaab a
b aabab$abaababa a
b aababaabaabab$ a
b ab$abaababaaba a
b abaabaabab$aba a
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9
1
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4
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1
5
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2
3
SA F L(BWT)i LCP
Sorted circular strings
Figure 1 The suffix array, LCP ar-
ray, BWT, and circular strings of T =
abaababaabaabab$.
The permutation F for the BWT of T can be
considered as a permutation of L-runs, because
(i) LF is a bijective function from [1, n] to [1, n],
and (ii) it maps the interval [`+i , `−i ] on any L-run
Li to the interval on the permutation F by the
adjacent relation on the SA. We call the substring
corresponding to each L-run on F an F-run, and
we denote the i-th F-run as Fi. Formally, let δ
be an array of size r storing the permutation of
[1, r] such that LF(`+δ[j−1]) < LF(`
+
δ[j]) for any in-
teger j ∈ [2, r]; then, Fi = F [LF(`+δ[i])..LF(`+δ[i]) +
|Lδ[i]| − 1]. F+ = {f+1 , f+2 , . . . , f+r } and F− =
{f−1 , f−2 , . . . , f−r } are defined as the sets of the
starting and ending positions of F-runs, respect-
ively (i.e., f+i = LF(`+δi) and f
−
i = LF(`−δi) are the
starting and ending positions of Fi, respectively).
Figure 1 depicts the SA, LCP array, BWT, and
circular strings of a string T = abaababaabaabab$.
The L-runs of the BWT are bbbbbb, a, $, and
aaaaaaaa. The F-runs of the BWT are $, a,
aaaaaaaa, and bbbbbb. Thus, we have L+ = {1, 7, 8, 9}, F+ = {1, 2, 3, 11}, SA[2] = 8,
SA[3] = 11, and LCP[3] = 4. The second and third characters in the BWT of T are the same.
Thus, SA[LF(2)] = SA[2]−1 = 7, SA[LF(3)] = SA[3]−1 = 10, and LCP[LF(3)] = LCP[3]+1 = 5
hold by the adjacent relation on the SA and the incremental relation on the LCP array.
We can construct a data structure Z with O(r) words of space to support the LF and FL
functions using the adjacent relation on the SA (e.g., [16]). Here, Z uses predecessor queries
on L+ and F+. The following lemma holds.
I Lemma 2. There exists a data structure Z of O(r) words to support (i) the LF and FL
functions, (ii) accesses to F [i] and L[i] for a given integer i ∈ [1, n], (iii) predecessor queries
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on F+ and L+, and (iv) accesses to positions f+i and `+i for a given integer i ∈ [1, r]. Z can
execute the first three operations and the last operation in O(log logw(n/r)) and O(1) time,
respectively. We can construct Z in O(n+ r log logw(n/r)) time and O(r) words of working
space by preprocessing the RLBWT of T .
Proof. See Appendix. J
2.6 Run-length extended suffix array
A run-length extended suffix array (RLESA) [16] is a data structure based on RLBWT that
supports two queries for a given i-th sa-value in the following way: (i) a next-access query
returning two values SA[i+ 1] and LCP[i+ 1], and (ii) a previous-access query returning two
values SA[i− 1] and LCP[i− 1]. Those two queries are supported in O(log logw(n/r)) time
and O(r) words. See Appendix for a more detailed description of the RLESA.
3 Enumeration of lcp-values on RLBWT
In this section, we present a new algorithm for enumerating all the lcp-values for T using the
RLBWT of T in O(r) words of space. Our algorithm leverages Beller et al.’s enumeration
algorithm for lcp-values [11]. In Section 3.1, we explain their enumeration algorithm working
in O(n) words of space. In Section 3.2, we reduce the working space into O(r) words by
modifying their data structure.
3.1 Beller et al.’s enumeration algorithm for lcp-values
Beller et al.’s algorithm does not enumerate lcp-values but can enumerate Weiner-intervals
that is defined as sa-intervals such that the depth of each sa-interval with right boundary e is
equal to LCP[e+ 1] + 1. Formally, the Weiner-interval with right boundary e is the sa-interval
〈b, e, LCP[e + 1] + 1〉 of substring T [SA[e]..(SA[e] + LCP[e + 1])] for any integer e ∈ [0, n],
where LCP[n+ 1] = 0. Therefore, we can compute all the lcp-values by enumerating all the
Weiner-intervals.
Beller et al.’s algorithm is built on the following three data structures: (i) a data structure
U supporting Weiner queries; (ii) a queue Q storing all Weiner-intervals with depth 1 in any
order; and (iii) a bit array V of size n. A Weiner query weiner(b, e, |P |) returns a set of all
the sa-intervals of substrings c1P , c2P , . . ., cσP for a given sa-interval 〈b, e, |P |〉 of substring
P , i.e., weiner(b, e, |P |) = {interval(cP ) | c ∈ Σ s.t. CountT (cP ) ≥ 1}, where interval(cP )
is the sa-interval of the string cP , and Σ = {c1, c2, . . . , cσ}. Data structure U supports a
Weiner query in O(k log σ) time, and the space usage is O((n log σ)/w) words [11], where k
is the number of outputs by the Weiner query. Each i-th bit in bit array V is set to 1 if the
Weiner-interval with right boundary i has already been outputted by the algorithm, and it is
set to 0 otherwise. The space usage of the data structures is O((n log σ)/w +m) words in
total, where m is the maximal number of Weiner-intervals stored in queue Q.
Beller et al.’s algorithm enumerates all the Weiner-intervals leveraging a filtered set of
sa-intervals and a nice key property, which is presented as follows. The filtered set filter(u)
for a Weiner interval u is the set of sa-intervals such that each is obtained by a Weiner query
for u, and the corresponding bit of the sa-interval with right boundary e′ is 0 in bit array
V (i.e., V [e′] = 0). A nice property of a filtered set of sa-intervals is that the union of filtered
sets of sa-intervals for Weiner intervals with depth d− 1 represents the set of Weiner-intervals
with depth d, which enables computing Weiner-intervals with depth d from Weiner-intervals
with depth d− 1.
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Formally, letWd (respectively, Vd) be the set of Weiner-intervals with depth d (respectively,
the bit array V ) after enumerating Weiner-intervals with depth no more than d (i.e., Vd[e] = 1
if and only if LCP[e + 1] ≤ d − 1 for any integer e ∈ [1, n]). Let filter(u) = {〈b′, e′, d〉 |
〈b′, e′, d〉 ∈ weiner(b, e, d−1) s.t. Vd−1[e′] = 0} for any Weiner-interval u = 〈b, e, d−1〉. Then,
the following lemma holds.
I Lemma 3 ([11]). Wd =
⋃
u∈Wd−1 filter(u) holds for any integer d ∈ [1, n].
The details of their enumeration algorithm are as follows. Before it enumerates the
Weiner-intervals with depth d, queue Q stores the Weiner-intervals with depth d− 1, and
bit array V corresponds to bit array Vd−1. The algorithm computes Weiner-intervals with
depth d using Weiner-intervals with depth d − 1 stored in queue Q, by Lemma 3. Then,
it updates bit array V and replaces the elements stored in queue Q with the enumerated
Weiner-intervals with depth d.
The total running time of the algorithm is O(n log σ), because it executes at most
k′ Weiner queries for the number k′ of sa-intervals obtained by Weiner queries in the
algorithm (i.e., k′ =
∑
〈b,e,d〉∈W1∪W2∪···∪Wn |weiner(b, e, d)|). Beller et al. showed that
k′ = O(n) [11]. The maximal number m of elements stored in queue Q can be bounded
by max{|W1|, |W2|, . . . , |Wn|} ≤ n. Thus, the algorithm runs in O(n log σ) time and
O((n log σ)/w + n) = O(n) words of space.
3.2 Beller et al.’s enumeration algorithm in compressed space
The term O(n) in the working space for Beller et al.’s algorithm is due to the data structure
U , bit array V , and queue Q. We reduce the working space into O(r) words by (i) replacing
U and V with new data structures of O(r) words, and (ii) proving that the space usage of
queue Q can be bounded by O(r) words.
$ abaababaabaaba b
a abaabab$abaaba b
a abab$abaababaa b
a ababaabaabab$a b
a b$abaababaabaa b
a baabaabab$abaa b
a baabab$abaabab a
a baababaabaabab $
a bab$abaababaab a
a babaabaabab$ab a
b $abaababaabaab a
b aabaabab$abaab a
b aabab$abaababa a
b aababaabaabab$ a
b ab$abaababaaba a
b abaabaabab$aba a
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
0
0
4
5
1
2
6
7
3
4
0
1
5
6
2
3
F Li LCP
<2, 10, |a|><1, 1, |$a|><2, 4, |aa|>
<12, 16, |ba|>
Figure 2 An Weiner-interval
〈2, 10, |a|〉 and three sa-intervals
〈1, 1, |$a|〉, 〈2, 4, |aa|〉, and
〈12, 16, |ba|〉 obtained by the Weiner
query for the Weiner-interval.
We replace data structure U with data struc-
ture Z (Lemma 2) and a new data structure Λ
supporting range color listing with first and last oc-
currences (RCLFL) queries on the BWT of T (i.e.,
L). An RCLFL query RCLFL(T, b, e) on a string
T returns the set of triplets of each distinct char-
acter and its first and last occurrences in substring
T [b..e] for any interval [b, e] ∈ [1, n]. Formally, let
RCLFL(T, b, e) = {(c1, b1, e1), (c2, b2, e2), . . . , (ck, bk, ek)}.
Here, c1, c2, . . . , ck are the distinct characters in
T [b..e] (i.e., {c1, c2, . . . , ck} = {T [i] | i ∈ [b, e]}), and
bi and ei are the first and last occurrences of char-
acter ci in T [b..e] for any integer i ∈ [1, k], respect-
ively (i.e., bi = min{j | j ∈ [b, e] s.t. T [j] = ci} and
ei = max{j | j ∈ [b, e] s.t. T [j] = ci}). The data struc-
ture Λ supports an RCLFL query on L in O(log logw(n/r))
time per output element, while its space usage can be
bounded by O(r) words. The number of the elements
reported by the RCLFL query is at most r, because the
number of distinct characters in L is at most r. Formally,
the following lemma holds.
I Lemma 4. There exists a data structure of O(r) words
supporting a RCLFL query on the BWT of a string T in
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O((1 + k) log logw(n/r)) time and O(k) words of working space, where k is the number of
elements reported by the RCLFL query, and k ≤ r. We can construct the data structure in
O(n log logw(n/r)) time and O(r) words of working space by processing the RLBWT of T .
Proof. See Appendix. J
We compute the Weiner query for a given sa-interval by applying LF function to the first
and last occurrences of each character reported by the RCLFL query on L for the sa-interval.
Let 〈b, e, d〉 be an sa-interval of a string P and RCLFL(L, b, e) = {(c1, b1, e1), (c2, b2, e2), . . .,
(ck, bk, ek)}. Then, bi and ei map into the left and right boundaries of the sa-interval of ciP by
LF function, respectively, for any integer i ∈ [1, k], i.e., weiner(b, e, d) = {〈LF(b1), LF(e1), d+
1〉, 〈LF(b2), LF(e2), d+ 1〉, . . . , 〈LF(bk), LF(ek), d+ 1〉} (e.g., [11]). This is because (i) P is a
prefix of any suffix in the sa-interval of P , and (ii) L[i] is the previous character of suffix
T [SA[i]..n] for any integer i ∈ [1, n]. Therefore, we can compute any Weiner query in
O((1 + k) log logw(n/r)) time using two data structures Z and Λ, where k is the number
of the sa-intervals reported by the Weiner query. Figure 2 illustrates an Weiner-interval
〈2, 9, |a|〉 and three sa-intervals outputted by the Weiner query for the Weiner-interval. For
example, the first and last occurrences of character a in the Weiner-interval are, respectively,
mapped into the left and right boundaries of sa-interval 〈2, 4, |aa|〉 (i.e., LF(7) = 2 and
LF(10) = 4).
Next, we replace bit array V with the following three data structures: (i) a bit array V ′ of
size r such that each i-th element corresponds to f−i -th element of array V (i.e., V ′[i] = V [f−i ]),
(ii) an array of size r storing the ending positions of F-runs (i.e., f−1 , f−2 , . . . , f−r ), and (iii)
the predecessor data structure supporting predecessor query on the array (ii) (i.e., pred(F−, i)
for an integer i ∈ [1, n]). The space usage of the three data structures is O(r) words in total.
Let 〈b, e, d〉 ∈Wd be a Weiner-interval with depth d, and let 〈b′, e′, d+1〉 be an sa-interval
obtained by the Weiner query for the Weiner-interval (i.e., 〈b′, e′, d+ 1〉 ∈ weiner(b, e, d)). We
compute Vd+1[e′] using V ′ as follows. Vd[e′] can be computed as V ′[f−pred(F−,e′)] if e
′ is on
the ending position of a F-run (i.e., e ∈ F−), because V ′[f−pred(F−,e′)] corresponds to V [e′].
Otherwise Vd[e′] = 0, i.e., Vd+1[e′] = 0 in this case.
We show that Vd[e′] is 0 if e′ 6∈ F−. In this case, e′-th and (e′ + 1)-th characters of
L are contained in the same L-run, and hence LCP[e′ + 1] = LCP[FL(e′ + 1)] + 1 by the
incremental relation on the LCP array. FL(e′) is equal to the right boundary of 〈b, e, d〉 (i.e.,
e = FL(e′)), because the right boundary of any sa-interval obtained by a Weiner query is
mapped to (i) the ending position of an L-run in the input Weiner-interval or (ii) the right
boundary of the input Weiner-interval by FL function (i.e., FL(e′) ∈ ([b, e]∩F−)∪ {e}). The
ending position of any L-run is mapped to that of the corresponding F-run by LF function,
and hence FL(e′) must be equal to e if e′ 6∈ F−. Next, LCP[e′ + 1] = d holds by formula
LCP[e′ + 1] = LCP[FL(e′ + 1)] + 1, because FL(e′ + 1) = e+ 1 holds by the adjacent relation
on SA and LCP[e + 1] = d − 1 holds by Weiner-interval 〈b, e, d〉. Thus 〈b′, e′, d + 1〉 is a
Weiner-interval with depth d+ 1, i.e., Vd[e′] = 0. Formally, the following lemma holds.
I Lemma 5. Let 〈b, e, d〉 ∈Wd be a Weiner-interval with depth d. Vd[e′] = 0 holds for any
sa-interval 〈b′, e′, d+ 1〉 ∈ weiner(b, e, d) if e′ 6∈ F−.
Proof. See Appendix. J
The algorithm computing Vd[i] consists of the following two steps: (i) compute i′ =
pred(F−, e); (ii) return V ′[i′] as Vd[i] if f−i′ = e; otherwise return 0 as Vd[i]. The running
time is O(log logw(n/r)).
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Next, we show that the space usage of queue Q can be bounded by O(r) words, i.e., the
number of elements stored in the queue mush be no more than r. Recall that the number
of the maximal elements stored in the queue is bounded by max{|W1|, |W2|, . . . , |Wn|}, and
|Wi| is equal to the number of the positions with lcp-value i− 1 on the LCP array for any
i ∈ [1, n]. We show that the number of the positions with any lcp-value i on the LCP array
is at most r using the incremental relation on the LCP array.
Let jx be the position obtained by recursive applying the LF function x times to a
position j with an lcp-value i (i.e., j0 = j and jx = LF(jx−1) for any integer x ≥ 1). Let
k be the smallest integer such that jk is equal to the starting position of an L-run (i.e.,
jk ∈ L+ and j0, j1, . . . , jk−1 6∈ L+). Two characters L[jx − 1] and L[jx] are the same L-run
for any integer x ∈ [0, k − 1], and hence LCP[jx+1] = LCP[jx] + 1 and LCP[jk] = LCP[j] + k
hold by the incremental relation on the LCP array. The two formulas indicate that for a
position ` ∈ L+, there exists at most one position j′ with lcp-value i satisfying the following
condition: ` is the position in L+ first obtained by recursively applying the LF function to j′.
On the other hand, we obtain a starting position in L+ first obtained by recursively applying
the LF function to each position with lcp-value i. Therefore, each position with lcp-value i
corresponds to a distinct position in L+ by recursive LF functions, i.e., the number of the
distinct positions with lcp-value i is no more than r, and the space usage of stack Q is O(r)
words. Formally, the following lemma holds.
I Lemma 6. The number of the positions with lcp-value i on the LCP array of T for any
i ∈ [0, n] is at most r (i.e., |{j ∈ j ∈ [1, n] s.t. LCP[j] = i}| ≤ r).
Proof. See Appendix. J
Beller et al.’s algorithm combined with our new data structure requires O(r) words, and
the algorithm runs in O(log logw(n/r)) time per character. See Appendix for the details of
the construction algorithm of our data structure. Finally, we obtain the following lemma
and theorem.
I Theorem 7. We can enumerate the lcp-values on the LCP array of a string T in
O(n log logw(n/r)) time and O(r) words of working space by processing the RLBWT of
T .
Proof. See Appendix. J
4 Enumeration algorithm for LCP intervals in O(r) words
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Figure 3 The lcp-intervals in the ex-
ample of Figure 1. The gray, yellow,
orange, and blue rectangles represent
lcp-intervals of type-1, type-2, type-3,
and type-4, respectively.
We present a new enumeration algorithm for lcp-
intervals with a notion of end pairs of sa-value (EPS)
on string T , where an EPS in an lcp-interval 〈b, e, d〉 is
defined as a pair (SA[b],SA[e]) of sa-values SA[b] and
SA[e]. The algorithm runs in O(n log logw(n/r)) time
and O(r) words of space using the RLBWT of T .
A basic idea of our algorithm is to categorize each
lcp-interval into four types, and enumerate all the
lcp-intervals with EPS of each type. lcp-interval I =
〈b, e, d〉 is categorized into either of the following four
types: (i) type-1 if interval [b− 1, e+ 1] is contained in
an L-run (i.e., there exists i ∈ [1, r] such that [b−1, e+
1] ⊆ [`+i , `−i ]); (ii) type-2 if it is not categorized into
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type-1 and contains at least two positions in L+ (i.e.,
|[b, e]∩L+| ≥ 2); (iii) type-3 if it is not categorized into
type-1 and contains exactly one position in L+; (iv)
type-4 for any other case (i.e., if I is not categorized
into type-1 and does not contain any position in L+).
Figure 3 illustrates the four types of lcp-intervals
in the example of Figure 1. The set of lcp-intervals
is I = {〈2, 10, |a|〉, 〈11, 16, |b|〉, 〈5, 10, |ab|〉, 〈12, 16, |ba|〉, 〈6, 10, |aba|〉, 〈15, 16, |bab|〉,
〈2, 4, |aaba|〉, 〈9, 10, |abab|〉, 〈3, 4, |aabab|〉, 〈12, 14, |baaba|〉, 〈6, 8, |abaaba|〉, 〈13, 14, |baabab|〉,
〈7, 8, |abaabab|〉}. Since L+ = {1, 7, 8, 9}, the sets of type-1, type-2, type-3, and type-4
lcp-intervals are {〈2, 4, |aaba|〉, 〈3, 4, |aabab|〉, 〈12, 14, |baaba|〉, 〈13, 14, |baabab|〉}, {〈2, 10, |a|〉,
〈5, 10, |ab|〉, 〈6, 10, |aba|〉 〈6, 8, |abaaba|〉, 〈7, 8, |abaabab|〉}, {〈9, 10, |abab|〉}, and {〈11, 16, |b|〉,
〈12, 16, |ba|〉, 〈15, 16, |bab|〉}, respectively.
This paper only presents the enumeration algorithms for lcp-intervals of type-1 and type-3
because of the space limitation. The other two enumeration algorithms of type-2 and type-4
are similar to the one of type-3, and they are presented in Appendix. Formally, we give the
following theorem for our enumeration algorithm.
I Theorem 8. For a given RLBWT of a string T , we can enumerate all the lcp-intervals
with EPS in O(n log logw(n/r)) time and O(r) words of space.
Proof. See Appendix. J
4.1 Enumeration algorithm of type-1 lcp-intervals with EPS
The algorithm computes all the type-1 lcp-intervals using the incremental relation on the
LCP array and data structure Z in Lemma 2. For a type-1 lcp-interval I = 〈b, e, d〉,
〈LF(b), LF(e), d + 1〉 is also an lcp-interval and interval [LF(b) − 1, LF(e) + 1] is contained
in an F-run from the following three observations: (i) LCP[b], LCP[e + 1] ≤ d − 1 and
min(LCP[b..e + 1]) = d by the second statement of Corollary; (ii) LCP[LF(x)] = LCP[x] +
1 for any x ∈ [b, e + 1] because the incremental relation holds on the LCP array and
interval [b − 1, e + 1] is contained in an L-run; (iii) LCP[LF(b)], LCP[LF(e + 1)] ≤ d and
min{LCP[LF(b)], LCP[LF(b) + 1], . . . , LCP[LF(e + 1)]} = d + 1 because observations (i)(ii)
holds and 〈LF(b), LF(e), d+1〉 is an lcp-interval by the second statement of Corollary 1. Thus,
any type-1 lcp-interval 〈b, e, d〉 can be computed by applying FL function to the left and
right boundaries of an lcp-interval 〈LF(b), LF(e), d+ 1〉.
The enumeration algorithm computes type-1 lcp-intervals by recursively applying the FL
function to lcp-intervals of the other types (i.e., type-2, type-3, and type-4 lcp-intervals).
Formally, let I1, I2, I3, and I4 be the sets of type-1, type-2, type-3, and type-4 lcp-intervals,
respectively. Let track(I) be the set of type-1 lcp-intervals obtained by recursively applying
the FL function to a given lcp-interval I = 〈b, e, d〉, i.e., track(I) = {〈FL(b),FL(e), d− 1〉} ∪
track(〈FL(b),FL(e), d− 1〉) if [b, e+ 1] ∩ F+ = ∅ and track(I) = ∅ otherwise. The following
lemma holds.
I Lemma 9. I1 = ⋃I∈I2∪I3∪I4 track(I).
The enumeration algorithm processes type-2, type-3, and type-4 lcp-intervals with EPS
enumerated by the other three enumeration algorithms for lcp-intervals. It computes track(I)
for each type-2, type-3, or type-4 lcp-interval I with an EPS using the FL function, a
predecessor query on F+, and Lemma 9. The running time of the enumeration algorithm is
O(n log logw(n/r)), because it uses O(n) FL functions and predecessor queries on F+. The
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working space is O(r) words, because the algorithm can process its input lcp-intervals in an
online manner.
4.2 Enumeration algorithm for type-3 lcp-intervals with EPS
The enumeration algorithm for type-3 lcp-intervals is built on the following four data
structures: (i) data structure Z in Lemma 2; (ii) array S storing r type-3 lcp-intervals; (iii)
array S′ of length r and storing 5-tuples of integers for the intervals stored in S; and (iv)
RLESA for string T introduced in Section 2.6. Let I1, I2, . . . , Ik be the type-3 lcp-intervals
that contain position `+i for an integer i ∈ [1, r] in the decreasing order of their depths, (i.e.,
for depth di of Ii (i = 1, 2, ..., k), di > dj holds for each i, j ∈ [1, k] such that i < j). Each
S[i] stores the deepest type-3 lcp-interval containing position `+i (i.e., I1). Each S′[i] stores a
5-tuple of integers (SA[b],SA[e],min{LCP[b+ 1], LCP[b+ 2], . . . , LCP[e]}, LCP[b], LCP[e+ 1])
for lcp-interval I1 = 〈b, e, d〉. S[i] and S′[i] are empty if `+i is not contained in any type-3
lcp-interval (i.e., k = 0). Therefore, the space usage of these four data structures is O(r)
words in total.
Lcp-interval I1 is stored in S[i], and the enumeration algorithm computes lcp-intervals
I2, I3, . . . , Ik in the decreasing order using the following three properties of the lcp-intervals:
(i) Ij(= 〈bj , ej , dj〉) contains Ij−1 for any integer j ∈ [2, k] by the first statement of Corollary 1,
(i.e.,[b1, e1] ⊂ [b2, e2] ⊂ · · · ⊂ [bk, ek]). (ii) dj = min{LCP[bj + 1], LCP[bj + 2], . . . , LCP[ej ]}
and LCP[bj ], LCP[ej +1] < dj for any integer j ∈ [1, k] by the second statement of Corollary 1.
(iii) dj = max{LCP[bj−1], LCP[ej−1 + 1]} for any integer j ∈ [2, k] by the third statement of
Corollary 1.
The enumeration algorithm computes Ij with EPS using two linear searches for bj
and ej from bj−1 and ej−1 on LCP array for any integer j ≥ 2 after computing Ij−1
with EPS. The algorithm consists of the following four steps: (i) compute dj by formula
dj = max{LCP[bj−1], LCP[ej−1 + 1]}; (ii) find the smallest positive integer p such that
LCP[bj−1 − p] < dj by a linear search over LCP[bj−1], LCP[bj−1 − 1], . . . , LCP[`+i−1 + 1]. The
algorithm stops if p is not found (i.e., j > k); otherwise bj−1 − p is equal to bj by the
second property of I1, I2, . . . , Ik; (iii) similarly, find the smallest positive integer p′ such that
LCP[ej−1 + p′] < dj by a linear search over LCP[bj−1 + 1], LCP[bj−1 + 2], . . . , LCP[`−i + 1].
The algorithm stops if p′ is not found; otherwise ej−1 + p′ − 1 is equal to ej by the
second property of I1, I2, . . . , Ik; (iv) compute the 5-tuple of integers for interval [bj , ej ] (i.e.,
(SA[bj ],SA[ej ],min{LCP[bj + 1], LCP[bj + 2], . . . , LCP[ej ]}, LCP[bj ], LCP[ej + 1])), and out-
put 〈bj , ej , dj〉 and its EPS (SA[bj ],SA[ej ]). The algorithm can compute I2, I3, . . . , Ik in
O((|Li−1| + |Li|) log logw(n/r)) time, because we can execute the algorithm for Ij using
O(|[bj , ej ] \ [bj−1, ej−1]|) next- and previous-access queries, and Ik is contained in interval
[`+i−1 + 1, `−i ].
We enumerate the type-3 lcp-intervals containing `+i by the above algorithm for each
i = 1, 2, . . . , r. The algorithm enumerates all the the type-3 lcp-intervals, because each
type-3 lcp-interval contains a single position in set L+. The total running time of the
algorithm is O(n log logw(n/r)), because O(|L0|+ |L1|+ · · ·+ |Lr+1|) = O(n), where |L0| = 0
and |Lr+1| = 0. The four data structures for type-3 lcp-intervals can be constructed in
O(n log logw(n/r)) time and O(r) words of space by processing the RLBWT of T . Details of
the construction algorithm for the four data structures are presented in Appendix. Here, we
have the following lemma.
I Lemma 10. We can enumerate the type-3 lcp-intervals with EPS in O(n log logw(n/r))
time and O(r) words of space by processing the RLBWT of T .
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Proof. See Appendix. J
5 Practical enumeration algorithm for lcp-intervals in O(r +K) words
Next, we present a practical enumeration algorithm for lcp-intervals with EPSs, which runs
in O(n log logw(n/r)) time and O(|RLESA′| + K) words of working space. Here, the term
|RLESA′| = O(r) denotes the space usage of an RLESA supporting only next-access queries,
which is smaller than that of an RLESA supporting both next- and previous-access queries.
The term K = O(n) denotes the number of maximal elements in the stack data structure
used in our algorithm, such that K is smaller than r, which happens in practice. Thus, the
space usage of the algorithm is smaller than that of the enumeration algorithm presented
in Section 4. Our algorithm leverages Kasai et al.’s [21] algorithm that can enumerate
lcp-intervals by reading the LCP array of T in left-to-right order. First, we introduce
Kasai et al’s enumeration algorithm running in O(n) time and O(n+K) words of working
space. Then, we present our enumeration algorithm running in O(n log logw(n/r)) time
and O(|RLESA′|+K) words of working space by replacing the LCP array with the RLESA
supporting only next-access queries.
Kasai et al.’s algorithm is built on the LCP array and a stack X. Let Υi be a set
of lcp-intervals such that (i) the left and right boundaries of each lcp-interval 〈b, e, d〉 are
contained in intervals [1, i] and [i, n], respectively (i.e., b ∈ [1, i] and e ∈ [i, n]); and (ii)
the smallest lcp-value is contained in LCP[1..i] (i.e., Υi = {〈b, e, d〉 | 〈b, e, d〉 ∈ I s.t. b ∈
[1, i], e ∈ [i, n] and RmQ(LCP, b+ 1, e) ∈ [1, i]} ∪ {〈0, n, 0〉}, where RmQ(LCP, b, e) = min{x |
x ∈ [b..e] s.t. LCP[x] = min(LCP[b..e])}). Their algorithm enumerates all the lcp-intervals in
increasing order of their right boundaries by using sets of lcp-intervals, Υ1,Υ2, . . . ,Υn. For
simplicity, the lcp-intervals in each set Υi are sorted in decreasing order of their depths. These
sets Υ1,Υ2, . . . ,Υn have the following four properties: (i) Set Υi contains all the lcp-intervals
with right boundary i, which correspond to the first lcp-intervals with a depth of at least
LCP[i+1]+1 in set Υi. (ii) Set Υi consists of at most one lcp-interval Ii and the lcp-intervals
in set Υi−1, except for lcp-intervals with right boundary i− 1. (iii) An lcp-interval Ii exists
if and only if LCP[i] > dtop, where dtop is the depth of the first lcp-interval in set Υi−1,
except for lcp-intervals with right boundary i − 1. (iv) The left boundary and depth of
lcp-interval Ii are blast and LCP[i], respectively, if Ii exists. Here, blast is the left boundary
of the last lcp-interval with right boundary i − 1 in set Υi−1 if there exists at least one
lcp-interval with right boundary i− 1; otherwise, blast = i− 1. These four properties indicate
that we can compute lcp-intervals with right boundary i − 1, and the lcp-intervals in Υi
except for right boundaries, by using lcp-value LCP[i] and the lcp-intervals in Υi−1 (except
for right boundaries). Therefore, stack X stores the pair (b, d) of each lcp-interval 〈b, e, d〉 in
Υi−1 before reading lcp-value LCP[i]. Their algorithm computes the lcp-intervals with right
boundary i− 1 and updates stack X by using the stack and the lcp-value LCP[i].
The details of their enumeration algorithm are as follows. Before it computes lcp-intervals
with right boundary i, stack X stores a pair (b, d) of the left boundary and depth of each
lcp-interval 〈b, e, d〉 in Υi in decreasing order of their depths. The algorithm then executes
the following steps to compute lcp-intervals with right boundary i: (i) It reads LCP[i+ 1].
(ii) It removes pairs for lcp-intervals with right boundary i from stack X and outputs the
lcp-intervals by using pop operations. (iii) It computes a pair of the left boundary and depth
of a new lcp-interval Ii+1, and it pushes the pair onto stack X if Ii+1 exists. The number of
push and pop operations for stack X is O(n) in total, and the running time of the algorithm
is thus O(n). More details of their algorithm are presented in the Appendix F.
T. Nishimoto and Y. Tabei 23:13
As described above, we can replace the LCP array used in their algorithm with an RLESA
supporting only next-access queries, because their algorithm only reads the LCP array in
left-to-right order. We can also output the EPS of each lcp-interval by using an RLESA,
because it enables us to read an SA in left-to-right order. Therefore, we can enumerate
lcp-intervals with EPSs in O(n log logw(n/r)) time and O(r + K) words of working space.
Formally, we obtain the following theorem.
I Theorem 11. We can enumerate lcp-intervals with EPSs in O(n log logw(n/r)) time
and O(r + K) words of working space by preprocessing the RLBWT of a string T , where
K = max{nest(1), nest(2), . . ., nest(n)} for the number nest(i) of lcp-intervals containing
position i, i.e., nest(i) = |{〈b, e, `〉 | 〈b, e, `〉 ∈ I s.t. i ∈ [b, e]}|.
Proof. See Appendix. J
6 Enumeration of the sa-intervals of maximal repeats with EPS in
O(r) words
A maximal repeat in a string T has the following properties: a substring P is a maximal
repeat if and only if (i) the sa-interval 〈b, e, |P |〉 of P is an lcp-interval, and (ii) the sa-interval
contains at least two different characters in the BWT L of T , i.e., [b+1, e]∩L+ 6= ∅ (e.g., [10],
see Appendix). Since the sa-interval including each maximal repeat is an lcp-interval, our
algorithm enumerates the sa-interval including each maximal repeat from the lcp-intervals
with EPS enumerated by the algorithm presented in Section 4.
The detail of our enumeration algorithm for the sa-intervals of maximal repeats is as
follows. It processes each lcp-interval with EPS that is enumerated by the algorithm presented
in Section 4. It then verifies whether or not each lcp-interval with EPS contains at least
two distinct characters in permutation L using a predecessor query on set L+ supported by
data structure Z. Next, it outputs the lcp-interval with EPS as the lcp-interval including a
maximal repeat with EPS if the lcp-interval contains at least two distinct characters. Finally,
the algorithm obtains all the lcp-intervals including a maximal repeat with EPS by verifying
all lcp-intervals. The running time is O(n log logw(n/r)) except for the executed enumeration
algorithm for lcp-intervals, because the algorithm uses O(n) predecessor queries on L+.
The maximal repeat P in an sa-interval 〈b, e, |P |〉 with EPS is recovered using data
structure Z (Lemma 2). The sa-interval has the following property: Let b1 = b and
bi = FL(bi−1) for any integer i ∈ [2, |P |]. Then the characters on positions b1, b2, . . . , b|P | in
permutation F is equal to P (i.e., P = F [b1], F [b2], . . . , F [b|P |]), because suffix T [SA[b]..n]
has P as a prefix and the FL function returns integer i′ such that SA[i′] = SA[i] + 1 for any
integer i ∈ [1, n−1]. Thus, we can compute the maximal repeat P by recursively applying the
FL function |P | − 1 times to position b and accessing |P | characters F [b1], F [b2], . . . , F [b|P |].
The computation time is O(|P | log logw(n/r)).
The occurrence positions of maximal repeat P in T are recovered from sa-interval 〈b, e, |P |〉
with EPS using an RLESA. SA[b..e] stores all the occurrence positions of maximal repeat
P in string T . The sa-interval with EPS has sa-value SA[b]. We then compute SA[b+ 1..e]
by recursively applying a next-access query (e − b) times to sa-value SA[b]. Thus, the
computation time is O((e− b+ 1) log logw(n/r)) in total.
Finally, we obtain the following theorem.
I Theorem 12. We can enumerate the sa-intervals of maximal repeats with EPS in a string
T in O(n log logw(n/r)) time and O(r) words of working space by processing the RLBWT
of T . We can also recover a string P and its occurrences in string T from the sa-interval
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with the sa-value of P in O(|P | log logw(n/r)) time and O(k log logw(n/r)) time by using
data structure Z and the RLESA for T , respectively, where k is the number of occurrences of
string P in string T .
7 Construction of succinct PLCP array in O(r) words
The PLCP array PLCP [20, 31] of string T is the permutation of the LCP array of T such
that each i-th element is the lcp-value for suffix T [i..n] (i.e., PLCP[SA[i]] = LCP[i] for integer
i ∈ [1, n]). Moreover, the succinct PLCP array PLCPsucc of T is a bit array of size 2n
representing the PLCP array, and the position of each j-th 1 is 2j + PLCP[j] in the bit array.
The succinct PLCP array can support random access on the LCP array by combining it with
an SA or compressed SA (see [20] for a more detailed description).
We can construct the succinct PLCP array using data structure Z and an array storing r
lcp-values LCP[f+1 ], LCP[f+2 ], . . ., LCP[f+r ]. The array can be constructed by our enumeration
algorithm for lcp-values. Formally, we obtain the following theorem.
I Theorem 13. We can output the bits organizing the succinct PLCP array of a string
T in right-to-left order in O(n log logw(n/r)) time and O(r) words of working space by
preprocessing the RLBWT of T .
Proof. See Appendix. J
8 Experiments
8.1 Method
In this section, we demonstrate the effectiveness of our enumeration algorithm for maximal
repeats on a benchmark dataset of highly repetitive texts. We used real, repetitive collections
in the Pizza & Chili corpus downloadable from http://pizzachili.dcc.uchile.cl. We
enumerated the lcp-intervals of the maximal repeats in a given string and used the memory
consumption and complete execution time as evaluation measures. We implemented the
enumeration algorithm by using the SDSL Library [17]. We performed all the experiments
on one core of a quad-core Intel(R) Xeon(R) E5-2680 v2 (2.80 GHz) CPU with 256 GB of
memory.
We compared our enumeration method with the enumeration method proposed by
Okanohara and Tsujii (OT method) [28]. Our implementation constructed the RLBWT of
a given string by applying the compression algorithm proposed by Ohno et al. [27], and it
enumerated lcp-intervals by using the enumeration algorithm presented in Section 5. The
enumeration algorithm of Okanohara and Tsujii constructs the LCP array of a given string
via the SA, enumerates lcp-intervals by using Kasai et al.’s enumeration algorithm, and
detects the lcp-intervals of maximal repeats by using the BWT; hence, it runs in O(n) time
and O(n) words of working space.
8.2 Results
Table 2 lists the execution time and memory consumption for our method and the OT
method. The memory used by our method was smaller than that used by the OT method
on all the benchmark strings. For a given benchmark string, the OT method used exactly
24.4 bytes per character, while our method used approximately 50-60 bytes per run in the
string’s RLBWT. Therefore, the ratio of the memory use for our method to that for the OT
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Table 2 Execution time and memory for each method. Here, |RLBWT | is the number of runs
in the RLBWT of a given benchmark string, i.e., r. See the Appendixes for the full version.
Filename String |RLBWT| Execution Memory
length time [sec] consumption [MB]
Ours OT OT
Ours
Ours OT OT
Ours
einstein.de.txt 92,758,441 101,370 75 19 0.25 7 2,266 0.003
einstein.en.txt 467,626,544 290,239 412 108 0.26 18 11,418 0.002
world leaders 46,968,181 573,487 49 7 0.14 35 1,148 0.030
influenza 154,808,555 3,022,822 230 36 0.15 162 3,781 0.043
kernel 257,961,616 2,791,368 331 59 0.17 149 6,299 0.024
cere 461,286,644 11,574,641 1,123 117 0.10 575 11,263 0.051
coreutils 205,281,778 4,684,460 339 46 0.13 247 5,013 0.049
Escherichia Coli 112,689,515 15,044,487 467 30 0.06 754 2,752 0.274
para 429,265,758 15,636,740 1,194 113 0.09 773 10,481 0.074
method was proportional to the compression ratio of the benchmark strings (i.e., n/r). For
example, the memory for our method was approximately 651 times smaller than that for
the OT method on the file einstein.en.txt (n/r ≈ 1611). As another example, the memory
for our method was approximately 4 times smaller than that for the OT method on the file
Escherichia Coli (n/r ≈ 7).
On the other hand, the execution time for our method was longer than that for the OT
method on all the benchmark strings. Our method and the OT method required about 0.83-
4.14 and 0.23 microseconds per character, respectively, and our execution time per character
was approximately inversely proportional to the compression ratio of the benchmark strings.
For example, our method took 0.88 microseconds per character and was approximately 4
times slower than the OT method was for the file einstein.en.txt; likewise, our method took
4.14 microseconds per character and was approximately 16 times slower than the OT method
was for the file Escherichia Coli.
In conclusion, our method was at most 16 times slower than the OT method in the worst
case, while its memory use was 651 times smaller than that for the OT method in the best
case. Therefore, our method is significantly better than the OT method for highly repetitive
texts.
Acknowledgments. We thank reviewers for their useful comments. Especially, our enu-
meration algorithm for lcp-values is simplified by a reviewer.
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Appendix A: Proofs for Section 2
Proof of adjacent relation on SA and incremental relation on LCP array. We
prove the adjacent relation on SA and incremental relation on LCP array, i.e., the following
lemma.
I Lemma 14. The following two statements hold for two integers i ∈ [1, r] and x ∈ [`+i , `−i −1]:
(i) LF(x+ 1) = LF(x) + 1. (ii) LCP[LF(x+ 1)] = LCP[x+ 1] + 1.
To prove Lemma 14, we use the following corollary.
I Corollary 15. The following two statements hold: (i) For two integers i, j ∈ [1, n], LF(i) <
LF(j) if and only if either of the following conditions holds: (a) L[i] ≺ L[j] or (b) L[i] = L[j]
and i < j for any pair of integers i, j ∈ [1, n]. (ii) Let C[c] be the number of occurrences of
characters lexicographically smaller than c ∈ Σ in the BWT of T (i.e., L) for a character
c ∈ Σ, i.e., C[c] = |{i | i ∈ [1, n] s.t. L[i] ≺ c}|. Then LF(i) = C[L[i]] + CountL[1..i](L[i]) for
any integer i ∈ [1, n].
Proof. (i) Corollary 15(i) holds by the following two observations: (a) L[i] and L[j] represent
T [SA[i] − 1] and T [SA[j] − 1], respectively, and (b) the suffixes of T are sorted in the
lexicographical order on the suffix array of T . (ii) Corollary 15(ii) holds by Corollary 15(i). J
We prove Lemma 14. (i) Let c = L[x]. C[c]+CountL[1..x+1](c) = C[c]+CountL[1..x](c)+1
holds, because L[x] and L[x+1] are the same character c. Therefore LF(x+1) = LF(x)+1 by
Corollary 15. (ii) LCP[LF(x+ 1)] is the LCP of two suffixes S1 = T [SA[LF(x+ 1)− 1]..n] and
S2 = T [SA[LF(x+ 1)]..n]. S1 = cT [SA[x]..n] and S2 = cT [SA[x+ 1]..n] hold by Lemma 14(i),
and LCP[x + 1] is the LCP of two suffixes T [SA[x]..n] and T [SA[x + 1]..n]. Therefore,
LCP[LF(x+ 1)] = LCP[x+ 1] + 1.
Proof of Lemma 2 (data structure Z). Data structure Z consists of the following
four data structures: (i) The array δ introduced in Section 2.5, and an array δ−1 storing the
inverse permutation of the permutation stored in δ (i.e., δ−1[δ[i]] = i for any integer i ∈ [1, r]).
(ii) Two sequences of integers, f+1 , f+2 , . . ., f+r , and `+1 , `+2 , . . ., `+r . (iii) Two sequences of
characters, F [f+1 ], F [f+2 ], . . . , F [f+r ], and L[`+1 ], L[`+2 ], . . . , L[`+r ]. (iv) Two predecessor data
structures for sets L+ and F+. The space usage of Z is O(r) words in total.
Next, we show that Z can support the queries described in Lemma 2, i.e., computing (i)
pred(F+, i), pred(L+, i), (ii) f+i , `+i , (iii)F [i], L[i], and (iv) LF(i),FL(i) for a given integer i.
Obviously, Z can support the queries pred(F+, i) and pred(L+, i) in O(log logw(n/r)) time
using the predecessor data structures stored in Z. It can also support accessing f+i and `+i in
O(1) time. It can compute F [i] and L[i] in O(log logw(n/r)) time for any integer i ∈ [1, n],
because F [i] = F [f+pred(F+,i)] and L[i] = L[`
+
pred(L+,i)]. Two functions LF(i) and FL(i) can
be computed in O(log logw(n/r)) time, because LF(i) = f+δ−1[pred(L+,i)] + (i− `+pred(L+,i)) and
FL(i) = `+δ−1[pred(F+,i)] + (i− f+pred(F+,i)]) for any integer i ∈ [1, n] by the adjacent relation on
the SA (i.e., Lemma 14(i)).
Next, we give a construction algorithm for the data structure Z by processing the RLBWT
of string T . First, we construct array δ. We can compute the array by applying a stable
sorting algorithm to the first characters in runs in the RLBWT, because LF(x) < LF(y) if
and only if either of the following conditions holds: (i) L[x] ≺ L[y] or (ii) L[x] = L[y] and
x < y for any pair of integers x, y ∈ [1, n]. We use the following stable sorting algorithm to
construct δ in O(n) time and O(r) words of working space.
I Lemma 16. We can sort a given k integers in a set {1, 2, . . . , nO(1)} by a stable sorting
algorithm in O(n) time and O(k) words of working space.
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Proof. We sort the given integers in O(n) time by using a standard sorting algorithm if
k < nlogn ; otherwise we use an LSD radix sort with a bucket size of
n
logn , i.e., we sort the
characters with bucket sort in O( nlogn + k) time by using the log(n/ logn) bits starting at
position (i − 1) log(n/ logn) for each step i = 1, 2, . . . , lognO(1)log(n/ logn) . The space usage of the
radix sort is O( nlogn + k) = O(k) words and the running time is O(n) time in total, because
lognO(1)
log(n/ logn) = O(1). Therefore we obtain Lemma 16. J
The remaining data structures can be constructed in O(r log logw(n/r)) time and O(r) words
of working space by processing the RLBWT and two arrays δ. Finally, we can construct
data structure Z in O(n+ r log logw(n/r)) time and O(r) words of working space, and hence,
we obtain Lemma 2.
RLESA. A run-length extended suffix array (RLESA) consists of (i) five arrays SA−,
SA+, DSA−, DSA+, and LCP+ of size r and (ii) two predecessor data structures for SA− and
SA+. SA+ and SA− store positions in sets L+ and L−, respectively. LCP+ stores the lcp-
values at positions in set L+. DSA+ and DSA− store the differences in adjacent sa-values at
positions in sets L+ and L−, respectively. Formally, let `′−1 , `′−2 , . . . , `′−r and `′+1 , `′+2 , . . . , `′+r
be the positions in sets L− and L+ in increasing order of their sa-values, respectively, i.e.,
L− = {`′−1 , `′−2 , . . . , `′−r }, SA[`′−1 ] < SA[`′−2 ] < · · · < SA[`′−r ], L+ = {`′+1 , `′+2 , . . . , `′+r }, and
SA[`′+1 ] < SA[`′+2 ] < · · · < SA[`′+r ]. Then we define the five arrays in the following way:
SA− = SA[`′−1 ],SA[`′−2 ], . . . ,SA[`′−r ],
SA+ = SA[`′+1 ],SA[`′+2 ], . . . ,SA[`′+r ],
LCP+ = LCP[`′−1 + 1], LCP[`′−2 + 1], . . . , LCP[`′−r + 1],
DSA− = SA[`′−1 ]− SA[`′−1 + 1],SA[`′−2 ]− SA[`′−2 + 1], . . . ,SA[`′−r ]− SA[`′−r + 1], and
DSA+ = SA[`′+1 ]− SA[`′+1 − 1],SA[`′+2 ]− SA[`′+2 − 1], . . . ,SA[`′+r ]− SA[`′+r − 1].
Here, let SA[n+ 1] = SA[1], SA[0] = SA[n], and LCP[n+ 1] = LCP[1]. Then, the following
lemma holds.
I Lemma 17 ([16]). For any integer i ∈ [1, n − 1], the following equations hold. (i)
DSA−[i−] = SA[i]−SA[i+1], and (ii) LCP+[i−] = LCP[i+1]+d, where i− = pred(SA−,SA[i])
and d = SA[i]− SA−[i−]. Similarly, for any integer i ∈ [2, n], DSA+[i+] = SA[i]− SA[i− 1],
where i+ = pred(SA+,SA[i]).
Lemma 17 implies that an RLESA can support next- and previous-access queries in
O(log logw(n/r)) time by using predecessor queries on SA− and SA+. The lemma also
indicates that we can support next-access queries by using arrays DSA−, SA−, and LCP+
and the predecessor data structure for SA−.
Appendix B: Proofs for Section 3
Example for Section 3 We first give an example of computing Weiner-intervals with depth
2 in Figure 1. Here, W1 = {〈1, 1, |$|〉, 〈2, 10, |a|〉, 〈11, 16, |b|〉}, and W2 = {〈1, 4, |aa|〉, 〈11, 11,
|b$|〉}, where we let LCP[17] = 0. When we apply a Weiner query to each Weiner-interval with
depth 1, we obtain a set of sa-intervals, {〈1, 1, |$a|〉, 〈1, 4, |aa|〉, 〈5, 10, |ab|〉, 〈11, 11, |b$|〉, 〈12,
16, |ba|〉}. Here, V ′1 [1] = 1, V ′1 [4] = 0, V ′1 [10] = 1, V ′1 [11] = 0, and V ′1 [16] = 1, and hence, W2
corresponds to the set
⋃
〈b,e,d−1〉∈W1{〈b′, e′, 2〉 | 〈b′, e′, 2〉 ∈ weiner(b, e, 1) s.t. V ′1 [e′] = 0}.
Details of Beller et al’s algorithm. The details of their enumeration algorithm are
as follows. We ensure that queue Q stores Weiner-intervals with depth d− 1 in any order,
and that bit array V ′ corresponds to V ′d−1, before the algorithm enumerates Weiner-intervals
with depth d. It repeats the following three steps until queue Q is empty: (i) It takes a
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Weiner-interval u = 〈b, e, d − 1〉 out of queue Q. (ii) It computes set filter(u) by using a
Weiner query and bit array V ′. (iii) It outputs each Weiner-interval 〈b′, e′, d〉 in filter(u) and
sets the bit V ′[e′] to 1. After enumerating the Weiner-intervals with depth d, it pushes them
into queue Q.
Proof of Lemma 4. Our algorithm for an RCLFL query is based on the algorithm
for range color reporting with frequency query proposed by Belazzougui et al. [9]. We prove
Lemma 3 by using the following three lemmas.
I Lemma 18. For a string T , there exists a data structure Λ′ of O(n+ σ) words supporting
any RCLFL query on a given string T of length n in O(k) time and O(k) words of working
space, where k is the number of elements output by the RCLFL query. We can construct the
data structure in O(n+ σ) time and O(n+ σ) words of working space for a given T .
Proof. Data structure Λ′ consists of (i) an array W of size σ and (ii) a data structure X
supporting range minimum queries (RmQ) on an array ~L and range maximum queries (RMQ)
on an array ~R. Every cell in array W uses logn bits and is set to 0. The cells ~L[i]
and ~R[i] store the previous and next occurrences, respectively, of the i-th character T [i]
in T (i.e., ~L[i] = max({x | x ∈ [1, i − 1] s.t. T [x] = T [i]} ∪ {0}) and ~R[i] = min({x |
x ∈ [i + 1, n] s.t. T [x] = T [i]} ∪ {n + 1})). The RmQ and RMQ of a given interval
[i, j] return the positions of the smallest value in ~L[i..j] and the largest value in ~R[i..j],
respectively. Formally, let RmQ(D, i, j) and RMQ(D, i, j) be the answers to the RmQ and
RMQ queries on an integer array D for a given interval [i, j], respectively, i.e., RmQ(D, i, j) =
min{x | x ∈ [i, j] s.t. D[x] = min{D[i], D[i + 1], . . . , D[j]}} and RMQ(D, i, j) = max{x |
x ∈ [i, j] s.t. D[x] = max{D[i], D[i+ 1], . . . , D[j]}}. There exists a data structure of O(|D|)
words supporting RmQs and RMQs on an integer array D in constant time, and it can be
constructed in O(|D|) time and space from the array D (e.g., [14]). We use the data structure
for ~L and ~R as data structure X, and we construct the two arrays in O(n + σ) time and
words of working space by processing T with bucket sort. Therefore, the total preprocessing
time is O(n+ σ), and the space usage of our data structures is O(n+ σ) words.
To find the first and last occurrences of the distinct characters in substring T [i..j], we
use the following properties of two arrays ~L and ~R: The set of the positions on interval
[i, j] such that the value at each position on ~L is smaller than i is equal to the set of
the first occurrences of the distinct characters on the interval. Similarly, the set of the
positions on interval [i, j] such that the value at each position on ~L is larger than j is equal
to the set of the last occurrences of the distinct characters on the interval. Formally, let
{c1, c2, . . . , ck} be the set of distinct characters in the substring T [i..j] (i.e., RCLFL(T, i, j) =
{(c1, b1, e1), (c2, b2, e2), . . . , (ck, bk, ek)}). Then, the following two statements hold for any
integer x ∈ [i, j]. (i) ~L[x] < i if and only if x ∈ {b1, b2, . . . , bk}, and (ii) ~R[x] > j if and only
if x ∈ {e1, e2, . . . , ek} [9].
Next, we find the first and last occurrences of the distinct characters by using two
functions search< and search>, respectively. Function search<(x, i, j) returns the set of the
positions on a given interval [i, j] such that the value at each position on ~L is smaller than a
given integer x. search<(i, i, j) returns the first occurrences of the distinct characters in T [i, j]
by the above statement (i). Formally, let search<(x, i, j) = ∅ if i > j or ~L[p] ≥ x; otherwise
search<(x, i, j) = {p}∪search<(x, i, p−1)∪search<(x, p+1, j), where p = RmQ(~L, i, j). Then
{b1, b2, . . . , bk} = search<(i, i, j). Similarly, function search>(x, i, j) returns the set of the
positions on [i, j] such that the value at each position on ~R is larger than a given integer x, and
hence search>(j, i, j) returns the last occurrences of the distinct characters in T [i, j]. Formally,
let search>(x, i, j) = ∅ if i > j or ~R[p] ≤ x; otherwise search>(x, i, j) = {p}∪ search>(x, i, p−
1) ∪ search>(x, p+ 1, j), where p = RMQ(~R, i, j). Then {e1, e2, . . . , ek} = search>(j, i, j).
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We compute RCLFL(T, i, j) in the following way: (i) Enumerate the distinct characters
c1, c2, . . . , ck and their first occurrences in the substring T [i..j] by computing search<(i, i, j).
(ii) For each character cx, we change W [cx] to its first occurrence bx. (iii) Enumerate
the distinct characters c1, c2, . . . , ck and their last occurrences in the substring T [i..j] by
computing search>(j, i, j). (iv) For each character cx, we obtain its first occurrence bx
by accessing W [cx] and output the triplet (cx, bx, ex). Two functions search<(i, i, j) and
search>(j, i, j) contain O(k) RmQs and RMQs, respectively. Therefore, the running time is
O(k) in total, and we obtain Lemma 18. J
I Lemma 19. There exists a data structure Λ′′ of O(n) words supporting any RCLFL query
on a string T in O(k) time and O(k) words of working space, where k is the number of
elements output by the RCLFL query. We can construct the data structure in O(n) time and
O(n) words of working space by processing T .
Proof. We prove Lemma 19 using data structure Λ′. To reduce the space usage of Λ′ into
O(n), we construct a string T ′ such each i-th character is the rank of character T [i] in T ′ (i.e.,
T ′[i] = pred(Σ′, T [i]) for any integer i ∈ [1, n]), where Σ′ is the set of the distinct characters
in T , i.e., Σ′ = {T [i] | i ∈ [1, n]}. The mapping reduce the alphabet size for T ′ into O(n),
and hence the data structure Λ′ for T ′ can answer to RCLFL queries in O(n) words.
Formally, data structure Λ′′ consists of a data structure Λ′ for string T ′ and an array C ′
of length n such that each i-th element stores the original character corresponding to T ′[i],
i.e., C ′[i] ∈ Σ′ and pred(Σ′, C ′[i]) = T ′[i]. The space usage of Λ′′ is O(n) words, because
the alphabet size of T ′ is at most n. We can construct Λ′′ in O(n) time and O(n) words
of working space, because (i) we can construct string T ′ in O(n) time and O(n) words of
working space by Lemma 16, and (ii) we can construct array C ′ in O(n) time by processing
two strings T ′ and T .
We compute the RCLFL(T, i, j) query using query RCLFL(T ′, i, j) and array C ′. T [i] =
C ′[T ′[i]] for any integer i ∈ [1, n], and hence, we compute RCLFL(T, i, j) in the following
two steps: (i) We compute RCLFL(T ′, i, j) = {(c1, b1, e1), (c2, b2, e2), . . . , (ck, bk, ek)}. (ii)
For each output element (cx, bx, ex), we compute and output (C ′[cx], bx, ex). Therefore, the
running time is still O(k) in total, and finally, we obtain Lemma 19. J
I Lemma 20. Let L′ be a string of size r such that each i-th character is the first character
of i-th L-run (i.e., L′ = L[`+1 ], L[`+2 ], . . . , L[`+r ]), and let RCLFL(L′, b′, e′) = {(c1, b′1, e′1), (c2,
b′2, e
′
2), . . . , (ck, b′k, e′k)} for a sa-interval 〈b, e, d〉, where b′ = pred(L+, b) and e′ = pred(L+, e).
Then RCLFL(L, b, e) = {(c1, b1, e1), (c2, b2, e2), . . ., (ck, bk, ek)}. Here, bi = b if b′i = b′ and
bi = `+b′
i
otherwise for any integer i ∈ [1, k]. Similarly, ei = e if e′i = e′ and ei = `−e′
i
otherwise.
Proof. For each triplet (ci, b′i, e′i) ∈ RCLFL(L′, b′, e′), L-run Lb′i is the first L-run representing
repetitions of ci on L[`+b′ ..`
−
e′ ], and at least one character in Lb′i is contained in L[b..e] (i.e.,
[`+b′
i
, `−b′
i
] ∩ [b, e] 6= ∅). This implies that the first occurrence of character ci in L[b..e] is
min([`+b′
i
, `−b′
i
] ∩ [b, e]). If b′ 6= b′i, then min([`+b′
i
, `−b′
i
] ∩ [b, e]) = `+b′
i
; otherwise, min([`+b′
i
, `−b′
i
] ∩
[b, e]) = b. Similarly, the last occurrence of character ci is `−e′
i
if e′ 6= e′i; otherwise, the last
occurrence is e. Therefore, we obtain Lemma 20. J
Data structure Λ consists of (i) the data structure Λ′′ for a string L′ of size r such that
each i-th is the first character of i-th L-run (i.e., L′ = L[`+1 ], L[`+2 ], . . . , L[`+r ]), (ii) an array
storing `+1 , `+2 , . . . , `+r , and (iii) the predecessor data structure for set L+. The space usage
of Λ is O(r) words, and we can construct the data structure in O(n log logw(n/r)) time and
O(r) words of working space by processing the RLBWT of T .
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We compute RCLFL(L, b, e) by the following three steps: (i) We compute b′ = pred(L+, b),
e′ = pred(L+, e), and RCLFL(L′, b′, e′). (ii) For each triplet (ci, b′i, e′i) ∈ RCLFL(L′, b′, e′), we
recover the triplet (ci, bi, ei) on string L from the triplet (ci, b′i, e′i) by Lemma 20. Here, bi and
ei are the leftmost and rightmost occurrences of character ci in substring L[b..e], respectively.
Similarly, b′i and e′i are the leftmost and rightmost occurrences of character ci in substring
L′[b′..e′], respectively. (iii) We output k triplets (c1, b1, e1), (c2, b2, e2), . . . , (ck, bk, ek), where
k is the number of elements reported by query RCLFL(L′, b′, e′). The running time is
O(log logw(n/r)) per output element by using data structure Λ, and hence we obtain Lemma 4.
Proof of Lemma 5. FL(e′) ∈ ([b, e] ∩ F−) ∪ {e} holds by Lemma 20. The ending
position of any L-run maps to that of the corresponding F-run by LF function, and hence
FL(e′) = e if e′ 6∈ F−. LCP[e′ + 1] = d holds by formula LCP[e′ + 1] = LCP[FL(e′ + 1)] + 1,
because FL(e′ + 1) = e + 1 holds by the adjacent relation on SA, and LCP[e + 1] = d − 1
holds by Weiner-interval 〈b, e, d〉. Thus 〈b′, e′, d+ 1〉 is a Weiner-interval with depth d+ 1,
i.e., Vd[e′] = 0.
Proof of Lemma 6. Let LF+(j) be the function that returns the starting position of a
L-run such that the starting position is first obtained by recursive applying LF function to
a position j ∈ [1, n] (i.e., LF+(j) = j if j ∈ L+; otherwise LF+(j) = LF+(LF(j))). Consider
two distinct positions j and j with lcp-value i. j = j′ if and only if LF+(j) = LF+(j′),
because j (respectively, j′) are obtained by recursive applying FL function (LCP[LF+(j)]−
LCP[j]) (respectively, (LCP[LF+(j′)]− LCP[j′])) times to LF+(j) (respectively, LF+(j′)) by
the incremental relation on LCP array. Function LF+ returns an integer in set L+ of size
r, and hence the number of the positions with lcp-value i on the LCP array is at most r.
Therefore, we obtain Lemma 6.
Proof of Theorem 7. We already showed our algorithm can enumerate lcp-values in
O(n log logw(n/r)) time and O(r) words, and hence we show that the data structure for our
algorithm can be constructed in O(n log logw(n/r)) time and O(r) words of working space
by processing the RLBWT of T .
Recall that our algorithm is built on the following six data structures: (i) A data structure
Λ for string L; (ii) data structure Z (Lemma 2); (iii) a bit array V ′ of size r; (iv) an array
storing f−1 , f−2 , . . . , f−r ; (v) the predecessor data structure for set F+; and (vi) a queue
Q storing all Weiner-intervals with depth 1 in any order. We already showed that Λ can
be constructed in O(n log logw(n/r)) time and O(r) words of working space for the given
RLBWT of a string T (Lemma 4). Z can be constructed in O(n log logw(n/r)) time and O(r)
words of working space by processing the RLBWT of T . Obviously, the bit array V ′ can be
constructed in O(r) time. The fourth data structure can be constructed in O(r) time using
Z. Similarly, the fifth data structure can be constructed in O(n log logw(n/r)) time using
Z. Finally, we need to compute all the Weiner-intervals with depth 1 to construct queue
Q. The Weiner-intervals with depth 1 are the sa-intervals of characters occurring in T . The
sa-intervals can be computed by reading permutation F in left-to-right order, and we can
access F in O(n log logw(n/r)) time by using data structure Z. Therefore, the construction
time is O(n log logw(n/r)) in total, and we obtain Theorem 7.
Appendix C: Proofs for Section 4
Example for Section 4.1. Next, an example of computing the type-1 lcp-intervals in
Figure 3 is as follows. In the figure, each dotted arrow means that the lcp-interval at
its head can be computed by applying the FL function to the lcp-interval at its tail. For
example, 〈6, 7, |abaabab|〉 and 〈13, 14, |baabab|〉 are two lcp-intervals, because LCP[6], LCP[8] <
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min(LCP[7..7]) = 7 and LCP[13], LCP[15] < min(LCP[14..14]) = 6, respectively. Those
two lcp-intervals are connected by a dotted arrow. The interval [6 − 1, 7 + 1] of lcp-
interval 〈6, 7, |abaabab|〉 is contained in 3-th F-run. Then, we have FL(6) = 12. Thus,
LCP[13] = LCP[6]−1, LCP[15] = LCP[8]−1, and min(LCP[14..14]) = min(LCP[7..7])−1 by the
incremental relation on the LCP array, i.e., we can compute the lcp-interval 〈13, 14, |baabab|〉
by applying the FL function to the lcp-interval 〈6, 7, |abaabab|〉.
Proof of Lemma 10 (type-3 lcp-intervals)We already showed that we can enumerate
type-3 lcp-intervals in O(n log logw(n/r)) time using the data structures listed in Section 4.2,
and hence we give a construction algorithm of the data structures. Recall that our data
structure for type-3 lcp-intervals consists of data structure Z, two array S, S′, and RLESA.
We construct the data structure Z by Lemma 2. The RLESA can be constructed in
O(n log logw(n/r)) time using Theorem 7. Formally, the following lemma holds.
I Lemma 21. We can construct a RLESA for a string T in O(n log logw(n/r)) time and
O(r) words of working space by processing the RLBWT of T .
Proof. Recall that RLESA consists of (i) five arrays SA−, SA+, DSA−, DSA+, and LCP+
and (ii) two predecessor data structures for SA− and SA+. For given enumerated lcp-values
and sa-values, the five arrays can be constructed in O(n log logw(n/r)) time and O(r) words
of working space by using the predecessor queries on L+ and the array L+. For the given
RLBWT of string T , we can enumerate sa-values in O(n log logw(n/r)) time and O(r) words
of working space in the order of SA[p] = n, SA[LF(p)] = n − 1, SA[LF2(p)] = n − 2, . . .,
SA[LFn−1(p)] = 1 by applying the LF function to the position p, which is the position such
that SA[p] = n. Here, LFd(i) is a recursive LF function applied d times to a given position i,
i.e., LFd(i) = LFd−1(LF(i)) if d ≥ 1; otherwise, LFd(i) = i. We can also enumerate lcp-values
in O(n log logw(n/r)) time by using the algorithm presented in Section 3. Therefore, an
RLESA can be constructed in O(n log logw(n/r)) time and O(r) words of working space. J
Next, we give a construction algorithm of array S. The construction algorithm uses (i) two
arrays storing `+1 , `+2 , . . . , `+r and SA[`+1 ],SA[`+2 ], . . . ,SA[`+r ], and (ii) RLESA. The two array
can be constructed in O(n log logw(n/r)) time using data structure Z and the RLESA. Let
I ′i = 〈b, e, d〉 be the deepest lcp-interval containing position `+i . The depth of the lcp-interval
is LCP[`+i ] if LCP[`+i ] ≥ LCP[`+i + 1]; otherwise the depth is LCP[`+i + 1]. The lcp-interval is
type-3 and S[i] stores the lcp-interval if `+i−1, `+i+1 6∈ [b, e]; otherwise the lcp-interval is type-2
and S[i] is empty.
Our construction algorithm finds the deepest type-3 lcp-interval `+i using two lin-
ear searches for b and e on LCP array like the enumeration algorithm of type-3 lcp-
intervals. The algorithm consists of the following four steps: (i) compute d by formula d =
max{LCP[`+i ], LCP[`+i +1]}; (ii) find the smallest positive integer p such that LCP[`+i −p] < d
by a linear search over LCP[`+i ], LCP[`+i − 1], . . . , LCP[`+i−1 + 1]. The algorithm stops if
p is not found (i.e., S[i] is empty); otherwise `+i − p is equal to b; (iii) similarly, find
the smallest positive integer p′ such that LCP[`+i + p′] < dj by a linear search over
LCP[`+i + 1], LCP[`+i + 2], . . . , LCP[`−i + 1]. The algorithm stops if p′ is not found; oth-
erwise `+i + p′ − 1 is equal to e; (iv) S[i] stores I ′ if p and p′ are found. We compute
S[1], S[2], . . . , S[r] by the algorithm. The running time is O(n log logw(n/r)) in total using
RLESA, We can also construct array S′ in the same time using RLESA. Therefore, we can
construct the data structures for type-3 lcp-intervals in O(n log logw(n/r)) time and O(r)
words of working space by processing the RLBWT of T .
Enumeration algorithm for type-4 lcp-intervals. Let I ′ = {I1, I2, . . . , Ik} be the
set of the type-4 lcp-intervals that each lcp-interval is contained in [`+i + 1, `−i ] for an integer
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i ∈ [1, r]. Each lcp-interval Ij satisfies either of the following two conditions: (i) the lcp-
interval contains position `+i + 1, or (ii) the lcp-interval contains position `−i and does not
contain position `+i + 1. Therefore, we can enumerate the lcp-intervals in I ′ such that
each lcp-interval satisfies the former condition in O(|Li| log logw(n/r)) time by modifying
the enumeration algorithm of type-3 lcp-intervals. Similarly, we can enumerate the other
lcp-intervals in the same time. We enumerate the type-4 lcp-intervals that each lcp-interval
is contained in [`+i + 1, `−i ] using the modified algorithm for each i = 1, 2, . . . , r. The running
time is O(n log logw(n/r)) in total, and the working space is O(r) words. Therefore, we can
enumerate type-4 lcp-intervals in O(n log logw(n/r)) time and O(r) words of working space
using Lemma 10.
Enumeration algorithm for type-2 lcp-intervals.
ε(root)
a b c
ba bb bc
abb
bbb bbca
Y1, 1 Y1, 2 Y1, 3 Y1, 4 Y1, 6Y1, 5
ε(root)
a b c
ba bb bc
bbb bbca
Y2, 1 Y2, 2 Y2, 3 Y2, 4 Y2, 6Y2, 5
ε(root)
a b c
ba bb bc
Y3, 1 Y3, 2 Y3, 3 Y3, 5Y3, 4
Figure 4 Three sets Y1, Y2, Y3 on a type-2 lcp-interval tree.
The enumeration algorithm for lcp-intervals of type-2 is built on the following five data
structures: (i) the RLESA for string T ; (ii) data structure Z (Lemma 2); (iii) an integer array
D of length r such that each D[x] stores min(LCP[`+x + 1, `+x+1]); (iv) a data structure X of
O(r) words supporting RmQ queries on array D in constant time; and (v) two empty stacks
Υleft and Υright. Here, data structure X was introduced in Appendix B. The space usage of
the data structures is O(r) words in total. We can construct array D in O(n log logw(n/r))
time by enumerating the lcp-values in left-to-right order by using the RLESA, and RLESA
can be constructed in O(n log logw(n/r)) time by Lemma 21. Therefore, we can construct
the five data structures in O(n log logw(n/r)) time by processing the RLBWT of string T .
The enumeration algorithm finds type-2 lcp-intervals by using a type-2 lcp-interval tree
and sets of intervals Y1, Y2, . . . , Yh. The type-2 lcp-interval tree is a rooted tree such that each
node corresponds to a distinct type-2 lcp-interval in set I2. Formally, a type-2 lcp-interval tree
is defined in the following way: (i) its nodes correspond on a one-to-one basis to intervals in
set T = {[b, e] | 〈b, e, d〉 ∈ I2}∪{[1, n]}; (ii) its root corresponds to interval [1, n]; and (iii) the
parent of any interval [b, e] ∈ T \{[1, n]} is the interval [b′, e′] ∈ T such that [b, e] ⊂ [b′, e′] and
e′−b′+1 is smallest. Let parent(I) and children(I) be the parent and children of an interval I,
respectively, i.e., parent(I) = arg min
I′∈V
|I ′| and children(I) = {I ′ | I ′ ∈ T s.t. parent(I ′) = I},
where V = {I ′ | I ′ ∈ T s.t. I ′ ⊃ I}.
Next, we define sets of intervals Y1, Y2, . . . , Yh. Set Y1 consists of leaves in a type-2
lcp-interval tree (i.e., Y1 = {I | I ∈ T s.t. children(I) = ∅}). Yi+1 is defined using set
Yi = {Ii,1, Ii,2, . . . , Ii,|Yi|} and integer τi for any integer i ≥ 1. Here, Ii,x is the x-th interval
in the intervals in set Yi sorted in increasing order of their left boundaries, and τi is the
smallest integer such that the children of the parent of interval Ii,τi are contained in set
Yi, i.e., τi = min{x | x ∈ [1, |Yi|] s.t. children(parent(Ii,x)) ⊆ Yi}. Then, Yi+1 is the set of
intervals obtained by replacing the children of the parent of interval Ii,τi in set Yi with
the parent (i.e., Yi+1 = (Yi \ children(parent(Ii,τi))) ∪ {parent(Ii,τi)}). Finally, let h be the
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smallest integer such that Yh = {[1, n]}.
Figure 4 illustrates three sets Y1, Y2, Y3 on a type-2 lcp-interval tree. In the left figure,
the node of string abb (i.e., Y1,1) is the leftmost node in Y1 such that the children of the
node are contained in Y1, and hence τ1 = 1. Similarly, in the center figure, the node of string
bbb (i.e., Y2,3) is the leftmost node in Y2 such that the children of the node are contained in
Y2, and hence τ2 = 3.
The union of the two sets Y1 and set {parent(I1,τ1), parent(I2,τ2), . . ., parent(Ih−1,τh−1)}
is equal to the set of nodes in the type-2 lcp-interval tree, because (i) Y1 is the set of leaves
in the type-2 lcp-interval tree, (ii) Yh = {[1, n]} is the root of the tree, and (iii) Yi is obtained
by replacing an interval in Yi+1 with its children for any integer i ∈ [1, h− 1]. Formally, the
following lemmas hold.
I Lemma 22. τi exists for any integer i ∈ [1, h−1], i.e., {x | x ∈ [1, |Yi|] s.t. children(parent
(Ii,x)) ⊆ Yi} 6= ∅.
Proof. We use the following observation: any rooted tree has at least one internal node such
that each child of the node is a leaf. Set Y1 is the set of leaves in a type-2 lcp-interval tree,
and hence, τ1 exists by the above observation. If Yi represents the set of leaves in a tree X ,
then Yi+1 also represents the set of leaves in the subtree such that (i) its root is the root
of tree X and (ii) its leaves are nodes in Yi+1. This is because the set Yi+1 is obtained by
replacing the children of a node in Yi with the node. Therefore, integers τ2, τ3, . . . , τh−1 also
exist by the above observation. J
I Lemma 23. The union of two sets Y1 and {parent(I1,τ1), parent(I2,τ2), . . ., parent(Ih−2,τh−2)}
is equal to the set of type-2 lcp-intervals, i.e., T = Y1 ∪ {parent(I1,τ1), parent(I2,τ2), . . .,
parent(Ih−1,τh−1)}.
Proof. Set Y1 represents the leaves in the type-2 lcp-interval tree, and {parent(I1,τ1),
parent(I2,τ2), . . ., parent(Ih−1,τh−1)} represents the internal nodes and root in the type-2
lcp-interval tree. Therefore, Lemma 23 holds. J
We give a high-level description of our algorithm. The nodes in the type-2 lcp-interval tree
represent the set of type-2 lcp-intervals, and hence, we can enumerate the type-2 lcp-intervals
by computing nodes in the type-2 lcp-interval tree. The enumeration algorithm does not store
the whole type-2 lcp-interval tree to enumerate type-2 lcp-intervals, because the tree has O(n)
nodes, i.e., it requires O(n) words. Instead, the algorithm sequentially computes parent(I1,τ1),
parent(I2,τ2), . . ., parent(Ih−1,τh−1) in O(r) words. Before the algorithm computes interval
parent(Ii,τi), the algorithm has set Yi and execute the following three steps:
1. Compute τi and b = τi + |children(parent(Ii,τi))| − 1.
2. Compute interval parent(Ii,τi).
3. Replace Ii,τi , Ii,τi+1, . . . , Ii,b in Yi with parent(Ii,τi).
|Y1| > |Y2| > . . . > |Yh| = 1 and |Y1| ≤ r hold, because any interval in Y1 does not overlap
with any other interval in the set, and each interval in Y1 contains at least two positions in
L+. Therefore, the space usage of our algorithm can be bounded by O(r) words.
We use the following lemma to compute parent(Ii,τi).
I Lemma 24. We can compute interval parent(Ii,τi) = [bˆ, eˆ] and the 5-tuple for the interval
in O((|parent(Ii,τi) \ [b, e′]|+ 1) log logw(n/r)) time for two given intervals Ii,τi = [b, e] and
Ii,τi+|children(parent(Ii,τi ))|−1 = [b
′, e′] by using (i) the 5-tuples for the given intervals, (ii) array
D, (iii) data structure X, (iv) the RLESA for string T , and (v) data structure Z, where the
5-tuple for an interval [x, y] is (SA[x],SA[y],min(LCP[x+ 1..y]), LCP[x], LCP[y + 1]).
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Proof. Interval [bˆ, eˆ] is the longest interval such that its depth is equal to min(LCP[b +
1, e′]) (i.e., min(LCP[bˆ+ 1, eˆ]) = min(LCP[b+ 1, e′])) and it contains the two given intervals.
We compute min(LCP[b+ 1, e′]) by computing min{min(LCP[b+ 1..e]), min(LCP[`+v + 1..`+v′ ]),
min(LCP[b′ + 1..e′])}, because [b + 1, e′] = [b + 1, e] ∪ [`+v + 1, `+v′ ] ∪ [b′ + 1, e′], where
`+v = max{[b, e] ∩ L+} and `+v′ = min{[b′, e′] ∩ L+}. We can compute min{min(LCP[b +
1..e]),min(LCP[`+v + 1..`+v′ ]),min(LCP[b′ + 1..e′])} in O(log logw(n/r)) time, because (i) min
(LCP[b+ 1..e]) and min(LCP[b′ + 1..e′]) are stored in the 5-tuples for the given intervals, (ii)
min(LCP[`+v + 1..`+v′ ]) is equal to D[RmQ(D, v, v′ − 1)], and (iii) we can compute the two
integers v and v′ in O(log logw(n/r)) time by using two predecessor queries on L+.
Next, we compute the longest interval such that its depth is equal to min(LCP[b+ 1, e′])
and it contains interval [b, e′] by using the RLESA and the 5-tuples for the given intervals.
We can compute the longest interval by using b− bˆ+ 2 previous-access queries and eˆ− e′ + 2
next-access queries. We also obtain the 5-tuple for interval [bˆ, eˆ] at the same time, and hence,
the running time is O((|parent(Ii,τi) \ [b, e′]|+ 1) log logw(n/r)). J
To quickly compute τi and τi + |children(parent(Ii,τi))| − 1, we introduce h− 1 integers
κ1, κ2, . . . , κh−1. κi is the smallest integer such that the parent of interval Ii,κi does not
overlap with interval Ii,κi+1 (i.e., κi = min({x | x ∈ [1, |Yi| − 1] s.t. parent(Ii,x) ∩ Ii,x+1 =
∅} ∪ {|Yi|})). Integer κi has the following three properties: (i) Interval Ii,κi is the rightmost
child of interval Ii,τi (i.e., τi + |children(parent(Ii,τi))| − 1 = κi). (ii) κi is equal to the
smallest integer x ≥ τi−1 such that D[z] ≥ min[LCP[b], LCP[e + 1]], where Ii,x = [b, e]
and z is the largest integer such that `+z ∈ Ii,x. (iii) τi is equal to the smallest integer
x ≤ κi such that min{min(LCP[b + 1, e]),min(LCP[`+v + 1..`+v′ ]),min(LCP[b′ + 1, e′])} ≥
max{LCP[b′], LCP[e′ + 1]}, where Ii,x = [b, e], Ii,κi = [b′, e′], v is the largest integer such that
`+v ∈ [b, e], and v′ is the smallest integer such that `+v′ ∈ [b′, e′].
The first property indicates that we can compute the rightmost child of the parent of
interval Ii,τi by finding interval Ii,κi and computing |children(parent(Ii,κi))|. The second
property indicates that we can find interval Ii,κi by verifying whether a given interval
is Ii,κi by using the 5-tuple for the given interval and array D while reading intervals
Ii,τi−1 , Ii,τi−1+1, . . . , Ii,|Yi| in left-to-right order. The third property indicates that we can
find interval Ii,τi by verifying whether a given interval is Ii,τi by using the 5-tuple for the
given interval and array D while reading intervals Ii,1, Ii,2, . . . , Ii,κi in right-to-left order.
Formally, the following four lemmas hold.
I Lemma 25. Interval Ii,κi is the rightmost child of the parent of interval Ii,τi for any
integer i ∈ [1, h− 1] (i.e., τi = κi − |children(parent(Ii,κi))|+ 1).
Proof. Recall that set Yi represents the leaves in a tree. Integer κi is the smallest integer such
that parent(Ii,κi) ∩ Ii,κi+1 = ∅, and it indicates that (i) interval Ii,κi is the rightmost child
of interval parent(Ii,κi), and (ii) the parent of interval Ii,t is equal to that of interval Ii,t+1
or an ancestor of Ii,t+1 for any integer t ∈ [1, κi − 1] (i.e., parent(Ii,1) ⊇ parent(Ii,2) ⊇
· · · ⊇ parent(Ii,κi)). The two relations mean that parent(Ii,κi−|children(parent(Ii,κi ))|+1) =
parent(Ii,κi−|children(parent(Ii,κi ))|+2) = · · · = parent(Ii,κi), i.e., κi is the smallest integer such
that children(parent(Ii,κi)) ∈ Yi and interval Ii,κi is the rightmost child of interval parent(Ii,κi).
Therefore, Lemma 25 holds. J
I Lemma 26. τi−1 ≤ κi for any integer i ∈ [1, h− 1], where τ0 = 1.
Proof. parent(Ii,x) ∩ Ii,x+1 6= ∅ for any integer x ∈ [1, τi − 1], because (i) Ii,x = Ii−1,x,
(ii) parent(Ii−1,x) ∩ Ii−1,x+1 6= ∅, and (iii) Ii−1,τi−1 ⊂ Ii,τi−1 . Therefore, κi is no less than
τi−1. J
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I Lemma 27. For two integers i ∈ [1, h− 1] and x ∈ [1, |Yi| − 1], parent(Ii,x)∩ Ii,x+1 6= ∅ ⇔
max{LCP[b], LCP[e + 1]} ≤ D[z], where Ii,x = [b, e], and z is the largest integer such that
`+z ∈ Ii,x.
Proof. Lemma 27 holds because (i) the parent of interval Ii,x is the longest interval [b′, e′] such
that interval [b′, e′] contains Ii,x, and its depth is max{LCP[b], LCP[e+ 1]} (i.e., min(LCP[b′+
1..e′] = max{LCP[b], LCP[e + 1]})); (ii) interval Ii,x+1 contains position `+z+1; and (iii) the
parent contains position `+z+1 if and only if LCP[`+z + 1..`+z+1] = D[z] ≥ max{LCP[b], LCP[e+
1]}. J
I Lemma 28. For any integer i ∈ [1, h − 1], integer τi is equal to the smallest integer
x ≤ κi such that min{min(LCP[b + 1, e]),min(LCP[`+v + 1..`+v′ ]),min(LCP[b′ + 1, e′])} ≥
max{LCP[b′], LCP[e′ + 1]}, where Ii,x = [b, e], Ii,κi = [b′, e′], v is the largest integer such that
`+v ∈ [b, e], and v′ is the smallest integer such that `+v′ ∈ [b′, e′].
Proof. Interval parent(Ii,κi) is the longest interval [bˆ, eˆ] such that its depth is equal to
min(LCP[b′ + 1, e′]) (i.e., min(LCP[bˆ+ 1, eˆ]) = min(LCP[b′ + 1, e′])), and the interval contains
Ii,κi . The definition of the longest interval indicates that, for any integer x ∈ [1, κi − 1],
parent(Ii,x) = parent(Ii,κi) if and only if min(LCP[b+1..e′]) ≥ {LCP[b′], LCP[e′+1]}. Moreover,
[b+1, e′] = [b+1, e]∪ [`+v +1, `+v′ ]∪ [b′+1, e′] because `+v ∈ [b, e] and `+v′ ∈ [b′, e′]. This relation
means that min(LCP[b+ 1, e′]) = min{min(LCP[b+ 1, e]),min(LCP[`+v + 1..`+v′ ]),min(LCP[b′+
1, e′])}. Therefore, Lemma 28 holds. J
Next, the details of our enumeration algorithm for type-2 lcp-intervals with EPS are as
follows. Before the algorithm computes interval parent(Ii,τi), two stacks Υleft and Υright are
set equal to two stacks Υlefti and Υ
right
i , respectively. Here, Υlefti stores τi−1 − 1 elements, and
each x-th element is a pair of interval Ii,τi−1−x and the 5-tuple for the interval. Hence, the top
element in Υlefti is a pair of interval Ii,τi−1−1 and the 5-tuple for the interval. Similarly, stack
Υrighti stores |Yi| − τi−1 + 1 elements, and each x-th element is a pair of interval Ii,τi−1−x+1
and the 5-tuple for the interval. Hence, the top element in Υrighti is a pair of interval Ii,τi−1
and the 5-tuple for the interval. The algorithm computing interval parent(Ii,τi) consists of
the following steps:
1. Remove intervals Ii,τi−1 , Ii,τi−1+1, . . ., Ii,κi with the 5-tuples from Υright.
2. Push the removed intervals with the 5-tuples onto Υleft.
3. Remove intervals Ii,τi , Ii,τi+1, . . ., Ii,κi with the 5-tuples from Υleft.
4. Compute interval parent(Ii,τi) and its 5-tuple, and push them onto Υright.
5. Output the type-2 lcp-interval parent(Ii,τi) with EPS by using interval parent(Ii,τi) and
its 5-tuple.
The algorithm outputs all the type-2 lcp-intervals in set {parent(I1,τ1), parent(I2,τ2), . . .,
parent(Ih−2,τh−2)}, and we can also output all the type-2 lcp-intervals in set {I1,1, I1,2, . . . , I1,|Y1|}
by using two stacks Υleft1 and Υ
right
1 . The union of the two sets is equal to the set of type-2 lcp-
intervals, by Lemma 23, and hence, our algorithm can enumerate all the type-2 lcp-intervals
with ESPs.
Next, we show that the running time is O(n log logw(n/r)) in total. We can execute
steps 1 and 2 in O((Bright + h) log logw(n/r)) time in total for any integer i ∈ [1, h − 1]
by using Lemmas 26 and 27, where Bright is the number of elements removed from stack
Υright. This is because we can compute the smallest integer v and largest integer v′ such
that `+v ∈ I and `+v′ ∈ I, respectively, by using data structure Z for a given interval I and
its 5-tuple. Similarly, we can execute step 3 in O((Bleft + h) log logw(n/r)) time by using
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Lemma 28 and data structure Z, where Bleft is the number of elements removed from stack
Υleft. We can execute step 4 in O((
∑j=h−2
j=1 |Gi|) log logw(n/r)) time by using Lemma 24,
where Gi = parent(Ii,τi) \ [b, e′], b is the left boundary of interval Ii,τi , and e′ is the right
boundary of interval Ii,κi . The running time is O(n log logw(n/r)) in total, except for the
construction time for the two stacks Υleft1 and Υ
right
1 , by the following observations: (i)
Any interval in a type-2 lcp-interval tree is pushed onto Υright at most once, and hence,
Bright ≤ |I2| = O(n). (ii) Similarly, any such interval is pushed onto Υleft at most once, and
hence, we also have Bleft ≤ |I2| = O(n). (iii) h ≤ |I2| = O(n). (iv) Sets G1, G2, . . . , Gh−1
do not overlap each other, and hence,
∑j=h−2
j=1 |Gi| = O(n).
Next, we show that we can construct the two stacks, Υleft1 and Υ
right
1 , in O(n log logw(n/r))
time and O(r) words of working space by processing the RLBWT of a string T . The two
stacks can be constructed in O(n) time by using set Y1 and the 5-tuples for the intervals in
set Y1. The 5-tuples can be constructed in O(n log logw(n/r)) time by using set Y1 and the
RLESA of string T . Therefore, we show that set Y1 can be constructed in O(n log logw(n/r))
time and O(r) words of working space by processing the RLBWT of T .
We use a sequence of intervals, J1, J2, . . . , Jr−1, to construct set Y1. Interval Jx = [b, e]
is a type-2 lcp-interval such that (i) it contains two positions `+x and `+x+1, and (ii) its
depth is largest, i.e., let B′x = {[b, e] | 〈b, e, d〉 ∈ I2 s.t. `+x , `+x+1 ∈ [b, e]}, then Jx =
arg max
[b,e]∈B′x
(min(LCP[b+ 1..e])).
Set {J1, J2, . . . , Jr−1} contains the leaves in the type-2 lcp-interval tree (i.e., {J1, J2, . . .,
Jr−1} ⊇ Y1), because any leaf is a type-2 lcp-interval for some integer x such that (i) it
contains two positions `+x and `+x+1 and (ii) it does not contain any other type-2 lcp-interval,
i.e., its depth is largest. Formally, let v1, v2, . . . , vk (v1 < v2 < · · · < vk) be the sequence
of integers on interval [1, r − 1] such that each interval Jvx is not equal to interval Jvx−1,
i.e., {v1, v2, . . . , vk} = {1} ∪ {x | x ∈ [2, r − 1] s.t. Jx 6= Jx−1}. Then set Y1 is equal to the
set of intervals in set {Jv1 , Jv2 , . . . , Jvk} such that each interval Jvx does not contain the
two intervals Jvx−1 and Jvx+1 , i.e., Y1 = {Ivx | x ∈ [1, k] s.t. Jvx 6⊃ Jvx−1 and Jvx 6⊃ Jvx+1},
where Jv0 = [0, 0] and Jvk+1 = [n+ 1, n+ 1].
Next, we can compute intervals J1, J2, . . . , Jr−1 by the following lemma.
I Lemma 29. We can compute intervals J1, J2, . . . , Jr−1 in O(n log logw(n/r)) time and
O(r) words of working space by processing the RLBWT of string T .
Proof. Here, we use the following observation: min(LCP[b′x+1, e′x]) = min(LCP[`+x +1, `+x+1])
for any integer x ∈ [1, r−1], where Jx = [b′x, e′x]. This observation indicates that b′x and e′x are
the smallest and largest integers such that min(LCP[b′x + 1, `+x+1]) = min(LCP[`+x + 1, `+x+1])
and min(LCP[`+x +1, e′x) = min(LCP[`+x +1, `+x+1]), respectively, because LCP[b], LCP[e+1] <
min(LCP[b′x + 1, e′x]).
Our algorithm for computing intervals J1, J2, . . . , Jr−1 consists of the following steps:
(i) Compute min(LCP[`+1 + 1, `+2 ]), min(LCP[`+2 + 1, `+3 ]), . . ., min(LCP[`+r−1 + 1, `+r ]) by
using the enumeration of lcp-values in left-to-right order. (ii) Compute e′1, e′2, . . . , e′r−1 by
using integers min(LCP[`+1 + 1, `+2 ]), min(LCP[`+2 + 1, `+3 ]), . . ., min(LCP[`+r−1 + 1, `+r ]), the
enumeration of lcp-values in left-to-right order, and a stack. (iii) Compute b′1, b′2, . . . , b′r−1 by
using integers min(LCP[`+1 + 1, `+2 ]), min(LCP[`+2 + 1, `+3 ]), . . ., min(LCP[`+r−1 + 1, `+r ]), the
enumeration of lcp-values in right-to-left order, and a stack. We can execute the three steps
in O(n log logw(n/r)) time, because the RLESA for string T can enumerate the lcp-values
in O(n log logw(n/r)) time in both left-to-right order and right-to-left order. Therefore,
Lemma 29 holds, because we can construct the RLESA in O(n log logw(n/r)) time and O(r)
words of working space by processing the RLBWT of string T . J
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Finally, our algorithm for computing set Y1 consists of the following three steps: (i)
Compute intervals J1, J2, . . . , Jr−1 by Lemma 29. (ii) Compute integers v1, v2, . . . , vk by using
intervals J1, J2, . . . , Jr−1. (iii) Construct and output set Y1 by using intervals Jv1 , Jv2 , . . . , Jvk .
The construction time is O(n log logw(n/r)) in total, and the working space is O(r) words.
Therefore, we can enumerate type-2 lcp-intervals in O(n log logw(n/r)) time and O(r) words
of working space by processing the RLBWT of string T .
Proof of Theorem 8. We already showed that we can enumerate type-1, type-2, type-3,
and type-4 lcp-intervals with EPS in O(n log logw(n/r)) time and O(r) words of working
space by processing the RLBWT of string T . Therefore Theorem 8 holds.
Appendix D: Detailed description for Section 5
Here, we show the properties of sets Υ1,Υ2, . . . ,Υn+1 described in Section 5. Let Bi be the
set of lcp-intervals with right boundary i for any integer i ∈ [1, n+ 1] (i.e., Bi = {〈b, e, d〉 |
〈b, e, d〉 ∈ I s.t. e = i}). Let Ii,j be the j-th lcp-interval in set Υi sorted in decreasing order
of the depths of the lcp-intervals. Then, the following lemma holds.
I Lemma 30. [21, 1] The following four statements hold. (i) Let ti be the largest integer
such that Ii,ti is an lcp-interval with a depth of at least LCP[i+1]+1 for any integer i ∈ [1, n].
Then, Υi ⊇ Bi and Bi = {Ii,1, Ii,2, . . . , Ii,ti}. (ii) For any integer i ∈ [2, n + 1], let d′ be
the depth of Ii−1,|Bi−1|+1 = 〈b, e, d〉 (i.e., d′ = d). Then Υi−1 \ Bi−1 = {Ii,2, Ii,3, . . . , Ii,|Υi|}
(i.e., Υi = (Υi−1 \ Bi−1) ∪ {Ii,1}) if LCP[i] > d′; otherwise, Υi = Υi−1 \ Bi−1. (iii) The left
boundary and depth of Ii,1 are blast and LCP[i], respectively, if Υi = (Υi−1 \ Bi−1) ∪ {Ii,1}.
Here, blast is the left boundary of the last lcp-interval in set Bi−1 (i.e., Ii−1,|Bi−1|) if Bi−1 6= ∅;
otherwise, blast = i− 1. (iv) B1 ∪ B2 ∪ · · · ∪ Bn = I ∪ {〈0, n, 0〉}.
Proof. (i) For any interval 〈b, e, d〉 ∈ Bi, b < e = i ∈ [1, i], e = i ∈ [i, n], and RmQ(LCP, b+
1, e) ∈ [1, i] hold. Hence Υi ⊇ Bi. Next, Corollary 1 indicates that the following two
observations hold for any lcp-interval 〈b, e, d〉: (a) LCP[e + 1] < d, and (b) LCP[x] ≥ d for
any integer x ∈ [b+ 1, e]. The right boundaries of the lcp-intervals Ii,1, Ii,2, . . . , Ii,ti are i by
the above two observations. Therefore, Bi = {Ii,1, Ii,2, . . . , Ii,ti}, because Υi ⊇ Bi.
(ii) Lemma 30(ii) holds if the following three statements hold: (a) Υi−1 \ Bi−1 ⊆ Υi. (b)
Let I ′ be the set of lcp-intervals such that each lcp-interval is contained in set Υi and it is
not contained in set Υi−1 \ Bi−1. Then |I ′| = 1 if LCP[i] > d′; otherwise |I ′| = 0. (c) The
lcp-interval in I ′ is Ii,1 if |I ′| = 1.
We prove the above three statements. (a) Any lcp-interval in set Υi−1 \ Bi−1 is an lcp-
interval 〈b, e, d〉 such that (1) b ∈ [1, i−1], (2) e ∈ [i, n], and (3) RmQ(LCP, b+1, e) ∈ [1, i−1].
The lcp-interval also satisfies the following conditions: (1) b ∈ [1, i], (2) e ∈ [i, n], and (3)
RmQ(LCP, b+ 1, e) ∈ [1, i]. Therefore Υi−1 \ Bi−1 ⊆ Υi.
(b) Since Υi−1 \Bi−1 ⊆ Υi, any lcp-interval 〈b, e, d〉 in I ′ satisfies the following conditions:
(1) b ∈ [1, i], (2) e ∈ [i, n], and (3) RmQ(LCP, b+ 1, e) = i. We consider the maximal interval
[b′, e′] satisfying the above three conditions, i.e., b′ ∈ [1, i] is the smallest integer such that
RmQ(LCP, b+ 1, i) = i, and e′ ∈ [i, n] is the largest integer such that RmQ(LCP, i, e) = i. If
〈b′, e′, LCP[i]〉 is an lcp-interval (i.e., LCP[b′] < LCP[i]), then it is contained in set I ′ and
I ′ = {〈b′, e′, LCP[i]〉} holds, because two lcp-intervals are the same if they contain position i
and have the same depth. Otherwise (i.e., LCP[b′] = LCP[i]) I ′ is the empty set. Next, if
LCP[i] > d′, then the relation LCP[b′] < LCP[i] holds by the following two observations: (1)
LCP[b′] < LCP[i] or LCP[b′] = LCP[i] holds. (2) LCP[b′] = LCP[i] if and only if there exists
an lcp-interval with depth d in Υi−1 \ Bi−1. It means that LCP[b′] = LCP[i] if and only if
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Figure 5 The lcp-intervals in the example of Figure 1. The position of a red character in an
lcp-interval 〈b, e, d〉 represents the smallest position of lcp-value d in LCP[b+ 1..e].
LCP[i] ≤ d′, and hence LCP[b′] < LCP[i] if and only if LCP[i] > d′. Similarly, the relation
LCP[b′] = LCP[i] holds if LCP[i] ≤ d′. Therefore we obtain the observation (b).
(c) If |I ′| = 1, then the depth of the lcp-interval in I ′ is larger than d′ by the proof of
the statement (b). Therefore the lcp-interval is Ii,1.
(iii) We consider the case such that the relation Υi = (Υi−1 \ Bi−1) ∪ {Ii,1} holds. In
this case, the depth of Ii,1 is LCP[i] by the proof of Lemma 30(ii). Next, we show that the
left boundary of Ii,1 is blast.
If Bi−1 6= ∅, let 〈b′′, e′′, d′′〉 be the last interval in set Bi−1 (i.e., Ii−1,|Bi−1| = 〈b′′, e′′, d′′〉),
then the left boundary of Ii,1 is b′′ (i.e., LCP[b′′] < LCP[i] and min(LCP[b′′ + 1..i − 1]) >
LCP[i]) by the following observations: (1) The depth of the last interval is larger than
LCP[i] (i.e., d′′ > LCP[i]), and hence min(LCP[b′′ + 1..i − 1]) > LCP[i]. (2) The relation
LCP[b′′] < LCP[i] holds by using the following two cases: (A) For the case LCP[b′′] = LCP[i],
RmQ(LCP, b′ + 1, e′) < i holds, i.e., I ′ = ∅. It contradicts with |I ′| = 1. (B) For the case
LCP[b′′] > LCP[i], there exists an lcp-interval Iˆ with depth LCP[b′′] in Bi−1 because we
obtain min(LCP[b′′ + 1..i]) > LCP[b′′] > LCP[i]. The lcp-interval Iˆ is the last element in
Bi−1, i.e., d′′ = LCP[b′′] because LCP[b′′] < d′′. The relation d′′ = LCP[b′′] contradicts with
LCP[b′′] < d′′. Therefore, the left boundary of Ii,1 is b′′ if Bi−1 6= ∅.
If Bi−1 = ∅, then LCP[i− 1] < LCP[i], because (1) the depth of the first lcp-interval in
set Υi−1 is no more than LCP[i] (i.e., LCP[i − 1] ≤ LCP[i]), and (2) I ′ is the empty set if
LCP[i − 1] = LCP[i]. Thus, the left boundary of lcp-interval Ii,1 is i − 1 in this case, and
finally we obtain Lemma 30(iii).
(iv) The right boundary of any lcp-interval is in [1, n] except for 〈0, n, 0〉, and hence, we
obtain Lemma 30(iv). J
Example for Section 5. Here, we present an example for set Υi in Figure 3, which illus-
trates the lcp-intervals for the example in Figure 1. The set of lcp-intervals is I = {〈2, 10, |a|〉,
〈11, 16, |b|〉, 〈5, 10, |ab|〉, 〈12, 16, |ba|〉, 〈6, 10, |aba|〉, 〈15, 16, |bab|〉, 〈2, 4, |aaba|〉, 〈9, 10, |abab|〉,
〈3, 4, |aabab|〉, 〈12, 14, |baaba|〉, 〈6, 8, |abaaba|〉, 〈13, 14, |baabab|〉, 〈7, 8, |abaabab|〉}. Then,
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Υ1 = {〈0, 16, 0〉}, Υ2 = {〈0, 16, 0〉, 〈2, 4, |aaba|〉}, Υ3 = {〈0, 16, 0〉, 〈2, 4, |aaba|〉, 〈3, 4, |aabab|〉},
Υ5 = {〈0, 16, 0〉, 〈2, 10, |a|〉}, Υ6 = {〈0, 16, 0〉, 〈2, 10, |a|〉, 〈5, 10, |ab|〉}, Υ7 = {〈0, 16, 0〉,
〈2, 10, |a|〉, 〈5, 10, |ab|〉, 〈6, 8, |abaaba|〉}, Υ8 = {〈0, 16, 0〉, 〈2, 10, |a|〉, 〈5, 10, |ab|〉, 〈6, 8, |abaaba|〉,
〈7, 8, |abaabab|〉}, Υ9 = {〈0, 16, 0〉, 〈2, 10, |a|〉, 〈5, 10, |ab|〉, 〈6, 10, |aba|〉}, Υ10 = {〈0, 16, 0〉,
〈2, 10, |a|〉, 〈5, 10, |ab|〉, 〈6, 10, |aba|〉, 〈9, 10, |abab|〉}, Υ11 = {〈0, 16, 0〉}, Υ12 = {〈0, 16, 0〉,
〈11, 16, |b|〉}, Υ13 = {〈0, 16, 0〉, 〈11, 16, |b|〉, 〈12, 14, |baaba|〉}, Υ14 = {〈0, 16, 0〉, 〈11, 16, |b|〉,
〈12, 14, |baaba|〉, 〈13, 14, |baabab|〉}, Υ15 = {〈0, 16, 0〉, 〈11, 16, |b|〉, 〈12, 16, |ba|〉}, Υ16 =
{〈0, 16, 0〉, 〈11, 16, |b|〉, 〈12, 16, |ba|〉, 〈15, 16, |bab|〉}, and Υ17 = ∅.
Details of Kasai et al.’s algorithm. Their algorithm reads the LCP array in left-to-
right order. Before it reads LCP [i] for any integer i ∈ [2, n + 1], stack X stores a pair of
the left boundary and depth of each lcp-interval in set Υi−1 in decreasing order of their
depths. When the algorithm reads lcp-value LCP[i], it computes the lcp-intervals with right
boundary i−1 (i.e., Ii−1,1, Ii−1,2, . . . , Ii−1,ti−1) by using stack X, Corollary 1, and Lemma 30.
Afterward, it removes the lcp-intervals with right boundary i− 1 from stack X by using pop
operations, and it pushes lcp-interval Ii,1 onto stack X by using Lemma 30 if lcp-value LCP[i]
is larger than the depth of Ii−1,ti−1+1 = 〈b, e, d〉 (i.e., if LCP[i] > d). The total running time
is obviously O(n), because the number of executed push and pop operations on stack X is
O(n).
Construction algorithm for our data structures. We already showed that a RLESA
can be constructed in O(n log logw(n/r)) time and O(r) words of working space by Lemma 21.
Initially, stack X stores a pair of the left boundary and depth of each lcp-interval in set Υ1,
and the set is {〈0, n, 0〉}, because F [1] = $ and F [2] 6= F [1], i.e., LCP[1] = 0. Therefore,
we can construct the RLESA and stack X in O(n log logw(n/r)) time and O(r) words of
working space by processing the RLBWT of T . Finally, we obtain Theorem 11.
Appendix E: Notes for Section 6
We show that a substring P of string T is a maximal repeat if and only if (i) the sa-interval
〈b, e, |P |〉 of P is an lcp-interval and (ii) the sa-interval contains at least two distinct characters
in permutation L, i.e., [b+ 1, e] ∩ L+ 6= ∅. String P is a right-maximal repeat if and only if
its sa-interval is an lcp-interval, because any lcp-interval is an sa-interval that represents a
right-maximal repeat. Then, string P is left-maximal if and only if its sa-interval contains
at least two distinct characters in the permeation, because the suffix T [SA[x]..n] has string
P as a prefix for any integer x ∈ [b, e], i.e., T [SA[x] − 1] = L[x], and L[x] is the previous
character of the suffix. Hence, CountT (cP ) < CountT (P ) for any character c ∈ Σ if and only
if L[b..e] contains at least two distinct characters. Therefore, the above statement holds.
Appendix F: Proof of Theorem 13
Our construction algorithm for the succinct PLCP array is built on (i) data structure Z,
(ii) an array V storing r lcp-values LCP[f+1 ], LCP[f+2 ], . . ., LCP[f+r ], and (iii) a pair of lcp-
value PLCP[n] and its corresponding position xn in the SA (i.e., SA[xn] = n). Array V is
constructed in O(n log logw(n/r)) time by using our enumeration algorithm for lcp-values
that was presented in Section 3. Thus, these three data structures are constructed in
O(n log logw(n/r)) time in total.
Specifically, our construction algorithm for the succinct PLCP array outputs the array’s
bits in right-to-left order by enumerating lcp-values PLCP[n],PLCP[n − 1], . . . ,PLCP[1].
This is because any pair of adjacent lcp-values PLCP[i] and PLCP[i − 1] indicates that
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PLCPsucc[2(i− 1) + PLCP[i− 1]..2i+ PLCP[i]] are 1, 0, 0, . . . , 0, 0, 1. The algorithm computes
lcp-value PLCP[i− 1] and its corresponding position xi−1 in the SA (i.e., SA[xi−1] = i− 1)
by using lcp-value PLCP[i] and its corresponding position xi in the SA. If lcp-value PLCP[i]
has the incremental relation on the LCP array (i.e., xi 6∈ L+), then LCP[xi−1] = LCP[xi] + 1,
i.e., PLCP[i − 1] = PLCP[i] + 1; otherwise, xi−1 is position f+i′ in set F+ such that i′ =
pred(F+, LF(xi)), and V [i′] stores LCP[xi−1], i.e., V [i′] = PLCP[i− 1]. Thus, each lcp-value
can be computed in PLCP[i − 1] in O(log logw(n/r)) time by using the LF function, a
predecessor query on set L+, and a predecessor query on set F+. Our algorithm runs in
O(n log logw(n/r)) time in total.
Appendix G: Omitted experiments
Table 3 Execution time and memory for each method. Here, |RLBWT | is the number of runs
in the RLBWT of a given benchmark string, i.e., r.
Filename String |RLBWT| Execution Memory
length time [sec] consumption [MB]
Ours OT OT
Ours
Ours OT OT
Ours
dblp.xml.00001.1 104,857,600 172,489 87 27 0.30 10 2,561 0.004
dblp.xml.00001.2 104,857,600 175,617 86 26 0.30 11 2,561 0.004
dblp.xml.0001.1 104,857,600 240,535 99 27 0.26 14 2,561 0.005
dblp.xml.0001.2 104,857,600 270,205 101 25 0.25 15 2,561 0.006
sources.001.2 104,857,600 1,213,428 132 24 0.18 66 2,561 0.026
dna.001.1 104,857,600 1,716,808 142 28 0.20 96 2,561 0.038
proteins.001.1 104,857,600 1,278,201 135 30 0.22 80 2,561 0.031
english.001.2 104,857,600 1,449,519 144 27 0.18 81 2,561 0.032
einstein.de.txt 92,758,441 101,370 75 19 0.25 7 2,266 0.003
einstein.en.txt 467,626,544 290,239 412 108 0.26 18 11,418 0.002
world leaders 46,968,181 573,487 49 7 0.14 35 1,148 0.030
influenza 154,808,555 3,022,822 230 36 0.15 162 3,781 0.043
kernel 257,961,616 2,791,368 331 59 0.17 149 6,299 0.024
cere 461,286,644 11,574,641 1,123 117 0.10 575 11,263 0.051
coreutils 205,281,778 4,684,460 339 46 0.13 247 5,013 0.049
Escherichia Coli 112,689,515 15,044,487 467 30 0.06 754 2,752 0.274
para 429,265,758 15,636,740 1,194 113 0.09 773 10,481 0.074
