The paper shows that the distribution of the normalized minimum contrast estimator of the drift parameter in the fractional Ornstein-Uhlenbeck process observed over [0, T ] converges to the standard normal distribution with an uniform error rate of the order O(T −1/2 ) for the case H > 1/2 where H is the Hurst exponent of the fractional Brownian motion driving the Ornstein-Uhlenbeck process. Then based on discrete observations, it introduces several approximate minimum contrast estimators and studies their rate of of weak convergence to normal distribution.
Continuous sampling
The fractional stochastic calculus has been developed in the last two decades. The classical fractional calculus in Samko et al. [19] was extended and applied to Stieltjes and stochastic integration theory by Zahle [23] . She established a link between fractional and stochastic calculus and studied a fractional integral operator extending the Lebesgue-Stieltjes integral and c 2011 Diogenes Co., Sofia pp. 375-410 , DOI: 10.2478/s13540-011-0024-6 introduced a related concept of stochastic integral which is similar to the forward integral in stochastic integration theory.
The fractional Ornstein-Uhlenbeck process, is an extension of OrnsteinUhlenbeck process with fractional Brownian motion (fBm) driving term. In finance it is known as fractional Vasicek model, and is used these days as one-factor short-term interest rate model which takes into account the long memory effect of the interest rate, see Hog and Frederiksen [9] . Fractional Ornstein-Uhlenbeck process is a subdiffusion which is used as a model in nanoscale single-molecule biophysics experiments, see Kou [12] .
The model parameter is usually unknown and must be estimated from data. Bishwal [3] studied rate of decay of error probabilities of NeymenPearson tests in fractional Ornstein-Uhlenbeck models. Bishwal [4] studied maximum likelihood estimation in partially observed fractional stochastic differential equations. Hu and Nualart [10] studied maximum likelihood estimation in fractional Ornstein-Uhlenbeck process using pathwise integral. Fuqing et al. [8] obtained moderate deviations results for fractional Ornstein-Uhlenbeck process. Wolpert and Taqqu [20] used the model as a telecom process. Recently, Xiao and Xu [21] studied a ergodicity based estimator from discrete observations and studied strong consistency of the estimator. They obtained a discrete approximation of the ergodicity based estimator in Hu and Nualart [10] . The ergodicity based estimator was first proposed in Maslowski and Bohdan [16] . The main contribution of this paper is that in order to estimate the drift parameter, we use an alternative to the maximum likelihood estimator, the minimum contrast estimator and study the accuracy of normal distributional approximation of the resulting estimators from continuous data and high frequency discrete data.
Let (Ω, F, {F t } t≥0 , P ) be a stochastic basis on which is defined the Ornstein-Uhlenbeck process X t satisfying the Itô stochastic differential equation It is easy to see that
Define the process Z = (Z t , t ∈ [0, T ]) by
The following facts are known from Kleptsyna and Le Breton [11] :
(i) Z is the fundamental semimartingale associated with the process X.
(ii) Z is a (F t ) -semimartingale with the decomposition
(iii) X admits the representation
(iv) The natural filtration (Z t ) of Z and (X t ) of X coincide.
Let the realization {X t , 0 ≤ t ≤ T } be denoted by X T 0 . Let P T θ be the measure generated on the space (C T , B T ) of continuous functions on [0, T ] with the associated Borel σ-algebra B T generated under the supremum norm by the process X T 0 and P T 0 be the standard Wiener measure. Applying Girsanov type formula for fBm, when θ is the true value of the parameter, P T θ is absolutely continuous with respect to P T 0 and the RadonNikodym derivative (likelihood) of P T θ with respect to
Consider the score function, the derivative of the log-likelihood function, which is given by
A solution of R T (θ) = 0 provides the maximum likelihood estimate (MLE)
Strictly speaking,θ T is not the maximum likelihood estimate of θ sincê θ T may take positive values where as the parameter θ is assumed to be strictly negative. For an exact definition of MLE, see Kutoyants [13] . Nevertheless, we use this terminology.
Kleptsyna and Le Breton [11] showed thatθ T is strongly consistent estimator of θ. Using the Fourier method, we prove a Berry-Esseen type theorem for the estimatorθ T which gives the asymptotic normality.
Using the fractional Itô formula, the score function R T (θ) can be written as
Consider the contrast function
and the minimum contrast estimate (MCE)
(1.7)
M -estimator is reduced to the minimum contrast estimator. Note that the MCE does not involve stochastic integral unlike the MLE.
Minimum contrast estimation in diffusion processes was studied my Lanksa [14] and M-estimation in diffusion processes was studied by Yoshida [22] .
Note that using the Skorohod embedding of martingale, which has, since long, been the basic tool for normal approximation of martingales, will not give a rate better than O(T −1/4 ) (see Borokov [5] ). To obtain the rate of normal approximation of the order O(T −1/2 ), we adopt the Fourier method followed by the squeezing technique of Pfanzagl [18] developed for the minimum contrast estimator in the i.i.d. case.
Observe that
where
We study the large deviations of the estimatorθ T . For the standard Ornstein-Uhlenbeck process, large deviations ofθ T andθ T were obtained in Florens-Landais and Pham [7] . In particular, it was shown that the large deviation probabilities ofθ T are identical to those ofθ T for θ ≤ θ 0 /3 but weaker for θ > θ 0 /3 where θ 0 is the true value of the parameter. We generalize this result to the fractional Ornstein-Uhlenbeck case. 
Bercu et al [1] showed the large deviation for the maximum likelihood estimator. By following Florens-Landais and Pham [7] , the above large deviations hold for the minimum contrast estimators. We omit the details.
Let Φ(·) denote the standard normal distribution function. Throughout the paper, C denotes a generic constant (which may depend on H, but does not depend on T and x).
We start with some preliminary lemmas.
Lemma 1.1. For every δ > 0,
The following lemma gives the error rate on the difference of the characteristic function of the denominator of the MCE and the normal characteristic function.
for some δ > 0 and is given by
, and we choose the principal branch of the square root, where
for α > 0 and J ν is the modified Bessel function of first kind of order ν.
Then for |x| ≤ 2(log T ) 1/2 and for |u| ≤ T 1/2 , where is sufficiently small
P r o o f. (a) Kleptsyna and Le Breton [11] proved the following CameronMartin type formula for a > 0:
For H = 1/2 this formula reduces to the Novikov's formula given in Liptser and Shiryayev [15] . By analytic continuation, this formula extends to the complex plane z 1 ∈ C.
where z 1 := −iuθδ T,x , and
T . Note that φ T (z 1 ) satisfies the conditions of (a) by choosing sufficiently small. Let α 1,T (u), α 2,T (u), α 3,T (u) and α 4,T (u) be functions which are
and O(|u| 3 T −1/2 ), respectively. Note that for the given range of values of x and u, the conditions on z 1 for part (a) of Lemma 1.3 are satisfied. Further, with
and
Hence, for the given range of values of u, χ
Hence the above expectation equals
This completes the proof of the lemma.
Kleptsyna and Le Breton [11] obtained the following fractional CameronMartin type formula:
We generalize the above fractional Cameron-Martin type formula to obtain joint generating function of U T and V T .
where γ := (θ 2 + 2z 1 ) 1/2 and we choose the principal branch of the square root and
and J ν is the modified Bessel function of first kind of order ν.
P r o o f. We use analytic continuation, the fractional Itô formula along with change of measure technique as in Liptser and Shiryayev [15] and Kleptsyna and Le Breton [11] .
First assume z i = a i ∈ R, i = 1, 2 and a i are sufficiently small. Define γ := (θ 2 + 2z 1 ) 1/2 and dX
. If we change the measure to that generated by Z γ t , then by (1.11),
By the fractional Itô formula
Using this in (1.12), we have
(1.14)
is a Gaussian pair with covariance matrix denoted by R γ (T ).
Thus
where the 2 × 2 matrices I and J are defined by
16) where
Now solving for R γ (T ) as in Kleptsyna and Le Breton [11] , we get
where J ν is the modified Bessel function of first kind of order ν. Substituting this into (1.15) yields (1.10) for z i 's real, around a neighborhood of zero. Thus, there is no problem of existence of Ψ H T (z 1 , z 2 ) around zero in C and since we have shown that the moment generating function exists, Ψ H T (z 1 , z 2 ). On the other hand, (1.10) defines an analytic function in the relevant domain and agrees with Ψ H T (z 1 , z 2 ) for z 1 , z 2 real.
To obtain the rate of normal approximation for the MCE, we need the following estimate on the tail behavior of the MCE.
The bounds for the first and the third terms come from Lemma 1.2 and Lemma 1.1 respectively, and that for the middle term comes from Feller [6] , p.166. Now we are ready to obtain the uniform rate of normal approximation of the distribution of the MCE. Theorem 1.5.
P r o o f. We shall consider two possibilities (i) and (ii).
We shall give a proof for the case x > 2(log T ) 1/2 . The proof for the case x < −2(log T ) 1/2 runs similarly. Note that
Moreover by Lemma 1.4, we have
Hence,
where 0 < c 0 < 1 2θ . By Lemma 1.4, we have
By Lemma 1.1, we have
Let b 0 be some positive number. On the set
On the other hand, on the set
for all T > T 0 and |x| ≤ 2(log T ) 1/2 , then the theorem would follow from
(1.21) Lemma 1.3 (b) and Esseen's smoothing lemma immediately yield
On the other hand, for all T > T 0 ,
Since |x| ≤ 2(log T ) 1/2 , it follows that |x| > |x|/2 for all T > T 0 and consequently,
This completes the proof of the theorem.
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Discrete sampling
We introduce some new approximate minimum contrast estimators of the drift parameter in the fractional Ornstein-Uhlenbeck process based on discretely sampled data and obtain rates of weak convergence of the distributions of the estimators to the standard normal distribution using random, nonrandom and mixed normings.
Let (Ω, F, {F t } t≥0 , P ) be a stochastic basis on which is defined the Ornstein-Uhlenbeck process {X t } satisfying the Itô stochastic differential equation
where {W t } is a standard Wiener process with the filtration {F t } t≥0 and θ < 0 is the unknown parameter to be estimated on the basis of discrete observations of the process {X t } at times 0 = t 0 < t 1 
We assume two types of high frequency data with long observation time:
θ be the measure generated on the space (C T , B T ) of continuous functions on [0, T ] with the associated Borel σ-algebra B T generated under the supremum norm by the process Z T 0 and let P T 0 be the standard Wiener measure. It is well known that when θ is the true value of the parameter P T θ is absolutely continuous with respect to P T 0 and the Radon-Nikodym derivative (likelihood) of P T θ with respect to P T 0 based on Z T 0 is given by
A solution of the estimating equation γ T (θ) = 0 provides the conditional maximum likelihood estimate (MLE)
Strictly speaking,θ T is not the maximum likelihood estimate of θ sincê θ T may take positive values whereas the parameter θ is assumed to be strictly negative. This is not an exact definition of MLE. Nevertheless, this definition of MLE is widely used. It is well known thatθ T is strongly consistent and
Note that in the stationary case where X 0 has N (0, −1/2θ) distribution, the exact log-likelihood function is given by
In this case the likelihood equation has two solutions:
As an alternative to maximum likelihood method and to obtain estimators with higher order accuracy our aim is to use contrast functions. Using the Itô formula, the score function γ T (θ) can be written as
M -estimator is reduced to the minimum contrast estimator. It is well known thatθ T is strongly consistent and asymptotically N (0, −2θ) distributed as T → ∞. The large deviations ofθ T andθ T were obtained in Florens-Landais and Pham [7] . In particular, it was shown the large deviation probabilities ofθ T are identical to those ofθ T for θ ≤ θ 0 /3 but weaker for θ > θ 0 /3, where θ 0 is the true value of the parameter. In this paper we obtain weak convergence bounds for several approximate minimum contrast estimators (AMCEs) which are simpler and robust. In order to define the approximate minimum contrast estimators (AMCEs), we use various discrete approximations of the integral in the definition (2.9) of MCE.
Note that for equally spaced data,
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We have
The process Q depends continuously on X and the discrete observations of X does not produce the discrete observations of Q. The process Q can be approximated bỹ
It is easy to show thatQ n → Q t almost surely as n → ∞.
It is easy to show thatQ t i → Q t almost surely as m i → ∞ for each i = 1, 2, · · · , n. Now we define the weighted approximate minimum contrast estimators (AMCEs).
Define a weighted sum of squares
where w t i ≥ 0 is a weight function. Denote the discrete increasing functions
General weighted AMCE is defined as
With w t i = 1, we obtain the forward AMCE as
With w t i = 0, we obtain the backward AMCE as
Analogous to the estimators for the discrete AR(1) model, we define the simple symmetric and weighted symmetric estimators.
With w t i = 0.5, the simple symmetric AMCE is defined as
With the weight function
, the weighted symmetric AMCE is defined as
(2.17) Note that the estimator (2.13) is analogous to the trapezoidal rule in numerical analysis. One can instead use the midpoint rule to define another estimator
One can use the Simpson rule to define another estimator where the denominator is a convex combination of the denominators in (2.11) and (2.12):
(2.19) In general, one can generalize the Simpson rule as
The case α = 0 produces the estimator (2.18). The case α = 1 produces the estimator (2.17). The case α = 1 3 produces the estimator (2.19). We propose a very general form of the quadrature based estimator as
where p j , j ∈ {1, 2, · · · , m} is a probability mass function of a discrete random variable S on 0 ≤ s 1 < s 2 
Denote the k-th moment of the random variable S as
If one chooses the probability distribution as uniform distribution for which the moments are a harmonic sequence (
7 , · · · ) then there is no change in rate of convergence than second order. If one can construct a probability distribution for which the harmonic sequence is truncated at a point, then there is a rate of convergence improvement at the point of truncation.
Given a positive integer m, construct a probability mass function
Neither the probabilities p j nor the atoms, s j , of the distribution are specified in advance.
This problem is related to the truncated Hausdorff moment problem. I obtain examples of such probability distributions and use them to get higher order accurate (up to sixth order) AMCEs.
The order of approximation error (rate of convergence) of an estimator is n −ν , where
We construct probability distributions satisfying these moment conditions and obtain estimators of the rate of convergence up to order 6.
Probability p 1 = 1 at the point s 1 = 0 gives the estimator (1.11) for which μ 1 = 0. Note that μ 1 = 
) . Thus ν = 3. Probabilities (p 1 , p 2 ) = 
for which (μ 1 , μ 2 , μ 3 ) = ( 
for which (μ 1 , μ 2 , μ 3 , μ 4 , μ 5 , μ 6 ) = ( 
). Thus ν = 6. The estimatorθ n,T,S is based on the arithmetic mean of I n,T and J n,T . One can use geometric mean and harmonic mean instead. The geometric mean based symmetric AMCE (which is based on the ideas of partial autocorrelation) is defined as
The harmonic mean based symmetric AMCE is defined as
33) It is a desirable property of an estimator to lie inside the parameter space. The estimatorsθ n,T,H andθ n,T,G may lie inside the parameter space even if the estimatorθ n,T,F orθ n,T,B may not.
Note that the symmetric estimators use both the end points of observations. These estimators are sufficient statistics. So one can take advantage of Rao-Blackwell theorem. If one excludes the end points of observations (as in the forward and the backward estimators), then the estimators will not be sufficient statistics.
From a time series viewpoint, a discretely observed stationary fractional Ornstein-Uhlenbeck model is a nonlinear (in the parameter) autoregressive model given byQ
34) The log-likelihood is
The exact maximum likelihood estimator based on equally spaced discrete observations is explicit and is given bŷ
(2.39) Note thatθ
As far as the rate of convergence of this estimator to the continuous conditional MLE is concerned, it is of first order.
The Euler estimator which is the conditional least squares estimator is given byθ
Another contrast function, which is the least squares quadratic, is
The solution of κ n,T (θ) = 0 provides an AMCE but does not have an explicit form. In this paper obtain rate of weak convergence to normal distribution of some AMCEs using different normings. We also obtain stochastic bound on the difference of the AMCEs and their continuous counterpart MCE when T is fixed.
We need the following elementary lemmas to prove our main results.
Lemma 2.1. Let ξ, ζ and η be any three random variables on a probability space (Ω, F, P ) with P (η > 0) = 1. Then, for any > 0, we have
Lemma 2.1 (a) is from Bishwal [2] and proof of (b) is elementary. Proof of the following lemma is also elementary.
Lemma 2.2. Let n , τ n , and τ be random variables on the same probability space (Ω, F, P ) with P (τ n > 0) = 1 and P (τ > 0) = 1. Suppose
Let Φ(·) denote the standard normal distribution function. Throughout the paper C denotes a generic constant (perhaps depending on θ, but not on anything else).
We need the following lemma in the sequel. 
we obtain
Now by Lemma 2.3,
Note thatQ
Let a = e θ . For s ≥ t, we have
, and
Now using Lemma 2.1 and proceeding similar to the estimation of M 2 it is easy to see that
The following theorem gives the bound on the error of normal approximation of the AMCEs. Note that part (a) uses parameter dependent nonrandom norming. While this is useful for testing hypotheses about θ, it may not necessarily give a confidence interval. The normings in parts (b) and (c) are sample dependent which can be used for obtaining a confidence interval. Following theorem shows that asymptotic normality of the AMCEs need T → ∞ and
t dt. Thus, we have
Further,
Next, observe that (by Theorem 2.1(a)).
In the following theorem, we improve the bound on the error of normal approximation using a mixture of random and nonrandom normings. Thus asymptotic normality of the AMCEs need T → ∞ and 
Conclusion
We studied accuracy of normal approximation for the minimum contrast estimators based on uniform equally spaced sampling of the fractional Ornstein-Uhlenbeck process. We will study estimation based on unequally spaced time and random sampling time in a future work. For instance, data points could be arrivals of a Poisson process. Stochastic duration process is important in financial econometrics. We assumed the Hurst parameter H to be known. We will study estimation of Hurst parameter based on discrete data in a future work.
