A computer model capable of simulating the time and environmental dependence of pit initiation, growth, and cessation of growth has been developed. This phenomenological model is capable of predicting the time required for initiation of pitting and the development of a "pitting damage fimction, " i.e. the distribution of pit depths, for arbitrary environmental histories. The model is based on a stochastic approach of describing pit initiation and growth but includes some aspects of the deterministic features of pit gIowth.
Introduction

Moakling pitting of waste packuge containers
A multiple barrier concept currently is being employed in the development of waste package (WP) containers for use in the potential geological repository for spent nuclear fuel and high level nuclear waste at Yucca Mountain, Nevada. Current WP development considers designs to enclose spent nuclear fuel from commercial power reactors in one design and reprocessed high-level borosilicate glass waste in another similar design. In either case, one of the barriers will be constructed of a highly corrosion resistant material, such as a Ni-or Ti-base alloy. Normally, such alloys are protected by a passive oxide film, but if they become wet and Cl-or other aggressive species are present, the passive fdm can break down locally, causing localized corrosion. Of the three forms of localized corrosionl, viz. pitting, crevice corrosion, and stress-corrosion cracking, that are likely to occur on WP surfaces exposed to repository environments, pitting corrosion was chosen for detailed modeling. Pitting corrosion was Sdected because it bears many similarities to crevice corrosion. Therefore, many aspects of the pitting model are expected to be directly applicable to the crevice corrosion model. It was decided to defer development of a validated model of stress-corrosion cracking until additional experimental information on the stress-corrosion behavior of candidate container materials under reposito~relevant-conditions becomes available.
Factors driving the development and experimental validation of a pitting corrosion model are centered around the need to understand the behavior of candidate waste container materials that may undergo localized corrosion in repository-relevant environments. The availability of such a model would minimize the risk of missing some critical interaction of material and environment that would result in premature failure of the container. The specific factors include 1. A total lack of operational information on long-term storage of high-level nuclear waste; 2. Uncertainty and variability in the environmental conditions, and possible changes in these conditions; 3. The need to make technically defensible extrapolations to very long times based on expairnental data bases developed over very short times (with respect to repository lifetimes); and 4. The need to make technically defensible extrapolations to very large exposed surface areas based on experimental databases developed from much smaller areas.
In contrast to uniform corrosion, where mechanistic modeling has been successful, a statistical approach to characterizing and modeling localized corrosion appears to be necessary, even though the data requirements are largez. One advantage of a statistical, or stochastic, model is that the evolution of the pit depth distn"bution, not just the time required for initial penetration of the containers, can be computed. From this information the area available for release of radionuclides through the container walls can be estimated as a fi.mction of tirne3. This report describes a phenomenological approach for computing the time evolution of these distributions that is largely stochastic in nature but combines some elements of the deterministic aspects of pit growth.
The pit depth distribution, or pitting corrosion damage function, is illustrated schematically in Fig. 1 . It is simply a plot of the number (or frequency) of pits at a particular depth w depth. The darnage function maybe represented by smooth curves, as in Fig. 1 , or as a series of histograms, as shown later in this report. From a modeling standpoint, the damage fimction is computed for various exposure times assuming that the metal being pitted is inftitely thick. These curves then can be compared with the actual wall thickness of the WP container, as shown in Fig. 1 . The predicted time required for the fmt pit to penetrate the container wall is that at which the computed damage function f~st intersects the line corresponding to the wall thiclmess (z2in Fig. 1 ).
At longer times, the number of pits penetrating the container wall is proportional to the area under the damage function curve for pit depths greater than the wall thickness (the shaded area under the t3 curve). The calculated depths of through-wall pits have no physical significance, since a pit cannot have a depth greater than the wall thickness. 
The stochastic nature of pittr"ngcorrosion
Experimental studies have shown that the initiation of corrosion pits is a stochastic process. Shibata and Takeyamad were the f~st to show that the critical potential necessary to induce pitting and the "induction" time elapsed before pits become observable are both statistically distributed quantities. For example, Fig. 2 presents their data showing the distribution of induction times for 72 ostensibly identical Type 304 stainless steel specimens subjected to identical conditions. The data exhibit a wide distribution of induction times, suggesting that pit initiation occurs stochastically.
There is also evidence that the growth of existing pits is a stochastic process.
This hypothesis is supported by the fact that a wide distribution of pit depths occurs in a single specimen subjected to a nominally uniform environment. In a study of the pit depth distribution evolution in mild steel, Marsh et al.s identified four factors having the potential to produce @e wide distribution of pit depths observed on any given sample:
.; 1) The pits will have different initiation times;
2) Many pits will cease to propagate following limited gro~,
3) The morphology of the pits will vary, with some favoring more rapid mass and charge transfer, and hence faster propagation rates; and 4) Some pits will initiate at metallurgical features which may favor more rapid propagation, e.g. inclusions and grain boundaries.
Further support for the concept of stochastic pit growth is given by the data and analysis of Aziz6 for the pitting corrosion of aluminum in tap water. Figure 3 shows the pit depth distribution data of Aziz. When the aluminum is fmt exposed, a large number of pits initiate and start propagating. After a short time, many pits progressively stifle while only a portion of the population continues to grow, resulting in a backwards "J" 
The Initial Model
Stochastic pit initiation and growth
Over the past several years, a physically-based, phenomenological, stochastic model of pit initiation and growth has been developedT-g. This model is based upon the theory lo that small fluctuations in the local conditions (e.g. electrolyte chemistry, fluid flow rate, surface topography, near-surface microstructure) cause local breakdown of the passive surface film, resulting in the "birth" of metastable pits or "embryos." Many of these embryos become unstable when the local conditions change, and repassivation, or "death," of the embryo results. Once a surviving embryo reaches a critical size or age (the two are assumed to be closely related), it beeomes a permanent or "stable" pit and cannot die.
Monte Carlo computer codes have been developed to simulate the stochastic processes of embryo birth and death and the establishment of a stable pitT. These codes establish a unit area that is divided into individual "cells" to represent a metal surface in contact with an aggressive environment. During each time step, a random number between O and 1 is generated for every cell that does not already contain an embryo or stable pit. If this random number is less than the user-prescribed birth probability, L a pit embryo is placed in that cell; otherwise the cell remains empty. Physically, A corresponds to the probability that, over the area of one cell in a unit time, the local conditions will cause the passive film to break down, thereby initiating a microscopic pit embryo.
For each cell containing an unstable pit embryo, another random number is then generated. If this number is less than the input death probability, p, the embryo dies and is removed from that cell. The death probability corresponds to the probability that a specific pit embryo, or breakdown in the passive f@ will repassivate during a unit time.
Pit embryo death has been linked physically, for example, with a reduction in the hydrodynamic boundary layer thickness, which causes a loss of the local concentration excursions needed to support the pit embryol 1.
The "age" of eaeh surviving embryo, i.e. the number of time steps it has survived since birth, is incremented at eaeh step and compared with the critical age, Zc. If the age of an embryo equals~c, a stable pit is formed in that cell, which is present for the remainder of the simulation. Physically, the critical age can be related to the ratio of the minimum stable pit depth to the velocity of pit embryo propagation 1. The minimum stable pit depth is related to the surface roughness and the thickness of the hydrodynamic boundary layer, and the veloeity of propagation depends on the electrochemical potential, aggressive ion concentration, and the nature of the alloy. Finally, note that all three of the pit initiation parameters (z M @ can be related to experimentally measured quantities.
An example of the model predictions for pit initiation is shown in Fig. 47 . The parameters used to mske this calculation (given in the figure) were chosen arbitrarily, so quantitative agreement with Fig. 2 is not expected. Qualitatively, however, the two distributions are similar, suggesting that the model treats pit initiation in a realistic way.
Quantitative comparisons between the model predictions and pit initiation data have been given elsewhere and support the same conclusion. In the initial model, the effects of stochastic stable pit growth on the damage function evolution were included using a simple approach: growth of a stable pit during a particular time step occurs only if a randomly generated number between O and 1 is less than the prescribed growth probability, y. Physically, ycorresponds to the probability that a pit will grow an increment in depth in one unit of time.
An example of the model predictions for stable pit growth under conditions of constant environment is given as a series of histograms in 
Modeling the effects of environment
One major purpose of modeling pitting corrosion of WP containers extrapolate short-time "accelerated" test data to the extremely long service times. accelerated testing will require environmental conditions more aggressive than is to Since those expected in the repository, these extrapolations will require quantitative predictions of the effects of environment on pit initiation and growth rates. Simulating the effects of environment on pitting also will be required to explore container performance for various environmental scenarios, including the case in which the environment changes with time. 
This prediction
suggests the need for sophisticated models, not just simple empirical laws, to predict the pitting response under realistic conditions. From the time evolution of the stochastic variables, the model can then predict the evolution of the darnage function, Fig. 8 . Note how the complex environmental history has produced a pit depth distribution after an exposure of 115 steps that has a complex shape compared to the simple shape given in Fig. 5 . As described earlier, distributions like those shown in Fig.   8 can be compared with the thickness of the WP container to assess its integrity. Thus, even for complex environmental histories, the model can predict when the container is first breached by a single pit and then how many pits per unit area will breach the container as a function of time for longer exposures. This information then could be used in a more complete PA model to predict radionucl.ide release rates.
Deficiencies of the initial model
The pit depth distributions predicted by the initial model for constant environmental conditions, e.g. 
where d is pit depth, t is exposure time, and A and p are constants. Typically, p e 1, with values of 0.3 and 0.5 being quite common. However, the model presented in Sections 2.1 and 2.2 predicts that the median and maximum pit depth increase linearly with exposure time for constant environmental conditions. This prediction stems from the assumption that the growth probability, y is independent of exposure time or pit depth, and the assumption that pit depth is directly proportional to the computed "age" of the pitg.
Finally, while the physical basis for modeling stochastic pit initiation is solidly based on the theories and experimental results stemming from several careful investigations, the physicaI underpinnings of the stochastic pit growth model are more tenuous7$. Therefore, it was desirable to improve the link between the pit growth model and accepted physical theories so that model extrapolations of laboratory data can be made with more cotildence.
The Improved Model
Chunges to the model
As discussed earlier, experimental evidence suggests that many pits cease to propagate following a limited amount of growth. To accommodate this observation, a new stochastic variable was introduced into the model: the probability that during any given time step a stable pit will permanently cease to grow, q. Again, a random number between O and 1 is generated at each time step for every growing pit, and if this number is less than or equal to q the growth of that pit is permanently halted.
To account for the nonlinear pit depth increase as a function of exposure time discussed in Section 2.3, the phenomenological relationship given in equation (5) was incorporated into the model using two different approaches. The fret, or "preliminary,"
approach to including this deterministic aspect of pit growth involved a straightforward extension of the model described in Section 2.1. The "revised" approach involved a new interpretation of stochastic pit growth and included other changes to make the model more physically realistic.
In the preliminary approach, Eq. (5) was incorporated directly into the model with one slight modification. Instead of representing the exposure time, t is the pit "age;' which is less than the actual exposure time for two reasons. First, it takes some "induction" time, z, to initiate a pit following exposure (Section 2.1). Second, pits are assumed to grow, or "age," stochastically with some probability x and may permanently cease to "age" with some probability q; i.e. pits do not age during all time steps. Thus, at the end of a simulation the pits have a distribution of "ages," from which the corresponding depths are computed using Eq. 
where in this case t is the actual exposuretime and the superscript k is used to distinguish among all the individual pits in the simulation. Note that each pit has its own induction time, %, and its own value of A. The stochastic variation in pit growth rates is simulated by randomly assigning a specific value of kA for each pit from a prescribed, possibly nonuniform, distribution. In the analysis performed here, it is assumed that the values of 
and the subscript i denotes the current time step. Thus, at any time step i in the simulation, the increment in pit growth can be titten as a function only of the time step size, the pit depth at the previous time step, and the constants kA and p:
(9)
Calculations have shown that the pit depth distributions predicted using Eq. (9) are independent of time step size if the proper modifications are made to the input probabilities (e.g., 4P, @to account for a change in A?T. To implement Eq. (9), a method was established for producing random values of kA fiom,a population that is normally distributed. An algorithm was identified18~19 that produces random values from the standard normal distribution using a uniform random number generator, such as the one already implemented in the initial Monte Carlo code.
Thus, for any value taken randomly from the standard normal distribution, Z, the value of kA with me co~sponting cumulative probability is simply:
where cr and p are the standard deviation and mean of the desired kA distribution, which are input prior to the simulation. Figure 9 illustrates the capability of the new model in its preliminary form to simulate the complex time evolution of the pit depth distribution. For this simulation, the probability of initiating a new pit embryo was decreased exponentially with exposure timeT such that no new pits were initiated for exposures greater than approximately 50 time steps. The parameters affecting the growth of these pits, x q, A and p, were chosen arbitrarily and are given in the figure. Following 100 time steps, Fig. 9(a) , the , ( ' distribution exhibits a peek at the lowest depths, followed by a decrease in the number of pits with increasing depth, and then a second 10CSImaximum. This gives the backwards "J" shape to the initial part of the distribution noted by Axix (Fig. 3) . Experimentally.
Model predictions
this portion of the distribution was attributed to the stitling of shallow pits. In the model, this same feature is caused by the permanent cessation of growth for many small pits through the parameter V. As the exposure time increases, the heights of the two peaks .
decrease somewhat as the distribution broadens, rig. 9(b). The broad distribution of pit depths, particularly beyond the backwards "J" feature, was attributed by Aziz6 largely to the randomly varying propagation rates for individual pits. This same characteristic is predicted by the prcliminmy model largely through the stochastic growth probabdity, y
With further increases in exposure time, the two peaks remrdT-stationary and only the deepest pits continue to grow, creating a long "tail" to the distribution, Fig. 9 (c). This same feature in the data of Asks, Fig. 3 , is caused by the eventual stifling of most pits, so that only a few grow to large depths. Consistent with this finding, the growth cessation probability, q, causes most pits to stop growing after 500 time steps. Finally, note in Fig.   3 that the maximum pit depm dmm, increases ever more slowly as the exposure time increases. A similar phenomenon is evident in Fig. 9 . Following 100 time steps d-= 3.5, while after a five-fold increase in exposure timedhas less than doubled to 5.5, Fig. 9(c) . This prediction results partly from the use of Eq. (5) with p = 0.5. In addition, the rate of increase for dmx slows due to the use of q = 0.01. Consider that for err exposure of 500 steps only four of the initial 590 pits are still growing. Thk implies that the pits which early in tire exposure were of maximum depth probably have permanently halted, requiring shallower pits to grow and become the deepest active pits at longer exposures. In summary, the complex pit depth distribution evolution exhibited in Fig. 3 is qualitatively predicted by the new preliminary model through the consideration of both the stochastic and deterministic aspects of pit growth. Of course, the evolution of the pit depth distribution is sensitive to the input parameters affecting pit growth. Calculations have shown that the shapes of the distributions during various stages of evolution are most sensitive to the relative values of the pit growth and cessation probabilities, yand q. Experimental measurements of the pit depth distribution evolution for matenrds and environments of interest would be required to quantitatively determine values of x q, and the other model parameters. Figure 10 presents the results of caIculatitms similar to those shown in Fig. 9 but performed using the revised model. A permanent pit growth cessation probability of q = 0.01 and a time exponent of p = 0.5 again were used in these simulations. For relatively short exposure times, e.g. 50 time steps, Fig. 10(a) shows that the dktribution of pit depths is nearly symmetric. In the revised model, this distribution in pit depths is largely caused by the d~tribution in A values, Eq. (10), since each active pit grows during every time step. Note that the backward "J" shape of the distribution at small pit depths present in the data of Aziz6 and in the calculations presented in Fig. 9 is absent in Fig. 10 .
Fortunately, this aspect of the distribution has little practical importance because these pits are small and don't grow. For intermediate exposures, Fig. 10(b) shows that much of the distribution moves as a body toward larger pit depths so that the distribution remains roughly "bell" shaped. However, it becomes somewhat skewed toward small pit depths with en increasingly long tail at large depths. Similar features are observed in the data given in Fig. 3 for pits beyond the backward "J." FmaUy, for relatively long exposures, The new model, both in its preliminary and revised forms, is capable of simulating the nonlinear dependence of the maximum pit depth on exposure time (for constant environmental conditions). Figure 11 shows an example for the revised formulation using input values of p = 0.5 and q = 0.001. The plot with linear axes, Fig.   1l(a) , emphasizes the striking decrease in the pit growth rate with increasing exposure time and pit depth. The logarithmic plot in Fig. 1l(b) shows that, as expected, the predicted time exponent equals the input value of p, so long as significant permanent pit growth cessation has not occurred. This latter phenomenon is what causes the computed maximum pit depth at 5000 steps to be somewhat below the line for p = 0.5. Experimental data relevant to modeling pitting corrosion of WP containers are required to make a final judgment regarding the suitability of the two methods. 
Dependence of Maximum Pit Depth on Surface Area Exposed
The method of "extreme-value statistics" (EVS) is commonly employed in the analysis of experimental pit depth data6~lz-lA. EVS is particularly valuable for predicting the commonly observed logarithmic increase in maximum pit depth with increasing specimen or service component surface areas~b14J5. In the context of WP container design and performance assessment, EVS analysis of laboratory data collected on a limited number of small specimens might provide the means to predict the probability of pits reaching signiilcant depths (e.g. equal to the container thickness) over the surface of an entire container, or many containers. Such a prediction should be accurate so long as the extrapolated maximum pit depth exceeds the deepest measured pit by no more than about a factor of threeb. Fortunately, this provides an extrapolation in exposed surface area of up to three orders of magnitude.
Given the utility and wide acceptance of EVS to analyze pitting damage, it is useful to determine if the stochastic pitting model is consistent with this method.
Therefore, modifications to the Monte Carlo code were made which follow from the 
The cumulative probability that the deepest pit is less than or equal to d~m~is then computed from these data as:
These probabilities ffom the Monte Carlo simulation are then analyzed using the most common expression for the expected extreme-value distribution%
where yn is the "reduced variate." The reduced variate is defined as:
where u is the "mode" (highest point of the extreme-value distribution) and a is the "sc~e" parameter measuring the width of this distribution. The values of u and~are fit to the Monte Carlo "da@" Eq. (11), as follows. First, Eq. (13) is solved for ym, giving:
where Om is computed from the Monte Carlo results using Eq. In general, the stochastic model is consistent with the EVS theory. For example, it has been showng that the d~-vs yn plots predicted by the stochastic model are qualitatively consistent with those measured experimentally in several materialenvironment systemsG12-14. Most importantly, consistent with previous EVS analyses and data, the stochastic model predicts that the maximum pit depth increases logarithmically with increasing exposed surface area, Fig. 12 . Thus, by performing simulations with identical input parameters and varying the numbers of runs, the effect of exposed container surface area on the maximum pit depth can be predicted by the stochastic model.
Experimental Validation
Modeling cannot progress without input fkom experimental data. Experimental F@rre 13(c) shows the distribution in pit aspect ratios, defined es the pit depth divided by the diameter. If the aspect ratio is less than one (broad, shallow pits), automated pit depth measurement techniques may be viable for future work, or the pit diameter could be used as a conservative measure of damage. The data given in Fig.   13 (c) reveal that all pits have an aspect ratio less than one for this experimen~though testing under somewhat different conditions revealed aspect ratios of up to 2. Again, more data are required to make a fm conclusion regarding pit aspect ratios in Alloy 825.
6* s~a nd Collusions
A phenomenological, stochastic model of pit initiation and growth has been developed in support of waste package container design and performance assessment.
This model can simulate the time evolution of the distribution in pit depths on a metal surface exposed to an aggressive environment. A review of the initial model revealed it to be capable of realistically simulating stochastic pit initiation. This model also includes simple phenomenological relationships describing the environmental dependence of the stochastic parameters. Therefore, it can simulate pit initiation and growth under variableenvironment histories, such as those anticipated in the repository.
Recent improvements to this model have focused on pit growth and the time evolution of the pit depth distribution. These improvements include the capability to model permanent pit growth cessation, methods to deterrninistically predict a nonlinear increase in maximum pit depth with increasing exposure time (for constant environmental conditions), and a more physically realistic treatment of stochastic pit growth. These improvements have resulted in predictions that are qualitatively more consistent with a variety of experimental data in the literature, for example the development of pit depth distributions with a positive skew and a long tail at large pit depths. Further, this model has been shown to be consistent with extreme-value statistical methods for predicting the logarithmic increase of maximum pit depth with increasing exposed surface area.
A critical need has been identified for generating experimental data for candidate container materials exposed to repositoyrelevant environments. These data are required to quantitatively assess and further develop the model. Preliminary pit depth distribution data for Incoloy 825 have been presented. These data are qualitatively consistent with stochastic model predictions of a peak in the pit depth distribution at intermediate depths,
and show that this alloy is susceptible to pitting under aggressive conditions.
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