The Euler characteristic of a cell complex is often thought of as the alternating sum of the number of cells of each dimension. When the complex is infinite, the sum diverges. Nevertheless, it can sometimes be evaluated; in particular, this is possible when the complex is the nerve of a finite category. This provides an alternative definition of the Euler characteristic of a category, which is in many cases equivalent to the original one.
Introduction
What is the Euler characteristic of an infinite cell complex?
The Euler characteristic of a finite complex is most often described as the alternating sum of the number of cells of each dimension. There seems little hope of extending this formula to complexes containing infinitely many cells of the same dimension. However, there are interesting complexes in which there are only finitely many cells of each dimension, but infinitely many in total. (The classifying space of a finite group provides an example; see below.) Writing c n for the number of n-dimensional cells, we would like to find a sensible way of evaluating the divergent series n∈N (−1) n c n , which could then be interpreted as the Euler characteristic of the complex.
To see how this might work, consider a finite group G. Its classifying space BG is the geometric realization of a simplicial set in which an n-simplex is an n-tuple of elements of G. The nondegenerate n-simplices are the n-tuples of non-identity elements, so, writing o(G) for the order of G, there are (o(G) − 1) n of them. A simplicial set may be regarded as a kind of complex in which the cells are the nondegenerate simplices, so our task is to evaluate
In the Eulerian spirit of formal calculation, we apply the formula for the sum of a geometric series, which gives the answer 1/o(G). And indeed, it has been established that this is the 'right' value for the Euler characteristic of G (or BG) from several points of view: see [W] and [BD] , for instance.
Here is a first step towards making this rigorous. Take a cell complex X (in some non-specific sense; the exact meaning is not important for this discussion). Suppose that X has only a finite number c n of cells of each dimension n, and write f X (t) = n∈N c n t n for the resulting formal power series. It may be that f X converges in some neighbourhood of 0. If so, it may also be that f X can be analytically continued to −1, and it may even be that all such analytic continuations take the same value at −1. We could then define the Euler characteristic of X to be that value. Of course, if X has only finitely many cells then the situation is very simple: f X is a polynomial, there is a unique analytic continuation to −1, and its value there (namely, f X (−1)) is the Euler characteristic of X in the usual sense.
The purpose of this paper is to use this approach to derive a notion of the Euler characteristic of a finite category. (The idea was suggested to me by Clemens Berger, to whom I am very grateful.) This is achieved with the aid of the nerve construction (see §2), which turns a category into a simplicial set.
We will see that when X is the nerve of a finite category, the power series f X is in fact the germ at 0 of a rational function. The question of analytic continuation is then straightforward. We can therefore carry out the plan above to arrive at a definition of the Euler characteristic of a finite category (at least, when the rational function does not have a pole at −1). This is called the 'series Euler characteristic' of the category ( §2).
The new notion of series Euler characteristic is to be compared with the original notion of the Euler characteristic of a finite category, introduced in [L] . We will see that in a large and important class of finite categories, the two notions agree ( §3). However, outside this class the relationship breaks down: there are examples of finite categories for which the Euler characteristic is defined in one sense but not the other (both ways round), and further examples where both are defined but their values differ ( §4).
Background: the Euler characteristic of a category
Here are the necessary definitions from [L] , with notation changed slightly to allow a matrix-based approach.
Given a natural number m and a ring K, write Mat m (K) for the ring of m × m matrices over K. Given a finite category A with objects a 1 , . . . , a m , write Z A ∈ Mat m (Q) for the matrix whose (i, j)-entry is the number of arrows from a i to a j . (Of course, Z A also depends on the order in which the objects are listed.) A weighting on A is an m-tuple w
It is easy to show that if w • is a weighting and w • a coweighting on A then i w i = i w i . A finite category A has Euler characteristic if it admits both a weighting and a coweighting, and in that case its Euler characteristic χ(A) is i w i = i w i ∈ Q, for any weighting w • and coweighting w • . The Euler characteristic of a category is independent of the choice of ordering of the objects. It is also independent of the composition and identities; that is, it depends only on the underlying directed graph. (But it is usually not equal to the Euler characteristic of the underlying graph, 'vertices minus edges'. The Euler characteristics of categories and graphs are compatible in a different sense: Proposition 2.10 of [L] .)
An important special case is when Z A is invertible. Then A is said to have Möbius inversion, there are a unique weighting and a unique coweighting, and χ(A) is the sum of the entries of Z
−1
A . The Euler characteristic of categories enjoys many good properties. It is invariant under equivalence and behaves predictably with respect to products, fibrations, etc. It is also compatible with Euler characteristics of other types of structure, including topological spaces, graphs, posets, groups, manifolds, and orbifolds.
Related work
A different notion of Möbius inversion for categories is considered in [CLL] and [H] . See §4 of [L] for a discussion of the relationship.
The observation that the Euler characteristic of a finite group can be calculated by formal summation of the geometric series (1) is probably nearly as old as the concept of the classifying space of a group. (I learned it from a talk of John Baez.) A group can be regarded as a one-object category in which all morphisms are invertible; from that viewpoint, our purpose is to extend this formal method from finite groups to finite categories.
Further references to related work can be found in [L] .
The series Euler characteristic of a category
In this section we define the series Euler characteristic of a finite category, see how the definition works in the motivating case where the category is a group, and find a way to calculate it. First let us recall some facts about formal power series. For any field K, there is a commutative diagram
is the ring of polynomials over K and K [[t] ] is the ring of formal power series n∈N a n t n (a n ∈ K). These are both integral domains, and their fields of fractions are in the bottom row: the field K(t) of rational expressions over K, and the field K((t)) of formal Laurent series over K (expressions n∈Z a n t n such that {n ≤ 0 | a n = 0} is finite). The canonical inclusions of K [[t] ] and K(t) into K((t)) make it possible to ask whether a formal power series 'is rational'; in other words, whether the element of K((t)) corresponding to the power series is in the image of K(t). When K is a subfield of C, the following analytic criterion applies. Let f ∈ K[[t]] and let p, q ∈ K[t] be coprime polynomials. Then f = p/q in K((t)) if and only if there is a neighbourhood U of 0 in C such that for all z ∈ U , q(z) = 0 and f (z) converges to p(z)/q(z).
We will also need some notation for matrices. Let m ∈ N and let K be a commutative ring. We write s :
i+j · det(M with its jth row and ith column deleted) and satisfying
Lemma 2.1 Let M be a square matrix over a field K.
.
But s(F (t)) = s(M n )t n , and det(I − M t) is not the zero polynomial (since its value at t = 0 is 1), so s(M n )t n is rational and equal to
Given a simplicial set X with only finitely many simplices of each dimension, let c n be the number of nondegenerate n-simplices and f X (t) = n∈N c n t n ∈
Q[[t]].
Recall that the nerve N A of a category A is a simplicial set in which an n-simplex is a chain
of arrows in A; such an n-simplex is degenerate if and only if some φ i is an identity. When A is finite, write
Theorem 2.2 For any finite category A, the formal power series f A is rational (over Q).
Proof Order the objects of A as a 1 , . . . , a m and let Z A be the matrix of A with respect to this ordering, as in §1. For each i and j, the number of non-identity arrows from a i to a j is (Z A −I) ij . The number of nondegenerate n-simplices (2) beginning at a i and ending at a j is, therefore, ((Z A − I) n ) ij . Hence the total number c n of nondegenerate n-simplices is s((Z A − I) n ). The result now follows from the Lemma.
2
The series (−1) n c n is in general divergent. (Proposition 2.11 of [L] gives exact conditions for it to converge.) Nevertheless, the Theorem provides a way to 'evaluate' it, returning an answer f A (−1) ∈ Q ∪ {∞}. The proofs tell us that
Example 2.4 Let G be a monoid of finite order o(G), and let A be the corresponding one-object category. Then
A change of variable will be useful. Put u = 1 + 1/t and write
Then f A (t) = (1 − u)g A (u). Hence χ Σ (A) = g A (0), with one side defined if and only if the other is. We will need to be able to compute values of χ Σ . The key observation is that for an m × m matrix M over a commutative ring,
where m = {1, . . . , m} and F is the symmetric function defined by F ((x i ) i∈I ) = i∈I j∈I\{i} x j for any finite family (x i ) i∈I . This follows from the analogous formula for determinants.
Given an m × m matrix M and a subset R of m, denote by M [R] the matrix obtained from M by deleting the ith row and ith column for every i ∈ R. Write Sym(S) for the group of permutations of a set S.
Proposition 2.5 Let m ∈ N and let Z be an m × m matrix over a commutative ring. Then 
s(adj(Z [R] )). (4)
Proof Equation (3) is classical [J] . For (4), if σ ∈ S m then, by a short calculation,
as required. (In fact, the same argument proves (3) too, by changing s(adj(−)) to det and F to product throughout.) 2
Given a finite category A, take Z = Z A and write d 
Positive results
Among the finite categories that have Euler characteristic, those with Möbius inversion form an important class. Any finite category equivalent to one with Möbius inversion also has Euler characteristic, and this larger class encompasses most of the examples in [L] : finite monoids, groupoids, posets, categories in which the only endomorphisms are automorphisms (or equivalently, the only idempotents are identities), and categories admitting an epi-mono factorization system. We show that Euler characteristic and series Euler characteristic agree on this class.
Lemma 3.1 Let M be a square matrix such that for some i = j, the ith and jth rows are equal and the ith and jth columns are equal. Then s(adj(M )) = 0.
Proof First suppose that i = 1 and j = 2. Then every entry of adj (M ) Let R ⊆ {1, . . . , q 1 + · · · + q n }. By Lemma 3.1, s(adj(Z
[R]
A )) = 0 unless R omits at most one element of each isomorphism class, and in particular has at least l = q 1 + · · · + q n − n elements. So e A r = 0 for all r < l. If R has l elements then in order for s(adj(Z
A )) to be nonzero, R must omit exactly one element of each isomorphism class, in which case Z
Similarly, d
A r = 0 for all r < l and
using (5) in the first equality.
The next result gives a class of categories that need not have Euler characteristic, but do have series Euler characteristic.
Proposition 3.3
If A has either a weighting or a coweighting and Z A is diagonalizable then A has series Euler characteristic.
Proof We may write Z A = P DP −1 , with D the diagonal matrix on (λ 1 , . . . , λ m ), and by duality we may assume that A has a coweighting w • .
For n ∈ N,
n where p j is the jth column-sum of P and p ′ j the jth row-sum of P −1 . Hence
It suffices to prove that p j p ′ j = 0 for all j such that λ j = 0. Indeed, suppose that λ j = 0. Then, writing P j for the jth column of P , we have
Example 3.4 Let A be the 4-object category in Example 1.11(d) of [L] , which admits a coweighting (since it has an initial object) but no weighting, and so does not have Euler characteristic. Then
which is diagonalizable, so A has series Euler characteristic. (In fact, it can be shown using (6) that χ Σ (A) = 1.)
Negative results
We have already seen that Euler characteristic and series Euler characteristic are defined and agree in a large and important class of finite categories, namely, those equivalent to some category with Möbius inversion. In this section we see that outside this class, the relationship breaks down.
We first see that the properties of having Euler characteristic and having series Euler characteristic are logically independent. In other words, all four possibilities occur: a category may have both Euler characteristic and series Euler characteristic (as in §3), series Euler characteristic but not Euler characteristic (Example 3.4), Euler characteristic but not series Euler characteristic (Example 4.3), or neither (Example 4.4). Furthermore, even when both are defined, they do not necessarily agree (Example 4.5).
Given the disagreement between the two definitions, one might ask which (if either) should be regarded as superior. A major defect of series Euler characteristic is that it is not invariant under equivalence (Example 4.6). In contrast, ordinary Euler characteristic is invariant not only under equivalence but also under the existence of an adjunction (Proposition 2.4 of [L] ). I do not know whether series Euler characteristic enjoys the same properties with respect to products, fibrations, etc.
For the examples, we will need to know something about which matrices arise from categories. Let us say that a square matrix Z of natural numbers is the matrix of a category if there exists a finite category A such that Z = Z A (with respect to some ordering of the objects). Any such matrix Z is certainly reflexive (Z ii ≥ 1 for all i) and transitive (Z ij , Z jk ≥ 1 ⇒ Z ik ≥ 1). These necessary conditions are not sufficient; for instance, it can be shown that 1 2 1 2 is not the matrix of a category. However, we do have:
Lemma 4.1 Let Z be a transitive square matrix of natural numbers whose diagonal entries are all at least 2. Then Z is the matrix of a category.
Proof Suppose that Z is an m × m matrix. We define a category structure on the directed graph with objects 1, . . . , m and with Z ij arrows from i to j, for each i and j. For each i, choose an arrow 1 i : i -i. For each pair (i, j) such that Z ij ≥ 1, choose an arrow φ ij : i -j, with φ ii = 1 i for all i. To define composition, take arrows i
Corollary 4.2 Let Z be a square matrix of positive integers whose diagonal entries are all at least 2. Then Z is the matrix of a category. 2
All of the examples that follow use this corollary without mention. They can be verified using Proposition 2.5 and the remark after it. 6 6 15 9 6 6 6 6 6 6 9 7 6 30 9 15
Then A has a weighting (1/6, 0, 0, 0) and a coweighting (0, 1/6, 0, 0), so χ(A) = 1/6. But g A has a pole at 0, so χ Σ (A) is undefined. 
Then A does not have a weighting or a coweighting, so certainly does not have Euler characteristic; χ Σ (A) is also undefined. Write the objects of A as a 1 , a 2 and form a new category B by adjoining an object a 3 isomorphic to a 2 . Then B is equivalent to A and The remaining examples concern Proposition 3.3, which gives sufficient conditions for series Euler characteristic to be defined.
Example 4.7 The Proposition is sharp, in the sense that neither of its hypotheses can be dropped. Example 4.4 shows that we cannot drop the first hypothesis (that A admits a weighting or a coweighting), since there Z A is diagonalizable but χ Σ (A) is undefined. To see that we cannot drop the second hypothesis (diagonalizability of Z A ), take the following example: Then A has a weighting, but χ Σ (A) is undefined.
Example 4.8 Even when A does have a weighting and Z A is diagonalizable, χ Σ (A) need not be the total weight i w i of every weighting w • . Indeed, the total weight may vary with the weighting chosen. For example, there is a category A with
Then Z A is diagonalizable, and (1/2, 0) and (1/3, 0) are weightings whose total weights are different.
