This paper concerns the study of direct numerical simulation (DNS) data of a wavepacket in laminar turbulent transition in a Blasius boundary layer. The decomposition of this wavepacket into a set of "modes" (a basis that spans an approximate solution space) can be achieved in a wide variety of ways. Two well-known tools are the fast Fourier transform (FFT) and the proper orthogonal decomposition (POD).
I. INTRODUCTION
In this paper, we will attempt to bring a modern tool -the proper orthogonal decomposition (POD), to revisit a classical model of laminar turbulent transition -the wavepacket in a Blasius boundary layer. While the output of the POD is in itself rather abstract, we will use the fast Fourier transform as a bridge to the classical theories. To that end, we will begin with a brief introductory recap of some key theories applicable to wavepackets in transition, before explaining our methods for direct numerical simulation (DNS) of the wavepacket and for fast Fourier transforms (FFT) and POD of the DNS data. Thereafter, we will discuss the results and make a case for how the POD both reaffirms the classical theories of resonance and brings something new to the discussion.
A. Linear analysis
The equation describing the motion of fluids is the Navier-Stokes equation. For incompressible fluids, it may be written as
where V is the velocity vector field, Π is the pressure scalar field, t is time and Re is the Reynolds number. ∇ is the gradient operator, and ∇ 2 ≡ ∇ ∇ is the Laplace operator.
In general, velocity and pressure are a function of both the spatial position vector x and time t. A common approach is to separate the steady-state (time-independent) basic flow solution (U(x), P (x)) from the time-dependent perturbation solution (u(x, t), p(x, t)). For notational simplicity, we do not write the dependence on x and t explicitly, and so (V, Π) = (U + u, P + p).
By substituting (3) into the incompressible Navier-Stokes equation (1), we can obtain the general flow stability equation that governs the evolution of a velocity perturbation vector u to a basic flow vector U,
For very small perturbations, the nonlinear term (u ∇)u can be ignored, giving rise to the linear stability equation, which forms the core of linear stability theory (LST). LST is a popular tool of stability analysis because it is easily amenable to theoretical analysis and provides a sufficient, though not necessary condition for instability.
If we model the perturbation as a traveling wave, we have
where k is the wavenumber vector, ω is the angular frequency andũ,p are functions de- which has a singularity at points in the flow where the perturbation's phase speed is equal to the mean flow velocity, c = U . These are known as critical points. Although the singularities will not be present if there is viscosity, it is still found that the flow exhibits special behavior at critical points. In a boundary layer, the points where c = U form critical layers in which strong nonlinear interactions occur.
There are a wide variety of ways for perturbations to be introduced into the boundary layer, and they are studied in an active field of research now known as boundary layer receptivity. 3 Receptivity is a fascinating process which is far from straightforward, and one of the first experiments on the topic is by Schubauer and Skramstad, 4 who confirmed the existence of largely two-dimensional Tollmien-Schlichting (TS) waves that had been predicted by stability theory. Subsequently, Klebanoff, Tidstrom and Sargent put forward a new perspective that takes into account three-dimensionality in connection with boundary layer instability. 5 More contemporary work includes studies by Fasel of the interaction between Klebanoff modes and TS waves, 6 and by Refs. 7-9, with the latter group reporting an entire transition process from a receptivity stage to a fully turbulent flow.
Once disturbances are successfully introduced into the boundary layer, either from internal sources such as surface roughness and vibrations, or external sources like freestream turbulence, 10 the perturbations can grow through various linear or nonlinear mechanisms.
B. Nonlinear analysis: wave amplification
If a flow perturbation grows to a stage where the small-amplitude assumption of linear theory is no longer valid, the analysis must be extended to include the nonlinear terms in the general flow stability equation (4) . Moreover, under some circumstances, several discrete and continuous Orr-Sommerfeld modes 11 can interact nonlinearly to trigger transition to turbulence, even though any single mode, if left by itself, is unable to cause transition.
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An important nonlinear mechanism in the development of a Blasius boundary layer perturbation is the Craik triad. 13 If we use the symbols ω, β and α to represent the angular frequency, spanwise and streamwise wavenumber respectively, the Craik triad comprises a 2D fundamental wave mode denoted by subscript f , and a symmetric pair of 3D oblique subharmonic waves propagating at equal and opposite angles from the streamwise direction, which we shall denote with the + and − subscripts.
These three modes satisfy the wave resonance condition v f = v + + v − . All three waves have the same phase speed in the streamwise direction, c = ω/α, so the height in the boundary layer at which their phase speed matches the mean flow velocity is the same. As mentioned in the previous section I A, such a location is known as the critical layer. At this location, an extremely strong nonlinear energy transfer mechanism operates to drive the growth of the subharmonic waves. If the fundamental and subharmonic waves are of the same amplitude, the subharmonics may experience growth an order of magnitude larger than the fundamental.
Further analysis of the subharmonic route to transition was carried out by Herbert.
14,15
This approach considers the subharmonic as a secondary instability in the boundary layer;
it is secondary in the sense that it is a small 3D perturbation riding on a large pre-existing 2D primary disturbance. It differs from Craik's theory because here the 3D perturbation is assumed small relative to the 2D perturbation, whereas in a Craik triad all three modes may be of similar size. Furthermore, all three waves in a Craik triad interact with each other, but in Herbert's secondary instability, the 3D perturbations do not interact with each other, and the 2D wave (part of a periodic mean flow) plays a catalytic role, because its presence influences the growth rates of the 3D modes, but the 2D fundamental itself is not affected by the 3D modes.
While these assumptions theoretically restrict Herbert's theory to lower amplitudes of the subharmonic and hence to earlier stages in the development of a flow disturbance, it is found to be better able to explain two key experimental observations: detuned modes and staggered Λ-vortices. Firstly, detuned modes become apparent when the solution for the 3D perturbation is converted from the reference frame moving with the 2D perturbation back to the laboratory (fixed) frame. These detuned modes possess frequencies and wavenumbers that do not precisely meet the Craik resonance conditions. Instead, they occur in pairs which are symmetric with respect to the Craik subharmonic mode frequency. If (ω, β) is the frequency and spanwise wavenumber of the fundamental wave, the detuned subharmonic modes occur at (
β ± ∆β). The phenomena of conjugate detuning in the subharmonic frequency has been observed in the experiments of Kachanov and Levchenko.
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Secondly, the spatially periodic part of the solution proposed by Herbert could help explain the staggered vortex configurations observed in smoke visualization experiments by Saric. 17 These were linked to the subharmonic modes having a component that was invariant to the spatial translations u(x, z) = u(x + 2λ x , z + λ z ), where x and z are the streamwise and spanwise locations respectively, while λ x and λ z are their spatial periods.
Incidentally, Herbert's theory also admits a fundamental mode arising from primary resonance between the 2D fundamental and 3D wave system, and which is invariant to the translation u(x, z) = u(x + λ x , z + λ z ). This regime is characterized by aligned vortices in the streamwise direction. In general, the arrangement of the so-called Λ-structures in the flow can form a basis for characterization of the transition route in a boundary layer.
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The regime with the subharmonic mode and staggered Λ-structures is known as the N-type These experiments bring to mind the earlier theoretical work of Wu, Stewart and Cowley
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on phase-locked interaction, which is a much less restrictive condition than classical triad resonance. In this phase-locked approach, all 3D disturbances sharing approximately the same phase speed as the 2D mode can be amplified, and a precise subharmonic relation between modes is not required. Wu et al. 22 believe this mechanism to be applicable to both a Blasius boundary layer and a decelerating boundary layer. Such findings suggest that the rather rigid framework of the original resonant triad should be extended into a more flexible mechanism that could accommodate interactions between spectral bands. A schematic of the tuned, detuned and broadband resonance mechanisms in the frequency-spanwise wavenumber (ω-β) plane is provided in Figure 1 .
In fact, many disturbances that trigger transition to turbulence in nature possess large spectral widths or bands in space and time -more aptly described as a packet of waves, or a wavepacket. Its route or development to turbulence represents in essence a competition for dominance among the many waves present; growing linearly or independently of each other at first, but progressively competing with each other once they attain sufficiently large amplitude in an ever-growing avalanche of nonlinear interactions. This is a crucial motivation for the direct study of wavepackets, where the dominant processes of growth or transition may be studied as they emerge from the complex sum and difference interactions among the numerous modes in the wavepacket. In addition, wavepackets are also created as 29 and others suggest that there is a strong sense of universality in the transition process to turbulence for broadband disturbances that were initiated by pulse-type excitation. In particular, Yeo et al. 29 who modelled the experiments of Cohen et al. 30 and Breuer et al. 26 by DNS shows that the high-frequency high-wavenumber spectrally-incoherent wavepackets in the final stage of the experiments rapidly broke down into down-streampointing arrowhead shape turbulent spots, which are the basic constituents to a fully turbulent flow. The present work could be regarded as an extension to Yeo et al. 29 to further probe the make-up or constituents of nonlinear processes/mechanisms that operate and compete within the wavepacket that modelled the experiments of Cohen et al.
II. COMPUTATIONAL METHODOLOGY

A. DNS code
In fluid dynamical systems, it is usually not known a priori if a disturbance grows either in space or in time or spatio-temporally. 24, 25 To cover a wide range of possibilities, a 3D 
B. Computational domain and parameters
The following computational domain and parameters are modeled after the experimental setup of Cohen, Breuer and Haritonidis. 30 While the DNS code itself is formulated in general curvilinear coordinates, this paper uses Cartesian coordinates, which are sufficient to investigate our simple domain geometry of a flat plate boundary layer. The streamwise, wall-normal and spanwise Cartesian coordinates are denoted by x, y and z respectively.
They are non-dimensionalized based on the reference length δ 0 = 2.3182 × 10 −3 m, which
is the boundary layer displacement thickness at the disturbance source. If x * , y * and z * are dimensional lengths, then x = x * /δ 0 , y = y * /δ 0 and z = z * /δ 0 . The computational domain is a box with 310 ≤ x ≤ 1510, 0 ≤ y ≤ 54, −173 ≤ z ≤ 173, and it is meshed with 1186 × 85 × 195 grid points, with uniform meshing in the x and z direction, and a stretched grid in the y direction to increase grid resolution close to the wall, according to the formula
where ξ is the index number of the grid point. Thus, ξ is an integer satisfying 0 < ξ ≤ ξ max = 85. Similarly, y will be a real number such that 0 ≤ y ≤ y max = 54. γ is a stretching parameter that is set to 1.6. 
The inflow boundary condition is zero perturbation velocity, which is equivalent to a laminar boundary layer inflow. At the outflow boundary, the streamwise second derivative of all velocity components is set to zero;
is also implemented just before the outflow boundary, to prevent wave reflections upstream. Periodic boundary conditions are used in the spanwise direction. At the wall, the no slip condition is imposed, while far from the wall, the perturbation velocity is assumed to be zero, corresponding to freestream conditions.
The wavepacket originates from a disturbance source that is a wall-normal, sinusoidal perturbation velocity specified within a circle on the wall. In particular, the initial disturbance is applied to grid points (x, z) on the wall satisfying (
where R = √ 8 is the radius of a circular disk centered at (x 0 , z 0 ) = (349.4, 0). To impose the disturbance in a spatially smooth manner, the input disturbance function v(t) is multiplied by a two-dimensional Gaussian function such that within the disk:
The values of the frequency and amplitude of v(t) were chosen after a detailed study of the combined effects of frequency, amplitude and bandwidth on the nonlinear transition process, as reported in Kang and Yeo. 43, 44 In short, the initial amplitude was chosen to be small (less than 1% of freestream velocity) to be within the linear regime. The frequency was chosen such that the peak spectral density of the initial wavepacket corresponds to the lower branch of the neutral stability curve at the actuator location (Reynolds number, Re = 1035). This location on the neutral stability curve follows Yeo et al., 29 which in turn is based on the experiments of Cohen et al. 30 and Breuer et al. 26 Medeiros and Gaster
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showed that the subharmonic/oblique route to transition is relatively robust with respect to changes in the initial spectral composition of the wavepacket; except for the most drastic spectral cut-off such as discussed by Craik.
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C. DNS grid convergence
To check the adequacy of the grid resolution, the wavepacket simulation was also run at a higher resolution. This was done by first determining the spacing between points of the original 1186 × 85 × 195 grid: ∆x + = 24.554, ∆y + min = 0.4595 and ∆z + = 43.128.
These spacings are given in terms of non-dimensional wall units using the standard formulae ∆x + = ∆x * u τ /ν and u τ = τ w /ρ where ∆x * is the dimensional grid spacing, u τ is the friction velocity, τ w is the wall shear stress at the source and ρ is the fluid density. Note that ∆y + min is the grid spacing in the wall-normal direction just above the wall. The largest grid spacing is in the spanwise z-direction, hence this was the target of the most aggressive grid refinement. The refined grid has 1586×101×391 points, or ∆x + = 18.39375, ∆y 
III. SPECTRAL ANALYSIS METHODOLOGY
The DNS of the previous section II produces data on the time evolution of the velocity field. Spectral analysis using fast Fourier transforms may be performed to identify the spectrum of Fourier modes present at different times. Thereafter, the selection of modes in 
IV. FOURIER TRANSFORM METHOD
A variety of definitions of Fourier transforms are found in practice, that produce similar results, yet differ numerically primarily because of the use of different normalization factor 1/(2π) or 1/( √ 2π). Furthermore, while the transform is often expressed in terms of the angular frequency ω in the physics and engineering community, mathematicians tend to favor writing in terms of the oscillatory frequency f to avoid breaking the symmetry of the forward-inverse transform pair. 53 In the interest of an accurate description of our work, we set down the definitions of the terms used in our spectral analysis before we present the results.
We first obtain a 2D matrix whose elements u qr are a discrete sampling of the continuous velocity function u(t, z) on a grid with local origin at (t l , z l ), spatial spacing ∆ z in the z direction and time step ∆ t such that
A discrete Fourier transform can then be applied to this u qr matrix aŝ
N t and N z are equal to the total number of data points in the t and z dimensions respectively.
The spectral coefficients are then found by multiplying each Fourier coefficientû mn with its complex conjugateû mn ,
In order to use these spectral coefficients S mn to approximate the spectral density of the wavepacket, we compare Equation (11) with the definition of spectral density in Equation (13), which is equivalent to equation (15.29) on page 234 of Newland,
where R(t, z) is the correlation function, ω = 2πf is the angular frequency and β is the spanwise wavenumber. We then use the approximation
with L t = (N t − 1)∆ t and L z = (N z − 1)∆ z being the record lengths. Additionally, we have real-numbered ω m = 2πm/L t and β n = 2πn/L z . The reasoning used to arrive at this formula is explained in Ref. 54 . In exchange for this convenience, our approximation limits our spectral resolution in any dimension to 2π/L, where L is the record length in that dimension.
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Note that while the above explanation used the u(t, z) data to obtain the frequencyspanwise wavenumber (ω, β) spectrum, if we have u(x, z) data instead, it can be used to obtain the streamwise-spanwise wavenumber (α, β) spectrum in a similar manner. On a grid with local origin at (x l , z l ), grid spacing ∆ x and a total of N x data points in the x-direction, this would yield
We then approximate the S(α, β) spectral density as
with
V. PROPER ORTHOGONAL DECOMPOSITION (POD) METHOD
Given a square-integrable, complex-valued function u(x) belonging to the linear, infinitedimensional Hilbert space L 2 on domain Ω with inner product
the proper orthogonal decomposition (POD) finds a basis {φ j (x)} ∞ j=1 that is optimal in the sense that the average squared error between u and its projection onto this basis is minimized.
56 (The overline g(x) represents the complex conjugate of g(x).) In this basis, for a finite-dimensional case, u(x) may be expressed as a linear combination of eigenfunctions φ j with coefficients a j such that and the POD becomes an optimal decomposition in the sense that these first N POD basis functions capture more energy on average than the first N functions of any other basis. In an intuitive sense, the decomposition captures the bulk of energetic activities within the disturbance in the least number of independent modes. Hence it is an ideal and neutral tool for isolating and extracting L 2 -dominant or energetic events or processes subsumed within large data streams or sets. It has been proven that the POD can be obtained through a singular value decomposition (SVD). 56 More details about our computational implementation of the POD and SVD have been placed in Appendix A of this paper.
As just described, the POD requires a definition of the average squared error between u and its projection onto the basis {φ j (x)} ∞ j=1 . In the context of our wavepacket studies, this is an average in space and/or time. Because the wavepacket laminar turbulent transition is essentially a non-stationary process, to obtain a meaningful average, we view the data through a sliding window, within which the process can be assumed to be quasi-stationary.
Guided by the review paper of Harris, 57 tests were conducted using both rectangular and
Hamming windows, and it can be seen from Figure 2 Hamming windowing was applied to the wavepacket data set in the time t and streamwise x dimensions, while a rectangular window was sufficient in the spanwise z direction because of the spanwise periodic boundary conditions of the DNS computational domain.
VI. RESULTS
The DNS wavepacket evolution as it is convected downstream by the flow is displayed at three snapshots in time in Figure 3 . It can be seen that at t = 1480.5, the wavepacket is in a weakly nonlinear stage of development, with some spanwise variation across the central crescent ridges. Moving on to t = 1918, the center ridge has become a triangular-shaped depression that develops into a horseshow vortex by t = 2201.5. At this point, there are concentrated pockets of highly sheared flow in the core of the wavepacket, indicative of incipient turbulence. For the purposes of this study, the subsequent focus will be on the weakly nonlinear stages of transition. The interested reader is invited to refer to Yeo et al.
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for a more detailed exposition of the full transition process undergone by this wavepacket. Figure 4 is the result of a POD on u(x, z) data given by matrix X A in Equation (A3), while Figure 5 is the result of a POD on u(t, z) data represented by matrix X B in Equation (A5).) Only the odd-numbered modes are shown, numbered according to the magnitude of their eigenvalues, with mode 1 being the largest. The even-numbered modes are not shown because the POD modes occur in almost-identical pairs, as described in Section V.
The first POD mode in Figure 4 (a) is closest to a 2D fundamental mode, with wave crests and troughs roughly perpendicular to the streamwise x direction. Nevertheless, the POD Mode 1 exhibits some 3D character in the curved crescent shape of the waves, and spanwise modulation of the center region. The third POD mode, shown in Figure 4(b) has a distinctive arrowhead-shaped structure at its front, bringing to mind the well-known Λ-vortex. Figure 4 (c) appears to be a mix of the fundamental and subharmonic modes, with the subharmonic mode giving rise to a checkerboard-like pattern in the core of the wavepacket due to periodicity in both the x and z-directions. POD Mode 7 in Figure 4 (d) has parts that are elongated in the streamwise x-direction, partially representing the boundary layer streaks or Klebanoff modes. From these mode shapes, it can be seen that a key feature of the POD is that it took into account the finite spatial extent of the wavepacket at the modal level, allowing POD to give concise expression to the compact nature of the wavepacket.
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POD Mode 5 in
The POD of the same Hamming windowed wavepacket is shown in t-z planes in Figure 5 .
These t-z planes are centered at time t = 1480.5, at which the wavepacket's spatial center is around x = 906. They are broadly similar to the POD modes in the x-z plane in Figure 4 , but represented in terms of the convective translation of these POD modes in time past x = 906. The mutual consistency of the POD eigenmodes in the x-z and t-z planes reflects the semi-permanent character or persistence of these physical events in space and time (as opposed to purely transitory events), which facilitate their study.
A. Hybrid POD-FFT spectrum
Hybrid POD-FFT spectrum for x-z plane data
More interesting insight into these POD results may be obtained by finding the spectral density of each POD mode, and we term this the hybrid POD-FFT. The kinetic energy of the POD modes are represented by their empirical eigenvalues λ j (see Section V for details), shown in Figure 6 (a) for the wavepacket POD in x-z planes. The contribution of a particular POD mode to the total kinetic energy of the wavepacket can be expressed as λ j / N j=1 λ j , where N is the total number of POD modes. Therefore, the energy captured by the first i 
This equation is used to plot the cumulative energy shown in Figure 6 (b). The first two POD modes are almost identical, and they are found to capture 50.04% of the total kinetic energy of the wavepacket u-velocity component. The first ten POD modes cumulatively carry 95.37% of the total energy. Thus, the POD can be seen as a method for filtering away "noise" and focusing the spectral analysis on the most important features of the flow. Figure 5 . The dominant oblique mode in each spectrum is marked with "×". detuned peak being slightly stronger than its negatively detuned counterpart. We also recall that in Section VI A 1, we found that Mode 7 has a positive and negative detuning in its α-wavenumber. Since the complex conjugate components in the secondary disturbance theory of Herbert 15 predict frequency and wavenumber detuning to be conjoint with each other, there is strong evidence that Mode 7 is indeed the combination resonance of Herbert.
Hybrid POD-FFT spectrum for t-z plane data
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Nevertheless, it is also a relatively weak mechanism in the wavepacket as a whole, containing about a third of the energy of Mode 3 and half of the energy of Mode 5.
Considering now the phase speed of the modes, c = ω/α, we combine the results of The dominant oblique mode is marked "×".
Recall that POD modes are given by eigenfunctions φ j that form a basis for the data set, such that the wavepacket may be expressed as a linear combination of POD modes u N (x) = N j=1 a j φ j (x) (Equation (19) in Section V). When all the three pairs of subharmonic POD modes (3 & 4, 5 & 6, 7 & 8) are combined by the superposition of their velocities (a 3 φ 3 + a 4 φ 4 + · · · + a 8 φ 8 ), we obtain the velocity contours and spectrum in Figure 9 , which encapsulate the bulk of the subharmonic activities within the whole wavepacket. Now, the velocity contours in the central region of Figure 9 (a) look like the checkerboard pattern of a subharmonic mode, and the spectrum of the combination mode is a single oblique patch asymmetrically skewed towards the positive frequency detuning, giving it a peak frequency of 0.038 that is greater than ω 0 /2, further supporting our proposal that what was previously considered as a "single" subharmonic mode at a poorly-understood positive frequency detuning may be better comprehended as a group of quasi-subharmonic modes. Indeed, when the fundamental mode pair 1-2 is added to the subhamonic modes 3-8, we obtain a spectrum that is very similar to that of the full wavepacket, as in Figure 10 .
Our findings are summarized by the flowchart of Figure 11 . POD modes (arranged according to their energy hierarchy) seem to reflect the progressive importance, in decreasing order, of positively detuned, tuned and negatively detuned subharmonic modes. The dominant oblique mode in the nonlinear spectrum is marked "×".
the spectral density contours of the wavepacket in the linear and nonlinear simulations at x = 906. In both these simulations, the same initial source disturbance was used, but one simulation solves the nonlinear perturbation of the Navier-Stokes equations, and another solves the linear perturbation as explained in Section II A. For a more quantitative comparison, we project velocity data u kn of the linear and nonlinear wavepackets onto the POD modes 1, 3, 5 and 7 (φ φ φ 1 , φ φ φ 3 , φ φ φ 5 and φ φ φ 7 ) from the nonlinear wavepacket at x = 906 using the inner product (u kn , φ φ φ j ) (refer to Appendix A 2 for details).
The projection is normalized as |(u kn , φ φ φ j )| 2 / φ φ φ j 2 , and the result is shown in Figure 13 for the main subharmonic stage of transition. Both wavepackets are being projected onto the same nonlinear basis (which can represent both linear and nonlinear phenomena) shown in Figure 5 and Figure 8 . A larger quantity |(u kn , φ φ φ j )| 2 / φ φ φ j 2 indicates that a given POD mode makes up a larger proportion of the overall wavepacket contents.
The fundamental POD Mode 1 is the only POD mode that shows a degree of similarity between the projections of the linear and nonlinear wavepacket in Figures 13(a) and In terms of growth rates, the amplitude of the linear POD modes in Figure 13 (a) have a positive slope that gradually becomes flat as the wavepacket propagates downstream. This decreasing amplification factor is to be expected as the mode travels through and begins to leave the linearly unstable region of the boundary layer; whereas the nonlinear wavepacket reflects continued but weak growth beyond this point.
In the nonlinear wavepacket of Figure 13 One weakness of the POD method is that the resultant POD modes are numerical or data-based eigenfunctions not easily understood within the framework of classical stability theories, such as those of Craik, 13 Herbert 14,15 and others. We are able to alleviate this difficulty by performing a FFT of POD modes to obtain their frequency-wavenumber spectrum.
Using this hybrid POD-FFT, we are able to identify the dominant growing structures within the wavepacket and their corresponding spectral underpinnings. We find that energy-based POD quite remarkably extracts and distinguishes between the fundamental and dominant subharmonic modes in a wavepacket, even though it is blind to the underlying process and wavepacket physics.
This fundamental-subharmonic resonant triad dichotomy is widely known and accepted.
13,19
However, the POD further separates the subharmonic content of the wavepacket into three Additionally, we suggest that the positively-detuned subharmonic has the highest energy because of its preferential amplification at a rate greater than the tuned and conjugatedetuned resonances over much of the subharmonic growth stage of the wavepacket. Moreover, the broadband initial disturbance that generates the wavepacket will likely impart more energy into the positively-detuned mode by virtue of its closer spectral proximity to the fundamental frequency or mode. Future research could potentially explore energy transfer mechanisms among the modes in greater detail -a framework for such an analysis was proposed by Dar et al. 64 and Verma.
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Appendix A: Details of the POD implementation
Calculating the POD via SVD
In the finite-dimensional case, the POD can be obtained through a singular value decomposition (SVD). By defining Rφ = (φ, u)u , we may write Rφ = λφ. It is possible to show that the optimal basis of a POD consists of eigenfunctions φ of the operator R. If the flow quantities are sampled on a uniformly spaced grid and the data is represented in the form of vectors, we can use the standard inner product (x, y) = y T x, and the linear operator R becomes R = uu T . Hence, Rφ = λφ can now be expressed as
The data set takes the form of a matrix X that can represent data in two ways, which we shall call Case A and Case B. In Case A, we have the matrix X A , whose columns are snapshots of the flow at successive times. Each column therefore represents the data in a streamwise-spanwise plane u(z, x) at a specific time t and height in the boundary layer y.
Beginning with a 3D matrix of the velocity data, whose elements u qrs are a discrete sampling of the continuous function u(t, z, x) on a grid with local origin at (t l , z l , x l ), spatial spacing ∆ z and ∆ x in the z and x directions respectively, and time step ∆ t , we convert this 3D matrix into a 2D matrix with elements u A kq with the relationship
In this u A kq arrangement, the first N z elements of a column correspond to the first streamwise sampling location x = x l , the next N z elements in the same column correspond to the second streamwise sampling location x = x l + ∆ x , and so on. Tests indicate that the POD modes are insensitive to the arrangement of elements in the columns, as long as the mapping used to inter-convert between the column vector and matrix form is consistent. Therefore we have the N × M data matrix X A with N = (N z N x ) rows and M = N t columns,
Alternatively, we have Case B, with the data matrix X B , where each column represents the u(t, z) data sampled at one (x, y)-location. In this case, we convert the 3D perturbation velocity matrix with elements u qrs into the 2D matrix with elements u B ks ,
In the u B ks arrangement, the first N t elements in a column represent the first sampling time t = t l , the next N t elements (from row N t + 1 until 2N t ) are at the second sampling time t = t l + ∆ t , and so on. This leads to a N × M data matrix X B where N = (N t N z ) is the number of rows and M = N x is the number of columns. Consequently, each column of X B is the wavepacket data sampled at one x-location,
Once the data matrix X A or X B has been formed, the subsequent steps are identical in either case, and X = [u k1 . . . u kM ] will be used from here onwards to represent either case.
Taking the arithmetic mean average of M vectors, u = (1/M ) M n=1 u kn , the eigenvalue problem (A1) with eigenvector φ φ φ is now 1 M XX T φ φ φ = λφ φ φ.
Note that XX T has dimension N × N .
We then find the SVD of X, Comparing with (A6), it can be seen that the POD modes are the columns φ φ φ j of Q and the empirical eigenvalues are λ j = σ 2 j /M . Since the singular values in the diagonal matrix Σ 1 are arranged in decreasing order, Hilbert-Schmidt theory can be used to show that for velocity data, the POD modes are thus ordered in terms of kinetic energy, with the first mode φ φ φ 1 containing the largest proportion of the total kinetic energy.
In order to express the n-th snapshot of the flow as a linear combination of the POD modes, u kn = N j=1 a n j φ φ φ j , the coefficients a n j need to be found. This is achieved by projecting the data snapshot u kn onto the POD mode φ φ φ j using the inner product a n j = (u kn , φ φ φ j )/ φ φ φ j 2 .
By calculating N j=1 a n j φ φ φ j and comparing it with u kn , we may check for the convergence and accuracy of our numerical implementation of the POD. We find that the infinity norm of the difference, u kn − N j=1 a n j φ φ φ j ∞ is less than 10 −14 in our computational results, where the infinity norm of a vector x = (x 1 , x 2 , . . . , x N ) T is defined as x ∞ = max{|x 1 |, |x 2 |, . . . , |x N |}.
Projection of wavepackets onto a specific POD mode
In Section VI B, projection of wavepackets onto individual modes φ φ φ j is performed as |(u kn , φ φ φ j )| 2 / φ φ φ j 2 . This produces a scalar value that represents the extent to which the POD mode φ φ φ j represents that wavepacket. Among other things, it is used for understanding how a linear wavepacket is represented by a nonlinear basis. Nevertheless, because the wavepacket is moving in space and time, and the POD mode is extracted at one position in space and time, it is necessary to translate the wavepacket such that it aligns with the basis being used. Without such an alignment step, the projection |(u kn , φ φ φ j )| 2 / φ φ φ j 2 will be less than 1 even if the wavepacket is identical in form to φ φ φ j .
The actual procedure used is as follows. Let u 
where G n,a,b is the element of matrix G n in row a and column b, and C is the number of columns in F n .
Finally, we form the matrix P by calculating the vector p n at successive n, and these vectors p n form the columns of P,
Each row j of P is the maximum projection of the u(t, z) wavepacket u B kn onto the POD mode φ φ φ j , namely (u B kn , φ φ φ j ). The x-location at which the u(t, z) wavepacket is sampled is determined by the column index n of the matrix P as x = x l + (n − 1)∆ x . For instance, the line plots in Figure 13 
