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Abstract
A time-series of yield monitor data may be used to identify field areas of consistently
low or high yield to serve as productivity zones for site-specific crop management.
However, transient factors that affect yield in 1 yr, but not every year, detract from
this approach. The objective of this study was to illustrate Moran eigenvector spatial
filtering (MESF) with results from analysis of multi-year crop yield data from two
farm fields in the United States. The MESF method accounts for temporal autocor-
relation within a common factor map representing the correlation across years and
partitions stochastic geographic variation into spatially structured and unstructured
components. Crop rotation data were utilized from a dryland field in east-central
South Dakota and an irrigated field in southwestern Georgia. A random effects (RE)
model was estimated that utilized eigenfunctions of a geographic connectivity matrix
to account for spatially structured random effects (SSRE) and unstructured random
effects (SURE) in standardized z scores of multi-year crop yield. The MESF method
was evaluated with conventional averaging of unfiltered yield data as a reference for
comparison. In South Dakota, the SSRE accounted for 26% of the yield variance
shared across years. Distinct patterns appeared to be related to changes in soil type
and landscape position. The Georgia field yielded similar results. The MESF is effec-
tive for revealing structured variation in a time series of yield monitor data and may
be useful for defining productivity zones within fields.
1 INTRODUCTION
Many growers use crop yield monitors to instantaneously
record yield data across their fields at harvest (Fulton,
Hawkins, Taylor, & Franzen, 2018). After several years, areas
of fields can be identified that had been consistently high or
low yielding from year to year as well as unstable areas that
Abbreviations: GNSS, global navigation satellite system; MC, Moran
coefficient; MESF, Moran eigenvector spatial filtering; RE, random effects;
SEP, standard error of prediction; SSRE, spatially structured random
effects; SURE, spatially unstructured random effects.
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had been highly variable (Blackmore, 2000). Areas with sta-
ble yields have been used for delineating productivity zones
to improve site-specific management of fertilizers or seeds
(Basso, Fiorentino, Cammarano, Cafiero, & Dardanelli, 2012;
Schepers et al., 2004). Identification of areas of similar pro-
ductivity potential is of interest to producers who base man-
agement decisions on reliable estimates of expected yield
(Kitchen, Sudduth, Myers, Drummond, & Hong, 2004).
A series of yield maps over several years can provide infor-
mation for evaluating long-term trends in crop productivity
and dividing fields into generalized zones of low, medium,
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and high yield (Stafford, Clark, & Bola, 1998). Perma-
nent spatial factors that directly or indirectly influence yield
include topography, insolation, and soil properties. However,
transient spatial factors that result in temporal yield variabil-
ity include weather, insects, diseases, and equipment malfunc-
tions. As a result, environmental and managerial differences
between years can obscure patterns in yield data making dis-
cerning of long-term trends difficult (Schepers et al., 2004).
To enable yearly field map comparisons, yield data for each
year must be interpolated to a common grid having the same
map projection, sampling interval, point of origin, and cell
size. These data must be numerically converted to the same
measurement scale to accommodate the variation in yield
potential among different crops comprising a crop rotation
over a series of years. Either normalization or standardization
can be used for this purpose. Normalization rescales yield val-
ues to a quotient by dividing yield values at each grid point
by a divisor such as the mean, maximum, median, or range
in yield for all cells in a field. Standardization rescales yield
data to have a mean of zero and standard deviation of unity by
subtracting the mean and dividing the difference by the stan-
dard deviation. After rescaling data, many researchers have
simply calculated the mean yield and standard deviation at
each grid point over the years of interest. A single map is then
produced showing at least three yield zones: high yielding
and stable, low yielding and stable, and unstable (Blackmore,
2000; Flowers, Weisz, & White, 2005; Maestrini & Basso,
2018a; Ping & Dobermann, 2005; Taylor et al., 2001), where
stability is limited to arbitrarily defined cutoff values that rep-
resent boundaries of stability levels.
Yield stability maps have been used to identify homoge-
neous zones within fields for site-specific management of
phosphorus, potassium, and lime (Flowers et al., 2005). Tay-
lor et al. (2001) analyzed up to 7 yr of yield monitor data
for cornfields (Zea mays L.) in Kansas and found the ability
of a single year’s yield map to predict yield in the following
year to vary substantially. In addition, sequential yield maps
were useful for predicting crop yield only if the correlation
among years was consistently high. For identifying homoge-
nous zones within a field, a time-series of yield maps was
found to be the best predictor of spatial patterns that are sta-
ble over time whereas in-season remote sensing imagery was
best for predicting crop yield in unstable areas (Maestrini &
Basso, 2018a).
Clustering and region growing are sophisticated mathe-
matical methods of combining multi-year yield data. Jaynes,
Kaspar, Colvin, and James (2003, 2005) used k-means clus-
ter analysis to partition the population into groups such
that differences among groups are minimized while differ-
ences between groups are maximized. Boydell and McBrat-
ney (2002) defined zones by fuzzy k-means clustering of soil
and terrain variables. Córdoba, Bruno, Costa, and Balzarini
(2013) extended this approach by including spatial principal
Core Ideas
∙ Multi-year yield data possess spatially structured
and unstructured random effects.
∙ Eigenvector spatial filtering captures structured
random effects across years.
∙ Structured random effects possess less noise than
original, unfiltered data.
∙ Distinctive map patterns are revealed for construc-
tion of productivity zones.
components analysis to allow for spatial dependence between
observations and consequently were able to detect yield dif-
ferences among zones with greater precision than conven-
tional non-spatial analyses. Leroux, Jones, Taylor, Clenet, and
Tisseyre (2018) derived yield zones from time-series yield
data through the method of region growing in which a seeded
region growing algorithm operates in a multivariate attribute
space. Multi-temporal yield data are partitioned into multi-
ple segments that assign a label to every “pixel” (i.e., grid
cell) such that pixels with the same label share certain char-
acteristics. When image segmentation is applied to multiyear
yield data, neighboring pixels of initial seed points are exam-
ined to determine whether pixel neighbors should be added
to a region. The process is iterated until no further pixels can
be found.
Moran eigenvector spatial filtering (MESF) is a general
data analysis method that encodes assumptions about spatial
and serial autocorrelation into its model variance–covariance
structure (Griffith, 2012a). Spatial filtering serves to remove a
structured component from the covariance matrix of observa-
tions thereby leading to a valid assumption of exchangeabil-
ity (de Finetti, 1931) that mimics stochastic spatial indepen-
dence among observations when classical statistical models
are applied to filtered data (Tiefelsdorf & Griffith, 2007). As
such, the observed spatial pattern in a response variable can
be decomposed into stochastic variation comprising spatially
structured random effects (SSRE) and spatially unstructured
random effects (SURE). Distinctive map patterns associated
with each type of error are useful for interpreting a time-series
of geographic data (Griffith, 2012b; Griffith & Chun, 2015;
Griffith, Chun, & Li, 2019).
Geographic interpretation is the focus of this study. If the
SSRE is without independent noise and represents the site-
specific yield variation that is shared across years, then a
better discerning of the consistently high- or low-yielding
areas within a field that relate to static soil and land-
scape properties may be possible. The goal of this study
was to examine if MESF could provide useful information
for describing the variation in multi-year crop yield data
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that is shared across years and deriving productivity zones
for precision agriculture. Using a case-study approach, the
objective was to illustrate MESF with results from analy-
sis of multi-year crop yield data from two farm fields in the
United States.
2 MORAN EIGENVECTOR SPATIAL
FILTERING
The Moran coefficient (MC) is a widely used measure of
spatial autocorrelation in geographic data, which has been
applied to analyzing crop yield data (Mfuka, Byamukama, &
Zhang, 2020; Yin, 2016). Somewhat like the Pearson corre-
lation coefficient, values range from roughly −1 for grouping
of dissimilar values to near 0 for the absence of spatial auto-
correlation and roughly 1 for grouping of similar values. The





















where n is the number of grid points for a field, Y is an n × 1
vector of crop yield, I is an n × n identity matrix, 1 is an
n × 1 vector of ones, and superscript T is the matrix transpose
operation from which eigenfunctions are extracted (Griffith &
Chun, 2015). Connectivity matrix C is square and has n points
in space with binary values of 1 in cells for neighboring obser-
vations and 0 otherwise. Here, connectivity is defined based
on first-order adjacency among observations (Griffith, 2012a)
and thus tends toward simple structure following the tradition
of spatial autoregressive models (Ver Hoef, Peterson, Hooten,
Hnaks, & Fortin, 2017).
Moran eigenvector spatial filtering involves an eigenfunc-
tion decomposition of the matrix version of the MC’s numer-
ator:
(




𝐈 − 𝟏𝟏𝑇 ∕𝑛
)
(2)
where superscript T is the matrix transpose operation as in
Equation 1. The double-centering of C results in the replace-
ment of its principal eigenvector by a vector proportional to 1
(and its principal eigenvalue by zero), with at least asymp-
totic preservation of the remaining n – 1 eigenvectors, given
that as n goes to infinity, matrix 11T/n goes to 0. Griffith
(2000) proves that this transformation also makes the n − 1
non-constant eigenvectors both orthogonal (from the symme-
try of C) and uncorrelated (from the sum of each set of ele-
ments equaling zero). Griffith and Peres-Neto (2006) show
that the eigenvectors of C, which relates to the inverse covari-
ance matrix of spatial autoregression, essentially are equiva-
lent to those for the distance-based covariance matrix of geo-
statistics.
Although transformed matrix C generates a total of n eigen-
vectors, only a subset (K) of them is added as control variables
into a random effects (RE) model of the form:
𝐘 = 𝐗𝛃𝑋 + 𝐙 + 𝛆 (3)
where Y is a nT × 1 vector of crop yield for T time
periods, X is a nT × (p + 1) matrix of p covariates and
an intercept vector 1, βX are regression coefficients for the
covariates, Z is a RE term, and ɛ is a nT × 1 vector of resid-
ual error with attached statistical distributional assumptions.
Including covariates in a regression model specification to
reduce/remove confounding by controlling for variation in the
response variable (e.g., yield) constitutes an adjustment some-
times described as statistical control. Unfortunately, some of
these covariates (e.g., pertinent genetic information) may be
missing from a specification. Consequently, residual varia-
tion unexplained by included covariates is decomposable into
structure (e.g., a RE term) separable from the error term, ϵ, by
exploiting additional information, such as repeated measures
(e.g., a time series).
One source of this structure is the wide range of possible
grid cell sizes into which a field may be divided. The selected
cell size almost certainly has some irrelevant idiosyncrasies, a
data feature that does detract from the statistical analysis goal
of generalization to an entire field (i.e., the broader popula-
tion). Furthermore, repeatedly measuring yield for the same
cells across time violates the important linear modelling inde-
pendence assumption: multiple responses from the same cell
fail to be mutually independent- every cell has a slightly dif-
ferent yield potential, an idiosyncratic factor affecting all yield
measures from that cell, thus rendering a time series sequence
of different inter-dependent (i.e., correlated) rather than inde-
pendent yields. Adding a random effect for each cell resolves
this non-independence issue by assuming a different baseline
yield value for each cell. In its simplest form, a regression
model includes grid cell-specific random intercepts to account
for individual cell differences; the assumption posits that each
cell has a different mean yield, with a mixed model essen-
tially estimating these n intercepts. Random intercepts allow
the yield to be higher or lower for each cell.
The statistical outcome of Equation 3 is a time-invariant RE
term, which may be subdivided into SSRE and SURE terms
𝐘 = 𝐗𝛃𝑋 + 𝐙SSRE + 𝐙SURE + 𝛆 (4)
where nT × 1 vector ZSSRE is the concatenation of T copies of
EkβE, with Ek an n × K matrix containing the selected subset
of eigenvectors accounting for spatial autocorrelation in yield
data and βE a K × 1 vector of coefficients for these eigenvec-
tors, and nT × 1 vector ZSURE = Z – ZSSRE (Griffith et al.,
2019). The nT × 1 vector Z is a stacking on themselves of
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T copies of the estimated n × 1 RE term (estimated by treat-
ing n observations of multi-year yield as having T repeated
measures), comprising the concatenated version of EkβE as a
SSRE, and the concatenated linear regression residuals from
regressing the RE term on EkβE as a SURE.
Estimating SSRE and SURE requires data for at least
two points in time, although a Bayesian estimate is obtain-
able by coupling a single point in time with a set of pri-
ors. Employing these time-invariant terms with future data
would continue controlling for spatial autocorrelation effects
(SSRE) and omitted variables (SURE) into the future. Previ-
ously published work reveals that reasonable prediction inter-
vals accompany the use of these terms for short-run space-
time forecasting (Griffith & Chun, 2014a). Continuous annual
updating allows extension of this short-run time horizon. The
RE term (each of its n values is the same for each of the T
points in time) accounts for temporal autocorrelation by cap-
turing common spatial autocorrelation and spatially unauto-
correlated patterned variation across time (Griffith, 2012b).
Because the variation of interest is change over time, this
paper conceptualizes the T time periods of annual yield data
(different points in time) as longitudinal; the data analy-
sis establishes a single set of data (the sample) to monitor
crop production.
Eigenvector control variables potentially can identify and
isolate the stochastic space-time dependencies in multi-year
crop yield data. The control variable is the composite set of
eigenvectors used to construct the SSRE term, which is an
eigenvector spatial filter (ESF). This ESF accounts for spa-
tial autocorrelation latent in omitted variables that is common
across time periods. The first eigenvector captures the largest
amount of autocorrelation achievable for the spatial arrange-
ment defined by matrix C. The second eigenvector captures
the largest amount that is uncorrelated with the first eigenvec-
tor and so forth. In addition, these eigenvectors show distinct
map patterns of spatial autocorrelation in crop yield because
they are both orthogonal and uncorrelated. Their correspond-
ing eigenvalues index the nature and degree of spatial autocor-
relation depicted by each eigenvector (Tiefelsdorf & Boots,
1995); mostly, if not exclusively, positive spatial autocorrela-
tion eigenvectors tend to describe crop yields aggregated to
grid cells.
Because the RE term accounts for systematic pattern across
T repeated measures for each field location, it relates to
latent temporal autocorrelation. Moreover, its SSRE compo-
nent uncovers common spatial autocorrelation for each of the
T geographic distributions that contributes to these sets of
yields being correlated across time. Geostatistical field stud-
ies have shown that the spatial distribution of crop yield was
related to spatial patterns in soil cation exchange capacity,
soil organic carbon, and soil reaction (Lipiec & Usowicz,
2018) and apparent electrical conductivity (Singh, Williard,
& Schoonover, 2016). Therefore, the SSRE may also repre-
sent covariates that relate to various static soil properties that
impart spatial autocorrelation to crop yields. The SURE com-
ponent does the same, but it is a heterogenous component that
exhibits a random map pattern (Griffith & Chun, 2015) and
thus may represent missing aspatial covariates of yield data
(e.g., genetic differences between seeds).
Combining the SSRE and SURE terms furnishes their com-
plete RE term that helps control for both individual cell
heterogeneity and temporal autocorrelation (hence its SSRE
component pertains to space-time correlation) in aggregated
crop yields, because it is a common n-tuple factor across all
time periods. Its effect is that each yield cell has a different
mean, which relates this statistical context to that for using
centered variables to reduce their inter-correlations (e.g., tem-
poral autocorrelation). These two underlying common factors
spanning a relatively lengthy time horizon elicit the formula-
tion of similar outcomes at different points in time. In other
words, the RE term accounts for non-independence of data
points by specifically handling temporal autocorrelation as
structured extraneous noise in data. Computer code for imple-
menting MESF may be viewed in Griffith and Chun (2014b).
3 MATERIALS AND METHODS
3.1 Site selection
Two farm fields were chosen as test sites to evaluate the util-
ity of MESF for zone identification: a 65-ha dryland field in
east-central South Dakota (44.166˚ N, −96.617˚ W) and a
26.3-ha irrigated field in southwestern Georgia (31.355˚ N,
−84.632˚ W). Site-specific yield data were available from
1995 to 2001 for the South Dakota site, and from 1995 to
2002 for the Georgia site. Each site has a standard weather
station for recording daily temperature and precipitation. At
the Georgia site, weather data for Arlington are available
at www.weather.uga.edu.
The South Dakota field is situated on undulating hills typi-
cal of the glaciated Great Plains [Chang et al. (2003), 2004)].
Relief difference between summits and footslopes is 100 m,
with slopes ranging from 0 to 10%. Soils formed in loess over
glacial till and are Houdek (fine-loamy, mixed, superactive,
mesic Typic Argiustolls) on side slopes, Doland (fine-loamy,
mixed, superactive, frigid Calcic Hapludolls) on uplands and
terraces, Kranzburg (fine-silty, mixed, superactive, frigid Cal-
cic Hapludolls) on smooth side slopes, Brookings (fine-silty,
superactive, frigid Cumulic Hapludolls) or Trent (fine silty,
mixed, superactive, mesic Pachic Haplustolls) in swales, and
Moody (fine-silty, mixed, superactive, mesic Udic Haplus-
tolls) on long, smooth side slopes. This field is tile drained,
with drainage flowing North on decreasing elevation. The
climate is subhumid with a mean annual precipitation of
606 mm.
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The Georgia field is located on broad, low relief uplands
typical of the inland Coastal Plain (Vellidis et al., 2001).
Local relief is only 10 m at this site. Soils formed from
unconsolidated marine sediments and are Tifton (fine-loamy,
kaolinitic, thermic Plinthic Kandiudults), Orangeburg (fine-
loamy, kaolinitic, thermic Typic Kandiudults), Norfolk (fine-
loamy, kaolinitic, thermic Kandiudults), and Goldsboro (fine-
loamy, siliceous, subactive, thermic Aquic Paleudults). The
climate is humid subtropical with 1,500 mm mean annual pre-
cipitation. Center-pivot irrigation is used to supplement rain-
fall and compensate for well-drained sandy soils. The field
has an irregularly shaped section that is watered by means of
a traveling gun sprinkler that has less capacity than the pivot.
3.2 Cultural practices and yield data
collection
In the South Dakota field, the crop sequence was annually
rotating corn and soybean [Glycine max (L.) Merr.], with corn
planted in 1995, 1997, and 1999. Tile lines had been installed
to remove excess water from subsoils of poorly drained areas.
In the Georgia field, the crop sequence was corn–corn–peanut
(Arachis hypogaea L.). Except for soybean in 1995, corn was
planted in 1996, 1998, 1999, 2001, and 2002. Herbicides and
fertilizers were applied in each field to minimize or eliminate
potential yield reductions due to weeds and nutrient deficien-
cies. Fertilizer rates were determined by the producer in con-
sultation with a professional crop advisor.
On-combine corn and soybean yields were measured
with calibrated mass flow yield monitors (AgLeader, model
PF3000) and Global Navigation Satellite System (GNSS)
receivers for geo-registering yield monitor values within the
field. Mass flow yield-monitoring systems consist of a com-
pression load cell that creates an electrical signal in propor-
tion to the force of grain impacting a plate and a computer
that converts that signal to a mass flow rate in units of grain
yield (Risius, 2014). Accuracy reportedly is >97% for a prop-
erly calibrated yield monitor that is cleaned and maintained
each year.
Windrowed peanut plants were harvested with a tractor-
drawn four-row peanut combine (Kelley Manufacturing Com-
pany) equipped with the Peanut Yield Monitoring System
developed at the University of Georgia (Vellidis et al., 2001).
This system uses load cells for instantaneous load measure-
ments and has proven to be accurate to approximately 1%
on a basket load basis when using data collected during
combine operation. However, the sensitivity of the weighing
system is limited by the finite resolution of the analog-to-
digital converter used to amplify the microvolt signal of the
load cell such that instantaneous accuracy is estimated to be
700 kg ha−1.
3.3 Data reduction and statistical analysis
Raw crop yield data were manually edited after harvest for
data outliers and specific threshing delay times as needed for
production of accurate and reliable yield maps. The combine-
specific delay time and recorded combine ground speeds were
used to reposition the measured yield back along the com-
bine’s travel path. Yield data for each year were registered
to a common grid having the same point of origin and cell
size. Resampling was performed using the Spatial Analysis
package in ESRI ArcMap ver. 13. Specifically, data for each
yield map were resampled to a 10-m grid whereby each cell
received the average of the yield points that fell within a
cell. The 10-m cell generally corresponded with the header
size of the harvesting equipment. Next, these resampled yield
data for each year were standardized to zero mean and unit
variance (Diker, Heerman, & Buchleiter, 2003) to normal-
ize genetic variation caused by different crops and manage-
ment systems. Figure 1 portrays the geographic distributions
of gridded values of standardized yield for each crop-year in
the South Dakota and Georgia fields.
For conventional yield trend analysis, the mean and stan-
dard deviation of standardized values were calculated at each
point on the regular grid across years. Mean yield and stan-
dard deviation were each classified into two groups above and
below their global averages in accordance with Kleinjan, Clay,
Carlson, and Clay (2006). Combining these groups resulted in
the following four productivity zones: (a) low yield, high sta-
bility; (b) low yield, low stability; (c) high yield, high stability;
and (d) high yield, low stability.
Alternatively, explicitly accounting for spatial and tempo-
ral autocorrelation involves MESF-based yield trend analysis,
which adjusted for multicollinearity among geographic dis-
tributions of annual yields by converting these data to factor
analysis scores for each cell across a field, and then regressing
the resulting orthogonal synthetic yield variates on the time
invariant SURE and SSRE components, which are spatial fil-
tering and stochastic regressors explaining a certain amount
of variance in mean yield across years. This data analytic for-
mulation resembles that for the general linear model, with the
multivariate response being annual yield factor scores (paral-
leling canonical correlation analysis), and the set of covariates
including the SURE and SSRE terms.
The SSRE values were divided into two productivity zones
of low or high yield in accordance with the preceding descrip-
tion for undertaking conventional analysis. A disadvantage is
that a standard deviation term that is equivalent to that gen-
erated by the conventional method is not available for direct
comparison. Instead, MESF was evaluated by comparing the
change in overall variance, standard deviation, and range in
standard scores before and after the application of MESF.
The MESF was implemented by means of customized SAS
6 of 13 LONG ET AL.
F I G U R E 1 Spatial patterns in standardized values of crop yield for each of 7 yr (1995–2001) in dryland field in east-central South Dakota and
8 yr (1995–2002) in irrigated field in southwestern Georgia
code (SAS Institute) comprising a series of procedures such
as PROC IML to create a connectivity matrix, EIGEN func-
tion to compute eigenvectors, and PROC SQL to select sub-
sets of eigenvectors. The varimax factor rotation, defined after
orthogonalization of T × T correlation matrix R, was imple-
mented to provide high loadings on only one factor for data
of each year. These loadings achieved simple structure, with
a single prominent loading for only one factor (using an |r|
criterion of .41).
For purpose of interpretation, the spatial distribution of
the SSRE in each field was evaluated relative to bound-
aries of soil map units depicted in USDA Soil Survey Geo-
graphic data (available online at Web Soil Survey, websoil-
survey.sc.egov.usda.gov). Soil map units are viewable for a
geographic area of interest together with a color aerial image
as a backdrop. Raw elevation data, obtained using a survey-
grade GNSS receiver, were imported into the contouring and
3D surface mapping software Surfer (Golden Software, Inc.)
for production of a contour elevation map that was also used
for comparison.
4 RESULTS
4.1 The specimen South Dakota field
Overall values of the range, standard deviation, and mean of
crop yield varied substantially from year to year (Table 1).
Corn yields were lowest in 1995 because of excessive wet-
ness. Tile lines were plugged in 1995 and 1996 (Chang et al.,
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T A B L E 1 Precipitation (ppt), sample size (n), mean, standard deviation (SD), minimum, and maximum of aggregated values of yield for each
crop-year in South Dakota and Georgia fields
Crop-year ppt na Mean SD Min. Max.
mm kg ha−1
South Dakota
Corn-1995 820 2,663 1,365 615 15 3,262
Soybean-1996 510 2,645 474 220 5 2,583
Corn-1997 410 2,721 1,718 458 35 3,020
Soybean-1998 480 2,705 429 210 31 1,075
Corn-1999 520 2,735 2,703 631 298 4,787
Soybean-2000 570 2,732 518 167 26 1,150
Corn-2001 na 2,559 2,349 788 115 4,707
Georgia
Soybean-1995 na 2,839 91 17 20 250
Corn-1996 na 2,824 11,669 1,757 276 17,575
Peanut-1997 1,612 2,816 3,426 981 7 7,062
Corn-1998 1,307 2,797 8,664 1,797 31 12,707
Corn-1999 1,038 2,812 9,668 1,201 370 12,868
Peanut-2000 967 2,603 4,599 771 817 8,960
Corn-2001 667 2,811 11,419 1,772 906 14,573
Corn-2002 na 2,809 12,497 1,786 245 16,100
Note. na, data not available.
aSmall differences in sample size are the result of missing values in yield monitor data.
2003) and flooding is indicated in those years by relatively
low yields in the northeastern quarter of the field (Figure 1).
Flooding was less problematic between 1997 and 2000; years
that experienced below normal precipitation. Consequently,
crop yields were generally higher along tile lines in lower
slopes and lower on upper slopes and eroded knolls.
Estimation of a RE model by means of MESF resulted in a
total RE term that captured 39% of spatial variation in stan-
dardized yield measurements across the 7 yr. The SSRE com-
prise 26% of this variation and its MC is .92 indicating very
strong positive spatial autocorrelation. The map of SSRE dif-
ferentiates areas of high and low crop yield within the field
(Figure 2), whereas the SURE component is relatively small
(13%) and exhibits a much more random map pattern.
High-yielding areas (green and blue colors) on the SSRE
map are situated within footslopes and valleys as indicated
by elevation contours that point South. Low-yielding areas
(red, orange, and yellow colors) lie on shoulders and sum-
mits shown by contours that point North. An exception is an
area of low yield, due to poor drainage, that is oriented along
the tile drain in the northeastern section of the field. Foot
slopes appear in the aerial image as dark-toned areas result-
ing from higher soil organic matter and soil water content. In
contrast, light-toned summit areas are associated with lower
soil organic matter and water content.
Table 2 contains factor loadings, which are correlations
between each crop-year and factors that are extracted from
the data reduction by MESF. Crop-years having the strongest
association with Factor 1 are soybean-1998, corn-1999, and
corn-2001; however, soybean-1996 and corn-1997 are highly
correlated with Factor 2. The remaining crop years, namely:
corn-1995 and soybean-2000, load highly onto Factors 3
and 4. As expected, less variance is explained by each suc-
cessive factor, with the first explaining 33% of the variance
originally observed among the 7 yr, followed by the second at
26%, and the third factor with 21%.
Four factors captured the variance observed among 7 crop-
years in the South Dakota field, with the first factor cap-
turing only 3 crop-years with high loadings on 1998, 1999,
and 2001. Appearance of two or more high correlation val-
ues (i.e., loadings) across each of the four factors indicates
that yield change largely differed from year to year likely
due to dynamic meteorological conditions. Some of the vari-
ation was also likely caused by unknown natural factors that
occur sporadically from year to year to produce anomalous
changes and is captured by the SURE term. However, the
SSRE term indicates that 26% of crop yield variation was spa-
tially structured and shared across years. The SSRE denotes
crop variation resulting from static soil and landscape fac-
tors that occur consistently from year to year. Static soil prop-
erties that influence crop yield include organic matter, tex-
ture, and particle size; which vary with landscape position
in a predictable and systematic manner (Malo & Worces-
ter, 1975). In this study, information about these properties
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T A B L E 2 Factor loading, eigenvalue, and percentage of total data variance explained in standardized yield data by factors for each crop-year in
South Dakota and Georgia fields
Crop-year Factor 1 Factor 2 Factor 3 Factor 4
South Dakota
Corn-1995 .04590 .08004 .93191 –.04498
Soybean-1996 .16114 .73688 .22424 .03118
Corn-1997 .03590 .86528 –.06859 –.05443
Soybean-1998 .72362 –.12398 –.40987 .06233
Corn-1999 .81772 .11312 .07433 –.01814
Soybean-2000 .07007 –.02247 –.04890 .99232
Corn-2001 .74336 .25861 .21008 .10833
Eigenvalue 1.77915 1.39364 1.14348 1.00661
Percentage of data variance 33.42 26.18 21.48 18.91
Georgia
Soybean-1995 .10938 .96577 –.04359 –
Corn-1996 .78946 .11838 .14013 –
Peanut-1997 .67963 –.0006 –.01782 –
Corn-1998 .70723 .20072 .09674 –
Corn-1999 .82535 –.0065 –.03063 –
Peanut-2000 .03373 –.0256 .98407 –
Corn-2001 .69148 .38559 .1649 –
Corn-2002 .75412 .08661 –.09055 –
Eigenvalue 3.32646 1.14389 1.03594 –
Percentage of data variance 60.41 20.77 18.81 –
could be derived from bare soil imagery, soil surveys, and
elevation contours.
Crop yield differs at various landscape positions, with high-
est yields on footslopes and lowest yields on summits and
shoulders. Yields are lower in upper slopes than lower slopes
because the former have lower soil water content and soil
organic carbon than the latter (Clay et al., 2001). Tonal differ-
ences in the aerial image are also attributable to differences in
soil organic carbon and soil water content, with darker tones
resulting from high soil carbon and water content in footslopes
and lighter tones resulting from low soil organic carbon on
eroded summits (Clay et al., 2001). The aerial image pro-
vides information about drainage, soil organic carbon content,
soil texture, and other static soil properties (Figure 2). These
attributes influence soil water content, which in turn affects
crop yield.
4.2 The specimen Georgia field
Weather-related risks of drought and excessive rainfall are
reported to be primary causes of yield instability in the
Coastal Plain (Perry et al., 2002). The temporal pattern of
precipitation is consistent across seasons, but magnitude of
this variability varies with year (Dzotsi, Matyas, Jones, baig-
orria, & Hoogenboom, 2014). In the Georgia field, crops were
highly variable from year to year, with generally higher mean
yield in years of lower precipitation and lower mean yield in
years of higher precipitation (Table 1). Corn yields in Georgia
were less variable as indicated by standard deviations of about
15% of their mean vs. 30% for South Dakota. This result may
be expected given the low relief and irrigation to offset the
impact of rainfall variability. Yield maps from 1995, 1998,
2001, and 2002 primarily show the pivot irritated, higher-
yielding land area portion of the field vs. the travelling gun
irrigated, lower-yielding portion of the field in its northeast-
ern sector (Figure 1).
The eigenvector space-time filter contains 495 eigenvec-
tors, each representing positive spatial autocorrelation, and
the total RE accounts for about 42% of the time-invariant geo-
graphic variation in crop yield across the 8 yr. The SSRE com-
ponent dominates (34%) this RE; its MC is .80, indicating
moderately strong positive spatial autocorrelation. The SURE
accounts for a small amount of geographic variability (6%)
and contains negligible spatial autocorrelation.
The SSRE map highlights the contrast in yield between the
pivot and travelling gun irrigated areas (Figure 3). Lower-
yielding areas (red and orange colors) are also concen-
trated near the center of the pivot irrigated area. The ele-
vation contour map (imposed upon the SSRE map) and
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F I G U R E 2 Maps of random effects (RE), spatially unstructured
random effects (SURE), spatially structured random effects (SSRE)
with partial overlay of elevation contours, and aerial image with overlay
of soil map of dryland field in east-central South Dakota. Standardized
values of RE, SURE, and SSRE are directly proportional to levels of
crop yield ranging from very low to very high
aerial image reveal these to be closed depressions that expe-
rience poor drainage. Within the irrigated area, the SSRE
somewhat resembles the landscape pattern of gently slop-
ing and nearly level soils depicted by the published general
soil survey (1:20,000 map scale, Pilkinton, 1985). Soil tex-
ture and depth are static properties affecting drainage and
water holding capacity. Topographically higher soils are well
suited to farming if drained but soils in depressions and near
drainageways are severely limited for farming (Pilkinton,
1985). Low-yielding values also occur along the edge of the
field and within a narrow drainage extending to the center of
the field from the Southwest. This map pattern appears to be
associated with low-lying areas of Goldsboro loamy sand that
are 60–90 cm above the water table and are often wet dur-
ing planting. High-yielding values (yellow, blue, and green
F I G U R E 3 Maps of random effects (RE), spatially unstructured
random effects (SURE), spatially structured random effects (SSRE)
with overlay of elevation contours, and aerial image with overlay of soil
map of irrigated field in southwestern Georgia. Standardized values of
RE, SURE, and SSRE are directly proportional to levels of crop yield
ranging from very low to very high
colors) are contained within the interior of the field that co-
locate with well drained, nearly level Norfolk loamy sand.
Several smaller low yielding pockets exist that may result
from inclusions of sandy soils that are naturally low in fer-
tility and organic matter and prone to drought.
A multivariate statistical analysis reveals that 6 of 8 crop-
years (corn-1996, peanut-1997, corn-1998, corn-1999, corn-
2000, and corn-2001) load highly (r2 > .65) onto Factor 1,
whereas 2 of 8 crop-years load highly onto Factors 2 and 3
(Table 2). That all corn-years loaded neatly onto the first fac-
tor implies that they have “similar yield patterns” and sug-
gests that a static zone approach might be warranted for this
field. Inconsistency of soybean-1995 apparently may have
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F I G U R E 4 Productivity zones in dryland field in east-central
South Dakota and irrigated field in southwestern Georgia derived from
conventional averaging and Moran eigenvector spatial filtering of
multi-year crop yield data
been caused by a relatively late planting date and shortened
growing season because of double cropping with canola in
that year. Peanut lacked consistency in 2000 possibly because
of the coarse resolution of the load cell bulk weighing system.
5 DISCUSSION AND CONCLUSIONS
A static zone design based on standardized scores of aver-
age yield across years would identify four yield zones: high
yielding and stable, low yielding and stable, high yielding and
unstable, and low yielding and unstable in each field (Fig-
ure 4). A common cause of the temporal instability is the inter-
action between topography and weather (Maestrini & Basso,
2018b; Scudiero et al., 2018). For example, in the Georgia
T A B L E 3 Mean, standard deviation (SD), minimum, 25th
percentile, 75th percentile, maximum, and sample size (n) of
standardized scores of averaged crop yield and spatially structured
random effects (SSRE), and value of the correlation coefficient (r)
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field, areas of low yields and high standard deviations occu-
pied low-lying sites on Goldsboro soils having occasional
problems with excess moisture. These areas produced high
yields in dry years and low yields in wet years. However,
field zones with high yields and low deviations were typically
in higher, drier areas on Norfolk soils that had adequate soil
moisture and tended not to waterlog.
In MESF, the first three or four eigenvectors capture much
of the variability that is common spatial autocorrelation across
years and the last is commonly associated with noise. Conse-
quently, the standard deviation and range in values of SSRE
are substantially smaller than those of conventional averaging
for production of zones of low and high crop yield (Table 3).
Yet, despite these changes, their frequency distributions are
similar and linearly related (r2 ≤ .88), thus indicating that the
influence of the eigenfunction decomposition on long-term
estimates of crop yield was negligible.
Though the MESF results (values of r2 and variance) con-
sider the whole field, each value of the SSRE will represent
a spatial average across years at that point with less noise
than the conventional average. This finding implies that a
static zone design based on SSRE would identify low- and
high-yielding zones based on the spatially structured portion
of the total variance and thus is more consistent and stable
than otherwise (Figure 4). Other workers reported using an
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orthogonal transformation to create a set of linearly uncorre-
lated variables (i.e., principal components) from original, spa-
tially autocorrelated variables can produce zones that contain
less noise and thus are more separable than those derived from
conventional non-spatial methods (Córdoba et al., 2013; Gavi-
oli, Souza, Bazzi, Guedes, & Schenatto, 2016; Gili, Álvarez,
Bagnato, & Noellemeyer, 2017). Therefore, we expect that
MESF, which utilizes eigenvector control variables to iso-
late stochastic dependencies in space and time, would produce
similar results.
An emerging issue in the design of zones for site-specific
management is how to accommodate unstable yield vari-
ability. Dynamically defining zones based on real-time feed-
back from advanced sensing technologies (e.g., in-season crop
canopy sensors and distributed sensor networks) are a means
for best predicting crop response in each year (Evans, LaRue,
Stone, & King, 2013; Maestrini & Basso, 2018b). The chief
advantage of the SSRE term is its ability to capture and mea-
sure the portion of variance in multi-year crop yield data
that is shared in time, which may be interpreted as a func-
tion of static soil properties that underlie crop yield from year
to year. Accordingly, zone designs may benefit from incor-
porating both static and spatially dynamic concepts. Future
work could consider combining stable zones as defined by
MESF with real-time information from remote sensing, crop
canopy sensing, or other in-season measurement process to
address the unstable crop variation within a season. Such an
approach is addressed in Scudiero et al. (2018) and Maestrini
and Basso (2018a).
This study summarizes an analysis of multi-year crop yield
data from two farm fields that are typical of distinct geo-
graphic regions of the United States. Results of research show
that MESF effectively captures and reveals the portions of
crop variance that are SSRE and SURE. The primary effect of
MESF was to remove random noise from a dataset, allowing
important spatial patterns in SSRE to stand out, and to contrast
those field areas having higher yields with others having lower
yields. In addition, productivity zones derived from the SSRE
exhibited less variability than those derived from conven-
tionally averaged data. Hence, MESF is useful for exploring
multi-year crop yield data and identifying zones of stable pro-
ductivity within fields. Those who practice site-specific man-
agement may benefit by identifying areas within fields that
are historically more (or less) productive than others. Future
work is needed to verify correlations between SSRE and slope
position, soil depth, soil organic matter, soil texture, or other
static terrain/soil properties. Obtaining descriptive informa-
tion by means of MESF may be an important first step in the
search for determinants that can be managed to improve crop-
ping input efficiency. Further improvement will come from
combining the concepts of static and spatially dynamic zones
as needed to accommodate time-specific crop variation within
farm fields.
A C K N O W L E D G M E N T S
The authors gratefully appreciate the helpful comments of all
individuals who reviewed the manuscript.
AU T H O R C O N T R I B U T I O N S
D.S. Long: Conceptualization; Formal analysis; Investigation;
Project administration; Resources; Writing-original draft;
Writing-review & editing. D.A. Griffith: Conceptualization;
Formal analysis; Investigation; Methodology; Resources;
Validation; Visualization; Writing-original draft; Writing-
review & editing. C.K. Kvien: Data curation; Investigation;
Resources; Writing-review & editing. D.E. Clay: Data cura-
tion; Investigation; Resources; Writing-review & editing.
C O N F L I C T O F I N T E R E S T
The authors declare no conflict of interest.
O R C I D
Dan S. Long https://orcid.org/0000-0002-2752-7414
R E F E R E N C E S
Basso, B., Fiorentino, C., Cammarano, D., Cafiero, G., & Dardanelli, J.
(2012). Analysis of rainfall distribution on spatial and temporal pat-
terns of wheat yield in Mediterranean environment. European Jour-
nal of Agronomy, 41, 52–65. https://doi.org/10.1016/j.eja.2012.03.
007
Blackmore, S. (2000). The interpretation of trends from multiple yield
maps. Computers and Electronics in Agriculture, 26, 37–51. https:
//doi.org/10.1016/S0168-1699(99)00075-7
Boydell, B., & McBratney, A. B. (2002). Identifying potential within-
field management zones from cotton-yield estimates. Precision Agri-
culture, 3, 9–23. https://doi.org/10.1023/A:1013318002609
Chang, J., Clay, D. E., Carlson, C. G., Clay, S. A., Malo, D. D.,
Berg, R., . . . Wiebold, W. (2003). Different techniques to identify
management zones impact nitrogen and phosphorus sampling vari-
ability. Agronomy Journal, 95, 1550–1559. https://doi.org/10.2134/
agronj2003.1550
Chang, J., Clay, D. E., Carlson, C. G., Reese, C. L., Clay, S. A., & Ells-
bury, M. M. (2004). Defining yield goals and management zones to
minimize yield and nitrogen and phosphorus fertilizer recommenda-
tion errors. Agronomy Journal, 96, 825–831. https://doi.org/10.2134/
agronj2004.0825
Clay, D. E., Chang, J., Malo, D. D., Carlson, C. G., Reese, C. L.,
Clay, S. A., . . . Berg, B. (2001). Factors influencing spatial variabil-
ity of soil apparent electrical conductivity. Communications in Soil
Science and Plant Analysis, 32, 2993–3008. https://doi.org/10.1081/
CSS-120001102
Córdoba, M., Bruno, C., Costa, J., & Balzarini, M. (2013). Subfield man-
agement class delineation using cluster analysis from spatial principal
components of soil variables. Computers and Electronics in Agricul-
ture, 97, 6–14. https://doi.org/10.1016/j.compag.2013.05.009
de Finetti, B. (1931). Funzione caratteristica di un fenomenoaleatorio.
Atti della R. Academia Nazionale dei Lincei Serie 6. Memorie Classe
di Scienze Fisiche Mathematice e Naturale, 4, 251–299.
Diker, K., Heerman, D. F., & Buchleiter, G. W. (2003). Analysis of multi
year yield data for delineating yield response zones. ASAE Annual
12 of 13 LONG ET AL.
Meeting, 13–15 July 2003, Las Vegas, NV (Paper no. 031086). https:
//doi.org/10.13031/2013.13974
Dzotsi, K. A., Matyas, C. J., Jones, J. W., Baigorria, G., & Hoogenboom,
G. (2014). Understanding high resolution space-time variability of
rainfall in southwest Georgia, United States. International Journal of
Climatology, 34, 3188–3203. https://doi.org/10.1002/joc.3904
Evans, R. G., LaRue, J., Stone, K. C., & King, B. A. (2013). Adoption
of site-specific variable rate sprinkler irrigation systems. Irrigation
Science, 31, 871–887. https://doi.org/10.1007/s00271-012-0365-x
Flowers, M., Weisz, R., & White, J. (2005). Yield-based management
zones and grid sampling strategies: Describing soil test and nutrient
variability. Agronomy Journal, 97, 968–982. https://doi.org/10.2134/
agronj2004.0224
Fulton, J., Hawkins, E., Taylor, R., & Franzen, A. (2018). Yield moni-
tor data: Collection, management, and usage. Crops Soils, 51, 4–51.
https://doi.org/10.2134/cs2018.51.0403
Gavioli, A., Souza, E. G., Bazzi, C. L., Guedes, L. P. C., & Schenatto, K.
(2016). Optimization of management zone delineation by using spa-
tial principal components. Computers and Electronics in Agriculture,
127, 302–310. https://doi.org/10.1016/j.compag.2016.06.029
Gili, A., Álvarez, C., Bagnato, R., & Noellemeyer, E. (2017). Com-
parison of three methods for delineating management zones for site-
specific crop management. Computers and Electronics in Agriculture,
139, 213–223. https://doi.org/10.1016/j.compag.2017.05.022
Griffith, D. A. (2000). Eigenfunction properties and approximations
of selected incidence matrices employed in spatial analyses. Linear
Algebra and Its Applications, 321, 95–112. https://doi.org/10.1016/
S0024-3795(00)00031-8
Griffith, D. A. (2012a). Spatial statistics: A quantitative geographer’s
perspective. Spatial Statistics, 1, 3–15. https://doi.org/10.1016/j.
spasta.2012.03.005
Griffith, D. A. (2012b). Space, time, and space-time eigenvector filter
specifications that account for autocorrelation. Estadística Española,
54, 7–34.
Griffith, D. A., & Chun, Y. (2014a). An eigenvector spatial filtering con-
tribution to short range regional population forecasting. Economics
and Business Letters, 3, 208–217. https://doi.org/10.17811/ebl.3.4.
2014.208-217
Griffith, D. A., & Chun, Y. (2014b). Spatial autocorrelation and spatial
filtering. In M. M. Fischer & P. Nijkamp (Eds.), Handbook of regional
science (pp. 1477–1507). Berlin, Germany: Springer.
Griffith, D. A., & Chun, Y. (2015). Spatial analysis of census mail
response rates: 1990–2010. In M. P. Kwan, D. Richardson, D.
Wang, & C. Zhou (Eds.), Space-time integration in geography and
GIScience: Research frontiers in the US and China (pp. 145–156).
Dordrecht, the Netherlands: Springer.
Griffith, D., Chun, Y., & Li, B. (2019). Spatial regression analysis using
eigenvector spatial filtering. London: Academic Press.
Griffith, D. A., & Peres-Neto, P. (2006). Spatial modeling in
ecology: The flexibility of eigenfunction spatial analyses. Ecol-
ogy, 87, 2603–2613. https://doi.org/10.1890/0012-9658(2006)87%
5b2603:SMIETF%5d2.0.CO;2
Jaynes, D. B., Kaspar, T. C., Colvin, T. S., & James, D. E. (2003). Cluster
analysis of spatiotemporal corn yield patterns in an Iowa field. Agon-
omy Journal, 95, 574–586. https://doi.org/10.2134/agronj2003.5740
Jaynes, D. B., Colvin, T. S., & Kaspar, T. C. (2005). Identifying potential
soybean management zones from multi-year yield data. Computers
and Electronics in Agriculture, 46, 309–327. https://doi.org/10.1016/
j.compag.2004.11.011
Kitchen, N. R., Sudduth, K. A., Myers, D. B., Drummond, S. T., & Hong,
S. Y. (2004). Delineating productivity zones on claypan soil fields
using apparent soil electrical conductivity. Computers and Electronics
in Agriculture, 46, 285–308. https://doi.org/10.1016/j.compag.2004.
11.012
Kleinjan, J., Clay, D. E., Carlson, C. G., & Clay, S. A.
(2006). Developing productivity zones from multiple years
of yield monitor data (SSMG-45). Site-specific management
guidelines. Norcross, GA: Potash and Phosphate Institute.
Retrieved from http://www.ipni.net/publication/ssmg.nsf/0/
37A4AF3F29B86394852579E50078024E/>FILE/SSMG-45.pdf
Leroux, C., Jones, H., Taylor, J., Clenet, A., & Tisseyre, B. (2018). A
zone-based approach for processing and interpreting variability in
multi-temporal yield data sets. Computers and Electronics in Agri-
culture, 148, 299–308. https://doi.org/10.1016/j.compag.2018.03.
029
Lipiec, J., & Usowicz, B. (2018). Spatial relationships among cereal
yields and selected soil physical and chemical properties. The Science
of the Total Environment, 633, 1579–1590. https://doi.org/10.1016/j.
scitotenv.2018.03.277
Maestrini, B., & Basso, B. (2018a). Predicting spatial patterns of within-
field crop yield variability. Field Crops Research, 219, 106–112.
https://doi.org/10.1016/j.fcr.2018.01.028
Maestrini, B., & Basso, B. (2018b). Drivers of within-field spatial and
temporal variability of crop yield across the US Midwest. Scientific
Reports, 8, 14833. https://doi.org/10.1038/s41598-018-32779-3
Malo, D. D., & Worcester, B. K. (1975). Soil fertility and crop responses
at selected landscape positions. Agronomy Journal, 67, 397–401.
https://doi.org/10.2134/agronj1975.00021962006700030029x
Mfuka, C., Byamukama, E., & Zhang, X. (2020). Spatiotemporal char-
acteristics of white mold and impacts on yield in soybean fields
in South Dakota. Geo-spatial Information Science, 23(2), 182–193.
https://doi.org/10.1080/10095020.2020.1712265
Perry, C., Vellidis, G., Thomas, D., Pocknee, S., Hart, E., Wells, N., &
Kvien, C. (2002). Precision pivot irrigation [CD-ROM computer file].
In P. C. Robert (Ed.), Proceedings 6th International Conference Pre-
cision Agriculture, 14–17 July 2002, Minneapolis, MN. Madison, WI:
ASA, CSSA, and SSSA.
Pilkinton, J. A. (1985). Soil survey of Calhoun and Early Counties, Geor-
gia. Washington, DC: National Cooperative Soil Survey, USDA-SCS.
U.S. Government Printing Office.
Ping, J. L., & Dobermann, A. (2005). Processing of yield map data. Pre-
cision Agriculture, 6, 193–212. https://doi.org/10.1007/s11119-005-
1035-2
Risius, N. W. (2014). Analysis of a combine grain yield monitor-
ing system (Masters of Science thesis, Iowa State University).
Retrieved from https://lib.dr.iastate.edu/cgi/viewcontent.cgi?article=
4806&context=etd
Schepers, A. R., Shanahan, J. F., Liebig, M. A., Schepers, J. S., Johnson,
S. H., & Luchiari, A. (2004). Appropriateness of management zones
for characterizing spatial variability of soil properties and irrigated
corn yields across years. Agronomy Journal, 96, 195–203. https://doi.
org/10.2134/agronj2004.0195
Scudiero, E., Teatini, P., Manoli, G., Braga, F., Skaggs, T. H., & Morari,
F. (2018). Workflow to establish time-specific zones in precision agri-
culture by spatiotemporal integration of plant and soil sensing data.
Agronomy, 8(11), 253. https://doi.org/10.3390/agronomy8110253
Singh, G., Williard, K. W. J., & Schoonover, J. E. (2016). Spatial relation
of apparent soil electrical conductivity with crop yields and soil
LONG ET AL. 13 of 13
properties at different topographic positions in a small agri-
cultural watershed. Agronomy, 6, 57. https://doi.org/10.3390/
agronomy6040057
Stafford, J. V., Clark, R. M., & Bolam, H. C. (1998).Using yield maps
to regionalize fields into potential management units. In P. C. Robert,
R. H. Rust, & W. E. Larson (Eds.), Precision agriculture. Proceed-
ings 4th International Conference, 19–22 July 1998, St. Paul, MN (pp.
225–237). Madison, WI: ASA, CSSA, and SSSA.
Taylor, R. K., Kluitenberg, G. J., Schrock, M. D., Zhang, N., Schmidt,
J. P., & Havlin, J. L. (2001). Using yield monitor data to determine
spatial crop production potential. American Society of Agricultural
and Biological Engineers, 44, 1409–1414.
Tiefelsdorf, M., & Boots, B. (1995). The exact distribution of Moran’s I.
Environment and Planning A, 27, 985–999. https://doi.org/10.1068/
a270985
Tiefelsdorf, M., & Griffith, D. A. (2007). Semiparametric filtering of
spatial autocorrelation: The eigenvector approach. Environment and
Planning A, 35, 1193–1221. https://doi.org/10.1068/a37378
Vellidis, G., Perry, C. D., Durrence, J. S., Thomas, D. L., Hill, R. W.,
Kvien, C. K., . . . Rains, G. (2001). The peanut yield monitoring
system. Transactions of the ASAE, 44(4), 775–785. https://doi.org/10.
13031/2013.6239
Ver Hoef, J. M., Peterson, E. E., Hooten, M. B., Hnaks, E. M., & Fortin,
M. (2017). Spatial autoregressive models for statistical inference from
ecological data. Ecological Monographs, 88, 36–59. https://doi.org/
10.1002/ecm.1283
Yin, X. (2016). Geostatistical analyses of field spatial variability of cot-
ton yield. Journal of Geoscience and Environment Protection, 4, 75–
87. https://doi.org/10.4236/gep.2016.412006
How to cite this article: Long DS, Griffith DA,
Kvien CK, Clay DE. Moran eigenvector filtering of
multi-year yield data with application to zone
development. Agrosyst Geosci Environ.
2021;4:e20140. https://doi.org/10.1002/agg2.20140
