This paper describes the development of an adaptive locally constrained genetic algorithm (ALCO-GA) and its application to the problem of least cost water distribution network design. Genetic algorithms have been used widely for the optimisation of both theoretical and real-world nonlinear optimisation problems, including water system design and maintenance problems. In this work we propose a heuristic-based approach to the mutation of chromosomes with the algorithm employing an adaptive mutation operator which utilises hydraulic head information and an elementary heuristic to increase the efficiency of the algorithm's search into the feasible solution space. In almost all test instances ALCO-GA displays faster convergence and reaches the feasible solution space faster than the standard genetic algorithm. ALCO-GA also achieves high optimality when compared to solutions from the literature and often obtains better solutions than the standard genetic algorithm.
Constraint handling in EAs
In their basic form, EAs are unconstrained optimisation procedures. However, many problems have constraints imposed upon them, especially in real-world optimisation problems. A common approach to dealing with constrained optimisation problems is to incorporate the constraints into the fitness function of the EA by adding a penalty function to the fitness function, where the value obtained from the penalty function represents the solution's distance from feasibility. A frequently used approach is the static penalty (Morales & Quezada ) , where the penalty factors remain constant throughout the evolutionary process.
Another approach is the use of a dynamic penalty where the penalty function is varied over time, commonly tightening the constraints as the EA population develops. The notion of allowing an EA to explore the search space unimpeded before increasing the focus of the search, and therefore potentially improving the scope of the search, has led some researchers to argue that dynamic penalties perform better than a static penalty approach. However, it has been found that deriving an effective dynamic penalty function is as difficult to achieve as producing good penalty factors for static functions (Siedlecki & Sklansky ) .
Another approach when handling the constraints of a problem is to employ a repair algorithm. The repair algorithm has proven a popular choice for many combinatorial optimisation problems as it is often relatively easy to 'repair' an infeasible solution through the iterative modification of individual decision variables. When a solution can be transformed from infeasible to feasible at a low computational cost, repair algorithms have proven to be effective. However, it is not always possible to repair an infeasible solution at an acceptable computational cost and in some cases the algorithm can harm the evolutionary process by introducing a strong bias in the search (Smith & Coit ) .
A further method is to use an indirect representation where the genes do not code for variables in the problem directly, but via a heuristic that determines the phenotype given the genotype developed by the algorithm. These approaches have been shown to work well in timetabling problems (Paechter et al. ) but the relationship between the genotype and phenotype is more complex leading to a more multimodal fitness landscape.
Parameter tuning
An important decision when implementing a genetic algorithm is the values for the various parameters, such as population size, tournament size, crossover rate and mutation rate. Typically these parameters have a nonlinear relationship with one another and therefore simultaneous optimisation is not feasible.
Although there is a great amount of discussion in the EA literature regarding parameter allocation, a conclusive approach to parameter selection for any problem has yet to be found. De Jong () conducted a systematic study on how search performance of a genetic algorithm was affected when varying the parameters. The study indicated that the best population size was 50-100 individuals, the best single-point crossover rate was ∼0.6 and the best mutation rate was 0.001. Although these parameter values became widely used, it was uncertain how these settings would perform on problems other than that of De Jong's.
Other methods of parameter selection include optimising parameter settings using EAs (Grefenstette ;
Bramlette ) and the self-adaptation of operator values (Davis ) . These approaches have shown to improve the performance of EAs on some problems.
Proposed locally constrained approach
This paper describes the development of an adaptive locally constrained genetic algorithm (ALCO-GA) and its application to the least cost WDN design problem. This method incorporates constraint handling based on problem feasibility directly into the chromosome construction and adapts the application of this operator based on the evolutionary progress of the algorithm. ALCO-GA is based upon a standard genetic algorithm and incorporates a modified mutation operator which directly targets elements of a network with the aim to reduce constraint violation using hydraulic head information and an elementary heuristic. In addition, an adaptive method for controlling the application of the heuristic based mutation operator is employed using convergence information. Experiments are conducted to compare a standard genetic algorithm and ALCO-GA for a number of benchmark WDN design problems including one large real-life problem.
In addition, a further investigation is conducted into the effect parameter selection has on the effectiveness of both the standard genetic algorithm and ALCO-GA. The results show that the ALCO-GA approach can improve convergence rates and the number of evaluations required to find a feasible solution.
Optimal design problem formulation
The optimal design of a water distribution network is presented here using the following mathematical statement.
The objective function is defined as the total cost of the network with regard to pipe length and diameter
where c D i, L i À Á ¼ cost of pipe i with diameter D i and length L i with N ¼ number of pipes in the network. This function is to be minimised while satisfying the following constraints.
For each junction (excluding the source) the following continuity constraint has to be satisfied:
where Q in ¼ inflow to the junction, Q out ¼ outflow from the junction and Q e ¼ external flow or junction demand which in this case is always positive. Head loss h f for a specific pipe i is calculated using the following equation:
where C i ¼ Hazen-Williams roughness coefficient, Q i ¼ flow and a, b, and ω are parameters of the equations.
The minimum head constraint for each junction in the network is as follows: 
Standard genetic algorithm
ALCO-GA is essentially a standard GA (SGA) which incorporates some additional features; these include a heuristic based mutation operator and a fitness gradient monitor. The SGA used was a steady-state GA with tournament selection with tournament size t, single-point crossover with probability c and a grey-coded binary string representation.
Mutation was conducted as a random bitwise mutation with probability m.
Heuristic-based mutation operator
The heuristic-based mutation operation (HMO) is designed to allow the EA to locate feasible network designs earlier in the optimisation. It can be configured for use with any appropriate constraints, but here the application to network hydraulic performance only is considered. ALCO-GA employs a simple heuristic that is designed to primarily target pipes which are causing head constraint violations.
At initialisation, the program runs a single hydraulic simulation of the WDN and logs the directional flow information of each pipe. Using these data, each junction and its immediate upstream pipe and junction are logged making it possible to identify pipes that are limiting junction head down-stream. The HMO first selects a junction through the use of a roulette wheel method which assigns wheel segment sizes using head deficit information obtained during the fitness evaluation of the solution, resulting in junctions with a high pressure head deficit having a greater probability of being selected. Once a junction is selected the heuristic searches upstream of the selected junction until a junction is found which is in pressure head excess. The pipe immediately downstream of the discovered junction is then mutated to a greater available diameter. If the pressure head at every junction satisfies the problem constraints, the HMO employs a slightly different method. The roulette wheel method is employed again; however, wheel segment size and therefore junction selection probability is now proportional to junction pressure head excess. This results in junctions with high pressure head excess having a greater probability of selection. Once selected, the pipe immediately upstream of the initially selected junction is mutated to a smaller size.
It was found that if the HMO was employed exclusively (i.e. without random bitwise mutation) throughout the evolutionary process, the population would become stagnant and prematurely converge on a suboptimal solution.
Therefore it was necessary to limit the amount the algorithm employs the HMO. It was observed that the HMO was very effective in the early stages of an algorithm run,
finding the feasible solution space quickly. However, the random bitwise mutation operator was found to be more effective in the latter generations of the algorithm. Therefore, it was necessary to employ a device to influence the usage of HMO. The fitness gradient monitor (FGM) controls the probability that the HMO is applied to the current generation's child solutions, through the monitoring of the population's current best solution's fitness. The probability of the application of HMO is decreased from 1 as the fitness curve of the best solution's fitness tends to
where g i is the initial gradient, g c is the current gradient and P gm is the probability of the HMO being employed. If HMO is not utilised then the standard bitwise mutation operator is used instead. This method ensures a smooth transition between the use of HMO and bitwise mutation operator as the algorithm's search progresses. In ALCO-GA, the mutation operator precedes the crossover operator. Due to the dependency of the HMO on a solution's pressure head information, mutation cannot be applied post crossover without the need to re-evaluate the hydraulic network of resultant solutions. This is illustrated in Figure 1 . Both SGA and ALCO-GA were run a total of 100 times.
COMPUTATIONAL RESULTS AND DISCUSSION
The average results that meet the problem constraints from the 100 runs can be seen in Table 1 for both the SGA and ALCO-GA for the two loop network problem. It can be observed from the results in Table 1 that ALCO-GA outperforms SGA, obtaining a lower average best cost network solution and finding the best known solution ($419,000) a greater number of times. ALCO-GA also demonstrates faster convergence, achieving the best solution in significantly less fitness evaluations and CPU time.
New York Tunnels problem
The New York Tunnels (NYT) problem (Schaake & Lai ) is a parallel expansion problem consisting of 21 existing pipes and 20 junctions fed by a fixed head reservoir ( Figure 3 ). The objective is to find the least cost configuration of pipes that could be installed parallel to the existing pipes to meet the head constraints of the problem.
There are 16 available pipe diameters ranging from 0 to 804.0 2042.16 cm, therefore no encoding redundancy is required. The parameters of SGA were tuned to the problem as before. It was found that the following parameters achieved the best results for the NYT problem: population size N ¼ 100, tournament size t ¼ 0.02 N, probability of mutation m ¼ 0.06 and a penalty factor k ¼ 7,000,000 $/ft.
Both SGA and ALCO-GA were run a total of 100 times. ALCO-GA due to the feasibility of the initial population.
The HMO is primarily designed to find the feasible search space; however, due to the nature of this problem a high pro- show ALCO-GA reaches a higher average best solution than SGA in less solution evaluations and in less CPU time. SGA at higher mutation rates. Because the ALCO-GA heuristic is applied through the mutation operator, at low mutation rates the effectiveness of ALCO-GA is slightly diminished. Mean CPU seconds to best sol. 6128.7 6096.9 However, from the results displayed in Figure 9 , ALCO-GA tends to find a greater number of best known solutions for the problem; outperforming the SGA at every mutation rate. Figure 10 shows the comparison between SGA and ALCO-GA for the NYT problem for mutation rates between 0.02 and 0.12. Although the SGA achieves the better mean result at ∼0.24 mutation rate, ALCO-GA goes on to achieve largely superior results at mutation rates ∼0.05 and above. This is emulated in Figure 11 which shows the performance of both algorithms in terms of average percentage of best knows solutions found from the 100 runs. ALCO-GA exhibits a greater ability to find the best known solution relative to that of the SGA, especially at mutation rates of ∼0.05
and above.
For the two loop and NYT benchmark problems, the performance of ALCO-GA is shown to be less sensitive to mutation rate variance than the SGA. ALCO-GA performs increasingly well compared to the SGA as the mutation rate is increased due to the resultant increased influence of the heuristic in the mutation operator. For the Network B problem, the tournament size was varied between 0.04 and 0.1 N. For each tournament size, the per-bit mutation probability was varied between 0.0006 and 0.01. The remaining parameters were configured as before, apart from the run duration, which was increased to 150,000 iterations (300,000 evaluations). Due to the complexity and inherent run time, both the SGA and ALCO-GA were only run a total of 10 times per configuration. Figure 12 shows the performance of both the SGA and ALCO-GA with regard to mutation rate. It is apparent that both algorithms essentially display similar performance across the range of mutation rates, with the SGA performing best at lower mutation rates compared to ALCO-GA, which performs better at a higher mutation rate; although for this problem the difference in performance is negligible. An interesting observation is that the optimal pre-bit probability of mutation for Network B appears to be quite low compared to that of the other, smaller benchmark problems tested in this paper. However, if the probably of per-bit mutation is converted into actual mutations, the optimal number of mutations is very similar for all problems; with two loop, NYT and Network B having an optimal number of mutations equating to 6, 4 and 4 respectively.
Therefore, the results from this study suggest that regardless of problem complexity the optimal number of mutations applied to each new individual remains approximately the same.
Although the resultant performance of both algorithms is similar with regard to best feasible solution for Network B, ALCO-GA achieves feasible solutions in fewer evaluations than the SGA. Figure 13 shows the average number of evaluations required for both algorithms to reach the feasible solution space for a range of per-bit mutation rates for Network B. The results indicate that the ability of ALCO-GA to find feasible solutions increases with mutation rate; this is again expected due to the increased influence the heuristic mutation operator has at higher rates of mutation.
Pumped network -Anytown variant
Although ALCO-GA was initially designed to solve single source gravity fed water distribution system problems, the algorithm is assessed here on a more complex type of problem involving multiple water sources and pump scheduling over The Anytown water distribution problem used in this paper has been modified for ease of implementation; however the core objectives and characteristics have remained constant.
The key objective of the Anytown water distribution problem is to find the most economically viable design that reinforces the existing system to meet projected demands, taking into account all capital expenditure and pumping costs. In our implementation of the problem, the options to duplicate existing pipes and clean and line existing pipes have been removed. Instead, each pipe decision in the network is treated as a new pipe. The costs of laying new pipes are given in Table 4 . To identify the optimal operating envelope for the Anytown problem, the per-bit mutation probability was varied from ∼0.006 to 0.09 for both algorithms. Due to the computational cost of the extended time period hydraulic simulations, the algorithms were only run 20 times for each mutation rate for 100,000 iterations (200,000 solution evaluations). The tournament size remained constant at 5% of the population size throughout all runs. The results in Table 5 show the mean best solutions from the 20 runs for both the SGA and ALCO-GA for each mutation rate assessed.
The performance of the SGA and ALCO-GA are very similar at lower mutation rates although ALCO-GA does outperform the SGA at higher mutation rates (mutation probability ¼ 0.07 and above) ( Figure 15 ). The best performance for both algorithms is found at a gene mutation probability of 0.019, where ALCO-GA achieves a slightly improved result over that of the SGA. Figure 16 shows the average performance of both the SGA and ALCO-GA for the simplified Anytown problem at a per-bit mutation probability of 0.019. The SGA exhibits slightly faster convergence in the early stages of the search although after 18,000 iterations ALCO-GA matches the SGAs performance.
Out of the entire set of individual runs, ALCO-GA reaches a lower feasible solution to the modified Anytown problem than the SGA (Table 6) .
Although ALCO-GA achieves a better solution than that of the SGA, the effect of the ALCO-GA heuristic on the search is somewhat muted due to the strong influence of the pumping operations and tank locations. ALCO-GA demonstrates the best mean performance throughout the runs of this simplified Anytown network.
However, the results from the tuning show that this is to a certain extent dependent on the selection of the optimal mutation rate, and that for alternative mutation rates, there is no guarantee that ALCO-GA will improve on the performance of the SGA. As expected, the effect of the heuristic is diminished due to the reduction in influence from the pipe sizing on which ALCO-GA operates, the location of tanks and the operations of pumps will dilute the effect of ALCO-GA. We believe that Anytown represents a worstcase scenario for the algorithm as the number and length of pipes is small in comparison to the number of tanks and the effects of the operation of pumps. Larger realworld networks will typically have many more pipes outside of the trunk mains that will benefit from the ALCO-GA heuristic and results would be expected to be better on these. This experiment has demonstrated that the method can work on pumped systems and can achieve increases in performance, albeit somewhat marginal increases, over a SGA.
FUTURE WORK
The ALCO-GA heuristic has been shown to improve performance on gravity-fed networks and to a somewhat lesser degree on the Anytown pumped network. Real world networks will include further complications above and beyond the pumped and EPS nature of Anytown, notably the inclusion of pressure reducing valves (PRVs), flow control valves (FCVs), water treatment works and other network infrastructure. The ALCO heuristic could be incorporated into any optimisation that sizes pipes amongst other infrastructure in WDN.
However, the heuristic is currently restricted to pipe sizing and whilst pipes are among the most numerous assets represented by decision variables in a WDN, the influence of these additional infrastructure types is likely to weaken the effect of the heuristic. That said, there remains a good deal of scope in implementing ALCO-like rules within an EA for other elements of the network.
Tanks, for instance, could be upsized if they were found to be overtopping and downsized if levels did not change sufficiently; PRV settings could be modified according to pressure at critical downstream nodes and pump settings could be incremented/decremented according to downstream head. ALCO-GA demonstrates that the principle of localised modification within a WDN can be a powerful addition to the global search of the EA and future work could focus on developing a bespoke 'intelligent' operator for each asset type to achieve similar results on realworld networks.
