This paper is a study of the error in approximating the global maximum of a Brownian motion on the unit interval by observing the value at randomly chosen points. One point of view is to look at the error from random sampling for a given xed Brownian sample path; another is to look at the error with both the path and observations random. In the rst case we show that for almost all Brownian paths the error, normalized by multiplying by the square root of the number of observations, does not converge in distribution, while in the second case the normalized error does converge in distribution. We derive the limiting distribution of the normalized error averaged over all paths.
Introduction
Let f be a function de ned on the unit interval. An obvious approach to searching for the global maximum of f is to randomly sample the unit interval, and to approximate the global maximum of f by the maximum function evaluation observed. Speci cally, let (t i : i > 0) be a sequence of i.i.d. uniform random variables. We approximate M = max(f(x) : 0 x 1) by M n = max(f(t i ) : 1 i n), where the error in our approximation is denoted by n = M ? M n . We note that this type of algorithm is non-adaptive in the sense that the algorithm's current search pattern is not modi ed on the basis of previously observed values. Nevertheless, this algorithm bears some similarity to the random re-start algorithms that are frequently used in global optimization. In addition, such algorithms appear particularly natural when dealing with extremely non-smooth surfaces (such as might be the case in trying to determine the maximal deviation from prescribed tolerance of some nely machined surface).
Several approaches have been used to study the error resulting from approximating the global maximum of a function with randomly selected observations. An approach based on extreme value theory is given by de Haan (1981); see also Zhigljavsky (1991) . Under certain conditions on the function f there exists a deterministic positive sequence a n such that a n n converges in distribution to a random variable with a Weibull distribution.
In this paper we study the average error in approximating the global maximum by uniform sampling in the sense that we take an average with respect to a probability on objective functions. The probability we consider is the Wiener measure on the continuous functions on the unit interval. That is, let (B(t) : 0 t 1) be a Brownian motion. We consider the problem of approximating M = max 0 t 1 B(t) by the maximum of B at a randomly selected set of points. Our goal is to analyze the asymptotic behavior of the normalized error random variable p n n = p n M ? max as n ! 1. Note that there are two sources of randomness in the error random variable; the Brownian path, and the random observation points. When the path is xed, we are in the setting of the previous paragraph, but the extreme value theory does not apply in this case.
More precisely, we will show that for almost all Brownian paths, the normalized error under random sampling does not converge in distribution. The situation is di erent when we treat the path, as well as the observations, as random. This might be thought of as looking at the average error over many independent searches of di erent objective functions. In this case p n n converges in distribution, and we derive the limiting distribution.
This topic is a particular instance of the problem of analyzing the average error for methods that non-adaptively approximate the global maximum. This problem has been previously studied for the Brownian motion case. Ritter (1990) showed that for the best nonadaptive method, the average error decreases at rate n ?1=2 in the number of observations n. Calvin (1995) compared the average error for deterministic uniformly spaced observations with the expected error with random uniform sampling. Al-Mharmah and Calvin (1996) show that the optimal sampling density for minimizing the error for Brownian motion is the Beta distribution with parameters (2=3; 2=3). Asmussen et al (1994) describe the limiting distribution of p n n for the deterministic grid with t i = i=n.
In Section 2 we establish basic results and derive the limiting distribution of the normalized error random variable (averaged over all paths). In Section 3 we show that for almost all Brownian paths, the normalized error under random sampling does not converge in distribution.
Limiting Error Distribution
In this section we establish a basic result (Theorem 1) that will be used throughout the paper, and use the result to determine the limiting distribution of the normalized error random variable.
First we establish some notation. Let (B(t) : 0 t 1) be a standard Brownian motion de ned on a probability space ( 1 ; F 1 ; P 1 ), and let ft 1 ; t 2 ; : : :g be a sequence of independent, uniform (0; 1) random variables de ned on a probability space ( 2 ; F 2 ; P 2 ). Set ( ; F; P) = ( 1 2 ; F 1 F 2 ; P 1 P 2 ), and de ne n = n (! 1 ; ! 2 ) = M(! 1 ) ? max
We will at di erent times consider n as a random variable de ned on or on 2 with ! 1 xed.
Conditioning on the location of the global maximizer and the value of the Brownian motion at time 1, the segments of the process before and after the global maximizer are di usion bridges that can be described in terms of Bessel bridges. Analyzing the error random variable under uniform random sampling then reduces to a study of the occupation measures of Bessel bridges. Theorem 1 below is su cient for the analysis of the limiting distribution of the normalized error random variable.
For d 1, the d-dimensional Bessel process is the di usion that is identical in law to the modulus of a d-dimensional Brownian motion. Let e be the set of continuous functions ! : R + ! R and e t the continuous functions ! : 0; t] ! R. De ne the coordinate mappings X t : e ! R by X t (!) = !(t). For each t 0 let e F t = (X(s); 0 s t), and e F = _ t 0 e F t .
Let R be the law on ( e ; e F) under which the coordinate process is the 3-dimensional Bessel process, and let R T 0;v be the law on ( e T ; e F T ) under which the coordinate process is a Bessel bridge from 0 to v > 0 in time T. Let P be the law for a Brownian motion, and let P abs x be the law for a Brownian motion starting at x and absorbed at 0. 
Let T x be the rst hitting time to x, and L x the last time state x is visited:
T x = infft : X(t) = xg; L x = supft : X(t) = xg:
A Bessel bridge from level 0 to b in time t is the time reversal of a Brownian motion starting from b and absorbed at 0, conditional on absorption at time t. Therefore, for n su ciently large that y k < v p n, the last probability in (2) 
because of the transience of the Bessel process. Finally, use the fact that the integrands in (3) and (4) are the same (since P abs y ( jT 0 = t) = R( jL y = t) on e t , where is the time reversal map sending ! 2 e t to (!(t ? s) : 0 s t); see Salminen (1983) , remark 8) and the integrator of the rst integral converges weakly to the integrator of the second one as n ! 1. To establish the last fact, note that Specializing to k = 1 we obtain the Laplace transform of the limiting distribution of the normalized occupation time. 
Notice that the limit distribution does not depend on T or v.
Proof: This result follows from Theorem 1, along with the fact that the local time process of the 3-dimensional Bessel process is the square of a 2-dimensional Bessel process. This fact is discussed, for example, in Williams (1974) . (We take local time to be twice that in Williams, so that it is an occupation density.) Therefore, under R Z 1 t=0 I fX(t) yg dy (6) has the same distribution as
where fV (t) : t 0g is the square of a 2-dimensional Bessel process. From Corollary 1.8, p. ; (8) which establishes (5). The next theorem gives the limiting distribution of the normalized error. We emphasize that in this theorem, the error is averaged over all Brownian sample paths; that is, we view n as a random variable on , and not 2 with ! 1 xed. I fX 2 (t) zg dt: (11) The time spent by the Brownian motion within z of its global maximum is then the sum of A 1 (z) and A 2 (z), which are (conditionally) independent. Therefore, for y > 0, P( p n n > y) = P n > y= p n = E 1 ? 1 n n h A 1 y= p n + A 2 y= p n i n : (12) By Note that the limiting distribution of the normalized error is independent of the location of the maximum T, the maximum value m, and the value of B at 1.
Let be a random variable with the limiting normalized error distribution, 
for all y > 0, for some (! 1 ) > 0 (see Leadbetter et al 1983) . Of course, (! 1 ) could be di erent for di erent paths ! 1 . The next theorem establishes that this limit does not exist for P 1 -a.e. ! 1 .
Theorem 4 For almost all Brownian paths the error under uniform sampling does not converge in distribution; that is,
p n n (! 1 ; ) converges in distribution = 0:
Proof: We use the notation of (9) 
for all y > 0 and some (! 1 ) > 0. We will show that the limit in (19) does not exist for P 1 -a.e. ! 1 . Since, as previously noted, conditional on T, B(T), and B(1), X 1 and X 2 are independent Bessel bridges, it su ces to show that the limit in (19) does not exist almost surely under the probability under which X 1 and X 2 are independent Bessel bridges.
To be precise, let U denote the space of continuous R 2 + -valued functions u = (u 1 ; u 2 ).
Endow U with the -elds We next show that the augmented ltration is right-continuous, using a modi cation of the proof that the augmented ltration for a Feller process is right continuous; see Revuz and Yor (1991), p. 87, Prop. 2.10. Since G t and G t+ are Q z 1 ;z 2 complete, it is enough to establish that for t 2 0; 1) and positive Z 2 G 0
f i (u(t i )) ; f i 2 C 0 ; 0 t 1 < t 2 < < t n < 1; where C 0 denotes the space of continuous functions vanishing at in nity (we can take t n < 1 since u(1) = z is xed).
Let t 2 0; 1) and k be such that t k?1 t < t k . For h su ciently small (say h (t k ? t)=2), since E(Z j G t ) = E(Z j G 0 t ) Q z 1 ;z 2 a:s: for every t, By path continuity, u t+h ! u t as h # 0, so using Theorem 2.3, Ch. 2, of Revuz and Yor (since Z is bounded), we obtain E(Z j G t+ ) = lim h#0 E(Z j G t+h ) This would imply that, conditional on T, B(T), and B(1), p n n (de ned on ) must converge in distribution to a Weibull random variable, which we know not to be the case by Theorem 3. We have therefore established (22), and the proof is complete.
