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Abstract
Nowadays, there is an increasing demand in mining interesting patterns from the big data. The process of analyzing such a huge amount of
data is really computationally complex task when using traditional methods. The overall purpose of this paper is in twofold. First, this paper
presents a novel approach to identify consistent and inconsistent association rules from sales data located in distributed environment. Secondly,
the paper also overcomes the main memory bottleneck and computing time overhead of single computing system by applying computations to
multi node cluster. The proposed method initially extracts frequent itemsets for each zone using existing distributed frequent pattern mining
algorithms. The paper also compares the time efficiency of Mapreduce based frequent pattern mining algorithm with Count Distribution Algorithm (CDA) and Fast Distributed Mining (FDM) algorithms. The association generated from frequent itemsets are too large that it becomes
complex to analyze it. Thus, Mapreduce based consistent and inconsistent rule detection (MR-CIRD) algorithm is proposed to detect the
consistent and inconsistent rules from big data and provide useful and actionable knowledge to the domain experts. These pruned interesting
rules also give useful knowledge for better marketing strategy as well. The extracted consistent and inconsistent rules are evaluated and
compared based on different interestingness measures presented together with experimental results that lead to the final conclusions.
© 2017 Faculty of Computers and Information Technology, Future University in Egypt. Production and hosting by Elsevier B.V. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
Data mining refers to extraction of useful information and
patterns through the knowledge discovery process. One of the
promising and widely used techniques in data mining is association rule mining. Association rule mining is the task of
uncovering relationships among large data. Association rule
mining is a popular technique in the retail sales industry where
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a company is interested in identifying items that are frequently
purchased together. Association rule mining process basically
consists of two steps [1,2]: (i) finding all the frequent itemsets
that satisfy minimum support threshold and, (ii) generating
strong association rules from the derived frequent itemsets by
applying minimum confidence threshold. Big data is termed
for a collection of large data sets which are complex and
difficult to process using traditional data processing tools [3].
Most of the existing research work is focused on the centralized outlier rule detection problem where all the data are
stored and processed at a central location. Such centralized
data processing systems do not work efficiently on large and
distributed data. Hence, there is requirement to analyze huge
data effectively as well as efficiently under distributed
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computing environments [4]. To handle the big data, distributed system consists of a pool of autonomous compute nodes
that appears as a single workstation [5]. Interestingness measures play an important role in association rule mining. These
measures are used to find interesting patterns based on user
need. The large number of association rules generated by
frequent pattern mining algorithm may not be useful for the
organization as a whole. Therefore, there is a need for filtering
out the interesting and uninteresting rules for business
intelligence.
In brief, the contribution of this paper is summarized in
five steps: i) First of all, big sales dataset is transformed into
zone wise transactional dataset using Hadoop Mapreduce,
(ii) Null transactions and infrequent itemsets at each zone
are removed from the transactional dataset, (iii) The existing
distributed frequent itemset mining algorithms CDA, FDM
and DFPM are applied on each zone to generate the complete set of frequent itemsets, and time efficiency of these
algorithms is compared, (iv) Then, association rules are
generated for each zone, (v) Finally, the proposed MRCIRD algorithm is applied to find consistent and inconsistent rules zone wise using various interestingness measures.
Both these algorithms are tested on big sales dataset of
AMUL Dairy.
The remaining of this paper is organized as follows. Section
2 presents preliminaries for interesting association rule mining
with consistent and inconsistent rule detection in distributed
environment. Related work is given in section 3. Section 4
shows the proposed methodology. In Section 5, the performance of proposed method is evaluated on sales dataset of
AMUL dairy. Finally, the conclusions and future scope is
drawn in section 6.
2. Preliminaries
In this section, the complete set of definitions, terminologies and assumptions used in this paper are presented.

relationship between those items. An association rule is represented by X / Y, where X and Y are the distinct itemsets.
The Association rule exposes the relationship between the
itemset X with the itemset Y [7].
2.4. Consistent rule
The set of association rules containing itemset which is
locally as well as globally frequent in a large data are the
consistent rules.
2.5. Inconsistent rule
The set of association rules containing itemset which is
frequent locally but not frequent globally or wise a versa, are
the inconsistent rules. Inconsistent rules are non-conforming
patterns in the dataset; i.e., the sales pattern does not exhibit
normal behavior.
2.6. NULL transaction
A null transaction is a transaction that does not contain any
itemsets or single item [5,8]. The presence of null transaction
is one of the critical problems in the form of efficiency for
mining strong association rule.
2.7. Interestingness measures
The term interestingness measure is essential aspect of
extraction of interesting pattern from the database. For this
experiment, following interestingness measures are used.
2.7.1. Confidence
The confidence is the percentage of transactions in the
database D with itemset X that also contains the itemset Y. The
confidence is calculated using the conditional probability
which is further expressed in terms of itemset support. The
equation for the confidence is given by Refs. [1,7],

2.1. Itemset
Let I ¼ {I1, I2 … In} be a set of distinct items in the dataset
D. Itemset is a set of items, X which is subset of I. An itemset
X with k distinct items is referred as k-itemset [6].

ConfidenceðX/YÞ ¼ PðYjXÞ ¼

Support ðX∪YÞ
Support ðXÞ

Here, Support (X∪Y) is the number of transactions containing the itemsets X and Y both, and Support (X ) is the
number of transactions containing the itemset X.

2.2. Support
The support is the percentage of transactions in the database D that contain both itemsets X and Y. The support of an
association rule X / Y is given by Refs. [1,7],
SupportðX/YÞ ¼ SupportðX∪YÞ ¼ PðX∪YÞ

2.7.2. All-confidence
All-confidence is defined as [9],
All  confidenceðX/YÞ ¼

SupportðX∪YÞ
MaxðSupportðXÞ; SupportðYÞÞ

2.3. Association rule

All-confidence satisfies the downward closed closure
property. Hence, it is effectively used for interesting association rule mining.

Consider a dataset D, having n number of transactions
containing a set of items. An association rule is the

2.7.3. Cosine
Cosine is defined as [10],
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SupportðX∪YÞ
CosineðX/YÞ ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
SupportðXÞ*SupportðYÞ
The value of cosine (X / Y ) is close to 1 indicates more
transactions containing item X also contains item Y, and vice
versa. Similarly, the value of cosine (X / Y ) is close to
0 indicates more transactions contain item X without containing item Y, and vice versa.
2.7.4. Interestingness of a rule
Interestingness of a rule, denoted by Interestingness (X /
Y ), is used to measure how much the rule is surprising for the
user. The most important concept in association rule mining is
to find some hidden information from the data. Interestingness
of a rule discovers not only the rules with higher frequency but
also the rules comparatively less frequency in the database.
The following expression can be used to define the interestingness of a rule [11,12],
SupportðX∪YÞ SupportðX∪YÞ
*
SupportðXÞ
SupportðYÞ


SupportðX∪YÞ
* 1
NOT

InterestingnessðX/YÞ ¼

where, NOT indicates the total number of transactions in the
database.
2.7.5. Lift/Interest
Lift/Interest is used to measure frequency X and Y together
if both are statistically independent of each other [13,14]. The
lift of rule X / Y is defines as,
LiftðX/YÞ ¼

Confidence
ConfidenceðX/YÞ
¼
Expected confidence
SupportðYÞ

A lift value 1 indicates X and Y appear as frequently
together under the assumption of conditional independence. In
this case, X and Y are said to be independent of each other.
Lift/Interest is not downward closed and it does not have rare
item problem [15].
2.7.6. Conviction
Conviction measures the implication strength of the rule
from statistical independence [13]. Conviction is defined as,
 
PðXÞ*P Y^
1  SupportðYÞ

ConvictionðX/YÞ ¼
¼ 
1  ConfidenceðX/YÞ
P X∪Y^
where, P(^Y ) is the probability that Y does not appear in a
transaction. Conviction compares the probability that X appears
without Y if they were dependent with the actual frequency of
the appearance of X without Y. Unlike confidence, conviction
factors in both P(X ) and P(Y ) and always has a value of 1 when
the relevant items are completely unrelated [14]. In contrast to
lift, conviction is a directed measure because it also uses the
information of the absence of the consequent [15]. Hence,
conviction is monotone in confidence and lift.
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3. Related work
The Count Distribution Algorithm (CDA) [16e18] provides essential distributed association rule mining algorithm.
In this paper, each node contains huge number of frequent
itemsets and counts candidate itemset locally. These count
values are stored in the local database and maintains incoming
count values. All the computing nodes execute the apriori
algorithm locally and after reading count values from the local
database they broadcast respective count values to the
remaining nodes. Each of the nodes can generate new candidate itemset based on the global counter. The FDM (Fast
Distributed Mining) algorithm [18,19] provides candidate set
generation algorithm similar to apriori. The interesting property of local as well as global frequent itemset is used to
generate a reduced set of candidates for the each iteration.
Thus the number of messages interchanged between each node
reduces. Once the candidate sets are generated, then local
reduction and global reduction techniques are applied to
eliminate few candidate sets from each site. Lin and Tseng
[20] proposed an automatic support specification for efficiently mining high-confidence and positive lift associations
without consulting the users. The proposed support specification still can-not find all interesting association rules. There
is no way to set automatically mini-mum item support without
missing any interesting association rules. Stephane et al. [21]
proposed method that validating the interesting rules against
the selected measures. A bootstrap based method BS_FD can
be used for filtering rules where the antecedent increases the
probability of the consequent, for filtering rules. The
discriminant rules are filtered in the context of genomics.
Narita and Kitagawa [22] proposed algorithms for detecting
outlier transactions more efficiently from the transactional
database. In this paper, two strategies are used for faster
detection of rule. First, redundant association rules are
removed and then, candidates of outlier transactions are
pruned using maximal frequent itemsets. The proposed
approach is compared with brute force algorithm to derive
detection accuracies and time efficiency of outlier transactions
detection. Aydin and Guvenir [23] proposed a post-processing
method to learn a subjective model for the interestingness
concept description of the streaming association rules. The
proposed method works incrementally and employs user
interactivity at a certain level. The results show that the model
can successfully select the interesting ones. As a future work,
novelty interestingness factor may be incorporated into the
system. Shaari et al. [24] discusses on the discovery of
meaningful outlier detection based on Non_Reduct computation by considering the negative association rules. The authors
have proposed Non_Reduct computation to detect outliers
from rare classes. These generated outliers are used for discovery of meaningful knowledge and it incorporates the
concept of negatives rules. Preetha and Radha [25] proposed
FP-growth based associative classification algorithm to identify outlier transaction. The algorithm is modified by using an
automatic minimum support and minimum confidence calculation. The authors also introduce two new measures called

Future Computing and Informatics Journal, Vol. 2 [2017], Iss. 1, Art. 3
22

D.J. Prajapati et al. / Future Computing and Informatics Journal 2 (2017) 19e30

collective support and confidence measure for interesting association rule mining. The author suggested parallel processing of proposed approach to reduce the execution time of
system as future scope. The PARMA algorithm is proposed
[26,27] to provide great improvements to the runtime of
finding association rules. PARMA achieves this by utilizing
probabilistic results, it only approximates the answers. This
solution uses clustering to create groups of transactions and
chooses candidate sets from the representative itemsets in the
clusters.
Wu et al. [28] proposed performance analysis factors like
heterogeneous and autonomous. The authors also proposed a
complex theorem which characterizes the features of both the
big data revolution and big data processing model. Authors
analyze the challenging issues in the data mining model and
also in the big data analysis. Lin and Ryaboy [29] proposed
method for analyzing the Twitter data. In this paper two major
topics are discussed. First, schemas are insufficient to provide
the knowledge of understanding the petabytes or terabytes of
data. Second, a major challenge for analyzing the data is the
heterogeneity of the various components. The objective of this
paper is to share experiences of authors to analyze the data
from Twitter in the area of production environment. Karim
et al. [30] proposed a distributed system for mining the business related transactional datasets using an improved Mapreduce framework. This model is highly scalable in terms of
increasing database size. In this paper, authors implemented
“Associated-Correlated-Independent” algorithm which effectively mines the complete set of customer's purchase rules.
Rajeswari et al. [31] proposed modified Fuzzy Apriori Rare
Item sets Mining (FARIM) algorithm to detect the outliers
(weak student) based on the heap space usage. The heap space
used by FARIM and modified FARIM algorithms on educational dataset is tested and derived that the modified FARIM
algorithm uses less heap space as compared to the FARIM
algorithm. Thus this approach not only extracts the failure
students as outliers, but also those students who have passed
with border marks are also extracted as outliers. Here, fuzzy
based apriori algorithm is used to generate less frequent item

sets. This will help the teachers in giving extra coaching for
the weak students. Butincu and Craus [32] present improved
version of the frequent itemset mining algorithm as well as its
generalized version. The authors introduced optimized formulas for generating valid candidates by reducing number of
invalid candidates. By using the computations of previous
steps by other processed nodes, it avoids generating redundant
candidates. Authors also suggested to run the same algorithm
in parallel or distributed system.
For the marketing strategy, it is more important to analyze
inconsistent pattern when data is distributed geographically.
However, none of the above mentioned work finds regional
inconsistent patterns from the large dataset. Therefore, transforming the sales data into transaction and then eliminating
null transaction for the future consideration; is the initial part
of this proposed methodology. After removing null transactions, distributed frequent mining algorithms are applied for
each zone to generate useful patterns and time efficiency is
also compared. Then, the proposed MR-CIRD algorithm is
applied to find zone wise consistent and inconsistent rules. The
objective of this work is to remove the drawbacks of relational
database and facilitate the existing Mapreduce framework; to
generate the complete set of regional consistent and inconsistent rules with smaller candidate set generations, less
message passing and improvement in the execution time of the
system.
4. Proposed methodology
The proposed methodology is applied in two phases. In the
first phase, association rules along with interestingness measures and zone number are derived. In the second phase, the
association rules are categorized into consistent and inconsistent rules, zone wise.
4.1. Phase-I: zone wise association rule generation
In the first phase, the dataset of each zone is given as input
to the data preprocessing unit as shown in Fig. 1. Due to huge

Fig. 1. Proposed methodology phase-I.
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dataset size, the pre-processing is done in distributed environment. The original sales dataset of each zone is transformed into zone wise transactional dataset using Hadoop
Mapreduce framework.
4.1.1. Data pre-processing using Mapreduce
Data pre-processing is used to transform relational sales
dataset into transactional dataset. For the pre-processing of big
data, Mapreduce is used in two phase: Mapper setup and
Reducer setup.
4.1.1.1. Mapper setup. The first step of any Mapreduce job is
the map step. In this step the Hadoop framework splits the Ds
input database into smaller Dn chunks. These n chunks are
given to Hadoop Distributed File System (HDFS). The size of
database split depends on the configuration of Mapreduce
framework and the way in which the data is distributed on the
file systems of the machines in the given cluster. The purpose
of the map function is to combine zone code (zone), distributor
code (dist), sales date (date) and retailer code (ret). The input
sales database is given to the mapper line by line then each
line is split into zone, dist, date, ret, and pr. The output <key,
value> pair consists of the <zone þ dist þ date þ ret, pr>.
The pseudo code of the map task is shown in Fig. 2.
4.1.1.2. Reducer setup. The reducer function gets its input as
<key, value> pairs from the output of the previous map
function. The pairs are ordered and there is a guarantee that if
a reduce task receives a key it will also receive all values with
the same key. The ordering and moving of the intermediate
<key, value> pairs is done automatically by the framework
and it is called the shuffle step. The key is split into two parts
zone and dist þ date þ ret. After combining all the values each
key, the reduce task creates the transactional database zone
wise to separate the transactions of each zone. The pseudo
code of the reduce task is shown in Fig. 3.
After preprocessing using Mapreduce, original sales dairy
dataset is transformed into the transactional dataset zone wise
and then null transaction are removed from it to generate the
actual transaction.
4.1.2. Screening of null transactions
Null transactions are transactions which do not contain any
itemset or contains infrequent itemset. The preprocessing unit
generates the transaction containing large number of null

Fig. 2. Mapper function.

Published by Arab Journals Platform, 2017

23

transactions which affects the performance of the system. For
example, some of the distributor may not sell cow milk, butter
and protein powder together; if these three itemsets are
frequent-3 itemsets. Since, big sales dataset typically have null
transactions so it is necessary to remove null transactions from
it. For example, suppose that, the dairy dataset contains
1,00,000 transactions where 10% transactions are null transactions. Any frequent pattern mining algorithm scans all the
1,00,000 transactions while, the proposed approach considers
90,000 valid transactions after removing 10,000 null transactions. So, null transactions are removed from the transactional dataset to improve the performance of the system and
thus, actual transactions are generated.
4.1.3. Distributed frequent pattern mining algorithm
The actual transactional dataset is given to distributed
frequent pattern mining algorithms to generate frequent kitemset. The CDA and FDM algorithms are data parallelism
algorithm. In CDA algorithm, the dataset is divided into n
number of partitions, each partition is given to separate node.
Each node counts the candidates and then broadcasts its counts
to remaining nodes. Each node then determines the global
counts. The global counts are used to determine the large
itemsets and to generate the candidates for the next iteration.
In FDM algorithm, candidate set is generated similar to apriori
algorithm. To reduce the size of candidates at each iteration,
local and global frequent itemsets are used which result
reduction in the number of messages interchanged between
nodes. Once the candidate sets are generated, local reduction
and global reduction techniques are applied on each site to
eliminate redundant candidate sets. The main drawback of
CDA and FDM algorithm is that both generates large candidate set, uses more number of message passing system and
execution time is higher while mining big data. These drawbacks can be improved by Mapreduce based frequent pattern
mining algorithm.
In Distributed Frequent Pattern Mining (DFPM) algorithm,
once the actual transactional dataset is stored in HDFS, the
entire dataset is split into the smaller segments and then each
segment is transformed to data nodes. The map function is
executed on each data segments and it produces <key, value>
pairs for each record of database. The Mapreduce framework
generates <key, value> pairs having same items and invokes
the reducer function by passing the list of values for candidate
itemsets. For each database scan, the map function generates
local candidate itemsets, and, the reduce function receives
global count by adding these local counts. For the overall
computation, multiple iterations of Mapreduce functions are
necessary. Each of the Mapreduce iteration produces a
frequent itemset. The iteration continues until no further
frequent itemsets exist. The reducer function sums up all the
values produced by mapper and generates a count for the
candidate item. The main advantage of this approach is that it
doesn't exchange data between each node, but it only exchanges the count values. The DFPM algorithm uses notation
Ck as a set of candidate k-itemset and Lk as a set of frequent kitemset which is shown in Fig. 4. For each zone, the
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of length 1 and generates candidates with length 2. During step
k of the algorithm it will start with length n itemsets and
generate length kþ1 candidate itemsets, respectively. If the
reduce task cannot generate bigger candidate itemsets it will
stop the whole computation. Frequent itemsets are calculated
based on different values of minimum support threshold.
Support decision system will check for the appropriate support
count value for generating association rules.
4.1.4. Association rule generation
This generated frequent k-itemset is given to association
rule generator to construct all possible rules. Association rules
can be generated as follows [1,33].
➢ For each frequent itemset, l, generate all non-empty
subsets of l.
➢ For every non-empty subset s of l, output the rule
“s / (l  s)” if (Support (l )/Support (s))  min_conf,
where min_conf is the minimum confidence threshold.

Fig. 3. Reducer function.

transactional data is given as an input to the mapper line by
line. Each line is split into items and the output <key, value>
pair consists of the item and the value 1. This is the local
frequency of the item. The reduce task starts with the itemsets

In the proposed approach, all the rules without checking the
condition of minimum confidence threshold are generated.
Finally, association rule containing (Rule, Interesting Measure,
Zone) for each zone are generated.

Fig. 4. The DFPM algorithm.
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Fig. 5. Proposed methodology phase-II.

4.2. Phase-II: consistent and inconsistent rule detection
In the second phase, the consistent and inconsistent association rules of each zone are generated based on different
interestingness measures (IM). For this experiment, confidence, all-confidence, cosine, interestingness of a rule, lift and
conviction are used as interestingness measures. The rule is
said to be consistent, if the interestingness measure of a rule in
a zone is nearer to global value of IM, otherwise the rule is
said to be inconsistent rule. The framework for interesting
association rule mining with inconsistent rule detection in
distributed environment is shown in Fig. 5.
The consistent and inconsistent association rules for each
zone are calculated using Mapreduce based consistent and
inconsistent rule detection algorithm which is given in Fig. 6.
In the proposed algorithm two stages of mapper as well as
reducer is used. The association rules generated for each zone
in phase-I is given as an input to the Mapper_stage-1, line by
line. In the Mapper_stage-1, each zonal rule is classified into
three groups based on interestingness measures (IM ) as
IM  30%, 30% < IM  60% and IM > 60%. The input of
Mapper_stage-1 is a set of association rules containing (AR,
Zone, IM ), and the output is three MS1 files containing <AR,
Zone þ IM> as <key, value> pair. For each MS1 file, the
Reducer_stage-1 function combines the interestingness measure of all the zone having same association rule which are
stored in RS1 file. The input of Reducer_stage-1 is <AR,
Zone þ IM > as <key, value> pair and the generated output is
<AR, IM_final>. Here, the function NOT gives number of
transaction for that zone. The output of Reducer_stage-1 is
given as input to Mapper_stage-2 which generates the output
<key, value> pair for each RS1 file, where key is association
rule and value is 1. Here, value indicates the local frequency of
the rule. The Reduce_stage-2 combines the output of
Mapper_stage-2 and generates total frequency of the rule. The
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rules having total frequency more than one are considered as
inconsistent rules and are stored in Ry file. Similarly, the rules
having total frequency one, are considered as consistent rules
and are stored in Rx file.
5. Experimental setup & results
For the experimental purpose cluster of four desktop machines consists of i5 processor with 4 GB DDR-3 RAM are
used. Ubuntu 12.04 LTS operating system is installed in all the
four computers. Usually JVM is not a part of Ubuntu 12.04,
hence, JVM is also installed in all the four computers. Multinode cluster is configured in three computers and single-node
cluster is configured in single computer using apache Hadoop
packages. The preprocessing algorithm, distributed frequent
pattern mining algorithm and phase-II of proposed method is
tested on both multi-node as well as single-node cluster.
For this experiment, the sales database of AMUL dairy with
more than 1500 different dairy products is used. The database
having total size of 5GB is divided into six zone based on the
area of distributors. The distributor of zone code ranging from
1 to 6 are having zone name as Delhi, Chennai, Kolkata,
Mumbai, Ahmedabad and Guwahati, respectively. The sales of
various dairy products are done based on concept hierarchy.
First of all, the product is sent to the distributor of a specific
zone who in turn distributes the same product to the local
retailer and finally the retailer sells it to the customer. A part of
sample sales dataset of AMUL dairy containing zone code,
distributor code, sales date, retailer code and actual product
code is shown in Table 1.
5.1. Pre-processing of big sales data
AMUL sales dataset distributed across six different zones,
is given as input to the preprocessing unit and data is grouped
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Fig. 6. The MR-CIRD algorithm.
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Table 1
Sample AMUL dairy sales dataset.
Zone code

Distributor code

Date

Retailer code

Product code

1
1
1
1
1
2
2
2
3
3
3
3
4
4
4
5
5
5
5
5
6
6
6
6
6
6
6

2001219
2001219
2001219
2001219
2001219
2001234
2001234
2001234
2001287
2001287
2001287
2001287
2001263
2001263
2001263
2001291
2001291
2001291
2001291
2001291
2001254
2001254
2001254
2001254
2001254
2001254
2001254

7/9/2014
7/9/2014
7/9/2014
7/9/2014
7/9/2014
7/9/2014
7/9/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014
7/10/2014

200121900391
200121900391
200121900392
200121900392
200121900392
200123400654
200123400654
200123400657
200128700476
200128700476
200128700497
200128700497
200126300594
200126300594
200126300567
200129100478
200129100478
200129100438
200129100481
200129100481
200125400711
200125400711
200125400731
200125400731
200125400731
200125400756
200125400756

SKMCP01
TDMCP01
BTRCP01
BTRCP02
DELCP05
FMPCP04
PCHCP08
BTRCP01
DWRCP45
SKMCP01
IMFCP04
TDMCP01
BTRCP01
BTRCP02
SKMCP01
BTRCP01
BTRCP02
SKMCP03
FMPCP04
TDMCP01
FMPCP01
TDMCP06
BTRCP01
BTRCP02
TDMCP01
FMPCP04
SKMCP01

based on distributor code, date and retailer code for each zone.
As the size of dataset is large, preprocessing is done in the
distributed environment using Hadoop Mapreduce. The output
of preprocessing unit generates huge transactions for each
zone. The sample output of pre-processing unit on Table 1 is
shown in Table 2.
5.2. Screening of null transactions
After converting sales dataset into transactional dataset,
null transactions has to be removed to improve the computation time. As shown in Table 2, zone 2, 4 and 5 contains

Table 2
Zone wise pre-processing output.
Zone code

Transaction ID

Transactional dataset

1

T1
T2
T1
T2
T1
T2
T1
T2
T1
T2
T3
T1
T2
T3

SKMCP01, TDMCP01
BTRCP01, BTRCP02, DELCP05
FMPCP04, PCHCP08
BTRCP01
DWRCP45, SKMCP01
IMFCP04, TDMCP01
BTRCP01, BTRCP02
SKMCP01
BTRCP01, BTRCP02
SKMCP03
FMPCP04, TDMCP01
FMPCP01, TDMCP06
BTRCP01, BTRCP02, TDMCP01
FMPCP04, SKMCP01

2
3
4
5

6
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transaction T2 as null transactions, so they are to be removed
from the transactional dataset. The result of null transactions
screening on Table 2 is shown in Table 3.
5.3. The time efficiency of DFPM and MR-CIRD
algorithm
For this experiment, the minimum support count is
considered as 100, to generate large number of association
rules. The existing DFPM algorithm is tested on three node
cluster for each zone. The execution time of frequent k-itemset
generation along with number of association rules is shown in
Table 4.
After transforming transactional dataset into actual transactional dataset, the actual transaction file is given as input to
the distributed frequent pattern mining algorithms to find the
frequent k-itemsets. The results of CDA, FDM and DFPM
algorithms on AMUL datasets for database size of 5GB is
compared using three node clusters with minimum support
count of 100, is shown in Fig. 7. The result shows that the
DFPM algorithm gives much better performance than CDA as
well as FDM when the size of the dataset is large.
The experimental result shows that in order to obtain
comparatively small execution times, the number of nodes
must be increased with the increase in the database size. The
execution time of MR-CIRD algorithm tested on a cluster of
single, two and three nodes is shown in Table 5. The experimental result shows that the time efficiency is improved by
increasing the number of nodes.
5.4. Consistent and inconsistent rule detection
The MR-CIRD algorithm generates consistent (Rx) and
inconsistent (Ry) association rules. The number of consistent
and inconsistent rules generated using interestingness measures as confidence, all-confidence, cosine, interestingness of a
rule (IR), lift and conviction for all zones is shown in Table 6.
It is observed that, for all the zones, number of consistent rules
are more compared to inconsistent rules.
In Table 6, the consistent (Rx) and inconsistent (Ry) association rules of Zone-1 using confidence as an interestingness
measure, is calculated by following steps.

Table 3
Sample actual transactions.
Zone code

Transaction ID

Transactional dataset

1

T1
T2
T1
T1
T2
T1
T1
T3
T1
T2
T3

SKMCP01, TDMCP01
BTRCP01, BTRCP02, DELCP05
FMPCP04, PCHCP08
DWRCP45, SKMCP01
IMFCP04, TDMCP01
BTRCP01, BTRCP02
BTRCP01, BTRCP02
FMPCP04, TDMCP01
FMPCP01, TDMCP06
BTRCP01, BTRCP02, TDMCP01
FMPCP04, SKMCP01

2
3
4
5
6
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Table 4
Zone wise execution time of the DFPM algorithm.

Table 5
Zone wise execution time of the MR-CIRD algorithm.

Zone Zone name
code

No. of
Frequent Execution
No. of association
transactions k-itemset time
rules
(in seconds)

Zone code

1
2
3
4
5
6

735125
313061
1114936
750368
917108
196586

1
2
3
4
5
6

Delhi
Chennai
Kolkata
Mumbai
Ahmedabad
Guwahati

13
15
12
16
17
15

63459.380
72247.179
54876.813
79236.741
87769.736
74567.241

6679
7033
6357
8168
8532
7031

Step 1: Initially, distributed frequent pattern mining algorithm is applied on each zone to generate the frequent kitemsets.
Step-2: The association rules satisfying minimum confidence threshold are generated from frequent k-itemsets.
These generated association rules are given as an input to
the phase-II.
Step-3: In phase-II, for each zone, the rules generated in
phase-I are categorized based on different range of confidence using Mapreduce stage-1.
Step-4: In Mapreduce stage-2, all the categorized rules are
compared whether it belongs to same or different zone. The
rules which are belonging to same zone(s) are considered as
consistent rules (Rx) and rules which are belonging to
different zone(s) are considered as inconsistent rules (Ry).
In this experiment, for zone-1 number of consistent and
inconsistent rules are 5811 and 868, respectively.
Similarly, for the remaining interestingness measures also
number of consistent and inconsistent rules are generated zone
wise as per the above four steps.
The zone wise consistent and inconsistent rules which are
commonly generated for confidence, all-confidence, cosine,

Zone name

Delhi
Chennai
Kolkata
Mumbai
Ahmedabad
Guwahati

Single node
cluster

Two node
cluster

Three node
cluster

882.541
719.834
813.882
1021.869
1335.491
752.566

678.142
514.812
648.145
876.211
1003.210
519.761

518.231
398.712
446.012
601.213
767.912
389.412

interestingness of a rule, lift and conviction is shown in Fig. 8.
It is observed that for zone 4 and 5, number of inconsistent
rules is relatively less even though the number of consistent
rules is more.
6. Conclusions and future scope
HDFS and Mapreduce play an important role in reducing
the processing time for large datasets. However, most of the
algorithms have limitation of processing speed. In this paper,
Hadoop based distributed approach is presented which processes the transactional dataset into partitions and transfers
the task to all participating nodes. The purpose of this, is to
reduce inter node message passing in the cluster. The DFPM
algorithm generates a smaller candidate set and uses a less
message passing than CDA and FDM algorithm, thus the
execution time of the DFPM algorithm is less as compare to
others. In the first phase, the DFPM algorithm generates
distributed frequent itemsets, and, association rules are
generated from those frequent itemsets. In the second phase,
the proposed MR-CIRD algorithm is used to detect consistent
and inconsistent rules when the data is distributed

Fig. 7. Zone wise execution time comparison of distributed algorithms.
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Table 6
Zone wise consistent and inconsistent association rules using interestingness measures.
Interestingness measures (IM)

Zone-1

Zone-2

Zone-3

Zone-4

Zone-5

Zone-6

Rx

Ry

Rx

Ry

Rx

Ry

Rx

Ry

Rx

Ry

Rx

Ry

Confidence
All-confidence
Cosine
IR
Lift/Interest
Conviction

5811
5950
5850
5784
5840
5870

868
729
829
895
839
809

6010
6113
6016
6072
6114
6090

1023
920
1017
961
919
943

5481
5515
5586
5575
5565
5601

876
842
771
782
792
756

7241
7267
7129
7172
7210
7180

927
901
927
996
958
988

7653
7635
7430
7563
7783
7740

879
897
1102
969
749
792

5925
6019
6030
6008
6018
6101

1106
1012
1001
1023
1013
930

Fig. 8. Zone wise common consistent and inconsistent association rules.

geographically. This will help the organization to improve
the marketing strategy for the zone where the inconsistent
rules are more. Performance studies have shown that the
distributed computing tasks scale linearly with the number of
nodes. It is observed that for some region the number of
inconsistent rules is relatively less even though the number of
consistent rules is more. The proposed algorithm is more
flexible, scalable and efficient for mining huge amount of
data.
The time efficiency of the algorithm may be improved by
using FP-tree based data structures for the candidate itemset
generation. Further, the work can be extended by considering
the different weights for each interestingness measures and
find weighted interesting association rules.
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