Abstract-In this note, we study the quality of system identification models obtained using the standard quadratic prediction error criterion for a general linear model class. The main feature of our results is that they hold true for a finite data sample and they are not asymptotic. The main theorems bound the difference between the expected value of the identification criterion evaluated at the estimated parameters and at the optimal parameters. The bound depends naturally on the model and system order, the pole locations, and the noise variance, and it shows that although these variables often do not enter in asymptotic convergence results, they do play an important role when the data sample is finite.
I. INTRODUCTION
In this note, we study the finite sample properties of system identification methods based on a quadratic criterion applied to a general linear model class. The asymptotic properties of these methods have been extensively studied over the last three decades (see, e.g., [8] or [14] ) and are now well understood.
Frequently asked questions in system identification are: 1) what can we say about the model quality with these many data points?; 2) can we sensibly apply the asymptotic theory?; and 3) what does the applicability of the asymptotic theory depend on? All these questions involve mathematical issues of difficult treatment, and questions of this kind have remained unsolved so far.
The main result of this note (Theorem 4.2) quantitatively assesses the discrepancy between minimizing a theoretical identification cost and minimizing its empirical counterpart when only a finite number of data points is available. The estimate is given bŷ In this note, we focus on the identification criterion and not on the estimated parameter. In certain situations, such as when the model is going to be used for prediction, the main concern is in fact the difference V N ( N ) 0 V N ( N ) and not N 0N. Of course, in other cases the estimated parameter can be important as well (see [19] for a discussion on this). The difference V N ( N )0V N ( N ) depends on a number of factors, including the variance of the noise, the model order, and the singularities of the model and data generation mechanism. All these dependencies have meaningful interpretations. A remarkable fact is that they often do not show up in asymptotic convergence results, and a finite sample theory is, therefore, needed in order to capture these dependencies. Although our results are valid for a finite number of data points, they are still mainly of conceptual interest since they are rather conservative.
The note is organized as follows. In Section I-A, we present an example which illustrate the difference between asymptotic and finite sample properties and shows that asymptotic theory can give misleading results even for an arbitrary large number of data points. In Section I-B, our results are put into perspective relative to previous results in the literature. The data generating mechanism and the model class under consideration are introduced in Section II. The identification criterion is discussed in Section III and the main results are presented in Section IV.
A. A Motivating Example
Consider the system y(t) = ay(t 0 1) + bu(t 0 1) + e(t) with jaj < 1, b = 0, u(t) = 1 for all t, and e(t) a zero mean Gaussian white noise process with variance 1 0 a 2 . It follows that the variance of y(t) is 1. As a model, we usê y(t; ) = u(t 0 1):
The expected value of the identification criterion is
and, consequently, N = 0. This is not a surprising result since in the true system we have b = 0, so there is no dependence of y(t) on u(t 0 1). The least-squares estimate is given bŷ N = and, hence, the difference between the empirical and theoretical iden-
2 . After a bit of calculations, we find that This result is consistent with the asymptotic theory according to which, given a system (i.e., a value of the parameter a), when This result has an important interpretation; no matter how large N is, there exists a strictly stable data generation mechanism such that the asymptotic theory fails to hold even approximately. The example illustrates that the quality of a model identified on the basis of a finite data set cannot be assessed by means of the asymptotic theory, unless further information is provided. The reason for this is that, for any large data sample, there are systems for which such a theory does not apply. Furthermore, the example shows that the model quality will depend on variables-such as the location of the true system pole (the a parameter in the example)-that do not show up in the asymptotic theory. The goal of this note is to shed light on these dependencies.
Admittedly, in the previous example the asymptotic variance of the estimate is alerting us to the problem. The asymptotic variance of
) which for fixed N tends to 1 as a ! 1. However, it is not difficult to find another example where also the asymptotic variance give misleading results for any finite number of data points. An example is the system y(t) = b1u1(t 0 1) + b2u2(t 0 1) + e(t) where e(t) is i.i.d. and zero mean with variance 1. Let u 1 (t) and u 2 (t) be generated by u 1 (t) = a 1 u 1 (t 0 1) + e 1 (t) and u 2 (t) = a 2 u 2 (t 0 1) + e2(t) where e1(t) and e2(t) are independent of each other, i.i.d., and zero mean with variances 1 0 a 
The norm of this matrix tends to infinity when both a1 and a2 tend to one. The reason being that u 1 and u 2 tend to constant values when a 1 and a 2 tend to one, so that the system looses excitation. This entails that the asymptotic result can be completely misleading for any fixed N .
B. Putting Our Results Into Perspective Within the Existing Literature
Finite sample properties of quadratic identification methods have been studied in [20] and [18] . Results similar to our Theorem 4.1 were obtained under much more restrictive conditions using the Vapnik-Chervonenkis dimension. It was essentially assumed that the observed data were m-dependent or -mixing, and the model class was restricted to autoregression with exogeneous variables (ARX) and finite-impulse response (FIR) models. However, the assumptions of those papers do not fit the standard identification context, as signals generated by dynamical systems are not -mixing in general. These efforts witness the difficulty of extending to a dynamical context the results developed by the statistical learning literature (see, e.g., [15] , [16] , or [4] ).
Other related results can be found in [7] (see also [9] and [17] ). There, the problem of optimizing the choice of the model order in the context of FIR system identification is studied as the problem of balancing the approximation and the estimation errors. Nonasymptotic bounds on the accuracy of the least-squares estimate are presented in the note and they are used in order to quantify the estimation error in the aforementioned balancing problem. However, only FIR models and m-dependent regressors are considered, and the input signal and the noise is assumed to be i.i.d. These stringent conditions are necessary in order to obtain the many interesting results in that paper, but are over restrictive if we specialize to the problem considered in this note.
The results of the present note are much more general. We consider a general linear model structure (6) for identification of a general linear data generation mechanism [see (1)]. The identification criterion is the standard quadratic cost and, therefore, our results address the model quality assessment problem in a standard identification setting.
The results of this note are heavily based on exponential inequalities for stochastic processes. Identification and estimation methods have been analyzed in [2] , [12] , and [13] using similar techniques. However, those papers focused on the asymptotic properties when identification and estimation were carried out over an increasing model or function class, and the finite sample properties were not considered.
It should also be mentioned that finite-sample properties have been studied in the set membership and worst case identification setting, see, e.g., [17] , [5] , [6] , and [3] . As a matter of fact, in this setting, identification algorithms are conceived so as to return all models that comply with the collected data, so that finite-sample results are automatically included in the identification result. As these are deterministic frameworks, the results are deterministic and quite different from ours. However, the results do involve entities such as gain, stability margins, size of disturbances, and unmodeled dynamics, which are related to and play a similar role as the pole and zero locations and model and system orders used in this note. Milanese and Taragna [11] consider similar problems as the above listed references and derive finite sample result in a stochastic setting starting from frequency domain measurement corrupted by i.i.d. Gaussian noise.
II. THE IDENTIFICATION SETTING

A. The Data Generation Mechanism
We assume that the observed data are generated by a linear system y(t) = G 0 u(t) + H 0 e(t) (1) where e(t) is a sequence of independent Gaussian random variables with zero mean and variance 2 . The system is assumed to operate in open-loop. Correspondingly, u(t) is seen as a deterministic signal.
We also assume that u(t) is bounded according to ju(t)j U . G 0 and H0 are transfer functions in the backward shift operator q 01 , i.e., q 01 y(t) = y(t 0 1); however, for the sake of readability, we omit throughout to explicitly indicate the dependence on q 01 . G 0 and H 0 can be written as G0 = B0=A0 and H0 = C0=D0 where A0 =1 + a01q 01 + 111 + a0n q 0n 
and n 0 is an upper bound on the degrees. Moreover, we assume that the zeros of A 0 , C 0 , and D 0 are inside a circle of radius 0 < 1, i.e., we assume stability of the system and also that H0 has a stable inverse.
B. Model Class
The model class considered is
where w(t) is a sequence of independent Gaussian random variables with zero mean, G() = The model quality depends on , ,ñ, and B, and in this note, we make these dependencies explicit.
III. THE IDENTIFICATION CRITERION
From a system identification perspective, the most important feature of the aforementioned model is its associated predictor, which is given byŷ (t; ) = (1 0 H 01 ())y(t) + H 01 ()G()u(t):
As we only have data available for t 1, it is common to use the computational scheme
withŷ(t; ) = 0; y(t) = 0, and u(t) = 0 for t 0. On the other hand, if we assume that the system is initially at rest (as we certainly do in order to avoid cumbersome computations due to initial condition issues), there is no difference betweenŷ(t; ) in (7) and (8) .
The corresponding prediction error is given by
(t; ) = y(t) 0ŷ(t; ) = H 01 ()y(t) 0 H 01 ()G()u(t): (9)
Ideally, one would like to choose such that
is minimized, where N is the number of data points. Since the data generation mechanism is unknown, one cannot compute the expected value, and, in place of (10), its sample version
is used. Clearly, the minimization of V N () can only be expected to be equivalent to minimization of V N () when N ! 1 (and, this is indeed the case under mild assumptions, see, e.g., [8] ). One question that arises naturally is to quantify the deterioration in the model quality due to the finiteness of the data sample. In a formal way, answering this question requires quantitative bounds for
where N = arg min 22 V N () and N = arg min 22 V N (). Equation (12) quantifies the discrepancy between the ideal identification result [measured by V N ( N )] and the achieved result V N ( N ). The expected value V N () depends on the input signal, as does the optimal value N and the estimateN . As we are considering the difference between two expected values of the squared prediction errors (12) , issues such as identifiability and persistence of excitation do not enter the picture, and we do not have to impose any conditions in this regard. Needless to say, such issues are of major importance when the focus shifts to properties of the estimated parameters.
IV. A BOUND ON THE MODEL QUALITY
Deriving exact expressions for the probability distribution of (12) is truly overwhelming. Instead, bounds for (12) are derived. The final expressions are very interesting as they reveal the dependence of the identification result on a number of variables which often disappear in the asymptotic analysis. The bound for (12) is given in Theorem 4.2 below. The proof of the bound is immediate from the more general result presented first as Theorem 4.1.
Theorem 4.1: Assume the data has been generated by the process (1) as described in Section II-A, and let the model class be given by (6) as described in Section II-B. Let the prediction error be computed according to (9) . Given any two real numbers 0 > 0 and 0 > 0, let Theorem 4.2 is believed to be the first result addressing the problem of quantifying the identification performance obtained by minimization of the criterion (11) for a general linear model class (6) . It is important to stress that the result holds true for any finite data sample of size N , that is, it is not asymptotic in N and, hence, as can be seen from (15) and (16), and depend on N . Also notice that the assumption that e(t) is Gaussian is not crucial. It is only used to establish (24) in the Appendix and other cases can be considered as well.
For a fixed , the number of data points required in order to guarantee the bound in Theorem 4.1 increases only as log(1=) as ! 0.
On the other hand for a fixed , the number of data points required increases roughly as 1= 2 as ! 0. This is often popularly phrased as "confidence is cheap, but accuracy is expensive."
We see that even though the dependence on 2 , , ,ñ, and B often disappears in asymptotic results, they play a fundamental role in the finite sample properties.
The bound tells us that, with a certain confidence 1 0 , minimizing the empirical cost (11) corresponds to minimizing the theoretical cost (10) to within an accuracy 2. The presence of a confidence 1 0 is a natural ingredient stemming from the stochastic nature of the problem. When the data sample is finite, there is always a nonzero (even though possibly small) probability that the noise plays against the identification objective, resulting in a deterioration of the accuracy. Suppose we want to decrease . This corresponds to increase 0 and 0. In turn, this entails that increases, and not surprisingly, tends to infinity in the limit as ! 0. This is in agreement with the fact that no level of accuracy can be guaranteed with probability 1 for a finite data sample. This is in contrast with the asymptotic theory, where the assumption N ! 1 leads to a result valid with probability 1.
When 2 ! 0, the stochastic nature of the problem disappears result can be guaranteed with probability 1 for any : for arbitrary small 0 and 0 in (13) and (14), 1 and 2 given by (15) and (16) tend to zero as 2 ! 0.
Suppose now we fix a certain confidence level . Then, we can find 0 = 0 (N; 2 ; ) and 0 = 0 (N; 2 ; ) such that the desired confidence level is achieved. Substituting such 0 and 0 in (13) and (14), we see that the accuracy depends onñ, , , B, and N , besides and 2 . These dependencies are now analyzed.
! 1, both when the system and/or the model complexity (as measured byñ) tend to infinity and when ! 1. This behavior can easily be understood. Increasingñ or sending to 1 leads to a prediction error process (8) with a long correlation tail (the prediction error transfer functions increase in size and their poles get close to the unit circle). When this happens, the averaging effect on the noise is decreased and a large number of data points is necessary to guarantee a certain accuracy.
When or B ! 1, 2 in (14) tends to infinity too, so that ! 1. This is also expected since a large value of and/or B inflates the contribution to the error due to the input signal u. Finally, 0 and 0 tend to zero as N ! 1, and hence ! 0 when N ! 1, as it is expected because of averaging effects.
V. CONCLUSION AND DISCUSSION
In this note, we have studied the issue of model quality for system identification methods based on the standard quadratic prediction error criterion for a general linear model class. The main feature of our results is that they hold true for a finite data sample and they are not asymptotic in nature. Theorem 4.2 bounds the difference between the expected value of the identification criterion evaluated at the estimated parameter value and at the optimal value. The bound depends naturally on the model and system order, the pole locations and the noise variance, and it shows that although these variables often do not enter in asymptotic convergence results, they do play an important role when the data sample is finite which of course is always the situation in practice.
The results in this note can certainly not be considered as final. For example, we have made no attempts of optimizing the bounds. The main goal is that of stimulating research activity in the field of model quality assessment. It is our belief that certain recent advances in the statistical literature (some of which have been used in the appendices) give us today the opportunity to attack this important problem, and our results should be considered as a first step in this direction.
While we credit our results for being a significant step in the direction of clarifying the model quality dependencies, we also recognize that they are not tight enough to compute the needed amount of data points in real situations. More effort has to be devoted in the direction of working out applicable bounds.
APPENDIX A PROOF OF THE MAIN THEOREM Theorem 4.1 follows by combining Lemmas A.1 and A.2. In Lemma A.1, the difference between the expected and empirical values of the identification criterion is expressed in terms of the noise sequence e(t) and the input sequence u(t). The probability that these expressions exceed a certain value is then bounded in Lemma A.2 using exponential inequalities. 
Proof: By introducing 
the prediction error can be written as (t; ) = R()u(t) + S()e(t).
The difference between the empirical and theoretical value of the identification criterion is given by 2 , c = 2 2 and Xt = e(t0k)u(t0l), c = U , respectively. For (26), we can group the time indexes f1; 2; .. .; Ng into two sets A1 and A2 such that e(t 0k)e(t0l) and t 2 A1 are i.i.d. random variables and e(t 0 k)e(t 0 l) and t 2 A 2 are i.i.d. random variables. Equation (26) then follows with X t = e(t 0 k)e(t 0 l) and c =
