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1.  Einleitung 
 
 
1.1.  Problemstellung und Zielsetzung der Arbeit 
 
Mit Beginn des Geschäftsjahres 1997 war es kapitalmarktorientierten Unternehmen 
in Deutschland erstmals gestattet, befreiend wirkende Konzernabschlüsse nach interna-
tional anerkannten Rechnungslegungsstandards aufzustellen, sofern diese mit den EG-
Bilanzrichtlinien im Einklang und hinsichtlich ihrer Aussagekraft mit nach HGB aufge-
stellten Konzernabschlüssen gleichwertig waren. In Österreich war dies für kapital-
markt-orientierte Unternehmen mit Beginn des Geschäftsjahres 1998 möglich.1 Dadurch 
konnten Unternehmen, die z. B. aufgrund von internationalen Verflechtungen bis dahin 
zusätzlich Abschlüsse oder Überleitungsrechnungen nach international anerkannten 
Rechnungslegungsstandards aufstellen mussten, die dafür notwendige arbeits- und kos-
tenintensive Zweigleisigkeit des Rechnungswesens vermeiden. Von der freiwilligen 
Anwendung international anerkannter Rechnungslegungsstandards versprachen sich vor 
allem Unternehmen, die ihren stetig wachsenden Kapitalbedarf auch an internationalen 
Börsen decken wollten, Vorteile, wie die Verbesserung der Kapitalbeschaffungsmög-
lichkeiten, die Erhöhung des Bekanntheitsgrades sowie die Reduzierung der Eigenkapi-
talkosten. Durch die Möglichkeit, dass Unternehmen freiwillig einen befreienden Kon-
zernabschluss nach international anerkannten Rechnungslegungsstandards aufstellen 
konnten, wurde in Deutschland und Österreich zudem ein erster Schritt in Richtung Er-
leichterung der Aufstellung grenzüberschreitend vergleichbarer Konzernabschlüsse ge-
setzt.  
 
Mit Beginn des Geschäftsjahres 2005 waren börsennotierte Unternehmen in der EU 
sowie in den EWR-Staaten Island, Liechtenstein und Norwegen verpflichtet, ihre Kon-
zernabschlüsse nach den IFRS aufzustellen. Insgesamt waren von diesem Umstellungs-
erfordernis über 7.000 kapitalmarktorientierte Unternehmen in Europa betroffen.2 Un-
ternehmen, die aufgrund einer Notierung an einer Börse in den Vereinigten Staaten von 
Amerika für die Aufstellung des Konzernabschlusses den US-GAAP folgten, erhielten 
eine Übergangsfrist bis zum Geschäftsjahr 2007 eingeräumt.  
 
Die Motive für die Anwendung international anerkannter Rechnungslegungs-
standards waren mannigfaltig. Dazu zählten die Erleichterung der Vergleichbarkeit von 
                                                 
1 
 Die rechtlichen Rahmenbedingungen werden als bekannt vorausgesetzt. Es wird daher hier und auch 
in weiterer Folge auf eine Darstellung der Rechtsgrundlagen und -quellen verzichtet. 
2
 Vgl. Armstrong, C. S., Barth, M. E., Jagolinzer, A. D., Riedl, E. J. (2008), S. 4.  
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Konzernabschlüssen, die Unterstützung des Aufbaus eines integrierten Kapitalmarkts 
und der verstärkte Schutz der Anleger. Als wesentliches Motiv kristallisierte sich die 
erwartete Reduzierung der Eigenkapitalkosten heraus. Die Standardsetzer sowie die Er-
steller, die Prüfer und die Nutzer von Abschlussinformationen vertraten weitgehend die 
Auffassung, dass die Anwendung international anerkannter Rechnungslegungsstandards 
zur Reduzierung von Eigenkapitalkosten führt.3 In der Rechnungswesenforschung ist 
dieser angenommene Zusammenhang zwischen der Anwendung international anerkann-
ter Rechnungslegungsstandards und der Reduktion von Eigenkapitalkosten bislang we-
der eindeutig theoretisch begründet noch überzeugend empirisch belegt.4  
 
Unter kapitalmarktorientierten Unternehmen werden in dieser Arbeit börsennotierte 
Unternehmen verstanden. Es werden beide Begriffe verwendet. Unter dem Begriff in-
ternational anerkannte Rechnungslegungsstandards werden hier für die freiwillige An-
wendung die International Accounting Standards (IAS) und die United States Generally 
Accepted Accounting Principles (US-GAAP) und für die verpflichtende Anwendung 
die Internationational Financial Reporting Standards (IFRS) und die US-GAAP sub-
summiert. Obwohl es den kapitalmarktorientierten Unternehmen in Deutschland bereits 
mit Beginn des Geschäftsjahres 1997 und in Österreich bereits mit Beginn des Ge-
schäftsjahres 1998 gestattet war, befreiend wirkende Konzernabschlüsse nach internati-
onal anerkannten Rechnunglegungsstandards aufzustellen, erfolgte die Umstellung in 
der Praxis zumeist erst 1998 bzw. 1999. In dieser Arbeit wird daher für die freiwillige 
Anwendung für Deutschland das Jahr 1998 und für Österreich das Jahr 1999 als Um-
stellungsjahr bezeichnet. Für die verpflichtende Anwendung gilt für beide Staaten das 
Jahr 2005 als Umstellungsjahr. 
 
Im Rahmen dieser Dissertation wird empirisch untersucht, welche Auswirkungen die 
freiwillige Anwendung der IAS auf die Eigenkapitalkosten börsennotierter Unterneh-
men in Deutschland und in Österreich hatte. Weiters wird empirisch untersucht, welche 
Auswirkungen die verpflichtende Anwendung der IFRS auf die Eigenkapitalkosten bör-
sennotierter Unternehmen in Deutschland und in Österreich hatte. Die gesonderte empi-
rische Untersuchung ergibt sich aus den unterschiedlichen Beobachtungszeiträumen für 
die freiwillige Anwendung der IAS und die verpflichtende Anwendung der IFRS. In 
beiden Fällen ist interessant, ob es zu einer Reduktion der Eigenkapitalkosten gekom-
men ist.  Zu Vergleichszwecken werden in die Untersuchung auch kapitalmarktorien-
                                                 
3 Vgl. die Befragungsergebnisse bei Pellens, B., Tomaszewski, C. (1999), Schindler, J., Schurbohm, A. 
(2001), und Marten, K. U., Schlereth, D., Crampton, A., Köhler, A. G. (2002), S. 2010. 
4
 Vgl. dazu Kapitel 2. 
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tierte Unternehmen einbezogen, welche Konzernabschlüsse nach dem HGB oder nach 
den US-GAAP aufstellten. Vgl. zur konkreten Abgrenzung Abschnitt 4.1.1.3. 
 
Ziel dieser Arbeit ist somit die Beantwortung folgender Forschungsfragen:  
 
1. Führte die freiwillige Anwendung der IAS für börsennotierte Unternehmen in 
Deutschland und in Österreich zu einer Reduktion der Eigenkapitalkosten?  
 
2. Führte die verpflichtende Anwendung der IFRS für börsennotierte Unternehmen 
in Deutschland und in Österreich zu einer Reduktion der Eigenkapitalkosten? 
 
Der Fokus der empirischen Untersuchung liegt auf den Staaten Deutschland und Ös-
terreich, die sich aufgrund der ähnlichen kulturellen Rahmenbedingungen und Rech-
nungslegungstraditionen, der vielen Gemeinsamkeiten zwischen den Vorschriften des 
deutschen und des österreichischen Unternehmensrechts und der vielfältigen wirtschaft-
lichen Verknüpfungen ganz besonders für den beabsichtigten Untersuchungszweck eig-
nen. Die Ergebnisse der empirischen Untersuchung sind sowohl für die Standardsetzer 
als auch für die Ersteller, die Prüfer und die Nutzer der nach internationalen Rechnungs-
legungsstandards aufgestellten Konzernabschlüsse gleichermaßen relevant. Sie können 
Hinweise darauf liefern, ob die erwarteten Auswirkungen auf die Eigenkapitalkosten 
durch die zunächst freiwillige Anwendung der IAS und die verpflichtende Anwendung 
der IFRS tatsächlich eingetroffen sind. Die Dissertation soll somit einen Beitrag zur 
empirischen Rechnungslegungsforschung leisten. 
 
 
1.2.  Aufbau der Arbeit 
 
Die vorliegende Arbeit ist in sechs Teile gegliedert. Das Kapitel 2 dient der Darstel-
lung des Stands der theoretischen und der empirischen Forschung zu den zugrundelie-
genden Fragestellungen. Zunächst wird der Begriff der Eigenkapitalkosten definiert und 
abgegrenzt. Es werden informationsökonomische Überlegungen angestellt und die Be-
deutung der Eigenkapitalkosten für kapitalmarktorientierte Unternehmen gewürdigt. 
Anschließend werden unterschiedliche Modelle zur Ermittlung von Eigenkapitalkosten 
erörtert und die Ergebnisse bisheriger empirischer Untersuchungen vorgestellt. Das Ka-
pitel schließt mit einer Herausarbeitung der Forschungslücken, zu deren Schließung die 




Im dritten Kapitel werden die Forschungsfragen präzisiert und daraus Forschungshy-
pothesen sowie operationale Hypothesen zur empirischen Untersuchung abgeleitet. Es 
wird das Untersuchungsmodell unter Berücksichtigung statistischer Analyseverfahren 
und anzuwenden derVariablen konzipiert.  
 
Das vierte Kapitel beschreibt die konkrete Durchführung der empirischen Untersu-
chung, dokumentiert die Datenerhebung- und Aufbereitung, die Stichprobenkonstrukti-
on und die eingesetzten Signifikanztests.  
 
Im fünften Kapitel werden die Ergebnisse der empirischen Untersuchung zur freiwil-
ligen Anwendung der IAS und zur verpflichtenden Anwendung der IFRS in Deutsch-
land und in Österreich präsentiert und darauf basierend die Prüfung der operationalen 
Hypothesen und der Forschungshypothesen durchgeführt. 
 
Die Arbeit schließt im sechsten Kapitel mit der Beantwortung der Forschungsfragen 
und mit Schlussbemerkungen. 
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2.  Stand der Forschung 
 
 
2.1.  Stand der theoretischen Forschung 
 
 
2.1.1.  Der Begriff der Eigenkapitalkosten 
 
Eigenkapital ist in der Regel nicht gratis verfügbar. Eigenkapitalgeber erwarten we-
gen des übernommenen Risikos für das überlassene Kapital eine höhere, allerdings ver-
traglich nicht fixierte, Risikoprämie als für die Überlassung von nicht risikobereitem 
Kapital.5 Dem Eigenkapitalgeber steht eine Reihe von alternativen Möglichkeiten offen, 
sein Kapital zu investieren. Er kann beispielsweise seinen Privatkonsum erhöhen, sich 
an anderen Unternehmen beteiligen, Geld an Dritte verborgen oder selbst ein Unter-
nehmen gründen. Da es aufgrund der Schwankungen von Aktienkursen kapitalmarkto-
rientierter Unternehmen in der Regel keine fixen Vereinbarungen über eine Remunera-
tion für überlassenes Kapital geben kann, entscheidet ein Eigenkapitalgeber aufgrund 
von Erwartungshaltungen über zukünftige Risikoprämien.  
 
Ein rational handelnder Eigenkapitalgeber wird sein Investment entsprechend der 
maximalen von ihm erwarteten Risikoprämienwahrscheinlichkeit platzieren. Ein Unter-
nehmen auf der Suche nach Eigenkapitalgebern wird folglich danach trachten, einen po-
tenziellen Investor davon zu überzeugen, dass die zu erwartende Risikoprämie für das 
überlassene Kapital höher sein wird, als jene seines Portfolios an alternativen Investiti-
onsformen.6 Eigenkapitalkosten sind demnach Opportunitätskosten, die von einem Un-
ternehmen in Kauf genommen werden müssen, um für Eigenkapitalgeber attraktiv zu 
sein. Investoren sind schließlich nur dann bereit, einem Unternehmen risikotragendes 
Kapital zu überlassen, wenn ihnen eine risikoadäquate Prämie in Aussicht gestellt wird. 
Diese Opportunitätskosten bilden die Basis für die zumindest zu erzielende Risikoprä-
mie für den Investor: “We define cost of capital to be the expected (rate of) return on 
the firm’s stock.”7 In der vorliegenden Arbeit werden unter Eigenkapitalkosten stets 
diese Opportunitätskosten verstanden. Sie stehen im Zentrum aller Überlegungen. 
 
Eigenkapital ist in der Regel risikobehaftet. Die Risiken, die sich auf die Eigenkapi-
talkosten eines Unternehmens auswirken, lassen sich basierend auf den Erkenntnissen 
                                                 
5 Loitlsberger, E. (1996), S. 136.  
6 Vgl. Ogier, T., Rugman, J., Spicer, L. (2004), S. 6 ff. 
7 
 Lambert, R. A., Leuz, C., Verrecchia, R. E. (2005), S.6. Ebenso Penman, S. H. (2004), S. 105 – 108. 
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der Portfoliotheorie in systematische und unsystematische gliedern.8 Das Gesamtrisiko 
eines Wertpapierportfolios spaltet sich demnach in eine unsystematische und eine sys-
tematische Komponente.9 Das systematische Risiko (Marktrisiko) lässt sich weiter in 
das Geschäftsrisiko und das Kapitalstrukturrisiko teilen. Das Geschäftsrisiko, auch als 
operatives Risiko bezeichnet, bildet die Grundlage für das von den Eigenkapitalgebern 
zu tragende Risiko.10 Aufgrund des residualen Charakters der den Eigenkapitalgebern 
zustehenden operativen Einzahlungsüberschüsse nach Bedienung der Fremdkapitalge-
ber und dem darin begründeten Risikomoment sind die Eigenkapitalkosten in hohem 
Maße vom Verschuldungsgrad abhängig.11 Eine Veränderung der Kapitalstruktur durch 
zusätzliche Verschuldung führt daher zu einer höheren Risikoprämie.12 Das systemati-
sche Risiko, wie beispielsweise das politische Risiko, das Konjunkturrisiko, das Wech-
selkursrisiko oder das Beschaffungsmarkt- und Absatzpreisrisiko, betrifft alle Wertpa-
piere im Portfolio gleichermaßen. Es lässt sich von den Investoren durch Diversifikation 
nicht reduzieren. Unter dem unsystematischen Risiko (allgemeines Unternehmensrisi-
ko) sind unternehmensspezifische Einflussfaktoren zu verstehen, wie beispielsweise die 
Fähigkeiten der Unternehmensleitung oder vorliegende Wettbewerbsnachteile, die los-
gelöst vom Gesamtmarkt individuelle Renditeschwankungen im Unternehmen bedin-
gen. Das unsystematische Risiko kann durch Diversifikation minimiert werden.  
 
Neben dem systematischen und dem unsystematischen Risiko können auch das In-
formationsrisiko und die Marktliquidität die Höhe der Eigenkapitalkosten beeinflussen. 
Investoren trachten danach, ihre Entscheidungen mit dem Ziel zu treffen, jeweils dieje-
nige Handlungsweise auszuwählen, deren Auswirkungen gemäß der verwendeten Ziel-
funktion die optimale Zielerreichung verspricht.13 Die Auswahl der Handlungsweise ba-
siert auf dem Vertrauen, dass die zugrundeliegenden Informationen den Tatsachen ent-
sprechen und korrekt verarbeitet wurden. Die Unsicherheit, ob dies der Fall ist, wird als 
Informationsrisiko bezeichnet. Das Informationsrisiko bezieht sich ausschließlich da-
rauf, ob Informationen korrekt sind bzw. angemessen verarbeitet wurden. Es ist unab-
hängig von Informationsasymmetrien, vgl. dazu Abschnitt 2.1.2. Selbst wenn alle Teil-
nehmer auf dem Kapitalmarkt über dieselben Informationen verfügen, bedeutet dies 
nicht automatisch, dass kein Informationsrisiko vorliegt.14 Ein Investor, der daran zwei-
                                                 
8
 Vgl. Markowitz, H. M. (1952, 1991 und 2002). 
9  Vgl. Steiner, M., Bruns, C. (2002), S. 56.   
10 Vgl. Schmidt, R. H., Terberger, E. (1997), S. 240 und Mandl, G., Rabel, K. (2006), S. 16. 
11
 Vgl. Baetge, J., Niemeyer, K., Kümmel, J. (2005) und Volkmann, S. (2005), S. 55.  
12 
 Siehe auch Abschnitt 2.1.3. 
13 
 Vgl. Gierga, R. L. (2008), S. 53 ff. 
14
 Vgl. Schneider, D. (1992), S.38 ff.  und Gierga, R. L. (2008), S. 55. 
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felt, ob ihm sämtliche relevanten Informationen vorliegen bzw. ob die herangezogenen 
Informationen für seine Entscheidungsfindung korrekt sind, wird für das Informations-
risiko einen Risikozuschlag erwarten.15 Bei der Marktliquidität sind die relevanten 
Messgrößen für den Einfluss auf die Eigenkapitalkosten das Handelsvolumen, das die 
Anzahl und den Wert von gehandelten Wertpapieren angibt, und die Geld-Brief-
Spanne.16 Die Geld-Brief-Spanne entspricht der Differenz zwischen dem höchsten ge-
botenen Kaufpreis und dem niedrigeren geforderten Verkaufspreis (Briefkurs) für einen 
bestimmten börsengehandelten Beteiligungstitel zu einem bestimmten Zeitpunkt. Sie 
wird in theoretischen und empirischen Untersuchungen als Maßgröße für die Marktli-
quidität eingesetzt.17 Wenn Kapitalmarktteilnehmer beim Handel mit bestimmten Wert-
papieren Nachteile gewärtigen, die auf Informationsasymmetrien beruhen, kann dies pe-
jorativ auf die Dimensionen der Marktliquidität sowie das Handelsvolumen und die 
Geld-Brief-Spanne wirken.18   
 
 
2.1.2.  Informationsökonomische Betrachtung 
 
 
2.1.2.1.  Informationsökonomische Grundlagen 
 
Im Rahmen der Entscheidungsfindung über eine mögliche Überlassung von Risiko-
kapital wird ein potenzieller Investor alle verfügbaren Informationen über das betroffe-
ne Unternehmen prüfen und bewerten. Neben Industriedaten und makroökonomischen 
Daten wird ein Eigenkapitalgeber vor allem Informationen der Unternehmensrechnung 
heranziehen, die von kapitalmarktorientierten Unternehmen periodisch veröffentlicht 
werden. Unter Unternehmensrechnung versteht man die konzeptionelle Gestaltung von 
Informationssystemen im Unternehmen unter Berücksichtigung von deren Einsatzbe-
dingungen.19 Man unterscheidet grundsätzlich zwischen interner und externer Unter-
                                                 
15 Vgl. Fama, E. F., Laffer, A. B. (1972), S. 290. Die Auswirkung des Informationsrisikos auf die Rendi-
ten von Wertpapieren wurde auch empirisch untersucht, siehe Zhang, X. F. (2006). 
16 
 Vgl. Brunner, A. (1996), S. 15 ff und Kempf, A. (1998).  
17 
 Vgl. dazu Demsetz, H. (1968), Bott, C., Amihud, Y., Mendelson, H. (1986), Kim, O., Verrecchia, R. 
E. (1994),  Bartov, E.,  Bodnar, G. M. (1996), Easley, D., Kiefer, N. M., O’Hara, M. (1996) Schleef , 
M. (1998), S. 331 und Wolff, J. (2003), S. 14. Kritisch dazu Callahan, C. M.,  Lee, C. M. C., Yohn, T. 
L. (1997), S. 57 f. 
18 
 Für eine detaillierte Darstellung der Dimensionen der Marktliquidität (Markttiefe, Marktbreite, Enge, 
Erneuerungskraft und Unmittelbarkeit) vgl. Schmidt, H., Invseren, P. (1991), S. 210 ff, Theissen, E. 
(1998), S. 3 ff, Gerke, W., Bosch, R. (1999), S. 4., Gärtner, C. (2007), S. 8 ff und Ouafaya, S., Tadi-
nac, M. (2009), S. 21 ff. 
19 
 Ewert, R., Wagenhofer, A. (2003), S. 4 – 6.  
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nehmensrechnung. Die Differenzierung wird dahingehend vorgenommen, dass sich ex-
terne Unternehmensrechnung durch die Bereitstellung von Informationen an unterneh-
mensexterne Adressaten – wie im gegenständlichen Fall an Eigenkapitalgeber – sowie 
den Fiskus, aber auch Konkurrenten richtet.20 Zu den Adressaten der externen Unter-
nehmensrechnung sind weiters Banken und andere Kapitalgeber, Geschäftspartner (bei-
spielsweise Lieferanten und Kunden), Arbeitnehmer und die allgemeine Öffentlichkeit 
zu zählen.21 Aus informationsökonomischer Sicht ist diese Vermittlung von Informatio-
nen an alle Adressatengruppen das primäre Ziel der externen Unternehmensrechnung.22 
In sogenannten “code law”-Systemen23, also in Systemen, die auf gesetzlich verankerten 
Bilanzierungsgrundsätzen basieren, liegen die Ziele der externen Unternehmensrech-
nung insbesondere in der Vermittlung von Informationen an externe Adressaten, in der 
Zahlungsbemessungs- bzw. Ausschüttungsfunktion und in der Kapitalerhaltung. In so-
genannten “common law”-Systemen, also Systemen, in denen Bilanzierungsfragen auf 
Basis von zumeist durch private Standardsetter herausgegebene problemspezifische 
Standards gelöst werden, stehen die Interessen der Eigenkapitalgeber im Vordergrund.24 
Das deutsche HGB bzw. das UGB orientiert sich an den Informationsbedürfnissen der 
Stakeholder eines Unternehmens, die IFRS an den Informationsbedürfnissen der Share-
holder.25 
 
Als Informationsquelle ist die externe Unternehmensrechnung, die auch als externes 
Rechnungswesen oder Rechnungslegung bezeichnet werden kann, sowohl für potenziel-
le, als auch für bereits Beteiligungstitel haltende Investoren von wesentlicher Bedeu-
tung. Potenzielle Kapitalgeber erhalten Entscheidungshilfen, die sie bei der Abwägung 
von Investitionen berücksichtigen können. Besitzer von Beteiligungstiteln können auf-
grund der veröffentlichten Informationen der externen Unternehmensrechnung den Er-
                                                 
20
 Vgl. Seicht, G. (2002a), S. 6. Vgl. Wagenhofer, A., Ewert, R. (2007), S. 5. 
21  Vgl. Wagenhofer, A., Ewert, R. (2007), S. 5.   
22 
 Vgl. Ballwieser, W. (1987), S. 164, Joos, P., Lang, M.,(1994), S. 144, Baetge, J. (1997), S. 112, Bö-
cking, H. J. (2002), S. 925 und Dumontier, P., Raffournier, B. (2002), S. 119. 
23
 “code law”-Systeme, zu denen z. B. das deutsche Handelsgesetzbuch und das österreichische Unter-
nehmensgesetzbuch zu zählen sind, sind in vielen europäischen Staaten die vorherrschenden Systeme 
der nationalen externen Unternehmensrechnung. Die IFRS hingegen werden zu den „common law“-
Systemen gerechnet. Es handelt sich dabei um eine allgemeine Gliederung nach überwiegenden 
Merkmalen und nicht um eine vollständige Abgrenzung. Tatsächlich lassen sich in „code law“-
Systemen auch “common law”-Elemente finden und umgekehrt. Vgl. Ball, R., Kothari, S. P., Robin, 
A. (2000), S. 14. 
24 
 Vgl. Ballwieser, W. (1997), S. 374 ff., d’Arcy, A. (2001), S. 345, Ball, R., Robin, A., Wu, J. S. 
(2003), S. 241, Hung, M., Subramanyam, K. R. (2007), S. 630. Vgl. grundsätzlich zu den Zwecken 
der externen Unternehmensrechnung Moxter, A. (1966 und 1984), Leffson, U. (1984) und Wagenhof-
er, A., Ewert, R. (2007).  
25 
 Vgl. Prinz, A. (2010), S. 21.  
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folg eines Unternehmens beurteilen und darauf basierend Entscheidungen treffen, wie 
beispielsweise die Erhöhung der Beteiligung, das Abstoßen der Beteiligung oder im 
Rahmen der durch das Ausmaß des Beteiligungsverhältnisses gebotenen Möglichkeiten 
den Wechsel der Unternehmensführung.26 
 
Eine der Hauptfunktionen der externen Unternehmensrechnung von kapitalmarktori-
entierten Unternehmen ist die Präsentation entscheidungsnützlicher Informationen für 
die Teilnehmer des Kapitalmarktes. Shubik bezeichnet dies als “providing a Rosetta 
stone for the professionals”.27 Er fügt eine Beschreibung der Qualitätsanforderungen an 
die Rechnungslegung hinzu: “Good financial data is neither for the illiterate nor for the 
arcane. The key to its optimal usage is consistency and common knowledge for the us-
ers so that responsible users can apply their own adjustments, expertise, insights and 
knowledge to a commonly accepted and understood abstract of raw data.”28 Entschei-
dungsnützlichkeit wird sowohl in den IFRS als auch in den US-GAAP ausdrücklich ge-
fordert.29 Damit die Informationen der externen Unternehmensrechnung entscheidungs-
nützlich sind, müssen sie sowohl relevant als auch verlässlich sein. Relevante Informa-
tionen bestätigen oder korrigieren die Erwartungen von Eigenkapitalgebern und unter-
stützen sie bei der Prognose zukünftiger Cash Flows. Verlässliche Informationen erhö-
hen das Vertrauen der Eigenkapitalgeber in die externe Unternehmensrechnung.30 Die 
Kapitalmarktrelevanz von Rechnungslegungsinformationen wird in der Literatur in 
Prognoserelevanz, Entscheidungsrelevanz und Bewertungsrelevanz gegliedert.31 Unter 
der Prognoserelevanz von Rechnungslegungsinformationen ist zu verstehen, dass sich 
die Informationen zur Antizipation von Marktpreisen, Gewinnen und ähnlichen Mess-
größen eignen. Rechnungslegungsinformationen sind entscheidungsrelevant, wenn sie 
Einfluss auf die Investitionsentscheidungen der Kapitalmarktteilnehmer haben. Bewer-
tungsrelevanz liegt vor, wenn durch die Rechnungslegungsinformationen Marktpreise 
für Beteiligungstitel und Renditen erklärt werden können.32  
 
                                                 
26
 Vgl. Franke, G., Hax, H. (2009), S. 496 ff.  
27 
 Shubik, M. (2002), S. 10. 
28 
 Shubik, M. (2002), a. a. O. 
29
 Vgl. für die IFRS F. 12 und F. 14 bzw. für  die US-GAAP SFAC 1. 33. 
30 
 Vgl. Lindemann, J. (2006), S. 968 ff. 
31
 Vgl. Lo, K., Lys, T. Z. (2000), Möller, H. P., Hüfner, B. (2002), und Coenenberg, A. G., Haller, A., 
Schultze, W. (2012). In der Literatur wird statt Bewertungsrelevanz auch Wertrelevanz verwendet.  
32
 Vgl. Coenenberg, A. G., Moeller, P. (1979), S. 449 und Lindemann, J. (2006), S. 968 ff. Zu einer Dar-
stellung der Ergebnisse von empirischen Studien zur Kapitalmarktrelevanz von Informationen der ex-
ternen Unternehmensrechnung vgl. Abschnitt 2.3. 
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Da Eigenkapitalgeber daran interessiert sind, wie sich ihre Unternehmensbeteiligung 
künftig entwickelt und vor allem, ob Wertsteigerungen zu erwarten sind, sind für sie 
nicht nur vergangenheitsbezogene Daten von Bedeutung, sondern insbesondere auch in 
der externen Unternehmensrechnung enthaltene Informationen mit Prognosecharakter 
für zukünftige Cash Flows. Die Zukunftsbezogenheit der Informationen spiegelt sich in 
den Ausführungen von Moxter – aus dem Blickwickel der Unternehmensbewertung – 
wider: „Der potenzielle Unternehmenskäufer vergütet allein diejenigen Erträge, die ihm 
vom Übernahmezeitpunkt an zufließen, und der potenzielle Unternehmensverkäufer 
stellt nur auf Erträge ab, die er vom Übernahmezeitpunkt an verliert“.33 Das Postulat zur 
Abkehr von einer rein vergangenheitsorientierten Betrachtung findet sich bei Moxter 
schon früher: „Die Bilanzgewinne werden zu stark von grundsätzlich irrelevanten Ver-
gangenheitszahlungen geprägt; die den finanziellen Zielstrom bestimmenden zukünfti-
gen Zahlungen schlagen sich dagegen nur teilweise in ihnen nieder“.34 
 
Die theoretische Literatur gelangt überwiegend zur Ansicht, dass die externe Unter-
nehmensrechnung als Instrument der kapitalmarktorientierten Information und Koordi-
nation fungiert.35 Für die Beantwortung der Frage, ob die externe Unternehmensrech-
nung auch einen Einfluss auf die Eigenkapitalkosten kapitalmarktorientierter Unter-
nehmen hat, sind weitere Überlegungen informationsökonomischer Natur erforderlich.  
 
Ausgangspunkt dieser Überlegungen, die einen Zusammengang zwischen der Unter-
nehmenspublizität durch die externe Unternehmensrechnung und Eigenkapitalkosten 
auch theoretisch begründen sollen, sind die Erkenntnisse der Entscheidungs- und der In-
formationstheorie. Die Entscheidungstheorie lässt sich in eine deskriptive und eine prä-
skriptive gliedern. Die deskriptive Entscheidungstheorie versucht auf empirischem We-
ge Hypothesen über das Entscheidungsverhalten von Individuen aufzustellen, während 
die präskriptive Entscheidungstheorie Möglichkeiten zur Lösung von Entscheidungs-
problemen sucht.36 Eine Entscheidung kann dann getroffen werden, wenn eine Wahl-
möglichkeit zwischen zumindest zwei Alternativen besteht.37 Umgelegt auf den 
Kapitalmarktkontext definiert Choi eine Investitionsentscheidung als “any decision in 
                                                 
33
 Moxter, A. (1983), S. 76. Moxter, A. (1966), S. 58. 
34 
 Moxter, A. (1966), S. 58. 
35 Vgl. dazu übersichtlich Ewert, R. Wagenhofer, A. (2003), S. 55 – 57. 
36
 Vgl. Gierga, R. L. (2008), S. 16. Für detaillierte Ausführungen zur Entscheidungstheorie vgl. Luce, R. 
D., Raiffa, H. (1957), Hadley, G. (1967), Schneeweiß, H. (1967), Bitz, M. (1981), Dinkelbach, W. 
(1982), Salinger, E. (1998), Eisenführ, F., Weber, M. (2003), Laux, H. (2003), S. 13 ff, und Bamberg, 
G., Coenenberg, A. G. (2004), S. 4 ff. 
37 
 Vgl. Laux, H. (2003), S. 20. In der Praxis liegt die Zahl der verfügbaren Alternativen zumeist höher, 
vgl. Wagenhofer, A., Ewert, R. (2007), S. 70. 
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which the choices available to the decision maker involve a sacrifice of present con-
sumption with the expectation of receiving increased consumption streams in the fu-
ture”.38 Das Grundmodell der Entscheidungstheorie setzt sich aus dem Zielsystem des 
Entscheidungsträgers (der Nutzenfunktion) und dem Entscheidungsfeld zusammen. 
Letzteres besteht aus den Handlungsalternativen (dem Aktionsraum) und den Umwelt-
einflüssen (dem Zustandsraum), den Handlungskonsequenzen (der Ergebnisfunktion) 
sowie der Eintrittswahrscheinlichkeit der Umwelteinflüsse.  
 
Für Kapitalmarktteilnehmer treten Entscheidungsprobleme bei der Interpretation von 
Risikosituationen auf. Während den Investoren bei der Bildung eines optimalen Beteili-
gungsportfolios die verfügbaren Entscheidungsalternativen als Investitions- und Desin-
vestitionsmöglichkeiten grundsätzlich bekannt sind, hängen sie dennoch vom Wissens-
stand des Entscheiders ab.39 Marktteilnehmer, die über entsprechende Erfahrung und 
über bessere Kenntnis möglicher Umwelteinflüsse verfügen als andere, werden folglich 
in der Lage sein, die Einflussgrößen des Entscheidungsfelds besser zu beurteilen und 
können damit aus einem breiteren Spektrum an Handlungsalternativen wählen. Besser 
informierte Investoren können beispielsweise Entwicklungen von Marktrisikoprämien 
oder die Branchentrends besser einschätzen. Die Entscheidungstheorie liefert allgemei-
ne Methoden zur Optimierung von Entscheidungssituationen. Hier ist beispielsweise 
das Bernoulli-Prinzip zu nennen, welches den Präferenzwert einer Alternative als Sum-
me der mit ihren jeweiligen Eintrittswahrscheinlichkeiten gewichteten Risikonutzwerte 
festlegt.40  
 
Nach Wittmann ist unter Information zweckorientiertes Wissen zu verstehen.41 In-
formation dient der Vorbereitung von Entscheidungen und hängt vom Vorwissen ab. 
Der Begriff Information ist dann zutreffend, wenn das zweckorientierte Wissen für die 
Entscheidungsfindung relevant ist und zugleich neue Inhalte präsentiert.42 In der Infor-
mationstheorie gibt es die individuelle Perspektive, welche den Ein-Personenfall und 
den Mehr-Personenfall umfasst, und die gesellschaftliche Perspektive. Für unsere Über-
legungen ist ausschließlich der Mehr-Personenfall von Interesse, da sich die Informatio-
                                                 
38 Choi, F. D. S. (1973), S. 282. 
39 
 Vgl. Gierga, R. L. (2008), S. 17. Zwischen den Teilaspekten dieses Grundmodells wird ein Wirkungs-
zusammenhang unterstellt. 
40
 Für detaillierte Ausführungen zum Bernoulli-Prinzip vgl. Laux, H. (2003), S. 164 ff., Bamberg, G., 
Coenenberg, A. G. (2004), S. 81 ff., und Franke, G., Hax, H. (2009), S. 299 ff. 
41
 Vgl. Wittmann, W. (1958), S. 14.  
42 Vgl. Hirshleifer, J. (1973) und Leuz, C. (2002).  
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nen der externen Unternehmensrechnung an viele unterschiedliche Adressaten richten.43 
In der Informationstheorie wird weiters zwischen dem Informationsgehalt und dem 
ökonomischen Wert einer Information unterschieden. Der Informationsgehalt ist Aus-
druck der durch die Information verursachten Reduzierung der Unsicherheit. Der öko-
nomische Wert einer Information manifestiert sich als Differenz des erwarteten Erfolgs 
mit und ohne Berücksichtigung der Information.44 
 
Für die gegenständliche Untersuchung sind die unterschiedliche Informationsvertei-
lung zwischen den Erstellern der Konzernabschlüsse und den externen Investoren sowie 
die unterschiedliche Informationsverteilung innerhalb einzelner Gruppen von Investoren 
von Bedeutung.45 Diese Informationsasymmetrien werden mithilfe der Agententheorie 
analysiert und in der Literatur ausführlich diskutiert.46 Auf den Markt für Unterneh-
mensanteile übertragen, besteht das Problem darin, dass diese Informationsasymmetrien 
zu kostenverursachenden Verhaltensunsicherheiten führen. In der Agententheorie wer-
den vier Ausprägungen der asymmetrischen Informationsverteilung unterschieden: Hid-
den Action, Hidden Information, Hidden Characteristics und Hidden Intention. Für die 
gegenständlichen Überlegungen sind for allem Hidden Characteristics, i. e. „versteckte 
Eigenschaften“, als Ursache für adverse Selektion relevant. Bleiben einzelnen Kapital-
marktteilnehmern Informationen über auf dem Kapitalmarkt agierende Unternehmen 
verborgen bzw. verfügen sie über geringere Informationen als andere Teilnehmer, kann 
dies zu einer negativen Auslese, sogenannter adverser Selektion führen.47 Ein Investor, 
der alle verfügbaren Informationen zur Entscheidungsfindung verwerten muss, läuft Ge-
fahr, einem möglicherweise besser informierten Vertragspartner Unternehmensanteile 
zu einem zu hohen (zu niedrigen) Preis abzukaufen (zu verkaufen).48 Folglich berück-
sichtigt der Investor die Tatsache, dass andere Teilnehmer auf dem Kapitalmarkt über 
private oder bessere Informationen verfügen, dadurch, dass er nicht bereit ist, für einen 
Beteiligungstitel den vollen Preis zu bezahlen bzw. einen Beteiligungstitel zu einem zu 
                                                 
43
 Weiterführende Literatur zum Ein-Personenfall und zur gesellschaftlichen Perspektive siehe u. a. 
Laux, H. (2003) und Gierga, R. L. (2008), S. 23 ff. 
44
 Vgl. Laux, H. (2003), S. 356 f.  
45 Vgl. Daske, H. (2005), S. 459. 
46
 Vgl. zur Agententheorie Fama, E. F. (1980), Spreeman, K. (1987), Herzig, N., Watrin, C. (1995), 
Shleifer, A., Vishny, R. W. (1997a und 1997b), Meinhövel, H. (1999), Lambert, (2001), Magee, R. P. 
(2001), Demski, J. S. (2003), sowie grundsätzlich Jensen, M. C., Meckling, W. H. (1976) und Laffont, 
J. J., Martimort, D. (2002). In der Informationsökonomik beschäftigt sich insbesondere die Free-Cash-
Flow-Theorie von Jensen und Meckling mit der Beziehung zwischen externen Kapitalgebern und dem 
Management des Unternehmen, vgl. Jensen, M. C., Meckling, W. H. (1986), S. 323 ff.  
47 
 Im Extremfall führt adverse Selektion zu einem Zusammenbruch des Kapitalmarktes. Vgl. Linde-
mann, J. (2004), S. 9 ff. und Franke, G., Hax, H. (2009), S. 458 f. 
48
 Vgl. Glosten, L., Milgrom, P. (1985).  
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niedrigen Preis zu verkaufen. Die Befürchtung, einen unerwünschten Vertragspartner 
auszuwählen, führt somit zu erhöhten Transaktionskosten.49 Diese können auf Seiten 
der Eigenkapitalgeber eine erhöhte Kompensationserwartung für die Übernahme des 
Beteiligungsrisikos verursachen. Unternehmen, die auf dem Kapitalmarkt um externe 
Investoren werben, müssten damit ihre Beteiligungstitel mit einem entsprechenden Ab-
schlag anbieten.  
 
Ausgehend davon, dass die publizierten Daten der externen Rechnungslegung aus-
schlaggebend für die Information und Koordination des Kapitalmarktes sind, könnte 
man nun annehmen, dass zusätzliche und/oder genauere Rechnungslegungsvorschriften 
die auf dem Kapitalmarkt auftretenden Informationsasymmetrien und die daraus resul-
tierenden Transaktionskosten, die schließlich zu höheren Eigenkapitalkosten führen 
können, reduzieren. Diese möglichen Auswirkungen von Veränderungen in der Unter-
nehmenspublizität auf die Eigenkapitalkosten sind Gegenstand von theoretischen Unter-
suchungen, die nachfolgend überblicksmäßig dargestellt werden. Die theoretischen An-
sätze, die den Zusammenhang zwischen Umfang und Qualität der Unternehmenspubli-
zität und den Eigenkapitalkosten untersuchen, lassen sich in drei Kategorien unterteilen: 
in Ansätze, die Effekte auf das Schätzrisiko modellieren, in Ansätze, die Effekte auf die 
Liquidität auf dem Kapitalmarkt modellieren, und in Ansätze, die das Informationsrisi-
ko als eigenen Risikofaktor modellieren.50  
 
 
2.1.2.2.  Ansätze, die Effekte von Informationsasymmetrien  
auf das Schätzrisiko modellieren 
 
Den Ansätzen, die Effekte von Informationsasymmetrien auf das Schätzrisiko zu 
modellieren, liegt die Überlegung zugrunde, dass informationsbedingte Schätzprobleme 
auf dem Kapitalmarkt zu niedrigeren bzw. höheren Risikoprämien für Beteiligungstitel 
führen.51 Unter der Prämisse, dass das Schätzrisiko und der Informationsstand in einem 
negativen Verhältnis zueinander stehen, kann man eine Kausalkette zwischen Publizi-
tätsniveau, Schätzrisiko und Eigenkapitalkosten aufstellen.52 Demnach hat das Publizi-
tätsniveau eine direkte Auswirkung auf das Schätzrisiko, welches in Form der von den 
Eigenkapitalgebern erwarteten niedrigeren bzw. höheren Risikoprämien eine direkte 
Auswirkung auf die Eigenkapitalkosten der kapitalmarktorientierten Unternehmen hat. 
                                                 
49
 Vgl. dazu den “Lemons Effect”, Akerlof, G. A. (1970).  
50
 Vgl. Daske, H. (2005), S. 460.   
51 
 Vgl. Paterno, M. (2008), S. 50. 
52 
 Vgl. Paterno, M. (2008), S. 51. 
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Diese Kausalkette ist nur dann gegeben, wenn man annimmt, dass es sich beim Schätz-
risiko um ein nicht diversifizierbares Risiko handelt.53 Erste theoretische Arbeiten, die 
sich mit dem Einfluss von Informationsasymmetrien auf das Schätzrisiko beschäftigen, 
stammen von Barry, von Brown, von Bawa, Brown und Klein, von Reinganum und 
Smith sowie von Coles.54 Bahnbrechend sind zwei weitere Arbeiten von Barry und 
Brown, welche die Kausalkette Unternehmenspublizität, Schätzrisiko und Eigenkapital-
kosten nicht nur erstmals modelltheoretisch formalisieren, sondern auch empirisch be-
stätigen.55 Die Autoren gehen davon aus, dass auf dem Kapitalmarkt Informations-
asymmetrien herrschen, und dass jene Unternehmen, über die weniger Information öf-
fentlich bekannt ist, mit höheren Eigenkapitalkosten „bestraft“ werden.56 Sie pos-
tulieren: “The argument is that securities for which there is relatively little information 
available may be perceived as riskier securities than are securities for which more in-
formation is available.”57 Der wesentliche Beitrag von Barry und Brown besteht darin, 
dass sie der idealen Modellwelt des Capital Asset Pricing Models58 den Begriff  der 
“differential information” hinzufügen.59 Unter “differential information” wird der Un-
terschied in der Menge der vergangenen Renditerealisierungen, die der Risikoeinschät-
zung von Beteiligungstiteln dient, verstanden. Neben den Renditerealisierungen (i. e. 
Bildung der Rendite- und Kovarianzerwartungen auf Basis einer langen “return histo-
ry”) können nach Barry und Brown auch andere Informationsquellen als Substitut her-
angezogen werden, wie etwa “equivalent sample information”.60 Während zwar alle In-
vestoren über einen homogenen Informationsstand verfügen, existieren dennoch Infor-
mationsunterschiede über die einzelnen Beteiligungstitel. Die gehandelten Beteiligungs-
titel werden im Modell von Barry und Brown entsprechend ihrer jeweiligen Informati-
onsstände in sogenannte “high information stocks” und “low information stocks” einge-
teilt und hinsichtlich ihrer Anzahl von Renditebeobachtungen parametrisiert. Darauf ba-
sierend unterscheidet sich das Schätzrisiko der beiden Ausprägungsformen. Die Auto-
ren beweisen in ihrem theoretischen Modell, dass das Beta eines “high information 
stocks” bei Vorliegen von “differential information” niedriger ist, als jenes von “low in-
                                                 
53 
 Wäre das Schätzrisiko diversifizierbar, hätte es keine Bewertungsrelevanz und somit keinen Einfluss 
auf die Eigenkapitalkosten. Vgl. Barry, C. B., Brown, S. J. (1984) und Coles, S., Loewenstein, U., 
Suay, J. (1995).  
54 
 Vgl. Barry, C. B. (1974 und 1978), Brown, S. J. (1979), Bawa, S. V., Brown, S. J. und Klein, R. W. 
(1979), Reinganum, M. R., Smith, J. K. (1983) sowie Coles, J. (1988). 
55 
 Vgl. Barry, C. B., Brown, S. J. (1984 und 1985). 
56 
 Vgl. Eder, S. (2002), S. 96. 
57 
 Vgl. Barry, C. B., Brown, S. J. (1984), S. 284. 
58 
 Kurz CAPM. Vgl. dazu die conditiones sine quibus non der Modellwelt des CAPM in Abschnitt 2.1.4. 
59 
 Vgl. Barry, C. B., Brown, S. J. (1985), S. 408 f. 
60 
 Vgl. dazu ausführlich Eder, S. (2002), S. 97 ff. 
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formation stocks”. Folglich haben – entsprechend der Modellwelt des CAPM – “low in-
formation stocks” eine höhere erwartete Risikoprämie und damit höhere Eigenkapital-
kosten zu gewärtigen.61  
 
Der theoretische Beweis des Einflusses von Informationsasymmetrien auf das 
Schätzrisiko und des Schätzrisikos auf die Eigenkapitalkosten kapitalmarktorientierter 
Unternehmen wird neben der von Barry und Brown selbst durchgeführten empirischen 
Untersuchung auch durch weitere Arbeiten, wie beispielsweise jener von Clarkson und 
Thompson, jener von Lang und Lundholm sowie jener von Clarkson, Guedes und 
Thompson, empirisch nachvollzogen und bestätigt.62 Handa und Linn wählen in ihrer 
theoretischen Arbeit zur Modellierung der Auswirkungen von Informationsasymmetrien 
auf das Schätzrisiko und somit auf die Eigenkapitalkosten eine ähnliche Vorgehenswei-
se, legen ihr allerdings das Arbitrage Pricing Theory-Modell63 zugrunde.64 Sie kommen 
trotz einer unterschiedlichen Modellwelt zum selben Ergebnis, dass Beteiligungstitel 
mit hohem Informationsstand niedrigere Faktorbetas aufweisen, als jene mit niedri-
gem.65 Dies wird auch in der theoretischen Untersuchung von Coles, Loewenstein und 
Suay, in der ein zahlungsbasiertes Modell zur Anwendung kommt, sowohl in einer ein-
periodigen als auch in einer mehrperiodigen Betrachtung festgestellt.66 Auch weiteren 
Studien, die diese theoretischen Modelle weiterentwickeln, wie beispielsweise jener von 
Jorgensen und Kirschenheiter, jener von Verdi sowie jener von Hughes, Liu und Liu 
sind die Ergebnisse ähnlich.67 Die Kausalkette Publizitätsniveau, Schätzrisiko, Eigenka-
pitalkosten gilt daher als weitgehend theoretisch begründet. 
 
 
                                                 
61 
 Vgl. Barry, C. B., Brown, S. J. (1985), S. 285. 
62 
 Vgl. Barry, C. B., Brown, S. J. (1984), Clarkson, P. M., Thompson, R. (1990), Lang, M., Lundholm, 
R. (1996) sowie Clarkson, P. M., Guedes, J., Thompson, R. (1996). 
63 
 Vgl. zu den Grundlagen des Arbitrage Pricing Theory-Modells ausführlich Abschnitt 2.1.4. 
64 
 Vgl. Handa, P., Linn, S. C. (1993). 
65 
 Vgl. Handa, P., Linn, S. C. (1983), S. 90 ff. 
66 
 Vgl. Coles, J., Loewenstein, U., Suay, J. (1995). 
67 




2.1.2.3.  Ansätze, die Effekte von Informationsasymmetrien 
auf die Marktliquidität modellieren 
 
Liquiditätsorientierte Ansätze modellieren die Effekte von Informationsasymmetrien 
auf die Marktliquidität in der Kausalkette Publizitätsniveau, Marktliquidität, Eigenkapi-
talkosten.68 Dazu sind zwei Schritte erforderlich. Zunächst gilt es nachzuweisen, dass 
die Eigenkapitalkosten überhaupt von der Marktliquidität des betreffenden Beteili-
gungstitels abhängen. Liegt hier ein theoretisch begründeter Zusammenhang vor, muss 
in einem zweiten Schritt bewiesen werden, dass das Publizitätsniveau infolge von In-
formationsasymmetrie einen Einfluss auf die Höhe der Messgröße für die Marktliquidi-
tät hat.69 Amihud und Mendelson erbringen für den ersten Schritt in ihrem Modell den 
theoretischen Nachweis, dass es einen Zusammenhang zwischen Renditeerwartungen 
der Eigenkapitalgeber und der Marktliquidität, die durch die Geld-Brief-Spanne ausge-
drückt wird, gibt.70 In ihrer Modellwelt investieren Eigenkapitalgeber mit unterschiedli-
chem Anlagehorizont in Beteiligungstitel, die sich durch ihre Geld-Brief-Spanne unter-
scheiden. Die angestrebte maximale Bruttorendite (i. e. die Nettorendite des Beteili-
gungstitels und die periodisch auf den Anlagehorizont verteilten Liquidationskosten) 
ergibt sich bei Amihud und Mendelson als monoton steigende Funktion der Geld-Brief-
Spanne. Auf die Perspektive der kapitalmarktorientierten Unternehmen übertragen be-
deutet dies, dass die Eigenkapitalkosten der gehandelten Beteiligungstitel mit zuneh-
mender relativer Geld-Brief-Spanne steigen.71 Die Autoren stellen fest: “in equilibrium, 
the observed market (gross) return is an increasing and concave piecewise-linear func-
tion of the relative spread“ und schlussfolgern “The higher yields required on higher-
spread stocks give firms an incentive to increase the liquidity of their securities, thus re-
ducing their opportunity cost of capital”.72 Constantinides sowie in der jüngeren Litera-
tur Garleanu und Pedersen kommen in ihren Studien zu ähnlichen Ergebnissen.73 Für 
den zweiten Schritt, den nachzuweisenden Zusammenhang zwischen Informationsas-
ymmetrie und Marktliquidität, sind die theoretischen Untersuchungen von Bagehot und 
von Copeland und Garai von maßgeblicher Bedeutung.74 Bagehot stellt in seiner Studie 
auf die Situation eines Market Makers ab, der drei unterschiedlichen Kategorien von In-
vestoren gegenübersteht. Die Geld-Brief-Spanne stellt die klassische Form der Vergü-
                                                 
68 
 Vgl. Paterno, M. (2008), S. 58. 
69 
 Vgl. Eder, S. (2002), S. 101. 
70 
 Vgl. Amihud, Y., Mendelson, H. (1986). 
71 
 Vgl. für den mathematischen Beweis Amihud, Y., Mendelson, H. (1986), S. 225 ff. 
72 
 Vgl. Amihud, Y., Mendelson, H. (1985), S. 228 und S. 246. 
73 
 Vgl. Constantinides, G. (1986) und Garleanu, N., Pedersen, L. (2004). 
74 
 Vgl. Bagehot, W. (1971) und Copeland, T. E., Garai, D. (1983). 
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tung für geleistete Dienste und übernommene Risiken des Market Maker dar. Sie be-
steht aus drei Komponenten, den “order processing costs”, den “inventory holding 
costs” und den “adverse selection costs”. Letztere sind für die theoretische Studie von 
Bagehot relevant, da sie die in Kauf zu nehmenden Transaktionskosten des Market Ma-
kers widerspiegeln.75 Die erste Kategorie von Investoren verfügt über private Informati-
onen, die deren Angehörige (“informed investors”) nutzenmaximierend einsetzen. Die 
zweite Kategorie verfügt über dieselben öffentlichen Informationen wie der Market 
Maker (“liquidity motivated traders”), während die dritte Kategorie nur über vermeint-
lich relevante Informationen (“uninformed investors”) verfügt. Handelt nun der Market 
Maker mit Angehörigen der ersten Kategorie, muss er im Gegensatz zum Handel mit 
den Angehörigen der beiden anderen Kategorien damit rechnen, einen Verlust zu erzie-
len und damit notwendigerweise Transaktionskosten in Kauf nehmen. Diese durch ad-
verse Selektion bedingten Risikozu- und -abschläge begründen als Ergebnis der Studie 
von Bagehot den theoretischen Zusammenhang zwischen Informationsasymmetrie und 
Marktliquidität, gemessen durch die Geld-Brief-Spanne.76 Die theoretischen Überle-
gungen von Bagehot werden von Copeland und Garai ausformuliert und weiterentwi-
ckelt.77 Die Autoren folgen dem Market Maker Modell und stellen schließlich fest, dass 
der Market Maker die Geld-Brief-Spanne so definieren muss, dass er das positive Diffe-
rential zwischen den ertrags- und den verlustbringenden Transaktionen maximieren 
kann. Dies geschieht durch entsprechende Kursauf- bzw. abschläge.78 Damit wird der 
von Bagehot modellierte negative Zusammenhang zwischen Informationsasymmetrie 
und Geld-Brief-Spanne weiter theoretisch gefestigt. Glosten und Milgrom erweitern das 
Modell um die Annahme, dass die Geld-Brief-Spanne des Market Makers nicht nur von 
adverser Selektion beeinflusst wird, sondern auch durch vorhandene Informations-
asymmetrien zwischen den Teilnehmern auf dem Kapitalmarkt. Die Autoren erbringen 
den mathematischen Beweis, dass bei Anstieg der Qualität von Insiderinformationen, 
bei Anstieg des Anteils an Aufträgen mit informierten Investoren oder bei Anstieg der 
Elastizität von liquiditätsorientiertem Angebot und liquiditätsorientierter Nachfrage der 
Geldkurs sinkt und der Briefkurs steigt.79 In der jüngeren Literatur kommen Diamond 
und Verrecchia, Baiman und Verrecchia, und Verrecchia in ihren Studien zu ähnlichen 
Ergebnissen. Während Diamond und Verrecchia ein mehrperiodiges Market-Maker 
Modell aufstellen, erweitern Baiman und Verrecchia, sowie in Weiterentwicklung Ver-
recchia, dieses um ein mehrphasiges Agenturproblem zwischen Managern und Unter-
                                                 
75 
 Vgl. dazu Bagehot, W. (1971) sowie mit weiteren Erläuterungen Eder, S. (2002). 
76 
 Vgl. Bagehot, W. (1971), S. 13 ff. 
77 
 Vgl. Copeland, T. E., Garai, D. (1983). 
78 
 Vgl. Copeland, T. E., Garai, D. (1983), S. 1462 f. 
79 
 Vgl. Glosten, L., Milgrom, P. (1985).  
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nehmenseignern. Alle theoretischen Studien kommen zu dem Ergebnis, dass die Markt-
liquidität (und damit die Eigenkapitalkosten) durch Informationsasymmetrien beein-
flusst wird.80 Die Kausalkette Publizitätsniveau, Marktliquidität, Eigenkapitalkosten gilt 
daher als weitgehend theoretisch begründet. 
 
 
2.1.2.4.  Ansätze, die das Informationsrisiko als eigenen Risikofaktor modellieren 
 
Merton folgt in seinem sogenannten “Simple Model of Capital Market Equilibrium 
with Incomplete InformationC einem alternativen theoretischen Ansatz.81 Er stellt nicht 
auf mögliche Kausalzusammenhänge zwischen Schätzrisiko oder Liquidität und Eigen-
kapitalkosten ab, sondern präsentiert vielmehr ein einfaches Inertialsystem eines Kapi-
talmarkts, in dem Investoren über einen unterschiedlichen Informationsstand verfügen. 
Diesem Inertialsystem liegen die conditiones sine quibus non des CAPM zugrunde (vgl. 
Abschnitt 2.1.4.), die von Merton in einem mehrperiodiges Gleichgewichtsmodell um 
die Informationsbeschaffungskosten erweitert werden. Der wesentliche Unterschied 
zum CAPM liegt darin, dass nicht alle Kapitalgeber über sämtliche Beteiligungstitel auf 
dem Kapitalmarkt Bescheid wissen, während über die bekannten Beteiligungstitel 
CAPM-konform homogene Parameterunsicherheit herrscht.82 Manche der Investoren 
verfügen über vollständige, andere über unvollständige Informationen über die auf dem 
Kapitalmarkt teilnehmenden Unternehmen. Aufgrund dieser Informationsasymmetrie 
investieren unvollständig informierte Eigenkapitalgeber folglich nur in jene Unterneh-
men, die ihnen bekannt sind.83 Merton erbringt in seiner Arbeit den theoretischen Be-
weis, dass eine (relativ) kleinere Investorenbasis in eine niedrigere Einschätzung des 
Unternehmenswertes resultiert, während bei „bekannteren“ Unternehmen aufgrund ei-
ner (relativ) größeren Investorenbasis die Renditeerwartungen der Investoren geringer 
sind.84 Zur Vermeidung einer niedrigeren Einschätzung des Unternehmenswertes (die 
zu höheren Eigenkapitalkosten führt) werden kapitalmarktorientiere Unternehmen, die 
nur über eine kleine Investorenbasis verfügen also in die Publizität investieren und In-
formationen der externen Rechnungslegung veröffentlichen, um möglichst viele Eigen-
kapitalgeber anzusprechen und deren Informationsdefizit auszugleichen. Diese Investi-
tionen in die Unternehmenspublizität werden bei Merton als “Set-up-Costs” bezeich-
                                                 
80 
 Vgl. Diamond, D. W., Verrecchia, R. E. (1971), Baiman, S., Verrecchia, R. E. (1995) und Verrecchia, 
R. E. (2001).  
81  Vgl. Merton, R. C. (1987). 
82 
 Vgl. Merton, R. C. (1987). 
83  Vgl. Merton, R. C. (1987), S. 487 ff. 
84 
 Vgl. Merton, R. C. (1987), S. 500, und Gierga, R. L. (2008), S. 85. 
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net.85 Eine Ausweitung der Investorenbasis führt demnach zu geringeren Renditeerwar-
tungen der Eigenkapitalgeber, i.e. geringeren Eigenkapitalkosten.86 Der von Merton 
modellierte Effekt ist allerdings für Unternehmen, die bereits relativ bekannt sind und 
über eine entsprechend breite Investorenbasis und fundierte Analysteneinschätzungen 
verfügen, in geringerem Maße relevant.87  
 
Der Zusammenhang zwischen Informationsrisiko und Eigenkapitalkosten wird – den 
grundlegenden Gedanken von Merton folgend – von Easley und O’Hara im sogenann-
ten “Rational Expectations Equilibrium Model” weiterentwickelt.88 Die Autoren unter-
scheiden dabei zwischen den Auswirkungen von privaten und von öffentlichen Informa-
tionen. Sie postulieren, dass auf dem Kapitalmarkt eine bestimmte Anzahl an Signalen 
vorhanden ist, die Schlüsse auf den Wert eines Beteiligungstitels zulassen, diese Signale 
allerdings nicht allen Kapitalmarktteilnehmern bekannt sind. Während das Set an In-
formationen der „informierten Investoren“ sich aus privaten und öffentlichen Signalen 
zusammensetzt, besteht jenes der „nicht-informierten Investoren“ lediglich aus öffentli-
chen Signalen, worüber auf dem Kapitalmarkt Transparenz herrscht.89 „Nicht-
informierte” Investoren, also jene, die nicht über private Signale verfügen, haben folg-
lich unterschiedliche Renditeerwartungen. Sie können zwar aufgrund des Aktienkurses 
Rückschlüsse auf private Informationen ziehen, werden allerdings im Gleichgewicht ein 
von den „informierten Investoren“ unterschiedliches Portfolio halten.90 Easley und 
O’Hara weisen schließlich theoretisch nach, dass: “Higher return reflects the fact that 
private information increases the risk of uninformed investors of holding the stock, be-
cause informed investors are better able to shift their portfolio weights to incorporate 
new information. Private information thus induces a form of systematic risk, and in 
equilibrium investors require compensation for bearing that risk.”91 Das Modell von 
Easley und O’Hara wird von Lambert, Leuz und Verrecchia erweitert.92 Während bei 
Easley und O’Hara die Anzahl der Signale bzw. Informationen im Modell fix ist, unter-
stellen sie, dass diese variabel ist. Für die theoretischen Equilibrium-Modelle von Eas-
ley und O’Hara bzw. Lambert, Leuz und Verrecchia wird in der Untersuchung von 
Plumlee und Botosan auch der empirische Nachweis erbracht, dass sowohl zwischen 
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 Vgl. Merton, R. C. (1987), S. 489. 
86 
 Vgl. Merton, R. C. (1987), S. 502 f. 
87 
 Vgl. Leuz, C., Wysocki P. (2006), S. 8. 
88 
 Vgl. Easley, D., O’Hara, M. (2004). 
89 
 Vgl. Paterno, M. (2008), S. 67. 
90 
 Vgl. Easley, D., O’Hara, M. (2004), S. 1559 ff. 
91 
 Easley, D., O’Hara, M. (2004), S. 1578. 
92 
 Vgl. Lambert, R. A., Leuz, C., Verrecchia, R. (2006). 
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der höheren Präzision von Information und Eigenkapitalkosten, als auch zwischen der 
geringeren Informationsasymmetrie und Eigenkapitalkosten ein signifikanter negativer 
Zusammenhang besteht.93 
 
Anhand der Erkenntnisse der vorab beschriebenen theoretischen Untersuchungen 
kann festgestellt werden, dass Vieles darauf hindeutet, dass zwischen der externen Un-
ternehmensrechnung und den Eigenkapitalkosten kapitalmarktorientierter Unternehmen 
ein signifikanter theoretischer Zusammenhang besteht. Der Einsatz von zusätzlichen 
und genaueren Publizitätsvorschriften in der externen Unternehmensrechnung, wie bei-
spielsweise durch die Anwendung der IFRS, führt in den dargestellten theoretischen 
Modellen stets zu einem eigenkapitalkostensenkenden Effekt. Dennoch kann der Zu-
sammenhang zwischen dem Ausmaß und der Qualität der Rechnungslegungsinformati-
onen und den Eigenkapitalkosten nicht ohne weiteres als eindeutig theoretisch bewiesen 
bezeichnet werden. Insbesondere bei einem freiwilligen oder verpflichtenden Wechsel 
von Rechnungslegungssystemen, wie beispielsweise von HGB auf IFRS können sich 
zahlreiche Sondereffekte ergeben, die durch die beschriebenen theoretischen Ansätze 
nicht vollständig abgebildet werden können.94 Zudem existieren auch theoretische Mo-
delle, die einen eigenkapitalkostensenkenden Effekt von Unternehmenspublizität negie-
ren. Beispielsweise sei hier die theoretische Studie von Kim und Verrecchia genannt, 
die darauf abstellt, dass es durch die Veröffentlichung von Informationen auf einem 
Kapitalmarkt zu einem Ansteigen der Informationsasymmetrie kommt, wodurch ein 
Anstieg der Eigenkapitalkosten verursacht wird.95 Die in der Literatur oft zitierte Aus-
sage von Foster “More information always equates to less uncertainty, and it is clear 
that people pay more for certainty. In the context of financial information, the end result 
is that better disclosure results in a lower cost of capital.”96 ist daher aus Sicht des der-
zeitigen Stands der theoretischen Forschung zwar weitgehend theoretisch begründet, 
aber nicht eindeutig beweisbar.  
 
                                                 
93 
 Vgl. Plumlee, M. A., Botosan, C. A. (2007). 
94 
 Vgl. zu einer ausführlichen Übersicht möglicher Effekte beim Übergang auf neue Rechnunglegungs-
standards Daske, H. (2005), S. 460 f.  
95 
 Vgl. Kim, O., Verrecchia, R. E. (1994). Die Autoren modellieren eine Situation, in der Gewinnankün-
digungen imperfekt gestaltet und mit einem Störterm versehen publiziert werden. Vgl. dazu a. a. O., S. 
41, sowie erläuternd Paterno, M. (2008), S. 71. 
96 
 Foster, J. M. (2001), S. 1. 
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2.1.2.5.  Die Verarbeitung von Informationen auf Kapitalmärkten 
 
Potenzielle Eigenkapitalgeber sind daran interessiert, eine angemessene Rendite für 
die Überlassung von risikobereitem Kapital zu lukrieren.97 Die Investition eines Eigen-
kapitalgebers soll jedenfalls dem intrinsischen Wert der Unternehmensbeteiligung, die 
er finanziert, also dem Ertragspotenzial des Unternehmens entsprechen. Der intrinsische 
Unternehmenswert kann als – mit einem risikoadäquaten Zinssatz abgezinster – Barwert 
der erwarteten zukünftigen Cash Flows definiert werden.98 Liegt der Marktpreis (der 
Preis des Beteiligungstitels) unter (über) dem intrinsischen Unternehmenswert, so emp-
fiehlt sich der Kauf (Verkauf) der Unternehmensbeteiligung99– dies unter der Annahme, 
dass sich der Marktpreis zum intrinsischen Wert hin entwickelt.100 Für den Eigenkapi-
talgeber, der Investitions- und Portfolioentscheidungen zu treffen hat, sind Prognosen 
über die Entwicklung von Marktpreisen daher essentiell. 
 
Die Frage, wie sich Marktpreise auf Kapitalmärkten entwickeln, steht seit längerer 
Zeit im Zentrum der finanzwirtschaftlichen Forschung. Am Ende des 19. Jahrhunderts. 
veröffentlichte Dow einen der ersten Marktpreisindizes. Dow, Jones und Bergstresser 
gründeten 1882 eine Agentur für Finanznachrichten  mit dem Namen “Dow Jones & 
Company”. Dow entwickelte den ersten amerikanischen Aktienindex, heute unter dem 
Namen “Dow Jones Index” bekannt, der tägliche Aktienänderungen im Eisenbahnsektor 
und der Industrie erfasste und daraus einen langfristigen Trend abzuleiten versuchte. Zu 
Beginn des 20. Jahrhunderts beschäftigte sich eine Reihe weiterer Ökonomen mit der 
Entwicklung von Aktienindizes.101 Diese aufgrund von Vergangenheitsdaten konstruier-
ten Indizes dienten als Prognosebasis für zukünftige Entwicklungen. 
 
Bachelier bezweifelte die Aussagekraft dieser Aktienindizes und postulierte, dass es 
sich bei der Entwicklung von Marktpreisen um reinen Zufall handelt.102 Dabei nahm er 
einen Gedanken vorweg, der in der späteren Literatur als “random walk” bezeichnet 
                                                 
97
 Vgl. Myers, S. C., Majluf, N. S. (1984) und Mohanram, P. S. (1988). 
98
 Vgl. Kothari, S. P. (2001).  
99
 Vgl. Franke, G., Hax, H. (2009), S. 423 ff.  
100
 Vgl. LeRoy, S. F. (1989), S. 1586 und Damodoran, A. (2002), S. 12. Der intrinsische Wert entspricht 
für die Teilnehmer des Kapitalmarkts dem Grenzwert bei Kapitalmarkttransaktionen. 
101 
 Eine übersichtliche Darstellung der Entwicklung von Marktpreisindizes zu Beginn des 20. Jahrhun-
derts, Referenzen und weiterführende Literatur finden sich in Cowles, A. (1938), Cowles, A. (1960), 
Hautcoeur, P. C., Petit-Konczyk, M. (2005). In den Vereinigten Staaten sind hier insbesondere Mit-
chell, W. C. (1910 und 1916), Persons, W. M. (1916), Cole, A. H., Frickey, E. (1928), im Vereinigten 
Königreich Smith, K. C., Horne, G. F. (1934) und Bowley, A. L., Schwartz, G. L., Smith, K. C. 
(1931) hervorzuheben. 
102
 Vgl. Bachelier, L. (1900).  
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wird.103 Wenn alle auf dem Kapitalmarkt vorhandenen Investoren neue Informationen 
über das Ertragspotenzial sofort berücksichtigen können, sind diese neuen Informatio-
nen auch bereits unmittelbar nach Bekanntwerden im Marktpreis (Aktienkurs) erfasst. 
Kursänderungen ergeben sich lediglich aufgrund zukünftiger, noch nicht bekannter In-
formationen. Da nicht klar ist, ob sich zukünftige Informationen positiv oder negativ auf 
den Marktpreis von Beteiligungstiteln auswirken, folgen die Marktpreise entsprechend 
dem Eintreffen neuer Informationen einem reinen Zufallspfad, dem “random walk”.104 
Beim “random walk” wird darauf abgestellt, dass Marktpreise voneinander unabhängige 
Ziehungen aus identen Wahrscheinlichkeitsverteilungen sind. Der zukünftige Markt-
preis eines Beteiligungstitels (i. e. eines Wertpapiers) ermittelt sich demnach aus dem 
aktuellen Marktpreis zuzüglich einer normalverteilten Zufallsvariablen mit dem Erwar-
tungswert Null. Marktpreisverläufe könnten unter weniger restriktiven Bedingungen 
auch als Martingale bzw. Submartingale modelliert werden.105 Wenn man unterstellt, 
dass sich Aktienkurse rein zufällig ergeben, sind auch Instrumente der sogenannten 
technischen und fundamentalen Aktienanalyse obsolet, da sie keine sinnvollen Informa-
tionen liefern. Unter technischer Aktienanalyse versteht man die systematische Be-
obachtung und Auswertung von vergangenen Kurs- oder Umsatzbewegungen von auf 
dem Kapitalmarkt gehandelten Beteiligungstiteln, um Prognosen für weitere Entwick-
lungen anzustellen. Unter fundamentaler Aktienanalyse versteht man die systematische 
Sammlung und Auswertung von Informationen, die sich auf das Unternehmen selbst 
und sein gesamtwirtschaftliches Umfeld beziehen. Dabei werden quantitative Informa-
tionen, wie beispielsweise die Ertragslage und die Kostenstruktur, und qualitative In-
formationen, wie beispielsweise die Qualifikation des Managements, Know How und 
die Innovationskraft, in die Analyse einbezogen.106  
 
Einen entscheidenden Impuls erhielt diese Diskussion durch die für nachfolgende 
theoretische und empirische Untersuchungen wegweisende Zusammenfassung bisheri-
ger Argumente und der darauf basierenden Entwicklung der Markteffizienzhypothese 
                                                 
103 
 Die in französicher Sprache verfasste Arbeit von Bachelier, L. (1900) erschien im Sammelband von 
Cootner, P. H. (1964) erneut und in englischer Übersetzung. Eine seiner Schlüsselaussagen, welche 
die v. a. bei Cootner, P. H. (1964) und bei Fama E. F. (1965a) beschriebene “random walk”-
Hypothese antizipieren, lautet dort: “The influences which determine fluctuations on the Exchange are 
innumerable; past, present, and even discounted future events are reflected in market price, but often 
show no apparent relations to price changes.” 
104
 Vgl. Fama, E. F. (1965a), S. 56.  
105 
 Vgl. dazu das Fair-Game-Modell bzw. Martingale und Submartingale als Referenzmodelle für die 
Markteffizienz bei Samuelson, P. A. (1965), Mandelbrot, B, (1966), Cootner, P. H. (1964), Fama, E. 
F. (1965b), Spreemann, K. (2002) und Perridon, L., Schneider, M. (2007). 
106




durch Fama.107 Bei der Informationseffizienz von Kapitalmärkten ist von Interesse, wie 
die Teilnehmer eines Kapitalmarkts Informationen verarbeiten und wie sich diese In-
formationen auf die Marktpreise der gehandelten Beteiligungstitel niederschlagen. Auf 
einem informationseffizienten Kapitalmarkt, also auf einem Kapitalmarkt, in dem in je-
dem Zeitpunkt alle Preise von Beteiligungstiteln dem jeweils gegebenen Informations-
stand entsprechen, entspricht der Marktpreis dem intrinsischen Wert des Unterneh-
mensanteils. Fama beschrieb seine Markteffizienzhypothese folgendermaßen: “The 
primary role of the capital market is allocation of ownership of the economy’s capital 
stock. In general terms, the ideal is a market in which prices provide accurate signals for 
resource allocation: That is, a market in which firms can make production-investment 
decisions, and investors can choose among the securities that represent ownership of 
firm’s activities under the assumption that security prices at any time ‘fully reflect’ 
available information. A market in which prices always ‘fully reflect’ available infor-
mation is called ‘effective’”.108 Später präzisierte Fama dieses statement: “Market effi-
ciency requires that in setting the prices of securities at any time t-1, the market correct-
ly uses all available information”.109 Jensen definierte Markteffizienz etwas allgemeiner 
wie folgt: “A market is efficient with respect to information set θt if it is impossible to 
make economic profits by trading on the basis of information set θt.”110 
 
Fama postulierte vier Effizienzthesen:111 
 
1. Informationseffizienz im strengen Sinne ist gegeben, wenn zu jedem Zeitpunkt 
in den Marktpreisen alle überhaupt verfügbaren Informationen voll zum Aus-
druck kommen. 
2. Informationseffizienz im mittelstrengen Sinne ist gegeben, wenn zu jedem Zeit-
punkt in den Marktpreisen alle allgemein verfügbaren Informationen voll zum 
Ausdruck kommen. 
3. Informationseffizienz im schwachen Sinne ist gegeben, wenn zu jedem Zeit-
punkt in den Marktpreisen alle Informationen über das Marktgeschehen in der 
Vergangenheit voll zum Ausdruck kommen. 
4. Keine Informationseffizienz ist gegeben, wenn keine der drei vorangegangenen 
Thesen zutrifft.112 
                                                 
107 
 Vgl. Fama, E. F. (1970, 1976, 1980 und 1991). Erste Abhandlungen zur Frage der Effizienz von Kapi-
talmärkten finden sich bei Usher, A. P. (1916) und Preston, L. E., Collins, N. R. (1966). 
108
 Fama, E. F. (1970), S. 383.  
109
 Fama, E. F. (1976), S. 143.  
110 
 Jensen, M. C. (1978), S. 96. 
111
 Vgl. Fama, E. F. (1970), S. 383.  
112 Vgl. Franke, G., Hax., H. (2009), S. 436. 
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Im Inertialsystem eines informationseffizienten Kapitalmarkts kann ein Eigenkapi-
talgeber also darauf vertrauen, dass die Marktpreise den gegebenen Informationsstand 
über einen Beteiligungstitel jederzeit vollständig „einpreisen“. Bei den Thesen von Fa-
ma ist die Nichtberücksichtigung von Transaktionskosten eine wesentliche Grundlage 
für die Markteffizienz. Es gibt keine Transaktionskosten, alle verfügbaren Informatio-
nen stehen den Marktteilnehmern kostenfrei zur Verfügung. Weiters bilden alle Kapi-
talkmarktteilnehmer auf der Basis der verfügbaren Informationen homogene Erwartun-
gen in Bezug auf die derzeitigen und auf die zukünftigen Preise der auf dem Kapital-
markt gehandelten Beteiligungstitel.113 Es wird unterstellt, dass ein vollkommener Kapi-
talmarkt vorliegt, der notwendigerweise zu einem effizienten Kapitalmarkt führt. Ein 
vollkommender Kapitalmarkt erfüllt folgende Kriterien: Märkte sind friktionslos, es 
gibt weder Transaktionskosten noch Steuern, alle Vermögenswerte sind perfekt teil- und 
handelbar, und es gibt keine Regulierung und Gesetzgebung. Es existiert ein vollständi-
ger Wettbewerb, alle Marktteilnehmer sind Teilnehmer. Alle Marktteilnehmer verhalten 
sich rational und nutzenmaximierend. Sämtliche Informationen sind symmetrisch ver-
teilt, Information ist kostenlos und für alle Marktteilnehmer gleichzeitig verfügbar.114 
 
Diese Prämissen wurden von Grossmann und Stiglitz im sogenannten Informations-
paradoxon und Ineffizienzgleichgewicht in Frage gestellt.115 Die Informationsbeschaf-
fung und -auswertung sind tatsächlich mit Kosten verbunden. In einem informationsef-
fizienten Markt, in dem die Marktpreise stets alle verfügbaren Informationen reflektie-
ren, wäre kein Marktteilnehmer bereit, diese zusätzlichen Kosten zu tragen. Es bestünde 
damit auch keine Notwendigkeit zur externen Unternehmensrechnung, da es keinen zu-
sätzlichen Informationsbedarf gäbe.116 Rationale Investoren würden folglich völlig auf 
eine Informationsverarbeitung verzichten, um diese Kosten zu vermeiden. Damit fiele 
allerdings auch die Grundlage für einen informationseffizienten Kapitalmarkt weg. Ka-
pitalmärkte müssen daher nach Grossmann und Stiglitz im Gleichgewicht in einem 
Ausmaß informationseffizient sein, welches die durch die Informationsbeschaffung- 
und Auswertung entstehenden Kosten deckt. Als Lösung des Problems der Nichtbe-
rücksichtigung von Informationskosten entwickelten Grossmann, und Stiglitz eine um 
den Begriff des Informationsgleichgewichts erweiterte Definition des informationseffi-
zienten Kapitalmarkts. Entstandene Informationskosten werden durch Übergewinne von 
                                                 
113 Vgl. Fama, E.F. (1979), S. 383. 
114 
 Vgl. Perridon, L., Steiner, M. (2007), S. 20 und Copeland, T. E., Weston, J. F., Shastri, K., (2008), S. 
442. 
115
 Vgl. Grossmann, S. J., Stiglitz, J. E. (1980). 
116 
 Vgl. Paterno, (2008), S. 20. 
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besser informierten Kapitalmarktteilnehmern in einem Ausmaß finanziert, dass der Net-
toertrag für informierte und nichtinformierte Teilnehmer übereinstimmt.117  
 
Die von Fama beschriebenen Stufen der Informationseffizienz von Kapitalmärkten 
bilden die Basis für eine Vielzahl von theoretischen und empirischen Studien, die sich 
zum Ziel setzen, den jeweils zutreffenden Grad an Informationseffizienz für bestimmte 
Kapitalmärkte bzw. Kapitalmarktsegmente anhand von weak-form tests, semi-strong 
tests und strong-form tests zu ermitteln.118 Fama modifizierte diese Tests 1991 und teilte 
sie in Tests zur Prognosefähigkeit von Renditen, Ereignisstudien und Tests auf nicht-
öffentliche Informationen ein.119 Eine alternative Klassifizierung von Testverfahren 
nahm Spiwoks vor. Er unterschied sechs unterschiedliche Testverfahren: Tests auf die 
kognitive Grenzen und Informationsverarbeitungsgeschwindigkeit, Tests auf den Nie-
derschlag irrationalen Anlegerverhaltens im Marktgeschehen, Tests auf die Kursver-
laufmuster, Tests auf die Gültigkeit Informationseffizienz unterstellender Preisbil-
dungsmodelle, Tests auf die Leistungsfähigkeit ökonometrischer Prognosemodelle oder 
technischer Anlagesysteme sowie Tests auf die Anlageerfolg aktiver Portfoliomanage-
ment-Strategien. Teilweise sind dabei bereits behavioristische und rationale Alternati-
ven eingearbeitet, die dazu beitragen sollen, Verhaltensanomalien zu erklären.120 
 
Die Ergebnisse der durchgeführten Studien sind höchst unterschiedlich und entspre-
chen in weiten Teilen nicht den Erwartungen. Die erste Effizienzthese der Informations-
effizienz auf dem Kapitalmarkt im strengen Sinne kann in der Praxis nicht beobachtet 
werden.121 Man entdeckt Verhaltensanomalien, i.e. dass sich Markpreise regelmäßig von 
den modellhaft erwarteten Marktpreisen unterscheiden. Beispiele für diese Verhal-
tensanomalien sind der Size-Effekt, eine unternehmensgrößenabhängige Überrendite, 
die Momentum- und Contrariananomalie, wonach sich bereits durch die Beobachtung 
von historischen Kursverläufen von Beteiligungstiteln Überrenditen erwirtschaften las-
sen, sowie die Blasenbildung auf Kapitalmärkten.122 Diese Verhaltensanomalien können 
durch die bisher verwendeten Modelle nicht erklärt werden. Eine mögliche Begründung 
                                                 
117
 Vgl. Grossmann, S. J., Stiglitz, J. E. (1980). 
118
 Für einen Überblick über die theoretischen und die empirischen Studien siehe Sapusek, A. (1998), S. 
40-217. Studien zu Tests der Informationseffizienz auf dem deutschen Kapitalmarkt finden sich bei 
Möller, H. P. (1985). Poddig spricht von einer „fast unüberschaubaren Fülle unterschiedlicher Tests“, 
Poddig, T. (1996), S. 41 und Poddig, T. (1999), S. 87.     
119
  Vgl. Fama, E. F. (1991), S. 1576 ff.   
120 
 Vgl. Spiwoks, M. (2002). 
121
 Vgl. Kromschröder, B. (1994), S. 735 und Poddig, T. (1999), S. 96.  
122
 Einen Überblick über aufgetretene Verhaltensanomalien bieten Kahnemann, D., Tversky, A. (1979) 
und Kahnemann, D., Slovic, P., Tversky, A. (1982). 
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dafür liegt darin, dass die klassische Markteffizienzhypothese Famas darauf aufbaut, 
dass alle Kapitalmarktteilnehmer stets rational handeln, alle verfügbaren Informationen 
sachgerecht verarbeiten und zur Entscheidungsfindung Instrumente nutzen, welche die 
Realität auf dem Kapitalmarkt korrekt abbilden helfen. Unter diesen Prämissen ent-
spricht der Marktpreis dem zuvor beschriebenen intrinsischen Wert des Beteiligungsti-
tels und kann sich nur durch die Berücksichtigung neuer, noch nicht bekannter Informa-
tionen ändern. Die aufgetretenen Verhaltensanomalien lassen allerdings vermuten, dass 
sich Kapitalmarktteilnehmer nicht immer rational verhalten. Daraus entwickelt sich in 
der Finanzwissenschaft ein neuer Forschungszweig, der unter Einbeziehung von Er-
kenntnissen aus der Psychologie das teilweise eingeschränkt rationale Verhalten von 
Investoren untersucht, die Behavioral Finance. In anwendungsorientierten Entschei-
dungsmodellen werden beispielsweise Repräsentativitätsheuristiken und Konservatis-
mus berücksichtig, die zu irrationalen Unter- oder Überreaktionen von Investoren füh-
ren können. Damit konnten Verhaltensanomalien zum Teil erklärt werden.123 Ein alter-
nativer Ansatz ist jener der Rational Structural Uncertainty, wonach Anomalien nicht 
durch teilweise irrationales Anlegerverhalten, sondern durch die mangelnde Qualität der 
eingesetzten Instrumente und Modelle zur Entscheidungsfindung verursacht werden.124  
 
In der Kapitalmarkttheorie ist mittlerweile anerkannt, dass die Entwicklung von 
Marktpreisen für Beteiligungstitel sowohl auf rational gesteuerten Erwartungshaltungs-
änderungen beruhen, als auch von noise trading und liquidity trading beeinflusst ist. Bei 
“noise trading” stützen Kapitalmarktteilnehmer ihre Entscheidungen auf nichtfunda-
mentale Daten, woraus nichtrationale und zufällige Handlungen resultieren. Bei “liqui-
dity trading” beruhen die Entscheidungen von Kapitalmarktteilnehmern nicht auf In-
formationen, sondern auf liquiditätsorientierten Motiven.125 Informationen werden zwar 
nicht immer unmittelbar korrekt verarbeitet, es lassen sich jedoch ohne monopolisti-
sches Wissen unter Berücksichtigung von Transaktionskosten und von Risikofaktoren 
langfristig keine Überrenditen erzielen. Änderungen im Marktpreis von Beteiligungsti-
teln ergeben sich nach dem Bekanntwerden von neuen Informationen, wobei die Dauer 
des Verarbeitungsprozesses dieser Informationen durch Liquidität des Marktes und des 
Handelsgegenstandes bedingt ist.126 In der Literatur finden sich auch alternative Auffas-
sungen zum Prozess und der Geschwindigkeit der Informationsverarbeitung auf dem 
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 Vgl. de Bondt, W. F., Thaler, R. H. (1987), Shleifer, A. (2000), S. 3 ff, Fuller, R. J. (2000), S. 1 ff. 
und Shiller, R. J. (2006), S. 5 ff.  
124 
 Vgl. Brav, A., Heaton, J. B. (2002) und Li, D. (2006). 
125 Vgl. Wagenhofer, A., Ewert, R. (2007), S. 121. 
126  Vgl. Gierga, R. L. (2008), S. 69 f.   
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Kapitalmarkt. Beispielhaft sei hier auf die Auffassung des Kapitalmarkts als autopoieti-
sches System hingewiesen.127 
 
 
2.1.3.  Die Bedeutung der Eigenkapitalkosten für  
kapitalmarktorientierte Unternehmen 
 
Ein Unternehmen kann als Koalition von Gruppen mit unterschiedlichen Interessen 
bezeichnet werden.128 Zu dieser Koalition sind neben Kunden, Lieferanten und Arbeit-
gebern auch die Kapitalgeber zu zählen. Sie sind zur Ermöglichung von Investitionen, 
die zunächst mit Auszahlungen verbunden sind und zu einem späteren Zeitpunkt nach 
Erstellung und Absatz von Produkten oder Dienstleistungen Einzahlungen erwarten las-
sen, von besonderem Interesse.129 Um die Zurverfügungstellung von Kapital zur Ver-
wirklichung von Investitionsvorhaben für Kapitalgeber entsprechend attraktiv zu ma-
chen, sind durch ein Unternehmen gewisse Erwartungen der Kapitalgeber zu erfüllen. 
Fremdkapitalgeber erwarten sich neben der Rückzahlung des Kapitals eine Verzinsung. 
Als Gläubiger des Unternehmens erhalten sie im Rahmen von Finanzierungsverträgen 
einen vertraglich fixierten Zinsanspruch und eine terminlich festgelegte Rückzahlung 
des gegebenen Fremdkapitals. Eigenkapitalgeber hingegen erwarten sich eine Wertstei-
gerung ihrer Beteiligung und eine gewisse Mindestrendite zur Abgeltung ihres Risikos.  
 
Während Fremdkapitalgeber in der Regel ergebnisunabhängige Zahlungen zu erwar-
ten haben, sind Eigenkapitalgeber vom Unternehmensergebnis abhängig. Die Eigenka-
pitalgeber sind aufgrund ihrer ergebnisabhängigen Ansprüche die einzige Anspruchs-
gruppe im Unternehmen, deren Zahlungen vom Geschäftsverlauf abhängig und damit 
risikobehaftet sind. Sie gehen eine Anwartschaft auf nach Abzug aller vertraglich fixier-
ten Zahlungen des Unternehmens verbleibende Residualzahlungen ein. Aus dieser An-
wartschaft leiten sich üblicherweise auch Mitbestimmungs- und Einwirkungsrechte in 
das Unternehmen ab.130 Ohne diese Herrschaftsfunktion des Eigenkapitals, würden sich 
kaum Eigenkapitalgeber finden lassen, die das Risiko der unsicheren Residualzahlungen 
auf sich nehmen würden.131 Die sich daraus ergebenden Renditeforderungen der 
Fremdkapitalgeber (Fremdkapitalkosten) und die Renditeforderungen der Eigenkapital-
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 Vgl. Himmelfreundpointner, T. (2001). 
128
 Vgl. Haller, A. (1997), Kubin, K. W. (1998), Steinmann, H., Schreyögg, G. (2000) sowie Franke, G., 
Hax, H. (2009), S. 9. 
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 Vgl. Franke, G, Hax, H., S. 1 – 2. 
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 Vgl. Franke, G., Hax, H., S. 10.  
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 Franke, G., Hax, H., S. 4 f.  
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geber (Eigenkapitalkosten) bilden gemeinsam die Kapitalkosten des Unternehmens. In-
vestitionen müssen als Mindestrendite zumindest diese Kapitalkosten verdienen, um 
den Wert des Unternehmens gleich zu halten.132 Dabei ist unbeachtlich, welches Ver-
hältnis zwischen Fremd- und Eigenkapital besteht. Nach der dritten These des Irrele-
vanz-Theorems von Modigliani und Miller entsprechen die durchschnittlichen Kapital-
kosten eines Unternehmens unabhängig von der Kapitalstruktur den Eigenkapitalkosten 
des unverschuldeten Unternehmens.133  
 
Die Kapitalkosten eines verschuldeten Unternehmens (i. e. ein Unternehmen, wel-
ches auch Fremdkapital aufgenommen hat) sind im Gleichgewicht konstant und damit 
unabhängig von der Kapitalstruktur. Sie gleichen den Eigenkapitalkosten des unver-
schuldeten Unternehmens und der erwarteten Rendite des Gesamtkapitals von Unter-
nehmen der betreffenden Risikoklasse. Bei diesen Gesamtkapital handelt es sich um 
nach Marktwerten bewertetes Eigen- und Fremdkapital, die sich in der Praxis zum Teil 
erheblich von den Buchwerten in der Bilanz unterscheiden können Dieser These von 
Modigliani und Miller folgend, ergibt sich der durch das Unternehmen zu erwirtschaf-
tende Kalkulationszins für Investitionen einzig aus dem Geschäftsrisiko, das ein Unter-
nehmen eingeht. Die dritte These des Irrrelevanztheorems von Modigliani und Miller 
fußt auf einigen restriktiven Prämissen: Es wird ein vollkommener Kapitalmarkt unter-
stellt, der sich im Gleichgewicht befindet und in dem keine Arbitragewinne möglich 
sind. Eigen- und Fremdkapital werden folglich auf vollkommenen und vollständigen 
Kapitalmärkten gehandelt. Es gibt kein Liquiditätsengpass- oder Konkursrisiko. Pro Ri-
sikoklasse existieren zumindest zwei Unternehmen. Eigen- und Fremdkapital bzw. Di-
videnden und Zinserträge werden steuerlich gleich behandelt, es gibt keine finanzie-
rungsabhängigen Steuern. Modigliani und Miller haben zu einem späteren Zeitpunkt 
auch nicht-finanzierungsneutrale Steuern in ihre Überlegungen einfließen lassen. Sich 
ergebende Steuervorteile reduzieren demzufolge die Gesamtkapitalkosten.134  
 
Wenn neben dem Geschäftsrisiko auch Informationsrisiken und die Beschaffenheit 
der Marktliquidität die Höhe der Kapitalkosten beeinflussen, sind diese Faktoren jeden-
falls im Kalkulationszinsfuß zu berücksichtigen. Umso höher die zu verdienenden Kapi-
talkosten sind, desto geringer sind die für Investitionen freien Mittel.135 Der Gesamtum-
fang der möglichen vom Unternehmen durchführbaren Investitionen sinkt demnach bei 
                                                 
132
 Vgl. Süchting, (1995), S. 419.  
133
 Modigliani, F., Miller, M. H. (1958). 
134
 Vgl. dazu Modigliani, F., Miller, M. H. (1963). 
135 Vgl. Rappaport, A. (1999), S. 44: Sind die durch die Investitionen erwirtschafteten Renditen unterhalb 
(oberhalb) der Kapitalkosten, so wirken diese wertvernichtend (wertsteigernd).  
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steigenden Kapitalkosten. Werden das Investitionsvorhaben und alle anderen Faktoren 
konstant gehalten, haben steigende Eigenkapitalkosten einen negativen Einfluss auf den 
Unternehmenswert. Insbesondere für kapitalmarktorientierte Unternehmen, die um An-




2.1.4.  Modelle zur Ermittlung von Eigenkapitalkosten 
 
“Separate and distinct things not to be confused, as every thoughtful investor knows, 
are real worth and market price.”136 Da Eigenkapitalkosten auf dem Kapitalmarkt nicht 
direkt beobachtet werden können, müssen sie mithilfe von Schätzverfahren approxi-
miert werden. Nachfolgend werden ausgewählte Modelle zur Ermittlung von Eigenkapi-
talkosten vorgestellt. Zusätzlich zu den beschriebenen theoretischen Modellen zur Er-
mittlung von Eigenkapitalkosten existieren auch „Praktiker“-Modelle, wie z. B. wis-
sensbasierte Modellansätze und Hurdlerate-Ansätze bzw. “reference real cost of capi-
tal”. Sie dienen der Vereinfachung der Ermittlung von Eigenkapitalkosten in der Praxis 
und fußen zumeist nicht auf schlüssigen theoretischen Überlegungen.137 
 
 
2.1.4.1.  Die Schätzung aufgrund von historischen Durchschnittsrenditen 
 
Unterstellt man, dass historische Durchschnittsrenditen eines Beteiligungstitels einen 
impliziten Erklärungscharakter für erwartete, in der Zukunft liegende, Renditen aufwei-
sen, kann man diese als Proxy für die Eigenkapitalkosten heranziehen.138 Bei Vorliegen 
der entsprechenden Vergangenheitsdaten stellt diese Vorgehensweise eine einfache 
Möglichkeit dar, Eigenkapitalkosten zu schätzen. Die Verwendung von historischen 
Durchschnittsrenditen ist allerdings problembehaftet. Lakonishok verwendete das 
Markt-Beta als Maßgröße für den Risikofaktor. Nach Lakonishok wären Daten aus zu-
mindest 70 Jahren erforderlich, um für einen Beteiligungstitel ein statistisch signifikan-
tes Markt-Beta zu ermitteln.139 Zudem lassen sich historische Überschussrenditen ex 
post nicht notwendigerweise mit traditionellen Bewertungsmodellen bzw. der Risiko-
aversion von Kapitalmarktteilnehmern erklären. Dieses Phänomen wird auch als “Equi-
                                                 
136
 Williams, J. B. (1938), S. 1. 
137  Vgl. Ogier, T., Rugmann, J., Spicer, L. (2004), S. 82 ff und S. 165 ff.  
138  Vgl. Palea, V. (2006), S. 48. 
139 
 Vgl. Lakonishok, J. (1993). 
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ty Premium Puzzle“ bezeichnet.140 Aus diesen Gründen spielt die Schätzung von Eigen-
kapitalkosten alleine aufgrund von historischen Durchschnittrenditen in der Praxis der 
empirischen Kapitalmarktforschung nur eine untergeordnete Rolle. 
 
 
2.1.4.2.  Das Capital Asset Pricing Model 
 
Das Capital Asset Pricing Model (CAPM) wurde von Sharpe, Lintner und Mossin 
entwickelt.141 Es ist ein Erklärungsmodell für die Preisbildung von Wertpapieren unter 
Risiko auf einem Kapitalmarkt142 und beruht auf den Erkenntnissen der normativen 
Portfoliotheorie sowie des Separationstheorems von Tobin.143 Das CAPM beschreibt in 
einem theoretisch geschlossenen Rahmen die Beziehung zwischen dem Risiko und der 
vom Kapitalmarkt erwarteten Rendite eines Beteiligungstitels, wobei unter Risiko das 
systematische Risiko verstanden wird, welches nicht diversifiziert werden kann.144 Die-
ses ergibt sich als Kovarianz der Rendite des Beteiligungstitels und der Rendite des Ka-
pitalmarktportfolios im Vergleich zur erwarteten Varianz des Kapitalmarktportfolios.145 
Auf einem im Gleichgewicht befindlichen Kapitalmarkt, in dem die Preise der Beteili-
gungstitel deren Risiko widerspiegeln, ergibt sich der Erwartungswert der Rendite eines 
Beteiligungstitels als linearer Zusammenhang mit dem erwarteten Risiko. Da alle Anle-
ger das identische Kapitalmarktportfolio halten, das alle auf dem Kapitalmarkt verfüg-
baren Beteiligungstitel umfasst, manifestiert sich die Risikoaversion der Investoren über 
den Anteil von risikolosen Beteiligungstiteln im Portfolio. Aufgrund der Tatsache, dass 
alle Kapitalmarktteilnehmer das gleiche Portfolio halten, resultieren Angebot und Nach-
frage nach den Beteiligungstiteln in einer Markträumung.146 Alle effizienten Investiti-
                                                 
140 
 Vgl. dazu Mehra, R., Prescott, E. C. (1985), Mehra, R., Prescott, E. C. (2003) und allgemein Bessler, 
W., Drobetz, W., Thies, S. (2007). 
141 
 Sharpe, W. F. (1963), Sharpe, W. F. (1964), Lintner, J. (1965a), Lintner, J. (1965b), Mossin, J. (1996). 
Zu einer detaillierten Darstellung der portfoliotheoretischen Herleitung des Modells (Sharpe, Lintner) 
und der mikroökonomischen Herleitung (Mossin) vgl. Rudolph, B. (1979), S. 125, Drukarczyk, J. 
(1993), S. 234 ff, Elton, E. J., Gruber, M. J. (1995), S. 294 ff, Buckley, A., Ross, S. A., Westerfield, 
R. W., Jaffe, J. F. (2000), S. 243 ff, Hachmeister, D. (2000), S. 162 ff, Perridon, L., Steiner, M. 
(2007), und Franke, G., Hax. H. (2009), S. 354 ff. 
142
 Es handelt sich dabei genau genommen um ein Modell, das die Preisbildung von Anwartschaften auf 
unsichere Zahlungen erklärt. Vgl. Franke, G., Hax, H. (2009), S. 354. 
143 
 Vgl. zur normativen Portfoliotheorie Markowitz, H. M. (1952, 1991 und 2002), Rudolph, B. (1979), 
S. 22 – 59., Haugen, R. A. (2001), S.81 – 104, sowie Fabozzi, F. J., Gupta, F., Markowitz, H. M. 
(2002). Vgl. zum Separationstheorem Tobin, J. (1958). 
144 
 Vgl. Sharpe, W. F. (1964), S. 440. 
145 
 Vgl. Perridon, L., Steiner, M. (2007), S. 255. 
146 
 Vgl. Sharpe, W. F. (1964), S. 441. 
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onsalternativen befinden sich auf der Wertpapiermarktlinie,147 die vom durch den risi-
kolosen Zinssatz festgelegten Ordinatenabschnitt ausgeht.148 Die erwartete Rendite ei-
nes Eigenkapitalgebers setzt sich aus der Rendite für die risikolosen Beteiligungstitel 
und einem Risikozuschlag zusammen. Letzterer errechnet sich als Produkt der mit dem 
Risikomaß multiplizierten Marktrisikoprämie.  
 
Die Grundformel des CAPM (in einem einperiodigen Modell) sieht wie folgt aus: 
 
(1)  E(R) = rf + ßi (rm – rf) 
mit: 
E(R)  = erwartete Rendite 
rf = risikoloser Zinssatz 
rm = Marktrisikoprämie 
ßi   =  Beta-Faktor, Maßgröße für das systematische Risiko 
 
Im CAPM wird ausschließlich auf das systematische Risiko eines Beteiligungstitels 
abgestellt; weitere Einflussgrößen wie beispielsweise Informationssicherheit oder In-
formationsasymmetrie werden nicht berücksichtigt.149 Klein und Bawa weisen in ihrer 
Studie darauf hin, dass die Absenz von Informationsunsicherheiten und Informations-
asymmetrien auf Kapitalmärkten nicht realistisch ist.150 
 
Die Modellwelt des CAPM fußt auf folgenden conditiones sine quibus non:151 
 
1. Alle Kapitalmarktteilnehmer sind risikoavers und handeln rational. 
2. Alle Kapitalmarktteilnehmer investieren ausschließlich in effiziente Portfolios. 
3. Alle Kapitalmarktteilnehmer haben homogene Erwartungen hinsichtlich Rendite und 
Risiko und legen ihren Entscheidungen die gleiche Wahrscheinlichkeitsverteilung 
der Wertpapiererträge zugrunde. Dies wird auch als Axiom der homogenen Erwar-
tungen bezeichnet.152 
4. Alle risikobehafteten Wertpapiere werden auf dem Kapitalmarkt gehandelt und sind 
beliebig teilbar. 
                                                 
147 
 Vgl. zur Definition und graphischen Darstellung der Wertpapierlinie im Detail Copeland, T. E., Wes-
ton. J. F., Shastri, K. (2008), S. 210 ff. 
148 
 Vgl. Gierga, R. L. (2008), S. 51  
149 
 Vgl. Mossin, J. (1966), S. 779 f. Vgl. Klein, R. W., Bawa, V. S. (1975). 
150 
 Vgl. Klein, R. W., Bawa, V. S. (1975). 
151 
 Vgl. Swoboda, P. (1994), S. 85 ff, Franke, G., Hax, H. (2009), S. 354 ff. 
152 
 Vgl. Sharpe, W. F. (1964), S. 425 – 442, Lintner, J. (1965a), S. 13 – 37, Mossin, J. (1966), S. 768 – 
783. Für eine detaillierte Darstellung vgl. Nölte, U. (2008), S. 209 ff. 
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5. Das Risiko und die Renditeschwankungen lassen sich durch Diversifikation reduzie-
ren, sofern sie nicht vollständig positiv korreliert sind. 
6. Der Kapitalmarkt bietet die Möglichkeit, uneingeschränkt Mittel zu einem risikolo-
sen Zinsfuß aufzunehmen oder anzulegen. 
7. Es wird ein vollständiger Kapitalmarkt unterstellt. Es existieren keine Kapitalmarkt-
beschränkungen, Transaktionskosten oder Steuern. 
8. Die Preise der risikobehafteten Wertpapiere werden von den Kauf- bzw. den Ver-
kaufsaktivitäten der Investoren nicht beeinflusst.  
 
Der Vorzug des CAPM liegt in der theoretisch geschlossenen Erklärung des Zusam-
menhangs zwischen der Rendite risikobehafteter Wertpapiere und dem bewertungsrele-
vanten Risiko unter der Prämisse rational handelnder Anleger auf einem vollkommenen 
Kapitalmarkt.153  
 
Obwohl das CAPM in der Praxis häufig eingesetzt wird, zeigt sich, dass vor allem 
die in der Realität auftretenden Informationsasymmetrien mithilfe dieses Modells nicht 
entsprechend behandelt werden können.154 Lambert, Leuz und Verrecchia stellen fest: 
“The issues of whether and how information differences across investors affect prices 
and the cost of capital cannot be addressed in conventional models of asset pricing, such 
as the Capital Asset Pricing Model (CAPM), because these models generally assume 
investors have homogenous beliefs.”155 Ein weiterer Kritikpunkt am CAPM besteht in 
dessen Vergangenheitsorientierung, also darin, dass es zukünftig erwartete Dividenden 
auf der Basis historischer Dividenden (ex post) ermittelt. Die Eigenkapitalkosten wer-
den mithilfe bereits realisierter Kapitalmarktdaten errechnet, obwohl das CAPM kon-
zeptionell zukünftige Kapitalmarktdaten verlangt. Das CAPM wird in der theoretischen 
Forschung auf vielfältige Weise erweitert bzw. adaptiert, dennoch ist seine Gültigkeit 
durch bisherige empirische Studien nicht eindeutig nachweisbar.156  
                                                 
153 
 Vgl. Rausch, B. (2008), S. 48 f. 
154 
 Vgl. zur kritischen Beurteilung des CAPM u. a. Ballwieser, W. (1995), S. 124, Campbell, J. Y., Lo, A. 
W., McKinlay, A. C. (1997), S. 211 – 218, Fama, E. F., French, K. R., (1997), S. 154, Hachmeister, 
D. (2000), S. 187 – 189, Welch, I. (2000), S. 505 und Kothari, S.P. (2001), S. 182. 
155 
 Lambert, R. A., Leuz, C., Verrecchia, R. (2006), S. 3. 
156 
 Das einperiodige CAPM wird u. a. von Merton und Breeden um mehrperiodige Varianten erweitert. 
Vgl. Merton, R. C. (1973) und Breeden, D. T. (1979). Black legt ein CAPM ohne risikolose Wertpa-
piere vor, vgl. Black, F. (1972). Damodoran erweitert das CAPM um weitere Faktoren, wie beispiels-
weise die Country Risk Premium, vgl. Damodoran, A. (2010). Zu den  Ergebnissen von empirischen 
Untersuchungen zum CAPM vgl. v. a. Fama, E. F., French, K. R. (1992), Warfsmann, J. (1993) und 
Baetge, J., Krause, C. (1994). 
 51 
 
2.1.4.3.  Das Arbitrage Pricing Theory Model 
 
Sowohl beim Arbitrage Pricing Theory Model (APT-Modell) als auch beim nachfol-
gend dargestellten Fama-French-Dreifaktormodell handelt es sich um sogenannte Fak-
tormodelle.157 Diese identifizieren und beschreiben die Determinanten, die die Renditen 
von Beteiligungstiteln sowie die Korrelation zwischen diesen beeinflussen.158 Grund-
sätzlich kann dabei zwischen Einfaktor- und Multifaktormodellen unterschieden wer-
den.159 Wie beim CAPM erfolgt auch bei den Faktormodellen eine Teilung des Gesamt-
risikos eines Beteiligungstitels in ein systematisches und ein unsystematisches, wobei 
für die Eigenkapitalkosten eines kapitalmarktorientierten Unternehmens ausschließlich 
das systematische Risiko von Bedeutung ist – das unsystematische Risiko ist, wie früher 
dargestellt, diversifizierbar. Das APT-Modell wird von Ross als Alternative zum CAPM 
entwickelt.160 Das systematische Risiko wird hier in mehrere unterschiedliche Risiko-
faktoren unterteilt.161 Die Rendite eines risikobehafteten Beteiligungstitels ergibt sich 
dabei als lineare Kombination von Risikofaktoren, welche die Rendite des Beteiligungs-
titels beeinflussen:162  
 
(2)  Ri = E(Ri) + ßi1 * F1 + ... + ßim * Fn + εi 
mit: 
Ri = Rendite des Beteiligungstitels i 
E(Ri)  = erwartete Rendite des Beteiligungstitels i 
ßi   = Beta-Faktor des Beteiligungstitels i, Sensitivitätsmaß für die Risiko-
faktoren 
F   =  Risikofaktor 
ε   =  Störfaktor 
 
Die essentielle Prämisse des APT-Modells ist die Arbitragefreiheit. Unter Arbitrage 
ist eine Transaktion ohne Kapitaleinsatz und Risiko zu verstehen, die bei simultanem 
Kauf und Verkauf von homogenen Gütern (hier: Beteiligungstiteln auf dem Kapital-
markt) Preisunterschiede nutzt.163 Die Prämisse der Arbitragefreiheit bedeutet, dass sich 
bei derartigen Transaktionen keine positiven Renditen erzielen lassen.164 Demnach 
                                                 
157 
 Vgl. Franke, G., Hax, H. (2009), S. 397 ff. 
158 
 Vgl. Hachmeister, D. (2000), S. 169 f. 
159
 Vgl. Novak, T (1994), S. 14 f. 
160 
 Vgl. Ross, S. A. (1976). 
161 
 Vgl. Roll, R., Ross, S. A. (1995), S. 122. 
162 
 Vgl. Copeland, T. E., Weston, J. F., Shastri, K. (2008), S. 240. 
163 
 Vgl. Hachmeister, T. (2000), S. 168 f. sowie Kruschwitz, L. (2007), S. 40. 
164 
 Vgl. Perridon, L., Steiner, M. (2007), S. 265. 
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müssen homogene Güter den gleichen Preis haben, um risikolose Arbitragegewinne 
bzw. -verluste vollständig auszuschließen.165 Umgelegt auf den Kapitalmarkt, müssen 
alle Beteiligungstitel mit gleichem Risiko auch die gleichen Renditen erwarten lassen. 
Unter Berücksichtigung der Arbitragefreiheit lassen sich die Eigenkapitalkosten wie 
folgt ermitteln:166 
 
(3)  E(Ri) = ir + (E(R1) – ir) * ßi1 +  (E(R2) – ir) * ßi2  + ... + (E(Rk) – ir)* ßik 
mit: 
E(Ri)   =  erwartete Rendite des Beteiligungstitels i 
ir  =  risikoloser Zinssatz 
 
Die Modellwelt des APT-Modells fußt auf weniger restriktiven Bedingungen als jene 
des CAPM. Es herrscht Arbitragefreiheit, und es existiert ein vollkommener und infor-
mationseffizienter Kapitalmarkt. Im Unterschied zum CAPM haben die Kapitalmarkt-
teilnehmer allerdings keine homogenen Erwartungen hinsichtlich Rendite und Risiko 
der gehandelten Beteiligungstitel, das Axiom der homogenen Erwartungen trifft also 
nicht zu. Weiters können Kapitalmarktteilnehmer uneingeschränkt Leerverkäufe tätigen, 
es existiert eine ausreichend große Anzahl an Beteiligungstiteln, und die Varianz zwi-
schen diesen ist gering.167 Beispiele für die Faktoren, die im Rahmen der empirischen 
Anwendung des APT-Modells zur Anwendung kommen, sind die Inflationsrate, die 
Zinsstruktur, Risikoprämien oder Industrieindizes.168  
 
In der Wahl der Faktoren liegt allerdings auch ein wesentlicher Nachteil des APT-
Modells. Während sich durch die Anwendung von mehreren unterschiedlichen Einfluss-
faktoren theoretisch ein besseres Bild der Realität erzielen lassen müsste, liefert das 
APT-Modell von Ross keine konkreten Anhaltspunkte über die Anzahl bzw. die inhalt-
liche Definition der anzuwendenden Faktoren.169 Als Vorteil des APT-Modell gilt hin-
gegen, dass es auf eine mehrperiodige Betrachtung erweitert werden kann.170 Ähnlich 
wie für das CAPM kann man auch für das APT-Modell feststellen, dass es sich um ein 
theoretisch geschlossenes und in sich logisches Modell handelt, dessen empirische Um-
setzung problembehaftet ist.  
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 Vgl. Copeland, T. E., Weston, J. F., Shastri, K. (2008), S. 206. 
166 
 Vgl. Copeland, T. E., Weston, J. F., Shastri, K. (2008), S. 240 ff. 
167 
 Vgl. zu den einzelnen Annahmen u. a. Jarrow, R. A. (1998), S. 112, S. Fischer, T., Lockert, G., Hah-
nenstein, L. (1999a und 1999b), S. 1489, und Grinblatt, M., Titman, S. (2002), S. 199. 
168 
 Vgl. Copeland, T. E., Weston, J. F., Shastri, K. (2008), S. 277. 
169 
 Vgl. Shanken, J. (1982), Kruschwitz, L., Löffler, A. (1997). 
170 
 Vgl. Buckley, A., Ross, S. A., Westerfield, R. W., Jaffe, J. F. (2000), S. 298. 
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2.1.4.4.  Das Fama-French-Dreifaktormodell 
 
Fama und French erweiterten in ihrem Dreifaktormodell das klassische CAPM und 
erklären unterschiedliche Renditen von Beteiligungstiteln durch das Verhältnis von 
Buch- zu Marktwert, durch die Marktrendite sowie durch die Unternehmensgröße:171  
 
(4)  E(Ri) = rf + ßiM  (E(rM) – rf) + ßiSMB E(SMB) + ßiHML E(HML) 
mit: 
E(Ri)  = erwartete Rendite des Beteiligungstitels bzw. Portfolios i 
ßiM   =  Markt-Beta des Beteiligungstitels i   
ßiSMB   =  Beta-Faktor „Small minus Big“ 
E(SMB) =   Rendite „Small minus Big“ 
ßiHML   =  Beta-Faktor „High minus Low“ 
E(HML) =  Rendite „High minus Low“ 
rf = risikoloser Zinssatz 
rM = Marktrisikoprämie 
 
Die durch den entsprechenden ß-Faktor ausgedrückte Sensitivität von E(SMB) steht 
für den Renditeunterschied zwischen Unternehmen mit großer und Unternehmen mit 
kleiner Marktkapitalisierung. Dieser Renditeunterschied wird als Size-Effect bezeich-
net. Die durch den entsprechenden ß-Faktor ausgedrückte Sensitivität von E(HML) 
stellt den Renditeunterschied zwischen Unternehmen mit hohem und Unternehmen mit 
niedrigem Verhältnis von Buch- zu Marktwert dar. Dieser Effekt wird als Book-to-
Market-Effect bezeichnet.172 Steigt die Marktkapitalisierung bzw. sinkt das Verhältnis 
von Buch- zu Marktwert, so sinken die ß-Faktoren und folglich die für den Eigenkapi-
talgeber zu verdienende Risikoprämie (und vice versa).  
 
Das Dreifaktormodell von Fama und French wird in empirischen Studien als geeig-
netes Modell zur Ermittlung von Eigenkapitalkosten bestätigt.173 Jegadeesh und Titman 
merkten zum Dreifaktormodell allerdings an, dass ein Faktor, der eine weitere bekannte 
Anomalie abbilden soll, fehlt, und zwar der  sogenannte “Momentum Effekt”.174 Unter 
diesem Effekt ist zu verstehen, dass erfolgreiche Beteiligungstitel kurzfristig oft weiter-
hin erfolgreich sind, während dies bei schwachen Beteiligungstiteln nicht zutrifft.175 Der 
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 Vgl. Fama, E. F., French, K. R. (1993). 
172 
 Vgl. Vogler, O. (2009), S. 383. 
173 
 Vgl. beispielsweise Fama, E. F., French, K. R. (1997). 
174 
 Vgl. Jegadeesh, N., Titman, S. (1993). 
175 
 Vgl. Vogler, O. (2009), S. 384. 
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“Momentum Effekt” wurde schließlich im sogenannten Vierfaktormodell von Carhart, 
einer Erweiterung des Modells von Fama und French, mit einbezogen.176 
 
 
2.1.4.5.  Das Dividendendiskontierungsmodell 
 
Das Dividendendiskontierungsmodell leitet sich aus der Investitionstheorie ab. Ihm 
liegt die Überlegung zugrunde, dass der aktuelle Wert einer Anlage dem Barwert aller 
zukünftigen Zahlungsströme entspricht, die man sich aus der Anlage in eine Aktie er-
wartet.177 Der Barwert dieser zukünftigen Zahlungsströme P, dies sind im Falle einer 
Aktie die zukünftig zuwachsenden Dividenden D, die mit der Marktkapitalisierungsrate 




Bei der Ermittlung des aktuellen Werts eine Aktie ergeben sich zwei Unsicherheits-
faktoren. Sowohl die Höhe und die Entwicklung der Dividenden als auch die Höhe der 
Marktkapitalisierungsrate lassen sich nicht exakt ermitteln. Das Ausmaß und das 
Wachstum der Dividenden hängen vom Unternehmenserfolg ab. Die Marktkapitalisie-
rungsrate spiegelt das Risiko wider, mit dem die zukünftig zuwachsenden Dividenden 
für den Aktionär behaftet sind. Beide lassen sich nicht präzise voraussagen. Je weiter 
die zu berücksichtigenden Informationen in der Zukunft liegen, desto höher ist der Un-
sicherheitsfaktor bei ihrer Prognose.179 Unterstellt man die Auszahlung einer konstanten 
Dividende, also einer jährlich gleichbleibenden und nicht wachsenden Dividende, so 




Diese Annahme scheint allerdings unrealistisch, da zur Werterhaltung die Dividen-
den zumindest im Ausmaß der Inflationsrate steigen müssten. Das Dividendendiskontie-
rungsmodell von Williams181 stellt auf unterschiedlich wachsende erwartete Dividenden 
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 Vgl. Carhart, M. M. (1997). 
177 Vgl. Lergenmüller, N. (2003), S. 2 ff. 
178 
 Vgl. Bodie, Z., Kane, A., Marcus, A. (1999), S. 533 f. 
179 
 Vgl. Damodoran, A. (2002), S. 191. 
180 
 Vgl. Uhlir, H., Steiner, P. (1991), S. 106. 
181  Williams, J. B., (1938). 
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ab182 und dient als theoretische Grundlage für alle weiteren Dividendendiskontierungs-
modelle.183 Es eignet sich sowohl für die Bewertung von Aktien als auch für die Schät-
zung von Eigenkapitalkosten. Der Wert einer Aktie zum Zeitpunkt t = 0 entspricht dem 
Barwert der mit den erwarteten Eigenkapitalkosten diskontierten erwarteten Dividen-
den. Für die empirische Ermittlung impliziter Eigenkapitalkosten dient als Prämisse, 
dass der „intrinsische“ Wert einer Aktie durch den Aktienpreis approximiert wird. Zur 
Vereinfachung der Notation wird t = 0 gesetzt, und die Eigenkapitalkosten werden als 





P0  = Aktienpreis zum Zeitpunkt t = 0 
Dt = erwartete Dividende pro Aktie zum Zeitpunkt t 
k = erwartete Eigenkapitalkosten 
 
Die erwarteten Eigenkapitalkosten werden durch Auflösen der Gleichung nach k er-
mittelt, wobei für den Aktienpreis der aktuelle Aktienkurs eingesetzt wird. Für die er-
wartete Dividende können Schätzungen von Finanzanalysten herangezogen werden.184 
Da P0 bekannt ist, entsprechen die erwarteten Eigenkapitalkosten theoretisch der von 
potentiellen Anlegern erwarteten Dividendenrendite zukünftiger Perioden. Bei der 
Schätzung von erwartenden Dividenden ergibt sich in der Praxis allerdings das Prob-
lem, dass zukünftige Dividenden für die gesamte Lebensdauer der Aktie antizipiert 
werden müssen, die laut Definition unendlich ist. Somit müssen für jede neue Rech-
nungsperiode neue Prognosen getroffen werden. Die Eigenkapitalkosten lassen sich da-
her nach der Formel von Williams nur durch Iteration ermitteln.  
 
Das Grundmodell von Williams wurde von Gordon und Shapiro weiterentwickelt.185 
Zur Vereinfachung des Schätzproblems von künftigen Dividenden für langfristige Pla-
nungshorizonte werden eine konstante Eigenkapitalrendite und eine konstante Thesau-
rierungsquote angenommen, wodurch sich ein konstantes Wachstum g der zukünftigen 
Dividenden ergibt.186 Eine wesentliche Voraussetzung des Modells ist, dass die ange-
                                                 
182
 Vgl. dazu Abschnitt 2.2.   
183  Vgl. dazu ausführlich Drobetz, W. (2001), S. 97 ff. und Damodaran, (2002), S. 98 ff. 
184
 Vgl. Kothari, S .P. (2001), S. 173 – 178.    
185  Gordon, M. J., Shapiro, E. (1956), S. 104 – 110. Dieses Dividendendiskontierungsmodell wird im 
Schrifttum auch als Gordon Growth Model bezeichnet. 
186 
 Gordon, M. J., Shapiro, E. (1956), S. 105.  
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nommene zukünftige Wachstumsrate der Dividenden kleiner ist als der Diskontierungs-
satz der Eigenkapitalkosten, da sonst eine Division durch 0 vorliegen würde (Growth 
Stock Paradoxon).187 Von Bedeutung ist auch die Überlegung, wie hoch diese konstante 
Wachstumsrate im Vergleich zum Wachstum der Gesamtwirtschaft sein kann. Würde 
man eine konstant über der Wachstumsrate der Gesamtwirtschaft liegende Wachstums-
rate des Unternehmens annehmen, hätte das theoretisch die (unmögliche) Konsequenz 
zur Folge, dass das Unternehmen ab einem gewissen Zeitpunkt in der Zukunft größer 




P0  = Aktienpreis zum Zeitpunkt t = 0 
D0 = erwartete Dividende pro Aktie zum Zeitpunkt t = 0 
k = erwartete Eigenkapitalkosten 
g = erwartete langfristige Wachstumsrate der Dividenden 
 




Beim Einsatz des Modells von Gordon und Shapiro für empirische Untersuchungen 
kristallisiert sich heraus, dass es essentiell ist, die konstante Wachstumsrate g möglichst 
verlässlich zu prognostizieren.189 Eine theoretisch ewig realisierbare konstante Dividen-
denwachstumsrate ist allerdings nur schwer schätzbar. Stetig gleiches Dividenden-
wachstum über den gesamten Lebenszyklus einer Aktie scheint zudem in der Praxis ka-
pitalmarktorientierter Unternehmen unrealistisch zu sein.190 Diese Annahme geht davon 
aus, dass Dividenden bei reifen Unternehmen jährlich um den gleichen Prozentsatz stei-
gen und sich folglich mit einer stabilen Wachstumsrate g entwickeln. Dies scheint ange-
sichts der Tatsache, dass Unternehmen einem Lebenszyklus unterliegen können, der un-
terschiedlich starke Wachstumsphasen, aufweist, realitätsfern. Diese Annahme kann da-
her zu nicht plausiblen Untersuchungsergebnissen führen.191 
 
                                                 
187 
 Vgl. dazu Loistl, O. (1990), S. 223, bzw. Hurley, W. J., Johnson, L. D. (1994 und 1997). 
188 
 Vgl. dazu Damodoran, A. (2002), S. 192 f. 
189  Vgl. Gordon, M. J., Shapiro, E. (1956), S. 104. 
190
 Vgl. Damodaran, (2002), S. 197 ff. 
191
 Vgl. Claus, J., Thomas, J. (2001), S. 1634.  
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Gordon und Gordon berücksichtigten diese Einschränkungen in ihrem Finite Horizon 
Expected Return Model (FHERM) und postulierten, dass nach einer (zu definierenden) 
Detailprognosephase keine weiteren Überrenditen mehr erzielt werden können.192 Statt-
dessen wird unterstellt, dass nach dieser Detailprognosephase die Wachstumsrate der 





P0  = Aktienpreis zum Zeitpunkt t = 0 
Dt = erwartete Dividende pro Aktie zum Zeitpunkt t 
k = erwartete Eigenkapitalkosten 
En+1 = erwartete Gewinne zum Zeitpunkt n+1 
 
Gordon und Gordon räumten mögliche Caveats ein, die bei der Anwendung des 
FHERM für empirische Untersuchungen berücksichtigt werden sollten, wie u.a. dass die 
Detailprognosephasen für untersuchte Unternehmen variieren können.193 Das FHERM 
entspricht einem zweiphasigem Diskontierungsmodell, in dessen ersten Phase die Divi-
denden einzeln antizipiert werden, während in der zweiten Phase eine konstante lang-
fristige Wachstumsrate zur Anwendung kommt. Abhängig von den zugrundeliegenden 
Prämissen (z. B. Annahme eines mehrphasigen Lebenszyklus) können auch drei- und 
mehrphasige Dividendendiskontierungsmodelle zur Schätzung von Eigenkapitalkosten 
eingesetzt werden. Deren Aussagekraft bei empirischen Untersuchungen hängt aller-
dings von der Möglichkeit und Sinnhaftigkeit von Dividenden- bzw. Gewinnprognosen 
für die jeweiligen Phasen ab. Die Detailprognosephase sollte nach Gordon und Gordon 
zwischen fünf und zehn Rechnungsperioden liegen, da darüber hinausgehende Progno-
sen mit großer Unsicherheit behaften sind.194 Guay, Kothari und Shu sowie Botosan und 
Plumlee verwendeten das FHERM in ihren empirischen Untersuchungen mit einem 
Planungshorizont von vier Jahren für die Detailprognosephase.195  
 
Die traditionellen Dividendendiskontierungsmodelle von Williams, Gordon und 
Shapiro bzw. Gordon und Gordon gehen davon aus, dass die Dividenden der betrachte-
ten Unternehmen stets wachsen. Beim FHERM und anderen Mehrphasenmodellen sind 
phasenweise unterschiedliche Wachstumsraten möglich. Hurley und Johnson erweiter-
                                                 
192
 Gordon, J. R., Gordon M. J. (1997), S. 52 – 61.  
193 
 Vgl. dazu im Detail Gordon, J. R., Gordon, M. J. (1997), S. 54. 
194 
 Gordon, J. R., Gordon M. J. (1997), S. 54. 
195 
 Vgl. Guay, W., Kothari, S. P., Shu, S. (2005) und Botosan, C. A., Plumlee, M. A. (2005). 
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ten die Dividendenbarwertermittlung mit dem Stochastic Dividend Discount Model196 
um die – der Praxis kapitalmarktorientierter Unternehmen nähere – Möglichkeit, dass 
Dividenden mit geschätzten Eintrittswahrscheinlichkeiten nicht nur ansteigen, sondern 
alternativ auch gleich bleiben bzw. sogar ein negatives Wachstum aufweisen können.  
 
Beim Stochastic Dividend Discount Model werden zwei Varianten unterschieden: 
das Binomial Stochastic Model und das Trinomial Stochastic Model. Im Binomial 
Stochastic Model wird angenommen, dass Dividenden entweder mit einer konstanten 
Wachstumsrate wachsen oder zurückgehen können. Das Trinomial Stochastic Model 
hingegen sieht drei Ausprägungsformen von erwarteten Dividenden vor: ein Dividen-
denwachstum, eine gleichbleibende Dividende und ein Sinken der Dividenden. Beide 
Varianten werden weiters in ein Additive Growth Model, ein Modell welches ein addi-
tives Wachstum in Geldeinheiten unterstellt, und in ein Geometric Growth Model, ein 
Modell welches ein prozentuelles Wachstum unterstellt, untergliedert.197 
 
Das Binomial Additive Stochastic Model lässt sich wie folgt darstellen: 
 
 Dt + C mit der Wahrscheinlichkeit p 
(11) Dt+1 =                   für t = 1,2,… 
 Dt  mit der Wahrscheinlichkeit 1 - p 
mit: 
Dt = erwartete Dividende pro Aktie zum Zeitpunkt t 
Dt+1 = erwartete Dividende pro Aktie zum Zeitpunkt t + 1 
C = erwartetes Wachstum der Dividende in Geldeinheiten 
p = Wahrscheinlichkeit des Dividendenwachstums 
 




Das Binomial Geometric Stochastic Model lässt sich wie folgt darstellen: 
 
 Dt (1 + g) mit der Wahrscheinlichkeit p 
(13) Dt+1 =                   für t = 1,2,… 
   Dt  mit der Wahrscheinlichkeit 1 - p 
                                                 
196 
 Hurley, W. J., Johnson, L. D. (1997). 
197




Dt = erwartete Dividende pro Aktie zum Zeitpunkt t 
Dt+1 = erwartete Dividende pro Aktie zum Zeitpunkt t + 1 
p = Wahrscheinlichkeit des Dividendenwachstums 
g = konstante Wachstumsrate der Dividenden 
 




Durch Umformung lassen sich jeweils die erwarteten Eigenkapitalkosten ermitteln. 
Das Trinomial Stochastic Model wird von Yao auf Basis des Stochastic Dividend Dis-
count Model von Hurley und Johnson entwickelt und berücksichtigt auch den Fall, dass 
Dt gleich bleibt.198 
 
 
2.1.4.6.  Das Residualgewinnmodell 
 
Im Gegensatz zu Dividendendiskontierungsmodellen, die auf erwarteten Dividenden 
basieren, leiten Residualgewinnmodelle den intrinsischen Wert einer Aktie aus Rech-
nungswesengrößen ab, wobei ein Zusammenhang zwischen Barwerten und Gewinnen 
angenommen wird. Grundlage dafür ist die Clean-Surplus-Relation bzw. das Kongru-
enzprinzip,199 wonach sich Veränderungen im Eigenkapital eines Unternehmens nach 
Berücksichtigung von Transaktionen mit Eigentümern ausschließlich aus dem in der 
Gewinn- und Verlustrechnung erfassten Erfolg ergeben können.  
 
Das Modell stellt sich wie folgt dar: 
 
(15)    
mit: 
Bt = Buchwert des Eigenkapitals zum Zeitpunkt t 
Bt+1 = Buchwert des Eigenkapitals zum Zeitpunkt t + 1 
Gt+1 = Gewinn zum Zeitpunkt t = 1 
AUt+1 = Nettoausschüttung zum Zeitpunkt t + 1 
                                                 
198 Yao, Y. (1997).  
199 
 Vgl. zum grundsätzlichen Verständnis des Kongruenzprinzips Preinreich, G. A. (1937 und 1938), Lü-
cke, W. (1955), S. 311 – 316, Edwards, E., Bell, P. W. (1961), S. 67 – 69 sowie Schmalenbach, E. 
(1919 und 1962). 
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Der Wert einer Aktie ermittelt sich aus dem (der Aktie zuordenbaren Anteil am) 
Buchwert des Eigenkapitals zuzüglich des mittels Eigenkapitalkosten diskontierten 
Barwerts der erwarteten Residualgewinne.200 Letztere ergeben sich aus den zukünftig 
erwarteten bilanziellen Gewinnen (je Aktie) abzüglich der Renditeerwartung der An-




RGt = Residualgewinn zum Zeitpunkt t 
Bt = Buchwert des Eigenkapitals zum Zeitpunkt t 
Bt–1 = Buchwert des Eigenkapitals zum Zeitpunkt t – 1 
k = Eigenkapitalkosten 
 
Daraus folgt c. p. für den Aktienpreis: 
 
(17)  
            
           ↔ 
  
mit: 
P0 = Aktienpreis zum Zeitpunkt t = 0 
B0 = Buchwert des Eigenkapitals zum Zeitpunkt t = 0 
RGt = Residualgewinn zum Zeitpunkt t 
k = Eigenkapitalkosten 
 
Durch Umformung dieser Gleichung erhält man die Eigenkapitalkosten k. Unter der 
Prämisse der Einhaltung des Kongruenzprinzips führen Dividendendiskontierungsmo-
delle und Residualgewinnmodelle zu identen Ergebnissen.201  
 
Claus und Thomas verwendeten in ihrer empirischen Untersuchung ein  Residualge-
winnmodell, welches einen Detailplanungszeitraum von fünf Jahren umfasst, nach des-
sen Ablauf ein konstantes Residualgewinnwachstum angenommen wird.202 Die Autoren 
ermittelten mithilfe eines Zwei-Phasen-Modells die Marktrisikoprämien der Aktien-
märkte in den Vereinigten Staaten (im Zeitraum von 1985 – 1998), Kanada (1985 – 
1998), das Vereinigte Königreich (1989 – 1998), Deutschland (1988 – 1998), Frank-
                                                 
200  Vgl. Ohlson., (1995), S. 667.  
201
 Vgl. Reese, R. (2005), S. 4.  
202
 
 Vgl. Claus, J., Thomas, J. (2001).  
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reich (1987 – 1998) und Japan (1991 – 1998). Das Ergebnis der Untersuchung zeigt Ei-
genkapitalkosten von 11,0% (mit einer Marktrisikoprämie von 3,4%, die Differenz ent-
spricht dem risikolosen Zinssatz) für die Vereinigten Staaten, 10,8% (2,2%) für Kanada, 
11,5% (2,8 %) für das Vereinigte Königreich, 9,1% (2,0%) für Deutschland, 10,3% 
(2,6%) für Frankreich sowie 4,1% (0,2%) für Japan.203  
 




   
RGt = Residualgewinn zum Zeitpunkt t 
mit: 
P0 = Aktienpreis zum Zeitpunkt t = 0 
B0 = Buchwert des Eigenkapitals zum Zeitpunkt t = 0 
Bt = Buchwert des Eigenkapitals zum Zeitpunkt t 
k = Eigenkapitalkosten 
g = Wachstumsrate der Dividenden 
 
Zur Ermittlung des Aktienpreises und der erwarteten Eigenkapitalkosten, welche sich 
als interner Zinsfuß der Gleichung errechnen lassen, sind für den Detailplanungszeit-
raum möglichst genaue Prognosen über die Entwicklung von Gewinnen und Buchwer-
ten erforderlich, wobei die Gültigkeit der Clean-Surplus-Relation und eine konstante 
Ausschüttungsquote der erwarteten Gewinne zu beachten sind. In der empirischen Un-
tersuchung wird von den Autoren eine einheitliche Ausschüttungsquote für alle unter-
suchten Märkte in Höhe von 50% festgelegt. Die Fixierung einer konstanten Ausschüt-
tungsquote in dieser Höhe ist durchaus problembehaftet, zumal sie aus ex post beobach-
teten Ausschüttungen abgeleitet wird, die nicht unbedingt dem ex ante von Investoren 
erwarteten Wert entsprechen muss. Zudem werden dadurch die unterschiedlichen Cha-
rakteristika der einzelnen nationalen Märkte nicht berücksichtigt.204 Dazu werden Ein-
schätzungen von Finanzanalysten herangezogen. Solche Prognosen finden sich z.B. in 
der Datenbank I/B/E/S.205 Für die in I/B/E/S dokumentierten Unternehmen liegen aller-
dings zumeist nur Einschätzungen für die folgenden zwei bis drei Geschäftsjahre sowie 
                                                 
203
 
 Vgl. Claus, J. Thomas, J. (2001), S. 1629 – 1665. 
204
 Vgl. Volkmann, S., (2005), S. 246 ff. 
205
  I/B/E/S ist die Abkürzung für The Institutional Brokers' Estimate System, eine Datenbank von Thom-
son Reuters, die Einschätzungen von Finanzanalysten für mehr als 60.000 Unternehmen aus 67 Län-
dern umfasst. Vgl. www.thomsonreuters.com. 
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eine langfristige Wachstumsprognose vor. Für darüber hinaus gehende Detailplanungs-
zeiträume können die vorliegenden Daten mit der langfristigen Wachstumsprognose 
fortgeschrieben werden. Fehlt auch diese, liegen aber zumindest drei Detailprognosen 
vor, so können die fehlenden Prognosen mithilfe der durchschnittlichen absoluten Ge-
winnveränderung ermittelt werden. Für die Periode 4 eines fünfjährigen Detailpla-
nungszeitraums lautet die Rechenformel G4 = G3 + (G3 – G1)/2. Das fünfte Jahr ergibt 
sich dementsprechend als G5 = G4 + (G4 – G1)/3.206 Die langfristige Wachstumsrate soll 
der Inflationsrate entsprechen,207 wobei diese mit dem zum Bewertungsstichtag gelten-
den risikofreien Zinssatz abzüglich 3% approximiert wird.208  
 
Gebhart, Lee und Swaminathan entwickelten ein dreistufiges Residualgewinnmodell, 
welches zusätzlich zu einem Detailplanungszeitraum eine Übergangsphase sowie eine 
Phase zur Berechnung des Endwerts vorsieht. In ihrer empirischen Studie untersuchen 
die Autoren industriespezifische erwartete Risikoprämien  für den Zeitraum 1979 – 
1995. Die so geschätzte (Markt-)Risikoprämie über sämtliche (1.102) Unternehmen be-
trägt 2,7%. Für die erste Phase ihrer Untersuchung greifen die Autoren auf Daten aus 
I/B/E/S bzw. COMPUSTAT209 zurück. Die Branchenrendite in der zweiten Phase wird 
mithilfe der Sektorklassifikation von Fama und French als gleitender Median der vorhe-
rigen Perioden ermittelt.210 
 






P0 = Aktienpreis zum Zeitpunkt t = 0 
B0 = Buchwert des Eigenkapitals zum Zeitpunkt t = 0 
Bt = Buchwert des Eigenkapitals zum Zeitpunkt t 
ROEt = Eigenkapitalrendite zum Zeitpunkt t 
k = Eigenkapitalkosten 
 
                                                 
206
 Vgl. dazu ausführlich Daske, H., Gebhart, G., Klein, S. (2005), S. 9.  
207 
 Vgl. Claus, J., Thomas, J. (2001), S. 1640., Daske, H. (2005), S. 189, Gode, D. Mohanram, P. S. 
(2003), S. 403 sowie Reese, R. (2005), S. 5. 
208
 Vgl. Claus, J., Thomas, J. (2001), S. 1642 – 1644. 
209
  COMPUSTAT ist eine Datenbank von Standard & Poor’s, welche Einschätzungen von Finanz-
analysten für mehr als 99.000 Beteiligungstitel umfasst. Vgl. www.standardandpoors.com. 
210  Vgl. Gebhart, W., Lee, C., Swaminathan, B. (2001) und Fama, E. F., French, K. R. (1997).  
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Der Detailplanungszeitraum umfasst drei Geschäftsjahre. Um allenfalls bekannte De-
tailprognosen für die Perioden 3 bis 5 mit zu berücksichtigen, wird der Detailplanungs-
zeitraum dieses Modells in einigen empirischen Untersuchungen auf fünf Perioden aus-
gedehnt.211 Ab der dritten Periode bis zur zwölften (Übergangsphase) wird angenom-
men, dass die unternehmensspezifische Eigenkapitalrendite sukzessive der durchschnitt-
lichen Branchenrendite entspricht. Diese Annahme fußt auf der volkswirtschaftlichen 
Überlegung, dass Überrenditen nicht langfristig erzielt werden können. Dies ist aller-
dings im Schrifttum umstritten.212 Für die darauf folgende Periode (Endwertphase) wird 
unterstellt, dass diese durchschnittliche Branchen-Eigenkapitalrendite konstant erzielt 
werden kann, es werden daher konstante Residualgewinne erwartet. Zusätzliche Investi-
tionen gelten als wertneutral. Die branchenübliche Eigenkapitalrendite wird als Median 
der Eigenkapitalrenditen aller branchenzugehörigen Unternehmen der vergangenen fünf 
Jahre vor dem Bewertungszeitpunkt ermittelt.213 
 
 
2.1.4.7.  Das Gewinnkapitalisierungsmodell 
 
Gewinnkapitalisierungsmodelle sind ähnlich den Residualgewinnmodellen aufge-
baut, im Unterschied zu diesen werden allerdings keine Eigenkapital-Buchwerte ge-
schätzt, sondern der für die Folgeperiode erwartete Gewinn. Dadurch ist die Prämisse 
der Einhaltung der Clean-Surplus-Relation nicht erforderlich.  
 
Ohlson und Juettner-Nauroth entwickelten das Abnormal Earnings Growth (kurz: 
AEG)-Modell, in welchem sich der Aktienpreis in zwei Komponenten gliedert: den ka-
pitalisierten erwarteten Gewinn der Folgeperiode und ein abnormales Gewinnwachs-
tum, i. e. einen Übergewinn.214 Der Aktienpreis ermittelt sich wie folgt:215  
 
                                                 
211 
 Vgl. Nölte, U. (2008), S. 194 sowie Reese, R. (2005), S. 5. 
212  Vgl. dazu u.a. Nissim, D., Penman, S. H. (2001), S. 109 ff,  Nölte, U. (2008), S. 196 und Reese, R. 
(2005), S. 6.  
213 
 Gebhart, W., Lee, C., Swaminathan, B. (2001), S. 141 f. Vgl. dazu Daske, H., Wiesenbach, K. (2005), 
S. 412. 
214
 Vgl. Ohlson, J. A., Jüttner-Nauroth, B. (2005). Zum empirischen Einsatz des AEG-Modells vgl. Gode, 
D., Mohanram, P. S. (2003), S. 402 ff, Chen, F., Jorgensen, B. N., Yoo, Y. K. (2004), S. 372 ff, Boto-
san, C. A., Plumlee, M. A. (2005) S. 30 ff, und Daske, H., Wiesenbach, K. (2005), S. 409 ff. Der 
Übergewinn ist der Gewinnzuwachs, der nach Abzug der Wiederveranlagung der einbehaltenen Ge-
winne realisiert werden kann. Vgl. Reese, R. (2005), S. 7.  
215 
 Für eine detaillierte Erläuterung und Ableitung des AEG-Modells vgl. Crasselt, N., Nölte, U. (2007). 
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P0 = Aktienpreis zum Zeitpunkt t = 0 
G1 = Gewinn zum Zeitpunkt t = 1 
k = Eigenkapitalkosten 
und dem abnormalen Gewinnwachstum AEGt+1:  
 
(21)    
mit: 
Dt = Dividende zum Zeitpunkt t 
Gt = Gewinn zum Zeitpunkt t 
Gt+1 = Gewinn zum Zeitpunkt t + 1 
 
Gode und Mohanram verwendeten in ihrer empirischen Studie das AEG-Modell, 
nahmen aber eine konstante Thesaurierungsquote, eine unternehmensspezifische kurz-
fristige Gewinnwachstumsrate und eine für alle untersuchten Unternehmen einheitliche 
langfristige Gewinnwachstumsrate an.216 Letztere ergibt sich als Differenz zwischen 
dem risikolosen Zinssatz und 3%.217 
 




P0 = Aktienpreis zum Zeitpunkt t = 0 
G1 = Gewinn in Periode 1 
G2 = Gewinn in Periode 2 
k = Eigenkapitalkosten 
 
Durch weitere Umformungen ergeben sich die Eigenkapitalkosten. Sie entsprechen 
einer Funktion aus dem Aktienkurs A zum Bewertungsstichtag, den Gewinnen je Aktie 
für die beiden folgenden Perioden (G1, G2) sowie der kurzfristigen und langfristigen 
Gewinnwachstumsrate (gkf, glf):218 
                                                 
216 Gode, D., Mohanram, P. S. (2003). 
217  Gode, D., Mohanram, P. S. (2003), S. 408. 













Das Modell von Easton fußt auf den Überlegungen von Ohlson und Juettner-Nauroth 
und Gode und Monhanram, unterscheidet sich aber durch den Ansatz von konstanten 
Residualgewinnen (glf = 0) und die Herleitung der impliziten Eigenkapitalkosten in Ab-
hängigkeit von der Price-Earnings-Growth-Ratio (PEG).219 Setzt man D1 = 0, so kann 





P0 = Aktienpreis zum Zeitpunkt t=0 
G1 = Gewinn in Periode 1 
G2 = Gewinn in Periode 2 
k = Eigenkapitalkosten 
PEG = Price-Earnings-Growth-Ratio 
 
Eine wesentliche Einschränkung dieses Modells besteht allerdings darin, dass G2 > 
G1 sein muss. Dies ist nicht bei allen beobachtbaren Unternehmen notwendigerweise der 
Fall, wodurch sich die Basis für empirische Untersuchungen entsprechend reduziert.221 
 
                                                 
219 Vgl. Easton, P. D. (2004). Es handelt sich um ein Ein-Phasen-Modell konstant wachsender Residual-
gewinne.  
220  Vgl. Reese, R. (2005), S. 8. 
221 
 Vgl. Nölte, U. (2008), S. 200. 
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2.2.  Stand der empirischen Forschung 
 
 
2.2.1. Ergebnisse bisheriger empirischer Untersuchungen 
 
 
2.2.1.1.  Experimentelle Untersuchungen 
 
Der Zusammenhang zwischen Rechnungslegung und Anlegerverhalten kann mithilfe 
von Experimenten untersucht werden, wie etwa durch Dyckman und Jensen.222 Experi-
mente werden in der Rechnungswesenforschung zumeist in Form von Labortests und 
Feldstudien durchgeführt.223 Jensen kreierte eine experimentelle Feldstudie, in der pro-
fessionelle Analysten fiktive Beteiligungstitel bewerten.224 Dabei wurde die Reaktion 
der Analysten auf Änderungen in der Rechnungslegung und auf Publizitätsalternativen 
beobachtet.225 Die Ergebnisse der Experimente zeigen, dass Analysten in ihren Ein-
schätzungen durch Änderungen in der Rechnungslegung signifikant beeinflusst werden, 
die Reaktionen aber im Einzelnen höchst unterschiedlich ausfallen. Der Vorteil der ex-
perimentellen Untersuchung besteht darin, Hypothesen über die Kausalität226 zwischen 
Rechnungslegung und Anlegerverhalten direkt testen zu können. Aus den Ergebnissen 
der Experimente von Dyckman und Jensen können allerdings keine eindeutigen Rück-
schlüsse gezogen werden. Die festgestellten Effekte lassen sich aufgrund der einschrän-
kenden Bedingungen der Experimente nicht verallgemeinern und auf reale Kapitalmärk-
te übertragen. Im experimentellen Umfeld fehlen vor allem der Wettbewerbscharakter 
des Kapitalmarkts und die Möglichkeit des Zugriffs auf zusätzlichen Informationsquel-
len, wie Preise, Insiderwissen oder Investor Relations-Veröffentlichungen. Diese zu-




                                                 
222  Vgl. Dyckman, T. R. (1964) und Jensen, R. (1966). 
223 
 Vgl. zur Beschreibung der beiden Methoden und den Kriterien zur Auswahl detailliert Erlei, M. 
(2003), S. 343 ff. 
224 
 Vgl. Palea, V. (2006), S. 27. 
225
  Vgl.  Libby, R., Bloomfield, R., Nelson, M. W. (2002), S. 783. 
226 
 Vgl. zur Definition des Kausalitätsbegriffs in experimentellen Studien Rapoport, A. (1953).  
227 
 Vgl. zur Kritik an diesen experimentellen Ansätzen Sunder, S. (1973), Beresford, D. A. (1994), Mai-
nes, L. A. (2004), Maines, L. A. (2005) sowie allgemein Libby, R., Bloomsfield, R., Nelson, N. W. 
(2002). Zu jüngeren Untersuchungen zur Reaktion von Investoren auf einer experimentellen Wertpa-




2.2.1.2.  Die Untersuchung von Botosan228 
 
 
Auswirkung freiwilliger Publizität auf die Eigenkapitalkosten
1983-1990




Kein signifikanter Zusammenhang zwischen freiwilliger 
Publizität und Eigenkapitalkosten für das Gesamtsample. 
Signifikanter Zusammenhang bei jenen Unternehmen, die nicht 










Tabelle 1: Überblick Untersuchung von Botosan und Plumlee 
 
Eine der ersten Studien, welche die direkten Auswirkungen von freiwilliger Publizi-
tät auf die Eigenkapitalkosten empirisch untersuchten, wurde 1997 von Botosan durch-
geführt.229 Sie ermittelte die impliziten Eigenkapitalkosten mithilfe eines Modells, das 
von Edwards und Bell, von Ohlson sowie von Feltham und Ohlson entwickelt wurde. 
Dieses Modell wird in der Literatur auch als “Edward-Bell-Ohlson”-Modell bezeichnet. 
Es handelt sich dabei um ein rechnungswesenbasiertes Übergewinnverfahren, das auf 
die Buchwerte des Unternehmens und diskontierte zukünftige Residualgewinne ab-
stellt.230 Das Niveau der Publizität wurde anhand eines von der Autorin selbst erstellten 
Index (namens DSCORE) gemessen, der sich aus fünf Kategorien zusammensetzt: Hin-
tergrundinformation, Zusammenfassung historischer Ergebnisse, relevante nicht-
finanzielle Angaben, Prognoseinformationen und Management Discussion and Analy-
sis. Botosan untersuchte die Geschäftsberichte des Jahres 1990 von 122 US-
amerikanischen Unternehmen der Maschinenbaubranche auf das Vorhandensein von 
freiwilligen Informationen dieser fünf Kategorien. Es wurden dafür Punkte vergeben 
bzw. Zusatzpunkte für besonders detaillierte freiwillige Informationen. Der DSCORE 
errechnete sich als Summe dieser Einzelbewertungen. Zur Erklärung des Zusammen-
hangs zwischen dem Niveau der Unternehmenspublizität und den Eigenkapitalkosten 
                                                 
228  Zunächst werden Untersuchungen vorgestellt, welche die Auswirkung freiwilliger Publizität auf die 
Eigenkapitalkosten zum Gegenstand hatten. Danach werden Untersuchungen vorgestellt, welche die 
Auswirkung des Wechsels von Rechnungslegungsstandards bzw. den Einfluss der Anwendung von 
Rechnungslegungsstandards auf die Eigenkapitalkosten zum Gegenstand hatten.  
229
 Vgl. Botosan, C. A. (1997). Die Studie von Botosan gilt als wegweisend für folgende empirische Stu-
dien, vgl. Paterno, M. (2008), S. 75. 
230 
 Vgl. Edwards, E., Bell, P. (1961), Ohlson, J. (1995) und Feltham, G., Ohlson, J. (1995) und Botosan, 
C. A. (1997), S. 338 f. Kritik an der Eignung dieses Modells zur Erklärung von Marktpreisen von Be-
teiligungstiteln äußern Callen, J. L., Segal, D. (2005).  
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wurde eine Regressionsanalyse mit den abhängigen Variablen Markt-Beta und Unter-
nehmensgröße sowie dem ermittelten Publizitätsindex DSCORE durchgeführt. Als Er-
gebnis lässt sich im Allgemeinen kein signifikanter negativer Zusammenhang zwischen 
dem DSCORE und den Eigenkapitalkosten der Unternehmen feststellen. Bei genauer 
Betrachtung der Ergebnisse stellt sich allerdings heraus, dass ein signifikanter negativer 
Zusammenhang bei jenen Unternehmen besteht, die nicht im Zentrum der Aufmerk-
samkeit von Analysten stehen, da dort freiwillige Prognoseinformationen und relevante 
nicht-finanzielle Angaben von großer Bedeutung sind. Die für die Ermittlung der Ei-
genkapitalkosten erforderlichen Prognoseinformationen basieren bei Botosan auf den 
Schätzungen von Analysten.231 
 
Botosan und Frost wiederholten 1998 diese empirische Studie für nicht US-
amerikanische Unternehmen, die an US-amerikanischen Börsen notieren, und gelangten 
zum Ergebnis, dass auch hier kein signifikanter negativer Zusammenhang zwischen 
dem Publizitätsniveau und den Eigenkapitalkosten der untersuchten Unternehmen fest-
gestellt werden kann.232 Vielmehr stellte sich ein signifikanter Zusammenhang zur 
Marktliquidität und zur Frequenz der Veröffentlichung von Informationen heraus.  
 
 





3.618 Beobachtungen bei 668 US-amerikanischen Unternehmen 
in 37 Branchen
Untersuchungsgegenstand
Kein signifikanter Zusammenhang zwischen freiwilliger 
Publizität und Eigenkapitalkosten für das Gesamtsample. 
Unterschiedliche Ergebnisse für einzelne Kategorien der 
Auswertungen des AIMR: für Kategorie 1 signifikant negativ, 





Auswirkung freiwilliger Publizität auf die Eigenkapitalkosten
Residualgewinnmodell
Statistische Methode Regressionsanalyse
Botosan und Plumlee 2002
 
 
Tabelle 2: Überblick Untersuchung von Botosan und Plumlee 
 
Botosan und Plumlee modifizierten 2002 die von Botosan im Jahr 1997 gewählte 
Vorgehensweise und verwendeten anstelle eines selbst erstellten Index die Auswertun-
                                                 
231 
 Vgl. Botosan, C. A. (1997), S. 338 ff. 
232
 Vgl. Botosan, C. A., Frost, C. (1998).  
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gen der Association for Investment Management and Research (AIMR) für die Jahre 
1985 bis 1996.233 Die Auswertungen des AIMR erfolgten durch das Corporate Informa-
tion Committee (CIC). Sie bewerteten die veröffentlichten Informationen von kapital-
marktorientierten Unternehmen in den Vereinigten Staaten anhand von drei Kategorien: 
1. Jahresabschluss und weitere Pflichtveröffentlichungen, 2. Quartalsberichterstattung 
und weitere freiwillige Angaben und 3. Übrige Aspekte von Investor-Relations-
Aktivitäten (wie beispielsweise Analystenpräsentationen und Interviews). Kritisch zur 
Anwendung der Auswertungen des AIMR äusserten sich Lang und Lundholm bzw. 
Healy und Palepu, die neben anderen Einschränkungen vor allem eine starke Vergan-
genheitsorientierung der Auswertungen des AIMR einräumten.234 Damit verfügten sie 
über eine wesentlich größere Datenbasis, die 3.618 Einzelbeobachtungen für 668 Unter-
nehmen aus 37 unterschiedlichen Branchen umfasst.235 Die Eigenkapitalkosten wurden 
von Botosan und Plumlee mithilfe des Residualgewinnmodells ermittelt. Die Regressi-
onsanalyse wurde wie 1997 durchgeführt, als abhängige Variable wurde anstelle des 
selbsterstellten DSCORE jeweils eine der drei Kategorien der Auswertungen des AIMR 
einzeln herangezogen. Die Ergebnisse dieser Studie sind divers. Wie bereits 1997 und 
1998 lässt sich im Allgemeinen kein signifikanter negativer Zusammenhang zwischen 
dem Publizitätsniveau und den Eigenkapitalkosten feststellen. Auch hier führt allerdings 
eine nähere Betrachtung der Ergebnisse zu unterschiedlichen Schlussfolgerungen. Für 
die Kategorie 1, Jahresabschluss und weitere Pflichtveröffentlichungen, ist ein signifi-
kanter negativer Effekt auf die Eigenkapitalkosten erkennbar. Für die Kategorie 2, die 
Quartalsberichterstattung und weitere freiwillige Angaben beinhaltet, kommt es entge-
gen den Erwartungen der Autoren sogar zu einem positiven (also erhöhenden) Effekt 
auf die Eigenkapitalkosten. Dies entspricht auch der Annahme von Managern, dass eine 
höhere Informationsfrequenz (z. B. in Form von Quartalsabschlüssen) – möglicherweise  
durch die dadurch erzeugte höhere Volatilität der Marktpreise der Beteiligungstitel – ei-
genkapitalkostenerhöhend wirkt.236 Für die Kategorie 3, Übrige Aspekte der Investor-




                                                 
233 
 Vgl. Botosan, C. A., Plumlee, M. A. (2002).  
234 
 Vgl. Lang, M., Lundholm, R. (1993) und Healy, P., Palepu, K. (2001). 
235
 Vgl. Botosan, C. A., Plumlee, M. A. (2002), S. 24 f.  
236
 Vgl. Palea, V. (2005), S. 40. 
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2.2.1.4.  Die Untersuchung von Hail 
 
 
Modell für Eigenkapitalkosten Residualgewinnmodell
Statistische Methode
Untersuchungsergebnisse Signifikanter negativer Zusammenhang zwischen dem 
Publizitätsniveau und den Eigenkapitalkosten
Hail 2002
Untersuchungsgegenstand Auswirkung freiwilliger Publizität auf die Eigenkapitalkosten
Untersuchungszeitraum 1997




Tabelle 3: Überblick Untersuchung von Hail 
 
Selbst erstellte bzw. von Forschungseinrichtungen publizierte Indizes wurden in ei-
ner Vielzahl von weiteren Studien zur Untersuchung von vermuteten Zusammenhängen 
zwischen Publizität und Eigenkapitalkosten verwendet. Hail wählte eine ähnliche Vor-
gehensweise bei ihrer empirischen Studie für den schweizerischen Kapitalmarkt und 
kommt zum Schluss, dass für die untersuchten 73 Unternehmen ein signifikanter nega-
tiver Zusammenhang zwischen dem Publizitätsniveau und den Eigenkapitalkosten be-
steht.237  
 
Für länderübergreifende Studien wird oft auf den Index des Centers for Financial 
Analysts and Research (CIFAR) zurückgegriffen, wie beispielsweise bei La Porta, 
Shleifer, Vishny und Lopez des Silanes, sowie bei Hope, bei Leuz, Nanda und Wysocki 
und bei Francis, Khurana und Pereira.238 Letztere untersuchten die Auswirkungen frei-
williger Publizität auf die Eigenkapitalkosten kapitalmarktorientierter Unternehmen aus 
23 Staaten für die Jahre 1993 bis 1995 anhand des aus 90 unterschiedlichen Kategorien 
bestehenden CIFAR-Index. Die Eigenkapitalkosten wurden mit dem PEG-Modell be-
rechnet. Als Ergebnis der Korrelations- und Regressionsanalyse kann ein schwacher, 
aber statistisch signifikanter negativer Zusammenhang festgestellt werden.239 Khanna, 
Palepu und Srinivasan verwendeten in ihrer länderübergreifenden Studie den Standard 
& Poor’s-Index zur internationalen Unternehmenspublizität.240  
 
 
                                                 
237
 Vgl. Hail, L. (2002).  
238 Vgl. La Porta, R. F., Schleifer, A., Vishny, R., Lopez de Silanes, F. (1998), Hope, O. (2003), Leuz, C., 
Nanda, D., Wysocki, P. (2003) und Francis, J. R., Khurana, I. K., Pereira, R. (2005). 
239 
 Vgl. Francis, J. R., Khurana, I. K., Pereira, R. (2005), S. 1156. 
240 
 Vgl. Khanna, T., Palepu, K., Srinivasan, S. (2004). 
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2.2.1.5.  Die Untersuchung von Welker 
 
 
Untersuchungsergebnisse Signifikanter negativer Zusammenhang zwischen dem 
Publizitätsniveau und der Geld-Brief-Spanne. Signifikanter 
positiver Zusammenhang zwischen dem Publizitätsniveau und 
der Rendite bzw. dem Aktienkurs
Statistische Methode Regressionsanalyse
Modell für Eigenkapitalkosten Relative Geld-Brief-Spanne
Untersuchungszeitraum 1983-1990
Sample der Untersuchung 1.639 Beobachtungen bei 427 US-amerikanischen Unternehmen 
in 28 Branchen




Tabelle 4: Überblick Untersuchung von Welker 
 
Welker griff in seiner Studie ebenfalls auf die Auswertungen des AIMR zurück, un-
tersuchte die Auswirkungen von Publizität auf die Eigenkapitalkosten allerdings auf in-
direktem Wege.241 Im Fokus seiner empirischen Untersuchung steht die Hypothese, 
dass bei einer zeitnahen Informationsweitergabe an die Anleger die Marktliquidität 
steigt.242 Als Messgröße für die Marktliquidität diente der Baseline-Spread der unter-
suchten Unternehmen, definiert als die relative Geld-Brief-Spanne des Jahresendkurses. 
Unter Baseline-Spread versteht man eine von einzelnen Informationsereignissen unab-
hängige Geld-Brief-Spanne. Welker verwendete in seiner empirischen Untersuchung 
Daten von 427 Unternehmen aus 28 Branchen (1.639 Einzelbeobachtungen) in einem 
Beobachtungszeitraum von 1983 – 1990.243 Neben dem Publizitätsniveau, der relativen 
Geld-Brief-Spanne und dem Jahresendkurs wurden die um die Marktrendite bereinigte 
Jahresrendite, die Standardabweichung der täglichen Rendite und das Handelsvolumen 
ermittelt.244 Als Ergebnis der Regressionsanalyse stellte Welker fest, dass die mithilfe 
der Geld-Brief-Spanne gemessene Informationsasymmetrie signifikant negativ auf ein 
steigendes Publizitätsniveau reagiert.245  
 
Neben den vorgenannten Autoren verwendeten weiters Lang und Lundholm, Healy, 
Hutton und Palepu sowie Nagar, Nanda und Wysocki die Auswertungen des AIMR für 
                                                 
241 
 Vgl. Welker, M. (1995).  
242 
 Vgl. Welker, M. (1995), S. 807. 
243 
 Vgl. Welker, M. (1995), S. 811. 
244 
 Vgl. Gierga, R. L. (2008), S. 122. 
245 
 Vgl. ausführlich zu den Ergebnissen der univariaten und multivarianten Regressionsanalyse Welker, 
M. (1995), S. 815 ff. 
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ihre empirischen Studien.246 Healy, Hutton und Palepu gingen dabei methodisch ähnlich 
vor wie Welker, indem sie den Einfluss der Publizität auf die Eigenkapitalkosten nicht 
unmittelbar untersuchten, sondern unterschiedliche Messgrößen der Informationsasym-
metrie betrachteten. Sie untersuchten den Zusammenhang zwischen freiwilliger Publizi-
tät und Aktienrendite, Geld-Brief-Spanne, Anteil institutioneller Investoren, Anzahl der 
Aktienanalysten und Streuung der Analystenprognosen. Wie bei Welker dienten auch 
hier die Auswertungen des AIMR zur Messung des Publizitätsniveaus.247 Das Ergebnis 
der Untersuchung zeigt ebenso einen signifikanten negativen Zusammenhang zwischen 
Informationsasymmetrie und steigendem Publizitätsniveau.  
 
Die Anwendung von Indizes zur Erklärung von Zusammenhängen zwischen Publizi-
tätsniveau und Eigenkapitalkosten ist durchaus problembehaftet. Die Indizes basieren 
zumeist auf den subjektiven Einschätzungen bestimmter Anspruchsgruppen, beispiels-
weise auf jenen von Finanzanalysten. Zudem fokussiert die indexbasierte Untersuchung 
von Unternehmen in vielen Fällen auf das Vorhandensein und die Quantität bestimmter 
Informationen, nicht aber auf deren Qualität. Eine weitere Einschränkung der Aussage-
kraft von Indizes liegt in der unterschiedlichen Gewichtung einzelner Kriterien und der 
Tatsache, dass komplementäre Informationen, die neben den definierten Kriterien zum 
Publizitätsniveau beitragen können, keine Berücksichtigung finden.248  
 
 
                                                 
246 
 Vgl. Lang, M., Lundholm, R. (1993 und 1996), Healy, P., Hutton, A., Palepu, K. (1999) und Nagar, 
V., Nanda, D., Wysocki, P. (2003). 
247 
 Vgl. Welker, M. (1995), S. 807 und Healy, P., Hutton, A., Palepu, K. (1999), S. 491 ff. Ebenso Sen-
gupta, wobei hier nicht die Eigenkapital-, sondern die Fremdkapitalkosten im Zentrum der empiri-
schen Studie stehen. Vgl. Sengupta, P. (1998). 
248 
 Vgl. Leuz, C., Wysocki, P. (2008), S. 24 f. 
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2.2.1.6.  Die Untersuchung von Auer 
 
 
Untersuchungsergebnisse Signifikanter negativer Zusammenhang zwischen der Umstellung 
auf IAS und der Varianz der Aktienrendite. Kein signifikanter 
negativer Zusammenhang zwischen der Umstellung auf IAS und 
der Varianz abnormaler Renditen und dem Beta-Faktor.
Sample der Untersuchung 35 kotierte Unternehmen der Schweizer Börse




Untersuchungsgegenstand Auswirkung des Wechsels des Rechnungslegungssystems von 




Tabelle 5: Überblick Untersuchung von Auer 
 
Auer untersuchte, ob der freiwillige Wechsel auf ein anderes Rechnungslegungssys-
tem Auswirkungen auf die Risikoparameter von kapitalmarktorientierten Unternehmen 
hat.249 Er betrachtete dabei schweizerische börsenkotierte Unternehmen, die auf IAS 
und EG-Richtlinien umgestellt hatten. Das Sample seiner empirischen Untersuchung 
bestand aus 32 Unternehmen, die zwischen 1985 und 1994 gewechselt hatten. Als 
Messgrößen verwendete Auer die Varianz der Aktienrendite, die Varianz der abnorma-
len Rendite und einen auf Basis historischer Daten ermittelten Beta-Faktor. Er kommt 
zum Ergebnis, dass es einen signifikanten negativen Zusammenhang zwischen der An-
wendung der IAS und der Varianz der Aktienrendite gibt. Das Publizitätsniveau ist bei 
der Anwendung von IAS deutlich höher als bei der Anwendung des schweizerischen 
Rechnungslegungsstandard. Die Anwendung der IAS hat allerdings keinen signifikan-
ten negativen Einfluss auf die Varianz der abnormalen Rendite und den Beta-Faktor.250 
 
 
                                                 
249 
 Vgl. Auer, K. V. (1998a und 1998b). Die empirische Studie von Auer ist einer der ersten, welche die 
Auswirkungen des Wechsels von nationalen Standards auf IAS auf die Komponenten der Informati-
onsasymmetrie untersuchen.  
250 
 Vgl. Auer, K. V. (1998a), S. 129 ff. 
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Sample der Untersuchung 735 deutsche Unternehmen
Modell für Eigenkapitalkosten Residualgewinnmodell
Daske 2006
Untersuchungsgegenstand Einfluss von HGB/IAS/IFRS/US-GAAP auf die 
Eigenkapitalkosten
Statistische Methode Regressionsanalyse




Tabelle 6: Überblick Untersuchung von Daske 
 
Daske untersuchte deutsche Unternehmen und wendete zur Approximation der Ei-
genkapitalkosten ein Residualgewinnmodell an.251 Er kommt zum Ergebnis, dass die 
Eigenkapitalkosten von Unternehmen, deren Abschlüsse nach dem HGB aufgestellt 
wurden, niedriger sind als jene von Unternehmen, deren Abschlüsse nach den IFRS o-
der den US-GAAP aufgestellt wurden. Zudem stellt sich der Einfluss des Rechnungsle-
gungsstandards in der Regressionsanalyse zumeist als nicht signifikant heraus.  
 
Im Jahr 2008 weiteten Daske, Hail, Leuz und Verrecchia die Untersuchung auf 26 
Staaten aus und setzten in der multivariaten Regression eine Dummyvariable zur Isolie-
rung der Rechnungslegungseffekte ein.252 Das Ergebnis unterscheidet sich von jenem 
von 2006 dadurch, dass für Unternehmen, die auf die IFRS umgestellt haben, nach der 
Eliminierung von Antizipationseffekten eine signifikant höhere Marktliquidität und sig-
nifikant niedrigere Eigenkapitalkosten festgestellt wurden.253  
 
 
                                                 
251  Vgl. auch zum Nachfolgenden Daske, H. (2006). 
252  Vgl. Daske, H., Hail, L., Leuz, C., Verdi, R. (2008). 
253  Vgl. Tran, D. H. (2011), S. 48. 
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Untersuchungsergebnisse Signifikanter negativer Einfluss des verpflichtenden Wechsels 





Modell für Eigenkapitalkosten Modifiziertes Gordon Modell
Einfluss der verpflichtenden Anwendung von IFRS auf die 
Eigenkapitalkosten europäischer Banken
35 Banken aus den Staaten Frankreich, Griechenland, Italien, 
Irland, Portugal und Spanien
 
 
Tabelle 7: Überblick Untersuchung von Palea 
 
Palea untersuchte die Auswirkung der verpflichtenden Anwendung der IFRS auf die 
Eigenkapitalkosten ausgewählter europäischer Banken. Dabei wendete sie ein modifi-
ziertes Gordon Modell an, in dem sie als Proxy für die Eigenkapitalkosten die erwarte-
ten Earnings per share der Folgeperiode dem Aktienpreis der beobachteten Periode ge-
genüberstellte. Sie führte zunächst eine univariate Regressionsanalyse durch, deren Er-
gebnisse zeigen, dass es zu einer signifikanten Reduktion der Eigenkapitalkosten im 
Umstellungsjahr 2005 gekommen ist. Um den Effekt der Anwendung der IFRS zu iso-
lieren, führte sie in einer multivariaten Regressionsanalyse die Dummyvariable IAS ein 
und kommt zum Ergebnis, dass die Anwendung der IFRS einen signifikant negativen 
Einfluss auf die Eigenkapitalkosten hat.254 
 
 
2.2.1.9.  Weitere Untersuchungen 
 
Es gibt eine Reihe von weiteren Untersuchungen zum Zusammenhang zwischen in-
ternationaler Rechnungslegung und Eigenkapitalkosten, die zu sehr unterschiedlichen 
Ergebnissen kommen:  
 
Ashbaugh und Pinkus, Hodgdon, Tondkar, Harless und Adhikari sowie Ernstberger, 
Krotter und Stadler untersuchten in ihren empirischen Studien, ob durch die Anwen-
dung der IFRS die Prognosen der Analysten über die Entwicklung von kapitalmarktori-
entierten Unternehmen genauer wird.255 Sie kommen zum Ergebnis, dass die Präzision 
                                                 
254
 Vgl. Palea, V. (2006). 
255 
 Vgl. Asbaugh, H., Pinkus, M. (2001). Hodgdon, C. D., Tondkar, R. H., Harless, D. W., Adhukari, A. 
(2008), Ernstberger, J., Stadler, S., Stadler. C. (2009).  
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der Voraussagen steigt. Anders sahen dies Cuijpers und Buijink, die in ihrer Untersu-
chung eine vergleichsweise höhere Fehleranfälligkeit der Analysten-Forecasts feststell-
ten.256  
 
Ernstberger und Vogler (für IFRS und US-GAAP) sowie Kim und Shi (für IFRS) 
kamen in ihren Arbeiten zum Ergebnis, dass die Anwendung internationaler Rech-
nungslegungsstandards zu wesentlich geringeren Eigenkapitalkosten führte. Barth, 
Landsman und Lang257 zeigten, dass in der Phase nach der Umstellung von lokalen 
Rechnungslegungsstandards auf IFRS (post adoption) bei den Unternehmen weit weni-
ger “earnings management” feststellbar war, während Van Tendeloo und Vanstraelen258 
zum Ergebnis gelangten, dass es hier keinerlei direkte Auswirkungen gab. Lin und 
Paananen stellen in ihrer Untersuchung für Deutschland sogar fest, dass das “earnings 





Die Erkenntnisse der bisherigen theoretischen und empirischen Forschung lassen 
vermuten, dass die Anwendung internationaler Rechnungslegungsstandards eine sen-
kende Wirkung auf die Eigenkapitalkosten börsennotierter Unternehmen hat. Insbeson-
dere die Ergebnisse der Untersuchungen von Daske und von Palea deuten darauf hin, 
dass der Anwendung der IAS und der IFRS eine signifikante Reduktion der Eigenkapi-
talkosten zugeordnet werden kann. Zum Zusammenhang zwischen den Rechnungsle-
gungsstandards bzw. dem Wechsel der Rechnungslegungsstandards und den Eigenkapi-
talkosten finden sich allerdings auch empirische Studien, die zum gegenteiligen Ergeb-
nis kommen. Als besonders schwierig stellt sich dabei die Isolierung der Rechnungsle-
gungsstandards als individuell beobachtbare Einflussgröße auf die Eigenkapitalkosten 
heraus. Hier besteht weiterhin theoretischer und empirischer Forschungsbedarf.  
 
Die kritische Würdigung der bisherigen empirischen Untersuchungen lässt Bereiche 
erkennen, die bisher noch wenig Beachtung gefunden haben. Empirische Untersuchun-
gen wurden bisher entweder für die freiwillige Anwendung der IAS oder die ver-
pflichtende Anwendung der IFRS durchgeführt. Es wurden dadurch die Auswirkungen 
eines freiwilligen Rechnungslegungswechsels oder jene eines verpflichtenden Rech-
                                                 
256  Cuijpers, R., Buijink, W. (2005). 
257 Vgl. Barth, M., Landsman, W., Lang, M. (2008). 
258 Vgl. Van Tendeloo, B., Vanstraelen, A. (2005). 
259 Vgl. Lin, H., Paananen, M. (2007). 
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nungslegungswechsels beleuchtet. In vielen dieser Untersuchungen wurden die Effekte 
von der Periode vor der Umstellung auf die Umstellungsperiode analysiert. Es liegen 
bislang keine empirische Studien vor, die sowohl die freiwillige Anwendung der IAS 
als auch die verpflichtende Anwendung der IFRS für dieselben Staaten in vergleichba-
ren Branchen untersuchen, und zwar für einen Beobachtungszeitraum, der sowohl die 
Periode vor der Umstellungsperiode, die Umstellungsperiode selbst und die Periode 









3.  Konzeption der empirischen Untersuchung 
 
 
3.1.  Forschungsfragen 
 
Basierend auf den beschriebenen Forschungslücken ergeben sich folgende zentrale 
Forschungsfragen:  
 
1. Führte die freiwillige Anwendung der IAS für börsennotierte Unternehmen in 
Deutschland und in Österreich zu einer Reduktion der Eigenkapitalkosten?  
 
2. Führte die verpflichtende Anwendung der IFRS für börsennotierte Unternehmen 
in Deutschland und in Österreich zu einer Reduktion der Eigenkapitalkosten? 
 
 
3.2.  Entwicklung der Hypothesen 
 
 
3.2.1.  Forschungshypothesen 
 
Aus den Forschungsfragen ergeben sich die Forschungshypothesen HFa bis HFd, die 
als Veränderungshypothesen der statistischen Überprüfung durch operationale Hypothe-
sen zugrunde liegen. Es handelt sich bei den aufgestellten Hypothesen um so genannte 
gerichtete, und zwar um solche, welche die konkrete Richtung der Veränderung hypo-
thetisch voraussagen.260 Es werden die Alternativhypothese H1 und die Nullhypothese 
H0 stets als Hypothesenpaar dargestellt.  
 
HFa1: Die freiwillige Anwendung der IAS führte für börsennotierte Unterneh-
men in Deutschland zu einer Reduktion der Eigenkapitalkosten. 
 
HFa0: Die freiwillige Anwendung der IAS führte für börsennotierte Unterneh-
men in Deutschland nicht zu einer Reduktion der Eigenkapitalkosten. 
 
HFb1: Die freiwillige Anwendung der IAS führte für börsennotierte Unterneh-
men in Österreich zu einer Reduktion der Eigenkapitalkosten. 
                                                 
260 Vgl. zur Definition von gerichteten und ungerichteten Hypothesen und deren unterschiedlichen Aus-
prägungsformen Bortz, J., Döring, N. (2006), S. 493. 
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HFb0: Die freiwillige Anwendung der IAS führte für börsennotierte Unterneh-
men in Österreich nicht zu einer Reduktion der Eigenkapitalkosten. 
 
HFc1: Die verpflichtende Anwendung der IFRS führte für börsennotierte Un-
ternehmen in Deutschland zu einer Reduktion der Eigenkapitalkosten. 
 
HFc0: Die verpflichtende Anwendung der IFRS führte für börsennotierte Un-
ternehmen in Deutschland nicht zu einer Reduktion der Eigenkapitalkos-
ten. 
 
HFd1: Die verpflichtende Anwendung der IFRS führte in Österreich zu einer 
Reduktion der Eigenkapitalkosten. 
 
HFd0: Die verpflichtende Anwendung der IFRS führte in Österreich nicht zu ei-
ner Reduktion der Eigenkapitalkosten. 
 
Als nächster Schritt erfolgt die Ableitung von operationalen Hypothesen. Dies ist 
wesentlich, um die Forschungshypothesen einer konkreten statistischen Überprüfung 
zugänglich zu machen. Es werden drei Gruppen von operationalen Hypothesen ent-
wickelt, und zwar solche, die die freiwillige Anwendung der IAS betreffen, solche, die 
die verpflichtende Anwendung der IFRS betreffen, und solche, die sowohl die freiwilli-
ge Anwendung der IAS als auch die verpflichtende Anwendung der IFRS gemeinsam 
betreffen. Diese werden sowohl für die Staaten Österreich und Deutschland als auch für 
unterschiedliche Beobachtungszeiträume definiert.  
 
 
3.2.2.  Operationale Hypothesen zur freiwilligen Anwendung der IAS 
 
Für börsennotierte Unternehmen in Deutschland war die Anwendung von internatio-
nalen Rechnungslegungsstandards, und damit auch der IAS, für die Aufstellung eines 
befreiend wirkenden Konzernabschlusses ab dem Geschäftsjahr 1997 möglich. Für bör-
sennotierte Unternehmen in Österreich war dies ab dem Geschäftsjahr 1998 möglich. 
Um zu untersuchen, ob die freiwillige Anwendung der IAS zu einer Reduktion der Ei-
genkapitalkosten führte, werden für beide Staaten operationale Hypothesen für drei Be-
obachtungszeiträume aufgestellt. Anschließend werden verbundene Hypothesen aufge-
stellt, welche die Reduktion der Eigenkapitalkosten in den drei Beobachtungszeiträu-




Im ersten Beobachtungszeitraum werden die Eigenkapitalkosten für Deutschland in 
den Jahren 1997 und 1999 und für Österreich in den Jahren 1998 und 2000 verglichen. 
Damit wird die Veränderung der Eigenkapitalkosten von der Periode vor dem Umstel-
lungsjahr 1998 bzw. 1999 zur Periode nach dem Umstellungsjahr untersucht.  
 
Im zweiten Beobachtungszeitraum werden die Eigenkapitalkosten für Deutschland in 
den Jahren 1997 und 1998 und für Österreich in den Jahren 1998 und 1999 verglichen. 
Damit wird die Veränderung der Eigenkapitalkosten von der Periode vor dem Umstel-
lungsjahr zum Umstellungsjahr untersucht.  
 
Im dritten Beobachtungszeitraum werden die Eigenkapitalkosten für Deutschland in 
den Jahren 1998 und 1999 und für Österreich in den Jahren 1999 und 2000 verglichen. 
Damit wird die Veränderung der Eigenkapitalkosten vom Umstellungsjahr zur Periode 
nach dem Umstellungsjahr untersucht.  
 
Die verbundenen Hypothesen betreffen den Vergleich der Reduktion der Eigenkapi-
talkosten in den drei Beobachtungszeiträumen für die Staaten Deutschland und Öster-
reich. 
 
In den nachfolgend dargestellten Hypothesen ist unter „freiwillige Anwendung der 
IAS“ stets die freiwillige Anwendung der IAS zur Aufstellung eines befreiend wirken-
den Konzernabschlusses eines börsennotierten Unternehmens in Deutschland bzw. in 
Österreich gemeint.  
 
3.2.2.1.  Operationale Hypothesen für den Beobachtungszeitraum 1997 und 1999 
bzw. 1998 und 2000 
 
H1a1: Die freiwillige Anwendung der IAS führte in Deutschland zu einer Re-
duktion der Eigenkapitalkosten vom Jahr 1997 zum Jahr 1999. 
 
H1a0: Die freiwillige Anwendung der IAS führte in Deutschland nicht zu einer 
Reduktion der Eigenkapitalkosten vom Jahr 1997 zum Jahr 1999. 
 
H1b1: Die freiwillige Anwendung der IAS führte in Österreich zu einer Reduk-
tion der Eigenkapitalkosten vom Jahr 1998 zum Jahr 2000. 
 
H1b0: Die freiwillige Anwendung der IAS führte in Österreich nicht zu einer 
Reduktion der Eigenkapitalkosten vom Jahr 1998 zum Jahr 2000. 
 82 
 
3.2.2.2.  Operationale Hypothesen für den Beobachtungszeitraum 1997 und 1998 
bzw. 1998 und 1999 
 
H2a1: Die freiwillige Anwendung der IAS führte in Deutschland zu einer Re-
duktion der Eigenkapitalkosten vom Jahr 1997 zum Jahr 1998. 
 
H2a0: Die freiwillige Anwendung der IAS führte in Deutschland nicht zu einer 
Reduktion der Eigenkapitalkosten vom Jahr 1997 zum Jahr 1998. 
 
H2b1: Die freiwillige Anwendung der IAS führte in Österreich zu einer Reduk-
tion der Eigenkapitalkosten vom Jahr 1998 zum Jahr 1999. 
 
H2b0: Die freiwillige Anwendung der IAS führte in Österreich nicht zu einer 
Reduktion der Eigenkapitalkosten vom Jahr 1998 zum Jahr 1999. 
 
 
3.2.2.3.  Operationale Hypothesen für den Beobachtungszeitraum 1998 und 1999 
bzw. 1999 und 2000 
 
H3a1: Die freiwillige Anwendung der IAS führte in Deutschland zu einer Re-
duktion der Eigenkapitalkosten vom Jahr 1998 zum Jahr 1999. 
 
H3a0: Die freiwillige Anwendung der IAS führte in Deutschland nicht zu einer 
Reduktion der Eigenkapitalkosten vom Jahr 1998 zum Jahr 1999. 
 
H3b1: Die freiwillige Anwendung der IAS führte in Österreich zu einer Reduk-
tion der Eigenkapitalkosten vom Jahr 1999 zum Jahr 2000. 
 
H3b0: Die freiwillige Anwendung der IAS führte in Österreich nicht zu einer 





3.2.2.4.  Verbundene operationale Hypothesen für die drei Beobachtungszeiträume 
 
H4a1: Die freiwillige Anwendung der IAS führte in Deutschland und in Öster-
reich zu einer ähnlich starken Reduktion der Eigenkapitalkosten von der 
Periode vor der Umstellung zur Periode nach der Umstellung. 
 
H4a0: Die freiwillige Anwendung der IAS führte in Deutschland und in Öster-
reich nicht zu einer ähnlich starken Reduktion der Eigenkapitalkosten 
von der Periode vor der Umstellung zur Periode nach der Umstellung. 
 
H4b1: Die freiwillige Anwendung der IAS führte in Deutschland und in Öster-
reich zu einer ähnlich starken Reduktion der Eigenkapitalkosten von der 
Periode vor der Umstellung zur Umstellungsperiode. 
 
H4b0: Die freiwillige Anwendung der IAS führte in Deutschland und in Öster-
reich nicht zu einer ähnlich starken Reduktion der Eigenkapitalkosten 
von der Periode vor der Umstellung zur Umstellungsperiode. 
 
H4c1: Die freiwillige Anwendung der IAS führte in Deutschland und in Öster-
reich zu einer ähnlich starken Reduktion der Eigenkapitalkosten von der 
Umstellungsperiode zur Periode nach der Umstellungsperiode. 
 
H4c0: Die freiwillige Anwendung der IAS führte sowohl in Deutschland als 
auch in Österreich nicht zu einer ähnlich starken Reduktion der Eigenka-




3.2.3.  Operationale Hypothesen zur verpflichtenden Anwendung der 
IFRS 
 
Für alle börsennotierten Unternehmen in Deutschland und Österreich ist seit 2005 die 
Anwendung der IFRS zur Aufstellung des Konzernabschlusses verpflichtend. Für Un-
ternehmen, die US-GAAP anwenden, bestand bis zum Geschäftsjahr 2007 eine Über-
gangsregelung. Um zu untersuchen, ob die verpflichtende Anwendung der IFRS zu ei-
ner Reduktion der Eigenkapitalkosten führte, werden daher für beide Staaten Hypothe-
sen für drei Beobachtungszeiträume erstellt. Anschließend werden verbundene Hypo-
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thesen erstellt, welche die Reduktion der Eigenkapitalkosten in den drei Beobachtungs-
zeiträumen für beide Staaten vergleichen.  
 
Im ersten Beobachtungszeitraum werden für Deutschland und für Österreich die Ei-
genkapitalkosten in den Jahren 2004 und 2006 verglichen. Damit wird die Veränderung 
der Eigenkapitalkosten von der Periode vor dem Umstellungsjahr zur Periode nach dem 
Umstellungsjahr untersucht.  
 
Im zweiten Beobachtungszeitraum werden für Deutschland und für Österreich die 
Eigenkapitalkosten in den Jahren 2004 und 2005 verglichen. Damit wird die Verände-
rung der Eigenkapitalkosten von der Periode vor dem Umstellungsjahr zum Umstel-
lungsjahr untersucht.  
 
Im dritten Beobachtungszeitraum werden für Deutschland und für Österreich die Ei-
genkapitalkosten in den Jahren 2005 und 2006 verglichen. Damit wird die Veränderung 
der Eigenkapitalkosten vom Umstellungsjahr zur Periode nach dem Umstellungsjahr 
untersucht.  
 
Die verbundenen Hypothesen betreffen den Vergleich der Reduktion der Eigenkapi-
talkosten in den drei Beobachtungszeiträumen für die Staaten Deutschland und Öster-
reich. 
 
In den nachfolgend dargestellten Hypothesen ist unter „verpflichtende Anwendung 
der IFRS“ stets die verpflichtende Anwendung der IFRS zur Aufstellung eines Kon-
zernabschlusses eines börsennotierten Unternehmens in Deutschland bzw. in Österreich 
gemeint. Die Umstellungsperiode betrifft stets das Geschäftsjahr 2005, ab dem dies in 
beiden Staaten verpflichtend war. 
 
 
3.2.3.1.  Operationale Hypothesen für den Beobachtungszeitraum 2004 und 2006 
 
H5a1: Die verpflichtende Anwendung der IFRS führte in Deutschland zu einer 
Reduktion der Eigenkapitalkosten vom Jahr 2004 zum Jahr 2006. 
 
H5a0: Die verpflichtende Anwendung der IFRS führte in Deutschland nicht zu 




H5b1: Die verpflichtende Anwendung der IFRS führte in Österreich zu einer 
Reduktion der Eigenkapitalkosten vom Jahr 2004 zum Jahr 2006. 
 
H5b0: Die verpflichtende Anwendung der IFRS führte in Österreich nicht zu ei-
ner Reduktion der Eigenkapitalkosten vom Jahr 2004 zum Jahr 2006. 
 
 
3.2.3.2.  Operationale Hypothesen für den Beobachtungszeitraum 2004 und 2005 
 
H6a1: Die verpflichtende Anwendung der IFRS führte in Deutschland zu einer 
Reduktion der Eigenkapitalkosten vom Jahr 2004 zum Jahr 2005. 
 
H6a0: Die verpflichtende Anwendung der IFRS führte in Deutschland nicht zu 
einer Reduktion der Eigenkapitalkosten vom Jahr 2004 zum Jahr 2005. 
 
H6b1: Die verpflichtende Anwendung der IFRS führte in Österreich zu einer 
Reduktion der Eigenkapitalkosten vom Jahr 2004 zum Jahr 2005. 
 
H6b0: Die verpflichtende Anwendung der IFRS führte in Österreich nicht zu ei-
ner Reduktion der Eigenkapitalkosten vom Jahr 2004 zum Jahr 2005. 
 
 
3.2.3.3.  Operationale Hypothesen für den Beobachtungszeitraum 2005 und 2006 
 
H7a1: Die verpflichtende Anwendung der IFRS führte in Deutschland zu einer 
Reduktion der Eigenkapitalkosten vom Jahr 2005 zum Jahr 2006. 
 
H7a0: Die verpflichtende Anwendung der IFRS führte in Deutschland nicht zu 
einer Reduktion der Eigenkapitalkosten vom Jahr 2005 zum Jahr 2006. 
 
H7b1: Die verpflichtende Anwendung der IFRS führte in Österreich zu einer 
Reduktion der Eigenkapitalkosten vom Jahr 2005 zum Jahr 2006. 
 
H7b0: Die verpflichtende Anwendung der IFRS führte in Österreich nicht zu ei-





3.2.3.4.  Verbundene operationale Hypothesen für die drei Beobachtungszeiträume 
 
H8a1: Die verpflichtende Anwendung der IFRS führte in Deutschland und in 
Österreich zu einer ähnlich starken Reduktion der Eigenkapitalkosten 
von der Periode vor der Umstellung zur Periode nach der Umstellung. 
 
H8a0: Die verpflichtende Anwendung der IFRS führte in Deutschland und in 
Österreich nicht zu einer ähnlich starken Reduktion der Eigenkapitalkos-
ten von der Periode vor der Umstellung zur Periode nach der Umstellung. 
 
H8b1: Die verpflichtende Anwendung der IFRS führte in Deutschland und in 
Österreich zu einer ähnlich starken Reduktion der Eigenkapitalkosten 
von der Periode vor der Umstellung zur Umstellungsperiode. 
 
H8b0: Die verpflichtende Anwendung der IFRS führte in Deutschland und in 
Österreich nicht zu einer ähnlich starken Reduktion der Eigenkapitalkos-
ten von der Periode vor der Umstellung zur Umstellungsperiode. 
 
H8c1: Die verpflichtende Anwendung der IFRS führte in Deutschland und in 
Österreich zu einer ähnlich starken Reduktion der Eigenkapitalkosten 
von der Umstellungsperiode zur Periode nach der Umstellungsperiode. 
 
H8c0: Die verpflichtende Anwendung der IFRS führte in Deutschland und in 
Österreich nicht zu einer ähnlich starken Reduktion der Eigenkapitalkos-







3.3.  Auswahl und Adaptierung des Untersuchungsmodells 
 
Für die in dieser Arbeit durchgeführte empirische Untersuchung der Auswirkungen 
der freiwilligen Anwendung der IAS und der verpflichtenden Anwendung der IFRS auf 
die Eigenkapitalkosten kapitalmarktorientierter Unternehmen in Deutschland und in Ös-
terreich dient das Dividendendiskontierungsmodell von Gordon und Shapiro (vgl. zu 
diesem Modell Abschnitt 2.1.4.5.) als Grundlage für die Überlegungen zur Entwicklung 
eines Modells zur Approximation der Eigenkapitalkosten. Diese Vorgehensweise wurde 
auch von Palea in der 2006 durchgeführten empirischen Untersuchung der Auswirkun-
gen der verpflichtenden Anwendung der IFRS auf die Eigenkapitalkosten börsennotier-
ter europäischer Banken gewählt (vgl. dazu Abschnitt 2.2.1.8.). Palea leitet aus dem 
Modell von Gordon und Shapiro eine Proxy für die Eigenkapitalkosten ab, die wie folgt 
aussieht:261  
 
(28) Ke = E(EPSt+1)/Pt 
mit: 
Ke  = erwartete Eigenkapitalkosten 
E(EPSt+1) = erwartete Earnings per share zum Zeitpunkt t + 1 
Pt  = Aktienpreis zum Zeitpunkt t 
 
Für die erwarteten Earnings per share griff Palea auf Schätzungen von Finanzanalys-
ten zurück, den Aktienpreis für die von ihr untersuchten europäischen Banken erhielt sie 
aus publizierten Geschäftsberichten. Palea verfasste ihre Arbeit 2006, also zu einem 
Zeitpunkt, zu dem die Schätzungen von Finanzanalysten als relativ verlässlich und 
prognosetauglich eingestuft wurden. Wie die 2008 beginnende Finanzmarktkrise ver-
deutlichte, trifft die Prognosetauglichkeit in der Praxis nicht immer zu.262  
 
In dieser Untersuchung werden daher keine Analystenschätzungen in das Modell zur 
Approximation von Eigenkapitalkosten einbezogen. Dadurch sollen Fehler und Streu-
ung von Analystenschätzungen als exogene Einflüsse vollständig ausgeschlossen wer-
den. Die von Palea entwickelte Proxy für die Eigenkapitalkosten wird wie folgt modifi-
ziert: 
 
                                                 
261  Vgl. dazu und zum Folgenden Palea, V. (2006), S. 49 ff. 
262 
 Vgl. grundsätzlich zu den Eigenschaften von Analystenschätzungen Nölte, K. U.  (2008), S. 88 ff. 
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(29) eigKt = EPSt/Pt 
mit: 
eigKt  = Eigenkapitalkosten zum Zeitpunkt t 
EPSt = Earnings per share zum Zeitpunkt t 
Pt  = Aktienpreis zum Zeitpunkt t 
 
Die Proxy EPSt/Pt entspricht demnach den Earnings per share zum Abschlussstichtag 
durch den Aktienpreis zum Abschlussstichtag. Diese Proxy fußt auf der Prämisse, dass 
die in den Geschäftsberichten veröffentlichten Earnings per share und Aktienpreise die 
tatsächlichen Verhältnisse zum Abschlussstichtag reflektieren. Das gewählte Approxi-
mationsmodell hat damit eine wesentliche Einschränkung: Während damit Eigenkapi-
talkosten ex post erklärt werden können, ist eine Zukunftsprognose von Eigenkapital-
kosten nicht möglich, weil keine Erwartungswerte berücksichtigt werden. Da diese Un-
tersuchung die Entwicklung der Eigenkapitalkosten von Unternehmen in zurückliegen-
den Beobachtungszeiträumen analysiert und daraus keine Schlüsse über die zukünftige 
Entwicklung der Eigenkapitalkosten dieser Unternehmen gezogen werden, ist diese 
Einschränkung für den vorliegenden Untersuchungszweck nicht bedeutsam. 
 
 
3.4.  Regressionsanalysen 
 
Mithilfe einer univariaten Regressionsanalyse wird eine deskriptive Statistik des Mi-
nimums, des 1. Quartils, des Medians, des Mittelwerts, des 3. Quartils, des Maximums 
und der Standardabweichung der Eigenkapitalkosten EPSt/Pt der Stichprobe für die un-
tersuchten Beobachtungszeiträume ermittelt. Anhand der Ergebnisse der univariaten 
Analyse kann man feststellen, ob sich die Eigenkapitalkosten der untersuchten Unter-
nehmen in den jeweiligen Beobachtungsbereichen verändert haben und in welche Rich-
tung diese Veränderung stattgefunden hat. Dies lässt allerdings nicht erkennen, ob diese 
beobachtbaren Veränderungen durch den Wechsel des Rechnungslegungssystems oder 
durch andere endogene und/oder exogene Faktoren verursacht werden.  
 
Zur Isolierung der Auswirkung der freiwilligen Anwendung der IAS bzw. der ver-
pflichtenden Anwendung der IFRS wird daher ein multivariates Regressionsmodell 
entwickelt, das mehrere Einflussfaktoren berücksichtigt und den Zusammenhang zwi-
schen der abhängigen Variablen Eigenkapitalkosten (eigK) und mehreren unabhängigen 
Variablen betrachtet.263 Die Auswahl und Definition dieser unabhängigen Variablen 
                                                 
263 Vgl. zur Entwicklung von multivariaten Regressionsmodellen im Detail Auer, L. (2005), S. 133 ff. und 
Backhaus, K., Erichson, B., Plinke, W., Weiber, R. (2008), S. 49 ff. 
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folgt grundsätzlich jener der Untersuchung von Palea.264 Unterschiede werden explizit 
beschrieben. Das entwickelte multivariate Regressionsmodell stellt sich daher wie folgt 
dar:  
 
(30) eigKit = α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit + β5lev*Dummyit + 
β6log(size) + ε 
 
Die abhängige Variable Eigenkapitalkosten und die unabhängigen Variablen werden 
in den folgenden Abschnitten beschrieben. Bei der Dummycodierung wird der üblichen 
Vorgehensweise gefolgt.265  
 
Die Darstellung der Ergebnisse der Regressionsanalysen umfasst für jeden Regressor 
den Schätzwert (Estimate), den Standardfehler der Schätzung (Std. Error) sowie die 
Signifikanzwerte (t-Wert und p-Wert).266 Der erste Regressor ist dabei das intercept α0. 




3.4.1.  Die abhängige Variable Eigenkapitalkosten 
 
Die abhängige Variable Eigenkapitalkosten wird für alle Beobachtungen durch die 
Kennzahl EPSt/Pt ausgedrückt. Die Earnings per share sowie der Aktienpreis zum Ab-
schlussstichtag stammen aus den Geschäftsberichten der Unternehmen für die jeweili-
gen Untersuchungszeiträume.  In der univariaten Analyse wird die Veränderung dieser 
Variablen im Untersuchungszeitraum gezeigt, während in der multivariaten Analyse der 




                                                 
264 Siehe Palea, V. (2006), S. 57 ff. 
265 Vgl. Bortz, J. (2005), S. 484 f. 
266 Vgl. Backhaus, K., Erichson, B., Plinke, W., Weiber, R. (2008), S. 52 – 110.  
267 Vgl. zur Definition und Ermittlung von R2 Auer, L. (2005), S. 166. 
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3.4.2.  Die unabhängigen Variablen 
 
 
3.4.2.1.  Die Variable riskfree 
 
Die Variable riskfree entspricht dem risikofreien Zinssatz, der von den Investoren als 
Mindestrendite auf ihr eingesetztes Kapital erwartet wird. Für diese Untersuchung wird 
dafür der Zinssatz von zehnjährigen Staatsanleihen zum jeweiligen Abschlussstichtag 
herangezogen.268 Die Daten stammen aus den Veröffentlichungen der Deutschen Bun-
desbank und der Oesterreichischen Nationalbank. Es wird für diese Variable ein positi-
ver Vorzeicheneffekt erwartet, weil der risikofreie Zinssatz und die Eigenkapitalkosten 
einen positiven Zusammenhang vermuten lassen: Steigen die risikofreien Zinssätze, die 
der Mindestrendite der Investoren entsprechen, so steigen demnach auch die Eigenkapi-
talkosten für die Unternehmen. 
 
3.4.2.2.  Die Variable growth 
 
Die Variable growth stellt die Wachstumsrate der Earnings per Share dar. In der Un-
tersuchung von Palea werden dafür erwartete mittelfristige Wachstumsraten verwendet, 
die von Finanzanalysten geschätzt wurden.269 In dieser Untersuchung hingegen werden 
für alle Unternehmen die tatsächlichen Wachstumsraten der EPS von der Vorperiode 
zur beobachteten Periode ex post anhand der publizierten Kennzahlen ermittelt. Die Da-
ten dafür entstammen den jeweiligen Abschlüssen. Es wird ein negativer Zusammen-




3.4.2.3.  Die Variable payout 
 
Die Variable payout entspricht der Kennzahl Dividends per share / Earnings per 
share (in Prozent). Sie wird für jedes Unternehmen auf Basis der in den Abschlüssen 
publizierten Daten ermittelt. Steigt diese Variable, wird in der Regressionsanalyse ein 
Ansteigen der Eigenkapitalkosten, i. e. ein positiver Vorzeicheneffekt, erwartet.270 
                                                 
268 Vgl. zur Approximation des risikolosen Zinssatzes durch Staatsanleihen mit einer Restlaufzeit von 
zehn Jahren Gebhart, W., Lee, C., Swaminathan, B (2001), S. 145, Claus, J., Thomas, J. (2001), S. 
211, sowie Gode, D. Mohanram, P. S. (2003), S. 400. 
269 
 Vgl. Palea, V. (2006), S. 60. 
270 
 Vgl. Palea, V. (2006), S. 61. 
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3.4.2.4.  Die Variable lev 
 
Die Variable lev drückt den Verschuldungsgrad des Unternehmens in Prozent aus. 
Dieser wird – analog zur Vorgehensweise von Palea – mit der Kennzahl Buchwert des 
Eigenkapitals / Buchwert des Gesamtkapitals zum Abschlussstichtag ermittelt. Nach 
Modigliani und Miller steigt bei einem wachsenden Verschuldungsgrad das Risiko der 
Investoren.271 Dies führt zu höheren Renditeerwartungen der Eigenkapitalgeber und 
folglich zu höheren Eigenkapitalkosten für die Unternehmen. Es wird daher ein negati-
ver Zusammenhang zwischen dem Verschuldungsgrad und den Eigenkapitalkosten er-
wartet. Dem von Palea identifizierten Zusammenhang zwischen lev und eigK wird auch 
in dieser Untersuchung gefolgt.272 Genau genommen handelt es sich um um die Aus-
wirkung der freiwilligen Anwendung der IAS und der verpflichtenden Anwendung der 
IFRS auf lev und somit auf eigK. Dieser Zusammenhang ermöglicht den Einsatz der 
Dummyvariablen und die Untersuchung von Gruppeneffekten. 
 
 
3.4.2.5.  Die Variable lev*Dummy 
 
Die Variable lev*Dummy ist eine Dummyvariable und dient der Isolierung des Ef-
fekts des Rechnungslegungssystems auf den Verschuldungsgrad und damit auf die Ei-
genkapitalkosten. Je nach Untersuchungszweck (freiwillige oder verpflichtende An-
wendung) wird für Dummy IAS oder IFRS eingesetzt.273 Die Dummyvariable ist ent-
weder 1, wenn von den Unternehmen IAS bzw. IFRS angewandt werden, oder 0, wenn 
dies nicht zutrifft.  
 
Da die vorliegende Untersuchung unterschiedliche und größere Beobachtungszeit-
räume als jene von Palea umfasst, erfolgt hier eine Modifikation ihrer Vorgehensweise: 
Die Dummyvariable ist nur in den jeweiligen Umstellungsjahren und den darauf fol-
genden Perioden 1, i. e. ab dem Jahr 1998 für Deutschland bzw. ab dem Jahr 1999 für 
Österreich (freiwillige Anwendung der IAS) und ab dem Jahr 2005 für beide Staaten 
(verpflichtende Anwendung der IFRS). Dadurch wird nicht nur der Einfluss der IAS 
bzw. der IFRS selbst isoliert, sondern auch ein möglicher Umstellungseffekt darstellbar. 
Selbst wenn in den Perioden vor der Umstellung IAS bzw. IFRS angewendet wurden, 
                                                 
271 Vgl. Modigliani, F., Miller, M. (1958). Eine empirische Bestätigung erfolgte durch Fama, E. F., 
French, K. R. (1992), S. 441 – 443. 
272  Vgl. Palea, V. (2006), S. 61 - 62. 
273 Vgl. zum Einfluss eines Rechnungslegungswechsels auf den Verschuldungsgrad Bartov, E., Goldberg, 
S. R., Kim, M. S. (2002). 
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bleibt die Dummyvariable dort 0 (z. B. bei Abschlüssen nach international anerkannten 
Rechnungslegungsstandards, die parallel zu den Abschlüssen nach dem HGB aufgestellt 
wurden). Die jeweiligen Eigenkapitalkosteneffekte für diese Perioden können über die 
in Kapitel 4 definierte Gruppenzuordnung auch einzeln betrachtet werden. Zur besseren 
Nachvollziehbarkeit werden die Dummyvariablen in den Regressionsmodellen konkret 
als IAS98 für Deutschland, IAS99 für Österreich und IFRS05 für beide Staaten be-
zeichnet. Für die Dummyvariable lev*Dummy wird – den Hypothesen folgend – ein 
negativer Zusammenhang angenommen: Ist sie 1, führt dies zu einer Reduktion der Ei-
genkapitalkosten, da IAS bzw. IFRS als Rechnungslegungssystem angewandt wurden.  
 
 
3.4.2.6.  Die Variable size 
 
Die Variable size steht für die Marktkapitalisierung der untersuchten Unternehmen. 
Sie ergibt sich als Produkt der Anzahl der Aktien und des Aktienpreises zum Ab-
schlussstichtag. Die Daten stammen aus den Abschlüssen. Für size wird ein negativer 
Vorzeicheneffekt erwartet: Steigt die Marktkapitalisierung, sinken die Eigenkapitalkos-
ten. Diese Annahme fußt darauf, dass den Eigenkapitalgebern bei großen Unternehmen 
(i. e. Unternehmen mit einer hohen Marktkapitalisierung) mehr Informationen zur Ver-
fügung stehen als für kleine, beispielsweise durch Zeitungsberichte, Analysteneinschät-
zungen und andere Veröffentlichungen.274 Dies führt zu einer Reduktion der Informati-
onsasymmetrien zwischen den Unternehmen und ihren existierenden und potenziellen 
Aktionären und dadurch zu niedrigeren Eigenkapitalkosten.275 Weiters werden für große 
Unternehmen eine höhere Aktienliquidität und ein niedrigeres Liquiditätsrisiko ange-
nommen.276 Für die empirische Untersuchung wird für size der natürliche Logarithmus 
der Marktkapitalisierung eingesetzt, die Variable lautet daher log(size).277 
 
 
3.4.3.  Erwartete Vorzeichen der Ergebnisse 
 
In Abbildung 8 sind die erwarteten Vorzeicheneffekte (eV steht hier für erwartetes 
Vorzeichen) für die unabhängigen Variablen in der multivariaten Regressionsanalyse 
dargestellt. Das Vorzeichen „+“ deutet auf einen erwarteten positiven Zusammenhang 
hin. Das Vorzeichen „–“ deutet auf einen erwarteten negativen Zusammenhang hin.  
                                                 
274 Vgl. Daske, H. (2005), S. 287. 
275 Vgl. Palea, V. (2006), S. 62. 
276 Vgl. Nölte, U. (2008), S. 230. 
277
 Die Logarithmierung dient der Glättung der stark unterschiedlichen Daten für die Variable size. 
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Bei allen multivariaten Regressionen wird geprüft, ob die erwarten Vorzeicheneffek-
te eingetreten sind. Dies wird im Rahmen der Darstellung der Ergebnisse in Kapitel 5 
beschrieben. 
 
Variable Ausgedrückt durch eV
riskfree zehnjährige Staatsanleihen +
growth Wachstum der Earnings per share von der Periodet-1 auf die Periodet -
payout Dividends per share/Earnings per share +
lev Buchwert des Eigenkapitals/Buchwert des Gesamtkapitals -
lev*Dummy lev*Dummywert -
Dummywert "1" für IAS bzw. IFRS, sonst "0" -
log(size) Natürlicher Logarithmus der Marktkapitalisierung -
 
 






4.  Durchführung der empirischen Untersuchung 
 
 
4.1.  Das konkrete Untersuchungsdesign 
 
Die empirische Untersuchung beginnt mit der Abgrenzung der Grundgesamtheit. Da-
rauf basierend werden die Stichproben konstruiert, wobei eine Unterteilung der in die 
Stichprobe einbezogenen Unternehmen in Gruppen erfolgt. Zur Sicherstellung der Da-
tenqualität werden Plausibilitätstests durchgeführt. Die Stichproben werden zunächst 
einer univariaten Regressionsanalyse und danach einer multivarianten Regressionsana-
lyse zugeführt.  
 
In der univariaten Analyse werden im ersten Schritt alle der jeweiligen Stichprobe 
angehörenden Unternehmen ungruppiert und ungepaart untersucht. Dadurch wird die 
Veränderung der Eigenkapitalkosten undifferenziert für alle festgestellt. Im zweiten 
Schritt werden gleiche Unternehmen ungruppiert und gepaart analysiert. Dies dient als 
Vollständigkeitsprüfung, um jene Unternehmen, für die nicht in allen Jahren des Unter-
suchungszeitraumes vollständige Daten vorliegen, auszuschließen. Es werden hier nur 
Unternehmen erfasst, die gepaart betrachtet werden können. Zuletzt wird jede in der 
Stichprobe befindliche Gruppe – vgl. zur Gruppenzuordnung 4.1.1.3. – einzeln univariat 
ausgewertet. Dadurch können die Eigenkapitalkosteneffekte für alle Gruppen dargestellt 
werden. Die Interpretation der Ergebnisse erfolgt über die Veränderung des Medians 
und des Mittelwertes unter Berücksichtigung der Streuung. Für alle univariaten Analy-
sen werden Signifikanztests durchgeführt und deren Ergebnisse gezeigt. 
 
In der multivariate Regressionsanalyse wird zuerst die gesamte Stichprobe des jewei-
ligen Beobachtungszeitraums ungeteilt und ohne Einbeziehung von Dummyvariablen 
untersucht. Danach wird die Stichprobe ungeteilt und unter Berücksichtigung der 
Dummyvariablen für IAS oder IFRS analysiert. Dadurch werden die Auswirkungen der 
freiwilligen Anwendung der IAS bzw. der verpflichtenden Anwendung der IFRS iso-
liert ausgewertet. Schließlich erfolgt eine Regression der Stichprobe anhand der zuge-
ordneten Gruppen. Dies ermöglicht eine differenzierte Darstellung der Auswirkungen 
der angewandten Rechnungslegungsstandards. Bei der Analyse der Zugehörigkeit der in 
definierten Gruppen wird ebenso der Zugang der Dummycodierung gewählt. Um Identi-
fizierbarkeitsprobleme auszuschließen, wird jeweils eine der Gruppen als Referenz-
gruppe ausgewählt.278 Die Referenzgruppe wird bei der Darstellung der Ergebnisse ex-
                                                 
278
 Vgl. Fahrmeir, L., Kneib, T. , Lang, S. (2007), S. 81 f.  
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plizit ausgewiesen. Alle Analysen werden mithilfe von Signifikanztests auf ihre Aussa-
gekraft für die Grundgesamtheit und auf Multikollinearität geprüft.  
 
Die Aufbereitung der Daten und die Durchführung der Regressionsanalysen erfolgt 
mithilfe der Statistiksoftware R. Es wurde dafür die Version “2.12.1. ((2010-12-16) © 
2010 The R Foundation for Statistical Computing)“ angewendet.279 In R existieren im 
Unterschied zu anderen Statistiksoftwarepaketen keine standardisierten Auswertungsta-
bellen. Die in Kapitel 5 präsentierten Tabellen und Abbildungen werden daher auf Basis 
der Ergebnisse der in R durchgeführten Untersuchungen selbst erstellt. Ein Vorteil der 
Anwendung von R liegt allerdings darin, dass Funktionen gezeichnet werden können. 
Die gezeigten Plots zur Visualisierung der Position der Eigenkapitalkosten wurden in R 
erstellt und exportiert. 
 
 
4.1.1.  Abgrenzung der Grundgesamtheit 
 
Die Grundgesamtheit der empirischen Untersuchung besteht für Deutschland aus al-
len Unternehmen, die in den Jahren 1997, 1998 und 1999 bzw. in den Jahren 2004, 
2005 und 2006 in Deutschland börsennotiert waren. Die Grundgesamtheit für Österreich 
besteht aus allen Unternehmen, die in den Jahren 1998, 1999 und 2000 bzw. in den Jah-
ren 2004, 2005 und 2006 in Österreich börsennotiert waren. Die weitere Abgrenzung 
der zu untersuchenden Unternehmen wird nach Indexzugehörigkeit, Branchenzugehö-
rigkeit und Gruppenzugehörigkeit, wie nachfolgend erläutert, vorgenommen.  
 
 
4.1.1.1.  Indexzugehörigkeit 
 
Es werden nur Unternehmen in die empirische Untersuchung einbezogen, die für 
Deutschland dem Index DAX30 angehören bzw. für Österreich dem Index ATX20. Die 
Unternehmen, die sich daraus für Deutschland und für Österreich für die Beobachtungs-
zeiträume ergeben, finden sich in Anhang 1 und Anhang 2. Die Indexzugehörigkeit 
wird mit den offiziellen publizierten Indexlisten der Deutschen Börse und der Österrei-
chischen Börse lückenlos überprüft. 
 
 
                                                 
279 Siehe zu den Spezifika von R: www.R-project.org. 
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4.1.1.2.  Branchenzugehörigkeit 
 
Es werden keine Banken, Versicherungs- und andere Finanzdienstleistungsunter-
nehmen berücksichtigt. Das hat zwei Gründe: Zum einen sind die Effekte der Anwen-
dung von internationalen Rechnungslegungsstandards auf die Eigenkapitalkosten von 
Banken, Versicherungs- und anderen Finanzdienstleistungsunternehmen bereits in eini-
gen empirischen Studien umfassend untersucht worden.280 Zum anderen könnte die un-
differenzierte branchenunabhängige Erfassung aller DAX30- bzw. ATX20-
Unternehmen zu einer Verzerrung der Aussagekraft der Ergebnisse führen.  
 
 
4.1.1.3.  Gruppenzugehörigkeit 
 
Der Fokus der empirischen Untersuchung liegt auf der Feststellung der (erwarteten) 
Reduktion der Eigenkapitalkosten durch die freiwillige Anwendung der IAS bzw. die 
verpflichtende Anwendung der IFRS. Es ist aber auch von Interesse zu zeigen, wie die 
Veränderung der Eigenkapitalkosten bei den anderen Unternehmen ausgefallen ist, und 
zwar bei jenen, die im Beobachtungszeitraum ihre Konzernabschlüsse z. B. nach dem 
HGB oder den US-GAAP aufstellten oder einen Wechsel im Rechnungslegungssystem 
bereits vor oder erst nach den Umstellungsjahren 1998 bzw. 1999 und 2005 durchführ-
ten. Um dies analytisch betrachten zu können, ist eine weitere Abgrenzung der Grund-
gesamtheit nach Gruppen erforderlich. Es werden dafür zwei Kategorien von Gruppen 
definiert. Eine umfasst die Gruppen, die den ersten Beobachtungszeitraum betreffen. 
Die zweite Kategorie umfasst die Gruppen, die den zweiten Beobachtungszeitraum be-
treffen. Die Gruppenzuordnung erfolgt anhand des Rechungslegungsstandards bzw. der 
Kombination von Rechnungslegungsstandards, die für die Aufstellung des Konzernab-
schlusses angewandt wurden. Dadurch können Eigenkapitalkosteneffekte dargestellt 
werden, die auch die übrigen Rechnungslegungsstandards (HGB, US-GAAP) oder un-
terschiedliche Wechsel in den Rechnungslegungsstandards berücksichtigen. 
 
Als Grundlage für die Gruppenzuordnung für den Beobachtungszeitraum der freiwil-
ligen Anwendung der IAS wird die nachfolgend gezeigte Matrix herangezogen. Sie be-
steht aus möglichen Kombinationen von HGB, IAS und/oder US-GAAP.  
 
 
                                                 
280 Vgl. insbesondere die Untersuchung von Palea, V. (2006). 
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Gruppe 1997 bzw. 1998 1998 bzw. 1999 1999 bzw. 2000
1 HGB IAS IAS
2 IAS IAS IAS
3 HGB HGB US-GAAP
4 HGB HGB HGB
5 US-GAAP US-GAAP US-GAAP
6 HGB HGB IAS
 
 
Tabelle 9: Gruppenzuordnungsmatrix IAS 
 
Unternehmen, die den Gruppen 1, 2 und 5 angehören, machten ab dem Jahr 1998 (in 
Deutschland) bzw. dem Jahr 1999 (in Österreich) von der Möglichkeit Gebrauch, ihren 
Konzernabschluss mit befreiender Wirkung nach den IAS oder nach den US-GAAP 
aufzustellen. 
 
Unternehmen, die den Gruppen 2 und 5 angehören, stellten bereits im Jahr vor dem 
Umstellungsjahr 1998 bzw. 1999 parallel zu ihren nach dem HGB aufgestellten Kon-
zernabschlüssen auch solche nach den IAS oder den US-GAAP auf.  
 
Unternehmen, die den Gruppen 3 und 6 angehören, machten erst ab dem Jahr 1999 
(in Deutschland) bzw. dem Jahr 2000 (in Österreich) von der Möglichkeit Gebrauch, ih-
ren Konzernabschluss mit befreiender Wirkung nach den IAS oder nach den US-GAAP 
aufzustellen. 
 
Unternehmen, die der Gruppe 4 angehören, machten von der Möglichkeit der freiwil-
ligen Anwendung von international anerkannten Rechnungslegungsstandards zur Auf-
stellung eines befreiend wirkenden Konzernabschlusses nicht Gebrauch und bilanzierten 
weiterhin nach dem HGB. 
 
Als Grundlage für die Gruppenzuordnung für den Beobachtungszeitraum der ver-
pflichtenden Anwendung der IFRS wird die nachfolgend gezeigte Matrix herangezogen. 

















Tabelle 10: Gruppenzuordnungsmatrix IFRS 
 
Diese Matrix enthält Kombinationen von Rechnungslegungsstandards, die nicht 
möglich sind bzw. bei deren Vorliegen keine Gruppenmitglieder zu erwarten sind. Dazu 
gehören die Gruppen B, C, E, F und I.  
 
Unternehmen, die der Gruppe A angehören, stellten im Jahr 2005 von HGB auf IFRS 
um.  
 
Unternehmen, die der Gruppe D angehören, bilanzierten bereits vor dem Jahr der 
verpflichtenden Anwendung nach den IFRS. Aus Gründen der besseren Unterscheid-
barkeit und zur Identifikation der Dummyvariablen für das Umstellungsjahr in der mul-
tivariaten Analyse wird für das Jahr 2004 bewusst der Begriff IAS verwendet, obwohl 
er bereits IFRS lauten müsste.  
 
Unternehmen, die der Gruppe G angehören, stellten ihren Konzernabschluss im Jahr 
2004 nach den US-GAAP auf und taten dies unter Beachtung der Übergangsregelung 
auch im Jahr 2005. Auch in der Gruppe J sind solche Unternehmen vertreten. Die Un-
terscheidung dieser beiden Gruppen liegt darin, dass die Mitglieder der Gruppe G auch 
im Jahr 2006 US-GAAP anwendeten, während jene der Gruppe J im Jahr 2006 auf 
IFRS umstiegen. Da für die Regressionsanalysen ein jeweils dreijähriger Beobach-
tungszeitraum gewählt wird, ist dieser Unterschied bedeutsam. In der Stichprobenkon-
struktion werden daher alle drei Jahre dargestellt. 
 
Unternehmen, die der Gruppe H angehören, stellten 2004 ihren Konzernabschluss 




4.1.2.  Stichprobenkonstruktion 
 
Die Stichproben werden systematisch nach dem vorab beschriebenen Abgrenzungs-
verfahren konstruiert. Es werden demnach Unternehmen aus Deutschland und Öster-
reich untersucht, die börsennotiert sind, in den Beobachtungszeiträumen dem Index 
DAX30 bzw. ATX20 angehören, keine Finanzunternehmen sind und einer der definier-
ten Gruppen zuzuordnen sind. Aufgrund der Ergebnisse der Untersuchung sollen Rück-
schlüsse auf die allgemeine Grundgesamtheit aller DAX- und ATX-Unternehmen gezo-
gen werden. 
 
Die Gruppenzuordnung für Deutschland für die Jahre 1997, 1998 und 1999 ergibt ei-
ne Stichprobe von 15 gleichen Unternehmen pro Jahr.281 Für die multivariate Regressi-
onsanalyse bedeutet dies 45 Beobachtungen für die Jahre 1997 bis 1999, 30 Beobach-
tungen für die Jahre 1997 und 1998 und 30 Beobachtungen für die Jahre 1998 und 
1999. Die Tabelle 11 enthält eine Liste der erfassten Unternehmen. 
 
Gruppe Unternehmen 1997 1998 1999
1 Lufthansa HGB IAS IAS
MAN HGB IAS IAS
Rewe HGB IAS IAS
2 Bayer IAS IAS IAS
Henkel IAS IAS IAS
3 SAP HGB HGB US-GAAP
4 BASF HGB HGB HGB
BMW HGB HGB HGB
Karstadt HGB HGB HGB
Linde HGB HGB HGB
Metro HGB HGB HGB
Siemens HGB HGB HGB
Volkswagen HGB HGB HGB
5 Daimler US-GAAP US-GAAP US-GAAP
Deutsche Telekom US-GAAP US-GAAP US-GAAP
6 HGB HGB IAS
Deutschland - Untersuchungszeitraum zur freiwilligen Anwendung der IAS
 
 
Tabelle 11: Gruppenzuordnung Deutschland 1997 – 1999  
 
 
                                                 
281 Diese Darstellung ist bereits bereinigt um das Unternehmen Thyssen Krupp, für das im Jahr 1997 
nicht alle für die empirische Untersuchung benötigten Daten vorlagen. Die Anzahl der Unternehmen 
in der Stichprobe vor der Bereinigung aufgrund fehlender Daten - vgl. dazu Abschnitt 4.1.4.1. - be-
trägt 16. Im Rahmen der univariaten Analyse wird darauf ebenfalls hingewiesen. 
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Die Gruppenzuordnung für Österreich für die Jahre 1998, 1999 und 2000 ergibt eine 
Stichprobe von 11 gleichen Unternehmen pro Jahr. Für die multivariate Regressionsana-
lyse bedeutet dies 33 Beobachtungen für die Jahre 1998 bis 2000, 22 Beobachtungen für 
die Jahre 1998 und 1999 und 22 Beobachtungen für die Jahre 1999 und 2000. Die Ta-
belle 12 enthält eine Liste der erfassten Unternehmen. 
 
 
Gruppe Unternehmen 1998 1999 2000
1 VoestAlpine HGB IAS IAS
2 Böhler Uddeholm IAS IAS IAS
EVN IAS IAS IAS
VA Tech IAS IAS IAS
Verbund IAS IAS IAS
Wienerberger IAS IAS IAS
Wolford IAS IAS IAS
3 HGB HGB US-GAAP
4 RHI HGB HGB HGB
5 Mayr Melnhof US-GAAP US-GAAP US-GAAP
OMV US-GAAP US-GAAP US-GAAP
6 Flughafen Wien HGB HGB IAS
Österreich - Untersuchungszeitraum zur freiwilligen Anwendung der IAS
 
 
Tabelle 12: Gruppenzuordnung Österreich 1997 – 1999  
 
 
Die Gruppenzuordnung für Deutschland für die Jahre 2004, 2005 und 2006 ergibt ei-
ne Stichprobe von 22 gleichen Unternehmen pro Jahr. Für die multivariate Regressions-
analyse bedeutet dies 66 Beobachtungen für die Jahre 2004 bis 2006, 44 Beobachtungen 
für die Jahre 2004 und 2005 und 44 Beobachtungen für die Jahre 2005 und 2006. Tabel-





Gruppe Unternehmen 2004 2005 2006
A BASF HGB IFRS IFRS
D Adidas IAS IFRS IFRS
Bayer IAS IFRS IFRS
BMW IAS IFRS IFRS
Deutsche Post IAS IFRS IFRS
Henkel IAS IFRS IFRS
Linde IAS IFRS IFRS
Lufthansa IAS IFRS IFRS
MAN IAS IFRS IFRS
Metro IAS IFRS IFRS
RWE IAS IFRS IFRS
Siemens IAS IFRS IFRS
Volkswagen IAS IFRS IFRS
G Daimler US-GAAP US-GAAP US-GAAP
E.ON US-GAAP US-GAAP US-GAAP
Infineon US-GAAP US-GAAP US-GAAP
SAP US-GAAP US-GAAP US-GAAP
H Continental US-GAAP IFRS IFRS
Deutsche Telekom US-GAAP IFRS IFRS
Fresenius US-GAAP IFRS IFRS
ThyssenKrupp US-GAAP IFRS IFRS
TUI US-GAAP IFRS IFRS
J US-GAAP US-GAAP IFRS
Deutschland - Untersuchungszeitraum zur verpflichtenden Anwendung der IFRS
 
 
Tabelle 13: Gruppenzuordnung Deutschland 2004 – 2006  
 
Die Zuordnung für Österreich für die Jahre 2004, 2005 und 2006 ergibt eine Stich-
probe von 11 gleichen Unternehmen pro Jahr. Für die multivariate Regressionsanalyse 
bedeutet dies 33 Beobachtungen für die Jahre 2004 bis 2006, 22 Beobachtungen für die 
Jahre 2004 und 2005 und 22 Beobachtungen für die Jahre 2005 und 2006. Die Tabelle 




Gruppe Unternehmen 2004 2005 2006
A HGB IFRS IFRS
D Andritz IAS IFRS IFRS
Böhler Uddeholm IAS IFRS IFRS
BWIN IAS IFRS IFRS
EVN IAS IFRS IFRS
Flughafen Wien IAS IFRS IFRS
Verbund IAS IFRS IFRS
VoestAlpine IAS IFRS IFRS
Wienerberger IAS IFRS IFRS
G US-GAAP US-GAAP US-GAAP
H Mayr Melnhof US-GAAP IFRS IFRS
OMV US-GAAP IFRS IFRS
J Telekom Austria US-GAAP US-GAAP IFRS
Österreich - Untersuchungszeitraum zur verpflichtenden Anwendung der IFRS
 
 
Tabelle 14: Gruppenzuordnung Österreich 2004 – 2006  
 
 
4.1.3.  Datenbasis 
 
Die in die empirische Untersuchung einbezogenen Daten umfassen Bilanzdaten, Da-
ten der Gewinn- und Verlustrechnung, Kapitalmarktdaten und sonstige Daten. Die Da-
ten zur Ermittlung der abhängigen Variablen eigK, der Variablen growth, der Variablen 
payout, der Variablen lev und der Variablen size stammen aus den publizierten Ab-
schlüssen der jeweiligen Unternehmen. Dafür werden insgesamt 177 Abschlüsse, 45 für 
den Beobachtungszeitraum 1997 bis 1999 für Deutschland, 33 für den Beobachtungs-
zeitraum 1998 bis 2000 für Österreich, 66 für den Beobachtungszeitraum 2004 bis 2006 
für Deutschland und 33 für den Beobachtungszeitraum 2004 bis 2006 für Österreich 
durchgesehen. Zur Ermittlung der Variablen growth ist es zusätzlich erforderlich, die 
Earnings per share aus den jeweiligen Jahren vor den ersten in den Beobachtungszeit-
raum einbezogenen Jahren (i. e. 1997 bzw. 1998 und 2003 für beide) mit einzubeziehen. 
Dazu sind weitere 59 Abschlüsse nötig.  
 
Zur Erstellung einer Trendlinie der Eigenkapitalkosten für Deutschland vom Jahr 
1997 bis zum Jahr 2008 und für Österreich vom Jahr 1998 bis zum Jahr 2008 – vgl. die 
Abbildungen 1 und 2 – werden die Abschlüsse aller DAX30- und ATX20-Unter-
nehmen dieser Jahre herangezogen. Insgesamt sind dies 579 Geschäftsberichte, davon 
360 für Deutschland und 219 Abschlüsse für Österreich.282  
                                                 
282
 Theoretisch müsste die Summe für die ATX-Abschlüsse 220 betragen (20 Unternehmen für 11 Jahre). 
Da in den Jahren 1998 und 1999 21 Unternehmen dem ATX angehörten, im Jahr 2000 23 Unterneh-
 104 
 
Die Abschlüsse wurden von den Investors Relations-Abteilungen der Unternehmen 
angefordert und wurden entweder per Post zugesendet oder in elektronischer Form zur 
Verfügung gestellt. Die Daten für die Variable riskfree wurden den Zinsinformationen 
für Staatsanleihen mit zehnjähriger Restlaufzeit der Deutschen Bundesbank und der O-
esterreichischen Nationalbank entnommen. Zur Gewinnung der Daten wurden keine 
Datenbanken verwendet, alle Daten wurden manuell erhoben. 
 
 
4.1.4.  Datenqualität 
 
Bevor die Daten in die empirische Untersuchung Eingang finden, wurde eine Reihe 
von Plausibilitätstests durchgeführt, um Datenübertragungsfehler und sonstige Daten-
fehler auszuschließen. Es wurden u. a. Kontrollrechnungen zur Bilanzsumme, der 
Marktkapitalisierung und den Earnings per Share durchgeführt. Weiters wurden die Da-
ten mit jenen des Vorjahres und des folgenden Jahres verglichen, um mögliche Anoma-
lien durch Ausreißer, aber auch durch Tipp- oder Rechenfehler zu identifizieren. Diese 
Plausibilitätstests und Kontrollrechnungen bieten keine Garantie für die vollständige 
Fehlerfreiheit der Daten, sollen aber offensichtliche Fehler weitgehend ausschließen. 
Nachfolgend wird dargestellt, wie bei fehlenden Daten vorgegangen wird, wie mit sta-
tistischen Ausreißern umgegangen wird und wie zu hohe wechselseitige lineare Abhän-
gigkeiten in den multivariaten Regressionsanalysen ausgeschlossen werden.  
 
 
4.1.4.1.  Fehlende Daten für einzelne Unternehmen 
 
Unternehmen, die grundsätzlich in den Beobachtungszeitraum fallen, aber unvoll-
ständige Daten aufweisen, werden von den Analysen ausgeschlossen. Es wird kein Im-
putationsverfahren gewählt. Zunächst werden jene Unternehmen eliminiert, für die eine 
gepaarte Untersuchung nicht möglich ist, weil sie nicht in allen Vergleichsjahren dem 
Index angehören. Danach wird die Vollständigkeit der Daten für die in der Stichprobe 
verbleibenden Unternehmen geprüft. Für alle Analysen müssen in den paarweise be-
trachteten Perioden dieselben Unternehmen vorhanden sein. Bei allen univariaten Ana-
lysen wird daher zur Kontrolle der Gleichheit der Anzahl der berücksichtigten Unter-
nehmen ein Vergleich zwischen „Alle Unternehmen, ungruppiert und ungepaart“ mit 
„Gleiche Unternehmen, ungruppiert und gepaart“ vorgenommen.  
                                                                                                                                               
men und in den Jahren 2002, 2003, 2004, 2006 und 2008 19 Unternehmen sowie in den Jahren 2005 
und 2007 20 Unternehmen, ergibt sich die Summe von 219. Im DAX30 beträgt die Anzahl der in den 
Index einbezogenen Unternehmen für 1997 bis 2008 stets 30.  
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4.1.4.2.  Fehlende Daten bei Dummyvariablen 
 
Aufgrund der Abgrenzung durch die Gruppenzugehörigkeit ergeben sich sowohl für 
den Beobachtungszeitraum 1997 bis 1999 (für Deutschland) und 1998 bis 2000 (für Ös-
terreich) als auch für den Beobachtungszeitraum 2004 bis 2006 (für beide) einzelne 
Gruppen, die keine Unternehmen enthalten. Für Deutschland handelt es sich im zuerst 
genannten Zeitraum um die Gruppe 6, für Österreich um die Gruppe 3. Für den zweiten 
Zeitraum handelt es sich in Deutschland um die Gruppe J, für Österreich um die Grup-
pen A und G. Obwohl dies für die Stichproben selbst klar nachvollziehbar ist, könnten 
in der Grundgesamtheit theoretisch dennoch Unternehmen existieren, die in den jewei-
ligen Beobachtungszeiträumen in die definierten Gruppen fallen. Da die Daten der 
Grundgesamtheit nicht vollständig vorliegen (sondern nur jene der Stichproben), ist dies 
allerdings nicht bekannt.  
 
Für die multivariate Regressionsanalyse ergibt dies ein Problem: Variablen, die keine 
Werte enthalten, können nicht regressiert werden. Es wird für die empirische Untersu-
chung daher folgende Vorgehensweise bei der Durchführung der multivariaten Analy-
sen gewählt: Wenn Gruppen ohne Daten vorkommen, so werden diese nicht als unab-
hängige Dummyvariablen in der Regressionsgleichung miterfasst. Zur Nachvollzieh-
barkeit wird dies bei jedem zutreffenden Fall in Kapitel 5 explizit dokumentiert.  
 
Aus der Tatsache, dass es für den Beobachtungszeitraum keine Unternehmen gibt, 
die sich für diese Gruppen qualifizieren, werden auch keine induktiven Schlussfolge-
rungen für die Grundgesamtheit gezogen, wo es derartige Unternehmen theoretisch ge-
ben könnte. Die Regressionsgleichungen aller multivariaten Analysen enthalten dem-




4.1.4.3.  Statistische Ausreißer 
 
Auf die Eliminierung von statistischen Ausreißern wird in der empirischen Untersu-
chung bewusst verzichtet. Dort, wo ein Verzerrungseffekt durch Ausreißer vorliegt, 
wird dies erläutert. Ziel ist die vollständige Darstellung der Untersuchungsergebnisse 




4.1.4.4.  Multikollinearität 
 
Für alle multivariaten Regressionsanalysen werden Multikollinearitätstests durchge-
führt, um auszuschließen, dass zwischen einzelnen Regressoren wechselseitige lineare 
Abhängigkeiten bestehen. Das Vorliegen solcher Abhängigkeiten würde die Teststatis-
tiken verzerren und die Interpretation der Ergebnisse erschweren.283 Zunehmende Mul-
tikollinearität führt zur Abnahme der Genauigkeit der Schätzwerte. Mithilfe des Vari-
ance Inflation Factor (kurz: VIF) kann das Ausmaß der Multikollinearität festgestellt 
werden.284 Es wird dabei eine Variable Xj auf die übrigen Variablen regressiert und das 
Bestimmtheitsmaß R2j ermittelt: 
 
(31) VIFj = 1 / 1 – R2j 
mit R2j als Bestimmtsheitsmaß der abhängige Variablen Xj auf die unabhängigen Vari-
ablen. 
 
In der Literatur wird als oberer Grenzwert 10 vorgeschlagen.285 Wird dieser über-
schritten, kann man von einer Aufblähung der Varianzen ausgehen, die zu einem Multi-
kollinearitätsproblem führt. In der vorliegenden Untersuchung wird eine konservativere 
Herangehensweise gewählt und als oberer Grenzwert 5 festgelegt. Damit soll ausge-
schlossen werden, dass die Variablen der entwickelten multivariaten Regressionsmodel-
le nennenswerte wechselseitige Abhängigkeiten aufweisen. Die Ergebnisse des VIF-
Tests werden jeweils am Ende der durchgeführten Regressionen abgebildet. Liegen die-
se unter 5, liegt keine berichtenswerte Multikollinearität vor. 
 
 
4.2.  Signifikanztests 
 
Aufgrund der geringen Stichprobengröße, insbesondere in den einzelnen Gruppen, 
sollten die Ergebnisse der empirischen Untersuchung mit Bedacht interpretiert werden. 
Während die beobachtbaren Auswirkungen der IAS bzw. der IFRS auf die Eigenkapi-
talkosten für die untersuchten Unternehmen des DAX30 und des ATX20 in den jeweili-
gen Beobachtungszeiträumen klar darstellbar sind, bedeutet dies nicht, dass daraus im 
Einzelfall ein induktiver Rückschluss auf die Grundgesamtheit gezogen werden kann.  
                                                 
283 Vgl. Bortz, J. (2005), S. 453. 
284 Vgl. Backhaus, K., Erichson, B., Plinke, W., Weiber, R. (2008), S. 89 f. 




Im Rahmen der empirischen Untersuchung kommen daher mehrere statistische Test-
verfahren zur Anwendung, welche die Signifikanz der Ergebnisse messen. Bei der uni-
variaten Regressionsanalyse wird die statistische Signifikanz der Ergebnisse mithilfe ei-
nes Levene-Tests, eines t-Tests und eines Wilcoxon-Tests geprüft. Bei der multivariaten 
Regressionsanalyse wird ebenfalls ein t-Test durchgeführt. Die Ergebnisse dieser Signi-
fikanztests werden in Kapitel 5 bei allen Untersuchungsergebnissen dargestellt. 
 
Die Signifikanzniveaus werden den automatisch in R skalierten Niveaus entspre-
chend für alle Testergebnisse wie folgt festgelegt: 
 
***  = eindeutig signifikant und umfasst alle Ergebnisse mit einem Wert < 0,001 
** = deutlich signifikant und umfasst alle Ergebnisse mit einem Wert < 0,01 
* = signifikant und umfasst alle Ergebnisse mit einem Wert < 0,05 
. = leicht signifikant und umfasst alle Ergebnisse mit einem Wert < 0,1 
 
Mithilfe des Levene-Tests wird die Varianzhomogenität geprüft.286 Die statistische 
Nullhypothese des Levene-Tests besagt, dass die Varianzen der Eigenkapitalkosten zu 
beiden beobachteten Zeitpunkten in der Grundgesamtheit im Wesentlichen gleich sind. 
Tritt beim Levene-Test ein signifikantes Ergebnis ein, ist diese Vermutung widerlegt. 
Daraus ergibt sich die Anwendung eines t-Tests für ungleiche Varianzen. Tritt kein sig-
nifikantes Ergebnis ein, ist diese Vermutung weder bestätigt noch widerlegt. Daher wird 
ein t-Test unter der Annahme gleicher Varianzen durchgeführt. Bei geringer Stichpro-
benanzahl kann es vorkommen, dass die Varianzen in den zufällig ausgewählten Stich-
proben verschiedener Gruppen annähernd gleiche Werte aufweisen, obwohl die Varian-
zen in den Grundgesamtheiten unterschiedlich sind.287  
 
Die statistische Nullhypothese des t-Tests und jene des Wilcoxon-Tests besagen, 
dass die Eigenkapitalkosten zu beiden beobachteten Zeitpunkten in der Grundgesamt-
heit gleich sind.  Tritt beim t-Test bzw. beim Wilcoxon-Test ein signifikantes Ergebnis 
ein, ist diese Vermutung widerlegt. Tritt kein signifikantes Ergebnis ein, ist diese Ver-
mutung weder bestätigt noch widerlegt. Man kann nichts aussagen. 
 
                                                 
286 Vgl. Backhaus, K., Erichson, B., Plinke, W., Weiber, R. (2008), S. 177. 





5.  Ergebnisse der empirischen Untersuchung 
 
Die Präsentation der Ergebnisse erfolgt in drei Schritten: Zunächst werden die Er-
gebnisse für die freiwillige Anwendung der IAS in Deutschland und in Österreich dar-
gestellt. Dabei werden zuerst die Ergebnisse der univariaten Analysen für die Jahre 
1997 bis 1999, die Jahre 1997 und 1998 sowie die Jahre 1998 und 1999 für Deutschland 
und für die Jahre 1998 bis 2000, die Jahre 1998 und 1999 sowie die Jahre 1999 und 
2000 für Österreich gezeigt. Die Darstellung erfolgt jeweils für alle Unternehmen, un-
gruppiert und ungepaart, für gleiche Unternehmen, ungruppiert und gepaart, sowie für 
die einzelnen Gruppen. Die Ergebnisse werden durch Plots visualisiert, wobei die Ei-
genkapitalkosten, die oberhalb der 1. Mediane (x = y) liegen, als gestiegen und jene, die 
unterhalb dieser liegen, als gesunken interpretiert werden. Es folgen die Ergebnisse der 
multivariaten Analysen für die Jahre 1997 bis 1998, die Jahre 1997 und 1998 sowie die 
Jahre 1998 und 1999 für Deutschland und für die Jahre 1998 bis 2000, die Jahre 1998 
und 1999 sowie die Jahre 1999 und 2000 für Österreich. Die Darstellung erfolgt hier 
ungeteilt, ungeteilt mit der Dummyvariablen IAS98 bzw. IAS99 sowie geteilt nach 
Gruppen. Sowohl bei den univariaten als auch bei den multivariaten Analysen werden 
die Ergebnisse der durchgeführten Signifikanztests erläutert. Bei den multivariaten Ana-
lysen werden auch die Ergebnisse des VIF-Tests gezeigt. In einem Zwischenfazit wer-
den die vorliegenden Ergebnisse zusammengefasst und zur Prüfung der zugehörigen 
operationalen Hypothesen herangezogen. 
 
Im zweiten Schritt werden die Ergebnisse für die verpflichtende Anwendung der 
IFRS in Deutschland und in Österreich dargestellt. Dabei werden zuerst die Ergebnisse 
der univariaten Analyse für die Jahre 2004 bis 2006, die Jahre 2004 und 2005 sowie die 
Jahre 2004 und 2005 für beide Staaten gezeigt. Es folgen die Ergebnisse der multivaria-
ten Analysen für diesen Beobachtungzeitraum. Auch hier werden die Ergebnisse der 
durchgeführten Signifikanztests und des VIF-Tests gezeigt und erläutert. In einem Zwi-
schenfazit werden auf den Ergebnissen basierend die zugehörigen operationalen Hypo-
thesen geprüft. 
 
Im dritten Schritt werden die Ergebnisse dargestellt, die der Prüfung der operationa-
len verbunden Hypothesen für die beiden Staaten dienen. 
 
Stellt man die Entwicklung der Eigenkapitalkosten für die Jahre 1997 bis 2008 für 
Deutschland und die Jahre 1998 bis 2008 für Österreich grafisch dar, lassen sich darauf 
basierend folgende allgemeine Überlegungen anstellen: Die folgende Abbildung zeigt 
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die Trendlinie der Eigenkapitalkosten vom Jahr 1997 bis zum Jahr 2008 für Deutsch-
land. Die hier fett hervorgehobenen Kurven betreffen die Beobachtungzeiträume 1997 
bis 1999 bzw. 2004 bis 2006. Im ersten Beobachtungszeitraum ist ein geringfügiges 
Sinken feststellbar, während das Sinken im zweiten Beobachtungszeitraum deutlich 
ausfällt. Dies lässt den allgemeinen Schluss zu, dass die Eigenkapitalkosten in diesen 
Perioden gesunken sind. Die konkrete statistische Überprüfung dieses Schlusses und ob 
diese Senkung durch die freiwillige Anwendung der IAS bzw. die verpflichtende An-
wendung der IFRS erklärbar ist, erfolgt in der vorliegenden empirischen Untersuchung. 
Für die Jahre 2001 und 2008 ist eine besonders auffällige Streuung der Eigenkapitalkos-
ten festzustellen. Im Jahr 2001 könnte die Ursache darin liegen, dass die Eigenkapital-
kosten der DAX30-Unternehmen durch einen „9/11-Effekt“ beeinflusst sind, der die 
Auswirkungen des Terroranschlags vom 11. September 2001 in den Vereinigten Staaten 
auf die internationalen Kapitalmärkte einpreist. Im Jahr 2008 liegt die Vermutung nahe, 
dass die  Auswirkungen der Finanzmarktkrise zum beobachtbaren Streuungseffekt füh-
ren. In beiden Fällen handelt es sich um exogene Faktoren, die schwer isolierbar bzw. 
nachweisbar sind. In der vorliegenden empirischen Untersuchung werden diese beiden 
auffälligen Streuungen nicht analysiert. 






























Abbildung 1: Trendlinie Deutschland 1997 – 2008 
 
Betrachtet man die in der nächsten Abbildung dargestellte Trendlinie der Eigenkapi-
talkosten für die Jahre 1998 bis 2008 für Österreich, so zeigt sich ein anderes Bild: Im 
Gegensatz zur Trendlinie für Deutschland sinkt die Trendlinie für Österreich weniger 
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stark. Die Kurven für die beiden Beobachtungszeiträume 1998 bis 2000 bzw. 2004 bis 
2006 verlaufen ebenfalls unterschiedlich: Im ersten Beobachtungszeitraum erkennt man 
ein deutliches Ansteigen und im zweiten eine im Vergleich zu Deutschland weniger 
starke Reduktion der Eigenkapitalkosten. Dies lässt den allgemeinen Schluss zu, dass 
die Effekte der freiwilligen Anwendung der IAS bzw. der verpflichtenden Anwendung 
der IFRS in Österreich anders sind als in Deutschland.  



































5.1.  Ergebnisse zur freiwilligen Anwendung der IAS  
 
 
5.1.1.  Ergebnisse der univariaten Analyse zur freiwilligen Anwendung 
der IAS in Deutschland für den Beobachtungszeitraum 1997 – 1999 
 
Die folgenden Parallelkoordinatendiagramme stellen den Verlauf der Eigenkapital-
kosten der in den einzelnen untersuchten Gruppen vertretenen Unternehmen für die Jah-
re 1997, 1998 und 1999 grafisch dar. Für die Gruppe 6 kann kein Parallelkoordinatendi-
agramm erstellt werden, weil sie leer ist. In den nachfolgenden Abschnitten werden die 

































































































































5.1.1.1.  Ergebnisse für die Jahre 1997 und 1999 
 
 
Alle Unternehmen, ungruppiert und ungepaart 
 
Hier werden alle in der Stichprobe befindlichen Unternehmen für das Jahr 1997 und 
das Jahr 1999 ungruppiert und ungepaart in die univariate Analyse einbezogen. Die un-
terschiedliche Anzahl der Unternehmen erklärt sich durch das Fehlen von Thyssen 
Krupp im Jahr 1997 (unvollständige Daten). Die Ergebnisse der Analyse stellen sich 
wie folgt dar:  
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 15 0,01000 0,03500 0,05000 0,05133 0,06500 0,10000 0,02475
1999 16 0,01000 0,03750 0,04500 0,04938 0,07000 0,10000 0,02594
 
 
Tabelle 15: Ergebnisse der univariaten Analyse Deutschland 1997 und 1999, ungruppiert und ungepaart 
 
Unter Berücksichtigung von ähnlicher Streuung ist ein geringfügiges Fallen des Mit-
telwerts der Eigenkapitalkosten von 1997 auf 1999 feststellbar. Im Median fällt dies et-
was stärker aus. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die 
statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=0,0142; 
p=0,9061). Daraus folgt die Anwendung eines (two sample) t-Tests unter Varianz-
gleichheit. Das Ergebnis ist nicht signifikant (t=0,2148; p=0,8315). Der zum Vergleich 






Gleiche Unternehmen, ungruppiert und gepaart 







































Abbildung 8: Plot univariate Analyse Deutschland 1997 und 1999, gleiche Unternehmen ungruppiert und 
gepaart 
 
Hier werden alle Unternehmen einbezogen, für die in beiden Jahren vollständige Da-
ten zur Verfügung stehen. Demgemäß wird für 1999 Thyssen Krupp aus der Stichprobe 
herausgenommen, um eine ungruppierte gepaarte univariate Analyse durchführen zu 
können. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 15 0,01000 0,03500 0,05000 0,05133 0,06500 0,10000 0,02475
1999 15 0,01000 0,03750 0,04000 0,04600 0,06500 0,08000 0,02293
 
 
Tabelle 16: Ergebnisse der univariaten Analyse Deutschland 1997 und 1999, gleiche Unternehmen ge-
paart 
 
Unter Berücksichtigung von ähnlicher Streuung ist ein Fallen des Mittelwerts der Ei-
genkapitalkosten von 1997 auf 1999 feststellbar. Im Median ist ein deutlicheres Fallen 
feststellbar. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statis-
tische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=0,1489; 
p=0,7025). Daraus folgt die Anwendung eines (gepaarten) t-Tests unter Varianzgleich-
heit. Das Ergebnis ist nicht signifikant (t=0,8766; p=0,3955). Der zum Vergleich durch-












































Abbildung 9: Plot univariate Analyse Deutschland 1997 und 1999, Gruppe 1 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 1997 
nach dem HGB und im Jahr 1999 nach den IAS aufgestellt haben. Es trifft ebenso zu, 
dass diese Unternehmen ihren Konzernabschluss auch im Jahr 1998 nach den IAS auf-
gestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil MedianMittelwert 3. Quartil Maximum Stabw.
1997 3 0,03000 0,04500 0,06000 0,05667 0,07000 0,08000 0,02517
1999 3 0,07000 0,07000 0,07000 0,07333 0,07500 0,08000 0,00577
 
 
Tabelle 17: Ergebnisse der univariaten Analyse Deutschland 1997 und 1999, Gruppe 1 
 
Unter Berücksichtigung von stark unterschiedlicher Streuung ist ein Ansteigen des 
Mittelwerts der Eigenkapitalkosten von 1997 auf 1999 feststellbar. Der auffällige Un-
terschied in der Streuung ergibt sich durch die Heterogenität der Daten des geringen 
Samples von drei Unternehmen. Im Median ist ebenfalls ein Anstieg feststellbar. Der 
Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypo-
these der Gleichheit der Varianzen nicht signifikant ist (F=2; p=0,2302). Daraus folgt 
die Anwendung eines t-Tests unter Varianzgleichheit. Das Ergebnis ist nicht signifikant 
(t=-1,1471; p=0,3701). Der zum Vergleich durchgeführte Wilcoxon-Test weist ebenso 












































Abbildung 10: Plot univariate Analyse Deutschland 1997 und 1999, Gruppe 2 
 
Hier werden alle Unternehmen einbezogen, die bereits im Jahr 1997 zusätzlich zum 
Konzernabschluss nach dem HGB einen Konzernabschluss nach den IAS aufgestellt 
haben und auch im Jahr 1999 einen Konzernabschluss nach den IAS aufgestellt haben. 
Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 2 0,06000 0,06250 0,06500 0,06500 0,06750 0,07000 0,00707
1999 2 0,05000 0,05250 0,05500 0,05500 0,05750 0,06000 0,00707
 
 
Tabelle 18: Ergebnisse der univariaten Analyse Deutschland 1997 und 1999, Gruppe 2 
 
Die Streuung ist ident. Dies ist auf die Homogenität der Daten des geringen Samples 
von zwei Unternehmen zurückzuführen. Es ist ein Fallen des Mittelwerts der Eigenkapi-
talkosten von 1997 auf 1999 feststellbar. Im Median fällt das Fallen gleich hoch aus. 
Die Prüfung der Varianzhomogenität durch den Levene-Test (F=529; p=0,001885**) 
ergibt einen signifikanten p-Wert (<0,05). Dadurch wird die statistische H0 der Vari-
anzgleichheit zugunsten der H1, wonach die Varianzen nicht gleich sind, verworfen. 
Dies wird im t-Test berücksichtigt, der unter Varianzungleichheit durchgeführt wird 
(t=1; p=0,5). Der zum Vergleich durchgeführte Wilcoxon-Test weist kein signifikantes 












































Abbildung 11: Plot univariate Analyse Deutschland 1997 und 1999, Gruppe 3 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 1997 
nach dem HGB und im Jahr 1999 nach den US-GAAP aufgestellt haben. Die Ergebnis-
se der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 1 0,05000 0,05000 0,05000 0,05000 0,05000 0,05000 NA
1999 1 0,01000 0,01000 0,01000 0,01000 0,01000 0,01000 NA
 
 
Tabelle 19: Ergebnisse der univariaten Analyse Deutschland 1997 und 1999, Gruppe 3 
 
Es handelt sich hier nur um ein einziges Unternehmen (SAP). Folglich ist keine 
Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genügend 













































Abbildung 12: Plot univariate Analyse Deutschland 1997 und 1999, Gruppe 4 
 
Hier werden alle Unternehmen erfasst, die ihren Konzernabschluss im Jahr 1997 
nach dem HGB und im Jahr 1999 ebenso nach dem HGB aufgestellt haben. Dies ist mit 
sieben Unternehmen die größte Gruppenstichprobe für diese beiden Jahre. Die Ergeb-
nisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 7 0,01000 0,02500 0,04000 0,04000 0,05000 0,08000 0,02380
1999 7 0,01000 0,03500 0,04000 0,03571 0,04000 0,05000 0,01272
 
 
Tabelle 20: Ergebnisse der univariaten Analyse Deutschland 1997 und 1999, Gruppe 4 
 
Unter Berücksichtigung von unterschiedlicher Streuung ist ein Fallen des Mittelwerts 
der Eigenkapitalkosten von 1997 auf 1999 feststellbar. Im Median zeigt sich keine Ver-
änderung. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statisti-
sche Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=2,0137; 
p=0,1813). Daraus folgt die Anwendung eines t-Tests unter Varianzgleichheit. Das Er-
gebnis ist nicht signifikant (t=0,4932; p=0,6394). Der zum Vergleich durchgeführte 













































Abbildung 13: Plot univariate Analyse Deutschland 1997 und 1999, Gruppe 5 
 
Hier werden alle Unternehmen einbezogen, die bereits im Jahr 1997 zusätzlich zum 
Konzernabschluss nach dem HGB einen Konzernabschluss nach den US-GAAP aufge-
stellt haben, und auch im Jahr 1999 einen Konzernabschluss nach den US-GAAP aufge-
stellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 2 0,04000 0,05500 0,07000 0,07000 0,08500 0,10000 0,04243
1999 2 0,02000 0,03500 0,05000 0,05000 0,06500 0,08000 0,04243
 
 
Tabelle 21: Ergebnisse der univariaten Analyse Deutschland 1997 und 1999, Gruppe 5 
 
Die Streuung ist ident. Dies ist auf die Homogenität der Daten des geringen Samples 
von zwei Unternehmen zurückzuführen. Es ist ein starkes Fallen des Mittelwerts der Ei-
genkapitalkosten von 1997 auf 1999 feststellbar. Im Median fällt das Fallen gleich hoch 
aus. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statistische 
Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=0; p=1). Der t-Test 
kommt zu keinem Ergebnis, da die Daten praktisch konstant sind. Der durchgeführte 







Hier werden alle Unternehmen einbezogen, die im Jahr 1997 ihren Konzernabschluss 
nach dem HGB und im Jahr 1999 nach den IAS aufgestellt haben. Hier trifft ebenso zu, 
dass diese Unternehmen im Jahr 1998 ihren Konzernabschluss nach dem HGB aufge-
stellt haben. Es gibt für die vorliegende Analyse kein Unternehmen, wo dies feststellbar 
ist, die Stichprobe ist daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 0 NA NA NA NA NA NA NA
1999 0 NA NA NA NA NA NA NA
 
 
Tabelle 22: Ergebnisse der univariaten Analyse Deutschland 1997 und 1999, Gruppe 6 
 
 
5.1.1.2.  Ergebnisse für die Jahre 1997 und 1998 
 
 
Alle Unternehmen, ungruppiert und ungepaart 
 
Hier werden alle im Sample befindlichen Unternehmen für das Jahr 1997 und das 
Jahr 1998 ungruppiert und ungepaart in die univariate Analyse einbezogen. Die Ergeb-
nisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 15 0,01000 0,03500 0,05000 0,05133 0,06500 0,10000 0,02475
1998 15 0,01000 0,03500 0,05000 0,05067 0,06500 0,10000 0,02492
 
 
Tabelle 23: Ergebnisse der univariaten Analyse Deutschland 1997 und 1998, ungruppiert und ungepaart 
 
Unter Berücksichtigung von beinahe identer Streuung ist ein geringfügiges Fallen 
des Mittelwerts der Eigenkapitalkosten von 1997 auf 1998 feststellbar. Im Median ist 
keine Veränderung feststellbar. Der Levene-Test ergibt, dass die zugrundeliegende 
Stichprobe für die statistische Nullhypothese der Gleichheit der Varianzen nicht signifi-
kant ist (F=0,0164; p=0,899). Daraus folgt die Anwendung eines (two sample) t-Tests 
unter Varianzgleichheit. Das Ergebnis ist nicht signifikant (t=0,0735; p=0,942). Der 
zum Vergleich durchgeführte Wilcoxon-Test weist ebenso kein signifikantes Ergebnis 





Gleiche Unternehmen, ungruppiert und gepaart 







































Abbildung 14: Plot univariate Analyse Deutschland 1997 und 1998, gleiche Unternehmen ungruppiert 
und gepaart 
 
Der Vergleich der Stichprobe „Alle Unternehmen, ungruppiert und ungepaart“ und 
der Stichprobe „Gleiche Unternehmen, ungruppiert und gepaart“ ergibt für die Jahre 
1997 und 1998 keinen Unterschied in der Anzahl der einbezogenen Unternehmen und 
in den anderen Daten. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 15 0,01000 0,03500 0,05000 0,05133 0,06500 0,10000 0,02475
1998 15 0,01000 0,03500 0,05000 0,05067 0,06500 0,10000 0,02492
 
 
Tabelle 24: Ergebnisse der univariaten Analyse Deutschland 1997 und 1998, gleiche Unternehmen ge-
paart 
 
Unter Berücksichtigung von sehr ähnlicher Streuung ist ein geringfügiges Fallen des 
Mittelwerts der Eigenkapitalkosten von 1997 auf 1998 feststellbar. Im Median ist der 
Wert ident. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statis-
tische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=0,0164; 
p=0,899). Daraus folgt die Anwendung eines (gepaarten) t-Tests unter Varianzgleich-
heit. Das Ergebnis ist nicht signifikant (t=0,1381; p=0,8921). Der zum Vergleich durch-













































Abbildung 15: Plot univariate Analyse Deutschland 1997 und 1998, Gruppe 1 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 1997 
nach dem HGB und im Jahr 1998 nach den IAS aufgestellt haben. Auf diese Stichprobe 
trifft ebenso zu, dass diese Unternehmen ihren Konzernabschluss auch im Jahr 1999 
nach den IAS aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 3 0,03000 0,04500 0,06000 0,05667 0,07000 0,08000 0,02517
1998 3 0,05000 0,06000 0,07000 0,07333 0,08500 0,10000 0,02517
 
 
Tabelle 25: Ergebnisse der univariaten Analyse Deutschland 1997 und 1998, Gruppe 1 
 
Unter Berücksichtigung von identer Streuung ist ein deutliches Ansteigen des Mit-
telwerts der Eigenkapitalkosten von 1997 auf 1998 feststellbar. Im Median fällt der An-
stieg weniger stark aus. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe 
für die statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist 
(F=0; p=1). Daraus folgt die Anwendung eines t-Tests unter Varianzgleichheit. Das Er-
gebnis ist nicht signifikant (t=-5; p=0,03775). Der zum Vergleich durchgeführte Wil-













































Abbildung 16: Plot univariate Analyse Deutschland 1997 und 1998, Gruppe 2 
 
Hier werden alle Unternehmen einbezogen, die bereits im Jahr 1997 zusätzlich zum 
Konzernabschluss nach HGB einen Konzernabschluss nach den IAS aufgestellt haben 
und auch im Jahr 1998 einen Konzernabschluss nach den IAS aufgestellt haben. Die 
Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 2 0,06000 0,06250 0,06500 0,06500 0,06750 0,07000 0,00707
1998 2 0,03000 0,04000 0,05000 0,05000 0,06000 0,07000 0,02828
 
 
Tabelle 26: Ergebnisse der univariaten Analyse Deutschland 1997 und 1998, Gruppe 2 
 
Unter Berücksichtigung von stark unterschiedlicher Streuung ist ein deutliches Fallen 
des Mittelwerts der Eigenkapitalkosten von 1997 auf 1998 feststellbar. Im Median fällt 
das Fallen ident aus. Die Prüfung der Varianzhomogenität durch den Levene-Test 
(F=1,7517e+32; p=2,2e-16***) ergibt einen signifikanten p-Wert (<0,05). Dadurch 
wird die statistische H0 der Varianzgleichheit zugunsten der H1, wonach die Varianzen 
nicht gleich sind, verworfen Dies wird im t-Test berücksichtigt, der unter Varianzun-
gleichheit durchgeführt wird (t=0,6; p=0,656). Der zum Vergleich durchgeführte Wil-













































Abbildung 17: Plot univariate Analyse Deutschland 1997 und 1998, Gruppe 3 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 1997 
und im Jahr 1998 nach dem HGB aufgestellt haben. Für diese Unternehmen trifft eben-
so zu, dass sie ihren Konzernabschluss im Jahr 1999 nach den US-GAAP aufgestellt 
haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 1 0,05000 0,05000 0,05000 0,05000 0,05000 0,05000 NA
1998 1 0,04000 0,04000 0,04000 0,04000 0,04000 0,04000 NA
 
 
Tabelle 27: Ergebnisse der univariaten Analyse Deutschland 1997 und 1998, Gruppe 3 
 
Es handelt sich hier nur um ein einziges Unternehmen (SAP). Folglich ist keine 
Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genügend 













































Abbildung 18: Plot univariate Analyse Deutschland 1997 und 1998, Gruppe 4 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 1997 
und im Jahr 1998 nach dem HGB aufgestellt haben. Diese Unternehmen haben auch im 
Jahr 1999 ihren Konzernabschluss nach dem HGB aufgestellt. Dies ist mit sieben Un-
ternehmen auch hier die größte Gruppenstichprobe. Die Ergebnisse der Analyse stellen 
sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 7 0,01000 0,02500 0,04000 0,04000 0,05000 0,08000 0,02380
1998 7 0,01000 0,03000 0,04000 0,04429 0,05500 0,09000 0,02637
 
 
Tabelle 28: Ergebnisse der univariaten Analyse Deutschland 1997 und 1998, Gruppe 4 
 
Unter Berücksichtigung von ähnlicher Streuung ist ein Anstieg des Mittelwerts der 
Eigenkapitalkosten von 1997 auf 1998 feststellbar. Im Median zeigt sich keine Verän-
derung. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statisti-
sche Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=0,0265; 
p=0,8733). Daraus folgt die Anwendung eines t-Tests unter Varianzgleichheit. Das Er-
gebnis ist nicht signifikant (t=-1,4412; p=0,1996). Der zum Vergleich durchgeführte 













































Abbildung 19: Plot univariate Analyse Deutschland 1997 und 1998, Gruppe 5 
 
Hier werden alle Unternehmen einbezogen, die bereits im Jahr 1997 zusätzlich zum 
Konzernabschluss nach dem HGB einen Konzernabschluss nach den US-GAAP aufge-
stellt haben, und auch im Jahr 1998 sowie im Jahr 1999 einen Konzernabschluss nach 
den US-GAAP aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 2 0,04000 0,05500 0,07000 0,07000 0,08500 0,10000 0,04243
1998 2 0,03000 0,03750 0,04500 0,04500 0,05250 0,06000 0,02121
 
 
Tabelle 29: Ergebnisse der univariaten Analyse Deutschland 1997 und 1998, Gruppe 5 
 
Unter Berücksichtigung einer unterschiedlichen Streuung ist ein starkes Fallen des 
Mittelwerts der Eigenkapitalkosten von 1997 auf 1998 feststellbar. Im Median fällt das 
Fallen gleich hoch aus. Die Prüfung der Varianzhomogenität durch den Levene-Test 
(F=7,2836+31; p=2,2e-16***) ergibt einen signifikanten p-Wert (<0,05). Dadurch wird 
die statistische H0 der Varianzgleichheit zugunsten der H1, wonach die Varianzen nicht 
gleich sind, verworfen Dies wird im t-Test berücksichtigt, der unter Varianzungleichheit 
durchgeführt wird (t=1,6667; p=0,3440). Der zum Vergleich durchgeführte Wilcoxon-





Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 1997 und 1998 nach dem HGB aufgestellt haben. Für dieses Sample trifft ebenso 
zu, dass diese Unternehmen im Jahr 1999 ihren Konzernabschluss nach den IAS aufge-
stellt haben. Es gibt für die vorliegende Analyse kein Unternehmen, wo dies feststellbar 
ist. Die Stichprobe ist daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1997 0 NA NA NA NA NA NA NA
1998 0 NA NA NA NA NA NA NA
 
 
Tabelle 30: Ergebnisse der univariaten Analyse Deutschland 1997 und 1998, Gruppe 6 
 
 
5.1.1.3.  Ergebnisse für die Jahre 1998 und 1999 
 
 
Alle Unternehmen, ungruppiert und ungepaart 
 
Hier werden alle in der Stichprobe befindlichen Unternehmen für das Jahr 1998 und 
das Jahr 1999 ungruppiert und ungepaart in die univariate Analyse einbezogen. Die un-
terschiedliche Anzahl der beobachteten Unternehmen erklärt sich durch das Fehlen von 
ThyssenKrupp im Jahr 1998 (unvollständige Daten). Die Ergebnisse der Analyse stellen 
sich wie folgt dar:  
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 15 0,01000 0,03500 0,05000 0,05067 0,06500 0,10000 0,02492
1999 16 0,01000 0,37500 0,04500 0,04938 0,07000 0,10000 0,02594
 
 
Tabelle 31: Ergebnisse der univariaten Analyse Deutschland 1998 und 1999, ungruppiert und ungepaart 
 
Unter Berücksichtigung von beinahe identer Streuung ist ein geringfügiges Fallen 
des Mittelwerts der Eigenkapitalkosten von 1998 auf 1999 feststellbar. Im Median ist 
das Fallen etwas deutlicher. Der Levene-Test ergibt, dass die zugrundeliegende Stich-
probe für die statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant 
ist (F=0,056; p=0,8146). Daraus folgt die Anwendung eines (two sample) t-Tests unter 
Varianzgleichheit. Das Ergebnis ist nicht signifikant (t=0,1412; p=0,8887). Der zum 





Gleiche Unternehmen, ungruppiert und gepaart 







































Abbildung 20: Plot univariate Analyse Deutschland 1998 und 1999, gleiche Unternehmen ungruppiert 
und gepaart 
 
Hier werden alle Unternehmen einbezogen, für die in beiden Jahren vollständige Da-
ten zur Verfügung stehen. Demgemäß wird für 1999 Thyssen Krupp aus der Stichprobe 
herausgenommen, um eine ungruppierte gepaarte univariate Analyse durchführen zu 
können. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 15 0,01000 0,03500 0,05000 0,05067 0,06500 0,10000 0,02492
1999 15 0,01000 0,03500 0,04000 0,04600 0,06500 0,08000 0,02293
 
 
Tabelle 32: Ergebnisse der univariaten Analyse Deutschland 1998 und 1999, gleiche Unternehmen ge-
paart 
 
Unter Berücksichtigung von ähnlicher Streuung ist ein Fallen des Mittelwerts der Ei-
genkapitalkosten von 1998 auf 1999 feststellbar. Im Median fällt dies stärker aus. Der 
Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypo-
these der Gleichheit der Varianzen nicht signifikant ist (F=0,0609; p=0,807). Daraus 
folgt die Anwendung eines (gepaarten) t-Tests unter Varianzgleichheit. Das Ergebnis ist 
nicht signifikant (t=0,8217; p=0,425). Der zum Vergleich durchgeführte Wilcoxon-Test 












































Abbildung 21: Plot univariate Analyse Deutschland 1998 und 1999, Gruppe 1 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 1998 und 1999 nach den IAS aufgestellt haben. Auf diese Stichprobe trifft ebenso 
zu, dass diese Unternehmen ihren Konzernabschluss im Jahr 1997 nach dem HGB auf-
gestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 3 0,05000 0,06000 0,07000 0,07333 0,08500 0,10000 0,02517
1999 3 0,07000 0,07000 0,07000 0,07333 0,07500 0,08000 0,00577
 
 
Tabelle 33: Ergebnisse der univariaten Analyse Deutschland 1998 und 1999, Gruppe 1 
 
Unter Berücksichtigung von stark unterschiedlicher Streuung ist keine Veränderung 
der Eigenkapitalkosten von 1998 auf 1999 feststellbar. Der auffällige Unterschied in der 
Streuung ergibt sich durch die Heterogenität der Daten des geringen Samples von drei 
Unternehmen. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die 
statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=2; 
p=0,2302). Daraus folgt die Anwendung eines t-Tests unter Varianzgleichheit. Das Er-
gebnis ist nicht signifikant (t=0; p=1). Der zum Vergleich durchgeführte Wilcoxon-Test 












































Abbildung 22: Plot univariate Analyse Deutschland 1998 und 1999, Gruppe 2 
 
Hier werden alle Unternehmen einbezogen, die in den Jahren 1998 und 1999 ihren 
Konzernabschluss nach den IAS aufgestellt haben. Für diese trifft auch zu, dass sie be-
reits im Jahr 1997 zusätzlich zum Konzernabschluss nach dem HGB einen Konzernab-
schluss nach den IAS aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie 
folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 2 0,03000 0,04000 0,05000 0,05000 0,06000 0,07000 0,02828
1999 2 0,05000 0,05250 0,05500 0,05500 0,05750 0,06000 0,00707
 
 
Tabelle 34: Ergebnisse der univariaten Analyse Deutschland 1998 und 1999, Gruppe 2 
 
Die Streuung ist stark unterschiedlich. Dies ist auf die Heterogenität der Daten des 
geringen Samples von zwei Unternehmen zurückzuführen. Es ist ein geringer Anstieg 
des Mittelwerts der Eigenkapitalkosten von 1998 auf 1999 feststellbar. Im Median fällt 
der Anstieg gleich hoch aus. Die Prüfung der Varianzhomogenität durch den Levene-
Test (F=4,3018e+35; p=2,2e-16***) ergibt einen signifikanten p-Wert (<0,05). Dadurch 
wird die statistische H0 der Varianzgleichheit zugunsten der H1, wonach die Varianzen 
nicht gleich sind, verworfen Dies wird im t-Test berücksichtigt, der unter Varianzun-
gleichheit durchgeführt wird (t=-0,3333; p=0,7952). Der zum Vergleich durchgeführte 











































Abbildung 23: Plot univariate Analyse Deutschland 1998 und 1999, Gruppe 3 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 1997 und 1998 nach dem HGB und im Jahr 1999 nach den US-GAAP aufgestellt 
haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 1 0,04000 0,04000 0,04000 0,04000 0,04000 0,04000 NA
1999 1 0,01000 0,01000 0,01000 0,01000 0,01000 0,01000 NA
 
 
Tabelle 35: Ergebnisse der univariaten Analyse Deutschland 1998 und 1999, Gruppe 3 
 
Es handelt sich hier nur um ein einziges Unternehmen (SAP). Folglich ist keine 
Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genügend 












































Abbildung 24: Plot univariate Analyse Deutschland 1998 und 1999, Gruppe 4 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 1997, 1998 und 1999 nach dem HGB aufgestellt haben. Dies ist mit sieben Unter-
nehmen die größte Gruppenstichprobe für diese drei Jahre. Die Ergebnisse der Analyse 
stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 7 0,01000 0,03000 0,04000 0,04429 0,05500 0,09000 0,02637
1999 7 0,01000 0,03500 0,04000 0,03571 0,04000 0,05000 0,01272
 
 
Tabelle 36: Ergebnisse der univariaten Analyse Deutschland 1998 und 1999, Gruppe 4 
 
Unter Berücksichtigung von unterschiedlicher Streuung ist ein deutliches Fallen des 
Mittelwerts der Eigenkapitalkosten von 1998 auf 1999 feststellbar. Im Median zeigt 
sich keine Veränderung. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe 
für die statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist 
(F=2,087; p=0,1742). Daraus folgt die Anwendung eines t-Tests unter Varianzgleich-
heit. Das Ergebnis ist nicht signifikant (t=0,9691; p=0,3699). Der zum Vergleich durch-













































Abbildung 25: Plot univariate Analyse Deutschland 1998 und 1999, Gruppe 5 
 
Hier werden alle Unternehmen einbezogen, die bereits im Jahr 1997 zusätzlich zum 
Konzernabschluss nach dem HGB einen Konzernabschluss nach den US-GAAP aufge-
stellt haben und auch in den Jahren 1998 und 1999 einen Konzernabschluss nach den 
US-GAAP aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 2 0,03000 0,03850 0,04500 0,04500 0,05250 0,06000 0,02121
1999 2 0,02000 0,03500 0,05000 0,05000 0,06500 0,08000 0,04243
 
 
Tabelle 37: Ergebnisse der univariaten Analyse Deutschland 1998 und 1999, Gruppe 5 
 
Unter Berücksichtigung von steigender Streuung ist ein Anstieg des Mittelwerts der 
Eigenkapitalkosten von 1998 auf 1999 feststellbar. Im Median fällt der Anstieg gleich 
hoch aus. Die Prüfung der Varianzhomogenität durch den Levene-Test (F=7,476e+31; 
p=2,2e-16***) ergibt einen signifikanten p-Wert (<0,05). Dadurch wird die statistische 
H0 der Varianzgleichheit zugunsten der H1, wonach die Varianzen nicht gleich sind, 
verworfen. Dies wird im t-Test berücksichtigt, der unter Varianzungleichheit durchge-
führt wird (t=-0,3333; p=0,7952). Der zum Vergleich durchgeführte Wilcoxon-Test 






Hier werden alle Unternehmen einbezogen, die in den Jahren 1997 und 1998 ihren 
Konzernabschluss nach dem HGB und im Jahr 1999 nach den IAS augestellt haben. Es 
gibt für die vorliegende Analyse kein Unternehmen, wo dies zutrifft. Die Stichprobe ist 
daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 0 NA NA NA NA NA NA NA
1999 0 NA NA NA NA NA NA NA
 
 





5.1.2.  Ergebnisse der univariaten Analyse zur freiwilligen Anwendung 
der IAS in Österreich für den Beobachtungszeitraum 1998 – 2000 
 
Die folgenden Parallelkoordinatendiagramme stellen den Verlauf der Eigenkapital-
kosten der in den einzelnen untersuchten Gruppen vertretenen Unternehmen für die Jah-
re 1998, 1999 und 2000 grafisch dar. Für die Gruppe 3 kann kein Parallelkoordinatendi-
agramm erstellt werden, weil sie leer ist. In den nachfolgenden Abschnitten werden die 








































































































































5.1.2.1.  Ergebnisse für die Jahre 1998 und 2000 
 
 
Alle Unternehmen, ungruppiert und ungepaart 
 
Hier werden alle im Sample befindlichen Unternehmen für das Jahr 1998 und das 
Jahr 2000 ungruppiert und ungepaart in die univariate Analyse einbezogen. Die Ergeb-
nisse der Analyse stellen sich wie folgt dar:  
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 11 -0,32960 0,04924 0,07743 0,04153 0,12340 0,16010 0,13926
2000 11 0,00859 0,04782 0,08685 0,09032 0,13160 0,18330 0,05940
 
 
Tabelle 39: Ergebnisse der univariaten Analyse Österreich 1998 und 2000, ungruppiert und ungepaart 
 
Unter Berücksichtigung von sinkender Streuung ist hier ein deutliches Ansteigen des 
Mittelwerts der Eigenkapitalkosten von 1998 auf 2000 feststellbar. Im Median fällt das 
Ansteigen schwächer aus. Der Levene-Test ergibt, dass die zugrundeliegende Stichpro-
be für die statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist 
(F=0,7175; p=0,407).  Daraus folgt die Anwendung eines (two sample) t-Tests unter 
Varianzgleichheit. Das Ergebnis ist nicht signifikant (t=-1,0688; p=0,2979). Der zum 






Gleiche Unternehmen, ungruppiert und gepaart 





































Abbildung 31: Plot univariate Analyse Österreich 1998 und 2000, gleiche Unternehmen ungruppiert und 
gepaart 
 
Der Vergleich des Samples „Alle Unternehmen, ungruppiert und ungepaart“ und des 
Samples „Gleiche Unternehmen, ungruppiert und gepaart“ ergibt für die Jahre 1998 und 
2000 keinen Unterschied in der Anzahl der einbezogenen Unternehmen und in den an-
deren Daten. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 11 -0,32960 0,04924 0,07743 0,04153 0,12340 0,16010 0,13926
2000 11 0,00859 0,04782 0,08685 0,09032 0,13160 0,18330 0,05940
 
 
Tabelle 40: Ergebnisse der univariaten Analyse Österreich 1998 und 2000, gleiche Unternehmen gepaart 
 
Unter Berücksichtigung von sinkender Streuung ist hier ein deutliches Ansteigen des 
Mittelwerts der Eigenkapitalkosten von 1998 auf 2000 feststellbar. Im Median fällt das 
Ansteigen schwächer aus. Der Levene-Test ergibt, dass die zugrundeliegende Stichpro-
be für die statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist 
(F=0,7175; p=0,407).  Daraus folgt die Anwendung eines (gepaarten) t-Tests unter Va-
rianzgleichheit. Das Ergebnis ist nicht signifikant (t=-1,2639; p=0,2349). Der zum Ver-













































Abbildung 32: Plot univariate Analyse Österreich 1998 und 2000, Gruppe 1 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 1998 
nach dem HGB und im Jahr 2000 nach den IAS aufgestellt haben. Hier trifft ebenso zu, 
dass diese Unternehmen ihren Konzernabschluss auch im Jahr 1999 nach den IAS auf-
gestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 1 0,11420 0,11420 0,11420 0,11420 0,11420 0,11420 NA
2000 1 0,18330 0,18330 0,18330 0,18330 0,18330 0,18330 NA
 
 
Tabelle 41: Ergebnisse der univariaten Analyse Österreich 1998 und 2000, Gruppe 1 
 
Es handelt sich hier nur um ein einziges Unternehmen (Voest Alpine). Folglich ist 
keine Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genü-











































Abbildung 33: Plot univariate Analyse Österreich 1998 und 2000, Gruppe 2 
 
Hier werden alle Unternehmen einbezogen, die bereits im Jahr 1998 zusätzlich zum 
Konzernabschluss nach dem HGB einen Konzernabschluss nach den IAS aufgestellt 
haben, und auch im Jahr 2000 einen Konzernabschluss nach den IAS aufgestellt haben. 
Es handelt sich um die größte Gruppenstichprobe für die Analyse der Jahre 1998 und 
2000. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 6 -0,32960 -0,05306 0,05554 -0,01476 0,07632 0,13600 0,17065
2000 6 0,00856 0,03337 0,06192 0,07044 0,08266 0,17680 0,05948
 
 
Tabelle 42: Ergebnisse der univariaten Analyse Österreich 1998 und 2000, Gruppe 2 
 
Unter Berücksichtigung sinkender Streuung ist ein deutlicher Anstieg des Mittel-
werts der Eigenkapitalkosten von 1998 auf 2000 feststellbar. Im Median ist der Anstieg 
schwächer. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statis-
tische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=1,3407; 
p=0,2738). Daraus folgt die Anwendung eines t-Tests unter Varianzgleichheit. Das Er-
gebnis ist nicht signifikant (t=-1,3396; p=0,2380). Der zum Vergleich durchgeführte 







Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 1998 
nach dem HGB und im Jahr 2000 nach den US-GAAP aufgestellt haben. Es gibt für die 
vorliegende Analyse kein Unternehmen, wo dies zutrifft. Die Stichprobe ist daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 0 NA NA NA NA NA NA NA
2000 0 NA NA NA NA NA NA NA
 
 











































Abbildung 34: Plot univariate Analyse Österreich 1998 und 2000, Gruppe 4 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 1998 
nach dem HGB und im Jahr 2000 ebenso nach dem HGB aufgestellt haben. Die Ergeb-
nisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 1 0,16010 0,16010 0,16010 0,16010 0,16010 0,16010 NA
2000 1 0,03743 0,03743 0,03743 0,03743 0,03743 0,03743 NA
 
 




Es handelt sich hier nur um ein einziges Unternehmen (RHI). Folglich ist keine 
Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genügend 











































Abbildung 35: Plot univariate Analyse Österreich 1998 und 2000, Gruppe 5 
 
Hier werden alle Unternehmen einbezogen, die bereits im Jahr 1998 zusätzlich zum 
Konzernabschluss nach dem HGB einen Konzernabschluss nach den US-GAAP aufge-
stellt haben und auch im Jahr 2000 einen Konzernabschluss nach den US-GAAP aufge-
stellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 2 0,07808 0,09171 0,10530 0,10530 0,11900 0,13260 0,03855
2000 2 0,11840 0,12500 0,13160 0,13160 0,13820 0,14480 0,01870
 
 
Tabelle 45: Ergebnisse der univariaten Analyse Österreich 1998 und 2000, Gruppe 5 
 
Die Streuung ist sinkend. Dies ist auf die Heterogenität der Daten des geringen 
Samples von zwei Unternehmen zurückzuführen. Es ist ein Anstieg des Mittelwerts der 
Eigenkapitalkosten von 1998 auf 2000 feststellbar. Im Median fällt der Anstieg gleich 
hoch aus. Die Prüfung der Varianzhomogenität durch den Levene-Test (F=4,8531e+32; 
p=2,2e-16***) ergibt einen signifikanten p-Wert (<0,05). Dadurch wird die statistische 
H0 der Varianzgleichheit zugunsten der H1, wonach die Varianzen nicht gleich sind, 
 146 
 
verworfen Dies wird im t-Test berücksichtigt, der unter Varianzungleichheit durchge-
führt wird (t=-0,6493; p=0,6334). Der zum Vergleich durchgeführte Wilcoxon-Test 











































Abbildung 36: Plot univariate Analyse Österreich 1998 und 2000, Gruppe 6 
 
Hier werden alle Unternehmen einbezogen, die im Jahr 1998 ihren Konzernabschluss 
nach dem HGB und im Jahr 2000 nach den IAS aufgestellt haben. Hier trifft ebenso zu, 
dass diese Unternehmen im Jahr 1999 ihren Konzernabschluss nach dem HGB aufge-
stellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 1 0,06037 0,06037 0,06037 0,06037 0,06037 0,06037 NA
2000 1 0,08685 0,08685 0,08685 0,08685 0,08685 0,08685 NA
 
 
Tabelle 46: Ergebnisse der univariaten Analyse Österreich 1998 und 2000, Gruppe 6 
 
Es handelt sich hier nur um ein einziges Unternehmen (Flughafen Wien). Folglich ist 
keine Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genü-
gend Beobachtungen vor.  
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5.1.2.2.  Ergebnisse für die Jahre 1998 und 1999 
 
 
Alle Unternehmen, ungruppiert und ungepaart 
 
Hier werden alle im Sample befindlichen Unternehmen für das Jahr 1998 und das 
Jahr 1999 ungruppiert und ungepaart in die univariate Analyse einbezogen. Die Ergeb-
nisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 11 -0,32960 0,04924 0,07743 0,04153 0,12340 0,16010 0,13926
1999 11 0,01524 0,02738 0,07451 0,06355 0,08386 0,12030 0,03708
 
 
Tabelle 47: Ergebnisse der univariaten Analyse Österreich 1998 und 1999, ungruppiert und ungepaart 
 
Unter Berücksichtigung von sinkender Streuung ist ein Anstieg des Mittelwerts der 
Eigenkapitalkosten von 1998 auf 1999 feststellbar. Im Median ist ein geringfügiges Fal-
len feststellbar. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die 
statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=1,7402; 
p=0,2020). Daraus folgt die Anwendung eines (two sample) t-Tests unter Varianz-
gleichheit. Das Ergebnis ist nicht signifikant (t=-0,5069; p=0,6178). Der zum Vergleich 






Gleiche Unternehmen, ungruppiert und gepaart 





































Abbildung 37: Plot univariate Analyse Österreich 1998 und 1999, gleiche Unternehmen ungruppiert und 
gepaart 
 
Der Vergleich des Samples „Alle Unternehmen, ungruppiert und ungepaart“ und des 
Samples „Gleiche Unternehmen, ungruppiert und gepaart“ ergibt für die Jahre 1998 und 
1999 keinen Unterschied in der Anzahl der einbezogenen Unternehmen und in den an-
deren Daten. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 11 -0,32960 0,04924 0,07743 0,04153 0,12340 0,16010 0,13926
1999 11 0,01524 0,02738 0,07451 0,06355 0,08386 0,12030 0,03708
 
 
Tabelle 48: Ergebnisse der univariaten Analyse Österreich 1999 und 1999, gleiche Unternehmen gepaart 
 
Unter Berücksichtigung von sinkender Streuung ist ein Anstieg des Mittelwerts der 
Eigenkapitalkosten von 1998 auf 1999 feststellbar. Im Median ist ein geringfügiges Fal-
len feststellbar. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die 
statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=1,7402; 
p=0,2020). Daraus folgt die Anwendung eines (gepaarten) t-Tests unter Varianzgleich-
heit. Das Ergebnis ist nicht signifikant (t=-0,5429; p=0,599). Der zum Vergleich durch-













































Abbildung 38: Plot univariate Analyse Österreich 1998 und 1999, Gruppe 1 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 1998 
nach dem HGB und im Jahr 1999 nach den IAS aufgestellt haben. Hier trifft ebenso zu, 
dass diese Unternehmen ihren Konzernabschluss auch im Jahr 2000 nach den IAS auf-
gestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 1 0,11420 0,11420 0,11420 0,11420 0,11420 0,11420 NA
1999 1 0,12030 0,12030 0,12030 0,12030 0,12030 0,12030 NA
 
 
Tabelle 49: Ergebnisse der univariaten Analyse Österreich 1998 und 1999, Gruppe 1 
 
Es handelt sich hier nur um ein einziges Unternehmen (Voest Alpine). Folglich ist 
keine Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genü-









































Abbildung 39: Plot univariate Analyse Österreich 1998 und 1999, Gruppe 2 
 
Hier werden alle Unternehmen einbezogen, die bereits im Jahr 1998 zusätzlich zum 
Konzernabschluss nach dem HGB einen Konzernabschluss nach den IAS aufgestellt 
haben und auch im Jahr 1999 einen Konzernabschluss nach den IAS aufgestellt haben. 
Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 6 -0,32960 -0,05306 0,05554 -0,01476 0,07632 0,13600 0,17065
1999 6 0,01907 0,02733 0,04155 0,04847 0,07434 0,08079 0,02786
 
 
Tabelle 50: Ergebnisse der univariaten Analyse Österreich 1998 und 1999, Gruppe 2 
 
Unter Berücksichtigung von sinkender Streuung ist ein deutlicher Anstieg des Mit-
telwerts der Eigenkapitalkosten von 1998 auf 1999 feststellbar. Im Median fällt das Fal-
len ident  aus. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die sta-
tistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=2,1711; 
p=0,1714). Daraus folgt die Anwendung eines t-Tests unter Varianzgleichheit. Das Er-
gebnis ist nicht signifikant (t=-0,9249; p=0,3975). Der zum Vergleich durchgeführte 






Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 1998 
und im Jahr 1999 nach dem HGB aufgestellt haben. Für diese Unternehmen trifft eben-
so zu, dass sie ihren Konzernabschluss im Jahr 2000 nach den US-GAAP aufgestellt 
haben. Es gibt für die vorliegende Analyse kein Unternehmen, wo dies zutrifft. Die 
Stichprobe ist daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 0 NA NA NA NA NA NA NA
1999 0 NA NA NA NA NA NA NA
 
 











































Abbildung 40: Plot univariate Analyse Österreich 1998 und 1999, Gruppe 4 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 1998 
und im Jahr 1999 nach dem HGB aufgestellt haben. Diese Unternehmen haben auch im 
Jahr 2000 ihren Konzernabschluss nach dem HGB aufgestellt. Die Ergebnisse der Ana-
lyse stellen sich wie folgt dar: 
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Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 1 0,16010 0,16010 0,16010 0,16010 0,16010 0,16010 NA
1999 1 0,01524 0,01524 0,01524 0,01524 0,01524 0,01524 NA
 
 
Tabelle 52: Ergebnisse der univariaten Analyse Österreich 1998 und 1999, Gruppe 4 
 
Es handelt sich hier nur um ein einziges Unternehmen (RHI). Folglich ist keine 
Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genügend 











































Abbildung 41: Plot univariate Analyse Österreich 1998 und 1999, Gruppe 5 
 
Hier werden alle Unternehmen einbezogen, die bereits im Jahr 1998 zusätzlich zum 
Konzernabschluss nach dem HGB einen Konzernabschluss nach den US-GAAP aufge-
stellt haben, und auch im Jahr 1999 sowie im Jahr 2000 einen Konzernabschluss nach 
den US-GAAP aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 2 0,07808 0,09171 0,10530 0,10530 0,11900 0,13260 0,03855
1999 2 0,07451 0,08371 0,09291 0,09291 0,10210 0,11130 0,02602
 
 
Tabelle 53: Ergebnisse der univariaten Analyse Österreich 1998 und 1999, Gruppe 5 
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Unter Berücksichtigung einer sinkenden Streuung ist ein geringfügiges Fallen des 
Mittelwerts der Eigenkapitalkosten von 1998 auf 1999 feststellbar. Die Prüfung der Va-
rianzhomogenität durch den Levene-Test (F=1.1425e+32; p=2,2e-16***) ergibt einen 
signifikanten p-Wert (<0,05). Dadurch wird die statistische H0 der Varianzgleichheit 
zugunsten der H1, wonach die Varianzen nicht gleich sind, verworfen Dies wird im t-
Test berücksichtigt, der unter Varianzungleichheit durchgeführt wird (t=1,4035, 
p=0,3941). Der zum Vergleich durchgeführte Wilcoxon-Test weist kein signifikantes 











































Abbildung 42: Plot univariate Analyse Österreich 1998 und 1999, Gruppe 6 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 1998 und 1999 nach dem HGB aufgestellt haben. Hier trifft ebenso zu, dass diese 
Unternehmen im Jahr 2000 ihren Konzernabschluss nach den IAS aufgestellt haben. 
Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1998 1 0,06037 0,06037 0,06037 0,06037 0,06037 0,06037 NA
1999 1 0,08693 0,08693 0,08693 0,08693 0,08693 0,08693 NA
 
 




Es handelt sich hier nur um ein einziges Unternehmen (Flughafen Wien). Folglich ist 
keine Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genü-
gend Beobachtungen vor.  
 
 
5.1.2.3.  Ergebnisse für die Jahre 1999 und 2000 
 
 
Alle Unternehmen, ungruppiert und ungepaart 
 
Hier werden alle im Sample befindlichen Unternehmen für das Jahr 1999 und das 
Jahr 2000 ungruppiert und ungepaart in die univariate Analyse einbezogen. Die Ergeb-
nisse der Analyse stellen sich wie folgt dar:  
 
Jahr Anzahl Minimum 1. Quartil MedianMittelwert 3. Quartil Maximum Stabw.
1999 11 0,01524 0,02738 0,07451 0,06355 0,08339 0,12030 0,03708
2000 11 0,00859 0,04782 0,08685 0,09032 0,13160 0,18330 0,05940
 
 
Tabelle 55: Ergebnisse der univariaten Analyse Österreich 1999 und 2000, ungruppiert und ungepaart 
 
Unter Berücksichtigung von steigender Streuung ist ein Anstieg des Mittelwerts der 
Eigenkapitalkosten von 1999 auf 2000 feststellbar. Im Median ist dies ebenso feststell-
bar. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statistische 
Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=1,8739; p=0,1862). 
Daraus folgt die Anwendung eines (two sample) t-Tests unter Varianzgleichheit. Das 
Ergebnis ist nicht signifikant (t=-1,2677; p=0,2195). Der zum Vergleich durchgeführte 






Gleiche Unternehmen, ungruppiert und ungepaart 







































Abbildung 43: Plot univariate Analyse Österreich 1999 und 2000, gleiche Unternehmen ungruppiert und 
gepaart 
 
Der Vergleich der Stichprobe „Alle Unternehmen, ungruppiert und ungepaart“ und 
der Stichprobe „Gleiche Unternehmen, ungruppiert und gepaart“ ergibt für die Jahre 
1999 und 2000 keinen Unterschied in der Anzahl der einbezogenen Unternehmen und 
in den anderen Daten. Die Ergebnisse der Analyse stellen sich wie folgt dar:  
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1999 11 0,01524 0,02738 0,07451 0,06355 0,08339 0,12030 0,03708
2000 11 0,00859 0,04782 0,08685 0,09032 0,13160 0,18330 0,05940
 
 
Tabelle 56: Ergebnisse der univariaten Analyse Österreich 1999 und 2000, gleiche Unternehmen gepaart 
 
Unter Berücksichtigung von steigender Streuung ist ein Anstieg des Mittelwerts der 
Eigenkapitalkosten von 1999 auf 2000 feststellbar. Im Median fällt der Anstieg etwas 
schwächer aus. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die 
statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=1,8739; 
p=0,1862). Daraus folgt die Anwendung eines (gepaarten) t-Tests unter Varianzgleich-
heit. Das Ergebnis ist nicht signifikant (t=-2,4876; p=0,03212). Der zum Vergleich 












































Abbildung 44: Plot univariate Analyse Österreich 1999 und 2000, Gruppe 1 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 1998 
nach dem HGB und in den Jahren 1999 und 2000 nach den IAS aufgestellt haben. Die 
Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1999 1 0,12030 0,12030 0,12030 0,12030 0,12030 0,12030 NA
2000 1 0,18330 0,18330 0,18330 0,18330 0,18330 0,18330 NA
 
 
Tabelle 57: Ergebnisse der univariaten Analyse Österreich 1999 und 2000, Gruppe 1 
 
Es handelt sich hier nur um ein einziges Unternehmen (Voest Alpine). Folglich ist 
keine Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genü-













































Abbildung 45: Plot univariate Analyse Österreich 1999 und 2000, Gruppe 2 
 
Hier werden alle Unternehmen einbezogen, die bereits im Jahr 1998 zusätzlich zum 
Konzernabschluss nach dem HGB einen Konzernabschluss nach den IAS aufgestellt 
haben, und auch in den Jahren 1999 und 2000 einen Konzernabschluss nach den IAS 
aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1999 6 0,01907 0,02733 0,04155 0,04847 0,07434 0,08079 0,02786
2000 6 0,00859 0,03337 0,06192 0,07044 0,08266 0,17680 0,05948
 
 
Tabelle 58: Ergebnisse der univariaten Analyse Österreich 1999 und 2000, Gruppe 2 
 
Unter Berücksichtigung von steigender Streuung ist ein deutlicher Anstieg des Mit-
telwerts der Eigenkapitalkosten von 1999 auf 2000 feststellbar. Im Median ist ebenso 
ein Anstieg feststellbar. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe 
für die statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist 
(F=0,8154; p=0,3878). Daraus folgt die Anwendung eines t-Tests unter Varianzgleich-
heit. Das Ergebnis ist nicht signifikant (t=-1,3248; p=0,2425). Der zum Vergleich 






Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 1999 
nach dem HGB und im Jahr 2000 nach den US-GAAP aufgestellt haben. Für diese Un-
ternehmen gilt ebenso, dass sie ihren Konzernabschluss auch im Jahr 1998 nach dem 
HGB aufgestellt haben. Es gibt für die vorliegende Analyse kein Unternehmen, wo dies 
zutrifft. Die Stichprobe ist daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1999 0 NA NA NA NA NA NA NA
2000 0 NA NA NA NA NA NA NA
 
 











































Abbildung 46: Plot univariate Analyse Österreich 1999 und 2000, Gruppe 4 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 1998, 1999 und 2000 nach dem HGB aufgestellt haben. Die Ergebnisse der Analyse 




Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1999 1 0,01524 0,01524 0,01524 0,01524 0,01524 0,01524 NA
2000 1 0,03743 0,03743 0,03743 0,03743 0,03743 0,03743 NA
 
 
Tabelle 60: Ergebnisse der univariaten Analyse Österreich 1999 und 2000, Gruppe 4 
 
Es handelt sich hier nur um ein einziges Unternehmen (RHI). Folglich ist keine 
Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genügend 











































Abbildung 47: Plot univariate Analyse Österreich 1999 und 2000, Gruppe 5 
 
Hier werden alle Unternehmen einbezogen, die bereits im Jahr 1998 zusätzlich zum 
Konzernabschluss nach dem HGB einen Konzernabschluss nach den US-GAAP aufge-
stellt haben, und auch in den Jahren 1999 und 2000 einen Konzernabschluss nach den 
US-GAAP aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1999 2 0,07451 0,08371 0,09291 0,09291 0,10210 0,11130 0,02602
2000 2 0,11840 0,12500 0,13160 0,13160 0,13820 0,14480 0,01870
 
 
Tabelle 61: Ergebnisse der univariaten Analyse Österreich 1999 und 2000, Gruppe 5 
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Die Streuung sinkt. Dies ist auf die Heterogenität der Daten des geringen Samples 
von zwei Unternehmen zurückzuführen. Es ist ein Anstieg des Mittelwerts der Eigenka-
pitalkosten von 1999 auf 2000 feststellbar. Im Median fällt der Anstieg gleich hoch aus. 
Die Prüfung der Varianzhomogenität durch den Levene-Test (F=7,3035+32; p=2,2e-
16***) ergibt einen signifikanten p-Wert (<0,05). Dadurch wird die statistische H0 der 
Varianzgleichheit zugunsten der H1, wonach die Varianzen nicht gleich sind, verworfen 
Dies wird im t-Test berücksichtigt, der unter Varianzungleichheit durchgeführt wird (t=-
1,2243; p=0,436). Der zum Vergleich durchgeführte Wilcoxon-Test weist kein signifi-











































Abbildung 48: Plot univariate Analyse Österreich 1999 und 2000, Gruppe 6 
 
Hier werden alle Unternehmen einbezogen, die in den Jahren 1998 und 1999 ihren 
Konzernabschluss nach dem HGB und im Jahr 2000 nach den IAS aufgestellt haben. 
Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
1999 1 0,08693 0,08693 0,08693 0,08693 0,08693 0,08693 NA
2000 1 0,08685 0,08685 0,08685 0,08685 0,08685 0,08685 NA
 
 




Es handelt sich hier nur um ein einziges Unternehmen (Flughafen Wien). Folglich ist 
keine Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genü-





5.1.3.  Ergebnisse der multivariaten Analyse zur freiwilligen Anwen-









(32) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit +β5log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,069829 0,044477 1,570 0,1245
riskfree -0,001481 0,005085 -0,291 0,7724
growth 0,008869 0,005431 1,631 0,1109
payout -0,018241 0,007681 -2,375 0,0226 *
lev 0,013659 0,010058 1,358 0,1823




Tabelle 63: Ergebnisse der multivariaten Analyse Deutschland 1997 – 1999, ungeteilt 
 
Es wurden 45 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,2763. Die Va-
riable payout zeigt sich als signifikanter Regressor. Nur die Variable log(size) hat das 
erwartete Vorzeichen. Der VIF liegt für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size)




Tabelle 64: Ergebnisse des VIF-Tests Deutschland 1997 – 1999, ungeteilt 
 
 
Ungeteilt Dummyvariable IAS98 
 
(33) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4lev:IAS98it +β5levit + 




Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,047363 0,043511 1,570 0,1245
riskfree 0,007314 0,004934 -0,291 0,7724
growth 0,009798 0,005182 1,631 0,1109 .
payout -0,016115 0,007366 -2,375 0,0226 *
lev 0,014033 0,009568 1,358 0,1823
log(size) -0,000196 0,002230 -0,267 0,7908




Tabelle 65: Ergebnisse der multivariaten Analyse Deutschland 1997 – 1999, ungeteilt Dummyvariable 
IAS98 
 
Es wurden 45 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3622. Es zei-
gen sich zwei signifikante Regressoren (<0,05): die Variable payout und die Variable 
lev:IAS98. Die Variable growth ist mit <0,1 ein leicht signifikanter Regressor. Nur die 
Variable riskfree hat das erwartete Vorzeichen. Die Dummyvariable IAS98 ist demnach 
nicht, wie erwartet, negativ. Das bedeutet, dass ein Anstieg der Variablen lev um eine 
Einheit zu einer Erhöhung der Eigenkapitalkosten um 0,014033% führt, wenn ein Un-
ternehmen nicht nach IAS bilanziert hat. Die freiwillige Anwendung der IAS ab 1998 
führt zu einer weiteren Erhöhung der Eigenkapitalkosten um 0,053526% (Differenzial-
effekt zur Referenzgruppe). Der VIF liegt für alle Variablen unter dem kritischen Wert 
von 5. 
 
riskfree growth payout lev log(size) lev:IAS98




Tabelle 66: Ergebnisse des VIF-Tests Deutschland 1997 – 1999, ungeteilt Dummyvariable IAS98 
 
 
Geteilt nach Gruppen 
 
(34) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4lev it + β5lev:G2it++ 
β6lev:G3it++ β7lev:G4it++ β8lev:G5it++ β9log(size)it +ε 
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Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,063099 0,049432 1,276 0,2100
riskfree -0,002121 0,005007 -0,424 0,6745
growth 0,007347 0,005392 1,362 0,1818
payout -0,021992 0,007889 -2,788 0,0085 **
lev 0,016955 0,010031 1,690 0,0999 .
log(size) 0,000263 0,002834 0,093 0,9265
lev:G2 0,003210 0,027371 0,117 0,9073
lev:G3 -0,569980 0,028508 -1,999 0,0534 .
lev:G4 -0,016507 0,022288 -0,741 0,4639




Tabelle 67: Ergebnisse der multivariaten Analyse Deutschland 1997 – 1999, geteilt nach Gruppen 
 
Es wurden 45 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3733. Die 
Gruppe G1 fungiert als Referenzgruppe. Die Gruppe 6 wurde in der Regression nicht 
mit erfasst, weil sie im Beobachtungszeitraum keine Unternehmen enthält. Die Variable 
payout zeigt sich als deutlich signifikanter Regressor (<0,01). Die Variable lev ist mit 
<0,1 leicht signifikant. Die Gruppeneffekte stellen sich wie folgt dar: Steigt die Variable 
lev um eine Einheit, so steigen die Eigenkapitalkosten um 0,016955%, wenn ein Unter-
nehmen der Referenzgruppe G1 angehört. Die Zugehörigkeit zu G2 lässt die Eigenkapi-
talkosten um zusätzliche 0,003210% (Differenzialeffekt zwischen lev und lev:G2) an-
steigen, die Zugehörigkeit zu G5 um 0,005278%. Eigenkapitalkostensenkende Effekte 
sind bei Unternehmen festzustellen, die der Gruppe G3 (-0,569980 %) oder der Gruppe 
G4 (-0,016507%) angehören. Saldiert mit der Referenzgruppe ergibt sich allerdings nur 
für G3 eine tatsächliche Reduktion der Eigenkapitalkosten. Der VIF liegt für alle Vari-
ablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:G2 lev:G3 lev:G4 lev:G5




Tabelle 68: Ergebnisse des VIF-Tests Deutschland 1997 – 1999, geteilt nach Gruppen 
 
 





(35) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit +β5log(size)it + ε 
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Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,055842 0,054364 1,027 0,3150
riskfree -0,001916 0,006076 -0,315 0,7550
growth 0,007756 0,006710 1,156 0,2590
payout -0,014140 0,009669 -1,461 0,1570
lev 0,017544 0,011196 1,567 0,1300




Tabelle 69: Ergebnisse der multivariaten Analyse Deutschland 1997 – 1998, ungeteilt 
 
Es wurden 30 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,2751. Keine 
der Variablen hat das erwartete Vorzeichen. Der VIF liegt für alle Variablen unter dem 
kritischen Wert von 5. 
 
riskfree growth payout lev log(size)




Tabelle 70: Ergebnisse des VIF-Tests Deutschland 1997 – 1998, ungeteilt 
 
 
Ungeteilt Dummyvariable IAS98 
 
(36) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4lev:IAS98it +β5levit + 
β6log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,020608 0,056973 0,362 0,7210
riskfree 0,002849 0,006585 0,435 0,6680
growth 0,009361 0,006572 1,424 0,1680
payout -0,011698 0,009481 -1,234 0,2300
lev 0,017298 0,010840 1,596 0,1240
log(size) 0,000686 0,002711 0,253 0,8030




Tabelle 71: Ergebnisse der multivariaten Analyse Deutschland 1997 – 1998, ungeteilt Dummyvariable 
IAS98 
 
Es wurden 30 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3489. Nur die 
Variable riskfree hat das erwartete Vorzeichen. Die Dummyvariable IAS98 ist demnach 
nicht, wie erwartet, negativ. Das bedeutet, dass ein Anstieg der Variablen lev um eine 
Einheit zu einer Erhöhung der Eigenkapitalkosten um 0,017298% führt, wenn ein Un-
ternehmen nicht nach IAS bilanziert hat. Die freiwillige Anwendung der IAS im Um-
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stellungsjahr 1998 führt zu einer weiteren Erhöhung der Eigenkapitalkosten um 
0,064201% (Differenzialeffekt zur Referenzgruppe). Es ist keine Reduktion der Eigen-
kapitalkosten für Unternehmen, die nach IAS bilanzieren, beobachtbar. Der VIF liegt 
für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:IAS98




Tabelle 72: Ergebnisse des VIF-Tests Deutschland 1997 – 1998, ungeteilt Dummyvariable IAS98 
 
 
Geteilt nach Gruppen 
 
(37) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit+ β5lev:G2it++ 
β6lev:G3it++ β7lev:G4it++ β8lev:G5it++ β9log(size)it +ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,057692 0,065343 0,883 0,38800
riskfree -0,002098 0,006567 -0,324 0,74900
growth 0,007390 0,007254 1,019 0,32000
payout -0,015595 0,010640 -1,466 0,15800
lev 0,018942 0,012069 1,569 1,32000
log(size) -0,000018 0,003692 -0,005 0,99600
lev:G2 0,022095 0,040502 0,546 0,59100
lev:G3 -0,026617 0,040294 -0,661 0,51600
lev:G4 0,007147 0,031042 0,230 0,82000




Tabelle 73: Ergebnisse der multivariaten Analyse Deutschland 1997 – 1998, geteilt nach Gruppen 
 
Es wurden 30 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3182. Die 
Gruppe lev:G1 fungiert als Referenzgruppe. Die Gruppe 6 wurde in der Regression 
nicht miterfasst, da sie im Beobachtungszeitraum keine Unternehmen enthält. Die 
Gruppeneffekte stellen sich wie folgt dar: Steigt die Variable lev um eine Einheit, so 
steigen die Eigenkapitalkosten um 0,018942%, wenn ein Unternehmen der Referenz-
gruppe G1 angehört. Die Zugehörigkeit zu G2 lässt die Eigenkapitalkosten um zusätzli-
che 0,022095% (Differenzialeffekt zwischen lev und lev:G2) ansteigen, die Zugehörig-
keit zu G4 um 0,007147 und jene zu G5 um 0,021192%. Eigenkapitalkostensenkende 
Effekte sind bei Unternehmen festzustellen, die der Gruppe G3 (-0,026617 %) angehö-
ren. Saldiert mit der Referenzgruppe ergibt sich für G3 eine tatsächliche Reduktion der 
Eigenkapitalkosten. Der VIF liegt für alle Variablen unter dem kritischen Wert von 5. 
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riskfree growth payout lev log(size) lev:G2 lev:G3 lev:G4 lev:G5




Tabelle 74: Ergebnisse des VIF-Tests Deutschland 1997 – 1998, geteilt nach Gruppen 
 
 





(38) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit +β5log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,112166 0,060760 1,846 0,0773 .
riskfree -0,003621 0,006828 -0,530 0,6007
growth -0,005447 0,009377 -0,581 0,5668
payout -0,021967 0,009229 -2,380 0,0256 *
lev -0,009037 0,035694 -0,253 0,8023




Tabelle 75: Ergebnisse der multivariaten Analyse Deutschland 1998 – 1999, ungeteilt 
 
Es wurden 30 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,2288. Die Va-
riable payout zeigt sich als signifikanter Regressor (<0,05). Die Variablen growth und 
lev haben das erwartete Vorzeichen. Der VIF liegt für alle Variablen unter dem kriti-
schen Wert von 5. 
 
riskfree growth payout lev log(size)




Tabelle 76: Ergebnisse des VIF-Tests Deutschland 1998 – 1999, ungeteilt 
 
 
Ungeteilt Dummyvariable IAS98 
 
(39) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4lev:IAS98it +β5levit + 
β6log(size)it + ε 
 168 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,084816 0,057421 1,477 0,1532
riskfree -0,004467 0,006319 -0,707 0,4868
growth -0,005301 0,008663 -0,612 0,5466
payout -0,019759 0,008582 -2,302 0,0307 *
lev -0,019963 0,033328 -0,599 0,5550
log(size) -0,000322 0,003226 -0,100 0,9213




Tabelle 77: Ergebnisse der multivariaten Analyse Deutschland 1998 – 1999, ungeteilt Dummyvariable 
IAS98 
 
Es wurden 30 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3692. Es gibt 
zwei signifikante Regressoren (<0,05): Die Variable payout und die Variable 
lev:IAS98. Die Variable growth und log(size) sowie lev haben das erwartete Vorzei-
chen. Die Dummyvariable IAS98 ist demnach nicht, wie erwartet, negativ. Das bedeu-
tet, dass ein Anstieg der Variablen lev um eine Einheit zu einer Senkung der Eigenkapi-
talkosten um 0,019963% führt, wenn ein Unternehmen nicht nach IAS bilanziert hat. 
Die freiwillige Anwendung der IAS führt zu einer Erhöhung der Eigenkapitalkosten um 
0,060092%. Saldiert mit der Referenzgruppe lev ist folglich keine Reduktion der Eigen-
kapitalkosten für Unternehmen, die nach IAS bilanzieren, beobachtbar. Der VIF liegt 
für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:IAS98




Tabelle 78: Ergebnisse des VIF-Tests Deutschland 1998 – 1999, ungeteilt Dummyvariable IAS98 
 
 
Geteilt nach Gruppen 
 
(40) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit+ β5lev:G2it++ 
β6lev:G3it++ β7lev:G4it++ β8lev:G5it++ β9log(size)it +ε 
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Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) -0,008095 0,057993 -0,140 0,89039
riskfree -0,004834 0,005175 -0,934 0,36133
growth -0,003640 0,007112 -0,512 0,61438
payout -0,022616 0,007247 -3,121 0,00538 **
lev 0,186668 0,052766 3,538 0,00207 **
log(size) 0,004376 0,003348 1,307 0,20607
lev:G2 -0,133964 0,042792 -3,131 0,00527 **
lev:G3 -0,221824 0,047936 -4,628 0,00016 ***
lev:G4 -0,139122 0,036891 -3,771 0,00120 **




Tabelle 79: Ergebnisse der multivariaten Analyse Deutschland 1998 – 1999, geteilt nach Gruppen 
 
Es wurden 30 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,6367. Die 
Gruppe lev:G1 fungiert als Referenzgruppe. Die Gruppe 6 wurde in der Regression 
nicht miterfasst, da sie im Beobachtungszeitraum keine Unternehmen enthält. Für die 
Variable lev:G3 zeigt sich eine eindeutige Signifikanz (<0,001). Sowohl die Variable 
payout als auch die Variable lev, die Variable lev:G2 und die Variable lev:G4 stellen 
sich als deutlich signifikante Regressoren dar (<0,01). Die Variable lev:5 ist ein leicht 
signifikanter Regressor (<0,05). Die Gruppeneffekte stellen sich wie folgt dar: Steigt die 
Variable lev um eine Einheit, so steigen die Eigenkapitalkosten um 0,186668%, wenn 
ein Unternehmen der Referenzgruppe G1 angehört. Die Zugehörigkeit zu G2 lässt die 
Eigenkapitalkosten wieder um 0,133964% (Differenzialeffekt zwischen lev und lev:G2) 
fallen, die Zugehörigkeit zu G3 um 0,221824%, jene zu G4 um 0,139122% und jene zu 
G5 um 0,145072%. Saldiert mit der Referenzgruppe ergibt sich nur für G3 eine tatsäch-
liche Reduktion der Eigenkapitalkosten. Der VIF liegt für alle Variablen unter dem kri-
tischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:G2 lev:G3 lev:G4 lev:G5









5.1.4.  Ergebnisse der multivariaten Analyse zur freiwilligen Anwen-









(41) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit +β5log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,042973 0,249521 0,172 0,8645
riskfree 0,003591 0,023439 0,153 0,8794
growth 0,020146 0,007889 2,554 0,0166 *
payout 0,010805 0,050548 0,214 0,8323
lev 0,073559 0,082952 0,887 0,3830




Tabelle 81: Ergebnisse der multivariaten Analyse Österreich 1998 – 2000, ungeteilt 
 
Es wurden 33 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3226. Die Va-
riable growth zeigt sich als signifikanter Regressor. Die Variablen riskfree, payout und 
log(size) haben das erwartete Vorzeichen. Der VIF liegt für alle Variablen unter dem 
kritischen Wert von 5. 
 
riskfree growth payout lev log(size)




Tabelle 82: Ergebnisse des VIF-Tests Österreich 1998 – 2000, ungeteilt 
 
 
Ungeteilt Dummyvariable IAS99 
 
(42) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4lev:IAS99it +β5levit + 
β6log(size)it + ε 
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Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,057245 0,258759 0,226 0,8227
riskfree -0,008410 0,029461 -0,285 0,7776
growth 0,020402 0,007976 2,558 0,0167 *
payout 0,019790 0,052714 0,375 0,7104
lev 0,072158 0,083806 0,861 0,3971
log(size) 0,006266 0,017633 0,036 0,9719




Tabelle 83: Ergebnisse der multivariaten Analyse Österreich 1998 – 2000, ungeteilt Dummyvariable 
IAS99 
 
Es wurden 33 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3346. Die Va-
riable growth zeigt sich als signifikanter Regressor. Die Variable payout hat das erwar-
tete Vorzeichen. Die Dummyvariable IAS99 ist demnach nicht, wie erwartet, negativ. 
Das bedeutet, dass ein Anstieg der Variablen lev um eine Einheit zu einem Anstieg der 
Eigenkapitalkosten um 0,072158% führt, wenn ein Unternehmen nicht nach IAS bilan-
ziert hat. Die freiwillige Anwendung der IAS führt zu einer weiteren Erhöhung der Ei-
genkapitalkosten um 0,060117%. Es ist folglich keine Reduktion der Eigenkapitalkos-
ten für Unternehmen, die nach IAS bilanzieren, beobachtbar. Der VIF liegt für alle Va-
riablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:IAS99




Tabelle 84: Ergebnisse des VIF-Tests Österreich 1998 – 2000, ungeteilt Dummyvariable IAS99 
 
 
Geteilt nach Gruppen 
 
(43) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit+ β5lev:G2it++ 
β6lev:G4it++ β7lev:G5it++ β8lev:G6it+ β9log(size)it +ε 
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Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,129221 0,286772 0,451 0,6565
riskfree 0,004272 0,024919 0,171 0,8654
growth 0,017444 0,008516 2,048 0,0521 .
payout 0,015137 0,059816 0,253 0,8025
lev 0,174335 0,169848 1,026 0,3154
log(size) -0,007497 0,018911 -0,396 0,6954
lev:G2 -0,170138 0,128144 -1,328 0,1973
lev:G4 -0,112659 0,353305 -0,319 0,7527
lev:G5 -0,077675 0,126537 -0,614 0,5453




Tabelle 85: Ergebnisse der multivariaten Analyse Österreich 1998 – 2000, geteilt nach Gruppen 
 
Es wurden 33 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3848. Die 
Gruppe 1 fungiert als Referenzgruppe. Die Gruppe 3 wurde in der Regression nicht mit-
erfasst, da sie im Beobachtungszeitraum keine Unternehmen enthält. Die Variable 
growth zeigt sich als leicht signifikanter Regressor. Die Gruppeneffekte stellen sich wie 
folgt dar: Steigt die Variable lev um eine Einheit, so steigen die Eigenkapitalkosten um 
0,174335%, wenn ein Unternehmen der Referenzgruppe G1 angehört. Die Zugehörig-
keit zu G2 lässt die Eigenkapitalkosten wieder um 0,170138% (Differenzialeffekt zwi-
schen lev und lev:G2) fallen, die Zugehörigkeit zu G4 um 0,112659%, jene zu G5 um 
0,077675% und jene zu G5 um 0,144737%. Saldiert mit der Referenzgruppe ergibt sich 
somit für keine der Gruppen eine tatsächliche Reduktion der Eigenkapitalkosten. Der 
VIF liegt für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:G2 lev:G4 lev:G5 lev:G6




Tabelle 86: Ergebnisse des VIF-Tests Österreich 1998 – 2000, geteilt nach Gruppen 
 
 





(44) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit +β5log(size)it + ε 
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Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,087068 0,411115 0,212 0,8349
riskfree -0,008798 0,033578 -0,026 0,9794
growth 0,021986 0,010547 2,085 0,0535 .
payout 0,013923 0,073727 0,189 0,8526
lev 0,002321 0,134284 0,017 0,9864




Tabelle 87: Ergebnisse der multivariaten Analyse Österreich 1998 – 1999, ungeteilt 
 
Es wurden 22 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3230. Die Va-
riable growth zeigt sich als leicht signifikanter Regressor. Die Variablen payout und 
log(size) haben das erwartete Vorzeichen. Der VIF liegt für alle Variablen unter dem 
kritischen Wert von 5. 
 
riskfree growth payout lev log(size)




Tabelle 88: Ergebnisse des VIF-Tests Österreich 1998 – 1999, ungeteilt 
 
 
Ungeteilt Dummyvariable IAS99 
 
(45) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4lev:IAS99it +β5levit + 
β6log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,083201 0,423337 0,197 0,8468
riskfree -0,012263 0,049670 -0,247 0,8083
growth 0,021682 0,010897 1,990 0,0652 .
payout 0,026137 0,084994 0,308 0,7627
lev 0,015027 0,143840 0,104 0,9182
log(size) 0,001206 0,032041 0,038 0,9705




Tabelle 89: Ergebnisse der multivariaten Analyse Österreich 1998 – 1999, ungeteilt Dummyvariable 
IAS99 
 
Es wurden 22 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3276. Die Va-
riable growth zeigt sich als leicht signifikanter Regressor. Nur die Variable payout hat 
das erwartete Vorzeichen. Die Dummyvariable IAS99 ist demnach nicht, wie erwartet, 
negativ. Das bedeutet, dass ein Anstieg der Variablen lev um eine Einheit zu einer Er-
höhung der Eigenkapitalkosten um 0,015027% führt, wenn ein Unternehmen nicht nach 
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IAS bilanziert hat. Die freiwillige Anwendung der IAS im Umstellungsjahr 1999 führt 
zu einer weiteren Erhöhung der Eigenkapitalkosten um 0,057176% (Differenzialeffekt 
zur Referenzgruppe). Es ist keine Reduktion der Eigenkapitalkosten für Unternehmen, 
die nach IAS bilanzieren, beobachtbar. Der VIF liegt für alle Variablen unter dem kriti-
schen Wert von 5. 
 
riskfree growth payout lev log(size) lev:IAS99




Tabelle 90: Ergebnisse des VIF-Tests Österreich 1998 – 1999, ungeteilt Dummyvariable IAS99 
   
 
Geteilt nach Gruppen 
 
(46) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit+ β5lev:G2it++ 
β6lev:G4it++ β7lev:G5it++ β8lev:G6it+ β9log(size)it +ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,248642 0,527639 0,471 0,6460
riskfree 0,007989 0,038542 0,207 0,8390
growth 0,020729 0,012081 1,716 0,1120
payout -0,021387 0,093792 -0,228 0,8230
lev -0,002258 0,278902 -0,008 0,9940
log(size) -0,012482 0,036617 -0,341 0,7390
lev:G2 -0,176314 0,199945 -0,882 0.395
lev:G4 0,048557 0,526530 0,092 0,9280
lev:G5 -0,011282 0,194957 -0,058 0,9550




Tabelle 91: Ergebnisse der multivariaten Analyse Österreich 1998 – 1999, geteilt nach Gruppen 
 
Es wurden 22 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3988. Die 
Gruppe 1 fungiert als Referenzgruppe. Die Gruppe 3 wurde in der Regression nicht mit-
erfasst, da sie im Beobachtungszeitraum keine Unternehmen enthält. Die Gruppeneffek-
te stellen sich wie folgt dar: Steigt die Variable lev um eine Einheit, so sinken die Ei-
genkapitalkosten um 0,002258%, wenn ein Unternehmen der Referenzgruppe G1 ange-
hört. Die Zugehörigkeit zu G2 lässt die Eigenkapitalkosten um zusätzliche 0,176314% 
(Differenzialeffekt zwischen lev und lev:G2) fallen, die Zugehörigkeit zu G5 um 
0,011282 und jene zu G6 um 0,040651%. Die Zugehörigkeit zu G4 bedeutet eine Erhö-
hung der Eigenkapitalkosten um 0,048557%. Saldiert mit der Referenzgruppe ergibt 
sich für G2, G5 und G6 eine tatsächliche Reduktion der Eigenkapitalkosten. Für G4 
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lässt sich dies nicht beobachten. Der VIF liegt für die Variable lev:G2 leicht über dem 
kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:G2 lev:G4 lev:G5 lev:G6




Tabelle 92: Ergebnisse des VIF-Tests Österreich 1998 – 1999, geteilt nach Gruppen 
 
 





(47) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit +β5log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 5,144745 13,585441 0,379 0,7099
riskfree -1,032591 2,755161 -0,375 0,7127
growth 0,018689 0,014678 1,273 0,2211
payout -0,022001 0,030432 -0,723 0,4801
lev 0,107803 0,049794 2,165 0,0458 *




Tabelle 93: Ergebnisse der multivariaten Analyse Österreich 1999 – 2000, ungeteilt 
 
Es wurden 22 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,4495. Die Va-
riable lev zeigt sich als signifikanter Regressor. Keine Variable hat das erwartete Vor-
zeichen. Der VIF liegt für alle Variablen unter dem kritischen Wert von 5.  
 
riskfree growth payout lev log(size)




Tabelle 94: Ergebnisse des VIF-Tests Österreich 1999 – 2000, ungeteilt 
 
 
Ungeteilt Dummyvariable IAS99 
 
(48) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4lev:IAS99it +β5levit + 
β6log(size)it + ε 
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Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 2,597652 14,008898 0,185 0,8554
riskfree -0,522840 2,839390 -0,184 0,8564
growth 0,022204 0,015346 1,447 0,1685
payout -0,016028 0,031448 -0,510 0,6177
lev 0,105207 0,050285 2,092 0,0538 .
log(size) 0,001338 0,010443 0,128 0,8998




Tabelle 95: Ergebnisse der multivariaten Analyse Österreich 1999 – 2000, ungeteilt Dummyvariable 
IAS99 
 
Es wurden 22 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,4755. Die Va-
riable lev zeigt sich als leicht signifikanter Regressor. Keine Variable hat das erwartete 
Vorzeichen. Die Dummyvariable IAS99 ist demnach nicht, wie erwartet, negativ. Das 
bedeutet, dass ein Anstieg der Variablen lev um eine Einheit zu einer Erhöhung der Ei-
genkapitalkosten um 0,105207% führt, wenn ein Unternehmen nicht nach IAS bilan-
ziert hat. Die freiwillige Anwendung der IAS führt zu einer weiteren Erhöhung der Ei-
genkapitalkosten um 0,042201% (Differenzialeffekt zur Referenzgruppe). Es ist keine 
Reduktion der Eigenkapitalkosten für Unternehmen, die nach IAS bilanzieren, be-
obachtbar. Der VIF liegt für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:IAS99




Tabelle 96: Ergebnisse des VIF-Tests Österreich 1999 – 2000, ungeteilt Dummyvariable IAS99 
 
 
Geteilt nach Gruppen 
 
(49) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit+ β5lev:G2it++ 
β6lev:G4it++ β7lev:G5it++ β8lev:G6it+ β9log(size)it +ε 
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Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 6,431941 11,646737 0,552 0,59090
riskfree -1,289606 2,362333 -0,546 0,59510
growth 0,035314 0,017031 2,074 0,06030 .
payout 0,047101 0,037303 1,263 0,23070
lev 0,239316 0,088808 2,695 0,01950 *
log(size) -0,003020 0,009121 -0,331 0,74620
lev:G2 -0,128879 0,068097 -1,893 0,08280 .
lev:G4 -0,760355 0,336256 -2,261 0,04310 *
lev:G5 -0,136791 0,066271 -2,064 0,06120 .




Tabelle 97: Ergebnisse der multivariaten Analyse Österreich 1999 – 2000, geteilt nach Gruppen 
 
Es wurden 22 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,7085. Die 
Gruppe 1 fungiert als Referenzgruppe. Die Gruppe 3 wurde in der Regression nicht mit-
erfasst, da sie im Beobachtungszeitraum keine Unternehmen enthält. Drei Regressoren 
sind signifikant: Die Variable lev, die Variable lev:G4 und die Variable lev:G6 sind 
signifikant (<0,05) und die Variablen growth und lev:G5 leicht signifikant (<0,1). Die 
Gruppeneffekte stellen sich wie folgt dar: Steigt die Variable lev um eine Einheit, so 
steigen die Eigenkapitalkosten um 0,239316%, wenn ein Unternehmen der Referenz-
gruppe G1 angehört. Die Zugehörigkeit zu G2 lässt die Eigenkapitalkosten um 
0,128879% (Differenzialeffekt zwischen lev und lev:G2) fallen, die Zugehörigkeit zu 
G4 um 0,760355%, jene zu G5 um 0,136792% sowie jene zu G6 um 0,189534%. Sal-
diert mit der Referenzgruppe ergibt sich für nur für G4 eine tatsächliche Reduktion der 
Eigenkapitalkosten. Für die anderen Gruppen lässt sich dies nicht beobachten. Der VIF 
liegt für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:G2 lev:G4 lev:G5 lev:G6









5.1.5.  Zwischenfazit 
 
In diesem Abschnitt werden die Untersuchungsergebnisse für die freiwillige Anwen-
dung der IAS in Deutschland und in Österreich zusammengefasst und die zugehörigen 




5.1.5.1.  Prüfung der operationalen Hypothesen für den Beobachtungszeitraum 
1997 und 1999 bzw. 1998 und 2000 
 
Die Ergebnisse der univariaten Regressionsanalyse zeigen, dass in Deutschland vom 
Jahr 1997 auf das Jahr 1999 der Mittelwert der Eigenkapitalkosten für gleiche Unter-
nehmen, ungruppiert und gepaart, leicht fiel. Damit ist grundsätzlich eine Reduktion der 
Eigenkapitalkosten festzustellen. Das Ergebnis ist nicht signifikant, wodurch kein in-
duktiver Rückschluss auf die Grundgesamtheit aller Unternehmen des DAX für diese 
Jahre gezogen werden kann. Bei der Betrachtung der einzelnen Gruppen sieht man, dass 
jene Unternehmen, die im Jahr 1998 auf IAS wechselten, einen Anstieg des Mittelwerts 
der Eigenkapitalkosten zu verzeichnen haben, während für jene Unternehmen, die wei-
terhin nach dem HGB bilanzierten, eine leichte Senkung der Eigenkapitalkosten festzu-
stellen ist. Die Ergebnisse der univariaten Analyse deuten darauf hin, dass die freiwilli-
ge Anwendung der IAS für DAX30-Unternehmen vom Jahr 1997 auf das Jahr 1999 
nicht zu einer Reduktion der Eigenkapitalkosten geführt hat. Die Würdigung der Ergeb-
nisse der multivariaten Analyse verstärkt diesen Eindruck. Es stellt sich heraus, dass die 
freiwillige Anwendung der IAS, mithilfe der Dummyvariablen als Einflussfaktor iso-
liert betrachtet, sogar zu einer Erhöhung der Eigenkapitalkosten führte. Analysiert man 
die Ergebnisse der einzelnen Gruppen, kann man lediglich bei Unternehmen, die im 
Jahr 1999 von HGB auf US-GAAP wechselten, eine leichte Reduktion der Eigenkapi-
talkosten sehen.  
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Deutschland für 
die Jahre 1997 und 1999 sind konsistent mit der operationalen Hypothese H1a0, daher 
wird die alternative operationale Hypothese H1a1 verworfen. 
 
Betrachtet man die Ergebnisse der univariaten Regressionsanalyse für Österreich 
vom Jahr 1998 auf das Jahr 2000, sieht man für gleiche Unternehmen, ungruppiert und 
gepaart, eine deutliche Erhöhung der Eigenkapitalkosten. Damit ist grundsätzlich keine 
Reduktion der Eigenkapitalkosten festzustellen. Das Ergebnis ist nicht signifikant, 
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wodurch kein induktiver Rückschluss auf die Grundgesamtheit gezogen werden kann. 
Bei den Gruppen ist zu erkennen, dass nur für Unternehmen, die sowohl 1998 als auch 
2000 nach dem HGB bilanzierten, ein Sinken der Eigenkapitalkosten feststellbar ist. Die 
Aussagekraft dieses Ergebnisses ist allerdings gering, weil es nur ein einziges Unter-
nehmen in dieser Gruppe gibt. Bei allen anderen Gruppen zeigt sich eine Erhöhung der 
Eigenkapitalkosten. Die Ergebnisse der univariaten Analyse deuten darauf hin, dass die 
freiwillige Anwendung der IAS für ATX20 Unternehmen vom Jahr 1998 auf das Jahr 
2000 nicht zu einer Reduktion der Eigenkapitalkosten führte. Die Würdigung der Er-
gebnisse der multivariaten Analyse bestätigt dies. Es zeigt sich, dass die freiwillige 
Anwendung der IAS, mithilfe der Dummyvariable als Einflussfaktor isoliert betrachtet, 
sogar zu einer Erhöhung der Eigenkapitalkosten führte. Keine der Gruppen weist in der 
Einzelbetrachtung eine Reduktion der Eigenkapitalkosten aus. 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Österreich für die 
Jahre 1998 und 2000 sind konsistent mit der operationalen Hypothese H1b0, daher wird 
die alternative operationale Hypothese H1b1 verworfen. 
 
 
5.1.5.2.  Prüfung der operationalen Hypothesen für den Beobachtungszeitraum 
1997 und 1998 bzw. 1998 und 1999 
 
Die univariate Regressionsanalyse der Stichprobe für Deutschland für die Jahre 1997 
und 1998 zeigt, dass der Mittelwert der Eigenkapitalkosten für gleiche Unternehmen, 
ungruppiert und gepaart, minimal fiel. Eine eine Reduktion der Eigenkapitalkosten ist 
messbar. Das Ergebnis ist nicht signifikant, wodurch kein induktiver Rückschluss auf 
die Grundgesamtheit aller Unternehmen des DAX für diese Jahre gezogen werden kann. 
Bei der Betrachtung der einzelnen Gruppen sieht man, dass jene Unternehmen, die im 
Jahr 1998 auf IAS wechselten, einen deutlichen Anstieg des Mittelwerts der Eigenkapi-
talkosten zu verzeichnen haben, während für jene Unternehmen, die weiterhin nach dem 
HGB bilanzierten, der Anstieg weniger deutlich ausfiel. Zu einem deutlichen Sinken des 
Mittelwerts der Eigenkapitalkosten kommt es bei den Unternehmen, die bereits vor 
1997 zusätzlich einen Konzernabschluss nach den IAS aufstellten und 1998 weiterhin 
nach den IAS bilanzierten. Eine Mittelwertsenkung trifft auch auf Unternehmen zu, die 
1997 zusätzlich einen Konzernabschluss nach den US-GAAP aufstellten und 1998 wei-
terhin nach den US-GAAP bilanzierten. Die Ergebnisse der univariaten Analyse deuten 
darauf hin, dass die freiwillige Anwendung der IAS nur für jene DAX30-Unternehmen 
zu einer Reduktion der Eigenkapitalkosten führte, die schon vor 1998 ihren Konzernab-
schluss zusätzlich nach den IAS aufgestellt hatten. Die Würdigung der Ergebnisse der 
multivariaten Analyse bestätigt dies. Es stellt sich heraus, dass die freiwillige Anwen-
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dung der IAS, mithilfe der Dummyvariablen als Einflussfaktor isoliert betrachtet, sogar 
zu einer Erhöhung der Eigenkapitalkosten führte. Analysiert man die Ergebnisse der 
einzelnen Gruppen, kann man lediglich bei Unternehmen, die bereits vor dem Jahr 1998 
Erfahrung mit der Aufstellung eines Konzernabschlusses nach den IAS hatten, eine Re-
duktion der Eigenkapitalkosten sehen. Die Nullhypothese kann daher nicht verworfen 
werden. 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Deutschland für 
die Jahre 1997 und 1998 sind konsistent mit der operationalen Hypothese H2a0, daher 
wird die alternative operationale Hypothese H2a1 verworfen. 
 
Betrachtet man die Ergebnisse der univariaten Regressionsanalyse für Österreich 
vom Jahr 1998 auf das Jahr 1999, sieht man für gleiche Unternehmen, ungruppiert und 
gepaart, eine deutliche Erhöhung der Eigenkapitalkosten. Damit ist grundsätzlich keine 
Reduktion der Eigenkapitalkosten festzustellen. Das Ergebnis ist nicht signifikant, 
wodurch kein induktiver Rückschluss auf die Grundgesamtheit gezogen werden kann. 
Bei den Gruppen ist zu erkennen, dass für Unternehmen, die sowohl 1998 als auch 1999 
nach HGB bilanzierten, ein deutliches Sinken der Eigenkapitalkosten feststellbar ist. 
Die Aussagekraft dieses Ergebnisses ist allerdings gering, da es nur ein einziges Unter-
nehmen in dieser Gruppe gibt. Bei allen anderen Gruppen zeigt sich eine Erhöhung der 
Eigenkapitalkosten. Die Ergebnisse der univariaten Analyse deuten darauf hin, dass die 
freiwillige Anwendung der IAS für ATX20 Unternehmen vom Jahr 1998 auf das Jahr 
1999 nicht zu einer Reduktion der Eigenkapitalkosten führte. Die Würdigung der Er-
gebnisse der multivariaten Analyse zeigt allerdings ein anderes Bild. Es zeigt sich, dass 
die freiwillige Anwendung der IAS, mithilfe der Dummyvariable als Einflussfaktor iso-
liert betrachtet, für jene Unternehmen, die 1999 von HGB auf IAS wechselten zu einer 
leichten Reduktion der Eigenkapitalkosten geführt hat. Bei den Unternehmen, die be-
reits 1998 zusätzlich einen Konzernabschluss nach IAS aufgestellt hatten, fiel diese Re-
duktion sogar deutlich aus. Dies bedeutet, dass die freiwillige Anwendung der IAS im 
Beobachtungszeitraum 1998 und 1999 zu einer Reduktion der Eigenkapitalkosten führ-
te. Zu beachten ist, dass der Effekt der Reduktion von anderen Faktoren, die die Eigen-
kapitalkosten beeinflussen, mehr als kompensiert wurde, womit der Anstieg des Mittel-
werts in der univariaten Analyse erklärt ist. 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Österreich für die 
Jahre 1998 und 1999 sind konsistent mit der operationalen Alternativhypothese H2b1. 
Die operationale Nullhypothese H2b0 wird daher zugunsten der operationalen Alterna-
tivhypothese H2b1 verworfen. 
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5.1.5.3.  Prüfung der operationalen Hypothesen für den Beobachtungszeitraum 
1998 und 1999 bzw. 1999 und 2000 
 
Die univariate Regressionsanalyse der Stichprobe für Deutschland für die Jahre 1998 
und 1999 zeigt, dass der Mittelwert der Eigenkapitalkosten für gleiche Unternehmen, 
ungruppiert und gepaart, fiel. Damit ist grundsätzlich eine Reduktion der Eigenkapital-
kosten feststellbar. Das Ergebnis ist nicht signifikant, wodurch kein induktiver Rück-
schluss auf die Grundgesamtheit aller Unternehmen des DAX für diese Jahre gezogen 
werden kann. Bei der Betrachtung der einzelnen Gruppen sieht man, dass jene Unter-
nehmen, die im Jahr 1998 auf IAS wechselten und auch 1999 nach den IAS bilanzier-
ten, einen gleich hohen Mittelwert der Eigenkapitalkosten aufweisen, während für jene 
Unternehmen, die weiterhin nach dem HGB bilanzierten, ein Sinken des Mittelwerts 
feststellbar ist. Zu einem deutlichen Sinken des Mittelwerts der Eigenkapitalkosten 
kommt es bei Unternehmen, die im Jahr 1999 auf US-GAAP wechselten und vorher 
nach dem HGB bilanziert hatten. Die Aussagekraft dieses Ergebnisses ist allerdings ge-
ring, da es nur ein einziges Unternehmen in dieser Gruppe gibt. Die Ergebnisse der uni-
variaten Analyse deuten darauf hin, dass die freiwillige Anwendung der IAS für 
DAX30-Unternehmen nicht zu einer Reduktion der Eigenkapitalkosten führte. Die Er-
gebnisse der multivariaten Analyse zeigen, dass die freiwillige Anwendung der IAS, 
mithilfe der Dummyvariable als Einflussfaktor isoliert betrachtet, zu einer Erhöhung der 
Eigenkapitalkosten führte. Analysiert man die Ergebnisse der einzelnen Gruppen, so be-
stätigt sich das Ergebnis der univariaten Analyse, wonach Unternehmen, die 1999 auf 
US-GAAP wechselten, eine Reduktion der Eigenkapitalkosten verzeichneten. Obwohl 
es sich dabei nur um ein Unternehmen handelt, zeigen die Tests eine eindeutige Signifi-
kanz. 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Deutschland für 
die Jahre 1998 und 1999 sind konsistent mit der operationalen Nullhypothese H3a0, da-
her wird die alternative operationale Alternativhypothese H3a1 verworfen. 
 
Betrachtet man die Ergebnisse der univariaten Regressionsanalyse für Österreich 
vom Jahr 1999 auf das Jahr 2000, ist für gleiche Unternehmen, ungruppiert und gepaart, 
eine Erhöhung der Eigenkapitalkosten zu sehen. Das Ergebnis ist nicht signifikant, 
wodurch kein induktiver Rückschluss auf die Grundgesamtheit gezogen werden kann. 
Bei den Gruppen ist zu erkennen, dass für Unternehmen, die sowohl 1999 als auch 2000 
nach dem HGB bilanzierten, ein Anstieg der Eigenkapitalkosten feststellbar ist. Die 
Aussagekraft dieses Ergebnisses ist allerdings gering, da es nur ein einziges Unterneh-
men in dieser Gruppe gibt. Auch bei allen anderen Gruppen zeigt sich eine Erhöhung 
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oder ein Gleichbleiben der Eigenkapitalkosten. Die Ergebnisse der univariaten Analyse 
deuten darauf hin, dass die freiwillige Anwendung der IAS für ATX20-Unternehmen 
vom Jahr 1999 auf das Jahr 2000 nicht zu einer Reduktion der Eigenkapitalkosten führ-
te. Die Würdigung der Ergebnisse der multivariaten Analyse bestätigt dies. Es zeigt 
sich, dass die freiwillige Anwendung der IAS, mithilfe der Dummyvariablen als Ein-
flussfaktor isoliert betrachtet, nicht zu einer Reduktion der Eigenkapitalkosten führte. 
Die Betrachtung der einzelnen Gruppen ergibt, dass dies auch für Unternehmen zutrifft, 
die sowohl 1999 als auch 2000 US-GAAP anwendeten.  
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Österreich für die 
Jahre 1999 und 2000 sind konsistent mit der operationalen Hypothese H3b0, daher wird 
die alternative operationale Hypothese H3b1 verworfen. 
 
 
5.1.5.4.  Prüfung der verbundenen operationalen Hypothesen für die drei Beobach-
tungszeiträume 
 
Bezug nehmend auf die Ergebnisse der Hypothesenprüfung für die operationalen 
Hypothesen für die freiwillige Anwendung der IAS in Deutschland und Österreich kön-
nen nun die verbundenen operationalen Hypothesen falsifiziert werden: 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Deutschland für 
die Jahre 1997 und 1999 und für Österreich für die Jahre 1998 und 2000 sind konsis-
tent mit der verbundenen operationalen Hypothese H4a0, daher wird die alternative 
operationale Hypothese H4a1 verworfen. 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Deutschland für 
die Jahre 1997 und 1998 und für Österreich für die Jahre 1998 und 1999 sind konsis-
tent mit der verbundenen operationalen Hypothese H4b0, daher wird die alternative 
operationale Hypothese H4b1 verworfen. 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Deutschland für 
die Jahre 1998 und 1999 und für Österreich für die Jahre 1999 und 2000 sind konsis-
tent mit der verbundenen operationalen Hypothese H4c0, daher wird die alternative 




5.1.5.5.  Prüfung der Forschungshypothesen zur freiwilligen Anwendung der IAS 
in Deutschland und Österreich 
 
Alle operationalen Alternativhypothesen zur freiwilligen Anwendung der IAS in 
Deutschland in den einzelnen Beobachtungszeiträumen mussten aufgrund der Ergebnis-
se der empirischen Untersuchung verworfen werden. Eine Reduktion der Eigenkapital-
kosten war nicht feststellbar. Folglich kann auch die alternative Forschungshypothese 
zur freiwilligen Anwendung der IAS in Deutschland falsifiziert werden. 
 
Die Ergebnisse der Prüfung der operationalen Hypothesen zur freiwilligen Anwen-
dung der IAS in Deutschland sind konsistent mit der Forschungsnullhypothese HFa0. 
Daher wird die alternative Forschungshypothese HFa1 verworfen. 
 
In Österreich wurden mit Ausnahme der H2b1 alle operationalen Alternativhypothe-
sen zur freiwilligen Anwendung der IAS in den einzelnen Beobachtungszeiträumen 
verworfen. Für die Jahre 1998 und 1999 konnte eine Reduktion der Eigenkapitalkosten, 
geteilt nach Gruppen, festgestellt werden. Dennoch kann die Forschungsnullhypothese 
HFb0 nicht verworfen werden, weil diese in den beiden anderen relevanten Zeiträumen 
nicht zutrifft und selbst für die Jahre 1998 und 1999 die Effekte so gering sind, dass sie 
durch andere Phänomene, welche die Eigenkapitalkosten beeinflussen, wieder ausgegli-
chen werden. 
 
Die Ergebnisse der Prüfung der operationalen Hypothesen zur freiwilligen Anwen-
dung der IAS in Österreich sind konsistent mit der Forschungsnullhypothese HFb0. Da-









5.2.1.  Ergebnisse der univariaten Analyse zur verpflichtenden An-
wendung der IFRS in Deutschland für den Beobachtungszeitraum 
2004 – 2006 
 
Die folgenden Parallelkoordinatendiagramme stellen den Verlauf der Eigenkapital-
kosten der in den einzelnen untersuchten Gruppen vertretenen Unternehmen für die Jah-
re 2004, 2005 und 2006 grafisch dar. Für die Gruppe J kann kein Parallelkoordinaten-
diagramm erstellt werden, weil sie leer ist. In den nachfolgenden Abschnitten werden 










































































Abbildung 51: Parallelkoordinatendiagramm Deutschland, Gruppe G 
 
                                                 
288 In diesem Parallelkoordinatendiagramm haben die Unternehmen Linde und Volkswagen für die Jahre 
2004 und 2005 die selben Koordinaten. Daher sind von 2004 zu 2005 nur 11 Linien erkennbar, wäh-
























Abbildung 52: Parallelkoordinatendiagramm Deutschland, Gruppe H 
 
 
5.2.1.1.  Ergebnisse für die Jahre 2004 und 2006 
 
 
Alle Unternehmen, ungruppiert und ungepaart 
 
Hier werden alle im Sample befindlichen Unternehmen für das Jahr 2004 und das 
Jahr 2006 ungruppiert und ungepaart in die univariate Analyse einbezogen. Das Ergeb-
nis der Analyse stellt sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 22 0,01000 0,06000 0,07000 0,07591 0,09000 0,18000 0,03528
2006 22 -0,24000 0,04250 0,07000 0,04864 0,08000 0,10000 0,07133
 
 
Tabelle 99: Ergebnisse der univariaten Analyse Deutschland 2004 und 2006, ungruppiert und ungepaart 
 
Unter Berücksichtigung steigender Streuung ist ein Fallen des Mittelwerts der Ei-
genkapitalkosten von 2004 auf 2006 feststellbar. Der Median ist gleich. Der Levene-
Test ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypothese der 
Gleichheit der Varianzen nicht signifikant ist (F=0,3654; p=0,5488). Daraus folgt die 
Anwendung eines (two sample) t-Tests unter Varianzgleichheit. Das Ergebnis ist nicht 
signifikant (t=1,6075; p=0,1154). Der zum Vergleich durchgeführte Wilcoxon-Test 
weist ebenso kein signifikantes Ergebnis aus (W=293,5; p=0,2280). 
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Gleiche Unternehmen, ungruppiert und gepaart 






































Abbildung 53: Plot univariate Analyse Deutschland 2004 und 2006, gleiche Unternehmen ungruppiert 
und gepaart289 
 
Der Vergleich des Samples „Alle Unternehmen, ungruppiert und ungepaart“ und des 
Samples „Gleiche Unternehmen, ungruppiert und gepaart“ ergibt für die Jahre 2004 und 
2006 keinen Unterschied in der Anzahl der einbezogenen Unternehmen und in den an-
deren Daten. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 22 0,01000 0,06000 0,07000 0,07591 0,09000 0,18000 0,03528
2006 22 -0,24000 0,04250 0,07000 0,04864 0,08000 0,10000 0,07133
 
 
Tabelle 100: Ergebnisse der univariaten Analyse Deutschland 2004 und 2006 , gleiche Unternehmen ge-
paart 
 
Unter Berücksichtigung steigender Streuung ist ein Fallen des Mittelwerts der Ei-
genkapitalkosten von 2004 auf 2006 feststellbar. Der Median ist ident. Der Levene-Test 
ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypothese der 
Gleichheit der Varianzen nicht signifikant ist (F=0,3654; p=0,5488). Daraus folgt die 
Anwendung eines (gepaarten) t-Tests unter Varianzgleichheit. Das Ergebnis ist nicht 
                                                 
289 Auf dem Plot sind nur 19 Punkte zu sehen. Das liegt daran, dass die Eigenkapitalkosten der Unterneh-




signifikant (t=1,4208; p=0,1701). Der zum Vergleich durchgeführte Wilcoxon-Test 











































Abbildung 54: Plot univariate Analyse Deutschland 2004 und 2006, Gruppe A 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 2004 
nach dem HGB und im Jahr 2006 nach den IFRS aufgestellt haben. Für diese Unter-
nehmen trifft ebenso zu, dass sie ihren Konzernabschluss im Jahr 2005 auch nach den 
IFRS aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 1 0,07000 0,07000 0,07000 0,07000 0,07000 0,07000 NA
2006 1 0,09000 0,09000 0,09000 0,09000 0,09000 0,09000 NA
 
 
Tabelle 101: Ergebnisse der univariaten Analyse Deutschland 2004 und 2006, Gruppe A 
 
Es handelt sich hier nur um ein einziges Unternehmen (BASF). Folglich ist keine 
Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genügend 












































Abbildung 55: Plot univariate Analyse Deutschland 2004 und 2006, Gruppe D290 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2006 nach den IFRS aufgestellt haben. Für diese Unternehmen trifft eben-
so zu, dass sie ihren Konzernabschluss auch im Jahr 2005 nach den IFRS aufgestellt ha-
ben. Dies ist mit 12 Unternehmen das größte Sample für diese Jahre. Die Ergebnisse der 
Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 12 0,03000 0,05750 0,07500 0,07167 0,09000 0,10000 0,02167
2006 12 0,02000 0,06000 0,07000 0,06583 0,08000 0,10000 0,02065
 
 
Tabelle 102: Ergebnisse der univariaten Analyse Deutschland 2004 und 2006, Gruppe D 
 
Unter Berücksichtigung von beinahe gleicher Streuung ist ein Fallen des Mittelwerts 
der Eigenkapitalkosten von 2004 auf 2006 feststellbar. Im Median zeigt sich ebenso ein 
Fallen. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statisti-
sche Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=0,6098; 
p=0,4432). Daraus folgt die Anwendung eines t-Tests unter Varianzgleichheit. Das Er-
gebnis ist nicht signifikant (t=0,9785; p=0,3489). Der zum Vergleich durchgeführte 
Wilcoxon-Test weist ebenso kein signifikantes Ergebnis aus (V=36; p=0,4133). 
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 Auf dem Plot sind nur 11 Punkte zu sehen. Das liegt daran, dass die Eigenkapitalkosten der Unter-











































Abbildung 56: Plot univariate Analyse Deutschland 2004 und 2006, Gruppe G 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2006 nach den US-GAAP aufgestellt haben. Für diese Unternehmen trifft 
ebenso zu, dass sie ihren Konzernabschluss im Jahr 2005 auch nach den US-GAAP 
aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 4 0,01000 0,02500 0,05000 0,05250 0,07750 0,10000 0,04031
2006 4 -0,04000 0,02000 0,06000 0,04000 0,08000 0,08000 0,05657
 
 
Tabelle 103: Ergebnisse der univariaten Analyse Deutschland 2004 und 2006 , Gruppe G 
 
Unter Berücksichtigung von steigender Streuung ist ein Fallen des Mittelwerts der 
Eigenkapitalkosten von 2004 auf 2006 feststellbar. Im Median zeigt sich ein Anstieg. 
Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statistische Null-
hypothese der Gleichheit der Varianzen nicht signifikant ist (F=0,1233; p=0,7275). Dar-
aus folgt die Anwendung eines t-Tests unter Varianzgleichheit. Das Ergebnis ist nicht 
signifikant (t=0,8704; p=0,4481). Der zum Vergleich durchgeführte Wilcoxon-Test 












































Abbildung 57: Plot univariate Analyse Deutschland 2004 und 2006 , Gruppe H 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 2004 
nach US-GAAP und im Jahr 2006 nach den IFRS aufgestellt haben. Für diese Unter-
nehmen trifft ebenso zu, dass sie ihren Konzernabschluss auch im Jahr 2005 nach den 
IFRS aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 5 0,06000 0,07000 0,10000 0,10600 0,08000 0,18000 0,04775
2006 5 -0,24000 0,04000 0,05000 0,00600 0,00000 0,10000 0,13957
 
 
Tabelle 104: Ergebnisse der univariaten Analyse Deutschland 2004 und 2006, Gruppe H 
 
Unter Berücksichtigung von steigender Streuung ist ein sehr deutliches Fallen des 
Mittelwerts der Eigenkapitalkosten von 2004 auf 2006 feststellbar. Das starke Fallen 
des Mittelwerts ist auch durch einen Ausreißer im Sample (TUI) verursacht. Ohne Be-
rücksichtigung des Ausreißers liegt dennoch ein Fallen des Mittelwerts der Eigenkapi-
talkosten vor. Im Median zeigt sich ebenso ein deutliches Fallen. Der Levene-Test 
ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypothese der 
Gleichheit der Varianzen nicht signifikant ist (F=0,5668; p=0,4731). Daraus folgt die 
Anwendung eines t-Tests unter Varianzgleichheit. Das Ergebnis ist nicht signifikant 
(t=1,25; p=0,2794). Der zum Vergleich durchgeführte Wilcoxon-Test weist ebenso kein 





Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2005 nach den US-GAAP und im Jahr 2006 nach dem IFRS aufgestellt 
haben. Es gibt für die vorliegende Analyse kein Unternehmen, wo dies zutrifft. Die 
Stichprobe ist daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 0 NA NA NA NA NA NA NA
2006 0 NA NA NA NA NA NA NA
 
 
Tabelle 105: Ergebnisse der univariaten Analyse Deutschland 2004 und 2006, Gruppe J 
 
 
5.2.1.2.  Ergebnisse für die Jahre 2004 und 2005 
 
 
Alle Unternehmen, ungruppiert und ungepaart 
 
Hier werden alle im Sample befindlichen Unternehmen für das Jahr 2004 und das 
Jahr 2005 ungruppiert und ungepaart in die univariate Analyse einbezogen. Das Ergeb-
nis der Analyse stellt sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 22 0,01000 0,06000 0,07000 0,07591 0,09000 0,18000 0,03528
2005 22 -0,05000 0,05250 0,07000 0,07227 0,09750 0,13000 0,03903
 
 
Tabelle 106: Ergebnisse der univariaten Analyse Deutschland 2004 und 2005, ungruppiert und ungepaart 
 
Unter Berücksichtigung leicht steigender Streuung ist ein Fallen des Mittelwerts der 
Eigenkapitalkosten von 2004 auf 2005 feststellbar. Der Median ist gleich. Der Levene-
Test ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypothese der 
Gleichheit der Varianzen nicht signifikant ist (F=0,1213; p=0,7294). Daraus folgt die 
Anwendung eines (two sample) t-Tests unter Varianzgleichheit. Das Ergebnis ist nicht 
signifikant (t=0,3142; p=0,7474). Der zum Vergleich durchgeführte Wilcoxon-Test 





Gleiche Unternehmen, ungruppiert und gepaart 






































Abbildung 58: Plot univariate Analyse Deutschland 2004 und 2005, gleiche Unternehmen ungruppiert 
und gepaart291 
 
Der Vergleich des Samples „Alle Unternehmen, ungruppiert und ungepaart“ und des 
Samples „Gleiche Unternehmen, ungruppiert und gepaart“ ergibt für die Jahre 2005 und 
2005 keinen Unterschied in der Anzahl der einbezogenen Unternehmen und in den an-
deren Daten. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 22 0,01000 0,06000 0,07000 0,07591 0,09000 0,18000 0,03528
2005 22 -0,05000 0,05250 0,07000 0,07227 0,09750 0,13000 0,03903
 
 
Tabelle 107: Ergebnisse der univariaten Analyse Deutschland 2004 und 2005, gleiche Unternehmen ge-
paart 
 
Unter Berücksichtigung steigender Streuung ist ein Fallen des Mittelwerts der Ei-
genkapitalkosten von 2004 auf 2005 feststellbar. Der Median ist ident. Der Levene-Test 
ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypothese der 
Gleichheit der Varianzen nicht signifikant ist (F=0,1213; p=0,7294). Daraus folgt die 
Anwendung eines (gepaarten) t-Tests unter Varianzgleichheit. Das Ergebnis ist nicht 
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 Auf dem Plot sind nur 18 Punkte zu sehen. Das liegt daran, dass die Eigenkapitalkosten der Unter-
nehmen BMW und Continental, Daimler und Deutsche Telekom, Fresenius und Siemens sowie Linde 




signifikant (t=0,6627; p=0,5147). Der zum Vergleich durchgeführte Wilcoxon-Test 











































Abbildung 59: Plot univariate Analyse Deutschland 2004 und 2005, Gruppe A 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 2004 
nach dem HGB und im Jahr 2005 nach den IFRS aufgestellt haben. Für diese Unter-
nehmen trifft ebenso zu, dass sie ihren Konzernabschluss auch im Jahr 2006 nach den 
IFRS aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 1 0,07000 0,07000 0,07000 0,07000 0,07000 0,07000 NA
2005 1 0,09000 0,09000 0,09000 0,09000 0,09000 0,09000 NA
 
 
Tabelle 108: Ergebnisse der univariaten Analyse Deutschland 2004 und 2005, Gruppe A 
 
Es handelt sich hier nur um ein einziges Unternehmen (BASF). Folglich ist keine 
Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genügend 













































Abbildung 60: Plot univariate Analyse Deutschland 2004 und 2005, Gruppe D292 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2005 nach den IFRS aufgestellt haben. Für diese Unternehmen trifft eben-
so zu, dass sie ihren Konzernabschluss auch im Jahr 2006 nach den IFRS aufgestellt ha-
ben. Dies ist mit 12 Unternehmen die größte Stichprobe für diese Jahre. Die Ergebnisse 
der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 12 0,03000 0,05750 0,07500 0,07167 0,09000 0,10000 0,02167
2005 12 0,04000 0,05750 0,06500 0,06667 0,07250 0,07250 0,01723
 
 
Tabelle 109: Ergebnisse der univariaten Analyse Deutschland 2004 und 2005, Gruppe D 
 
Unter Berücksichtigung von sinkender Streuung ist ein Fallen des Mittelwerts der 
Eigenkapitalkosten von 2004 auf 2005 feststellbar. Im Median zeigt sich ebenso ein Fal-
len. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statistische 
Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=1,3562; p=0,2567). 
Daraus folgt die Anwendung eines t-Tests unter Varianzgleichheit. Das Ergebnis ist 
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 Auf dem Plot sind nur 11 Punkte zu sehen. Das liegt daran, dass die Eigenkapitalkosten der Unter-




nicht signifikant (t=0,8563; p=0,4101). Der zum Vergleich durchgeführte Wilcoxon-












































Abbildung 61: Plot univariate Analyse Deutschland 2004 und 2005, Gruppe G 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2005 nach den US-GAAP aufgestellt haben. Für diese Unternehmen trifft 
ebenso zu, dass sie ihren Konzernabschluss auch im Jahr 2006 nach den US-GAAP 
aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 4 0,01000 0,02500 0,05000 0,05250 0,07750 0,10000 0,04031
2005 4 -0,05000 0,01000 0,06500 0,05250 0,10750 0,13000 0,08016
 
 
Tabelle 110: Ergebnisse der univariaten Analyse Deutschland 2004 und 2005, Gruppe G 
 
Unter Berücksichtigung von steigender Streuung ist ein Gleichbleiben des Mittel-
werts der Eigenkapitalkosten von 2004 im Vergleich zu 2005 feststellbar. Im Median 
zeigt sich ein Anstieg. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe 
für die statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist 
(F=2,1818; p=0,1901). Daraus folgt die Anwendung eines t-Tests unter Varianzgleich-
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heit. Das Ergebnis ist nicht signifikant (t=0; p=1). Der zum Vergleich durchgeführte 











































Abbildung 62: Plot univariate Analyse Deutschland 2004 und 2005, Gruppe H 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 2004 
nach den US-GAAP und im Jahr 2005 nach den IFRS aufgestellt haben. Für diese Un-
ternehmen trifft ebenso zu, dass sie ihren Konzernabschluss auch im Jahr 2006 nach den 
IFRS aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 5 0,06000 0,07000 0,10000 0,10600 0,12000 0,10000 0,04775
2005 5 0,05000 0,09000 0,10000 0,09800 0,12000 0,01300 0,03114
 
 
Tabelle 111: Ergebnisse der univariaten Analyse Deutschland 2004 und 2005, Gruppe H 
 
Unter Berücksichtigung von zurückgehender Streuung ist ein Fallen des Mittelwerts 
der Eigenkapitalkosten von 2004 auf 2005 feststellbar. Im Median ist der Wert unver-
ändert. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statisti-
sche Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=0,576; 
p=0,4697). Daraus folgt die Anwendung eines t-Tests unter Varianzgleichheit. Das Er-
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gebnis ist nicht signifikant (t=0,6247; p=0,566). Der zum Vergleich durchgeführte Wil-





Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2005 nach den US-GAAP und im Jahr 2006 nach den IFRS aufgestellt 
haben. Es gibt für die vorliegende Analyse kein Unternehmen, wo dies zutrifft. Die 
Stichprobe ist daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 0 NA NA NA NA NA NA NA
2005 0 NA NA NA NA NA NA NA
 
 
Tabelle 112: Ergebnisse der univariaten Analyse Deutschland 2004 und 2005, Gruppe J 
 
 
5.2.1.3.  Ergebnisse für die Jahre 2005 und 2006 
 
 
Alle Unternehmen, ungruppiert und ungepaart 
 
Hier werden alle im Sample befindlichen Unternehmen für das Jahr 2005 und das 
Jahr 2006 ungruppiert und ungepaart in die univariate Analyse einbezogen. Das Ergeb-
nis der Analyse stellt sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 22 -0,05000 0,05250 0,07000 0,07227 0,09750 0,13000 0,03903
2006 22 -0,24000 0,04250 0,07000 0,04864 0,08000 0,10000 0,07133
 
 
Tabelle 113: Ergebnisse der univariaten Analyse Deutschland 2005 und 2006, ungruppiert und ungepaart 
 
Unter Berücksichtigung steigender Streuung ist ein deutliches Fallen des Mittelwerts 
der Eigenkapitalkosten von 2005 auf 2006 feststellbar. Der Median ist gleich. Der Le-
vene-Test ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypothe-
se der Gleichheit der Varianzen nicht signifikant ist (F=0,1756; p=0,6773). Daraus folgt 
die Anwendung eines (two sample) t-Tests unter Varianzgleichheit. Das Ergebnis ist 
nicht signifikant (t=1,3634; p=0,18). Der zum Vergleich durchgeführte Wilcoxon-Test 





Gleiche Unternehmen, ungruppiert und gepaart 






































Abbildung 63: Plot univariate Analyse Deutschland 2005 und 2006, gleiche Unternehmen ungruppiert 
und gepaart293 
 
Der Vergleich des Samples „Alle Unternehmen, ungruppiert und ungepaart“ und des 
Samples „Gleiche Unternehmen, ungruppiert und gepaart“ ergibt für die Jahre 2005 und 
2006 keinen Unterschied in der Anzahl der einbezogenen Unternehmen und in den an-
deren Daten. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 22 -0,05000 0,05250 0,07000 0,07227 0,09750 0,13000 0,03903
2006 22 -0,24000 0,04250 0,07000 0,04864 0,08000 0,10000 0,07133
 
 
Tabelle 114: Ergebnisse der univariaten Analyse Deutschland 2005 und 2006, gleiche Unternehmen ge-
paart 
 
Unter Berücksichtigung steigender Streuung ist ein deutliches Fallen des Mittelwerts 
der Eigenkapitalkosten von 2005 auf 2006 feststellbar. Der Median ist gleich. Der Le-
vene-Test ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypothe-
se der Gleichheit der Varianzen nicht signifikant ist (F=0,1756; p=0,6773). Daraus folgt 
die Anwendung eines (gepaarten) t-Tests unter Varianzgleichheit. Das Ergebnis ist nicht 
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 Auf dem Plot sind nur 21 Punkte zu sehen. Das liegt daran, dass die Eigenkapitalkosten der Unter-




signifikant (t=1,3771; p=0,0183). Der zum Vergleich durchgeführte Wilcoxon-Test 











































Abbildung 64: Plot univariate Analyse Deutschland 2005 und 2006, Gruppe A 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 2004 
nach dem HGB und in den Jahren 2005 und 2006 nach den IFRS aufgestellt haben. Die 
Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 1 0,09000 0,09000 0,09000 0,09000 0,09000 0,09000 NA
2006 1 0,09000 0,09000 0,09000 0,09000 0,09000 0,09000 NA
 
 
Tabelle 115: Ergebnisse der univariaten Analyse Deutschland 2005 und 2006, Gruppe A 
 
Es handelt sich hier nur um ein einziges Unternehmen (BASF). Folglich ist keine 
Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genügend 













































Abbildung 65: Plot univariate Analyse Deutschland 2005 und 2006, Gruppe D 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004, 2005 und 2006 nach den IFRS aufgestellt haben. Dies ist mit 12 Unternehmen 
das größte Sample für diese Jahre. Die Ergebnisse der Analyse stellen sich wie folgt 
dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 12 0,04000 0,05750 0,06500 0,06667 0,07250 0,10000 0,01723
2006 12 0,02000 0,06000 0,07000 0,06583 0,08000 0,10000 0,02065
 
 
Tabelle 116: Ergebnisse der univariaten Analyse Deutschland 2005 und 2006, Gruppe D 
 
Unter Berücksichtigung von steigender Streuung ist ein geringfügiges Fallen des 
Mittelwerts der Eigenkapitalkosten von 2005 auf 2006 feststellbar. Im Median zeigt 
sich ein Anstieg. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die 
statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=0,0251; 
p=0,8757). Daraus folgt die Anwendung eines t-Tests unter Varianzgleichheit. Das Er-
gebnis ist nicht signifikant (t=0,1316; p=0,8977). Der zum Vergleich durchgeführte 













































Abbildung 66: Plot univariate Analyse Deutschland 2005 und 2006, Gruppe G 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004, 2005 und 2006 nach den US-GAAP aufgestellt haben. Die Ergebnisse der 
Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 4 -0,05000 0,01000 0,06500 0,05250 0,10750 0,13000 0,08016
2006 4 -0,04000 0,02000 0,06000 0,04000 0,08000 0,08000 0,05657
 
 
Tabelle 117: Ergebnisse der univariaten Analyse Deutschland 2005 und 2006, Gruppe G 
 
Unter Berücksichtigung von sinkender Streuung ist ein Fallen des Mittelwerts der 
Eigenkapitalkosten feststellbar. Im Median zeigt sich ebenso ein Fallen. Der Levene-
Test ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypothese der 
Gleichheit der Varianzen nicht signifikant ist (F=0,6694; p=0,4445). Daraus folgt die 
Anwendung eines t-Tests unter Varianzgleichheit. Das Ergebnis ist nicht signifikant 
(t=0,8704; p=0,4481). Der zum Vergleich durchgeführte Wilcoxon-Test weist ebenso 












































Abbildung 67: Plot univariate Analyse Deutschland 2005 und 2006, Gruppe H 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 2004 
nach den US-GAAP und in den Jahren 2005 und 2006 nach den IFRS aufgestellt haben. 
Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 5 0,05000 0,09000 0,10000 0,09800 0,12000 0,13000 0,03114
2006 5 -0,24000 0,04000 0,05000 0,00600 0,08000 0,10000 0,13957
 
 
Tabelle 118: Ergebnisse der univariaten Analyse Deutschland 2005 und 2006, Gruppe H 
 
Unter Berücksichtigung von steigender Streuung ist ein sehr deutliches Fallen des 
Mittelwerts der Eigenkapitalkosten feststellbar. Das starke Fallen des Mittelwerts ist 
auch durch einen Ausreißer im Sample (TUI) verursacht. Ohne Berücksichtigung des 
Ausreißers liegt dennoch ein Fallen des Mittelwerts der Eigenkapitalkosten vor. Im Me-
dian fällt der Wert ebenso. Der Levene-Test ergibt, dass die zugrundeliegende Stichpro-
be für die statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist 
(F=0,9688; p=0,3538). Daraus folgt die Anwendung eines t-Tests unter Varianzgleich-
heit. Das Ergebnis ist nicht signifikant (t=1,3164; p=0,2584). Der zum Vergleich durch-







Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2005 nach den US-GAAP und im Jahr 2006 nach den IFRS aufgestellt 
haben. Es gibt für die vorliegende Analyse kein Unternehmen, wo dies zutrifft. Die 
Stichprobe ist daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 0 NA NA NA NA NA NA NA
2006 0 NA NA NA NA NA NA NA
 
 





5.2.2.  Ergebnisse der univariaten Analyse zur verpflichtenden An-
wendung der IFRS in Österreich für den Beobachtungszeitraum  
2004 – 2006 
 
 
Die folgenden Parallelkoordinatendiagramme stellen den Verlauf der Eigenkapital-
kosten der in den einzelnen untersuchten Gruppen vertretenen Unternehmen für die Jah-
re 2004, 2005 und 2006 grafisch dar. Für die Gruppen A und G können keine Parallel-
koordinatendiagramme erstellt werden, weil sie leer sind. In den nachfolgenden Ab-

















































































5.2.2.1.  Ergebnisse für die Jahre 2004 und 2006 
 
 
Alle Unternehmen, ungruppiert und ungepaart 
 
Hier werden alle in der Stichprobe befindlichen Unternehmen für das Jahr 2004 und 
das Jahr 2006 ungruppiert und ungepaart in die univariate Analyse einbezogen. Das Er-
gebnis der Analyse stellt sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 11 -0,00956 0,04665 0,07226 0,07107 0,09302 0,15850 0,04531
2006 11 -0,18360 0,05259 0,06142 0,04580 0,07756 0,10790 0,07854
 
 
Tabelle 120: Ergebnisse der univariaten Analyse Österreich 2004 und 2006, ungruppiert und ungepaart 
 
Unter Berücksichtigung steigender Streuung ist ein deutliches Fallen des Mittelwerts 
der Eigenkapitalkosten von 2004 auf 2006 feststellbar. Auch im Median ist ein Fallen 
zu erkennen. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die sta-
tistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=0,0276; 
p=0,8696). Daraus folgt die Anwendung eines (two sample) t-Tests unter Varianz-
gleichheit. Das Ergebnis ist nicht signifikant (t=0,9243; p=0,3663). Der zum Vergleich 






Gleiche Unternehmen, ungruppiert und gepaart 






































Abbildung 71: Plot univariate Analyse Österreich 2004 und 2006, gleiche Unternehmen ungruppiert und 
gepaart 
 
Der Vergleich des Samples „Alle Unternehmen, ungruppiert und ungepaart“ und des 
Samples „Gleiche Unternehmen, ungruppiert und gepaart“ ergibt für die Jahre 2004 und 
2006 keinen Unterschied in der Anzahl der einbezogenen Unternehmen und in den an-
deren Daten. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 11 -0,00956 0,04665 0,07226 0,07107 0,09302 0,15850 0,04531
2006 11 -0,18360 0,05259 0,06142 0,04580 0,07756 0,10790 0,07854
 
 
Tabelle 121: Ergebnisse der univariaten Analyse Österreich 2004 und 2006, gleiche Unternehmen gepaart 
 
Unter Berücksichtigung steigender Streuung ist ein deutliches Fallen des Mittelwerts 
der Eigenkapitalkosten von 2004 auf 2006 feststellbar. Auch im Median ist ein Fallen 
zu erkennen. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die sta-
tistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=0,0276; 
p=0,8696). Daraus folgt die Anwendung eines (gepaarten) t-Tests unter Varianzgleich-
heit. Das Ergebnis ist nicht signifikant (t=1,5239; p=0,1585). Der zum Vergleich durch-







Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 2004 
nach dem HGB und im Jahr 2006 nach den IFRS aufgestellt haben. Für diese Unter-
nehmen trifft ebenso zu, dass sie ihren Konzernabschluss im Jahr 2005 auch nach den 
IFRS aufgestellt haben. Es gibt für die vorliegende Analyse kein Unternehmen, wo dies 
zutrifft. Die Stichprobe ist daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 0 NA NA NA NA NA NA NA
2006 0 NA NA NA NA NA NA NA
 
 










































Abbildung 72: Plot univariate Analyse Österreich 2004 und 2006, Gruppe D 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2006 nach den IFRS aufgestellt haben. Für diese Unternehmen trifft eben-
so zu, dass sie ihren Konzernabschluss auch im Jahr 2005 nach den IFRS aufgestellt ha-
ben. Dies ist mit acht Unternehmen die größte Stichprobe für diese Jahre. Die Ergebnis-




Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 8 -0,00956 0,04679 0,06674 0,06999 0,08275 0,15850 0,04929
2006 8 -0,18360 0,04729 0,05871 0,03372 0,07225 0,09040 0,08946
 
 
Tabelle 123: Ergebnisse der univariaten Analyse Österreich 2004 und 2006, Gruppe D 
 
Unter Berücksichtigung von steigender Streuung ist ein deutliches Fallen des Mit-
telwerts der Eigenkapitalkosten von 2004 auf 2006 feststellbar. Im Median zeigt sich 
ein leichtes Fallen. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für 
die statistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist 
(F=0,087; p=0,7724). Daraus folgt die Anwendung eines t-Tests unter Varianzgleich-
heit. Das Ergebnis ist nicht signifikant (t=1,6865; p=0,1356). Der zum Vergleich durch-






Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2006 nach den US-GAAP aufgestellt haben. Für diese Unternehmen trifft 
ebenso zu, dass sie ihren Konzernabschluss auch im Jahr 2005 nach den US-GAAP 
aufgestellt haben. Es gibt für die vorliegende Analyse kein Unternehmen, wo dies zu-
trifft. Die Stichprobe ist daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 0 NA NA NA NA NA NA NA
2006 0 NA NA NA NA NA NA NA
 
 













































Abbildung 73: Plot univariate Analyse Österreich 2004 und 2006, Gruppe H 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 2004 
nach den US-GAAP und im Jahr 2006 nach den IFRS aufgestellt haben. Für diese Un-
ternehmen trifft ebenso zu, dass sie ihren Konzernabschluss auch im Jahr 2005 nach den 
IFRS aufgestellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 2 0,07526 0,08520 0,09514 0,09514 0,10510 0,11500 0,02812
2006 2 0,06746 0,07758 0,08770 0,08770 0,09782 0,10790 0,02861
 
 
Tabelle 125: Ergebnisse der univariaten Analyse Österreich 2004 und 2006, Gruppe H 
 
Die Streuung ist nahezu ident. Es ist ein Fallen des Mittelwerts der Eigenkapitalkos-
ten von 2004 auf 2006 feststellbar. Im Median zeigt sich dies ebenso. Die Prüfung der 
Varianzhomogenität durch den Levene-Test (F=2,5223e+27; p=2,2e-16***) ergibt ei-
nen signifikanten p-Wert (<0,05). Dadurch wird die statistische H0 der Varianzgleich-
heit zugunsten der statistischen H1, wonach die Varianzen nicht gleich sind, verworfen. 
Dies wird im t-Test berücksichtigt, der unter Varianzungleichheit durchgeführt wird 
(t=21,0694; p=0,03019). Der zum Vergleich durchgeführte Wilcoxon-Test weist kein 











































Abbildung 74: Plot univariate Analyse Österreich 2004 und 2006, Gruppe J 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2005 nach den US-GAAP und im Jahr 2006 nach den IFRS aufgestellt 
haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 1 0,03154 0,03154 0,03154 0,03154 0,03154 0,03154 NA
2006 1 0,05862 0,05862 0,05862 0,05862 0,05862 0,05862 NA
 
 
Tabelle 126: Plot univariate Analyse Österreich 2004 und 2006, Gruppe J 
 
Es handelt sich hier nur um ein einziges Unternehmen (Telekom). Folglich ist keine 
Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genügend 





5.2.2.2.  Ergebnisse für die Jahre 2004 und 2005 
 
 
Alle Unternehmen, ungruppiert und ungepaart 
 
Hier werden alle im Sample befindlichen Unternehmen für das Jahr 2004 und das 
Jahr 2005 ungruppiert und ungepaart in die univariate Analyse einbezogen. Das Ergeb-
nis der Analyse stellt sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 11 -0,00956 0,04665 0,07226 0,07107 0,09302 0,15850 0,04531
2005 11 0,00447 0,05137 0,06592 0,06774 0,08202 0,12180 0,03306
 
 
Tabelle 127: Ergebnisse der univariaten Analyse Österreich 2004 und 2005, ungruppiert und ungepaart 
 
Unter Berücksichtigung sinkender Streuung ist ein Fallen des Mittelwerts der Eigen-
kapitalkosten von 2004 auf 2005 feststellbar. Dies zeigt sich auch im Median. Der Le-
vene-Test ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypothe-
se der Gleichheit der Varianzen nicht signifikant ist (F=0,6153; p=0,442). Daraus folgt 
die Anwendung eines (two sample) t-Tests unter Varianzgleichheit. Das Ergebnis ist 
nicht signifikant (t=0,1965; p=0,8462). Der zum Vergleich durchgeführte Wilcoxon-





Gleiche Unternehmen, ungruppiert und gepaart 






































Abbildung 75: Plot univariate Analyse Österreich 2004 und 2005, gleiche Unternehmen ungruppiert und 
gepaart 
 
Der Vergleich des Samples „Alle Unternehmen, ungruppiert und ungepaart“ und des 
Samples „Gleiche Unternehmen, ungruppiert und gepaart“ ergibt für die Jahre 2004 und 
2006 keinen Unterschied in der Anzahl der einbezogenen Unternehmen und in den an-
deren Daten. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 11 -0,00956 0,04665 0,07226 0,07107 0,09302 0,15850 0,04531
2005 11 0,00447 0,05137 0,06592 0,06774 0,08202 0,12180 0,03306
 
 
Tabelle 128: Ergebnisse der univariaten Analyse Österreich 2004 und 2005, gleiche Unternehmen gepaart 
 
Unter Berücksichtigung steigender Streuung ist ein Fallen des Mittelwerts der Ei-
genkapitalkosten von 2004 auf 2005 feststellbar. Dies zeigt sich auch im Median. Der 
Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypo-
these der Gleichheit der Varianzen nicht signifikant ist (F=0,6153; p=0,442). Daraus 
folgt die Anwendung eines (gepaarten) t-Tests unter Varianzgleichheit. Das Ergebnis ist 
nicht signifikant (t=0,5582; p=0,589). Der zum Vergleich durchgeführte Wilcoxon-Test 





Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 2004 
nach dem HGB und im Jahr 2005 nach den IFRS aufgestellt haben. Für diese Unter-
nehmen trifft ebenso zu, dass sie ihren Konzernabschluss auch im Jahr 2006 nach den 
IFRS aufgestellt haben. Es gibt für die vorliegende Analyse kein Unternehmen, wo dies 
zutrifft. Die Stichprobe ist daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 0 NA NA NA NA NA NA NA
2005 0 NA NA NA NA NA NA NA
 
 











































Abbildung 76: Plot univariate Analyse Österreich 2004 und 2005, Gruppe D 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2005 nach den IFRS aufgestellt haben. Für diese Unternehmen trifft eben-
so zu, dass sie ihren Konzernabschluss auch im Jahr 2006 nach den IFRS aufgestellt ha-
ben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
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Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 8 -0,00956 0,04679 0,06674 0,06999 0,08275 0,15850 0,04929
2005 8 0,00447 0,05327 0,06550 0,06810 0,08739 0,12180 0,03792
 
 
Tabelle 130: Ergebnisse der univariaten Analyse Österreich 2004 und 2005, Gruppe D 
 
Unter Berücksichtigung von sinkender Streuung bleibt der Mittelwert der Eigenkapi-
talkosten von 2004 auf 2005 beinahe gleich. Dies zeigt sich auch im Median. Der Leve-
ne-Test ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypothese 
der Gleichheit der Varianzen nicht signifikant ist (F=0,2238; p=0,6435). Daraus folgt 
die Anwendung eines t-Tests unter Varianzgleichheit. Das Ergebnis ist nicht signifikant 
(t=0,2615; p=0,8013). Der zum Vergleich durchgeführte Wilcoxon-Test weist ebenso 





Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2005 nach den US-GAAP aufgestellt haben. Für diese Unternehmen trifft 
ebenso zu, dass sie ihren Konzernabschluss auch im Jahr 2006 nach den US-GAAP 
aufgestellt haben. Es gibt für die vorliegende Analyse kein Unternehmen, wo dies zu-
trifft. Die Stichprobe ist daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 0 NA NA NA NA NA NA NA
2005 0 NA NA NA NA NA NA NA
 
 













































Abbildung 77: Plot univariate Analyse Österreich 2004 und 2005, Gruppe H 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 2004 
nach US-GAAP und im Jahr 2005 nach IFRS aufgestellt haben. Für diese Unternehmen 
trifft ebenso zu, dass sie ihren Konzernabschluss im Jahr 2006 auch nach IFRS aufge-
stellt haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 2 0,07526 0,08520 0,09514 0,09514 0,10510 0,11500 0,02812
2005 2 0,07110 0,07459 0,07808 0,07808 0,08156 0,08505 0,00986
 
 
Tabelle 132: Ergebnisse der univariaten Analyse Österreich 2004 und 2005, Gruppe H 
 
Die Streuung fällt stark. Dies ist auf die deutlich unterschiedliche Standardabwei-
chung der beiden im Sample erfassten Unternehmen, Mayr Melnhof und OMV, zurück-
zuführen. Es ist ein Fallen des Mittelwerts der Eigenkapitalkosten von 2004 auf 2005 
feststellbar. Im Median zeigt sich dies ebenso. Die Prüfung der Varianzhomogenität 
durch den Levene-Test (F=1,4930e+32; p=2,2e-16***) ergibt einen signifikanten p-
Wert (<0,05). Dadurch wird die statistische H0 der Varianzgleichheit zugunsten der sta-
tistischen H1, wonach die Varianzen nicht gleich sind, verworfen. Dies wird im t-Test 
berücksichtigt, der unter Varianzungleichheit durchgeführt wird (t=1,3222; p=0,4122). 












































Abbildung 78: Plot univariate Analyse Österreich 2004 und 2005, Gruppe J 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2005 nach den US-GAAP und im Jahr 2006 nach den IFRS aufgestellt 
haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2004 1 0,03154 0,03154 0,03154 0,03154 0,03154 0,03154 NA
2005 1 0,04421 0,04421 0,04421 0,04421 0,04421 0,04421 NA
 
 
Tabelle 133: Ergebnisse der univariaten Analyse Österreich 2004 und 2005, Gruppe J 
 
Es handelt sich hier nur um ein einziges Unternehmen (Telekom). Folglich ist keine 
Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genügend 




5.2.2.3.  Ergebnisse für die Jahre 2005 und 2006 
 
 
Alle Unternehmen, ungruppiert und ungepaart 
 
Hier werden alle im Sample befindlichen Unternehmen für das Jahr 2005 und das 
Jahr 2006 ungruppiert und ungepaart in die univariate Analyse einbezogen. Das Ergeb-
nis der Analyse stellt sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 11 0,00447 0,05137 0,06592 0,06774 0,08202 0,12180 0,03306
2006 11 -0,18360 0,05259 0,06142 0,04580 0,07756 0,10790 0,07854
 
 
Tabelle 134: Ergebnisse der univariaten Analyse Österreich 2005 und 2006, ungruppiert und ungepaart 
 
Unter Berücksichtigung steigender Streuung ist ein Fallen des Mittelwerts der Ei-
genkapitalkosten von 2005 auf 2006 feststellbar. Im Median zeigt sich ein geringeres 
Fallen. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statisti-
sche Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=0,3312; 
p=0,5772). Daraus folgt die Anwendung eines (two sample) t-Tests unter Varianz-
gleichheit. Das Ergebnis ist nicht signifikant (t=0,8542; p=0,4031). Der zum Vergleich 






Gleiche Unternehmen, ungruppiert und gepaart 






































Abbildung 79: Plot univariate Analyse Österreich 2005 und 2006, gleiche Unternehmen ungruppiert und 
gepaart 
 
Der Vergleich des Samples „Alle Unternehmen, ungruppiert und ungepaart“ und des 
Samples „Gleiche Unternehmen, ungruppiert und gepaart“ ergibt für die Jahre 2005 und 
2006 keinen Unterschied in der Anzahl der einbezogenen Unternehmen und in den an-
deren Daten. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 11 0,00447 0,05137 0,06592 0,06774 0,08202 0,12180 0,03306
2006 11 -0,18360 0,05259 0,06142 0,04580 0,07756 0,10790 0,07854
 
 
Tabelle 135: Ergebnisse der univariaten Analyse Österreich 2005 und 2006, gleiche Unternehmen gepaart 
 
Unter Berücksichtigung steigender Streuung ist ein deutliches Fallen des Mittelwerts 
der Eigenkapitalkosten von 2005 auf 2006 feststellbar. Im Median zeigt sich ein gerin-
geres Fallen. Der Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die sta-
tistische Nullhypothese der Gleichheit der Varianzen nicht signifikant ist (F=0,3312; 
p=0,5772). Daraus folgt die Anwendung eines (gepaarten) t-Tests unter Varianzgleich-
heit. Das Ergebnis ist nicht signifikant (t=1,2715; p=02323). Der zum Vergleich durch-







Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 2004 
nach HGB und in den Jahren 2005 und 2006 nach den IFRS aufgestellt haben. Es gibt 
für die vorliegende Analyse kein Unternehmen, wo dies zutrifft. Das Sample ist daher 
„0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 0 NA NA NA NA NA NA NA
2006 0 NA NA NA NA NA NA NA
 
 










































Abbildung 80: Plot univariate Analyse Österreich 2005 und 2006, Gruppe D 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004, 2005 und 2006 nach den IFRS aufgestellt haben. Die Ergebnisse der Analyse 
stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 8 0,00447 0,05327 0,06550 0,06810 0,08739 0,12180 0,03792
2006 8 -0,18360 0,04729 0,05871 0,03372 0,07225 0,09040 0,08946
 
 
Tabelle 137: Ergebnisse der univariaten Analyse Österreich 2005 und 2006, Gruppe D 
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Unter Berücksichtigung von steigender Streuung fällt der Mittelwert der Eigenkapi-
talkosten von 2005 auf 2006 deutlich. Im Median zeigt sich dies etwas geringer. Der 
Levene-Test ergibt, dass die zugrundeliegende Stichprobe für die statistische Nullhypo-
these der Gleichheit der Varianzen nicht signifikant ist (F=0,2906; p=0,5983). Daraus 
folgt die Anwendung eines t-Tests unter Varianzgleichheit. Das Ergebnis ist nicht signi-
fikant (t=1,5413; p=0,1671). Der zum Vergleich durchgeführte Wilcoxon-Test weist 





Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004, 2005 und 2006 nach den US-GAAP aufgestellt haben. Es gibt für die vorlie-
gende Analyse kein Unternehmen, wo dies zutrifft. Das Sample ist daher „0“: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 0 NA NA NA NA NA NA NA
2006 0 NA NA NA NA NA NA NA
 
 













































Abbildung 81: Plot univariate Analyse Österreich 2005 und 2006, Gruppe H 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss im Jahr 2004 
nach den US-GAAP und in den Jahren 2005 und 2006 nach den IFRS aufgestellt haben. 
Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 2 0,07110 0,07459 0,07808 0,07808 0,08156 0,08505 0,00986
2006 2 0,06746 0,07758 0,08770 0,08770 0,09782 0,10790 0,02861
 
 
Tabelle 139: Ergebnisse der univariaten Analyse Österreich 2005 und 2006, Gruppe H 
 
Die Streuung steigt stark. Dies ist auf die deutlich unterschiedliche Standardabwei-
chung der beiden im Sample erfassten Unternehmen, Mayr Melnhof und OMV, zurück-
zuführen. Es ist ein Anstieg des Mittelwerts der Eigenkapitalkosten von 2005 auf 2006 
feststellbar. Im Median zeigt sich dies ebenso. Die Prüfung der Varianzhomogenität 
durch den Levene-Test (F=3,6508e+30; p=2,2e-16***) ergibt einen signifikanten p-
Wert (<0,05). Dadurch wird die statistische H0 der Varianzgleichheit zugunsten der H1, 
wonach die Varianzen nicht gleich sind, verworfen Dies wird im t-Test berücksichtigt, 
der unter Varianzungleichheit durchgeführt wird (t=-0,7257; p=0,6003). Der zum Ver-











































Abbildung 82: Plot univariate Analyse Österreich 2005 und 2006, Gruppe J 
 
Hier werden alle Unternehmen einbezogen, die ihren Konzernabschluss in den Jah-
ren 2004 und 2005 nach den US-GAAP und im Jahr 2006 nach den IFRS aufgestellt 
haben. Die Ergebnisse der Analyse stellen sich wie folgt dar: 
 
Jahr Anzahl Minimum 1. Quartil Median Mittelwert 3. Quartil Maximum Stabw.
2005 1 0,04421 0,04421 0,04421 0,04421 0,04421 0,04421 NA
2006 1 0,05862 0,05862 0,05862 0,05862 0,05862 0,05862 NA
 
 
Tabelle 140: Ergebnisse der univariaten Analyse Österreich 2005 und 2006, Gruppe J 
 
Es handelt sich hier nur um ein einziges Unternehmen (Telekom). Folglich ist keine 
Standardabweichung messbar. Für die Durchführung der Tests liegen nicht genügend 





5.2.3.  Ergebnisse der multivariaten Analyse zur verpflichtenden An-
wendung der IFRS in Deutschland für den Beobachtungszeitraum 
2004 – 2006 
 
 




(50) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit +β5log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,310998 0,1391202 2,235 0,0291 *
riskfree -0,066436 0,0340962 -1,906 0,0563 .
growth 0,020138 0,0048669 4,138 0,0001 ***
payout 0,003387 0,0283883 0,119 0,9054
lev -0,046660 0,0444398 -1,050 0,2979




Tabelle 141: Ergebnisse der multivariaten Analyse Deutschland 2004 – 2006, ungeteilt 
 
Es wurden 66 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3023. Die Va-
riable growth zeigt sich als eindeutig signifikanter Regressor (<0,001). Das intercept ist 
signifikant (<0,5), die Variable riskfree ist leicht signifikant (<0,1). Die Variablen pay-
out und lev haben das erwartete Vorzeichen. Der VIF liegt für alle Variablen unter dem 
kritischen Wert von 5.  
 
riskfree growth payout lev log(size)




Tabelle 142: Ergebnisse des VIF-Tests Deutschland 2004 – 2006, ungeteilt 
 
 
Ungeteilt Dummyvariable IFRS05 
 
(51) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4lev:IFRS05it +β5levit + 




Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,315700 0,142000 2,223 0,0301 *
riskfree -0,066360 0,034370 -1,931 0,0583 .
growth 0,020230 0,004927 4,106 0,0001 ***
payout 0,003524 0,028620 0,123 0,9024
lev -0,045570 0,045100 -1,010 0,3165
log(size) -0,000028 0,004259 -0,007 0,9947




Tabelle 143: Ergebnisse der multivariaten Analyse Deutschland 2004 – 2006, ungeteilt 
Dummyvariable IFRS05 
 
Es wurden 66 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3029. Die Va-
riable growth zeigt sich als eindeutig signifikanter Regressor (<0,001). Das intercept ist 
signifikant (<0,5), die Variable riskfree ist leicht signifikant (<0,1). Die Variablen pay-
out, lev und log(size) und die Dummyvariable IFRS05 haben das erwartete Vorzeichen. 
Das bedeutet, dass ein Anstieg der Variablen lev um eine Einheit zu einer Senkung der 
Eigenkapitalkosten um 0,045570% führt, wenn ein Unternehmen nicht nach den IFRS 
(also z. B. nach den US-GAAP) bilanziert hat. Die verpflichtende Anwendung der IFRS 
ab 2005 führt zu einer weiteren Senkung der Eigenkapitalkosten um 0,007594% (Diffe-
renzialeffekt zur Referenzgruppe). Der VIF liegt für alle Variablen unter dem kritischen 
Wert von 5. 
 
riskfree growth payout lev log(size) lev:IFRS05




Tabelle 144: Ergebnisse des VIF-Tests Deutschland 2004 – 2006, ungeteilt Dummyvariable IFRS05 
 
 
Geteilt nach Gruppen 
 
(52) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit + β5lev:Ait + 




Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,287900 0,152619 1,886 0,0643 .
riskfree -0,066664 0,034814 -1,915 0,0605 .
growth 0,019070 0,005176 3,684 0,0005 ***
payout 0,001806 0,029418 0,061 0,9513
lev -0,021888 0,073406 -0,298 0,7667
log(size) 0,001577 0,005182 0,304 0,7619
lev:A 0,008164 0,078132 0,104 0,9171
lev:D -0,017103 0,049723 -0,344 0,7321




Tabelle 145: Ergebnisse der multivariaten Analyse Deutschland 2004 – 2006, geteilt nach Gruppen 
 
Es wurden 66 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,3102. Die 
Gruppe H fungiert als Referenzgruppe. Die Gruppe J wurde in der Regression nicht 
miterfasst, weil sie im Beobachtungszeitraum keine Unternehmen enthält. Die Gruppe 
B, die Gruppe C, die Gruppe E, die Gruppe F und die Gruppe I wurden eliminiert, da sie 
im Beobachtungszeitraum nicht vorkommen können. Die Variable growth zeigt sich als 
eindeutig signifikanter Regressor (<0,001). Das intercept ist leicht signifikant (<0,1), 
ebenso die Variable riskfree. Die Gruppeneffekte stellen sich wie folgt dar: Steigt die 
Variable lev um eine Einheit, so fallen die Eigenkapitalkosten um 0,021888%, wenn ein 
Unternehmen der Referenzgruppe H angehört. Die Zugehörigkeit zu Gruppe A lässt die 
Eigenkapitalkosten wieder um 0,008164% ansteigen (Differenzialeffekt zwischen lev 
und lev:A). Die Zugehörigkeit zu Gruppe D lässt die Eigenkapitalkosten um 
0,017103%, jene zu Gruppe G um 0,035901% fallen. Saldiert mit der Referenzgruppe 
ergibt sich für alle drei Gruppen eine tatsächliche Reduktion der Eigenkapitalkosten. 
Der VIF liegt für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:A lev:D lev:G




Tabelle 146: Ergebnisse des VIF-Tests Deutschland 2004 – 2006, geteilt nach Gruppen 
 









Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,231277 0,167823 1,378 0,1762
riskfree -0,006984 0,044856 -0,156 0,8771
growth 0,013967 0,003514 3,971 0,0003 ***
payout -0,069433 0,026828 -2,588 0,0136 *
lev -0,112708 0,035852 -3,144 0,0032 **




Tabelle 147: Ergebnisse der multivariaten Analyse Deutschland 2004 – 2005, ungeteilt 
 
Es wurden 44 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,4361. Die Va-
riable growth zeigt sich als eindeutig signifikanter Regressor (<0,001). Die Variable lev 
ist deutlich signifikant (<0,01), die Variable payout ist signifikant (<0,05). Die Variab-
len lev und log(size) haben das erwartete Vorzeichen. Der VIF liegt für alle Variablen 
unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size)




Tabelle 148: Ergebnisse des VIF-Tests Deutschland 2004 – 2005, ungeteilt 
 
 
Ungeteilt Dummyvariable IFRS05 
 
(54) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4lev:IFRS05it +β5levit + 
β6log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,243579 0,285073 0,854 0,3984
riskfree -0,010062 0,073083 -0,138 0,8913
growth 0,014024 0,003771 3,719 0,0007 ***
payout -0,069418 0,027189 -2,553 0,0149 *
lev -0,112372 0,036866 -3,048 0,0042 **
log(size) -0,004679 0,003776 -1,245 0,2209




Tabelle 149: Ergebnisse der multivariaten Analyse Deutschland 2004 – 2005, ungeteilt Dummyvariable 
IFRS05 
 
Es wurden 44 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,4361. Die Va-
riable growth zeigt sich als eindeutig signifikanter Regressor (<0,001). Die Variable lev 
ist deutlich signifikant (<0,01), die Variable payout ist signifikant (<0,05). Die Variab-
len payout, lev und log(size) und die Dummyvariable IFRS05 haben das erwartete Vor-
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zeichen. Das bedeutet, dass ein Anstieg der Variablen lev um eine Einheit zu einer Sen-
kung der Eigenkapitalkosten um 0,112372% führt, wenn ein Unternehmen nicht nach 
den IFRS (also z. B. nach den US-GAAP) bilanziert hat. Die verpflichtende Anwen-
dung der IFRS ab 2005 führt im Umstellungsjahr 2005 zu einer weiteren Senkung der 
Eigenkapitalkosten um 0,002555% (Differenzialeffekt zur Referenzgruppe). Der VIF 
liegt für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:IFRS05




Tabelle 150: Ergebnisse des VIF-Tests Deutschland 2004 – 2005, ungeteilt Dummyvariable IFRS05 
 
 
Geteilt nach Gruppen 
 
(55) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit + β5lev:Ait + 
β6lev:Dit++ β7lev:Git+ β8log(size)it +ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,189810 0,176811 1,074 0,2904
riskfree -0,002910 0,044458 -0,065 0,9482
growth 0,011357 0,003800 2,988 0,0051 **
payout -0,067560 0,027118 -2,491 0,0176 *
lev -0,082194 0,058263 -1,411 0,1672
log(size) -0,002754 0,004219 -0,653 0,5182
lev:A 0,010213 0,059863 0,171 0,8655
lev:D -0,062161 0,039745 -1,564 0,1268




Tabelle 151: Ergebnisse der multivariaten Analyse Deutschland 2004 – 2005, geteilt nach Gruppen 
 
Es wurden 44 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,4933. Die 
Gruppe H fungiert als Referenzgruppe. Die Gruppe J wurde in der Regression nicht 
miterfasst, da sie im Beobachtungszeitraum keine Unternehmen enthält. Die Gruppe B, 
die Gruppe C, die Gruppe E, die Gruppe F und die Gruppe I wurden eliminiert, da sie 
im Beobachtungszeitraum nicht vorkommen können. Die Variable growth zeigt sich als 
deutlich signifikanter Regressor (<0,01). Die Variable payout ist signifikant (<0,05). 
Die Gruppeneffekte stellen sich wie folgt dar: Steigt die Variable lev um eine Einheit, 
so fallen die Eigenkapitalkosten um 0,082194%, wenn ein Unternehmen der Referenz-
gruppe H angehört. Die Zugehörigkeit zu Gruppe A lässt die Eigenkapitalkosten wieder 
um 0,010213% ansteigen (Differenzialeffekt zwischen lev und lev:A). Die Zugehörig-
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keit zu Gruppe D lässt die Eigenkapitalkosten um 0,062161%, jene zu Gruppe G um 
0,052703% fallen. Saldiert mit der Referenzgruppe ergibt sich für alle drei Gruppen ei-
ne tatsächliche Reduktion der Eigenkapitalkosten. Der VIF liegt für alle Variablen unter 
dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:A lev:D lev:G




Tabelle 152: Ergebnisse des VIF-Tests Deutschland 2004 – 2005, geteilt nach Gruppen 
 
 





(56) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit +β5log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,216833 0,147886 1,466 0,1508
riskfree -0,070003 0,03463 -2,021 0,0503 .
growth 0,028168 0,006347 4,438 0,0001 ***
payout 0,047612 0,036891 1,291 0,2046
lev 0,015507 0,054452 0,285 0,7774




Tabelle 153: Ergebnisse der multivariaten Analyse Deutschland 2005 – 2006, ungeteilt 
 
Es wurden 44 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,4531. Die Va-
riable growth zeigt sich als eindeutig signifikanter Regressor (<0,001). Die Variable  
riskfree ist leicht signifikant (<0,1). Nur die Variable payout hat das erwartete Vorzei-
chen. Der VIF liegt für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size)










Ungeteilt Dummyvariable IFRS05 
 
(57) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4lev:IFRS05it +β5levit + 
β6log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,205772 0,158082 1,302 0,2011
riskfree -0,070004 0,035073 -1,997 0,0532 .
growth 0,027702 0,006771 4,091 0,0002 ***
payout 0,047614 0,037362 1,274 0,2105
lev 0,013469 0,055929 0,241 0,8110
log(size) 0,004980 0,005434 0,916 0,3654




Tabelle 155: Ergebnisse der multivariaten Analyse Deutschland 2005 – 2006, ungeteilt Dummyvariable 
IFRS05 
 
Es wurden 44 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,4538. Die Va-
riable growth zeigt sich als eindeutig signifikanter Regressor (<0,001). Die Variable  
riskfree ist leicht signifikant (<0,1). Nur die Variable payout hat das erwartete Vorzei-
chen. Ein Anstieg der Variablen lev um eine Einheit führt zu einem Anstieg der Eigen-
kapitalkosten um 0,013469%, wenn ein Unternehmen nicht nach den IFRS (also z. B. 
nach den US-GAAP) bilanziert hat. Die verpflichtende Anwendung der IFRS führt zu 
einem weiteren Anstieg der Eigenkapitalkosten um 0,012371% (Differenzialeffekt zur 
Referenzgruppe).  Der VIF liegt für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:IFRS05




Tabelle 156: Ergebnisse des VIF-Tests Deutschland 2005 – 2006, ungeteilt Dummyvariable IFRS05 
 
 
Geteilt nach Gruppen 
 
(58) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit  + β5lev:Ait+ 




Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,198881 0,170822 1,164 0,2522
riskfree -0,070937 0,035874 -1,977 0,0559 .
growth 0,027792 0,006945 4,002 0,0003 ***
payout 0,048352 0,038862 1,244 0,2117
lev 0,038303 0,093533 0,410 0,6847
log(size) 0,005779 0,006449 0,896 0,3763
lev:A -0,004630 0,100142 -0,046 0,9634
lev:D -0,040163 0,062456 -0,643 0,5244




Tabelle 157: Ergebnisse der multivariaten Analyse Deutschland 2005 – 2006, geteilt nach Gruppen 
 
Es wurden 44 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,4613. Die 
Gruppe H fungiert als Referenzgruppe. Die Gruppe J wurde in der Regression nicht 
miterfasst, da sie im Beobachtungszeitraum keine Unternehmen enthält. Die Gruppe B, 
die Gruppe C, die Gruppe E, die Gruppe F und die Gruppe I wurden eliminiert, da sie 
im Beobachtungszeitraum nicht vorkommen können. Die Variable growth zeigt sich als 
deutlich signifikanter Regressor (<0,01). Die Variable riskfree ist leicht signifikant 
(<0,1). Die Gruppeneffekte stellen sich wie folgt dar: Steigt die Variable lev um eine 
Einheit, so erhöhen sich die Eigenkapitalkosten um 0,038303%, wenn ein Unternehmen 
der Referenzgruppe H angehört. Die Zugehörigkeit zu Gruppe A lässt die Eigenkapital-
kosten wieder um 0,004630% fallen (Differenzialeffekt zwischen lev und lev:A). Die 
Zugehörigkeit zu Gruppe D lässt die Eigenkapitalkosten um 0,040163%, jene zu Grup-
pe G um 0,032221% fallen. Saldiert mit der Referenzgruppe ergibt sich nur für Gruppe 
D eine tatsächliche Reduktion der Eigenkapitalkosten. Der VIF liegt für alle Variablen 
unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:A lev:D lev:G









5.2.4.  Ergebnisse der multivariaten Analyse zur verpflichtenden  
Anwendung der IFRS in Österreich für den Beobachtungszeitraum 
2004 – 2006 
 
 





(59) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit +β5log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,195806 0,109003 1,796 0,0836 .
riskfree 0,002565 0,016889 0,152 0,8804
growth 0,003851 0,000575 6,702 3,41e-07 ***
payout 0,010540 0,036667 0,287 0,7760
lev -0,051447 0,048722 -1,056 0,3004




Tabelle 159: Ergebnisse der multivariaten Analyse Österreich 2004 – 2006, ungeteilt 
 
Es wurden 33 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,6989. Die Va-
riable growth zeigt sich als deutlich signifikanter Regressor (<0,01). Das intercept ist 
leicht signifikant (<0,1). Die Variablen riskfree, lev und log(size) haben das erwartete 
Vorzeichen. Der VIF liegt für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size)




Tabelle 160: Ergebnisse des VIF-Tests Österreich 2004 – 2006, ungeteilt 
 
 
Ungeteilt Dummyvariable IFRS05 
 
(60) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4lev:IFRS05it +β5levit + 




Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,217587 0,116132 1,874 0,0723 .
riskfree -0,001652 0,018480 -0,089 0,9294
growth 0,003800 0,000588 6,464 7,52e-07 ***
payout 0,015615 0,038060 0,410 0,6850
lev -0,060039 0,051345 -1,169 0,2529
log(size) -0,008548 0,006824 -1,253 0,2215




Tabelle 161: Ergebnisse der multivariaten Analyse Österreich 2004 – 2006, ungeteilt Dummyvariable 
IFRS05 
 
Es wurden 33 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,7030. Die Va-
riable growth zeigt sich als deutlich signifikanter Regressor (<0,01). Das intercept ist 
leicht signifikant (<0,1). Die Variablen payout, lev und log(size) haben das erwartete 
Vorzeichen. Die Dummyvariable IFRS05 ist nicht, wie erwartet, negativ. Das bedeutet, 
dass ein Anstieg der Variablen lev um eine Einheit zu einer Senkung der Eigenkapital-
kosten um 0,060039% führt, wenn ein Unternehmen nicht nach den IFRS (also z. B. 
nach US-GAAP) bilanziert hat. Die verpflichtende Anwendung der IFRS ab 2005 führt 
zu einer Erhöhung der Eigenkapitalkosten um 0,017975% (Differenzialeffekt zur Refe-
renzgruppe). Der VIF liegt für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:IFRS05




Tabelle 162: Ergebnisse des VIF-Tests Österreich 2004 – 2006, ungeteilt Dummyvariable IFRS05 
 
 
Geteilt nach Gruppen 
 
(61) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit  + β5lev:Dit+ 
β6lev:Jit+β7log(size)it +ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,194402 0,111896 1,737 0,0946 .
riskfree -0,000881 0,015445 -0,057 0,9950
growth 0,003630 0,000528 6,875 3,31e-07 ***
payout 0,052440 0,037733 1,382 0,1792
lev -0,019644 0,046146 -0,426 0,6740
log(size) -0,007294 0,007003 -1,042 0,3076
lev:D -0,062330 0,029218 -2,133 0,0429 *




Tabelle 163: Ergebnisse der multivariaten Analyse Österreich 2004 – 2006, geteilt nach Gruppen 
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Es wurden 33 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,7710. Die 
Gruppe H fungiert als Referenzgruppe. Die Gruppe A und die Gruppe G wurden in der 
Regression nicht miterfasst, da sie im Beobachtungszeitraum keine Unternehmen ent-
halten. Die Gruppe B, die Gruppe C, die Gruppe E, die Gruppe F und die Gruppe I wur-
den eliminiert, da sie im Beobachtungszeitraum nicht vorkommen können. Die Variable 
growth zeigt sich als eindeutig signifikanter Regressor (<0,001). Die Variable lev:J ist 
signifikant (<0,05), ebenso die Variable lev:D. Das intercept ist leicht signifikant (<0,1). 
Die Gruppeneffekte stellen sich wie folgt dar: Steigt die Variable lev um eine Einheit, 
so fallen die Eigenkapitalkosten um 0,019644%, wenn ein Unternehmen der Referenz-
gruppe H angehört. Die Zugehörigkeit zu Gruppe D lässt die Eigenkapitalkosten um 
0,062330% sinken (Differenzialeffekt zwischen lev und lev:D). Die Zugehörigkeit zu 
Gruppe J lässt die Eigenkapitalkosten um 0,150728% fallen. Saldiert mit der Referenz-
gruppe ergibt sich für die Gruppen D und J eine tatsächliche Reduktion der Eigenkapi-
talkosten. Der VIF liegt für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:D lev:J




Tabelle 164: Ergebnisse des VIF-Tests Österreich 2004 – 2006, geteilt nach Gruppen 
 
 





(62) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit +β5log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,100026 0,579691 0,173 0,8652
riskfree 0,091073 0,174590 0,522 0,6091
growth 0,029781 0,008203 3,630 0,0023 **
payout -0,405970 0,044725 -0,908 0,3775
lev -0,017653 0,054384 -0,325 0,7497




Tabelle 165: Ergebnisse der multivariaten Analyse Österreich 2004 – 2005, ungeteilt 
 
Es wurden 22 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,5687. Die Va-
riable growth zeigt sich als deutlich signifikanter Regressor (<0,01). Die Variable 
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log(size) ist signifikant (<0,05). Die Variablen riskfree, lev und log(size) haben das er-
wartete Vorzeichen. Der VIF liegt für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size)




Tabelle 166: Ergebnisse des VIF-Tests Österreich 2004 – 2005, ungeteilt 
 
 
Ungeteilt Dummyvariable IFRS05 
 
(63) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4lev:IFRS05it +β5levit + 
β6log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) -1,297793 1,207657 -1,075 0,2995
riskfree 0,523155 0,371210 1,409 0,1791
growth 0,029510 0,008028 3,676 0,0023 **
payout -0,023787 0,045593 -0,522 0,6095
lev -0,043794 0,056816 -0,771 0,4528
log(size) -0,018476 0,007425 -2,489 0,0251 *




Tabelle 167: Ergebnisse der multivariaten Analyse Österreich 2004 – 2005, ungeteilt Dummyvariable 
IFRS05 
 
Es wurden 22 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,6130. Die F-
Statistik ergibt einen Wert von 3,960. Die Variable growth zeigt sich als deutlich signi-
fikanter Regressor (<0,01). Die Variable log(size) ist signifikant (<0,05). Die Variablen 
lev und log(size) haben das erwartete Vorzeichen. Die Dummyvariable IFRS05 ist 
nicht, wie erwartet, negativ. Ein Anstieg der Variablen lev um eine Einheit führt zu ei-
ner Senkung der Eigenkapitalkosten um 0,043794%, wenn ein Unternehmen nicht nach 
den IFRS (also z. B. nach den US-GAAP) bilanziert hat. Die verpflichtende Anwen-
dung der IFRS ab 2005 führt zu einer Erhöhung der Eigenkapitalkosten um 0,079114% 
(Differenzialeffekt zur Referenzgruppe). Der VIF für die Variable riskfree liegt leicht 
über dem kritischen Wert von 5, die VIF für die übrigen Variablen liegen darunter. 
 
riskfree growth payout lev log(size) lev:IFRS05




Tabelle 168: Ergebnisse des VIF-Tests Österreich 2004 – 2005, ungeteilt Dummyvariable IFRS05 
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Geteilt nach Gruppen 
 
(64) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit  + β5lev:Dit+ 
β6lev:Jit+β7log(size)it +ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,081820 0,587425 0,139 0,8912
riskfree 0,072955 0,173788 0,420 0,6810
growth 0,024494 0,009122 2,685 0,0178 *
payout 0,003957 0,051281 0,077 0,9396
lev -0,009592 0,054282 -0,177 0,8623
log(size) -0,015352 0,008514 -1,803 0,0929 .
lev:D -0,026463 0,038184 -0,693 0,4996




Tabelle 169: Ergebnisse der multivariaten Analyse Österreich 2004 – 2005, geteilt nach Gruppen 
 
Es wurden 22 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,6420. Die 
Gruppe H fungiert als Referenzgruppe. Die Gruppe A und die Gruppe G wurden in der 
Regression nicht miterfasst, da sie im Beobachtungszeitraum keine Unternehmen ent-
halten. Die Gruppe B, die Gruppe C, die Gruppe E, die Gruppe F und die Gruppe I wur-
den eliminiert, da sie im Beobachtungszeitraum nicht vorkommen können. Die Variable 
growth zeigt sich als signifikanter Regressor (<0,05). Die Variable log(size) ist leicht 
signifikant (<0,1). Die Gruppeneffekte stellen sich wie folgt dar: Steigt die Variable lev 
um eine Einheit, so fallen die Eigenkapitalkosten um 0,009592%, wenn ein Unterneh-
men der Referenzgruppe H angehört. Die Zugehörigkeit zu Gruppe D lässt die Eigenka-
pitalkosten um 0,026463% sinken (Differenzialeffekt zwischen lev und lev:D). Die Zu-
gehörigkeit zu Gruppe J lässt die Eigenkapitalkosten um 0,125887% fallen. Saldiert mit 
der Referenzgruppe ergibt sich für alle drei Gruppen (H, D und J) eine tatsächliche Re-
duktion der Eigenkapitalkosten. Der VIF liegt für alle Variablen unter dem kritischen 
Wert von 5. 
 
 
riskfree growth payout lev log(size) lev:D lev:J














(65) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit +β5log(size)it + ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,134913 0,120106 1,123 0,2780
riskfree 0,004545 0,015609 0,291 0,7750
growth 0,003876 0,000526 7,370 1,58e-06 ***
payout -0,027837 0,039699 -0,701 0,4930
lev -0,004189 0,056932 -0,074 0,9420




Tabelle 171: Ergebnisse der multivariaten Analyse Österreich 2005 – 2006, ungeteilt 
 
Es wurden 22 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,8323. Die Va-
riable growth zeigt sich als deutlich signifikanter Regressor (<0,01). Die Variablen ris-
kfree, lev und log(size) haben das erwartete Vorzeichen. Der VIF liegt für alle Variab-
len unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size)




Tabelle 172: Ergebnisse des VIF-Tests Österreich 2005 – 2006, ungeteilt 
 
 
Ungeteilt Dummyvariable IFRS05 
 
(66) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4lev:IFRS05it +β5levit + 
β6log(size)it + ε 
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Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,124420 0,124385 1,000 0,3330
riskfree 0,001477 0,016947 0,087 0,9320
growth 0,003822 0,000547 6,985 4,39e-06 ***
payout -0,018396 0,044214 -0,416 0,6830
lev -0,054274 0,109538 -0,495 0,6270
log(size) -0,003465 0,007916 -0,438 0,6680




Tabelle 173: Ergebnisse der multivariaten Analyse Österreich 2005 – 2006, ungeteilt Dummyvariable 
IFRS05 
 
Es wurden 22 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,8354. Die Va-
riable growth zeigt sich als deutlich signifikanter Regressor (<0,01). Die Variablen    
riskfree, lev und log(size) haben das erwartete Vorzeichen. Die Dummyvariable IFRS05 
ist nicht, wie erwartet, negativ. Ein Anstieg der Variablen lev um eine Einheit führt zu 
einer Senkung der Eigenkapitalkosten um 0,054274%, wenn ein Unternehmen nicht 
nach IFRS (also z. B. nach US-GAAP) bilanziert hat. Die verpflichtende Anwendung 
der IFRS führt zu einer Erhöhung der Eigenkapitalkosten um 0,049753% (Differenzial-
effekt zur Referenzgruppe). Der VIF liegt für alle Variablen unter dem kritischen Wert 
von 5. 
 
riskfree growth payout lev log(size) lev:IFRS05




Tabelle 174: Ergebnisse des VIF-Tests Österreich 2005 – 2006, ungeteilt Dummyvariable IFRS05 
 
 
Geteilt nach Gruppen 
 
(67) eigKit =α0 + β1riskfreeit + β2growthit + β3payoutit + β4levit  + β5lev:Dit+ 
β6lev:Jit+β7log(size)it +ε 
 
Regressor Estimate   Std. Error t-Wert p-Wert
(intercept) 0,161320 0,137619 1,172 0,2610
riskfree 0,002520 0,016215 0,157 0,8770
growth 0,003811 0,000546 6,969 6,56e-06 ***
payout -0,007138 0,048272 -0,148 0,8850
lev 0,003725 0,058194 0,064 0,9500
log(size) -0,005780 0,008489 -0,681 0,5070
lev:D -0,040199 0,034567 -1,150 0,2690




Tabelle 175: Ergebnisse der multivariaten Analyse Österreich 2005 – 2006, geteilt nach Gruppen 
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Es wurden 22 Beobachtungen durchgeführt. Das multiple R2 beträgt 0,8488. Die 
Gruppe H fungiert als Referenzgruppe. Die Gruppe A und die Gruppe G wurden in der 
Regression nicht miterfasst, da sie im Beobachtungszeitraum keine Unternehmen ent-
halten. Die Gruppe B, die Gruppe C, die Gruppe E, die Gruppe F und die Gruppe I wur-
den eliminiert, da sie im Beobachtungszeitraum nicht vorkommen können. Die Variable 
growth zeigt sich als eindeutig signifikanter Regressor (<0,001). Die Gruppeneffekte 
stellen sich wie folgt dar: Steigt die Variable lev um eine Einheit, so steigen die Eigen-
kapitalkosten um 0,003725%, wenn ein Unternehmen der Referenzgruppe H angehört. 
Die Zugehörigkeit zu Gruppe D lässt die Eigenkapitalkosten um 0,040199% sinken 
(Differenzialeffekt zwischen lev und lev:D). Die Zugehörigkeit zu Gruppe J lässt die 
Eigenkapitalkosten um 0,066732% fallen. Saldiert mit der Referenzgruppe ergibt sich 
für die Gruppen D und J eine tatsächliche Reduktion der Eigenkapitalkosten. Der VIF 
liegt für alle Variablen unter dem kritischen Wert von 5. 
 
riskfree growth payout lev log(size) lev:D lev:J









5.2.5.  Zwischenfazit 
 
In diesem Abschnitt werden die Untersuchungsergebnisse für die verpflichtende 
Anwendung der IFRS in Deutschland und Österreich zusammengefasst und die zugehö-




5.2.5.1.  Prüfung der operationalen Hypothesen für den Beobachtungszeitraum 
2004 und 2006 
 
Die Ergebnisse der univariaten Regressionsanalyse zeigen, dass in Deutschland vom 
Jahr 2004 auf das Jahr 2006 der Mittelwert der Eigenkapitalkosten für gleiche Unter-
nehmen, ungruppiert und gepaart, fiel. Damit ist grundsätzlich eine Reduktion der Ei-
genkapitalkosten festzustellen. Das Ergebnis ist nicht signifikant, wodurch kein indukti-
ver Rückschluss auf die Grundgesamtheit aller Unternehmen des DAX für diese Jahre 
gezogen werden kann. Bei der Betrachtung der einzelnen Gruppen sieht man, dass das 
Unternehmen, das vor 2005 nach dem HGB bilanzierte (i. e. BASF), einen Anstieg des 
Mittelwerts der Eigenkapitalkosten zu verzeichnen hatte, während für jene Unterneh-
men, die bereits vor 2005 freiwillig IAS anwendeten, eine Reduktion der Mittelwerte 
feststellbar ist. Dies trifft auch auf Unternehmen zu, die 2004 und auch 2006 US-GAAP 
anwendeten. Ebenso für Unternehmen, die 2004 nach den US-GAAP bilanzierten und 
2006 auf IFRS wechselten. Die Ergebnisse der univariaten Analyse deuten darauf hin, 
dass die verpflichtende Anwendung der IFRS für DAX30 Unternehmen vom Jahr 2004 
auf das Jahr 2006 zu einer Reduktion der Eigenkapitalkosten führte. Die Würdigung der 
Ergebnisse der multivariaten Analyse bestätigt diesen Eindruck. Es stellt sich heraus, 
dass die verpflichtende Anwendung der IFRS, mithilfe der Dummyvariable als Einfluss-
faktor isoliert betrachtet, zu einer Reduktion der Eigenkapitalkosten führte. Analysiert 
man die Ergebnisse der einzelnen Gruppen, kann man dies für alle Gruppen feststellen.  
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Deutschland für 
die Jahre 2004 und 2006 sind konsistent mit der operationalen Alternativhypothese 
H5a1. Die operationale Nullhypothese H5a0 wird daher zugunsten der operationalen 
Alternativhypothese H5a1 verworfen. 
 
Betrachtet man die Ergebnisse der univariaten Regressionsanalyse für Österreich 
vom Jahr 2004 auf das Jahr 2006, sieht man für gleiche Unternehmen, ungruppiert und 
gepaart, ein Sinken der Mittelwerte der Eigenkapitalkosten. Damit ist grundsätzlich eine 
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Reduktion der Eigenkapitalkosten festzustellen. Das Ergebnis ist nicht signifikant, 
wodurch kein induktiver Rückschluss auf die Grundgesamtheit gezogen werden kann. 
Bei den Gruppen ist für Unternehmen, die sowohl 2004 als auch 2006 nach IFRS bilan-
zieren, ein Sinken der Eigenkapitalkosten zu erkennen. Dies trifft auch auf Unterneh-
men zu, die 2004 US-GAAP anwendeten und 2005 auf IFRS umstiegen. Die Ergebnisse 
der univariaten Analyse deuten darauf hin, dass die verpflichtende Anwendung der 
IFRS für ATX20-Unternehmen vom Jahr 2004 auf das Jahr 2006 zu einer Reduktion 
der Eigenkapitalkosten führte. Die Würdigung der Ergebnisse der multivariaten Analyse 
zeigt ein differenziertes Bild. Es ergibt sich, dass die verpflichtende Anwendung der 
IFRS, mithilfe der Dummyvariablen als Einflussfaktor isoliert betrachtet, zu einer Er-
höhung der Eigenkapitalkosten führte. Für alle im Einzelnen betrachteten Gruppen sind 
allerdings Eigenkapitalkostensenkungseffekte feststellbar. In cumulo spricht zwar eini-
ges für die Alternativhypothese, dennoch muss sie verworfen werden.  
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Österreich für die 
Jahre 2004 und 2006 sind konsistent mit der operationalen Hypothese H5b0, daher wird 
die alternative operationale Hypothese H5b1 verworfen. 
 
 
5.2.5.2.  Prüfung der operationalen Hypothesen für den Beobachtungszeitraum 
2004 und 2005 
 
Die univariate Regressionsanalyse der Stichprobe für Deutschland für die Jahre 2004 
und 2005 zeigt, dass der Mittelwert der Eigenkapitalkosten für gleiche Unternehmen, 
ungruppiert und gepaart, fiel. Damit ist grundsätzlich eine Reduktion der Eigenkapital-
kosten feststellbar. Das Ergebnis ist nicht signifikant, wodurch kein induktiver Rück-
schluss auf die Grundgesamtheit aller Unternehmen des DAX für diese Jahre gezogen 
werden kann. Bei der Betrachtung der einzelnen Gruppen sieht man, dass jenes Unter-
nehmen, das im Jahr 2005 von HGB auf IFRS wechseln musste (i.e. BASF), einen An-
stieg des Mittelwerts der Eigenkapitalkosten zu verzeichnen hatte. Die Aussagekraft 
dieses Ergebnisses ist allerdings gering, da diese Gruppe aus nur einem Unternehmen 
besteht. Bei jenen Unternehmen, die bereits 2004 nach den IFRS bilanzieren, sanken die 
Mittelwerte der Eigenkapitalkosten. Eine Mittelwertsenkung traf auch auf Unternehmen 
zu, die 2004 ihren Konzernabschluss nach den US-GAAP aufgestellten und 2005 wei-
terhin nach den US-GAAP bilanzierten. Die Ergebnisse der univariaten Analyse deuten 
darauf hin, dass die verpflichtende Anwendung der IFRS für jene DAX30-Unternehmen 
zu einer Reduktion der Eigenkapitalkosten führte, die schon vor 2005 ihren Konzernab-
schluss nach IFRS aufgestellt hatten. Bei der Würdigung der Ergebnisse der multivaria-
ten Analyse stellt sich heraus, dass die verpflichtende Anwendung der IFRS, mithilfe 
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der Dummyvariable als Einflussfaktor isoliert betrachtet, zu einer Reduktion der Eigen-
kapitalkosten führte. Analysiert man die Ergebnisse der einzelnen Gruppen, kann man 
für alle Gruppen Eigenkapitalkostensenkungseffekte erkennen. In cumulo kann die 
Nullhypothese daher verworfen werden. 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Deutschland für 
die Jahre 2004 und 2005 sind konsistent mit der operationalen Alternativhypothese 
H6a1. Die operationale Nullhypothese H6a0 wird daher zugunsten der H6a1 verworfen. 
 
Betrachtet man die Ergebnisse der univariaten Regressionsanalyse für Österreich 
vom Jahr 2004 auf das Jahr 2005, sieht man für gleiche Unternehmen, ungruppiert und 
gepaart, ein Fallen der Mittelwerte der Eigenkapitalkosten. Damit ist grundsätzlich eine 
Reduktion der Eigenkapitalkosten festzustellen. Das Ergebnis ist nicht signifikant, 
wodurch kein induktiver Rückschluss auf die Grundgesamtheit gezogen werden kann. 
Bei den Gruppen ist zu erkennen, dass für Unternehmen, die sowohl 2004 als auch 2005 
nach IFRS bilanzierten, die Mittelwerte der Eigenkapitalkosten leicht sanken. Bei Un-
ternehmen, die im Jahr 2005 von US-GAAP auf IFRS wechselten, ist eine Reduktion 
der Mittelwerte erkennbar. Die Ergebnisse der univariaten Analyse deuten darauf hin, 
dass die verpflichtende Anwendung der IFRS für ATX20-Unternehmen vom Jahr 2004 
auf das Jahr 2005 zu einer Reduktion der Eigenkapitalkosten führte. Die Würdigung der 
Ergebnisse der multivariaten Analyse zeigt ein unterschiedliches Bild. Es zeigt sich, 
dass die verpflichtende Anwendung der IFRS, mithilfe der Dummyvariable als Einfluss-
faktor isoliert betrachtet, zu einer Erhöhung der Eigenkapitalkosten führte. In den ein-
zelnen Gruppen sind hingegen Eigenkapitalkostensenkungen beobachtbar. In cumulo 
muss die Alternativhypothese verworfen werden. 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Österreich für die 
Jahre 2004 und 2005 sind konsistent mit der operationalen Hypothese H6b0, daher wird 
die alternative operationale Hypothese H6b1 verworfen. 
 
 
5.2.5.3.  Prüfung der operationalen Hypothesen für den Beobachtungszeitraum 
2005 und 2006 
 
Die univariate Regressionsanalyse der Stichprobe für Deutschland für die Jahre 2005 
und 2006 zeigt, dass der Mittelwert der Eigenkapitalkosten für gleiche Unternehmen, 
ungruppiert und gepaart, fiel. Damit ist grundsätzlich eine Reduktion der Eigenkapital-
kosten feststellbar. Das Ergebnis ist nicht signifikant, wodurch kein induktiver Rück-
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schluss auf die Grundgesamtheit aller Unternehmen des DAX für diese Jahre gezogen 
werden kann. Bei der Betrachtung der einzelnen Gruppen sieht man ein Fallen des Mit-
telwerts der Eigenkapitalkosten. Die Ergebnisse der univariaten Analyse deuten darauf 
hin, dass die verpflichtende Anwendung der IFRS für die DAX30-Unternehmen zu ei-
ner Reduktion der Eigenkapitalkosten führte. Die Würdigung der Ergebnisse der mul-
tivariaten Analyse zeigt allerdings, dass die verpflichtende Anwendung der IFRS, mit-
hilfe der Dummyvariablen als Einflussfaktor isoliert betrachtet, zu einer Erhöhung der 
Eigenkapitalkosten führte. Die Alternativhypothese muss daher verworfen werden. 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Deutschland für 
die Jahre 2005 und 2006 sind konsistent mit der operationalen Hypothese H7a0, daher 
wird die alternative operationale Hypothese H7a1 verworfen. 
 
Betrachtet man die Ergebnisse der univariaten Regressionsanalyse für Österreich 
vom Jahr 2005 auf das Jahr 2006, ist für gleiche Unternehmen, ungruppiert und gepaart, 
ein Fallen der Mittelwerte der Eigenkapitalkosten zu erkennen. Damit ist grundsätzlich 
eine Reduktion der Eigenkapitalkosten festzustellen. Das Ergebnis ist nicht signifikant, 
wodurch kein induktiver Rückschluss auf die Grundgesamtheit gezogen werden kann. 
Bei der Betrachtung der Gruppen ist für Unternehmen, die nach den IFRS bilanzierten, 
ein Sinken der Mittelwerte der Eigenkapitalkosten feststellbar. Die Ergebnisse der uni-
variaten Analyse deuten darauf hin, dass die verpflichtende Anwendung der IFRS für 
ATX20-Unternehmen vom Jahr 2005 auf das Jahr 2006 zu einer Reduktion der Eigen-
kapitalkosten führte. Die Würdigung der Ergebnisse der multivariaten Analyse bestätigt 
dies nur zum Teil. Es zeigt sich, dass die verpflichtende Anwendung der IFRS, mithilfe 
der Dummyvariablen als Einflussfaktor isoliert betrachtet, nicht für alle Gruppen zu ei-
ner Reduktion der Eigenkapitalkosten führte. Für Unternehmen, die 2004 nach den US-
GAAP bilanzierten und 2005 auf IFRS wechselten (i. e. Mayr Melnhof und OMV), 
trifft dies nicht zu. 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Österreich für die 
Jahre 2005 und 2006 sind konsistent mit der operationalen Hypothese H7b0, daher wird 





5.2.5.4.  Prüfung der verbundenen operationalen Hypothesen für die drei 
Beobachtungszeiträume 
 
Bezug nehmend auf die Ergebnisse der Hypothesenprüfung für die operationalen 
Hypothesen für die verpflichtende Anwendung der IFRS in Deutschland und Österreich 
können nun die verbundenen operationalen Hypothesen falsifiziert werden: 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Deutschland und 
für Österreich für die Jahre 2004 und 2006 sind konsistent mit der verbundenen opera-
tionalen Hypothese H8a0, daher wird die alternative operationale Hypothese H8a1 ver-
worfen. 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Deutschland und 
für Österreich für die Jahre 2004 und 2005 sind konsistent mit der verbundenen opera-
tionalen Hypothese H8b0, daher wird die alternative operationale Hypothese H8b1 ver-
worfen. 
 
Die Ergebnisse der univariaten und der multivariaten Analyse für Deutschland und 
für Österreich für die Jahre 2005 und 2006 sind konsistent mit der verbundenen opera-




5.2.5.5.  Prüfung der Forschungshypothesen zur verpflichtenden Anwendung der 
IFRS in Deutschland und Österreich 
 
Aufgrund der Ergebnisse der empirischen Untersuchung mussten für die ver-
pflichtende Anwendung der IFRS in Deutschland die Nullhypothesen für die Jahre 2004 
– 2006 und 2004 – 2005 verworfen werden. Es war für diese Beobachtungszeiträume 
eine Reduktion der Eigenkapitalkosten feststellbar. Für den Beobachtungszeitraum 2005 
– 2006 trifft dies nicht zu. Daher wird die entsprechende Alternativhypothese verwor-
fen. Die Forschungsnullhypothese zur verpflichtenden Anwendung der IFRS in 
Deutschland kann folglich nicht verworfen werden, da nicht für alle betroffenen Be-
obachtungszeiträume eine Reduktion der Eigenkapitalkosten feststellbar ist. 
 
Die Ergebnisse der Prüfung der operationalen Hypothesen zur verpflichtenden An-
wendung der IFRS in Deutschland sind konsistent mit der Forschungsnullhypothese 
HFc0. Daher wird die alternative Forschungshypothese HFc1 verworfen. 
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Für Österreich zeigt sich folgendes Bild: Es wurden alle operationalen Alternativhy-
pothesen zur verpflichtenden Anwendung der IFRS in den einzelnen Beobachtungszeit-
räumen verworfen. 
 
Die Ergebnisse der Prüfung der operationalen Hypothesen zur verpflichtenden An-
wendung der IFRS in Österreich sind konsistent mit der Forschungsnullhypothese 






6.  Abschluss 
 
 
6.1.  Beantwortung der Forschungsfragen 
 
Ziel dieser Arbeit war, zu untersuchen, ob die freiwillige Anwendung der IAS und 
die verpflichtende Anwendung der IFRS in Deutschland und in Österreich zu einer Re-
duktion der Eigenkapitalkosten börsennotierter Unternehmen führten. Ausgangspunkt 
der Untersuchung war die Darstellung des Stands der theoretischen und der empirischen 
Forschung. Dabei wurden alternative Modelle zur Ermittlung von Eigenkapitalkosten 
und die Ergebnisse bisheriger empirischer Studien vorgestellt. Eine dieser Studien, und 
zwar jene von Palea, diente als Gedankengerüst zur Konzeption der vorliegenden empi-
rischen Untersuchung. Die Identifikation der Forschungslücken führte zur Entwicklung 
der Forschungsfragen, der Forschungshypothesen und der zugehörigen operationalen 
Hypothesen, welche jeweils mithilfe einer univariaten und einer multivariaten Regressi-
onsanalyse einer statistischen Überprüfung unterzogen wurden. Eine besondere Heraus-
forderung bestand dabei darin, die Effekte der Anwendung der freiwilligen Anwendung 
der IAS bzw. der verpflichtenden Anwendung der IFRS von anderen die Eigenkapital-
kosten beeinflussenden Effekten zu isolieren. Dies wurde durch die Einführung einer 
Dummyvariable für IAS bzw. IFRS erreicht. Weiteres wurden Gruppen definiert und 
Gruppendummies verwendet, um in einem weiteren Schritt herauszufinden, welche 
konkreten Auswirkungen die Anwendung der IAS bzw. IFRS, des HGB und der US-
GAAP und von Wechseln dieser auf andere Rechnungslegungsstandards in den Be-
obachtungszeiträumen hatte.  
 
Die Ergebnisse der empirischen Untersuchung führen zu folgender Beantwortung der 
beiden zentralen Forschungsfragen: 
 
1. Führte die freiwillige Anwendung der IAS für börsennotierte Unternehmen in 
Deutschland und in Österreich zu einer Reduktion der Eigenkapitalkosten?  
 
Die freiwillige Anwendung der IAS führte in Deutschland in keinem der Beobach-
tungszeiträume zu einer Reduktion der Eigenkapitalkosten. In Österreich ist im Be-
obachtungszeitraum 1998 und 1999, geteilt nach Gruppen, eine Reduktion der Eigen-
kapitalkosten feststellbar, die allerdings durch andere Einflusseffekte wieder kompen-
siert wurde. In den anderen Beobachtungszeiträumen ist keine Reduktion der Eigenka-




2. Führte die verpflichtende Anwendung der IFRS für börsennotierte Unternehmen 
in Deutschland und in Österreich zu einer Reduktion der Eigenkapitalkosten? 
 
Die verpflichtende Anwendung der IFRS führte in Deutschland in den Beobach-
tungszeiträumen 2004 und 2006 bzw. 2004 und 2005 zu einer Reduktion der Eigenkapi-
talkosten, nicht aber im Beobachtungszeitraum 2005 und 2006. Dieses Ergebnis ist in-
sofern bemerkenswert, als dies für Österreich in keinem der Beobachtungszeiträume zu-
trifft. Die verpflichtende Anwendung der IFRS führte für Unternehmen des ATX20 also 
nicht zu einer Reduktion der Eigenkapitalkosten, während die DAX30-Unternehmen der 
Stichprobe für die genannten Beobachtungszeiträume eine Eigenkapitalkostensenkung 
verzeichneten.  
 
Zusammenfassend ist festzustellen, dass nur die Anwendung der IFRS in den Be-
obachtungszeiträumen 2004 und 2006 bzw. 2004 und 2005 (i. e. verpflichtende Umstel-
lung), und zwar nur für Unternehmen des DAX30, zu einer Senkung der Eigenkapital-
kosten führte.  
 
Die vorliegende Arbeit weist einige Einschränkungen auf. Das gewählte Untersu-
chungsmodell zur Ermittlung der Eigenkapitalkosten leitet sich aus dem modifizierten 
Gordon Modell von Palea ab, das bereits in ihrer Untersuchung zum Einsatz gekommen 
ist. Hier erfolgt eine weitere Modifikation. Es wird bewusst auf die Einbeziehung von 
Erwartungswerten verzichtet, um den Einfluss von exogenen Schätzfehlern zu vermei-
den. Das Untersuchungsmodell eignet sich daher zur ex post-Analyse für den vorlie-
genden Untersuchungszweck, ist aber für die Prognose zukünftiger Eigenkapitalkosten 
nicht einsetzbar. Eine weitere Einschränkung der Arbeit liegt in der überwiegend feh-
lenden statistischen Signifikanz der Ergebnisse für die Grundgesamtheit. Dies ist durch 
die geringe Anzahl der Unternehmen in den Stichproben verursacht. Die vorliegenden 
Ergebnisse können daher als im Detail erforschte Evidenz für die untersuchten DAX30- 
und ATX20-Unternehmen interpretiert werden, es können allerdings keine statistisch 
signifikanten Rückschlüsse auf die Grundgesamtheit aller DAX- und ATX-
Unternehmen gezogen werden. Dennoch geben die Ergebnisse der repräsentativen 
Stichprobe der DAX30- und ATX20-Unternehmen einige Aufschlüsse darüber, wie sich 
die freiwillige Anwendung der IAS und die verpflichtende Anwendung der IFRS auch 
in den Unternehmen der Grundgesamtheit ausgewirkt haben könnte, zumal die diesen 
Indizes angehörenden Unternehmen über die höchste Marktkapitalisierung verfügen. 
Bei der Konzeption und Durchführung der empirischen Untersuchung wurde bewusst 
auf die Bereinigung von statistischen Ausreißern verzichtet, da sie zum Ziel hatte, ein 
möglichst getreues Abbild der tatsächlich in der Stichprobe vorhandenen Verhältnisse 
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zu geben. Die für die multivariaten Regressionsanalysen verwendeten Regressoren ori-
entierten sich an jenen, die von Palea angewandt wurden, unterscheiden sich allerdings 
in einigen Aspekten, wie z. B. der Datenbasis und der Ermittlung der Variablen. Die 
statistischen Auswertungen bestätigen, dass diese Regressoren wesentliche Einflussfak-
toren auf die Eigenkapitalkosten darstellen und ihre Auswahl daher stimmig war. Den-
noch ist es möglich, dass wesentliche Einflussfaktoren nicht berücksichtigt wurden und 
dass die Wahl anderer, geeigneterer Regressoren zu aussagekräftigeren Ergebnissen 
führen könnte.  
 
 
6.2.  Schlussbemerkungen 
 
Diese Arbeit liefert einen Beitrag zur empirischen Rechnungswesenforschung zu den 
Auswirkungen der Anwendung international anerkannter Rechnungslegungsstandards 
auf die Eigenkapitalkosten kapitalmarktorientierter Unternehmen in Deutschland und 
Österreich. Aufgrund der vorliegenden Ergebnisse und ihrer Einschränkungen ergeben 
sich zahlreiche weitere Forschungsmöglichkeiten. Die empirische Untersuchung könnte 
auf eine breitere Datenbasis gestellt werden, z. B. unter Einbeziehung der Daten des 
DAX100 oder anderer größerer Stichproben für Deutschland und Österreich, um signi-
fikantere Ergebnisse zu erhalten. Sie könnte auch für andere Staaten und für einzelne 
Branchen durchgeführt werden. Zusätzlich könnte die Untersuchung mit unterschiedli-
chen Modellen zur Ermittlung der Eigenkapitalkosten durchgeführt werden. Das Ergeb-
nis, dass die verpflichtende Anwendung der IFRS in Deutschland andere Auswirkungen 
auf die Eigenkapitalkosten hatte als in Österreich, könnte ebenso Grundlage weiterer 
Forschungsüberlegungen sein, etwa zum Reifegrad der Umsetzung der IFRS in diesen 
beiden Staaten in den Jahren nach 2006.  
 
Die Beantwortung der Frage, ob die Anwendung von Rechnungslegungsstandards 
per se und der Wechsel von Rechnungslegungsstandards einen signifikanten Einfluss 
auf die Eigenkapitalkosten börsennotierter Unternehmen haben, bleibt daher weiterhin 
ein spannendes Forschungsfeld. Insbesondere hinsichtlich der Konvergenzbemühungen 
zwischen dem FASB und dem IASB zur Entwicklung eines weltweiten, optimalen 
Rechnungslegungssystems sind weitere Forschungsergebnisse zu diesem Thema be-
deutsam. Diese sind auch für die betroffenen Unternehmen höchst relevant. Da die Ein-
führung von neuen Rechnungslegungsstandards zumeist mit gestiegenen Kosten und 
umfangreichen Vorarbeiten verbunden ist, stellt sich die Frage, ob die erwarteten öko-
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Bay. Motoren Werke BASF BASF 
Bayer Bay. Hypo-Vereinsbank Bay. Hypo-Vereinsbank 
Bayrische Hyp.- und Wechselbank Bay. Motoren Werke Bay. Motoren Werke 
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Dresdner Bank Dresdner Bank Dresdner Bank 
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MAN MAN MAN 
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Preussag Preussag Preussag 
RWE RWE RWE 
SAP SAP SAP 
Schering Schering Schering 
Siemens Siemens Siemens 
Thyssen Thyssen Thyssen 
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VIAG VIAG VIAG 
Volkswagen Volkswagen Volkswagen 
 
 




Adidas-Salomon Adidas-Salomon Adidas-Salomon 
Allianz Allianz Allianz 
BASF BASF Altana
Bay. Hypo-Vereinsbank Bay. Hypo-Vereinsbank BASF
Bay. Motoren Werke Bay. Motoren Werke Bay. Hypo-Vereinsbank 
Bayer Bayer Bay. Motoren Werke 
Commerzbank Commerzbank Bayer
DaimlerChrysler DaimlerChrysler Commerzbank 
Degussa-Hüls Degussa DaimlerChrysler 
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AMS AMS Austria Tabak
Austria Tabak Austria Tabak Austrian Airlines
Bank Austria Bank Austria Bank Austria




Erste Bank EA-Generali Cybertron
EVN Erste Bank EA-Generali
Flughafen Wien EVN Erste Bank
Lenzing Flughafen Wien EVN
Mayr-Melnhof Libro Flughafen Wien
OMV Mayr-Melnhof Head
Österreichische BBAG OMV Libro
Radex Heraklith RHI Mayr-Melnhof
Semperit Semperit OMV
VA Technologie VA Technologie Semperit
Verbund Verbund Telekom Austria










Austrian Airlines Andritz Andritz
Böhler-Uddeholm Austrian Airlines Austrian Airlines
BWIN Böhler-Uddeholm BA CA
BWT BWT Böhler-Uddeholm
Cybertron EA-Generali BWT
EA-Generali Erste Bank EA-Generali
Erste Bank EVN Erste Bank
EVN Flughafen Wien EVN
Flughafen Wien Mayr-Melnhof Flughafen Wien
Head OMV Mayr-Melnhof
Mayr-Melnhof Österreichische BBAG OMV
OMV Palfinger Palfinger
Palfinger Semperit Semperit 
Telekom Austria Telekom Austria Telekom Austria
VA Technologie UNIQA UNIQA












Austrian Airlines Andritz BA CA
BA CA BA CA Böhler-Uddeholm
Böhler-Uddeholm Böhler-Uddeholm BWIN
BWIN BWIN Erste Bank
BWT BWT EVN
EA-Generali Erste Bank Flughafen Wien
Erste Bank EVN Mayr-Melnhof
EVN Flughafen Wien OMV
Flughafen Wien Mayr-Melnhof Österreichische Post
Mayr-Melnhof OMV Raiffeisen International
OMV Raiffeisen International Schoeller-Bleckmann
Palfinger Schoeller-Bleckmann Telekom Austria
Semperit Semperit UNIQA
Telekom Austria Telekom Austria Verbund













Austrian Airlines Austrian Airlines
Böhler-Uddeholm BWIN
BWIN Erste Bank



























Die Dissertation untersucht, ob die freiwillige Anwendung der IAS und die ver-
pflichtende Anwendung der IFRS in Deutschland und in Österreich zu einer Reduktion 
der Eigenkapitalkosten kapitalmarktorientierter Unternehmen führten. Dazu werden der 
Stand der theoretischen und der empirischen Forschung dargestellt und alternative Mo-
delle zur Ermittlung von Eigenkapitalkosten beschrieben. Basierend auf der Diskussion 
der Ergebnisse bisheriger empirischer Untersuchungen werden die Forschungslücken 
identifiziert und die Forschungshypothesen aufgestellt. Für die empirische Untersu-
chung wird ein Dividendendiskontierungsmodell ausgewählt und adaptiert. Die zu un-
tersuchenden Unternehmen werden aufgrund von Indexzugehörigkeit (DAX30 und 
ATX20), Branchenzugehörigkeit und Gruppenzugehörigkeit für die jeweiligen Untersu-
chungszeiträume abgegrenzt. Die Hypothesen werden mithilfe einer univariaten und ei-
ner multivariaten Regressionsanalyse einer statistischen Überprüfung unterzogen, wobei 
die Effekte der freiwilligen Anwendung der IAS bzw. der verpflichtenden Anwendung 
der IFRS durch Dummyvariablen isoliert werden. Die Arbeit kommt zum Ergebnis, 
dass nur die verpflichtende Anwendung der IFRS, und zwar nur in Deutschland, zu ei-
ner Reduktion der Eigenkapitalkosten führte. Die Dissertation liefert einen Beitrag zur 
empirischen Rechnungswesenforschung zu den Auswirkungen der Anwendung interna-











The doctoral dissertation examines whether the voluntary adoption of the IAS and 
the mandatory adoption of the IFRS led to a reduction of the cost of equity for listed 
companies in Germany and Austria. It presents the theoretical and empirical research to 
date and describes alternative models to calculate the cost of equity. Based on the dis-
cussion of the results of previous empirical studies, research gaps are identified and re-
search hypotheses established. For the empirical investigation, a dividend discount 
model is selected and adapted. The enterprises to be examined are specified on the basis 
of index affiliation (DAX30 and ATX20), branch affiliation and group affiliation for the 
respective investigation periods. The hypotheses are statistically tested using univariate 
and a multivariate regression analysis. The effects of the voluntary adoption of the IAS 
and the mandatory adoption of the IFRS are isolated using dummy variables. The doc-
toral dissertation concludes that a reduction of the cost of equity can only be observed 
for the mandatory application of the IFRS in Germany. The doctoral dissertation con-
tributes to the empirical accounting research to the effects of the adoption of interna-
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