With mass spectrometry imaging (MSI) on tissue microarrays (TMAs) a large number of biomolecules can be studied for many patients at the same time, making it an attractive tool for biomarker discovery. Here we investigate whether lymph node metastasis can be predicted from MALDI-MSI data. Measurements are performed on TMAs and then filtered based on spectral intensity and the percentage of tumor cells, after which the resulting data for 122 patients is further preprocessed. We assume differences between patients with and without metastasis are expressed in a limited number of features. Two univariate feature selection methods are applied to reduce the dimensionality of the MALDI-MSI data. The selected features are then used in combination with three classifiers. The best classification scores are obtained with a decision tree classifier, which classifies about 72% of patients correctly. Almost all the predictive power comes from a single peak (m/z 718.4). The sensitivity of our classification approach, which can be generically used to search for biomarkers, is investigated using artificially modified data.
Introduction
With matrix-assisted laser desorption/ionization mass spectrometry imaging (MALDI-MSI), biomolecules such as proteins, peptides, lipids and metabolites can be studied directly from tissue sections. Up to thousands of biomolecular species can be studied simultaneously and tissues with different disease states can be compared to find differences in the expression of biomolecules. In this way, biomarkers or biomarker patterns might be identified that are associated with specific disease states.
Tissue microarray (TMA) samples consist of arrays of small tissue pieces from different patients. Using TMAs, one can measure a large sample set under highly similar experimental conditions, and correlate the acquired data with clinical data. These properties make TMAs well suited for biomarker discovery studies. Up to a thousand patient samples per study can now be analyzed in a MALDI-MSI experiment [1] .
There have been several studies that correlate MALDI-MSI data with cancer progression, see for example [2] [3] [4] [5] [6] [7] [8] . So far, many studies that were successful in the identification of prognostic markers performed intact protein analysis on fresh frozen tissue sections [3, 8] . In [1, 9, 10] TMAs with samples from more than 100 patients were used. An important step in MALDI-MSI classification studies is to select features out of the high-dimensional data. This can for example be done based on the score of a univariate statistical test, or by performing Principal Component Analysis (PCA) and keeping only a few principal components. There are several ways to investigate the predictive power of the selected features. Perhaps the simplest way is to correlate individual features to the parameter of interest [1, 9] . It is also possible to combine features to increase their predictive power, for example by Hierarchical Clustering [3, 5, 8] . Alternatively, a classifier can be trained to predict the parameter of interest from the features [3, 7, 11] . Regardless of the approach chosen, the number of features associated with a prognostic parameter is typically less than 20. In some studies, an independent validation of the identified proteins is provided by immunohistochemistry.
Head and neck cancer is the world's sixth most common cancer. Despite advances in diagnostics and treatment strategies, survival rates have not improved over the last decades and remain poor, with a 5-year survival of approximately 50% [12] . The presence of lymph node metastasis at the time of diagnosis is a major predictor for prognosis.
Unfortunately, in around 30% of patients existing lymph node metastases are not detected with current diagnostic imaging techniques such as ultrasound-guided fine needle aspiration cytology (FNAC), computed tomography (CT) and magnetic resonance imaging (MRI).
Tumor profiling with biomarkers has recently shown promising results [13, 14] . A validated gene expression profile accurately predicted the absence of nodal metastasis in 89% of the patients. However, the use of this gene profile would lead to a large number of patients undergoing unnecessary treatment [15] . Mass-spectrometry based proteomic methods have been applied to identify markers associated with tumor aggressiveness and metastasis in oral cancer. Polachini et al. found 155 differentially expressed proteins favoring metastasis [16] . More recently, a proteomic analysis by Harris et al. revealed 72 peptide features associated with disease-specific death, metastasis and recurrence [17] . However, to our knowledge no proteomic profile with predictive capability has been generated yet.
This work focuses on the processing and analysis of high-dimensional MALDI-MSI data from TMAs to find biomarkers for head and neck cancer. We describe the quality measures taken to avoid the introduction of bias during data generation and data analysis, and we assess the sensitivity of our classification approach. Finally, we test whether we can predict lymph node metastasis from MALDI-MSI data of head and neck cancer tumors.
Materials and methods

Patient samples
For this study, 240 patient samples were available: 212 cases of oral squamous cell carcinoma (OSCC) and 28 cases of oropharyngeal squamous cell carcinoma (OPSCC). These samples came from patients with histologically proven oral or oropharyngeal squamous cell carcinoma that underwent surgery between 1996 and 2005 at the University Medical Center Utrecht in The Netherlands. Patients diagnosed with synchronous primary tumors or previous malignancies in the head and neck region were not included in this cohort [18] .
In our study, we use two TMAs that contain tissue cores excised from 120 patient samples. Per patient, three cores (0.6 mm in diameter) of the central part of the primary tumor were present, see Fig. 1b . In Table 1 , the number of patients which showed lymph node metastasis is listed. The two classes were randomly distributed across the TMAs. It is important to have a random distribution of the samples across a TMA to ensure the location of the samples on the TMA(s) is not a confounding factor in the analysis.
Sample preparation
The TMAs contain formalin-fixed paraffin-embedded (FFPE) tissue. This tissue is conserved by dehydration and cross-linking of the proteins with formalin. After formalin fixation, the tissue is embedded in paraffin to preserve tissue morphology and allow thin sectioning of the tissue. FFPE tissue is widely used for clinical applications, due to easy storage and handling.
The TMAs were prepared for MALDI-MSI analysis as previously described in [19] . We summarize the important steps below. First, serial 5 µm tick tissue sections were cut from the TMA blocks and mounted onto conductive indium tin oxide (ITO) coated glass slides (Delta Technologies, USA). Paraffin was removed using xylene washes (twice, 5 min). Paraffin needs to be removed, as it causes ion suppression during mass spectrometric analysis.
The goal of the next steps in the sample preparation is to make the proteins amenable to MSI analysis. First, rehydration is performed using graded ethanol washes (100%, 100%, 95%, 75% and 30%, all 5 min) and water washes (twice, 3 min). The used solvents were HPLC-grade. Then, (part of) the cross-linking is reversed (most likely through heatinduced hydrolysis [20] ) by incubation of the sample in a buffer at high temperature. The samples were incubated at 95°C in a 10 mM Tris buffer pH 9 for 20 min, and allowed to cool down to room temperature before briefly rinsing them with water. Afterwards, the samples were dried in a desiccator.
Trypsin was dissolved in 50 mM ammoniumbicarbonate plus 25 µM octylglucoside at a final concentration of 0.05 µg/µL. On-tissue digestion was performed using a Suncollect automatic sprayer (SunChrom, Germany). Eight layers were applied with a flow rate of 7.5 µL/min. The quick movement of the localized spray over the tissue ensures that the spatial information is retained. The samples were incubated at 37°C overnight in a humid environment (50% methanol in deionized water). N.E. Mascini et al.
Methods xxx (xxxx) xxx-xxx
Proteins in FFPE tissue are typically digested with trypsin to free them from remaining cross-links and aggregation which hinder their detection. A matrix solution of 5 mg/mL alpha-cyano-4-hydroxycinnamic acid (CHCA) in 1:1 ACN:H 2 O with 0.1% trifluoroacetic acid was used. Matrix was applied with the Suncollect sprayer. Eight successive coats were applied with an increasing flow rate of 7.5-20 µL/min.
MALDI-MSI measurements
The experiments were performed with a MALDI-QTOF instrument (Synapt G2Si HDMS, Waters, UK) in positive mode and an m/z range of 200-3500. Spectra were acquired with a stage step size of 100 µm and a laser frequency of 1000 Hz (laser spot diameter 60 µm), with the quadrupole set to have optimal transmission in the peptide region of the mass spectrum. The instrument was operated in sensitivity mode during all experiments, and on average 34 spatially resolved spectra were recorded for each core. Two data sets were acquired for each TMA; the second set of samples was rotated 180 degrees during preparation and measurement to avoid the introduction of bias.
MALDI-MSI spectra of FFPE tissue consist mainly of tryptic peptide and matrix peaks. An exemplary unprocessed mass spectrum can be found in Fig. 1a . MALDI-MSI studies of TMAs report the detection of around 500 peptide peaks [21, 22] . This is in line with our observation of on average 700 tissue-related peaks per patient in the range of m/z 700-3500.
As was previously observed for FFPE tissue [23] , the baseline of the spectrum has a hill shape. This feature becomes more pronounced after peak-picking of the spectra, see the next section and Fig. 2 . The elevated baseline is most likely caused by the rich mixture of molecules that is desorbed and ionized from the digested tissue surface. Formalin fixation-induced adducts might further increase the number of different ionized species [24] . Unresolved peaks lead to a loss in spectral resolution and a decrease in signal-to-noise ratio. A shorter digestion time of two hours did not improve the quality of the spectra. Replacing the Tris buffer (pH 9) with an acidic buffer (10 mM citric acid at pH 6), as was used in [25] , did also not improve the signal-to-noise ratio.
Tissue core selection and pre-processing of the spectra
After MALDI-MSI analysis, the samples were washed with 100% MeOH to remove the matrix and stained with hematoxylin and eosin (H &E) using a standard protocol, see Fig. 1b . The percentage of tumor cells per tissue core was determined by a dedicated head and neck pathologist. Only tissue cores with more than 80% tumor cells were used in this study. After this procedure there were still spectra from 122 patients, of which 74 were lymph node metastasis positive and 48 lymph node metastasis negative. Clinical follow-up data were available for all 122 patients (Supplementary Information).
Spectra from the cores were extracted for data processing and subsequent statistical analysis using an in-house developed MATLABbased software tool (The Mathworks, USA). This tool co-registers the MSI data and the H&E scan of the same sample to accurately extract 'ontissue' spectra. The extracted spectra were subjected to peak detection using the PEAPI algorithm [26] .
Two data sets were acquired for each TMA; the second set of samples was rotated 180 degrees during preparation and measurement to avoid the introduction of bias.
We tested the introduction of bias due to the location of the tissue cores on the tissue microarray slides by measuring serial sections which were rotated 180 degrees relative to the others during preparation and measurement. We could not detect a significant influence of the location on the data.
Data processing
For each patient, we have performed measurements on all available tumor cores (maximum three), and for each core, spectra were obtained at multiple locations or pixels. To reduce the variance in these measurements, they are combined per patient by summation. Afterwards, matrix-related peaks are removed, as illustrated by the purple dots in Fig. 2 . All peaks below m/z = 700 are filtered out, because most of them do not correspond to peptides. In the region of m/z 700-1500 peaks related to the matrix are located at the bottom of the spectrum, see Fig. 2 . To remove these peaks, the average patient spectrum is first smoothed with a second order Savitzky-Golay filter, and then peaks that lie below 75% of the smoothed average are removed. This SavitzkyGolay filter has a width of 125 data points, corresponding to an m/z range of 125. We then compute the average spectrum of all patients and its baseline, again using a second order Savitzky-Golay filter with a width of 125 data points. Note that 125 data points can now correspond to a larger m/z range because some peaks have been removed. Peaks that on average lie below the baseline are then removed from all patient spectra.
Since the patient spectra have slightly different baselines, we perform baseline correction per patient. For each patient, we first estimate the baseline with a median filter over a width of 125 data points. This estimate of the baseline is still rather noisy, so we smooth it with a second order Savitzky-Golay filter of the same width. For each patient, the smoothed baseline is then subtracted from the data, as illustrated in Fig. 3a . It is possible that some of the peaks lie below the baseline, so that they have a negative intensity after this procedure. This poses no problem for our classification approach, however. Finally, the baselinecorrected spectra per patient are normalized by total intensity. Fig. 3b shows examples of the resulting spectra for three randomly selected patients between m/z = 1000 and m/z = 1200. The processed spectra are qualitatively quite similar, but note that some of the peaks show significant differences between patients, which cannot be corrected for through a single normalization constant.
We remark that it would often be better to perform per-patient baseline correction and normalization before further data processing. However, the procedure described above, in which matrix and low-intensity peaks are first removed, gave us better qualitative agreement between patient spectra.
Feature selection
There are several ways to select features (i.e. m/z values), see for 
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example the discussion by Hilario et al. in Ref. [27] . Here we use univariate feature selection, which means that the features are ranked individually. We assume that class differences are expressed in a limited number of features, for example no more than five or ten. Individual features are then likely to show significant univariate differences. After several features have been selected by a univariate approach, a suitable classifier can combine them, potentially in a complex way. We use two univariate statistical tests: the Wilcoxon rank-sum test and the Kolmogorov-Smirnov test. These tests are performed on our training data, which contains two classes, to estimate how (dis)similar peaks are distributed in these classes. To select N features, the N peaks with the smallest p-values are retained.
Classification
Different types of classifiers have their own strengths and weaknesses, depending on the data that they are applied to. Since we do not know a priori what types of patterns will be present in our data, we use three different classifiers, as implemented in the Scikit-Learn library [28] :
• LDA: Linear Discriminant Analysis, which works well for linearly separable data.
• NBC: Naive Bayes Classifier, which can work well for data in which each single feature independently has (some) predictive power.
• DTC: Decision Tree Classifier, with a maximum depth of three. This classifier can handle more complex relations between the features by construction of a 'decision tree'.
To test the performance of the different classifiers, we use so-called k-fold cross-validation, with k = 10. The data is randomly partitioned into 10 subsamples of nearly equal size. Each subsample is once used for testing, with the rest of the data used for feature selection and training. Data from a patient is thus either used for testing or for training, but never for both. After cross-validation, each patient has been part of the test-group exactly once, so a full set of predicted class labels is obtained. Then the number of true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN) is determined.
Results and discussion
Classification of lymph node metastasis
The performance of binary classifiers can be judged by different metrics. Here we use a measure that can also be used when classes are of unequal size, namely Matthews correlation coefficient (MCC), also known as the φ coefficient:
,where TP is the number of true positives etc. The MCC coefficient lies between −1 and 1; these values indicate all predictions are wrong or correct, respectively, whereas 0 indicates there is no predictive power. If there are for example two equal size classes, for both of which 75% of the predictions is correct, the MCC score is 0.5. The prediction of lymph node metastasis using our workflow is shown in Fig. 4. For Fig. 4a these features were selected using the Wilcoxon rank-sum tests. The best results are obtained the decision tree classifier in combination with one or two features, by far the most important of which is m/z = 718.4. This results in an MCC score of about 0.4, and about 72% of the patients being classified correctly (TP, FP, TN, FN = 59 19 29 15) . For reference, this corresponds to a sensitivity of 80% and a specificity of 60%. This classification accuracy is comparable to the results of [15] (72% negative predictive value), which used a gene signature to predict lymph node metastasis.
For Fig. 4b the Kolmogorov-Smirnov test was used, and in combination with the decision tree classifier we also observe MCC scores of up to about 0.4 and 72% correct classifications. The same tissue-derived ion (m/z = 718.4) is again responsible for almost all the predictive power. The significance of a result is often expressed by the number of standard deviations it corresponds to. As discussed below and shown in Fig. 5 , the standard deviation in the MCC scores is about 0.15 when using randomized class labels, so that a score of 0.4 corresponds to almost three standard deviations. In Fig. 6 samples from the two metastasis classes are visualized using the m/z = 718.4 feature. The patients with and without metastasis have a different distribution, although there is also considerable overlap. MS/MS experiments might be performed to identify the tissue-derived ion at m/z 718.4.
Sensitivity of method
To get an idea of the sensitivity of the classification approach, we have performed tests with modified data. First, one representative peak with an m/z value of 1325.7 was selected, which had an average intensity. Then the class labels were randomized, after which the m/z 1325.7 peak was increased with a certain percentage in one of the classes. This increase was performed after pre-processing, but before feature selection. Then five features were selected using the Kolmogorov-Smirnov test, after which the LDA classifier was applied (we could also have used the naive Bayes or the decision tree classifier, Fig. 3 . (a) Example of a peak-picked spectrum with its baseline (black solid curve). The spectrum after baseline subtraction is also shown (green spectrum). (b) Examples of peak-picked spectra of three patients, after pre-processing, zoomed in on the range m/z 1000-1200. Peak-picked spectra are shown as continuous graphs for better readability. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Methods xxx (xxxx) xxx-xxx all work well for this type of artificial difference). Classification results for different increases are shown in Fig. 5a , based on data from 40 runs with randomized class labels. The error bars indicate the standard deviations in the MCC score, which are about 0.15. With an artificial increase of 70%, the MCC score is about 0.3, which corresponds to two standard deviations. Using the method and data presented here, we can thus expect significant classification scores when the intensity of a single peak differs by 70% between the classes. When multiple peaks would show a similar increase, classification scores would drastically go up, as long as the univariate differences are large enough for our feature selection procedure. We remark that the above results with modified data strongly depend on the signal to noise ratio of the spectra. When this ratio is high, peak intensities are large compared to their typical fluctuations, making it easier to distinguish class differences from random noise.
Tissue heterogeneity
A high signal to noise ratio of spectra and individual peaks is key for the successful detection of biomarkers. A challenge in this regard is that head and neck cancer tissue is quite heterogeneous: a small piece of a single tumor may contain different types of tissue. MALDI-MSI can help to overcome this, because it allows for histology-directed analysis. The approach taken here was to include tissue cores based on their tumor cell percentage, as determined by a dedicated head and neck pathologist. This was done because we use relatively small cores with a diameter of 0.6 mm. In studies with larger tissue cores it is also possible to select regions within a core, as done for example by Buck et al. for metabolite imaging [29] .
For the results presented in this paper we used tissue cores containing at least 80% tumor cells. When we instead select tumors cores containing at least 50% tumor cells, classification scores go drastically down. The m/z 718.4 peak is still selected in the majority of cases, but the best MCC scores are now below 0.1; much lower than the score of 0.4 found when using 80% tumor cells.
Conclusions
We have used MALDI-MSI data from head and neck cancer TMAs for the purpose of biomarker prediction. A large and well-matched set of tumors was used, which helps to compensate for the intrinsic heterogeneity of patient samples. The experimental methodology and the preprocessing of the obtained spectra was described, as well as the construction of a classifier for lymph node metastasis. We used two univariate feature selection methods, three different classifiers, and between one and ten features. The best results were obtained with a decision tree classifier, and almost all the predictive power was based on a single peak (m/z 718.4). We also demonstrated the sensitivity of our classification method, using artificially modified data.
The primary assumption behind our approach is that class differences are expressed in a limited number of features/peaks, so that they can be selected with a univariate test. Our approach is then a relatively simple way to search for biomarkers in MALDI-MSI data. Afterwards, independent validation of the found markers or patterns can be performed with different samples and different analytical methods.
