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A comparison of the entanglement measures negativity and concurrence
Frank Verstraete⋆, Koenraad Audenaert†, Jeroen Dehaene# and Bart De Moor$
Katholieke Universiteit Leuven, Department of Electrical Engineering, Research Group SISTA
Kard. Mercierlaan 94, B-3001 Leuven, Belgium
In this paper we investigate two different entanglement measures in the case of mixed states of
two qubits. We prove that the negativity of a state can never exceed its concurrence and is always
larger then
√
(1− C)2 + C2 − (1 − C) where C is the concurrence of the state. Furthermore we
derive an explicit expression for the states for which the upper or lower bound is satisfied. Finally
we show that similar results hold if the relative entropy of entanglement and the entanglement of
formation are compared.
03.65.Bz
The concept of negativity originates from the observa-
tion due to Peres [1] that taking a partial transpose of a
density matrix associated with a separable state is still
a valid density matrix and thus positive (semi)definite.
Subsequently M.Horodecki,P.Horodecki and R.Horodecki
[2] proved that this was a necessary and sufficient con-
dition for a state to be separable if the dimension of the
Hilbert space does not exceed 6. In the case of an entan-
gled mixed state two qubits, the negativity is defined as
two times the absolute values of the negative eigenvalue
of the partial transpose of a state. Recently, Vidal and
Werner proved that the negativity is an entanglement
monotone and therefore a good entanglement measure
[3]. Furthermore, the concept of negativity is of impor-
tance as it leads to upper bounds for the entanglement
of distillation.
The concept of concurrence originates from the seminal
work of Hill and Wootters [4,5] where the exact expres-
sion of the entanglement of formation of a system of two
qubits was derived. They showed that the entanglement
of formation, an entropic entanglement monotone, is a
convex monotonic increasing function of the concurrence.
Both measures have the same dimensionality and it is
therefore a natural question to compare them, as one is
related to the concept of entanglement of formation and
the other one to the concept of entanglement of distilla-
tion.
We will derive the possible range of values for the neg-
ativity if the concurrence of the state is known. First of
all we prove the following conjecture by Eisert and Plenio
[8]:
Theorem 1 The negativity of an entangled mixed state
of two qubits can never exceed its concurrence.
To prove this, we need the result of Wootters [5] that
a state with a given concurrence can always be decom-
posed as a convex sum of four pure states all having the
same concurrence. It is readily checked that the nega-
tivity of a pure state is exactly equal to its concurrence.
Due to linearity of the partial trace operation, the neg-
ativity of a mixed state is now obtained by calculating
the smallest eigenvalue of the matrix obtained by mak-
ing the convex sum of the partial transposes of the four
pure states which have all an equal negative eigenvalue.
It is a well-known result due to Weyl that the minimal
eigenvalue of the sum of matrices always exceeds the sum
of the minimal eigenvalues, which concludes the proof.2
The next step is to find the lowest possible value of the
negativity for given concurrence. To this end we need a
parameterization of the manifold of states with constant
concurrence. In [10], it was shown how the concurrence
changes under the application of a LQCC operation of
the type
ρ′ =
(A⊗B)ρ(A ⊗B)†
Tr ((A⊗B)ρ(A⊗B)†) (1)
The transformation rule is:
C(ρ′) = C(ρ)
| detA|| detB|
Tr ((A⊗B)ρ(A ⊗B)†) (2)
It was furthermore shown that for each density matrix
ρ there exists an A and B such that ρ′ is Bell diago-
nal. The concurrence of a Bell diagonal state is only
dependent on its largest eigenvalue λ1 [4]: C(ρBD) =
2λ1(ρBD) − 1. It is then straightforward to obtain the
parameterization of the surface of constant concurrence
(and hence constant entanglement of formation): it con-
sists of applying all complex full rank 2×2 matricesA and
B on all Bell diagonal states with the given concurrence,
under the constraint that
Tr
((
A†A
| det(A)| ⊗
B†B
| detB|
)
ρ
)
= 1.
It is clear that we can restrict ourselves to matrices A
and B having determinant 1 (A,B ∈ SL(2, C)), as will
be done in the sequel.
The extremal values of the negativity can now be ob-
tained in two steps: first find the state with extremal
negativity for given eigenvalues of the corresponding Bell
diagonal state by varying A and B , and then do an op-
timization over all Bell diagonal states with equal λ1.
The first step can be done by differentiating the follow-
ing cost function over the manifold of A,B ∈ SL(2, C):
1
Φ(A,B) = λmin
((
(A⊗B)ρBD(A⊗B)†
)Γ)
(3)
= λmin
(
(A⊗B∗)ρΓBD(A⊗B∗)†
)
(4)
under the constraint
Tr
(
(A⊗B∗)ρΓBD(A⊗B∗)†
)
= 1,
where the notation Γ is used to denote partial transposi-
tion.
There exists a very elegant formalism for differentiat-
ing the eigenvalues of a matrix: given the eigenvalue de-
composition of a hermitian matrix X = UΛU †, it is easy
to proof that Λ˙ = diag(U †X˙U), where ’diag’ means the
diagonal elements of a matrix. We can readily apply this
to our Lagrange constrained problem. Indeed, the com-
plete manifold of interest is generated by varying A and
B as A˙ = KA and B˙ = LB with K,L arbitrary complex
2x2 traceless matrices (the trace condition is necessary
to keep the determinants constant). Moreover the min-
imal eigenvalue is given by Tr(diag[0; 0; 0; 1]D) where D
is the diagonal matrix containing the ordered eigenval-
ues of C = PDP † = (A ⊗ B∗)ρΓBD(A ⊗ B∗)† and P the
eigenvectors of C. We proceed as
Φ˙ = Tr


P †C˙P




0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

 − µI4
︸ ︷︷ ︸
=J(µ)




C˙ = ((K ⊗ I2) + (I2 ⊗ L))C + C
(
(K† ⊗ I2) + (I2 ⊗ L†)
)
where µ is the Lagrange multiplier. An extremum is ob-
tained if ˙Phi vanishes for all possible traceless K and L.
Some straightforward algebra shows that this condition
is fulfilled iff CPJ(µ)P † = P (DJ(µ))P † is Bell diagonal
(up to local unitary transformations).
Next we have to distinguish two cases, namely when
the Lagrange multiplier µ = 0 and µ 6= 0. The first case
leads to the condition that the eigenvector of ρΓ corre-
sponding to the negative eigenvalue is a Bell state. It is
indeed easily checked that all density matrices with this
property have negativity equal to the concurrence, and
this is clearly an extremal case. We have therefore iden-
tified the class of states for which the negativity is equal
to the concurrence. It is interesting to note that both all
the pure states and all the Bell diagonal states belong to
this class.
The problem becomes much more subtle when the La-
grange multiplier does not vanish. Using the arguments
of the proof of theorem (5) in [10], it is easy to proof
that the partial transpose of an entangled state is always
full rank and has at most one negative eigenvalue: the
set of equations (10-13) in [10] is inconsistent with the
constraints λ3 ≤ 0 and λ4 < 0. P (DJ(µ))P † will there-
fore be Bell diagonal either if the eigenvectors of C are
Bell states, or possibly ifDJ(µ) contains eigenvalues with
a multiplicity of 2: in this last case the two eigenvectors
corresponding to the multiple eigenvalue are not uniquely
defined and can be rotated to Bell states if the two other
eigenvectors were already Bell states. As the first case
was already treated in the previous paragraph, we con-
centrate on the second case. Denoting the eigenvalues of
C as λ1, λ2, λ3 ≥ 0 ≥ λ4, the eigenvector corresponding
to λ4 can be different from a Bell state iff we choose the
Lagrange multiplier such that −µλ3 = (1 − µ)λ4. The
eigenvectors corresponding to λ1 and λ2 have to be Bell
states. Therefore all states for which the eigenvectors of
the partial transposes are , up to local unitary transfor-
mations, of the form
P =


1/
√
2 1/
√
2 0 0
0 0 1 0
0 0 0 1
1/
√
2 −1/√2 0 0


(
I2 0
0 U2
)
(5)
with U2 an arbitrary 2x2 unitary matrix will give ex-
tremal values of the negativity. The next step is there-
fore to find the state belonging to this class with minimal
negativity for fixed concurrence, or equivalently the one
with the largest concurrence for fixed negativity. Param-
eterizing the unitary U as
(
a −b
b∗ a∗
)
, the class of states
we are considering is parameterized as:

λ1+λ2
2
0 0 ab(λ3 − λ4)
0 λ3|a|
2 + λ4|b|
2 λ1−λ2
2
0
0 λ1−λ2
2
λ3|b|
2 + λ4|a|
2 0
a∗b∗(λ3 − λ4) 0 0
λ1+λ2
2


The concurrence of this state can be calculated by finding
the Cholesky decomposition of ρ = XX† and calculating
the singular values of XT (σy ⊗ σy)X . As ρ is a direct
sum of two 2x2 matrices, this can be done exactly:
σ1 =
λ1 + λ2
2
+ |ab|(λ3 − λ4) (6)
σ3 =
λ1 + λ2
2
− |ab|(λ3 − λ4) (7)
σ2 =
√
(λ3|a|2 + λ4|b|2)(λ3|b|2 + λ4|a|2) + λ1 − λ2
2
(8)
σ4 =
√
(λ3|a|2 + λ4|b|2)(λ3|b|2 + λ4|a|2)− λ1 − λ2
2
(9)
The concurrence is therefore given by:
C = 2(λ3 − λ4)|ab| − 2
√
(λ3|a|2 + λ4|b|2)(λ3|b|2 + λ4|a|2)
(10)
The task is now reduced to finding a, b, λ1, λ2, λ3 such
that C is maximized for fixed λ4. Some long but straight-
forward calculations lead to the optimal solution:
|a|2 = 1− |b|2 = λ3|λ4| (11)
λ1 = λ2 =
√
λ3|λ4| (12)
1 = λ1 + λ2 + λ3 + λ4 (13)
2
This solution corresponds to a state with two vanishing
eigenvalues, while the remaining two eigenvectors are a
Bell state and a separable state orthogonal to it:
ρ =


C/2 0 0 C/2
0 1− C 0 0
0 0 0 0
C/2 0 0 C/2

 (14)
The concurrence C is then related to the negativity
N = 2|λ4| by the equation
N2 + 2N(1− C)− C2 = 0. (15)
This equation defines the lower bound we were looking
for, as it relates the minimal possible value of the neg-
ativity for given concurrence. The state for which this
minimum is reached is special in the sense that it is a
maximally entangled mixed state [9,7]: no global unitary
transformation can increase its entanglement. Moreover
it is the only mixed state that can be brought arbitrary
close to a Bell state by doing local operations (LOCC) on
one copy of the state only: it is a quasi-distillable state
[7]. We have therefore proven:
Theorem 2 The negativity N of a mixed state with
given concurrence C is always smaller then C with equal-
ity iff the eigenvector of ρΓ corresponding to its negative
eigenvalue is a Bell state (up to local unitary transfor-
mations). Moreover the negativity is always larger then√
(1− C)2 + C2 − (1 − C), with equality iff the state is
a rank 2 quasi-distillable state.
A scatter plot of the negativity versus the concurrence
for all entangled states is shown in figure 1.
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FIG. 1. Range of values of the negativity for given concur-
rence.
A similar analysis can be performed to compare the
entanglement of formation [5] and the relative entropy of
entanglement [11]. It is well-known that they coincide
for pure states, and that the relative entropy of entangle-
ment can never exceed the entanglement of formation.
Due to the logarithmic nature of these quantities how-
ever, finding the states with minimal relative entropy of
entanglement for given entanglement of formation is very
hard to do analytically. Numerical investigations how-
ever showed that again the same quasi-distillable rank
2 states minimize the relative entropy of entanglement.
It is indeed possible to show that these states are local
minima to the optimization problem. Using the results
of Verstraete et al. [7], this minimal value is then given
by:
ER(ρ) = (C − 2) log(1 − C/2) + (1 − C) log(1 − C).
(16)
A scatter plot of the range of values of the relative en-
tropy of entanglement is given in figure 2.
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FIG. 2. Range of values of the Relative Entropy of Entan-
glement for given Entanglement of formation.
Both the relative entropy of entanglement and the neg-
ativity lead to upper bounds on the entanglement of dis-
tillation. The strict lower bounds for these quantities, de-
rived in this paper, are therefore nice illustrations of the
expected irreversibility of entanglement manipulations in
mixed states.
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