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Cap´ıtulo 1
Introduccio´n
Garantizar la conﬁdencialidad de los datos en los sistemas de informacio´n es una
cuestio´n frecuentemente abordada por investigadores. El objetivo ﬁnal de esta bu´squeda
se relaciona con garantizar que la informacio´n sensible sea compartida exclusivamente
entre partes autorizadas. Para esto es necesario tener control sobre la forma en que
dicha informacio´n se propaga dentro del sistema, y evitar que sea accedida por partes
no autorizadas.
El volumen de datos que manejan los sistemas de informacio´n es cada vez mayor y
hasta el momento no existe una u´nica solucio´n capaz de garantizar que los datos con-
ﬁdenciales sean correctamente protegidos. En los u´ltimos an˜os la creciente interaccio´n
entre sistemas de software que permiten a sus usuarios descargar co´digo desde terceras
partes y ejecutarlo localmente, ha signiﬁcado nuevos y mayores desaf´ıos para los in-
vestigadores. Co´mo garantizar al receptor que la ejecucio´n local de co´digo descargado
no representa una amenaza sobre la integridad y conﬁdencialidad de sus datos, es un
problema en permanente discusio´n, que intenta ser superado desde distintos enfoques.
La utilizacio´n de te´cnicas basadas en lenguajes de programacio´n (ver seccio´n 1.1),
las cuales desarrollaremos a lo largo de este trabajo, que permitan proteger la conﬁden-
cialidad de los datos, aparece como una solucio´n prometedora. En esta nueva era donde
es natural descargar software fora´neo para luego ejecutarlo localmente, los mecanismos
de seguridad convencionales, generalmente basados en capturar las llamadas al sistema
no son suﬁcientes y es aqu´ı donde las te´cnicas basadas en lenguajes de programacio´n
toman protagonismo.
Uno de los aspectos que se observa al indagar sobre el rumbo que ha tomado la
investigacio´n de esta problema´tica, es el hecho de que existe mucha bibliograf´ıa sobre
el control de ﬂujo de informacio´n (ver seccio´n 1.4) utilizando te´cnicas de lenguajes de
programacio´n, casi la totalidad de la misma esta´ orientada a lenguajes de alto nivel. Esto
es llamativo porque por ma´s precisas que sean estas te´cnicas lo que termina ejecuta´ndose
es la salida del compilador, o sea, un lenguaje de ma´quina o ma´s cercano al lenguaje
de ma´quina. Si consideramos que el co´digo mo´vil, tal es la denominacio´n que recibe
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el software descargado para luego ser ejecutado localmente, se encuentra mayormente
como lenguaje de bajo nivel [SM03] resulta imperativo aplicar los mecanismos de control
de ﬂujo sobre lenguajes de bajo nivel. En esta direccio´n, se han presentado algunos
trabajos como los desarrollados en [YI06], [YU07], [BCM04, MED06].
En particular en [BCM04, MED06], se presenta un lenguaje tipo assembler llamado
SIFTAL con control de ﬂujo de informacio´n. Los autores utilizan te´cnicas esta´ticas
que permiten veriﬁcar en tiempo de compilacio´n si el programa escrito en SIFTAL no
viola las pol´ıticas de conﬁdencialidad.
Este primer cap´ıtulo intenta dar una introduccio´n a las te´cnicas basadas en lengua-
jes de programacio´n para el control del ﬂujo de informacio´n. Presenta un resumen sobre
las diferentes l´ıneas de investigacio´n y los trabajos relacionados. Finalizando el cap´ıtulo
con la presentacio´n de la estructura de e´ste trabajo y sus contribuciones.
1.1. Seguridad Basada en Lenguajes de Programacio´n
En los 70 los sistemas estaban aislados. Para llegar a ellos era necesario pasar ba-
rreras de seguridad f´ısicas. Las actualizaciones de software eran realizadas por expertos
administradores. Los sistemas operativos estaban implementados con relativamente
pocas l´ıneas de co´digo y daban soporte a un conjunto reducido de aplicaciones. Las
pol´ıticas de seguridad estaban basadas en te´rminos de los objetos que el sistema ope-
rativo manejaba, como los procesos, archivos, dispositivos perife´ricos, etc.
Internet y los sistemas distribuidos cambiaron totalmente este entorno. Los sistemas
de software ya no esta´n aislados y son constantemente actualizados incluso muchas ve-
ces sin el consentimiento del usuario. Todo es ejecutable, un email, una pa´gina web,
etc. Los sistemas operativos aplican las pol´ıticas de seguridad cuando existen llamadas
al sistema y sobre los objetos que maneja, procesos, archivos, etc, trata´ndolos como
caja negra. Debido a estas dos cuestiones se hace dif´ıcil que el sistema operativo pueda
controlar las aplicaciones que reposan sobre e´l cuando no realizan llamadas al sis-
tema [MO01].
Hoy, los sistemas operativos no deben ni pueden encargarse de garantizar la seguri-
dad a nivel aplicacio´n, mas au´n en entornos distribuidos donde el co´digo mo´vil es uno
de los principales generadores de inseguridad [MO01]. Los mecanismos de control de
seguridad basados en lenguajes de programacio´n surgen como una solucio´n promete-
dora. E´stos se basan en analizar el co´digo de forma de detectar posibles violaciones a
cierta pol´ıtica de seguridad. Un inte´rprete de cierto lenguaje podr´ıa incluir chequeos de
seguridad tan o ma´s eﬁcaces como los que podr´ıamos encontrar en los chequeos reali-
zados a nivel del kernel de un sistema operativo. Dado que estos chequeos en ejecucio´n
podr´ıan afectar considerablemente la performance del programa, tambie´n es posible
moverlos al compilador. Un chequeador de tipos podr´ıa ser utilizado para deducir, en
tiempo de compilacio´n, co´mo se va a comportar el programa en ejecucio´n y de esta
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forma eliminar chequeos realizados en tiempo de ejecucio´n. Este trabajo sigue la l´ınea
que propone utilizar te´cnicas en tiempo de compilacio´n para detectar violaciones sobre
pol´ıticas de seguridad previamente deﬁnidas.
1.2. Co´digo Mo´vil y Proof Carrying Code
El software descargado para luego ser ejecutado localmente, dentro de un entorno
de sistemas distribuidos, se denomina co´digo mo´vil. Denominaremos al proveedor de
co´digo mo´vil productor, y consumidor a quien descarga dicho co´digo para ejecutarlo
localmente.
La interaccio´n entre sistemas por medio de co´digo mo´vil presenta una poderosa
forma de extender la funcionalidad de los sistemas de software, pero al mismo tiempo
compromete la seguridad del consumidor. De aqu´ı surgen las siguientes cuestiones:
¿Co´mo podemos garantizar que la ejecucio´n del co´digo mo´vil no utilizara´ recursos
del consumidor en forma malintencionada?
¿Co´mo podemos lograrlo sin la necesidad de una compleja infraestructura y sin
afectar la performance de su ejecucio´n?
Diferentes iniciativas han surgido para dar solucio´n a estos problemas, entre las que
se encuentran [NEC01]:
Firma digital
Esta te´cnica le garantiza al consumidor que el co´digo a descargar fue producido
por una organizacio´n o persona en quien el consumidor podra´ conﬁar o no. Aunque
exista la conﬁanza entre el productor y el consumidor, esta te´cnica es de´bil, dado
que el co´digo podr´ıa ser igualmente malicioso debido a errores de programacio´n
o desconocimiento.
Monitoreo de la ejecucio´n
Se basa en monitorear la ejecucio´n del co´digo descargado y ﬁnalizarla si se intenta
realizar alguna accio´n que no esta permitida. Por ejemplo, los applets de Java se
ejecutan en un ambiente en el cual se monitorea su ejecucio´n. En cuanto realizan
alguna accio´n que viola alguna pol´ıtica de seguridad (como por ejemplo leer o
escribir en el disco local) el entorno donde son ejecutados genera una excepcio´n,
abortando la ejecucio´n. El principal problema que presenta este mecanismo de
control es que afecta considerablemente la performance.
Java Bytecode
Consiste en utilizar Java Bytecode [GJS96] como co´digo mo´vil. Es simple y con
buena aceptacio´n, pero con las siguientes desventajas:
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- Espec´ıﬁco para Java
- Se requiere el chequeador de tipos de Java y el inte´rprete instalados en el
consumidor. Estructura demasiado grande para conﬁar.
- Como alternativa al inte´rprete se puede utilizar Java JIT (Just in Time)
Compiler, que traduce bytecode a co´digo nativo. Nuevamente el JIT compiler es
una pieza compleja y grande para conﬁar y lo que es ma´s importante, el co´digo
nativo que sera´ ﬁnalmente ejecutado no ha sido veriﬁcado.
La aparicio´n de Proof Carrying Code [NEC01] nace como alternativa a las te´cnicas
tradicionales planteadas anteriormente. PCC requiere que el productor provea junto
con el co´digo a entregar una prueba formal que garantiza que se cumple con ciertas
pol´ıticas de seguridad deﬁnidas por el consumidor. Luego, el consumidor debe veriﬁcar
que la prueba es va´lida para el co´digo entregado. La veriﬁcacio´n de la prueba es simple
y ra´pida a diferencia de la construccio´n de la prueba que requiere realizar el productor.
Si la prueba es va´lida el consumidor se asegura que la ejecucio´n sera´ segura.
Figura 1.1: Arquitectura PCC
En la Figura 1.1 se presentan los dos actores principales de la arquitectura Proof
Carrying Code: el productor y el consumidor. Cada actor posee diferentes responsabili-
dades y cuenta con diferentes componentes para ejecutarlas. Como punto de partida en
el uso de la arquitectura, el consumidor debe deﬁnir la pol´ıtica de seguridad donde se
especiﬁca bajo que´ condiciones es seguro ejecutar el co´digo provisto por el productor.
La pol´ıtica de seguridad esta´ compuesta por las reglas de seguridad y la interfaz. Las
reglas de seguridad describen todas las operaciones autorizadas y sus precondiciones de
seguridad asociadas. La interfaz describe las convenciones de llamada entre el consumi-
dor de co´digo y el co´digo remoto, estas son las invariantes que mantiene el consumidor
cuando invoca el co´digo remoto y las invariantes que el co´digo remoto debe establecer
antes de llamar a las funciones proporcionadas por el consumidor.
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El productor de co´digo debe compilar la pieza de software que desea compartir con el
consumidor tomando como entrada adema´s del co´digo fuente, la pol´ıtica de seguridad.
El resultado de la compilacio´n es co´digo de bajo nivel o intermedio, acompan˜ado de
anotaciones. Las anotaciones consisten en especiﬁcar los invariantes de los ciclos y un
par compuesto por una precondicio´n y una postcondicio´n por cada funcio´n provista.
La precondicio´n de una funcio´n es una especiﬁcacio´n formal de una condicio´n que debe
ser verdadera para poder invocar a la funcio´n. La postcondicio´n de una funcio´n es una
especiﬁcacio´n formal de una condicio´n que debe ser verdadera luego de ﬁnalizada la
ejecucio´n de la funcio´n. A este tipo de compiladores que generan co´digo con anotaciones
Necula en [NEC01] lo denomina compilador certiﬁcante.
El co´digo de bajo nivel junto con las anotaciones embebidas en e´l es procesado
por el VCGen (Veriﬁcation Condition Generation) quie´n produce un predicado de
seguridad para cada funcio´n del co´digo, de manera tal que dichos predicados puedan
ser demostrados si y so´lo si el co´digo a entregar es seguro de acuerdo a la pol´ıtica de
seguridad. Luego, los predicados de seguridad forman la condicio´n de veriﬁcacio´n (VC),
la cual es suministrada a un generador de pruebas quien intenta probar el predicado. Si
se prueba con e´xito la validez del predicado, se emite una representacio´n de la prueba
en LF (Logical Framework) [HAR1], que es esencialmente, ca´lculo lambda tipado.
Del lado del consumidor, el veriﬁcador de prueba recibe la condicio´n de veriﬁcacio´n,
que se vuelve a generar analizando el co´digo y sus anotaciones embebidas, y la prueba
expresada en LF. Su responsabilidad es comprobar que la prueba obtenida demuestra
la condicio´n de veriﬁcacio´n. Dado que la prueba es expresada en LF la veriﬁcacio´n de
la misma se puede llevar a cabo implementando un chequeador de tipos de LF.
A diferencia de los otros mecanismos, PCC posee las siguientes ventajas:
No requiere una gran infraestructura, dado que la veriﬁcacio´n de la prueba es
simple.
No afecta la performance de la ejecucio´n dado que la veriﬁcacio´n se realiza antes
de la ejecucio´n.
No requiere de otros mecanismos para funcionar como la criptograf´ıa o auten-
ticacio´n, aunque pueden coexistir sin problemas. Si la prueba o el co´digo es
modiﬁcado la veriﬁcacio´n fallara´. Si el co´digo modiﬁcado junto con la prueba
modiﬁcada pasan la veriﬁcacio´n, entonces la ejecucio´n igualmente sera´ segura.
Esto es conocido como Tamper resistance.
Se puede utilizar para validar muchas propiedades de seguridad; ba´sicamente, si
se puede probar su validez, PCC lo puede veriﬁcar.
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1.3. Proof Carrying Code y Preservacio´n de Tipos en
Compilacio´n
Para que la idea de PCC pueda ser llevada a la pra´ctica eﬁcientemente, como se
menciona en [PI01], necesitamos dar solucio´n a dos problemas:
¿Que´ propiedades de seguridad queremos que el co´digo posea?
¿De que´ forma los productores de co´digo mo´vil van a construir la prueba formal
que garantiza que el co´digo que entregan posee las propiedades deseadas?
La primera pregunta depende del contexto en el que nos encontremos. En el con-
texto de este trabajo, queremos que cumpla con las pol´ıticas de conﬁdencialidad de la
informacio´n. Es decir que los datos identiﬁcados como conﬁdenciales, no lleguen a per-
sonas no autorizadas. A esta propiedad se la conoce como no-interferencia (ver seccio´n
1.6).
La segunda pregunta trae a la pra´ctica la imposibilidad de generar automa´ticamente
para cualquier porcio´n de co´digo la construccio´n de una prueba formal. Es muy costoso
(y a veces irrealizable) para el productor de co´digo generar la prueba. Este problema
abrio´ varias l´ıneas de investigacio´n, que no sera´n discutidas aqu´ı.
Dado que PCC se presenta como una arquitectura gene´rica cuya idea es permitir al
consumidor chequear fa´cilmente que el co´digo descargado posee ciertas propiedades de
seguridad, puede ser implementado de varias formas. Una de estas formas, y quiza´s la
ma´s prometedora hoy, es combinar PCC con la te´cnica conocida como preservacio´n de
tipos en compilacio´n (type-preserving compilation [MOR85]) [PI01]. La idea es expresar
las propiedades de seguridad deseadas en te´rminos de expresiones de tipos. De esta
forma, los programadores actu´an como probadores de teoremas, dado que el programa
escrito en un lenguaje de alto nivel debe pasar el chequeo de tipos, en caso contrario,
debe ser modiﬁcado hasta que la compilacio´n se pueda realizar. Preservacio´n de tipos en
compilacio´n, requiere que tanto el lenguaje de alto nivel como el lenguaje de bajo nivel
sean tipados, dado que no so´lo traducen las sentencias de alto nivel a instrucciones
en un lenguaje de bajo nivel, sino que tambie´n traducen los tipos del lenguaje de
alto nivel a tipos en el lenguaje de bajo nivel [MOR85]. Preservan los tipos de las
expresiones, preservando, conceptualmente, la prueba. El co´digo mo´vil se distribuye
con sus anotaciones de tipos, y el consumidor veriﬁca las propiedades de seguridad
aplicando un chequeador de tipos.
En [WAL99] se presenta TAL (Typed Assembly Language). TAL es un lenguaje
assembler al estilo RISC con un sistema de tipos que permite garantizar principalmente
dos propiedades de seguridad:
1. Control del ﬂujo, es decir que los saltos no se realicen hacia direcciones de memoria
inva´lidas, sino siempre hacia entradas va´lidas del programa.
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2. Que las operaciones se realicen sobre tipos abstractos de datos correctos. Por
ejemplo, que no nos permita sumar (instruccio´n add) una direccio´n de memoria
de inicio de un bloque de co´digo con un valor entero.
De esta forma, en una arquitectura PCC un compilador con preservacio´n de tipos
podr´ıa generar co´digo TAL y el consumidor como parte de la veriﬁcacio´n de la prueba
ejecutara´ el chequeador de tipos de TAL. Si el programa pasa el chequeo de tipos,
podremos ejecutarlo con la garant´ıa de que no violara´ las pol´ıticas de seguridad para
las cuales TAL fue disen˜ado.
En el contexto de nuestro trabajo y dentro de la arquitectura PCC, la propiedad
que queremos veriﬁcar es no-interferencia.
1.4. Seguridad en el Flujo de Informacio´n
Diferentes mecanismos de seguridad han sido utilizados para garantizar la conﬁden-
cialidad de los datos, entre los cuales podemos mencionar la encriptacio´n que permite
proteger la informacio´n al transmitirla por una red. Los ﬁrewalls que protegen las co-
municaciones internas de las que existen fuera de nuestro sistema. Los antivirus, que se
basan en detectar patrones de co´digo previamente marcados como malintencionados.
Ninguno de ellos controla de que´ forma se propaga la informacio´n.
En el mecanismo de control de acceso conocido como Discretionary Access Control
(DAC) que fue disen˜ado para detectar y prevenir accesos no autorizados sobre objetos
de un sistema, se identiﬁca a cada sujeto autorizando o no el acceso a los objetos.
Pero de la misma forma que los otros mecanismos, una vez concedido el acceso sobre
el objeto, no se controla co´mo ese objeto se propaga dentro del sistema. Es decir, que
un sujeto (por ejemplo un usuario) con privilegios de administrador podr´ıa ejecutar
co´digo malintencionado o programas denominados troyanos los cuales al ejecutarse
con privilegios de administrador tienen acceso a cualquier objeto del sistema pudiendo
copiar datos sensibles en otros objetos que requieran menos privilegios de acceso. Como
consecuencia, usuarios no autorizados podr´ıan acceder a ellos.
Para garantizar que los datos sensibles son utilizados sin violar las pol´ıticas de
conﬁdencialidad no basta con restringir el acceso a ellos, sino que es necesario regular
el ﬂujo de dichos datos dentro del sistema.
Bell y LaPadula [BP73] fueron los primeros en presentar un modelo formal para
regular el ﬂujo de los datos dentro de un sistema de informacio´n. En su modelo ca-
da sujeto y objeto dentro del sistema posee un determinado nivel de seguridad. La
informacio´n puede ir desde cierto objeto a cierto sujeto so´lo si el nivel de seguridad
del sujeto es mayor al nivel de seguridad del objeto. En dicho modelo, tambie´n lla-
mado Multilevel Security [BP73], dos propiedades de seguridad deben ser cumplidas:
ningu´n proceso debe leer datos de un objeto con nivel mayor (“No Read Up”) y ningu´n
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proceso puede escribir datos en un objeto de nivel menor (“No Write Down”). Estas
reglas eran impuestas por el sistema independientemente de las acciones de los usuarios.
A diferencia de DAC, cuando es el sistema el que impone ciertas reglas se denomina
Mandatory Access Control. De esta forma, un troyano que es ejecutado en cierto nivel,
so´lo puede operar dentro de ese nivel y no copiar datos conﬁdenciales en objetos de
menor nivel. Es posible aplicar estas pol´ıticas de seguridad para regular el ﬂujo de la
informacio´n asignando un nivel de seguridad a cada elemento del sistema y deﬁniendo
de que´ manera el ﬂujo de la informacio´n se puede propagar entre los diferentes niveles.
Aplicando esta misma te´cnica al ana´lisis del co´digo mo´vil podemos controlar co´mo los
datos conﬁdenciales del consumidor se propagan.
Sin embargo, en la pra´ctica, este modelo resulto´ ser muy restrictivo. La performance
se ve afectada por la necesidad de realizar los chequeos en tiempo de ejecucio´n. Asimis-
mo, se requiere almacenar informacio´n adicional en cada objeto y sujeto del sistema
para reﬂejar el nivel asignado.
Pero lo que au´n es ma´s importante, es que dada su naturaleza dina´mica para
controlar el ﬂujo de la informacio´n, es incapaz de detectar ﬂujos de informacio´n im-
pl´ıcitos [DD77]. Los ﬂujos impl´ıcitos se generan por la estructura de control del progra-
ma a diferencia de los ﬂujos expl´ıcitos causados por una asignacio´n directa de datos con-
ﬁdenciales hacia datos pu´blicos. Existen otros tipos de ﬂujos de datos impl´ıcitos [VS97],
por ejemplo aquellos que se generan a partir de la terminacio´n o no terminacio´n de la
ejecucio´n de un algoritmo (termination channels) o aquellos de los cuales podr´ıamos
deducir algo a partir de la hora en que una accio´n determinada ocurre (timing chan-
nels) [AGA00]. Tambie´n ser´ıa posible obtener informacio´n a partir de la sobreutilizacio´n
de un recurso (memoria o disco) compartido (resource exhaustion channels). Este tra-
bajo se basa so´lo en aquellos ﬂujos impl´ıcitos que se generan a partir de la estructura
sinta´ctica del programa.
Supongamos dos niveles de seguridad: high y low. Un dato de nivel high es con-
siderado secreto o sensible mientras que un dato de nivel low es considerado pu´blico.
El siguiente ejemplo presenta un ﬂujo impl´ıcito desde una variable high y hacia una
variable low x:
x := 0;
if (y = 0) then x := 1;
Este ejemplo es inseguro, debido a que la asignacio´n x := 1 sobre una variable
low esta condicionada por el valor de la variable high y de la condicio´n. Mandatory
Access Control puede detectar esta asignacio´n mediante una etiqueta o marca que
indica el nivel de seguridad de los datos que un proceso esta manejando. La asignacio´n
x := 1 es detectada en ejecucio´n dado que un proceso de nivel high esta modiﬁcando
un objeto de nivel low. Ahora, si consideramos el caso en donde y 6= 0, ninguna
asignacio´n se lleva a cabo y por lo tanto ningu´n chequeo, lo cual nos permite deducir
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que el valor de la variable high y es distinto de 0 observando que x = 0. Determinar
que´ modiﬁcaciones son va´lidas requiere evaluar todos los posibles caminos que el ﬂujo
del programa puede tomar, lo cual es intratable a todo efecto pra´ctico. Una forma de
asegurar conﬁdencialidad para este ejemplo, es que la etiqueta que indica el nivel de
seguridad permanezca high todo el resto del programa, para que de esta forma todas
las variables sean tratadas como conﬁdenciales luego de que ﬁnalice la sentencia if.
Esto lleva a realizar aumentos en el nivel de seguridad de la etiqueta haciendo que este
modelo sea demasiado restrictivo para su uso.
1.5. Ana´lisis de Flujo de Informacio´n Basado en Sistema
de Tipos
Diferentes te´cnicas han sido estudiadas para dar solucio´n al problema de regular
el ﬂujo de informacio´n. Comenzando con el trabajo de Bell y LaPadula [BP73] que
proponen un mecanismo para regular el ﬂujo de informacio´n en ejecucio´n. Como se
menciono´ en la seccio´n anterior, los mecanismos de control en ejecucio´n, adema´s de
afectar la performance son incapaces de detectar ﬂujos de informacio´n impl´ıcitos.
Denning y Denning [DD77] son los primeros en utilizar te´cnicas esta´ticas para con-
trolar el ﬂujo de informacio´n, eliminando la imposibilidad de detectar ﬂujos impl´ıcitos.
Su propuesta denominada certiﬁcacio´n de programas presenta una forma de ana´lisis
del co´digo en tiempo de compilacio´n. Ba´sicamente consiste en acciones a ejecutar por
el compilador cuando una cadena perteneciente a cierta forma sinta´ctica es reconocida.
Estas acciones son realizadas junto con el chequeo de tipos y la generacio´n de co´digo.
Una propuesta ma´s reciente de realizar ana´lisis esta´tico de ﬂujo de informacio´n es
utilizando un sistema de tipos [VSI96]. Volpano, Smith e Irvine [VSI96], fueron los
primeros en expresar la propiedad de no-interferencia en te´rminos de expresiones de
tipos. En su trabajo [VSI96] presentan un lenguaje de alto nivel simple, cuyo sistema de
tipos expresa la propiedad de no-interferencia. Tambie´n incluyen una prueba formal de
que los programas escritos en su lenguaje que pasan el chequeo de tipos, cumplen con
la propiedad de no-interferencia. Es decir, que pueden ser ejecutados con la seguridad
que no contendra´n ﬂujos de informacio´n inva´lidos.
En un sistema de tipos con control de ﬂujo de informacio´n, cada expresio´n tiene
adema´s de su tipo de dato, un nivel de seguridad el cual indica de que´ manera ese dato
puede ser utilizado. Por ejemplo, la siguiente declaracio´n no solamente indica que x es
una variable de tipo int sino que, adema´s, indica que contendra´ valores pu´blicos.
int low: x;
Un programa se dice seguro si pasa el chequeo de tipos, asegurando que en ejecu-
cio´n no contendra´ ﬂujos inva´lidos. Al igual que el mecanismo presentado por Denning
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y Denning [DD77], utilizando un sistema de tipos tambie´n es posible detectar ﬂujos
impl´ıcitos. Para poder detectarlos se utiliza una etiqueta de seguridad global denomi-
nada program-counter (pc) que captura la dependencia en cuanto al nivel de seguridad
entre la condicio´n y el cuerpo de una sentencia de control. Considerando el ejemplo
presentado anteriormente, el valor del pc, luego de evaluada la condicio´n, es high. La
asignacio´n x := 1 es considerada segura si el nivel de seguridad de la variable x es
como mı´nimo tan restrictiva como el nivel de seguridad del pc. Dado que el nivel de la
variable x es low, el programa es rechazado por el chequeador de tipos como inseguro.
La etiqueta pc se corresponde con la marca utilizada por el modelo dina´mico, pero
posee una diferencia importante, el nivel de seguridad del pc, luego de terminada la
sentencia if, puede volver a ser el que ten´ıa en la instruccio´n previa a dicha senten-
cia. Esto se puede realizar debido a que la instruccio´n inmediatamente posterior a la
sentencia de control, se ejecutara´ independientemente del valor de la variable y en la
condicio´n. Como podemos observar, el ana´lisis en tiempo de compilacio´n puede mejo-
rar la precisio´n. Esto se debe a que el modelo dina´mico so´lo posee informacio´n de un
u´nico camino de ejecucio´n, mientras que el modelo esta´tico puede asegurar que todos
los posibles caminos de ejecucio´n de una sentencia if no poseen asignaciones inva´lidas.
Este mecanismo es el que cuenta con mayor aceptacio´n para asegurar el ﬂujo de
informacio´n, aunque tambie´n posee algunas limitaciones. Por ejemplo, los siguientes
programas sera´n rechazados como inseguros por un sistema de tipos como el desarro-
llado en [VSI96]. Mientras que ambos cumplen con la propiedad de no-interferencia.
(a) int low: x; int high: y;
y := 1;
if (y = 1) then x := 1 else x := 2;
(b) int low: x; int high: y;
if (y = 1) then x := 1 else x := 2; x := 1;
1.6. No-Interferencia
De forma de tratar rigurosamente que´ queremos decir con ﬂujo de informacio´n
seguro y poder probar que el ana´lisis realizado es correcto, el concepto de seguridad
en el ﬂujo de informacio´n es desarrollado en funcio´n de lo que es conocido como no-
interferencia (en ingle´s, “noninterference”) [GM82]. No-interferencia formaliza el hecho
de que el uso de datos sensibles no interﬁere o afecta datos pu´blicos de la siguiente
manera: si tomamos dos ejecuciones diferentes de un mismo programa cuyos valores
de entrada diﬁeren, a lo sumo, en las variables declaradas como high, los valores de
salida low no deben verse afectados al ﬁnal de las ejecuciones. El siguiente programa
por ejemplo,
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int low: x; int high: y;
y := x + 1;
es seguro dado que los valores de la variable low x no se ven afectados, por cambios
hechos sobre la variable high y. Sin embargo, el programa,
int low: x; int high: y;
x := y;
es inseguro dado que si tomamos 2 y 3 como los valores iniciales de la variable high
y, los valores de salida de la variable low x var´ıan.
1.7. Lenguajes de Bajo Nivel
Tal como se describe en [SM03] mucho esfuerzo ha sido focalizado en lenguajes de
alto nivel, pero poco en asegurar no-interferencia en lenguajes de bajo nivel. Controlar
el ﬂujo de informacio´n en lenguajes lo ma´s cercano posible al co´digo que ejecutara´ la
ma´quina tiene sus ventajas por sobre los lenguajes de alto nivel. En primer lugar,
mucho co´digo malintencionado es distribuido luego de ser compilado y segundo, si el
ana´lisis de ﬂujo de informacio´n ha sido realizado sobre el co´digo fuente, tenemos que
conﬁar que el co´digo compilado preserva las mismas propiedades de seguridad. Por otro
lado, realizar el ana´lisis de ﬂujo de informacio´n en los lenguajes de bajo nivel tiene una
complicacio´n adicional debido a que los programas carecen de estructura sinta´ctica.
Asimismo, y a favor de la ﬂexibilidad en la pra´ctica, es importante contar con una
funcio´n de compilacio´n que traduzca programas de alto nivel escritos en un lenguaje
con ana´lisis de ﬂujo de informacio´n, a un lenguaje de bajo nivel con anotaciones que
permitan la validacio´n de que el ﬂujo es seguro.
Otra complicacio´n que presentan los lenguajes tipo assembler por sobre los lenguajes
de alto nivel, es la utilizacio´n que estos realizan de la pila de ejecucio´n. Dado que la
te´cnica de compilacio´n ma´s difundida se basa en el uso de una pila de ejecucio´n, es
necesario incorporar el tratamiento y manipulacio´n de la pila de forma tal que garantice
que no se ﬁltrara´ informacio´n a trave´s de su utilizacio´n. Por ejemplo, aquellos elementos
que sean agregados a la pila con cierto nivel de seguridad l, deben ser recuperados con,
como mı´nimo, con el mismo nivel de seguridad l. En el siguiente cap´ıtulo se describen
otras formas ma´s sutiles de ﬁltrado de informacio´n a trave´s del uso de la pila.
1.8. Trabajos Relacionados
Seguidamente presentamos algunos trabajos destacados en el a´rea con la ﬁnalidad
de encuadrar el contexto del presente trabajo. De ninguna manera se pretende dar una
lista completa.
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1.8.1. Lenguajes de Alto Nivel
El primer trabajo en establecer formalmente que un programa correctamente tipa-
do veriﬁca no-interferencia se presenta en [VSI96]. All´ı se describe un sistema de tipos
con niveles de seguridad para un lenguaje con procedimientos de primer orden y se
prueba que garantiza no-interferencia. Luego, el foco en investigacio´n sobre el ana´lisis
de ﬂujo de informacio´n se centro´ en aumentar las caracter´ısticas de los lenguajes de
programacio´n. Banerjee y Nauman [BN02] desarrollaron un sistema de tipos extendi-
endo el presentado en [VSI96] para un lenguaje orientado a objetos basado en Java y
prueban que garantiza no-interferencia. Este lenguaje incluye, entre otras, las siguientes
caracter´ısticas: punteros, accesibilidad de las variables (pu´blicas y privadas), binding
dina´mico y herencia. Otra construccio´n importante que se estudio´ fue el manejo de
excepciones. El hecho de que una excepcio´n pueda propagarse daba lugar a la gen-
eracio´n de ﬂujos impl´ıcitos. Volpano y Smith [VSI96] proponen un sistema de tipos
para controlar los ﬂujos impl´ıcitos causados por la propagacio´n de excepciones que
mas tarde es mejorado por Myers [MYE99]. El ana´lisis de ﬂujo de informacio´n en
lenguajes concurrentes tambie´n es objeto de estudio. Volpano y Smith [SV98] probaron
no-interferencia para un lenguaje multithreaded. Sabelfeld [SAB01] extendio´ el sistema
de tipos para manejar sincronizacio´n entre threads. Recientemente Alejandro Russo en
su tesis de doctorado [RUS08] propone nuevas te´cnicas para evitar ﬁltrado de informa-
cio´n producido en lenguajes multithreaded cuando variables privadas afectan el tiempo
de ejecucio´n de un thread. Cuando esto sucede, el scheduler puede pasar el control a
otro thread afectando el orden de co´mo las variables pu´blicas son modiﬁcadas. Esto se
conoce como Internal Timing Covert Channel [RUS08].
Heintze y Riecke [HR98] trabajaron en el ana´lisis de ﬂujo de informacio´n en un
lenguaje del paradigma funcional denominado SLam Calculus. En su trabajo presentan
un sistema de tipos con niveles de seguridad para SLam y la prueba de que asegura no-
interferencia. Luego, Pottier y Simonet [PS02] extendieron el sistema de tipos de SLam
con referencias, manejo de excepciones y polimorﬁsmo y probaron no-interferencia.
1.8.2. Implementaciones
En la actualidad existen pocas implementaciones de lenguajes que realicen ana´lisis
de ﬂujo de informacio´n. Esto se debe, en parte, a las limitaciones y restricciones de
varios de los modelos existentes.
La primera implementacio´n de envergadura fue JFlow [MYE99] una extensio´n del
lenguaje Java [GJS96] que permite el ana´lisis esta´tico de ﬂujo de informacio´n. Una
importante caracter´ıstica de JFlow por sobre otros trabajos en chequeo esta´tico de
ﬂujo de informacio´n, es que fue pensado para un modelo de programacio´n que sea
utilizable en la pra´ctica. Dado que el autor no apunta a contar con una demostracio´n
formal de la correctitud de su sistema (tal demostracio´n se encuentra inexistente al
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d´ıa de la fecha), esto permite una ﬂexibilidad considerable para escribir programas de
forma natural. Algunas de la caracter´ısticas que favorecen esta ﬂexibilidad son:
Label polymorphism consiste en asignar variables de seguridad a las variables del
programa (en lugar de constantes como low y high). Luego el sistema determina
las restricciones que deben imponerse a las variables de seguridad para que el
programa resultante sea seguro.
La posibilidad de insertar chequeos en tiempo de ejecucio´n en el caso de que el
sistema no pueda determinar que el ﬂujo de informacio´n no es seguro.
Inferencia automa´tica, siempre que sea posible, de los niveles de seguridad de los
datos.
El compilador de JFlow denominado JIF [MNZZ99], recibe un programa al cual le
aplica el chequeo de tipos, luego elimina las anotaciones y lo traduce a co´digo Java que
puede ser compilado por cualquier compilador de Java.
Flow Caml [SIM03] es una extensio´n del lenguaje Objective Caml con un sistema
de tipos con niveles de seguridad. Al igual que JIF, Flow Caml toma como entrada un
programa fuente, realiza el chequeo del ﬂujo de informacio´n respecto de las pol´ıticas
de seguridad especiﬁcadas por el programador y produce co´digo Objective Caml que
puede ser compilado por cualquier compilador de este lenguaje.
1.8.3. Lenguajes de Bajo Nivel
Entre los trabajos que estudiaron el ana´lisis de ﬂujo de informacio´n en lenguajes
de bajo nivel se encuentran [YI06], [BCM04] y [BBR04]. En [BBR04] se presenta un
sistema de tipos con niveles de seguridad para un lenguaje de bytecode. Tambie´n pre-
sentan un lenguaje de alto nivel tipo while y su traduccio´n con preservacio´n de tipos. El
lenguaje de bytecode presentado tiene importantes limitaciones detalladas en [BB08].
En [BB08] se mejora la precisio´n del ana´lisis del ﬂujo de informacio´n para bytecode,
sin relacionar los resultados con un lenguaje de alto nivel. En [YI06] se presenta un
lenguaje tipo RISC, llamado TALc, con un sistema de tipos con niveles de seguridad.
Los autores prueban que los programas bien tipados garantizan no-interferencia. Tam-
bie´n incluyen una funcio´n de compilacio´n con preservacio´n de tipos. En [BCM04] se
presenta SIFTAL un lenguaje basado en tal [WAL99] con un sistema de tipos con
niveles de seguridad. Los autores demuestran que los programas bien tipados garantizan
no-interferencia. Existen diferencias en cuanto a la forma en que los autores de [YI06]
y [BCM04] solucionaron el problema que presentan los lenguajes de bajo nivel para
detectar ﬂujos de informacio´n impl´ıcitos. Si bien el trabajo presentado en [YI06] posee
una funcio´n de compilacio´n que no se encuentra presente en [BCM04] [MED06], TALc
posee la limitacio´n de requerir pilas con la misma longitud durante la ejecucio´n de
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las ramas high de una sentencia condicional. Esto reduce la cantidad de programas
que cumplen con no-interferencia que sera´n aceptados por el sistema de tipos. Otras
diferencias y con mayor detalle entre estos dos trabajos en [MED06].
1.9. Contribuciones y Estructura del Trabajo
Este trabajo primero presenta un lenguaje de alto nivel junto con un sistema de
tipos que garantiza que los programas bien tipados satisfacen no-interferencia. Luego
presenta un lenguaje de bajo nivel basado en Typed Assembly Language [WAL99], al
que denominamos SecTAL (Secure Typed Assembly Language), junto con un sistema
de tipos que satisface propiedades similares. Finalmente, presenta una funcio´n de com-
pilacio´n junto con una demostracio´n de que preserva la propiedad de no-interferencia.
La funcio´n de compilacio´n ha sido implementada al igual que un chequeador de tipos
para SecTAL1.
Las contribuciones pueden resumirse de la siguiente manera:
La deﬁnicio´n de una funcio´n de compilacio´n de un lenguaje imperativo sencillo
hacia un lenguaje de bajo nivel basado en Typed Assembly Language.
La prueba de un resultado de preservacio´n de tipado que muestra que si el pro-
grama fuente es bien tipado (y por ende seguro) tambie´n lo sera´ el resultado de
compilar el mismo.
Un resumen de este trabajo fue publicado en ASSE’09 [EBM09].
Estructura del trabajo. Los dos siguientes cap´ıtulos presentan el lenguaje objeto
y el lenguaje fuente de la funcio´n de compilacio´n. El cap´ıtulo 2 presenta el lenguaje
objeto. Este cap´ıtulo tiene el propo´sito de presentar con ma´s detalle el lenguaje ob-
jeto de modo que sirva de introduccio´n al cap´ıtulo 3 donde se presenta la funcio´n de
compilacio´n y la prueba de preservacio´n de tipos. En el cap´ıtulo 4 se describe la imple-
mentacio´n realizada y las herramientas utilizadas para el desarrollo del compilador. El
capitulo 5 presenta las conclusiones ﬁnales. El ape´ndice A muestra las demostraciones
de no-interferencia del lenguaje de alto nivel.




En este cap´ıtulo describiremos SecTAL (Secure Typed Assembly Language), el
lenguaje objeto de nuestra funcio´n de compilacio´n. SecTAL es una variante del lengua-
je SIFTAL [BCM04, MED06] que permite reuso de registros. Ambos esta´n equipados
con un sistema de tipos que garantiza no-interferencia, con la diferencia que SIFTAL
requiere que los registros mantengan su nivel de seguridad a lo largo de todo el proceso
de validacio´n del ﬂujo de informacio´n. Pero esto no es aceptable [MED06] dado que
la intencio´n es validar el ﬂujo de informacio´n sobre co´digo generado por compiladores
que utilizan pra´cticas esta´ndares reutilizando libremente los registros. SIFTAL al igual
que SecTAL son lenguajes que pertenecen a la familia de lenguajes assembler tipados
como TAL [WAL99] y STAL [MCGW02].
2.1. Complicaciones en Lenguajes de Bajo Nivel
2.1.1. Falta de Estructura Sinta´ctica
Como se menciono´ anteriormente una de las mayores complicaciones que poseen los
lenguajes de bajo nivel es que carecen de estructura sinta´ctica. Esto impide reconocer
fa´cilmente do´nde termina una bifurcacio´n condicional (tanto sentencias condicionales
como iterativas) para que sea seguro bajar el nivel de seguridad del pc. Si bien nue-
stro lenguaje objeto es SecTAL, y haremos referencia a e´l, cabe destacar que esto ha
sido resuelto por los autores de SIFTAL [BCM04, MED06], y adoptado en SecTAL
sin cambios. Este problema es resuelto utilizando lo que se denomina junction point,
aquellos puntos de un programa en donde las ramas de una bifurcacio´n condicional
convergen. Dado que las bifurcaciones condicionales pueden estar anidadas, el sistema
de tipos de SecTAL maneja una estructura de pila de junction points para asegurar
que los programas este´n correctamente estructurados. Para poder manipular esta pila
se utilizan las instrucciones jumpJP y pushJP, que proveen al sistema de tipos infor-
macio´n extra para realizar el ana´lisis correspondiente. Estas instrucciones en realidad
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pc level x : int>
y : int>;
z : int⊥
low if x = 0
high then y := 1
high else y := 2;
low z := 3
L1 : bnz r1, L2
mov r2, 1
jmp L3
L2 : mov r2, 2
L3 : mov r3, 3




L2 : mov r2, 2
jmpJP L3
L3 : mov r3, 3
(a) Language de alto nivel (b) Lenguaje assembler (c) SecTAL
Figura 2.1: Ejemplo de un ﬂujo de informacio´n impl´ıcito.
son directivas de tipado. Una vez terminado el chequeo de tipos, la instruccio´n pushJP
puede ser eliminada y la instruccio´n jumpJP puede ser reemplazada por una instruccio´n
jmp convencional, para que luego el programa pueda ser ejecutado por una ma´quina.
El ejemplo de la ﬁgura 2.1 describe la utilizacio´n de estas dos instrucciones.
La ﬁgura 2.1 (a) presenta un programa en un lenguaje de alto nivel que cumple
con la propiedad de no-interferencia. El lenguaje de alto nivel utilizado para el ejemplo
posee solo dos niveles de seguridad: low y high. Para ilustrar el uso de las directivas de
tipado, el programa de alto nivel declara tres variables: x de tipo entero high (int>),
y tambie´n de tipo entero high y z de tipo entero low (int⊥). All´ı se puede apreciar
que la asignacio´n z := 3 no depende de la variable entera high x con lo cual es seguro
bajar el pc a low. El programa de la ﬁgura 2.1 (b) es la traduccio´n esta´ndar al lenguaje
assembler. Note aqu´ı que el pc puede ser aumentado a high despue´s de la ejecucio´n de
la instruccio´n bnz, pero no hay forma de determinar cuando puede ser bajado a low
para poder realizar la modiﬁcacio´n de la variable pu´blica z, representada por el registro
r3. El programa de la ﬁgura 2.1 (c) es la traduccio´n a SecTAL (sin la declaracio´n de los
bloques de co´digo para simpliﬁcar) del programa de la ﬁgura 2.1 (a). Este ejemplo en
SecTAL utiliza la etiqueta L3 como junction point, para determinar el punto donde la
impl´ıcita instruccio´n if converge y as´ı poder bajar el pc a low. La instruccio´n pushJP
inserta en el tope de la pila la etiqueta L3 que solo puede ser removida por la instruccio´n
jumpJP. De esta forma, el bloque de co´digo etiquetado por L3 puede iniciar su ejecucio´n
con un pc pu´blico.
2.1.2. Estructura de Pila
La seccio´n anterior explica la diﬁcultad (y su solucio´n) que se presenta en los lengua-
jes de bajo nivel para determinar la estructura sinta´ctica de un programa. En esta
seccio´n abordamos las complicaciones adicionales que trae la incorporacio´n de una pila
de control. El uso de la pila permite diferentes y nuevas formas de generar ﬂujos de
informacio´n inva´lidos. Al igual que en la seccio´n anterior el sistema de tipos de SIF-
TAL [BCM04, MED06] controla el uso de la pila, garantizando que no habra´ ﬂujos de
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informacio´n inva´lidos. Esto fue adoptado en SecTAL sin cambios.
Con la intencio´n de que los ejemplos desarrollados a continuacio´n sean claros, ex-
plicamos brevemente parte de la sintaxis de SecTAL. La siguiente seccio´n se encarga
de deﬁnir la sintaxis con precisio´n.
SecTAL posee instrucciones para manipular la pila de control, a saber: salloc
para asignar espacio en el tope, sfree para liberar espacio, sld para leer valores de
la pila y sst para almacenar valores en la pila. Considere el ejemplo de la ﬁgura 2.2.
La expresio´n CodehΓ | s | pci junto al nombre de la etiqueta es el tipo del bloque de
co´digo, donde Γ contiene los registros y sus tipos, antes del comienzo de la ejecucio´n.
s es la pila de junction points explicada en la seccio´n anterior y pc indica el nivel de
seguridad inicial. En Γ contamos con el registro de puntero de pila sp, el cual apunta al
inicio de la pila. Por ejemplo, si tenemos sp : int>.int⊥., decimos que la pila contiene
dos elementos, el primero es un entero high y el segundo es un entero low. La ﬁgura 2.2
muestra un ejemplo de ﬂujo de informacio´n inva´lido que se genera por el uso de la pila
de control. El programa comienza en el bloque de co´digo Lstart , con el tope de la pila
con tipo entero low.







Lhigh Codeh{r0 : int⊥, r1 : int⊥, r2 : int>, sp : int⊥.} | LJP . | >i
sst sp[0], r1
jmpJP LJP
LJP Codeh{r0 : int⊥, r1 : int⊥, r2 : int>, sp : int⊥.} |  | ⊥i
sld r1, sp[0]
. . .
Figura 2.2: Flujo de informacio´n inva´lido generado a trave´s del uso de la pila
Luego de la inicializacio´n de los registros r0 y r1, el programa prepara la pila de
junction points almacenando la etiqueta LJP y ejecuta el salto condicional que depende
del valor high almacenado en el registro r2. Note que en las dos ramas de la bifurcacio´n
condicional se cambia el valor almacenado en el tope de la pila, mediante el uso de la
instruccio´n sst. En una de las ramas el valor es 0 y en la otra es 1. Dado que los valores
son diferentes, cuando el programa llega al junction point LJP , se puede generar un
ﬂujo de informacio´n inva´lido por el uso de la instruccio´n sld que recupera el tope de la
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pila y lo guarda en el registro low, r1. Es decir, para diferentes valores de entrada en
el registro high r2, el registro low r1 puede terminar con valores diferentes. El sistema
de tipos de SecTAL rechazara´ este tipo de programas al considerarlos inva´lidos por
no permitir almacenar en la pila un valor de menor nivel de seguridad que el pc actual
(ver la regla de tipado T-Sst).
Otras formas de ﬂujos de informacio´n inva´lidos se generan alterando el taman˜o
de la pila cuando el pc es high. El programa de la ﬁgura 2.3 asigna espacio en la
pila para almacenar dos valores enteros low, 0 y 1. Luego prepara la pila de junction
points almacenando la etiqueta LJP , y ejecuta el salto condicional que depende del
valor high almacenado en el registro r2. La rama cuya etiqueta es Lhigh , libera el tope
de la pila utilizando la instruccio´n sfree. Cuando el programa llega al junction point
LJP , se puede generar un ﬂujo inva´lido, dado que el valor que se asignara´ al registro r1
dependera´ de la rama ejecutada, es decir, del valor almacenado en el registro high r2.
Podr´ıamos evitar este ﬂujo de informacio´n inva´lido si prohibie´ramos liberar espacios
low de la pila cuando el pc es high. Sin embargo, esto no es suﬁciente.
El ejemplo de la ﬁgura 2.4 presenta un caso similar, pero el valor liberado de la pila
es high en lugar de low. El valor high del tope de la pila es liberado u´nicamente cuando
la rama cuya etiqueta es Lhigh es ejecutada. Cuando el programa llega al junction point
LJP , se puede generar un ﬂujo inva´lido dado que el valor que se asignara´ al registro r1
dependera´ de la rama ejecutada, es decir del valor almacenado en el registro high r2.
Si la rama ejecutada es Lhigh el valor ﬁnal en r1 sera´ 1 y sino sera´ 0.
Por los ejemplos de las ﬁguras 2.3 y 2.4 se puede concluir que la causa de la gen-
eracio´n de ﬂujos de informacio´n inva´lidos no es el nivel de seguridad que posee el
elemento a liberar de la pila sino la variacio´n del taman˜o de la pila. La propuesta de los
autores de SIFTAL y adoptada en SecTAL para evitar estos ﬂujos inva´lidos, es com-
binar la pila de junction points con la pila de control. De esta forma los junction points,
adema´s de la funcio´n explicada en la seccio´n anterior, se utilizan como marcas dentro
de la pila de control. Estas marcas indican que partes de la pila de control pueden
asignarse y modiﬁcarse durante la ejecucio´n de una rama con pc high (aquellas por
encima de la etiqueta del junction point), y cuales deben mantenerse sin alteraciones
(aquellas por debajo de la etiqueta del junction point).
Las etiquetas agregadas como tipos en la pila de control, so´lo sera´n utilizadas du-
rante el chequeo de tipos y nunca durante la ejecucio´n. Se puede observar en la ﬁgu-
ra 2.7, que la regla SO Push no produce ningu´n efecto sobre la pila en ejecucio´n.
2.1.3. Tipos Polimo´rﬁcos
Como habra´n notado, en los ejemplos de las ﬁguras 2.3 y 2.4 se utilizan (. . .),
en los tipos de la pila (sp), en el bloque de co´digo LJP , para ocultar la necesidad
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Lhigh Codeh{r1 : int⊥, r2 : int>, sp : int⊥.int⊥.} | LJP . | >i
sfree 1
jmpJP LJP
LJP Codeh{r1 : int⊥, r2 : int>, sp : int⊥. . . .} |  | ⊥i
sld r1, sp[0]
. . .
Figura 2.3: Flujo de informacio´n inva´lido generado por quitar de la pila una posicio´n
con nivel de seguridad low
de requerir tipos polimo´rﬁcos que nos permitan tipar dichos programas. Tomando el
ejemplo de la ﬁgura 2.3, se puede ver que los tipos de la pila son sp : int⊥. . . . para
el bloque de co´digo LJP . Mientras que los tipos de la pila para una de las ramas de
la bifurcacio´n es sp : int⊥.int⊥. y para la otra (que quita de la pila un elemento) es
sp : int⊥.. Podemos notar que las pilas coinciden en el tipo del tope y diﬁeren en el
resto. Entonces, en la deﬁnicio´n del bloque de co´digo que representa el junction point
necesitamos expresar el tipo esperado en el tope y dejar que el resto sea cualquier tipo
(int⊥. y  respectivamente). En general, queremos expresar el tipo de ciertos elementos
del tope y dejar que el resto sea instanciado con tipos diferentes. Para esto utilizamos
tipos variable de pila [MCGW02]. Este mecanismo es necesario para la implementacio´n
de funciones recursivas, ya que en estos casos cada nueva llamada recursiva requiere
almacenar en la pila la direccio´n de retorno, con lo cual se obtendr´ıa una pila diferente.
Si utilizamos el tipo variable de pila X, entonces la deﬁnicio´n de la pila para el
bloque de co´digo LJP de la ﬁgura 2.3, se podr´ıa volver a escribir de la siguiente forma:
int⊥.X. Luego, para instanciar dicha variable, deber´ıamos cambiar el primer jmpJP a
jmpJP LJP [int⊥.] y el segundo a jmpJP LJP [].
2.2. Sintaxis
Un programa SecTAL es un conjunto de bloques etiquetados de instrucciones.
A cada bloque se le asigna un tipo que indica los requisitos que deben cumplir los
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Lhigh Codeh{r1 : int⊥, r2 : int>, sp : int>.int⊥.int⊥.} | LJP . | >i
sfree 1
jmpJP LJP
LJP Codeh{r1 : int⊥, r2 : int>, sp : int>.int⊥. . . .} |  | ⊥i
sld r1, sp[1]
. . .
Figura 2.4: Flujo de informacio´n inva´lido generado por quitar de la pila una posicio´n
con nivel de seguridad high
registros y la pila de control para que ese bloque pueda ser ejecutado. La ﬁgura 2.5
muestra la sintaxis de los tipos. En SecTAL se deﬁne un orden parcial para los niveles
de seguridad, denotado por Lsec. Los elementos menor y mayor de dicho orden son ⊥ y
>, respectivamente. Utilizamos t (junta) para obtener el supremo entre dos elementos,
y v, para indicar el orden. No´tese, que si bien SecTAL es un lenguaje rico en niveles
de seguridad, e´ste sera´ utilizado como lenguaje objeto del lenguaje de alto nivel que
se deﬁne en el cap´ıtulo 3, al cual denominamos While. Como veremos ma´s adelante,
While posee dos niveles de seguridad, L (low) y H (high). Con lo cual, so´lo utilizaremos
los elementos menor y mayor de Lsec, ⊥ y > para la traduccio´n.
Enteros (int), tuplas (hσ0, . . . , σni o hσi) y los tipos de los bloques de co´digo
(CODEh∀[Θ]Γ | pci) son tipos ba´sicos (τ). Estos tipos ba´sicos son anotados con un
nivel de seguridad l que se obtiene de niveles de seguridad para formar los tipos con
nivel de seguridad (σ). Los tipos de los bloques de co´digo se forman por el contexto
de tipado de registros, Γ, que mapea registros a sus tipos (incluye el registro sp), el
program-counter pc y una lista de tipos variables de pila Θ. Θ liga las variables libres
en Γ. Escribiremos X,Θ para denotar una secuencia de tipos variables de pila, donde
X esta en el primer lugar y no esta incluida en Θ. Los tipos de la pila de control (Σ) son
secuencias de tipos de componentes de la pila y etiquetas de bloques de co´digo para
referirnos a junction points. El tipo nonsense es utilizado cuando se reserva espacio
en la pila. Indica posiciones de pila no inicializadas. Usamos FV (Σ) para obtener las
variables libres en Σ. El tipado del heap mapea direcciones de memoria del heap a tipos
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niveles de seguridad l,pc ∈ Lsec
tipos con nivel de seguridad σ ::= τ l
tipos ba´sicos τ ::= int | hσ0, . . . , σni | CODEh∀[Θ]Γ | pci
tipado de registros Γ ::= {r1 : σ1, . . . , rn : σn, sp : Σ}
tipos de la pila de control Σ ::= X |  | σˆ · Σ | L · Σ
tipos de componentes de la pila de control σˆ ::= σ | ns
tipado del heap Ψ ::= {`1 : σ1, . . . , `n : σn}
tipado de la conﬁguracio´n de ma´quina SecTAL Ω ::= [Ψ,Γ,pc]
Figura 2.5: Sintaxis de tipos de SecTAL
conﬁguracio´n de ma´quina SecTAL Π ::= (H,R,B)
heap H ::= {`1 : h1, . . . , `n : hn}
etiquetas del heap ` ::= p | L
valores del heap h ::= hw, . . . , wi | CODEh∀[Θ]Γ | pcil.B
registros R ::= {r1 : w1, . . . , rn : wn, sp : S}
bloques de co´digo B ::= halt | jmp v | jmpJPL[Σ] | ι;B
instrucciones ι ::= aop rd, rs, v | bnz r, v | mov r, v | ld rd, rs[i]
st rd[i], rs | pushJP L | salloc i | sfree i
sld rd, sp[i] | sst sp[i], rs | sstNsl level, sp[i], rs
operaciones aritme´ticas aop ::= add | sub | mul
operandos v ::= r | w | v[Σ]
valores w ::= i | p | L | w[Σ]
valores de componentes de la pila wˆ ::= w | ns
pila S ::=  | wˆ · S
Figura 2.6: Sintaxis de SecTAL
con niveles de seguridad. Ψ mapea tipos de bloques de co´digo a sus etiquetas L y tipos
de tuplas a etiquetas de tupla p. Finalmente, el tipado de la conﬁguracio´n de ma´quina
Ω requiere informacio´n de tipado de Ψ, Γ y pc.
La ﬁgura 2.6 muestra la sintaxis de la conﬁguracio´n de ma´quina. Una conﬁguracio´n
de ma´quina SecTAL es una tupla (H,R,B) donde H es el heap, mapea etiquetas a
valores del heap, R representa el conjunto de registros, mapea registros a valores y
B es el bloque de co´digo que se esta ejecutando. ` es un bloque de co´digo L o una
etiqueta de tupla1 p. Un valor h almacenado en el heap es un bloque de co´digo con
nivel de seguridad o una tupla de valores. Los valores pueden ser constantes enteras
(i), una etiqueta p o una etiqueta seguida de una serie de tipos de la pila de la forma
L[Σ1] . . . [Σn]. El sistema de tipos no permite tipar cadenas con la forma i[Σ] . . . [Σ] ni
1Tener en cuenta que para la funcio´n de compilacio´n no se utilizaron tuplas.
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p[Σ] . . . [Σ]. El conjunto de registros ri, incluye sp que apunta al inicio de la pila de
control. Un operando v puede ser un registro o un valor. Para obtener el tipo de un
operando, utilizamos la funcio´n Ψ ∪ Γ, deﬁnida a continuacio´n:
(Ψ ∪ Γ)(v) def=

Γ(r) si v = r
Ψ(v) si v = p or v = L
int⊥ si v = i
CODEh∀[Θ]ΓΣX | pci
l si v = v0[Σ] y
(Ψ ∪ Γ)(v0) = CODEh∀[X,Θ]Γ | pcil
Las instrucciones de SecTAL esta´n basadas en las instrucciones de STAL [MCGW02].
Como se menciono´ anteriormente, en SIFTAL y adoptado en SecTAL, adema´s de las
instrucciones assembler esta´ndar se incluyen dos directivas de tipado jumpJP y pushJP
para manipular la pila de junction points. SecTAL adema´s incluye otra directiva de
tipado sstNsl la cual puede reemplazarse por la instruccio´n sst despue´s de realizado
el chequeo de tipos. De igual forma que en SIFTAL la directiva de tipado jumpJP se
reemplaza por la instruccio´n jmp. sstNsl level, sp[i], r guarda en la pila el registro r
con tipo level independientemente del tipo actual de r. En la seccio´n 3.2.2 se explica
con ma´s detalle el uso de dicha directiva de tipado.
Como se menciono´ anteriormente, las instrucciones de salto (jmp, bnz, jmpJP) pueden
instanciar los tipos variables de pila del bloque de co´digo de destino. Para implementar
dicha instanciacio´n, deﬁnimos la nocio´n de sustitucio´n de tipos variables de pila por
tipos de pila.
Una sustitucio´n γ es un conjunto ﬁnito de pares (X,Σ), con X siendo el tipo variable
de pila y Σ el tipo de pila. Usamos ΓΣX para indicar la sustitucio´n de todas las ocurren-
cias libres del tipo variable de pila X en Γ con Σ. Esta notacio´n tambie´n es utilizada
para indicar sustitucio´n en todas las categor´ıas sinta´cticas, valores, operandos, tipos,
bloques de co´digo, etc. Una aplicacio´n de una sustitucio´n en Γ se escribe as´ı Γ{γ}.
Si Θ es una secuencia de tipos variable de pila X1, . . . , Xn y Σ es una secuencia








, si {Xi, . . . , Xn}∩
FV (Σi−1) = ∅, para 2 ≤ i ≤ n.
La deﬁnicio´n precisa para cada una de las categor´ıas sinta´cticas se muestra a con-
tinuacio´n.
































CODEh∀[Θ]Γ | pciΣX def= CODEh∀[Θ0]Γ{γ}ΣX | pci
con γ renombre Θ hacia Θ0
y Θ0 fresh (Θ0 6⊆ FV (Σ) ∪ {X})
hσ1, . . . , σniΣX def= hσ1ΣX , . . . , σnΣXi







{r1 : σ1, . . . , rn : σn, sp : Σ1}ΣX
def= {r1 : σ1ΣX , . . . , rn : σnΣX , sp : Σ1ΣX}
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(σˆ · Σ1)ΣX def= σˆΣX · Σ1ΣX








def= Y ΣX ,Θ
Σ
X
Bloques de co´digo tipado
(CODEh∀[Θ]Γ | pcil.B)ΣX
def= CODEh∀[Θ0]Γ{γ}ΣX | pci
l
.B{γ}ΣX
con γ renombre Θ hacia Θ0
y Θ0 fresh (Θ0 6⊆ FV (Σ) ∪ {X})









def= jmpJP L[Σ1ΣX ]
(aop rd, rs, v)
Σ
X
def= aop rd, rs, vΣX
(bnz r, v)ΣX
def= bnz r, vΣX
(mov r, v)ΣX






















def= sst sp[i], rs
(sstNsl level, sp[i], rs)
Σ
X
def= sstNsl level, sp[i], rs
2.3. Sema´ntica Operacional
La sema´ntica operacional de SecTAL se deﬁne en la ﬁgura 2.7. Es igual a aquella
deﬁnida para SIFTAL, con el agregado de la instruccio´n sstNsl. Note que el efecto que
produce dicha instruccio´n en ejecucio´n es igual al efecto que produce la instruccio´n sst.
Esto se debe, como explicamos anteriormente, a que sstNsl es una directiva de tipado
y sera´ reemplazada por sst antes de comenzar la ejecucio´n. De forma similar, se puede
observar que la directiva de tipado jmpJP L tiene el mismo efecto en ejecucio´n que
jmp v cuando v = L. Particularmente, la directiva de tipado pushJP no tiene ningu´n
efecto en ejecucio´n y puede ser eliminada una vez ﬁnalizado el chequeo de tipos.
Utilizamos sema´ntica operacional del tipo estructural o small-step [PL81]. Decimos
que una conﬁguracio´n de ma´quina Π evalu´a en Π0, si Π → Π0. Usamos  para la
clausura transitiva y reﬂexiva de →.
Para ejecutar la instruccio´n jmp v, primero se obtiene la etiqueta del bloque de
co´digo de destino de v y luego el bloque de co´digo desde el heap. Deﬁnimos la funcio´n
Rˆ para obtener el valor de un operando v.
Rˆ(v) =

R(r), si v = r
w, si v = w
Rˆ(v1)[Σ], si v = v1[Σ]
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(H,R,B) −→ Π
donde si B = entonces Π =
jmp v (H,R,B0ΣΘ) SO Jmp
donde Rˆ(v) = L[Σ] y H(L) = CODEh∀[Θ]Γ | pc0il.B0
jmpJP L[Σ] (H,R,B0ΣX) SO JmpJP
donde H(L) = CODEh∀[X]Γ | pc0il.B0
aop rd, rs, v;B0 (H,R[rd := n], B0) SO Arith
donde n = Rˆ(v)⊕R(rs)
bnz r, v;B0 (H,R,B0) SO Bnz1
donde R(r) = 0
bnz r, v;B0 (H,R,B00ΣΘ) SO Bnz2
donde R(r) 6= 0, Rˆ(v) = L[Σ]
y H(L) = CODEh∀[Θ]Γ | pc00il.B00
mov r, v;B0 (H,R[r := Rˆ(v)], B0) SO Mov
ld rd, rs[i];B0 (H,R[rd := wi], B0) SO Load
donde R(rs) = p y H(p) = hw0, . . . , wi, . . . , wni
st rd[i], rs;B0 (H[p := hw0, . . . , R(rs), . . . , wni], R,B0) SO Store
donde R(rd) = p y H(p) = hw0, . . . , wi, . . . , wni
pushJP L;B0 (H,R,B0) SO Push
salloc i;B0 (H,R[sp := ns · . . . · ns| {z }
i
·S], B0) SO Salloc
donde R(sp) = S
sfree i;B0 (H,R[sp := S], B0) SO Sfree
donde R(sp) = wˆ1 · . . . · wˆi · S
sld rd, sp[i];B0 (H,R[rd := wi], B0) SO Sld
donde R(sp) = wˆ0 · . . . · wˆi · S
sst sp[i], rs;B0 (H,R[sp := wˆ0 · . . . · wˆi−1 ·R(rs) · S], B0) SO Sst
donde R(sp) = wˆ0 · . . . · wˆi · S
sstNsl level, sp[i], rs;B0 (H,R[sp := wˆ0 · . . . · wˆi−1 ·R(rs) · S], B0) SO SstNsl
donde R(sp) = wˆ0 · . . . · wˆi · S
Figura 2.7: Sema´ntica Operacional
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2.4. Sistema de Tipos
En esta seccio´n presentamos las reglas de tipado para SecTAL. Como se men-
ciono´ anteriormente, SecTAL es una variante de SIFTAL, con lo cual no es la in-
tencio´n de esta seccio´n la de dar una deﬁnicio´n completa, la misma puede encontrarse
en [BCM04, MED06]. Aqu´ı presentamos lo necesario para comprender el siguiente
cap´ıtulo.
Para comenzar deﬁniremos la siguiente notacio´n. Si Γ = {r1 : σ1, . . . , rn : σn, sp :
Σ}, entonces Dom(Γ) es el conjunto {r1, . . . , rn, sp}. Utilizaremos Γ[r := σ] para repre-
sentar el contexto de tipado de registros luego de una modiﬁcacio´n a Γ con la asociacio´n
r : σ. Dado que σ ::= τ l, utilizaremos la notacio´n σtl1 que signiﬁca τ ltl1 . Deﬁnimos
label(τ l) = l.
Las reglas de tipado que se presentan a continuacio´n, esta´n organizadas dentro de
los siguientes juicios de tipado:
ΘB τ ok Tipo bien formado
ΘB σ ok Tipo de seguridad bien formado
ΘB Σ ok Tipo de pila bien formado
BΨ ok Tipo de heap bien formado
ΘB Γ ok Tipo de banco de registros bien formado
ΘB τ ≤ τ 0 Subtipado de tipos ba´sicos
ΘB σ ≤ σ0 Subtipado de tipos de seguridad
ΘB Γ ≤ Γ0 Subtipado de bancos de registros
ΘBΨ w : σ wval Valores word bien tipados
Θ | ΓBΨ v : σ opnd Operando bien tipado
BΨh : σ hval Valor de heap bien tipado
Θ | Γ | pcBΨ B blk Bloque de co´digo bien tipado
BΨS : Σ cstack Pila de control bien tipada
BH : Ψ heap Heap bien tipado
BΨR : Γ regBank Banco de registros bien tipado
B(H,R,B) : [Ψ,Γ,pc] machConﬁg Ma´quina bien tipada
Las reglas de tipado que determinan que un bloque de co´digo B es bien tipado, bajo
Θ, Γ, Ψ y el program-counter pc, se presentan en las ﬁguras 2.8 y 2.9. Observando
la regla [T-Halt] podemos ver que la instruccio´n halt es tratada como si fuera una
instruccio´n jmp que salta a un junction point que ﬁnaliza el programa. Debido a esto,
se espera que en el tope de la pila se encuentre la etiqueta Halt. Luego, el juicio
Θ B Γ ok veriﬁca que Γ este bien formado con respecto a Θ. Las reglas para los tipos
bien formados se muestran en la ﬁgura 2.12. Para que la instruccio´n jmp v se pueda
tipar, el contexto de tipado de registros Γ debe ser compatible con el esperado por el
CAPI´TULO 2. EL LENGUAJE OBJETO 32
bloque de destino v. Esto se logra utilizando subtipado cuyas reglas se muestran en
la ﬁgura 2.10. Adema´s, un bloque de co´digo solo puede saltar a otro bloque de co´digo
cuyo nivel de seguridad es igual o mayor. Un tratamiento similar tiene la instruccio´n
jmpJP L[Σ]. Primero que nada, para poder saltar al bloque de co´digo cuya etiqueta es
L, L debe estar en el tope de la pila. Segundo, el contexto de tipado de registros Γ
debe ser compatible con el esperado por el bloque de destino L. Esto incluye el pasaje
de los junction point aun pendientes que se encuentran en Γ(sp). Los tipos variables
de pila X, que aparecen en Ψ(L) se instancian con Σ. Asumimos que los bloques de
co´digo que representan junction points tienen so´lo un tipo variable de pila y aparece al
ﬁnal. De all´ı la condicio´n Γ0(sp) = α1 · . . . ·αn ·X en la hipo´tesis de la regla en cuestio´n.
Finalmente, dado que el junction point baja el nivel del pc, el nivel de seguridad
del bloque de co´digo L es irrelevante. No existen restricciones sobre las operaciones
aritme´ticas como se puede ver en la regla [T-Arith]. El nivel de seguridad del registro
rd, se obtiene de aplicar la junta entre el pc, y los niveles de seguridad de rs y v. La
directiva de tipado pushJP L agrega L al tope de la pila y luego se utiliza esta nueva
pila para tipar el resto del bloque de co´digo. La condicio´n pc v pc0 asegura que cuando
el junction point L sea llamado, el nivel de seguridad de pc0 en L no sea mas bajo que
el nivel de seguridad actual. Con la instruccio´n salloc i simplemente se agregan i tipos
nonsense a la pila, y se utiliza la nueva pila para tipar el resto del bloque de co´digo.
De forma similar, la instruccio´n sfree i remueve los primeros i componentes de la
pila. Estos componentes no pueden ser etiquetas, ya que interferir´ıa con la estructura
de junction points (solo las directivas jmpJP y pushJP pueden manipular los junction
points). El resto de las reglas de tipado siguen la misma forma. Las reglas [T-SstNs]
y [T-SstNsl], merecen un comentario aparte ya que no esta´n presentes en SIFTAL.
La regla [T-SstNs] se utiliza para tipar la instruccio´n sst sp[i], rs cuando la posicio´n
i de la pila es un tipo nonsense. La regla [T-SstNsl] se utiliza para tipar la directiva
de tipado sstNsl level sp[i], rs, la cual guarda en la pila el registro r2 con tipo level
independientemente del tipo actual de r2.
Las reglas de tipado para los valores, los operandos y los valores del heap se muestran
en la ﬁgura 2.13. Como podemos ver las constantes reciben el tipo int⊥. El tipo de los
bloques de co´digo se obtiene de Ψ. Tambie´n contamos con una regla de subtipado que
permite utilizar σ0 donde σ es esperado siempre que σ0 < σ. Luego, la regla [T-WvalInst]
se utiliza para tipar valores con la forma w[Σ]. Lo mismo aplica para las reglas de los
operandos. Finalmente, la regla [T-CBlk] se utiliza para tipar bloques de co´digo con
nivel de seguridad.
Las reglas de tipado de la pila de control, el heap, los registros y la conﬁguracio´n
de ma´quina se presentan en la ﬁgura 2.11. Note que las reglas de la pila de control no
requieren comentarios adicionales con la excepcio´n de [T-ConSLbl], que indica que para
tipar la pila las etiquetas de los junction points deben ser ignoradas. La regla [T-Heap]
dice que para que el heap tipe cada etiqueta que pertenezca a su dominio, debe estar
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asociada a un valor del heap tipado. De forma similar, la regla [T-RegBank] dice que
para que el conjunto de registros tipen, cada uno de los registros, con excepcio´n de sp,
tiene que estar asociado a un valor tipado. Por u´ltimo, como se puede ver en la regla
[T-MachConﬁg], para tipar una conﬁguracio´n de ma´quina (H,R,B) se requiere que el
heap, los registros, el bloque de co´digo actual y la pila de control tipen respecto de Ψ,
Γ y el nivel de seguridad del pc.
El siguiente teorema nos dice que para una conﬁguracio´n de ma´quina tipable siem-
pre habra´ una regla sema´ntica que nos permita avanzar un paso en la ejecucio´n o
evaluacio´n, o bien terminamos la ejecucio´n.
Teorema 1 (progreso). Si BΠ : [Ψ,Γ,pc] machConﬁg entonces existe Π0 tal que
Π −→ Π0, o Π tiene la forma de (H,R, halt) con Γ(sp) = Halt · Σ.
Esquema de prueba. La demostracio´n del Teorema 1 (progreso) es por ana´lisis de
casos sobre la derivacio´n de tipos de BΠ : [Ψ,Γ,pc] machConﬁg.
Por otro lado, el siguiente teorema nos dice que luego de avanzar un paso en la
ejecucio´n, la conﬁguracio´n de ma´quina obtenida sera´ tipable.
Teorema 2 (preservacio´n). Si BΠ : Ω machConﬁg y Π −→ Π0 entonces existe Ω0 tal
que BΠ0 : Ω0 machConﬁg.
Esquema de prueba. La demostracio´n del Teorema 2 (preservacio´n) es por ana´lisis
de casos sobre la derivacio´n de Π −→ Π0.
2.5. Ejemplo
La ﬁgura 2.14 presenta un programa escrito en SecTAL para el ca´lculo del factorial.
Consiste en cuatro bloques de co´digo, a saber fact , nonzero, cont y tp. El ca´lculo del
factorial comienza en el bloque de co´digo fact y se calcula sobre un valor positivo y
privado almacenado en el registro r2. Cuando la ejecucio´n llega al bloque nonzero, las
instrucciones sst sp[0], r2 y sst sp[1], ra preparan la pila para la llamada recursiva.
Luego, cuando la instruccio´n jmp fact[int>·tp·X] se ejecuta, se instancia el tipo variable
de pila X para que la pila del bloque llamador coincida con la pila del bloque llamado.
Finalmente, cuando la ejecucio´n llega al bloque de co´digo cont y los componentes de la
pila son accedidos mediante la instruccio´n sld, los registros r2 y ra poseen los mismos
tipos que cuando fueron almacenados en la pila anteriormente.
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Θ | Γ | pcBΨ B blk
ΘB Γ ok Γ(sp) = Halt · Σ
Θ | Γ | pcBΨ halt blk
[T− Halt]
Θ | ΓBΨ v : CODEh∀[·]Γ0 | pc0il opnd
ΘB CODEh∀[·]Γ0 | pc0i ≤ CODEh∀[·]Γ | pc t li
Θ | Γ | pcBΨ jmp v blk
[T− Jmp]
ΘB CODEh∀[·]Γ0ΣX | pc0i ≤ CODEh∀[·]Γ[sp := Σ0] | li
Γ0(sp) = α1 · . . . αn ·X ΘB Σ ok Γ(sp) = L · Σ0 Ψ(L) = CODEh∀[X]Γ0 | pc0il
Θ | Γ | pcBΨ jmpJP L[Σ] blk
[T− JmpJP]
Θ | ΓBΨ rs : int l1 opnd Θ | ΓBΨ v : int l2 opnd
Θ | Γ[rd := intpctl1tl2 ] | pcBΨ B blk
Θ | Γ | pcBΨ aop rd, rs, v;B blk
[T− Arith]
ΘB CODEh∀[·]Γ0 | pc0i ≤ CODEh∀[·]Γ | pc t l1 t l2i
Θ | ΓBΨ r : int l1 opnd Θ | ΓBΨ v : CODEh∀[·]Γ0 | pc0il2 opnd
Θ | Γ | pc t l1 BΨ B blk
Θ | Γ | pcBΨ bnz r, v;B blk
‘ [T− CondBranch]
Θ | ΓBΨ v : τ1l1 opnd Θ | Γ[r := τ1pctl1 ] | pcBΨ B blk
Θ | Γ | pcBΨ mov r, v;B blk
[T−Mov]
Θ | ΓBΨ rs : hσ0, . . . , σi, . . . , σnil1 opnd
Θ | Γ[rd := σtpctl1i ] | pcBΨ B blk
Θ | Γ | pcBΨ ld rd, rs[i];B blk
[T− Ld]
Figura 2.8: Reglas de tipado para bloques de co´digo (Parte 1)
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Θ | ΓBΨ rd : hσ0, . . . , σi, . . . , σnil opnd Θ | ΓBΨ rs : σi opnd
pc t l v label(σi) Θ | Γ | pcBΨ B blk
Θ | Γ | pcBΨ st rd[i], rs;B blk
[T− St]
Ψ(L) = CODEh∀[Θ0]Γ0 | pc0il0
pc v pc0 Γ(sp) = Σ Θ | Γ[sp := L · Σ] | pcBΨ B blk
Θ | Γ | pcBΨ pushJP L;B blk
[T− Push]
Γ(sp) = Σ Θ | Γ[sp :=
iz }| {
ns · . . . · ns ·Σ] | pcBΨ B blk
Θ | Γ | pcBΨ salloc i;B blk
[T− Salloc]
Γ(sp) = σˆ1 · . . . σˆi · Σ Θ | Γ[sp := Σ] | pcBΨ B blk
Θ | Γ | pcBΨ sfree i;B blk
[T− Free]
Γ(sp) = σˆ0 · . . . · σˆi−1 · τ l · Σ Θ | Γ[rd := τpctl] | pcBΨ B blk
Θ | Γ | pcBΨ sld rd, sp[i];B blk
[T− Sld]
Γ(sp) = σˆ0 · . . . · σˆi−1 · ns · Σ
Θ | ΓBΨ rs : τ l opnd
Θ | Γ[sp := σˆ0 · . . . · σˆi−1 · τpctl · Σ] | pcBΨ B blk
Θ | Γ | pcBΨ sst sp[i], rs;B blk
[T− SstNs]
Γ(sp) = σˆ0 · . . . · σˆi−1 · τ1l1 · Σ pc t l2 v l1
Θ | ΓBΨ rs : τ2l2 opnd Θ | Γ[sp := σˆ0 · . . . · σˆi−1 · τ2l1 · Σ] | pcBΨ B blk
Θ | Γ | pcBΨ sst sp[i], rs;B blk
[T− Sst]
Γ(sp) = σˆ0 · . . . · σˆi−1 · ns · Σ
Θ | ΓBΨ rs : τ l opnd
Θ | Γ[sp := σˆ0 · . . . · σˆi−1 · τ level · Σ] | pcBΨ B blk
Θ | Γ | pcBΨ sstNsl level, sp[i], rs;B blk
[T− SstNsl]
Figura 2.9: Reglas de tipado para bloques de co´digo (Parte 2)
CAPI´TULO 2. EL LENGUAJE OBJETO 36
ΘB τ ≤ τ 0 ΘB σ ≤ σ0 ΘB Γ ≤ Γ0
ΘB int ≤ int [ST− Int]
ΘB τ1 ≤ τ2 l1 v l2
ΘB τ1l1 ≤ τ2l2
[ST− Latt]
Θ,Θ00 B Γ0{γ} ≤ Γ{γ} γ renombre Θ0 to Θ00 pc0 v pc
ΘB CODEh∀[Θ0]Γ | pci ≤ CODEh∀[Θ0]Γ0 | pc0i
[ST− Code]
m ≥ n li v l0i, i ∈ 1..n ΘB τj ok, j ∈ 1..m ΘB Σ ok
ΘB {r1 : τ l11 , . . . , rm : τ lmm , sp : Σ} ≤ {r1 : τ l
0
1
1 , . . . , rn : τ
l0n
n , sp : Σ}
[ST− RegBank]
Figura 2.10: Reglas de subtipado
BΨS : Σ cstack
BΨ :  cstack [T− ConSNil]
BΨS : Σ cstack ·BΨw : σ wval
BΨw · S : σ · Σ cstack
[T− ConSCons]
BΨS : Σ cstack
BΨS : L · Σ cstack
[T− ConSLbl] BΨS : Σ cstack
BΨns · S : ns · Σ cstack
[T− ConSConsNs]
BH : Ψ heap BΨR : Γ regBank B(H,R,B) machConﬁg
Dom(H) = Dom(Ψ) (∀` ∈ Dom(H))BΨ H(`) : Ψ(`) hval B Ψ ok
BH : Ψ heap
[T− Heap]
(∀r ∈ Dom(Γ) \ {sp}) ·BΨR(r) : Γ(r) wval
BΨR : Γ regBank
[T− RegBank]
BH : Ψ heap BΨ R : Γ regBank · | Γ | pcBΨ B blk BΨ R(sp) : Γ(sp) cstack
B(H,R,B) : [Ψ,Γ,pc] machConﬁg
[T−MachConﬁg]
Figura 2.11: Reglas de tipado de la pila de control, heaps, registros y conﬁguracio´n de
ma´quina
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ΘB τ ok
ΘB int ok
ΘB σi ok i ∈ {1, . . . , n}
ΘB hσ1, . . . , σni ok
Θ ∪Θ0 B Γ ok
ΘB CODEh∀[Θ0]Γ | pci ok
ΘB σ ok ΘB Σ ok
ΘB τ ok l ∈ Lsec
ΘB τ l ok
FV (Σ) ⊆ Θ
ΘB Σ ok
ΘB Ψ ok ΘB Γ ok
(∀` ∈ Dom(Ψ)) ·BΨ(`) ok
BΨ ok
ΘB σ1 ok . . .ΘB σn ok ΘB Σ ok
ΘB {r1 : σ1, . . . , rn : σn, sp : Σ} ok
Figura 2.12: Tipos bien formados
2.6. No-Interferencia
Como se explico´ en el cap´ıtulo anterior, tenemos que asegurar que un observador con
acceso a cierto nivel de seguridad, llamemos a este nivel ζ, no pueda obtener ni inferir
informacio´n de niveles de seguridad ma´s altos. Por lo tanto, tenemos que demostrar
que para cualquier ejecucio´n de un programa SecTAL que pase el chequeo de tipos,
los valores con nivel de seguridad mas altos que ζ, no interﬁeran sobre los valores con
igual o menor nivel de seguridad que ζ. De esta forma decimos que un valor con nivel
de seguridad low es aquel que es menor o igual al nivel de seguridad al que tiene acceso
el observador, ζ. Y un valor con nivel de seguridad high es aquel que es mayor a ζ.
Dado que un observador so´lo puede obtener informacio´n de valores low, dos con-
ﬁguraciones de ma´quina SecTAL se dicen indistinguibles si los valores low ﬁnales de
ambas conﬁguraciones son los mismos. Antes de formalizar la nocio´n de no-interferencia
en SecTAL, deﬁnimos indistinguibilidad de conﬁguraciones de ma´quina con respecto
al nivel de seguridad al que tiene acceso el observador, ζ. Llamaremos a esto indistin-
guibilidad -ζ.
2.6.1. Indistinguibilidad-ζ
Deﬁnir la nocio´n de indistinguibilidad -ζ entre conﬁguraciones de ma´quina, requiere
primero que se deﬁna para cada uno de los componentes de la ma´quina, a saber, el heap,
los registros (incluidos la pila de control) y el bloque de co´digo que se esta ejecutando.
Comenzaremos con la pila de control.
Cuando tomamos dos ejecuciones de un mismo programa, mientras no haya bifur-
caciones, ambas ejecuciones realizan exactamente los mismos pasos, las pilas tienen el
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ΘBΨ w : σ wval
ΘBΨ i : int⊥ wval [T− IntLit]
ΘB Ψ(L) ok
ΘBΨ L : Ψ(L) wval
[T− CodeLbl]
ΘBΨ w : σ wval ΘB σ ≤ σ0
ΘBΨ w : σ0 wval
[T−WvalSub]
ΘBΨ w : CODEh∀[X,Θ0]Γ | pcil wval ΘB Σ ok X,Θ0 ∩ FV (Σ) = ∅




Θ | ΓBΨ v : σ opnd
ΘB Γ ok ΘBΨ w : σ wval
Θ | ΓBΨ w : σ opnd
[T−WordOp]
ΘB Γ ok
Θ | ΓBΨ r : Γ(r) opnd
[T− RegOp]
Θ | ΓBΨ v : σ opnd ΘB σ ≤ σ0
Θ | ΓBΨ v : σ0 opnd
[T− OpndSub]
Θ | ΓBΨ v : CODEh∀[X,Θ0]Γ | pcil opnd ΘB Σ ok X,Θ0 ∩ FV (Σ) = ∅




BΨh : σ hval
Θ | Γ | pcBΨ B blk
BΨCODEh∀[Θ]Γ | pcil.B : CODEh∀[Θ]Γ | pcil hval
[T− CBlk]
Figura 2.13: Reglas de tipado de los valores, los operandos y valores del heap
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fact :





CODEh∀[X]{r1 : int>, r2 : int>, r3 : int>, ra : tp, sp : X}|>i>





mov ra, cont [X]
jmp fact[int>.tp.X]
cont :




mul r1, r2, r1
jmp ra
tp: CODEh∀[]{r1 : int>, sp : X}|>i>
⊥: nivel de seguridad pu´blico >: nivel de seguridad privado
Figura 2.14: Ejemplo de un programa en SecTAL
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mismo taman˜o y los mismos tipos (high o low) en las mismas posiciones. Si hay bifurca-
ciones que dependen de valores low, dado que consideramos que los valores de entrada
low son los mismos para las dos ejecuciones, seguimos manteniendo pilas iguales en
ambas ejecuciones. En este caso decimos que las pilas son indistinguibles en nivel low.
Esta nocio´n es formalizada en la ﬁgura 2.15.
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackLow
BΨ1,Ψ2 ≈ζ  :  ∧  cstackLow [EqESLAxiom]
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackLow BΨ1,Ψ2 w1 ≈ζ w2 : σ1 ∧ σ2 wval
BΨ1,Ψ2w1 · S1 ≈ζ w2 · S2 : σ1 · Σ1 ∧ σ2 · Σ2 cstackLow
[EqESLLLHH]
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackLow
BΨ1,Ψ2ns · S1 ≈ζ ns · S2 : ns · Σ1 ∧ ns · Σ2 cstackLow
[EqESLNonsense]
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackLow Ψ1(L) = Ψ2(L) = CODEh∀[Θ]Γ | pcil pc t l v ζ
BΨ1,Ψ2S1 ≈ζ S2 : L · Σ1 ∧ L · Σ2 cstackLow
[EqESLSynch]
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackLow Ψ1(L1) = CODEh∀[Θ1]Γ1 | pc1il1 pc1 t l1 6v ζ
Ψ2(L2) = CODEh∀[Θ2]Γ2 | pc2il2 pc2 t l2 6v ζ
BΨ1,Ψ2S1 ≈ζ S2 : L1 · Σ1 ∧ L2 · Σ2 cstackLow
[EqESLHighSynch]
Figura 2.15: Pila de control indistinguibles en nivel low
La regla ma´s simple, EqESLAxiom, nos dice que dos pilas son indistinguibles en nivel
low si esta´n vac´ıas. La regla EqESLLLHH nos dice que dos pilas cuyos topes poseen
valores, w1 y w2 sin indistinguibles si w1 y w2 son indistinguibles entre s´ı. Mas adelante
en esta seccio´n mostramos las condiciones para que dos valores sean indistinguibles. Las
dema´s reglas siguen la misma forma, salvo EqESLHighSynch que aplica para cuando,
estando con un pc low, la regla de tipado pushJP L, guarda en la pila un label L con
tipo high.
Por otro lado, si encontramos una bifurcacio´n que depende de un valor high, las
ejecuciones pueden tomar caminos diferentes, o sea, ramas diferentes de la bifurcacio´n.
Esto, como mencionamos anteriormente, se debe a que los valores de entrada high
pueden variar entre diferentes ejecuciones de un mismo programa. Como consecuencia
de esto, las pilas de control pueden comenzar a variar dado que los programas ejecutan
diferentes instrucciones. En este caso, decimos que las pilas son indistinguibles en nivel
high y lo formalizamos en la ﬁgura 2.16. Note que la regla EqESHAxiom sen˜ala que dos
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pilas indistinguibles en nivel low, tambie´n lo son en nivel high.
Tenemos que aclarar cuando dos valores son indistinguibles, formalizado como:
BΨ1,Ψ2w1 ≈ζ w2 : σ1 ∧ σ2 wval y utilizado en la regla EqESLLLHH. En principio,
damos la siguiente deﬁnicio´n. Dos valores son indistinguibles en nivel low si σ1 y σ2
son low entonces σ1 = σ2 y w1 = w2. Y son indistinguibles en nivel high si σ1 y σ2
son high (note que esta deﬁnicio´n es equivalente a la dada en el siguiente cap´ıtulo:
Deﬁnicio´n 1 (equivalencia de estados)). Analicemos el siguiente ejemplo donde B es el
bloque de co´digo inicial y σX = CODEh∀[Θ]{sp : X} | pci⊥.
B = push LJP
bnz r,L1
jmpJP LJP [Σ1]
L1 CODEh∀[X]{r1 : σX , sp : X} | >i>
jmpJP LJP [Σ2]
LJP CODEh∀[Y ]{r1 : σY , sp : Y } | ⊥i⊥
. . .
Tomemos dos ejecuciones de este programa donde las conﬁguraciones de ma´quina
iniciales cumplen las siguientes condiciones:
1. Ambas asignan un valor low al pc,
2. ambas asignan pilas indistinguibles en nivel low a sp,
3. el valor asignado al registro high r para una de las conﬁguraciones de ma´quina
es 0 y para la otra es 1.
Al encontrar la instruccio´n bnz, una de las ejecuciones saltara´ hacia L1 , mientras
que la otra continuara´ con la siguiente instruccio´n. Cuando ambas ejecuciones alcancen
el junction point LJP , se “sincronizara´n” y volvera´n a estar en nivel low, dado que el
junction point baja el pc a low. Note que en este punto de la ejecucio´n la conﬁguracio´n
de ma´quina de cada una de las ejecuciones se diferencia en el tipo del registro r1, dado
que X ha sido instanciada con tipos diferentes (Σ1 y Σ2). El hecho de utilizar tipos
polimo´rﬁcos hace que la deﬁnicio´n tentativa dada antes no sea suﬁciente, ya que como
demuestra el ejemplo, los valores del registro r1 no son indistinguibles en nivel low.
Por lo tanto, la deﬁnicio´n de indistinguibilidad entre valores debe considerar que sus
tipos pueden diferir debido a que los tipos variables de sus pilas han sido instanciados.
Adema´s, los tipos de pila con los que se instancian los tipos variable de pila, deben
ser indistinguibles en nivel low. Por esta razo´n, para poder ﬁnalmente formalizar la
deﬁnicio´n BΨ1,Ψ2w1 ≈ζ w2 : σ1 ∧ σ2 wval, primero tenemos que presentar la nocio´n de
indistinguibilidad en nivel low para los tipos con nivel de seguridad y los tipo de la pila
de control. La ﬁgura 2.17 deﬁne dicha nocio´n.
Informalmente, dos tipos con nivel de seguridad σ1 y σ2 son indistinguibles en nivel
low si existe algu´n tipo con nivel de seguridad σ y las sustituciones γ1 y γ2 sobre
los tipos variables de pila tal que σ1 = σ{γ1}, σ2 = σ{γ2}, y γ1 y γ2 asignan pilas
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BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackHigh
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackLow
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackHigh
[EqESHAxiom]
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackHigh l 6v ζ
BΨ1,Ψ2w · S1 ≈ζ S2 : τ l · Σ1 ∧ Σ2 cstackHigh
[EqESHLeft]
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackHigh l 6v ζ
BΨ1,Ψ2S1 ≈ζ w · S2 : Σ1 ∧ τ l · Σ2 cstackHigh
[EqESHRight]
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackHigh
BΨ1,Ψ2ns · S1 ≈ζ S2 : ns · Σ1 ∧ Σ2 cstackHigh
[EqESHLeftNs]
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackHigh
BΨ1,Ψ2S1 ≈ζ ns · S2 : Σ1 ∧ ns · Σ2 cstackHigh
[EqESHRightNs]
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackHigh l 6v ζ
BΨ1,Ψ2w1 · S1 ≈ζ ns · S2 : τ l · Σ1 ∧ ns · Σ2 cstackHigh
[EqESLHighNs]
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackHigh l 6v ζ
BΨ1,Ψ2ns · S1 ≈ζ w2 · S2 : ns · Σ1 ∧ τ l · Σ2 cstackHigh
[EqESLNsHigh]
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackHigh Ψ1(L) = CODEh∀[Θ]Γ | pcil pc t l 6v ζ
BΨ1,Ψ2S1 ≈ζ S2 : L · Σ1 ∧ Σ2 cstackHigh
[EqESHLeftSynch]
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackHigh Ψ2(L) = CODEh∀[Θ]Γ | pcil pc t l 6v ζ
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ L · Σ2 cstackHigh
[EqESHRightSynch]
Figura 2.16: Pila de control indistinguibles en nivel high
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indistinguibles en nivel low a las mismas variables. Esto mismo aplica para la nocio´n
de indistinguibilidad en nivel low para los tipos de pila. Tenga en cuenta que:
BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackLow implica BΨ1,Ψ2Σ1 ≈ζ Σ2 stackTypeEq
Finalmente nos queda deﬁnir la nocio´n de indistinguibilidad para los valores, valores
del heap, heap, registros y bloques de co´digo. Los mismos pueden verse en la ﬁgura 2.18
y 2.19. Note que en dichas ﬁguras utilizaremos la siguiente notacio´n: dada una se-
cuencia de conjuntos A,B, . . . , Z y una operacio´n ⊕ sobre los conjuntos, utilizaremos
Dom⊕(A,B, . . . , Z) para decir Dom(A)⊕Dom(B)⊕ . . .⊕Dom(Z).
Por u´ltimo, damos la deﬁnicio´n de indistinguibilidad-ζ de conﬁguraciones de ma´quina.
Para que dos conﬁguraciones de ma´quina sean indistinguibles, necesitamos que ambas
sean tipables, y sus heaps y registros sean indistinguibles. Adema´s, si el pc esta en ni-
vel low, como mencionamos antes, ambos programas ejecutan las mismas instrucciones,
con lo cual, sus bloques de co´digo y sus pilas son indistinguibles en nivel low. Si el pc
esta en nivel high, entonces sus pilas deben ser indistinguibles en nivel high.
Deﬁnicio´n 1 (indistinguibilidad-ζ de conﬁguraciones de ma´quina). Asumamos
dos conﬁguraciones de ma´quina Πi = (Hi, Ri, Bi) y sus tipos Ωi = [Ψi,Γi,pci] para
i ∈ {1, 2}. El juicio BΠ1 ≈ζ Π2 : Ω1 ∧ Ω2 machConﬁg se cumple si y solo si:
1. BΠ1 : Ω1 machConﬁg y BΠ2 : Ω2 machConﬁg
2. BH1 ≈ζ H2 : Ψ1 ∧Ψ2 heap
3. BΨ1,Ψ2R1 ≈ζ R2 : Γ1 ∧ Γ2 regBank
4. either
(a) pc1 = pc2 v ζ y BΨ1,Ψ2B1 ≈ζ B2 code y BΨ1,Ψ2R1(sp) ≈ζ R2(sp) :
Γ1(sp) ∧ Γ2(sp) cstackLow, o
(b) pc1 6v ζ y pc2 6v ζ y BΨ1,Ψ2R1(sp) ≈ζ R2(sp) : Γ1(sp)∧ Γ2(sp) cstackHigh.
2.6.2. Teorema de No-Interferencia
En esta seccio´n presentamos los lemas necesarios para formular el teorema de no-
interferencia para SecTAL. Como mencionamos anteriormente, tomamos dos ejecu-
ciones de un mismo programa donde los valores de entrada low son los mismos y los
valores de entrada high pueden ser diferentes. Ambas ejecuciones comienzan con con-
ﬁguraciones de ma´quina indistinguibles. Adema´s, el pc inicial es low y la pila de control
esta inicializada con la etiqueta Halt en el tope. Necesitamos dicha etiqueta para de-
terminar cuando un programa ﬁnaliza. Como se puede ver en la regla de tipado T-Halt,
la etiqueta Halt solo puede ser consumida por la instruccio´n halt.
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BΨ1,Ψ2σ1 ≈ζ σ2 secTypeEq
El juicio anterior se cumple si existen las sustituciones γ1 y γ2, y el tipo σ tal que
1. Dom(γ1) = Dom(γ2) = FV (σ)
2. σ1 = σ{γ1} y σ2 = σ{γ2}, y
3. por cada X ∈ Dom(γ1), BΨ1,Ψ2X{γ1} ≈ζ X{γ2} stackTypeEq.
BΨ1,Ψ2Σ1 ≈ζ Σ2 stackTypeEq
BΨ1,Ψ2 ≈ζ  stackTypeEq
BΨ1,Ψ2X ≈ζ X stackTypeEq
BΨ1,Ψ2Σ1 ≈ζ Σ2 stackTypeEq l v ζ BΨ1,Ψ2 τ1l ≈ζ τ2l secTypeEq
BΨ1,Ψ2τ1l · Σ1 ≈ζ τ2l · Σ2 stackTypeEq
[EqESLLLHH]
BΨ1,Ψ2Σ1 ≈ζ Σ2 stackTypeEq l1 6v ζ l1 6v ζ
BΨ1,Ψ2τ1l1 · Σ1 ≈ζ τ2l2 · Σ2 stackTypeEq
[EqESLHigh]
BΨ1,Ψ2Σ1 ≈ζ Σ2 stackTypeEq
BΨ1,Ψ2ns · Σ1 ≈ζ ns · Σ2 stackTypeEq
[EqESLNonsense]
BΨ1,Ψ2Σ1 ≈ζ Σ2 stackTypeEq l 6v ζ
BΨ1,Ψ2τ l · Σ1 ≈ζ ns · Σ2 stackTypeEq
[EqESLHighNs]
BΨ1,Ψ2Σ1 ≈ζ Σ2 stackTypeEq l 6v ζ
BΨ1,Ψ2ns · Σ1 ≈ζ τ l · Σ2 stackTypeEq
[EqESLNsHigh]
BΨ1,Ψ2Σ1 ∧ Σ2 stackTypeEq Ψ1(L) = Ψ2(L) = CODEh∀[Θ]Γ | pcil pc t l v ζ
BΨ1,Ψ2L · Σ1 ≈ζ L · Σ2 stackTypeEq
[EqESLSynch]
BΨ1,Ψ2Σ1 ≈ζ Σ2 stackTypeEq Ψ1(L1) = CODEh∀[Θ1]Γ1 | pc1il1 pc1 t l1 6v ζ
Ψ2(L2) = CODEh∀[Θ2]Γ2 | pc2il2 pc2 t l2 6v ζ
BΨ1,Ψ2L1 · Σ1 ≈ζ L2 · Σ2 stackTypeEq
[EqESLHighSynch]
Figura 2.17: Indistinguibilidad en nivel low de los tipos con nivel de seguridad y los
tipos de la pila de control
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BΨ1,Ψ2w1 ≈ζ w2 wvalEq
El juicio anterior se cumple si:
w1 = w2, o
w1 = L[Σ1], w2 = L[Σ2], y existen las sustituciones γ1 y γ2, y una secuencia de
tipos de pila Σ tal que:
1. Dom(γ1) = Dom(γ2) = FV (Σ)
2. Σ1 = Σ{γ1} y Σ2 = Σ{γ2}, y
3. para cada Σi en la secuencia Σ, BΨ1,Ψ2Σi{γ1} ≈ζ Σi{γ2} stackTypeEq.
BΨ1,Ψ2w1 ≈ζ w2 : σ1 ∧ σ2 wval
l1 6v ζ l2 6v ζ
BΨ1,Ψ2w1 ≈ζ w2 : τ1l1 ∧ τ2l2 wval
[EqWvalH]
l1 = l2 v ζ BΨ1,Ψ2 τ1l1 ≈ζ τ2l2 secTypeEq BΨ1,Ψ2 w1 ≈ζ w2 wvalEq
BΨ1,Ψ2w1 ≈ζ w2 : τ1l1 ∧ τ2l2 wval
[EqWvalL]
Figura 2.18: Indistinguibilidad de los valores
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BΨ1,Ψ2h1 ≈ζ h2 : σ1 ∧ σ2 hval
l1 6v ζ l2 6v ζ
BΨ1,Ψ2h1 ≈ζ h2 : τ1l1 ∧ τ2l2 hval
[EqHvalH]
l1 = l2 v ζ κ1l1 .B1 = κ2l2 .B2
BΨ1,Ψ2κ1l1 .B1 ≈ζ κ2l2 .B2 : κ1l1 ∧ κ2l2 hval
[EqHvalBlkL]
l1 = l2 v ζ BΨ1,Ψ2 wi ≈ζ w0i : σi ∧ σ0i wval para todo i ∈ {1..n}
BΨ1,Ψ2hw1, . . . , wni ≈ζ hw01, . . . , w0ni : hσ1, . . . , σnil1 ∧ hσ01, . . . , σ0nil2 hval
[EqHvalTupL]
BH1 ≈ζ H2 : Ψ1 ∧Ψ2 heap El juicio se cumple si y solo si ` ∈ Dom∪(Ψ1,Ψ2) :
label(Ψ1(`)) v ζ o label(Ψ2(`)) v ζ, implica
(
` ∈ Dom∩(H1,H2,Ψ1,Ψ2), y
BΨ1,Ψ2H1(`) ≈ζ H2(`) : Ψ1(`) ∧Ψ2(`) hval.
BΨ1,Ψ2R1 ≈ζ R2 : Γ1 ∧ Γ2 regBank El juicio se cumple si y solo si para todo r ∈ Dom∪(Γ1,Γ2) \ {sp} :
label(Γ1(r)) t label(Γ2(r)) v ζ, implica
(
r ∈ Dom∩(R1, R2,Γ1,Γ2), y
BΨ1,Ψ2R1(r) ≈ζ R2(r) : Γ1(r) ∧ Γ2(r) wval.
BΨ1,Ψ2B1 ≈ζ B2 code se cumple si y solo si ∃γ1, γ2, Btal que :
1. Dom(γ1) = Dom(γ2) = FV (B)
2. B1 = B{γ1} y B2 = B{γ2} y
3. para todo X ∈ Dom(γ1), BΨ1,Ψ2X{γ1} ≈ζ X{γ2} stackTypeEq.
Figura 2.19: Indistinguibilidad de los valores del heap, heap, registros y bloques de
co´digo
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Teorema 3 (no-interferencia). Dadas las siguientes conﬁguraciones de ma´quina
Πi = (Hi, Ri, B) y sus tipos Ωi = [Ψi,Γi,⊥] para i ∈ {1, 2}. Si las siguientes condiciones
se cumplen:
Γ1(sp) = Halt · Σ1 y Γ2(sp) = Halt · Σ2
BΠ1 ≈ζ Π2 : [Ψ1,Γ1,⊥] ∧ [Ψ2,Γ2,⊥] machConﬁg
Π01 = (H 01, R01, halt) y Π1  Π01
Π02 = (H 02, R02, halt) y Π2  Π02
Entonces existen los tipos [Ψ01,Γ01,pc01] y [Ψ02,Γ02,pc02] tal que:
BΠ01 ≈ζ Π02 : [Ψ01,Γ01,pc01] ∧ [Ψ02,Γ02,pc02] machConﬁg.
Para poder demostrar el teorema anterior tenemos que considerar dos tipos de
reducciones, cuando el pc es low y cuando el pc es high. Para esto necesitamos los
lemas: Reduccio´n con pc Low y Reduccio´n con pc High, presentados a continuacio´n.
Lema 1 (Reduccio´n con pc Low). Dadas las conﬁguraciones de ma´quina Πi =
(Hi, Ri, Bi) y sus tipos Ωi = [Ψi,Γi,pci] para i ∈ {1, 2}, tal que
1. BΠ1 ≈ζ Π2 : Ω1 ∧ Ω2 machConﬁg,
2. pc1 v ζ y pc2 v ζ, y
3. Π1 −→ Π01.
Entonces existe una conﬁguracio´n de ma´quina Π02 y los tipos Ω01 = [Ψ01,Γ01,pc01] y
Ω02 = [Ψ02,Γ02,pc02] tal que
1. Π2 −→ Π02 y
2. BΠ01 ≈ζ Π02 : [Ψ01,Γ01,pc01] ∧ [Ψ02,Γ02,pc02] machConﬁg.
Esquema de prueba. El ı´tem Π2 −→ Π02 concluye como consecuencia directa del Teo-
rema 1 (progreso) dado que la primer y tercer hipo´tesis garantizan que B2 6= halt.
Para el ı´tem BΠ01 ≈ζ Π02 : [Ψ01,Γ01,pc01] ∧ [Ψ02,Γ02,pc02] machConﬁg, por el Teorema 2
(preservacio´n) sabemos que BΠ01 : Ω01 machConﬁg y BΠ02 : Ω02 machConﬁg. Luego, la
demostracio´n es por ana´lisis de casos sobre la instruccio´n ejecutada en Π1 −→ Π01.
Lema 2 (Reduccio´n con pc High). Dadas las conﬁguraciones de ma´quina Πi =
(Hi, Ri, Bi) y sus tipos Ωi = [Ψi,Γi,pci] para i ∈ {1, 2}, tal que
1. BΠ1 ≈ζ Π2 : Ω1 ∧ Ω2 machConﬁg,
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2. pc1 6v ζ y pc2 6v ζ, y
3. Π1 −→ Π01.
Entonces:
Π2 diverge, o
existe una conﬁguracio´n de ma´quina Π02 y los tipos Ω01 = [Ψ01,Γ01,pc01] y Ω02 :
[Ψ02,Γ02,pc02] tal que:
1. Π2  Π02 y
2. BΠ01 ≈ζ Π02 : [Ψ01,Γ01,pc01] ∧ [Ψ02,Γ02,pc02] machConﬁg.
El caso que presenta diﬁcultades para la demostracio´n de este lema es cuando el
paso en la ejecucio´n Π1 −→ Π01 baja el nivel del pc al saltar a un junction point con
nivel low. Aqu´ı, es necesario encontrar una conﬁguracio´n de ma´quina Π02 para la cual
Π01 y Π02 sean indistinguibles-ζ. El principal problema es como garantizar que las pilas
de control de Π1 y Π2 que previamente eran indistinguibles en nivel high y posible-
mente de diferente taman˜o, ahora pasen a ser de igual taman˜o e indistinguibles en
nivel low. Dado que la ejecucio´n comenzo´ con ambos pcs en nivel low, sabemos que
las pilas de Π1 y Π2 tienen en comu´n una sub-pila indistinguible en nivel low. Tene-
mos que asegurarnos que esta sub-pila se vuelva la pila de control actual al alcanzar el
bloque de co´digo que representa al junction point. Esto es posible dado que los junction
points son parte de la pila de control. Cuando en la reduccio´n Π1 −→ Π01 se salta a un
junction point L, la pila de control de Π1 tiene la forma L · Σ1. Adema´s, el hecho de
que el pc en Ψ(L) es low y BΨ1,ΨkS1 ≈ζ S2 : L · Σ1 ∧ Σ2 cstackHigh, deducimos que
Σ2 =?1 · . . . ·?n ·L ·Σ02 y S2 = w1 · . . . ·wm ·S02, m ≤ n, donde los signos de pregunta “?”
pueden ser junction points, tipos nonsense o tipos con nivel de seguridad. Por otro lado,
(2.1) BΨ1,ΨkS1 ≈ζ S02 : Σ1 ∧ Σ02 cstackLow
se cumple por la deﬁnicio´n del juicio cstackHigh. Podemos garantizar que los signos
de pregunta en Σ2 =?1 · . . . ·?n · L · Σ02 son tipos con nivel de seguridad high, por la
siguiente deﬁnicio´n y el siguiente lema:
Deﬁnicio´n 2 (tope-ζ). Decimos que Σ es tope-ζ en Σ0, si existen las etiquetas
L1, . . . , Ln (posiblemente ninguna) y los tipos de pila σˆi,1, . . . , σˆi,ki para i ∈ {1..n}
(posiblemente ninguno) tal que:
Σ0 = σˆ1,1 · . . . · σˆ1,k1 · L1 · σˆ2,1 · . . . · σˆ2,k2 · L2 · . . . · σˆn,1 · . . . · σˆn,kn · Ln · Σ
Ψ(Li) = CODEh∀[Xi]Γi | pciili implica que pci t li 6v ζ, para todo 1 ≤ i ≤ n.
label(σˆij) 6v ζ, para todo 1 ≤ i ≤ n y 1 ≤ j ≤ ki.
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Lema 3 (Poda por Izquierda). Si
BΨ1,Ψ2S1 ≈ζ S2 : L ·Σ1∧Σ2 cstackHigh o BΨ1,Ψ2S1 ≈ζ S2 : L ·Σ1∧Σ2 cstackLow,
y
Ψ1(L) = CODEh∀[Θ]Γ | pcil con pc t l 6v ζ
entonces BΨ1,Ψ2S1 ≈ζ S2 : Σ1 ∧ Σ2 cstackHigh.
Sabiendo que la ejecucio´n que comienza con Π2 termina, en algu´n momento el
bloque de co´digo L que representa el junction point sera´ alcanzado. En este momento,
las conﬁguraciones de ma´quina se “sincronizan” de acuerdo a (2.1).
Esquema de prueba. La demostracio´n del Lema 2 (Reduccio´n con pc High) es por
ana´lisis de casos sobre la deﬁnicio´n de Π1 −→ Π01, utilizando el Lema Auxiliar deﬁnido
a continuacio´n, para el caso en el que el paso de ejecucio´n sea el que alcanza el junction
point que baja el pc a low.
Esquema de prueba. La demostracio´n del Lema 3 (Poda por Izquierda) es por
induccio´n sobre la derivacio´n de BΨ1,Ψ2S1 ≈ζ S2 : L ·Σ1∧Σ2 cstackHigh y BΨ1,Ψ2S1 ≈ζ
S2 : L · Σ1 ∧ Σ2 cstackLow.
Lema 4 (Auxiliar para Reduccio´n con pc High). Dadas las conﬁguraciones de
ma´quina Πi = (Hi, Ri, Bi) y sus tipos Ωi = [Ψi,Γi,pci] para i ∈ {1..k}, tal que:
1. Π1  Πk,
2. BΠi : Ωi machConﬁg, i ∈ {1..k}, y Ωi que se obtiene del Teorema 2 (preservacio´n),
para i ∈ {2..k}.
3. pc1 6v ζ, y
4. Γk(sp) = L·Σk, para algu´n L y Σk, y donde Γi(sp) es tope-ζ para cada i ∈ {1..k}.
Entonces, los siguientes ı´tems se cumplen:
1. BH1 ≈ζ Hk : Ψ1 ∧Ψk heap,
2. BΨ1,ΨkR1 ≈ζ Rk : Γ1 ∧ Γk regBank,
3. BΨ1,ΨkR1(sp) ≈ζ Rk(sp) : Γ1(sp) ∧ Γk(sp) cstackHigh, y
4. pci 6v ζ, para i ∈ {1..k}.
Esquema de prueba. La demostracio´n del Lema 4 (Auxiliar para Reduccio´n con
pc High) es por induccio´n sobre la longitud de la derivacio´n de Π1  Πk.
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Figura 2.20: Esquema de Prueba de No-Interferencia
Esquema de prueba. Para la demostracio´n del Teorema 3 (no-interferencia) tome-
mos dos ejecuciones de un programa Π como se muestra en la ﬁgura 2.20, donde:
Π1 = (H1, R1, B) : [Ψ1,Γ1,⊥] y Π2 = (H2, R2, B) : [Ψ2,Γ2,⊥] con Γ1(sp) =
Halt ·  y Γ2(sp) = Halt · .
Π01 = (H 01, R01, halt) y Π02 = (H 02, R02, halt).
BΠ1 ≈ζ Π2 : [Ψ1,Γ1,⊥] ∧ [Ψ2,Γ2,⊥] machConﬁg
B 6= halt (Si B = halt concluimos trivialmente.)
Podemos comenzar aplicando el Lema 1 (Reduccio´n con pc Low) dado que
BΠ1 ≈ζ Π2 : Ω1 ∧ Ω2 machConﬁg, ⊥ v ζ y por B 6= halt y el Teorema 1
(progreso) tenemos Π1 −→ Π01. Aplicamos repetidamente este lema hasta que no
sea posible, obteniendo las conﬁguraciones de ma´quina Πa1 y Π
a
2 para cada ejecu-
cio´n (note que en la ﬁgura 2.20 la ﬂecha continua de doble cabeza signiﬁca que se
realizaron varios pasos, sobre las mismas instrucciones para ambas ejecuciones).
Luego, al no poder seguir aplicando el Lema 1 (Reduccio´n con pc Low), tenemos
que considerar los siguientes dos casos:
• Si Πa1 = Π01 = (H 01, R01, halt) y Πa2 = Π02 = (H 02, R02, halt) entonces termi-
namos la ejecucio´n y por Lema 1 (Reduccio´n con pc Low) podemos decir
que BΠ01 ≈ζ Π02 : [Ψ01,Γ01,pc01] ∧ [Ψ02,Γ02,pc02] machConﬁg.
• Si Ba1 6= Ba2 6= halt entonces por Lema 1 (Reduccio´n con pc Low) sabemos
que pc1 6v ζ, pc2 6v ζ y Πa1 ≈ζ Πa2. A partir de aqu´ı ambas ejecuciones siguen
independientemente (note las ﬂechas en la ﬁgura 2.20, separadas por puntos
suspensivos para indicar pasos independientes). Podemos aplicar repetida-
mente el Lema 2 (Reduccio´n con pc High) hasta que no sea posible debido
a que ejecutamos la directiva de tipado jmpJP que baja el nivel del pc a
low. Asumiendo que obtenemos las conﬁguraciones de ma´quina Πc1 y Π
c
2,
por Lema 2 (Reduccio´n con pc High) podemos decir que Πc1 ≈ζ Πc2. Aqu´ı,
una vez mas con el pc en nivel low, comenzamos nuevamente hasta alcanzar
el ﬁnal de la ejecucio´n.
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Como se menciono´ anteriormente, para la demostracio´n del Lema 2 (Reduccio´n con
pc High) se requiere la utilizacio´n del Lema Auxiliar para el caso en el que el paso a
ejecutar sea el que alcanza al junction point que baja el pc a low. Note que en la ﬁgu-









y B = jmpJP L[Σ]. Luego, podemos encontrar la conﬁguracio´n de ma´quina Πb2 =
(Hb2, R
b




2 y B = jmpJP L[Σ
0] tal que Πa2
k Πb2 y donde
L.Σb2 es tope-ζ para cada una de las pilas de control en las conﬁguraciones de ma´quina
intermedias para la secuencia de ejecuciones
k . Luego podemos aplicar el Lema Au-
xiliar para obtener BHa2 ≈ζ Hb2 : Ψa2 ∧ Ψb2 heap, BΨa2 ,Ψb2R
a
2 ≈ζ Rb2 : Γa2 ∧ Γb2 regBank,
BΨa2 ,Ψb2R
a
2(sp) ≈ζ Rb2(sp) : Γa2(sp) ∧ Γb2(sp) cstackHigh, y pci 6v ζ, para i ∈ {1..k}. Y
dado que Πa1 ≈ζ Πa2 obtenemos Πb1 ≈ζ Πb2. Luego podemos realizar el paso que alcanza




Como se menciono en el cap´ıtulo anterior para el caso de lenguajes de bajo nivel
como SecTAL, es importante poder relacionar los resultados de no-interferencia con
aquellos correspondientes a un lenguaje de alto nivel. En esta direccio´n, presentamos
una funcio´n de compilacio´n donde el lenguaje de origen es un lenguaje imperativo sen-
cillo de alto nivel y el lenguaje destino es SecTAL. Luego mostramos que la compilacio´n
preserva tipos en el sentido de que genera programas SecTAL bien tipados. Nuestro
lenguaje de alto nivel, al que llamaremosWhile, similar a aquel presentado en [SM03],
esta´ equipado con un sistema de tipos que nos permite comprobar que los programas
bien tipados cumplen con la propiedad de no-interferencia. De esta forma el lenguaje
origen de nuestra funcio´n de compilacio´n cumple con la propiedad de no-interferencia
al igual que nuestro lenguaje de destino, SecTAL.
Comenzaremos deﬁniendo While. La sintaxis, la sema´ntica operacional y su sis-
tema de tipos con niveles de seguridad. Luego expresamos la nocio´n de no-interferencia
de forma que nos permita mostrar que los programas bien tipados cumplen con esta
propiedad. Finalmente, se presenta la funcio´n de compilacio´n y la demostracio´n de que
preserva de tipos.
3.1. El Lenguaje de Alto Nivel While
3.1.1. Sintaxis
Comenzaremos presentando las diferentes categor´ıas sinta´cticas del lenguajeWhile
y las meta variables utilizadas para denotar diferentes construcciones sinta´cticas. Luego
deﬁnimos la sintaxis en notacio´n similar a BNF. Las categor´ıas sinta´cticas de While
son:
e representa las expresiones aritme´ticas. Utilizaremos e1, e2, . . . , en para denotar
expresiones aritme´ticas.
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be representa las expresiones booleanas. Utilizaremos be1, be2, . . . , ben para deno-
tar expresiones booleanas.
i constantes enteras. Los nu´meros enteros, junto con las constantes true y false,
son los u´nicos valores del lenguaje. Una expresio´n e reduce a un valor entero y
una expresio´n be reduce a un valor true o false. Utilizaremos v1, v2, . . . , vn para
denotar valores, Val como un conjunto de valores enteros y BooleanVal como
un conjunto de valores booleanos.
x variables. Los nombres de las variables pueden ser cadenas de caracteres y
d´ıgitos comenzando por un caracter. Utilizaremos x1, x2, . . . , xn para denotar
variables. Var como un conjunto de variables.
Las sentencias representadas por stm pueden ser, asignacio´n, sentencias de condi-
cio´n, sentencias de repeticio´n, y sentencias de declaracio´n de variables. Toda va-
riable debe ser declarada e inicializada antes de ser utilizada.
Finalmente, t que puede ser L o H representa nivel de seguridad pu´blico y nivel
de seguridad privado respectivamente.
A continuacio´n, deﬁnimos la sintaxis del lenguaje en notacio´n similar a BNF:
e ::= i | x | e1 + e2 (expresiones aritme´ticas)
be ::= true | false | e1 = 0 (expresiones booleanas)
stm ::= x := e (sentencias)
| stm1 ; stm2
| if be then stm else stm end
| while be do stm end
| var x : t := e in stm end
prog ::= stm (programas)
t ::= L | H (tipos)
3.1.2. Sema´ntica Operacional
La sema´ntica operacional deWhile la deﬁniremos a partir de funciones sema´nticas.
Estas funciones toman como entrada un elemento sinta´ctico y devuelven su signiﬁcado.
Para comenzar necesitamos deﬁnir la nocio´n de estado.
Una sentencia stm es ejecutada bajo un estado σ, quien asocia valores a variables.
A su vez, el signiﬁcado de una expresio´n depende del valor ligado a la o las variables
dentro de la expresio´n. Representamos un estado como una funcio´n que mapea variables
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a valores:
Estado = Var→ Val
por ejemplo, σ = {x1 7→ v1, x2 7→ v2, x3 7→ v3, . . . , xn 7→ vn}, donde x1, x2, x3, . . . , xn
son elementos del conjunto Var y v1, v2, v3, . . . , vn son elementos del conjunto Val.
Habiendo deﬁnido la nocio´n de estado, dada una expresio´n e y un estado σ, podemos
determinar su valor. Para ello deﬁnimos una funcio´n A que recibe dos para´metros: la
construccio´n sinta´ctica de una expresio´n y un estado.
A : e→ (Estado→ Val)




A[e1 + e2]σ = A[e1]σ + A[e2]σ
De igual forma procedemos con las expresiones booleanas. Deﬁnimos una funcio´n
B que recibe dos para´metros: la construccio´n sinta´ctica de una expresio´n booleana y
un estado.
B : be→ (Estado→ BooleanVal)




B[e1 = 0]σ =
(
true si A[e1]σ = 0
false en otro caso
Vamos a expresar la ejecucio´n de sentencias stm utilizando sema´ntica operacional
del tipo big-step [GK87]. Deﬁnimos una relacio´n de transicio´n ⇓ sobre conﬁguraciones,
donde una conﬁguracio´n, puede ser un par hstm, σi o simplemente σ. El primero repre-
senta que la sentencia stm va a ser ejecutada en el estado σ, y el segundo representa
un estado ﬁnal. De esta forma, las transiciones tienen la siguiente forma:
hstm, σi ⇓ σ0 : la ejecucio´n de stm en σ ha terminado y el estado ﬁnal es σ0.
Las reglas y axiomas de transicio´n que deﬁnen ⇓ se presentan en la Figura 3.1. Para
indicar modiﬁcaciones en un estado σ utilizamos la siguiente notacio´n: σ[y 7→ v]. Esto
signiﬁca que si ya exist´ıa una asociacio´n en σ para y, ahora se sobrescribe por y 7→ v,
si no exist´ıa, se agrega una nueva asociacio´n a σ.
El sistema de transicio´n deﬁnido en la Figura 3.1 es determin´ıstico. Podemos deﬁnir
el siguiente lema:
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hx := e, σi ⇓ σ[x 7→ A[e]σ] [E− Asig]
hstm1, σi ⇓ σ0, hstm2, σ0i ⇓ σ00
hstm1; stm2, σi ⇓ σ00
[E− Stm]
hstm1, σi ⇓ σ0
hif be then stm1 else stm2 end, σi ⇓ σ0
if B[be]σ = true [E− IFTrue]
hstm2, σi ⇓ σ0
hif be then stm1 else stm2 end, σi ⇓ σ0
if B[be]σ = false [E− IFFalse]
hstm, σi ⇓ σ0, hwhile be do stm end, σ0i ⇓ σ00
hwhile be do stm end, σi ⇓ σ00
if B[be]σ = true [E−WHILETrue]
hwhile be do stm end, σi ⇓ σ if B[be]σ = false [E−WHILEFalse]
hstm, σ[x 7→ A[e]σ]i ⇓ σ0
hvar x : t := e in stm end, σi ⇓ σ0[x 7→ σ(x)]
[E− Decl]
Figura 3.1: Sema´ntica operacional de While
Lema 1 (sema´ntica determin´ıstica). Para cualquier stm, σ, σ0 y σ00 tenemos que
hstm, σi ⇓ σ0 y hstm, σi ⇓ σ00 entonces σ0 = σ00.
La sema´ntica de las sentencias puede expresarse como una funcio´n que va de un
estado a otro estado.
S : Stm→ (Estado→ Estado)
S[stm]σ =
(
σ0 si hstm, σi ⇓ σ0
indeﬁnido en otro caso
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3.1.3. Sistema de Tipos
A continuacio´n describiremos el sistema de tipos con niveles de seguridad para
While, el cual sera´ utilizado para garantizar la propiedad de no-interferencia. Tenemos
que deﬁnir el sistema de tipos de modo que podamos detectar ﬂujos de informacio´n
inva´lidos, sean expl´ıcitos o impl´ıcitos. Para ello clasiﬁcaremos las expresiones con nivel
de seguridad L (pu´blico) o H (privado). Las sentencias se ejecutara´n bajo un contexto
de seguridad que tambie´n puede ser L o H. En nuestro caso el contexto de seguridad es
simplemente la etiqueta pc. Como se menciono´ anteriormente se utilizara´ la etiqueta
pc para detectar ﬂujos de informacio´n impl´ıcitos.
Un contexto de tipado es una funcio´n ∆, que mapea variables a sus niveles de
seguridad o tipos. ∆ = Var → Tipo, Tipo = {L, H}. Por ejemplo, ∆ = {x1 7→
t1, x2 7→ t2, x3 7→ t3, . . . , xn 7→ tn}, donde x1, x2, x3, . . . , xn son elementos del conjunto
Var y t1, t2, t3, . . . , tn son elementos del conjuntoTipo. ∆ es el ambiente de declaracio´n.
Luego, escribimos ∆ ` e : t para decir que e es tipable bajo el ambiente ∆ y tiene tipo
t o lo que es lo mismo en nuestro caso, nivel de seguridad t. Y escribimos ∆, pc ` stm
para decir que la sentencia stm es tipable bajo el ambiente ∆ y el contexto de seguridad
pc.
En la Figura 3.2 y 3.3 se muestran las reglas y axiomas de tipado para las expre-
siones y sentencias deWhile. Comenzando por las expresiones, podemos notar que las
constantes enteras y booleanas son tratadas como pu´blicas, dado que tendra´n tipo L.
Las variables sera´n tipadas con tipo t si se encuentran en el ambiente de declaracio´n
con tipo t. Finalmente, la comparacio´n tendra´ tipo t, si sus componentes son de tipo
t y la suma tendra´ el tipo que salga de la junta entre los tipos de sus componentes.
Deﬁnimos la junta entre t1 y t2 de la siguiente forma:
t1 t t2 =
(
L si t1 = L y t2 = L
H en cualquier otro caso
Siguiendo con las sentencias podemos ver que es seguro tipar una sentencia de
asignacio´n siempre que la variable del lado izquierdo sea H. Para que sea seguro tipar
una sentencia de asignacio´n donde la variable del lado izquierdo es L, el contexto de
seguridad pc debe ser L y la expresio´n del lado derecho debe ser L tambie´n. Las reglas
[T− IF] y [T−WHILE] dicen que si la expresio´n booleana de la condicio´n tiene nivel
de seguridad H, entonces las sentencias tanto del cuerpo del while como de las ramas
del if deben tiparse con contexto de seguridad H. Aqu´ı se puede notar que la regla
[T− AsigLow] en combinacio´n con las dema´s nos sirven para rechazar programas como
inseguros cuando poseen ﬂujos de informacio´n impl´ıcitos. La regla [T− Sub] dice que
si un programa es tipable en contexto de seguridad H tambie´n lo sera´ en contexto de
seguridad L.
Sobre las reglas de declaracio´n de variables, no importa en que contexto de seguridad
estemos, siempre que declaremos una variable con nivel de seguridad H. Si el contexto
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∆ ` true : L [T− BETrue]
∆ ` false : L [T− BEFalse]
∆ ` i : L [T− EConst]
∆(x) = t
∆ ` x : t
[T− EVar]
∆ ` e1 : t
∆ ` e1 = 0 : t
[T− BEIgual]
∆ ` e1 : t1 ∆ ` e2 : t2
∆ ` e1 + e2 : t1 t t2
[T− ESuma]
Figura 3.2: Reglas y axiomas de tipado para las expresiones de While
de seguridad es L, entonces la variable a declarar debe ser L. Finalmente, la regla
[T− Prog] intentara´ tipar un programa con contexto de seguridad L. Si bien el sistema
de tipos no necesita de esta regla para detectar ﬂujos inva´lidos, es necesaria como punto
de entrada para la funcio´n de compilacio´n y as´ı poder inicializar la ma´quina abstracta
de SecTAL.
La Figura 3.4 muestra algunos ejemplos de programas en While que pasan el
chequeo de tipos y otros que son rechazados como inva´lidos. El programa (a) pasa el
chequeo de tipos. Note que requiere primero utilizar la regla [T− Sub] antes de poder
utilizar la regla [T− Stm] para poder tipar la seccio´n de co´digo:
if a = 0 then a := 10 else b := 2 end;
if b = 0 then b := 1 else b := 2 end
El programa (b) es rechazado ya que posee un ﬂujo expl´ıcito inva´lido. El programa (c)
tambie´n es rechazando ya que contiene un ﬂujo impl´ıcito inva´lido.
3.1.4. No-Interferencia
Como mencionamos anteriormente, un programa escrito en While que pasa el
chequeo de tipos cumple con la propiedad de no-interferencia. Cumplir con esta propiedad,
intuitivamente signiﬁca que dado un programa prog bien tipado, las variables de nivel
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∆(x) = H
∆, pc ` x := e
[T− AsigHigh]
∆ ` e : L ∆(x) = L
∆, L ` x := e
[T− AsigLow]
∆ ` be : pc ∆, pc ` stm1 ∆, pc ` stm2
∆, pc ` if be then stm1 else stm2 end
[T− IF]
∆ ` be : pc ∆, pc ` stm
∆, pc ` while be do stm end
[T−WHILE]
∆, pc ` stm1 ∆, pc ` stm2
∆, pc ` stm1; stm2
[T− Stm]
∆,H ` stm
∆, L ` stm
[T− Sub]
∆[x 7→ H], pc ` stm
∆, pc ` var x : H := e in stm end
[T− DecHigh]
∆ ` e : L ∆[x 7→ L], L ` stm
∆, L ` var x : L := e in stm end
[T− DecLow]
∆, L ` stm
∆ ` stm
[T− Prog]
Figura 3.3: Reglas y axiomas de tipado para las sentencias de While
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(a) var a: L := 1 in
var b: H := 0 in
if a = 0 then a := 10 else b := 2 end;
if b = 0 then b := 1 else b := 2 end
end
end
(b) var a: L := 1 in




(c) var a: L := 1 in
var b: H := 0 in
if b = 0 then b := 1 else a := 2 end
end
end
Figura 3.4: Ejemplos de programas escritos en While
de seguridad H no afectara´n a las variables de nivel de seguridad L. Es decir que dada
una variable x con nivel de seguridad L, uno podr´ıa cambiar los valores de entrada,
para un programa, de las variables con nivel de seguridad H, ejecutar el programa y
obtener que la variable x mantuvo su valor (considerando que el programa termina su
ejecucio´n).
Para establecer que nuestro sistema de tipos garantiza no-interferencia, primero
vamos a deﬁnir la relacio´n de equivalencia ≡∆L que describe que dos estados comparten
los mismos valores para todas sus variables con nivel de seguridad L.
Deﬁnicio´n 1 (equivalencia de estados). Dados dos estados σ1 y σ2 y un contexto
de tipado ∆, σ1 ≡∆L σ2 ⇔ ∀x ∈ dom(∆), ∆(x) = L⇒ σ1(x) = σ2(x).
Lema 2 (relacio´n de equivalencia). La relacio´n ≡∆L es de equivalencia.
Deﬁnicio´n 2 (programas no-interferentes). Un programa escrito enWhile es no-
interferente, denotado as´ı NI∆(stm), si dados los estados σ1, σ2, σ3, σ4 donde σ1 ≡∆L σ2,
si hstm, σ1i ⇓ σ3 y hstm, σ2i ⇓ σ4 implica σ3 ≡∆L σ4.
Los programas escritos en While que pasan el chequeo de tipos cumplen con no-
interferencia:
Teorema 2 (no-interferencia). Dado un programa stm escrito enWhile, si ∆ ` stm
implica NI∆(stm).
La demostracio´n del Teorema 2 puede consultarse en el Ape´ndice A.
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3.2. Funcio´n de Compilacio´n
En esta seccio´n se presenta una funcio´n de compilacio´n del lenguaje While a Sec-
TAL. Tambie´n se incluye la prueba de que la compilacio´n genera programas SecTAL
que pasan el chequeo de tipos. Utilizaremos la funcio´n τ que mapea tipos de While a
SecTAL y la deﬁnimos de la siguiente forma: τ(L) = int⊥ y τ(H) = int>. Para simpli-
ﬁcar la lectura y escritura de la funcio´n de compilacio´n y la prueba omitiremos el tipo
de dato int de SecTAL, de esta forma la funcio´n τ quedar´ıa: τ(L) = ⊥ y τ(H) = >.
Asumimos que la traduccio´n de un programa bien tipado ∆, pc ` prog empieza en el
heap H0 cuyo tipo es determinado por Ψ0 y que satisface BH0 : Ψ0 heap.
Utilizaremos la funcio´n oﬀset que dada una variable y la pila de SecTAL de-
vuelve su desplazamiento. Esta funcio´n se calcula en tiempo de compilacio´n. El lengua-
je While obliga a declarar las variables, por lo tanto vamos a asumir que por cada
variable que se encuentra en una expresio´n e o sentencia stm, existira´ una entrada en
la pila de SecTAL con el mismo tipo. De esta forma: τ(∆(x)) = Γ(sp)[oﬀset(x,Σ)].
Esta correspondencia la denotamos as´ı: ∆ ∼ Γ(sp). Σ, Γ y sp son los deﬁnidos en el
cap´ıtulo anterior.
3.2.1. Traduccio´n de Expresiones
La funcio´n de traduccio´n de expresiones |e| tiene la siguiente forma:
|x| = sld ra, sp[oﬀset(x,Σ)]
|i| = mov ra, i





add ra, rb, ra;
sfree 1
Tener en cuenta que cuando accedemos a la pila con ı´ndice cero, siempre accedemos
al tope. La funcio´n de traduccio´n de expresiones booleanas |be| tiene la siguiente forma:
|true| = mov ra, 1
|false| = mov ra, 0
|e1 = 0| = |e1|
CAPI´TULO 3. FUNCIO´N DE COMPILACIO´N 61
3.2.2. Traduccio´n de Sentencias
La traduccio´n de sentencias se realiza en funcio´n del a´rbol de derivacio´n de tipos del
lenguaje fuente While. De esta forma, cada regla de tipado tendra´ su propia traduc-
cio´n. Las reglas de tipado cuya hipo´tesis requiera generar bloques de co´digo SecTAL,
como por ejemplo [T− IF], se escribira´n con una notacio´n de la forma: TH
TC
. Donde TH
representa la traduccio´n de la hipo´tesis de la regla en cuestio´n y TC la traduccio´n de
la conclusio´n de la regla en cuestio´n.
La funcio´n de traduccio´n de sentencias tiene la siguiente forma:
 d∆, pc ` stm

 ΨH








d: Usamos d para representar posibles derivaciones de tipos.
Ψ: contexto de tipado del heap.
H: el heap, donde BH : Ψ. El heap lo utilizaremos para ir agregando los bloques
de co´digo a medida que son traducidos del lenguajeWhile al lenguaje SecTAL.
Utilizaremos la notacio´n H{l = . . . } y Ψ{l = . . . } para denotar que el bloque de
co´digo l se agrega a H y el tipo del bloque de co´digo l se agrega a Ψ.
Γ: Tipado de registros y pila.
Σ: Tipos de la pila de control.
pc: El pc que se utilizo´ para tipar stm.
linicio: Etiqueta donde comienza la primera instruccio´n. linicio se agregara´ a Ψ y
H.
lfin: Etiqueta a donde saltara´ la u´ltima instruccio´n de stm. La funcio´n de traduc-
cio´n asegurara´ que Ψ ya contenga el tipo de lfin. No es necesario esto mismo para
el bloque de co´digo, dado que antes de la ejecucio´n de un programa, habiendo
e´ste pasado el chequeo de tipos, todos los bloques ya habra´n sido generados.
La traduccio´n de un programaWhile, cuya regla de tipado es [T-Prog], genera dos
bloques de co´digo e inicializa la pila de SecTAL con la etiqueta Halt . El bloque inicial
llamado lmain solo realiza un salto a la primera instruccio´n que genera la traduccio´n
de stm. Luego, el bloque de co´digo lhalt contiene la instruccio´n halt que ﬁnaliza el
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programa SecTAL. Note que el tipo de lhalt se agrega a Ψ, cuando Ψ es pasado por
para´metro para la traduccio´n de la hipo´tesis de la regla de tipado en cuestio´n. Esto
nos permite cumplir con lo deﬁnido arriba sobre lfin para los sub-componentes del
a´rbol de derivacio´n de tipos. El bloque de co´digo que generara´ la traduccio´n de stm,
ﬁnalizara´ con la instruccio´n jmp lhalt[X], donde el tipo de lhalt ya existira´ en Ψ al
momento de intentar tipar dicho bloque.
 d∆, L ` stm

 Ψ{lhalt = CODEh∀[X]{sp : Halt .X} | ⊥i⊥}H





 ∆, L ` stm∆ ` stm

 ΨH
Γ, lmain, lhalt,Halt .X
 =

Ψ0{lmain = CODEh∀[X]{sp : Halt .X} | ⊥i⊥}
H 0{lmain = CODEh∀[X]{sp : Halt .X} | ⊥i⊥
jmp l[X],




La traduccio´n de la sentencia de asignacio´n se muestra a continuacio´n:
 ∆(x) = H∆, pc ` x := e

 ΨH
Γ, pc, l, l0,Σ
 =

Ψ{l = CODEh∀[X]{sp : Σ} | pci⊥}






 ∆ ` e : L ∆(x) = L∆, L ` x := e

 ΨH
Γ, L, l, l0,Σ
 =

Ψ{l = CODEh∀[X]{sp : Σ} | Li⊥}






La traduccio´n de la sentencia de declaracio´n que se muestra a continuacio´n, se divide
en dos partes. La primera parte asigna memoria en la pila para almacenar el resultado
de la traduccio´n de la expresio´n e. La posicio´n alocada tiene como tipo de dato τ(H).
Luego se realiza la traduccio´n de la sentencia stm que comienza en la etiqueta l1.
Finalmente la ejecucio´n continua en la etiqueta l2 quien libera el tope de la pila y salta
a l0.
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 d∆[x 7→ H], pc ` stm

 Ψ{l2 = CODEh∀[X]{sp : >.Σ} | pci⊥}H





 ∆[x 7→ H], pc ` stm∆, pc ` var x : H := e in stm end

 ΨH
Γ, pc, l, l0,Σ
 =

Ψ1{l = CODEh∀[X]{sp : Σ} | pci⊥}
H1{l = CODEh∀[X]{sp : Σ} | pci⊥
|e|
salloc 1;
sstNsl τ(H), sp[0], ra;
jmp l1[X],





Note que la instruccio´n de SecTAL sstNsl utilizada arriba, guarda en la pila el
registro ra con tipo τ(H) = > independientemente del tipo actual de ra (ver regla de
tipado [T-SstNsl] en el cap´ıtulo 2). Necesitamos dicha instruccio´n dado que la traduccio´n
de la expresio´n |e| podr´ıa ser τ(L) dejando al registro ra con tipo ⊥. De esta forma, como
estamos traduciendo una declaracio´n de una variable x con tipo H, nos aseguramos que
la misma se guarde en la pila con su tipo equivalente, τ(H) respetando la deﬁnicio´n dada
al comienzo de la seccio´n que dice que ∆ ∼ Γ(sp). Como mencionamos anteriormente,
dicha instruccio´n luego de realizado el chequeo de tipos, puede ser reemplazada por la
instruccio´n sst.
A continuacio´n procedemos de la misma forma que antes con la diferencia que la
posicio´n asignada en la pila tiene como tipo de dato τ(L).
 d∆[x 7→ L], L ` stm













Ψ1{l = CODEh∀[X]{sp : Σ} | ⊥i⊥}
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La traduccio´n de la sentencia de seleccio´n comienza por la traduccio´n de la expresio´n
booleana, luego inserta el junction point l0 y salta dependiendo de la condicio´n a alguna
de las ramas. Ambas ramas terminan saltando a la etiqueta liJP quien ﬁnalmente salta
al junction point l0.
 d1∆, pc ` stm1

 Ψ{liJP = CODEh∀[X]{sp : l0.Σ} | pci⊥}H





 d2∆, pc ` stm2

 Ψ1H1





 ∆ ` be : pc ∆, pc ` stm1 ∆, pc ` stm2∆, pc ` if be then stm1 else stm2 end

 ΨH
Γ, pc, l, l0,Σ
 =

Ψ2{l = CODEh∀[X]{sp : Σ} | pci⊥}









La traduccio´n de la sentencia de iteracio´n comienza en el bloque de co´digo l0 in-
sertando en la pila el junction point l0. Luego el bloque de co´digo l evalu´a la expresio´n
booleana y salta al bloque de co´digo lbucle si el resultado de la evaluacio´n de la condicio´n
es true. Si evalu´a en false, salta a la etiqueta lwJP quien ﬁnalmente salta al junction
point l0. Dentro del bloque de co´digo lbucle, que contiene la traduccio´n de stm, al ﬁ-
nalizar su ejecucio´n vuelve al bloque de co´digo l quien nuevamente realiza la evaluacio´n
de la condicio´n.
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 d∆, pc ` stm

 Ψ1{l = CODEh∀[X]{sp : l0.Σ} | pci⊥}H1





 ∆ ` be : pc ∆, pc ` stm∆, pc ` while be do stm end

 ΨH
Γ, pc, l0, l0,Σ
 =

Ψ2{l0 = CODEh∀[X]{sp : Σ} | pci⊥,
liJP = CODEh∀[X]{sp : l0.Σ} | pci⊥}
H2{l0 = CODEh∀[X]{sp : Σ} | pci⊥
pushJP l0;
jmp l[X],








La traduccio´n de las sentencias compuestas se muestra a continuacio´n. Note que se
traducira´ primero stm2, para tener el tipo de la etiqueta l1 al momento de querer tipar
la traduccio´n de stm1. Esto nos permite cumplir con lo deﬁnido inicialmente sobre lfin.
 d2Γ, pc ` stm2

 ΨH




  d1∆, pc ` stm1

 Ψ1H1





 ∆, pc ` stm1 ∆, pc ` stm2∆, pc ` stm1; stm2

 ΨH





Finalmente, la regla de tipado [T− Sub] no genera co´digo, solo cambia el pc que se
utilizara´ para tipar el resto de la derivacio´n. H y Ψ no son modiﬁcadas.












































(pc = L) var a: L := 1 in
(pc = L) var b: H := 0 in
(pc = L) if b = 0
(pc = H) then b := 1
(pc = H) else b := 2
(pc = L) end;
(pc = L) a := 3
(pc = L) end
(pc = L) end
Arbol de Derivacio´n
[T-EConst]
∆ ` 1 : L
∆(b) = H
[T-EVar]
∆ ` b : H
[T-BEIgual]
∆ ` b = 0 : H
∆(b) = H
[T-AsigHigh]
∆,H ` b := 1
∆(b) = H
[T-AsigHigh]
∆,H ` b := 2
[T-IF]
∆,H ` if b = 0 then b := 1 else b := 2 end
[T-Sub]
∆, L ` if b = 0 then b := 1 else b := 2 end
∆ ` 3 : L ∆(a) = L
[T-AsigLow]
∆, L ` a := 3
[T-Stm]
∆[b 7→ H], L ` if b = 0 then b := 1 else b := 2 end; a := 3
[T-DecHigh]
∆[a 7→ L], L ` var b : H := 0 in if b = 0 then b := 1 else b := 2 end; a := 3 end
[T-DecLow]
∆, L ` var a : L := 1 in var b : H := 0 in if b = 0 then b := 1 else b := 2 end; a := 3 end end
[T-Prog]
∆ ` var a : L := 1 in var b : H := 0 in if b = 0 then b := 1 else b := 2 end; a := 3 end end
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Traduccio´n en SecTAL
Lmain: CODEh∀[X]{sp : Halt.X}|⊥i⊥ % Generado por [T-Prog]
jmp l[X]
l : CODEh∀[X]{sp : Halt.X}|⊥i⊥ % Generado por [T-DecLow]
mov ra, 1 % expresion 1 en ra
salloc 1 % aloco espacio para a
sst sp[0], ra % a := 1
jmp l1[X]
l1 : CODEh∀[X]{sp : int⊥.Halt.X}|⊥i⊥ % Generado por [T-DecHigh]
mov ra, 0 % expresion 0 en ra
salloc 1 % aloco espacio para b
sstNsl τ(H), sp[0], ra % b := 0
jmp l2[X]
l2 : CODEh∀[X]{sp : int>.int⊥.Halt.X}|⊥i⊥ % Generado por [T-IF]
sld ra, sp[0] % expresion b en ra
pushJP lprima
bnz ra, lelse[X] % el salto se hace sobre ra que es H
jmp lthen[X]
lthen : CODEh∀[X]{sp : lprima.int>.int⊥.Halt.X}|>i⊥ % Generado por [T-AsigHigh]
mov ra, 1 % expresion 1 en ra
sst sp[1], ra % b := 1
jmp liJP [X]
lelse : CODEh∀[X]{sp : lprima.int>.int⊥.Halt.X}|>i⊥ % Generado por [T-AsigHigh]
mov ra, 2 % expresion 2 en ra
sst sp[1], ra % b := 2
jmp liJP [X]
liJP : CODEh∀[X]{sp : lprima.int>.int⊥.Halt.X}|>i⊥ % Generado por [T-IF]
jmpJP lprima[X]
lprima: CODEh∀[X]{sp : int>.int⊥.Halt.X}|⊥i⊥ % Generado por [T-AsigLow]
mov ra, 3 % expresion 3 en ra
sst sp[1], ra % a := 3
jmp l7[X]
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l7 : CODEh∀[X]{sp : int>.int⊥.Halt.X}|⊥i⊥ % Generado por [T-DecHigh]
sfree 1
jmp l8[X]
l8 : CODEh∀[X]{sp : int⊥.Halt.X}|⊥i⊥ % Generado por [T-DecLow]
sfree 1
jmp lhalt[X]





























3.2.4. Preservacio´n de Tipos
La funcio´n de compilacio´n presentada sera´ correcta si la traduccio´n de un programa While a un programa SecTAL preserva tipos.
Comenzaremos deﬁniendo y demostrando los lemas para la traduccio´n de expresiones y sentencias para luego ﬁnalizar con la traduccio´n
de un programa.
Lema 3 (traduccio´n de expresiones). a : Si ∆ ∼ Γ(sp), ∆ ` e : t y
Θ | Γ{ra : τ(t) t pc, sp : Σ} | pc BΨ B, entonces, Θ | Γ{ra :?, sp : Σ} | pc BΨ |e|; B.
b : Si ∆ ∼ Γ(sp), ∆ ` be : t y Θ | Γ{ra : τ(t) t pc, sp : Σ} | pc BΨ B, entonces, Θ | Γ{ra :?, sp : Σ} | pc BΨ |be|; B.
Donde ra :? signiﬁca que el registro ra podr´ıa existir antes de la traduccio´n de |e| con cualquier otro tipo.
Demostracio´n. La demostracio´n es por induccio´n estructural en e y be:
Caso e = i. |i| = mov ra, i, las constantes son de tipo L y τ(L) = τ(t) = ⊥. Entonces tenemos que demostrar que Θ | Γ{sp : Σ} |
pcBΨ mov ra, i;B sabiendo que Θ | Γ{ra : ⊥ t pc, sp : Σ} | pc BΨ B. Aplicando [T-Mov] obtenemos:
Θ | Γ{sp : Σ} BΨ i : ⊥ opnd Θ | Γ{ra : ⊥ t pc, sp : Σ} | pcBΨ B [T-Mov]
Θ | Γ{sp : Σ} | pc BΨ mov ra, i;B
Dado que Θ | Γ{sp : Σ}BΨ i : ⊥ opnd es un operando bien tipado y sabiendo que Θ | Γ{ra : ⊥ t pc, sp : Σ} | pcBΨ B, concluimos.
Caso e = x. |x| = sld ra, sp[oﬀset(x,Σ)], sabiendo que ∆ ∼ Γ(sp), tenemos τ(t) = τ(∆(x)) = Γ(sp)[oﬀset(x,Σ)]. Aplicando [T-Sld]
obtenemos:
Γ(sp) = σ0 · ... · σi−1 · τ(t) · Σ0 Θ | Γ{ra : τ(∆(x)) t pc, sp : Σ} | pcBΨ B [T-Sld]




























Sabiendo que Θ | Γ{ra : τ(t) t pc, sp : Σ} | pc BΨ B, concluimos.
Caso e = e1 + e2. |e1 + e2| = |e1|; salloc 1; sst sp[0], ra; |e2|; sld rb, sp[0]; add ra, rb, ra; sfree 1.
Vamos a dividir la prueba en dos partes. Primero vamos a probar que:
Θ | Γ{ra : τ(t2) t pc, sp : (τ(t1) t pc).Σ0} | pc BΨ sld rb, sp[0]; add ra, rb, ra; sfree 1;B0, asumiendo que: Θ | Γ{ra :
τ(t2) t τ(t1) t pc, rb : τ(t1) t pc, sp : Σ0} | pc BΨ B0. Donde, ∆ ` e1 : t1 y ∆ ` e2 : t2.
Γ(sp) = (τ(t1) t pc).Σ0 Θ | Γ[sp := Σ0] | pc BΨ B0
d2 = [T-Sfree]
Θ | Γ{ra : τ(t2) t τ(t1) t pc, rb : τ(t1) t pc, sp : (τ(t1) t pc).Σ0} | pc BΨ sfree 1;B0
[T-RegOp]
Θ | ΓBΨ ra : τ(t2) t pc opnd
[T-RegOp]
Θ | ΓBΨ rb : τ(t1) t pc opnd d2
d1 = [T-Arith]
Θ | Γ{ra : τ(t2) t pc, rb : τ(t1) t pc, sp : (τ(t1) t pc).Σ0} | pc BΨ add ra, rb, ra; sfree 1;B0
Γ(sp) = (τ(t1) t pc).Σ0 d1 [T-Sld]
Θ | Γ{ra : τ(t2) t pc, sp : (τ(t1) t pc).Σ0} | pc BΨ sld rb, sp[0]; add ra, rb, ra; sfree 1;B0
Sabiendo que Θ | Γ{ra : τ(t2) t τ(t1) t pc, rb : τ(t1) t pc, sp : Σ0} | pc BΨ B0, concluimos. Luego por H.I. con:
|e| = |e2|
t = t2
Σ = (τ(t1) t pc).Σ0
B = sld rb, sp[0]; add ra, rb, ra; sfree 1;B0
entonces, Θ | Γ{ra : τ(t1) t pc, sp : (τ(t1) t pc).Σ0} | pc BΨ |e2|; sld rb, sp[0]; add ra, rb, ra; sfree 1;B0.
Finalmente vamos a probar que: Θ | Γ{ra : τ(t1) t pc, sp : Σ0} | pc BΨ salloc 1; sst sp[0], ra;B00,






























Θ | ΓBΨ ra : τ(t1) t pc opnd Θ | Γ[sp := (τ(t1) t pc).Σ0] | pc BΨ B00
d1 = [T-SstNs]
Θ | Γ{ra : τ(t1) t pc, sp : ns.Σ0} | pc BΨ sst sp[0], ra;B00
Γ(sp) = Σ0 d1
[T-Salloc]
Θ | Γ{ra : τ(t1) t pc, sp : Σ0} | pc BΨ salloc 1; sst sp[0], ra;B00




B = salloc 1; sst sp[0], ra;B00
entonces, Θ | Γ{sp : Σ0} | pc BΨ |e1|; salloc 1; sst sp[0], ra;B00
Caso be = true. |true| = mov ra, 1, las constantes son de tipo L y τ(L) = τ(t) = ⊥. Entonces tenemos que demostrar Θ | Γ{sp : Σ} |
pcBΨ mov ra, 1;B, sabiendo que Θ | Γ{ra : ⊥ t pc, sp : Σ} | pc BΨ B. Aplicando [T-Mov] obtenemos:
Θ | Γ{sp : Σ} BΨ 1 : ⊥ opnd Θ | Γ{ra : ⊥ t pc, sp : Σ} | pcBΨ B [T-Mov]
Θ | Γ{sp : Σ} | pc BΨ mov ra, 1;B
Dado que Θ | Γ{sp : Σ}BΨ 1 : ⊥ opnd es un operando bien tipado y sabiendo que Θ | Γ{ra : ⊥t pc, sp : Σ} | pcBΨ B, concluimos.
Caso be = false. Idem caso anterior.




























Lema 4 (traduccio´n de sentencias). Si ∆ ∼ Γ(sp), ∆, pcs ` stm, d∆, pcs ` stm

 ΨH






 , Ψ(lfin) = CODEh∀[X]{sp : Σ} | pci⊥,
BH : Ψ, pcs = pc, entonces, BH 0 : Ψ0.
Demostracio´n. Prueba por induccio´n sobre la derivacio´n de la traduccio´n de stm. Cada una de las reglas de traduccio´n agrega uno o
ma´s bloques de co´digo a H, generando H 0. Vamos a probar que BH 0 : Ψ0, sabiendo que BH : Ψ. Para esto tenemos que probar que cada
uno de los bloques agregados a H tipan.
Caso T-AsigLow. La traduccio´n de la asignacio´n agrega el bloque de co´digo l a H.
1 ≥ 0
[ST-RegBank]
BΨ{ra : τ(L), sp : σ0 · ... · σi−1 · τ(L) · Σ0} ≤ {sp : Σ} τ(L) v τ(L)
d2 = [ST-Code]
ΘB CODEh∀[X]{sp : Σ} | τ(L)i⊥ ≤ ΘB CODEh∀[X]{ra : τ(L), sp : σ0 · ... · σi−1 · τ(L) · Σ0} | τ(L)i⊥
[T-RegOp]
Θ | Γ{ra : τ(L), sp : σ0 · ... · σi−1 · τ(L) · Σ0} BΨ lfin : CODEh∀[X]{sp : Σ} | τ(L)i⊥ opnd d2
d1 =
Θ | Γ{ra : τ(L), sp : σ0 · ... · σi−1 · τ(L) · Σ0} | τ(L) BΨ jmp lfin[X] blk
d1 τ(L) t τ(L) v τ(L) Γ(sp) = σ0 · ... · σi−1 · τ(L) · Σ0 Θ | ΓBΨ ra : τ(L) opnd
[T-Sst]
Θ | Γ{ra : τ(L), sp : Σ} | τ(L) BΨ sst sp[oﬀset(x,Σ)], ra; jmp lfin[X] blk
Luego por Lema 3 (a) podemos concluir que: Θ | Γ{sp : Σ} | τ(L) BΨ |e|; sst sp[oﬀset(x,Σ)], ra; jmp lfin[X] blk






























BΨ{ra : τ(t), sp : σ0 · ... · σi−1 · τ(H) · Σ0} ≤ {sp : Σ} pc v pc
d2 = [ST-Code]
ΘB CODEh∀[X]{sp : Σ} | pci⊥ ≤ ΘB CODEh∀[X]{ra : τ(t), sp : σ0 · ... · σi−1 · τ(H) · Σ0} | pci⊥
[T-RegOp]
Θ | Γ{ra : τ(L), sp : σ0 · ... · σi−1 · τ(H) · Σ0} BΨ lfin : CODEh∀[X]{sp : Σ} | pci⊥ opnd d2
d1 =
Θ | Γ{ra : τ(L), sp : σ0 · ... · σi−1 · τ(H) · Σ0} | pc BΨ jmp lfin[X] blk
d1 Γ(sp) = σ0 · ... · σi−1 · τ(H) · Σ0 pc t τ(t) v τ(H) Θ | ΓBΨ ra : τ(t) opnd
[T-Sst]
Θ | Γ{ra : τ(t), sp : Σ} | pc BΨ sst sp[oﬀset(x,Σ)], ra; jmp lfin[X] blk
Luego por Lema 3 (a) podemos concluir que: Θ | Γ{sp : Σ} | pc BΨ |e|; sst sp[oﬀset(x,Σ)], ra; jmp lfin[X] blk
Caso T-DecLow. La traduccio´n de la declaracio´n agrega dos bloques de co´digos. Probaremos ambos por separado, empezando por el
bloque l y donde Ψ(lfin) = Ψ(l1) = CODEh∀[X]{sp : τ(L) · Σ} | τ(L)i⊥
1 ≥ 0
[ST-RegBank]
BΨ{ra : τ(L), sp : τ(L) · Σ} ≤ {sp : τ(L) · Σ} τ(L) v τ(L)
d2 = [ST-Code]
ΘB CODEh∀[X]{sp : τ(L) · Σ} | τ(L)i⊥ ≤ CODEh∀[X]{ra : τ(L), sp : τ(L) · Σ} | τ(L)i⊥
Θ | Γ{ra : τ(L), sp : τ(L) · Σ} BΨ l1 : CODEh∀[X]{sp : τ(L) · Σ} | τ(L)i⊥ opnd d2
d1 = [T-RegOp]
Θ | Γ{ra : τ(L), sp : τ(L) · Σ} | τ(L) BΨ jmp l1[X] blk
d1 Γ(sp) = ns · Σ Θ | ΓBΨ ra : τ(L) opnd
[T-SstNs]
Θ | Γ{ra : τ(L), sp : ns · Σ} | τ(L) BΨ sst sp[0], ra; jmp l1[X] blk
[T-Salloc]
Θ | Γ{ra : τ(L), sp : Σ} | τ(L) BΨ salloc 1; sst sp[0], ra; jmp l1[X] blk
Luego por Lema 3 (a) podemos concluir que: Θ | Γ{sp : Σ} | τ(L) BΨ |e|; salloc 1; sst sp[0], ra; jmp l1[X] blk






























BΨ{sp : Σ} ≤ {sp : Σ} τ(L) v τ(L)
d2 = [ST-Code]
ΘB CODEh∀[X]{sp : Σ} | τ(L)i⊥ ≤ CODEh∀[X]{sp : Σ} | τ(L)i⊥
[T-RegOp]
Θ | Γ{sp : Σ} BΨ lfin : CODEh∀[X]{sp : Σ} | τ(L)i⊥ opnd d2
d1 =
Θ | Γ{sp : Σ} | τ(L) BΨ jmp lfin[X] blk
d1 Γ(sp) = τ(L) · Σ
[T-Free]
Θ | Γ{sp : τ(L) · Σ} | τ(L) BΨ sfree 1; jmp lfin[X] blk
Caso T-DecHigh. Similar al caso anterior, comenzamos por el bloque l, y donde Ψ(lfin) = Ψ(l1) = CODEh∀[X]{sp : τ(H) · Σ} | pci⊥.
1 ≥ 0
[ST-RegBank]
BΨ{ra : τ(t), sp : τ(H) · Σ} ≤ {sp : τ(H) · Σ} pc v pc
d3 = [ST-Code]
ΘB CODEh∀[X]{sp : τ(H) · Σ} | pci⊥ ≤ ΘB CODEh∀[X]{ra : τ(t), sp : τ(H) · Σ} | pci⊥
[T-RegOp]
Θ | Γ{ra : τ(t), sp : τ(H) · Σ} BΨ l1 : CODEh∀[X]{sp : τ(H) · Σ} | pci⊥opnd d3
d2 =
Θ | Γ{ra : τ(t), sp : τ(H) · Σ} | pc BΨ jmp l1[X] blk
d2 Θ | ΓBΨ ra : τ(t) opnd Γ(sp) = ns · Σ
d1 = [T-SstNsl]
Θ | Γ{ra : τ(t), sp : ns · Σ} | pc BΨ sstNsl τ(H), sp[0], ra; jmp l1[X] blk
d1 Γ(sp) = Σ
[T-Salloc]
Θ | Γ{ra : τ(t), sp : Σ} | pc BΨ salloc 1; sstNsl τ(H), sp[0], ra; jmp l1[X] blk




























Continuamos con el bloque l2.
0 ≥ 0
[ST-RegBank]
BΨ{sp : Σ} ≤ {sp : Σ} pc v pc
d3 = [ST-Code]
ΘB CODEh∀[X]{sp : Σ} | pci⊥ ≤ CODEh∀[X]{sp : Σ} | pci⊥
[T-RegOp]
Θ | Γ{sp : Σ} BΨ lfin : CODEh∀[X]{sp : Σ} | pci⊥ opnd d3
d2 =
Θ | Γ{sp : Σ} | pc BΨ jmp lfin[X] blk
d1 Γ(sp) = τ(H) · Σ
[T-Free]
Θ | Γ{sp : τ(H) · Σ} | pc BΨ sfree 1; jmp lfin[X] blk
Caso T-IF para ∆(be) = L. La traduccio´n de una sentencia de seleccio´n genera dos bloques de co´digo. Comenzaremos con el bloque l
con Ψ(lfin) = Ψ(lelse) = Ψ(lthen) = CODEh∀[X]{sp : l0 · Σ} | pci⊥.
1 ≥ 0
[ST-RegBank]
BΨ{ra : τ(L), sp : l0 · Σ} ≤ {sp : l0 · Σ} pc t τ(L) v pc
[ST-Code]
BΨCODEh∀[X]{sp : l0 · Σ} | pci⊥ ≤ BΨCODEh∀[X]{ra : τ(L), sp : l0 · Σ} | pc t τ(L)i⊥
[T-RegOp]
Θ | Γ{ra : τ(L), sp : l0 · Σ} BΨ lthen : CODEh∀[X]{sp : l0 · Σ} | pci⊥ opnd
d2 = [T-Jmp]
Θ | Γ{ra : τ(L), sp : l0 · Σ} | pc t τ(L) BΨ jmp lthen[X] blk
pc t τ(L) t ⊥ v pc
1 ≥ 0
[ST-RegBank]
BΨ{ra : τ(L), sp : l0 · Σ} ≤ {sp : l0 · Σ}
[ST-Code]
BΨCODEh∀[X]{sp : l0 · Σ} | pci⊥ ≤ BΨCODEh∀[X]{ra : τ(L), sp : l0 · Σ} | pc t τ(L) t ⊥i⊥
[T-RegOp]
Θ | ΓBΨ lelse : CODEh∀[X]{sp : l0 · Σ} | pci⊥
[T-RegOp]
Θ | ΓBΨ ra : τ(L) opnd d2
d1 = [T-CondBranch]
Θ | Γ{ra : τ(L), sp : l0 · Σ} | pc BΨ bnz ra, lelse[X]; jmp lthen[X] blk
d1 Ψ(l0) = CODEh∀[X]{sp : Σ} | pci⊥ pc v pc Γ(sp) = Σ
[T-Push]




























Luego por Lema 3 (b), Θ | Γ{sp : Σ} | pc BΨ |be|; pushJP l0; bnz ra, lelse[X]; jmp lthen[X] blk.




BΨ{sp : Σ} ≤ {sp : Σ}
BΨCODEh∀[X]{sp : Σ} | pci⊥ ≤ BΨCODEh∀[X]{Γ[sp := Σ]} | ⊥i⊥
ΘB X ok Γ0(sp) = Σ Γ(sp) = l0 · Σ Ψ(l0) = CODEh∀[X]{sp : Σ} | pci⊥
[T-JmpJP]
Θ | Γ{sp : l0 · Σ} | pc BΨ jmpJP l0[X] blk
Caso T-IF para ∆(be) = H. Similar al caso anterior, comenzaremos con el bloque l con Ψ(lfin) = Ψ(lelse) = Ψ(lthen) = CODEh∀[X]{sp :
l0 · Σ} | >i⊥.
1 ≥ 0
[ST-RegBank]
BΨ{ra : τ(H), sp : l0 · Σ} ≤ {sp : l0 · Σ} pc t τ(H) v >
[ST-Code]
BΨCODEh∀[X]{sp : l0 · Σ} | >i⊥ ≤ BΨCODEh∀[X]{ra : τ(H), sp : l0 · Σ} | pc t τ(H)i⊥
[T-RegOp]
Θ | Γ{ra : τ(H), sp : l0 · Σ} BΨ lthen : CODEh∀[X]{sp : l0 · Σ} | >i⊥ opnd
d2 = [T-Jmp]
Θ | Γ{ra : τ(H), sp : l0 · Σ} | pc t τ(H) BΨ jmp lthen[X] blk
pc t τ(H) t ⊥ v >
1 ≥ 0
[ST-RegBank]
BΨ{ra : τ(H), sp : l0 · Σ} ≤ {sp : l0 · Σ}
[ST-Code]
BΨCODEh∀[X]{sp : l0 · Σ} | >i⊥ ≤ BΨCODEh∀[X]{ra : τ(H), sp : l0 · Σ} | pc t τ(H) t ⊥i⊥
[T-RegOp]
Θ | ΓBΨ lelse : CODEh∀[X]{sp : l0 · Σ} | >i⊥
[T-RegOp]
Θ | ΓBΨ ra : τ(H) opnd d2
d1 = [T-CondBranch]
Θ | Γ{ra : τ(H), sp : l0 · Σ} | pc BΨ bnz ra, lelse[X]; jmp lthen[X] blk
d1 Ψ(l0) = CODEh∀[X]{sp : Σ} | pci⊥ pc v pc Γ(sp) = Σ
[T-Push]




























Luego por Lema 3 (b), Θ | Γ{sp : Σ} | pc BΨ |be|; pushJP l0; bnz ra, lelse[X]; jmp lthen[X] blk.




BΨ{sp : Σ} ≤ {sp : Σ}
BΨCODEh∀[X]{sp : Σ} | pci⊥ ≤ BΨCODEh∀[X]{Γ[sp := Σ]} | ⊥i⊥
ΘB X ok Γ0(sp) = Σ Γ(sp) = l0 · Σ Ψ(l0) = CODEh∀[X]{sp : Σ} | pci⊥
[T-JmpJP]
Θ | Γ{sp : l0 · Σ} | pc BΨ jmpJP l0[X] blk
Caso T-WHILE para ∆(be) = L. La traduccio´n de una sentencia de iteracio´n genera dos nuevos bloques de co´digo. Comenzaremos
con el bloque l0 con Ψ(lfin) = Ψ(l) = CODEh∀[X]{sp : l0 · Σ} | pci⊥.
0 ≥ 0
[ST-RegBank]
BΨ{sp : l0 · Σ} ≤ {sp : l0 · Σ} pc v pc
[ST-Code]
BΨCODEh∀[X]{sp : l0 · Σ} | pci⊥ ≤ BΨCODEh∀[X]{sp : l0 · Σ} | pci⊥
[T-RegOp]
Θ | Γ{sp : l0 · Σ} BΨ l : CODEh∀[X]{sp : l0 · Σ} | pci⊥opnd
d1 = [T-Jmp]
Θ | Γ{sp : l0 · Σ} | pc BΨ jmp l[X] blk
d1 Ψ(l0) = CODEh∀[X]{sp : Σ} | pci⊥ pc v pc Γ(sp) = Σ
[T-Push]
Θ | Γ{sp : Σ} | pc BΨ pushJP l0[X]; jmp l[X] blk






























BΨ{ra : τ(L), sp : l0 · Σ} ≤ {sp : l0 · Σ} pc t τ(L) v pc
[ST-Code]
BΨCODEh∀[X]{sp : l0 · Σ} | pci⊥ ≤ BΨCODEh∀[X]{ra : τ(L), sp : l0 · Σ} | pc t τ(L)i⊥
[T-RegOp]
Θ | Γ{ra : τ(L), sp : l0 · Σ} BΨ lwJP : CODEh∀[X]{sp : l0 · Σ} | pci⊥ opnd
d2 = [T-Jmp]
Θ | Γ{ra : τ(L), sp : l0 · Σ} | pc t τ(L) BΨ jmp lwJP [X] blk
pc t τ(L) t ⊥ v pc
1 ≥ 0
[ST-RegBank]
BΨ{ra : τ(L), sp : l0 · Σ} ≤ {sp : l0 · Σ}
[ST-Code]
BΨCODEh∀[X]{sp : l0 · Σ} | pci⊥ ≤ BΨCODEh∀[X]{ra : τ(L), sp : l0 · Σ} | pc t τ(L) t ⊥i⊥
d2
[T-RegOp]
Θ | ΓBΨ ra : τ(L) opnd
[T-RegOp]
Θ | ΓBΨ lbucle : CODEh∀[X]{sp : l0 · Σ} | pci⊥
d1 = [T-CondBranch]
Θ | Γ{ra : τ(L), sp : l0 · Σ} | pc BΨ bnz ra, lbucle[X]; jmp lwJP [X] blk
Luego por Lema 3 (b) podemos decir que: Θ | Γ{sp : l0 · Σ} | pc BΨ |be|; bnz ra, lbucle[X]; jmp lwJP [X] blk




BΨ{sp : Σ} ≤ {sp : Σ}
BΨCODEh∀[X]{sp : Σ} | pci⊥ ≤ BΨCODEh∀[X]{Γ[sp := Σ]} | ⊥i⊥
ΘB X ok Γ0(sp) = Σ Γ(sp) = l0 · Σ Ψ(l0) = CODEh∀[X]{sp : Σ} | pci⊥
[T-JmpJP]
Θ | Γ{sp : l0 · Σ} | pc BΨ jmpJP l0[X] blk
Caso T-WHILE para ∆(be) = H. Procedemos similar al caso anterior. Comenzaremos con el bloque l0 con Ψ(lfin) = Ψ(l) = CODEh∀[X]{sp :






























BΨ{sp : l0 · Σ} ≤ {sp : l0 · Σ} pc v pc
[ST-Code]
BΨCODEh∀[X]{sp : l0 · Σ} | pci⊥ ≤ BΨCODEh∀[X]{sp : l0 · Σ} | pci⊥
[T-RegOp]
Θ | Γ{sp : l0 · Σ} BΨ l : CODEh∀[X]{sp : l0 · Σ} | pci⊥opnd
d1 = [T-Jmp]
Θ | Γ{sp : l0 · Σ} | pc BΨ jmp l[X] blk
d1 Ψ(l0) = CODEh∀[X]{sp : Σ} | pci⊥ pc v pc Γ(sp) = Σ
[T-Push]
Θ | Γ{sp : Σ} | pc BΨ pushJP l0[X]; jmp l[X] blk
Continuamos con el bloque l.
1 ≥ 0
[ST-RegBank]
BΨ{ra : τ(H), sp : l0 · Σ} ≤ {sp : l0 · Σ} pc t τ(H) v >
[ST-Code]
BΨCODEh∀[X]{sp : l0 · Σ} | >i⊥ ≤ BΨCODEh∀[X]{ra : τ(H), sp : l0 · Σ} | pc t τ(H)i⊥
[T-RegOp]
Θ | Γ{ra : τ(H), sp : l0 · Σ} BΨ lwJP : CODEh∀[X]{sp : l0 · Σ} | >i⊥ opnd
d2 = [T-Jmp]
Θ | Γ{ra : τ(H), sp : l0 · Σ} | pc t τ(H) BΨ jmp lwJP [X] blk
pc t τ(H) t ⊥ v >
1 ≥ 0
[ST-RegBank]
BΨ{ra : τ(H), sp : l0 · Σ} ≤ {sp : l0 · Σ}
[ST-Code]
BΨCODEh∀[X]{sp : l0 · Σ} | >i⊥ ≤ BΨCODEh∀[X]{ra : τ(H), sp : l0 · Σ} | pc t τ(H) t ⊥i⊥
d2
[T-RegOp]
Θ | ΓBΨ ra : τ(H) opnd
[T-RegOp]
Θ | ΓBΨ lbucle : CODEh∀[X]{sp : l0 · Σ} | >i⊥
d1 = [T-CondBranch]
Θ | Γ{ra : τ(H), sp : l0 · Σ} | pc BΨ bnz ra, lbucle[X]; jmp lwJP [X] blk
Luego por Lema 3 (b) podemos decir que: Θ | Γ{sp : l0 · Σ} | pc BΨ |be|; bnz ra, lbucle[X]; jmp lwJP [X] blk































BΨ{sp : Σ} ≤ {sp : Σ}
BΨCODEh∀[X]{sp : Σ} | pci⊥ ≤ BΨCODEh∀[X]{Γ[sp := Σ]} | ⊥i⊥
ΘB X ok Γ0(sp) = Σ Γ(sp) = l0 · Σ Ψ(l0) = CODEh∀[X]{sp : Σ} | pci⊥
[T-JmpJP]
Θ | Γ{sp : l0 · Σ} | > BΨ jmpJP l0[X] blk
Caso T-STM. Por H.I. sobre stm1, podemos decir que BH1 : Ψ1. Luego, por H.I. sobre stm2 concluimos diciendo que BH2 : Ψ2.
Caso T-Prog. La traduccio´n inicial de un programa en While, genera dos bloques de co´digo nuevos, lmain y lhalt. Vamos a comenzar
por lmain con Ψ(lfin) = Ψ(l) = CODEh∀[X]{sp : Halt .X} | ⊥i⊥.
0 ≥ 0
[ST-RegBank]
BΨ{sp : Halt .X} ≤ {sp : Halt .X} ⊥ v ⊥
[ST-Code]
BΨCODEh∀[X]{sp : Halt .X} | ⊥i⊥ ≤ BΨCODEh∀[X]{sp : Halt .X} | ⊥i⊥
[T-RegOp]
Θ | Γ{sp : Halt .X} BΨ l : CODEh∀[X]{sp : Halt .X} | ⊥i⊥ opnd
[T-Jmp]
Θ | Γ{sp : Halt .X} | ⊥ BΨ jmp l[X] blk
Finalmente, lhalt:
Γ(sp) = Halt .X ΘB Γ ok
[T-Halt]
Θ | Γ{sp : Halt .X} | ⊥ BΨ halt blk
Teorema 3 (traduccio´n de While). Si ∆ ∼ Γ(sp), ∆ ` stm, BH0 : Ψ0,




































Demostracio´n. Finalmente, la demostracio´n del Teorema 3 se obtiene dado que por Lema 4 sabemos que BH : Ψ, que incluye el bloque
de co´digo inicial lmain. Dado que BΨR : Γ regBank, podemos decir que: B(H,R ∪ {sp}, B) : [Ψ,Γ ∪ {sp : Halt.X},⊥] machConﬁg
Cap´ıtulo 4
Implementacio´n
Como parte de este trabajo se implemento´ el compilador desarrollado en el cap´ıtulo
3, el cual traduce programas escritos en While a programas en SecTAL. Tambie´n,
se implemento´ un chequeador de tipos para SecTAL1. Dicha implementacio´n permi-
tio´ explorar lo expuesto anteriormente desde el punto de vista pra´ctico. Mostrando tanto
que la compilacio´n con preservacio´n de tipos es aplicable para lenguajes que expresan
propiedades de seguridad no tradicionales como no-interferencia como la comprobacio´n
de la utilidad del lenguaje SecTAL como lenguaje objeto de este tipo de compiladores.
La implementacio´n del compilador y del chequeador de tipos se realizo´ en el lenguaje
Java versio´n 1.4.1. Para integrarlos en una u´nica aplicacio´n se implemento´ un front-
end en Java Swing que permite escribir programas en While, compilarlos y correr el
chequeador de tipos de SecTAL sobre el resultado de la compilacio´n. Tambie´n permite
escribir directamente programas en SecTAL.
Este cap´ıtulo presenta una descripcio´n general de la implementacio´n del compilador
y del chequeador de tipos. El co´digo fuente de ambos es de libre acceso2.
4.1. Implementacio´n de los Lenguajes
Tanto el compilador de While como el chequeador de tipos de SecTAL se imple-
mentaron utilizando SableCC [GAG98]. SableCC es un framework orientado a objetos
para generar parsers del tipo LALR(1) a diferencia de JavaCC de Sun Microsystems
que genera parsers del tipo LL(k). SableCC genera el front-end de un compilador, es
decir, un analizar le´xico y sinta´ctico a partir de un archivo de entrada donde se especi-
ﬁcan las reglas le´xicas y sinta´cticas. Ma´s detalles sobre los algoritmos de parsing LL(k)
y LALR(1), y las herramientas de generacio´n de parsers SableCC y JavaCC pueden
1Si bien el compilador de While incluye su propio chequeador de tipos, siempre que hagamos
referencia a un chequeador de tipos estaremos hablando del de SecTAL.
2Para ver la aplicacio´n o descargar los fuentes se puede consultar www.lifia.info.unlp.edu.ar/
~eduardo/compilacionSegura/index.html.
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encontrarse en [APP02].
4.1.1. El Compilador de While
La Figura 4.1 presenta un diagrama con las fases del compilador de While. La
primera fase utiliza el generador de parsers SableCC para generar el front-end del com-
pilador. Las tres u´ltimas fases implementan el back-end del compilador. A continuacio´n,
se explican cada una de estas fases.
1. Ana´lisis le´xico y sinta´ctico
1. Se escribe el archivo con la especiﬁcacio´n requerida por SableCC que con-
tiene expresiones regulares para deﬁnir los componentes le´xicos (tokens) y
la grama´tica para deﬁnir la sintaxis de While.
2. En este paso se ejecuta SableCC utilizando como entrada la especiﬁcacio´n
deﬁnida en el paso anterior.
3. Luego de ejecutar SableCC, como salida se generan las clases Java que con-
forman el front-end del compilador. Dichas clases forman un framework de
caja blanca que incluye el analizador le´xico, el analizador sinta´ctico y el a´rbol
de sintaxis abstracto (en adelante AST). Mediante el mecanismo de heren-
cia, podemos instanciar este framework para implementar las fases siguientes
del compilador. La estructura gene´rica de control del framework generado
por SableCC es el recorrido que hace del AST, realizando llamadas a las
subclases (instanciadoras del framework) a medida que reconoce sentencias
del lenguaje.
2. Este paso y los siguientes, son pasadas que recorren el AST para implementar el
back-end del compilador. En esta primera pasada generamos la tabla de s´ımbolos
para manejar las variables y sus propiedades: el a´mbito y su tipo L o H.
3. La segunda pasada realiza el chequeo de tipos, implementando las reglas de tipado
deﬁnidas en las Figuras 3.2 y 3.3.
4. La tercera y u´ltima pasada genera co´digo y tipos de SecTAL.
4.1.2. El Chequeador de Tipos de SecTAL
Tal como se menciona al principio de esta seccio´n, tambie´n utilizamos SableCC
para la implementacio´n del chequeador de tipos de SecTAL. Los pasos explicados
anteriormente y presentados en la Figura 4.1, existen tambie´n aqu´ı, con excepcio´n de
la fase de generacio´n de co´digo. Luego de realizado el ana´lisis le´xico y sinta´ctico del
programa SecTAL, el chequeador de tipos indica si el programa contiene o no ﬂujos
de informacio´n inva´lidos.
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Figura 4.1: Fases del Compilador de While
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El chequeador de tipos implementa el conjunto de reglas de tipado presentadas en
la seccio´n 2.4. Cada regla de tipado es un objeto que implementa una interfaz y se
construye con las precondiciones de la regla. Como ejemplo, a continuacio´n se muestra
la interfaz TypingRule y la implementacio´n de la regla de tipado [T-Mov], MovRule.
public interface TypingRule {
public void evaluate() throws TypeCheckerException;
}
public class MovRule implements TypingRule {
private Register destination;
private WordValue source;








En caso de que el chequeador de tipos detecte ﬂujos de informacio´n inva´lidos, tam-
bie´n puede indicar cual fue la regla de tipado que fallo´.
4.2. Testing
La implementacio´n tambie´n incluye utilidades y scripts para realizar testing au-
tomatizado, tanto para el chequeador de tipos de SecTAL como para el compilador
de While.
A lo largo del desarrollo del chequeador de tipos, se escribieron varios programas en
SecTAL, que luego eran utilizados para probar su funcionamiento. Dentro de este con-
junto de programas de prueba, exist´ıan los que deb´ıan pasar el chequeo de tipos como
los que no deb´ıan pasar, es decir, aquellos que conten´ıan ﬂujos de informacio´n inva´lidos.
Para aquellos programas que conten´ıan ﬂujos de informacio´n inva´lidos, el chequeador
de tipos deb´ıa contestarnos con un TypeCheckerException y para los que conten´ıan ﬂujos
de informacio´n va´lidos, ﬁnalizar correctamente. Para esto, se desarrollo´ una utilidad
para usar en conjunto con JUnit3, que permite escribir casos de prueba automatizados.
Como ejemplo, a continuacio´n se muestra una clase de test del chequeador de tipos:
public class TestTypeChecker extends TestCase {
3http://junit.org/
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public void testMoveRule() {
UtilsTest.typeChecked("movRuleTypeCheckedProgram.sectal");
}




En este ejemplo presentado, se testean dos programas SecTAL, uno que contiene
ﬂujos de informacio´n va´lidos (movRuleTypeCheckedProgram.sectal) y otro que tiene
ﬂujos de informacio´n inva´lidos (arithRuleNotTypeCheckedProgram.sectal). Los me´todos
UtilsTest.typeChecked y UtilsTest.notTypeChecked, contienen los assertions correspon-
dientes, es decir, si la ejecucio´n del test testMoveRule(), genera una TypeCheckerEx-
ception, entonces el test fallara´. Si la ejecucio´n del test testArithRule() no genera una
TypeCheckerException, entonces el test fallara´.
Para testear el compilador, ser´ıa apropiado compilar un conjunto de programas en
While y ejecutar el chequeador de tipos de SecTAL sobre la salida del compilador.
Para ello, creamos un script que toma como entrada un conjunto de programas escritos
en While, compila cada uno de estos programas y corre el chequeador de tipos de
SecTAL sobre la salida. Todos los programas While, sinta´cticamente correctos y
que pasan el chequeo de tipos, deben generar co´digo SecTAL seguro, es decir, co´digo
SecTAL que pase el chequeo de tipos.
Los test automatizados producidos durante la implementacio´n son importantes a
la hora de extender el compilador de While para que sean utilizados como test de
regresio´n.
4.3. Interfaz Gra´ﬁca
Como se menciono´ al comienzo de este cap´ıtulo se implemento´ un front-end en Java
Swing, para integrar el compilador de While y el chequeador de tipos de SecTAL en
una u´nica aplicacio´n.
La Figura 4.2 presenta una captura de pantalla de la interfaz gra´ﬁca, inmediata-
mente despue´s de compilar el programa en While, presentando en el ejemplo de la
seccio´n 3.2.3.
La interfaz cuenta con tres paneles. Sobre el panel de la izquierda se pueden escribir
programas en While o seleccionar uno predeﬁnido de la lista desplegable. En el panel
de la derecha, se puede realizar los mismo pero sobre el lenguaje SecTAL. Adema´s,
cuando se compila un programa While, el resultado de la compilacio´n es almacenado
en e´ste panel. Luego, es posible ejecutar el chequeador de tipos de SecTAL.
Finalmente, el panel inferior es donde se escriben los errores que pueden generar
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Figura 4.2: Interfaz Gra´ﬁca de la Aplicacio´n
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el compilador de While o el chequeador de tipos SecTAL. Los mensajes de error




En este cap´ıtulo presentamos las conclusiones, resumimos las contribuciones y re-
alizamos algunas propuestas como trabajo futuro.
5.1. Resumen, Conclusiones y Contribuciones
En este trabajo se presento´ un lenguaje de alto nivel con control de ﬂujo de informa-
cio´n llamado While, e incluimos una funcio´n de compilacio´n que traduce programas
escritos en While a programas escritos en SecTAL. Tambie´n se ha presentando una
demostracio´n que muestra que la traduccio´n preserva tipos, en el sentido de que mapea
programas bien tipados en While a programas bien tipados en SecTAL.
Resumimos las contribuciones de la siguiente manera:
La deﬁnicio´n de una funcio´n de compilacio´n de un lenguaje imperativo sencillo
hacia un lenguaje de bajo nivel basado en Typed Assembly Language.
La prueba de un resultado de preservacio´n de tipado que muestra que si el pro-
grama fuente es bien tipado (y por ende seguro) tambie´n lo sera´ el resultado de
compilar el mismo.
La funcio´n de compilacio´n ha sido implementada y tambie´n un chequeador de tipos
de SecTAL. De esta forma mostramos que la compilacio´n con preservacio´n de tipos es
aplicable para lenguajes que expresan propiedades de seguridad no tradicionales como
no-interferencia y a su vez la utilidad del lenguaje SecTal como lenguaje objeto de
este tipo de compiladores. Ricardo Medel menciona en su tesis de doctorado [MED06],
como parte de la seccio´n de trabajo futuro, los temas presentados en esta tesis. A saber,
la realizacio´n de una funcio´n de compilacio´n junto con una prueba de preservacio´n de
tipos, y la implementacio´n de dicha funcio´n ma´s la implementacio´n de un chequeador
de tipos de SIFTAL.
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Durante la deﬁnicio´n de la funcio´n de compilacio´n detectamos que era necesario
agregar una instruccio´n en SecTAL, no presente en SIFTAL. Dicha instruccio´n, que
llamamos sstNsl level, sp[i], rs, y se explica en los cap´ıtulos 2 y 3, merece una mencio´n
extra aqu´ı.
Greg Morrisett [MOR85], en su tesis de doctorado, deﬁne brevemente el signiﬁcado
de preservar tipos en compilacio´n de la siguiente forma:
1. El lenguaje fuente y el lenguaje objeto deben ser tipados.
2. Se debe proveer tanto la funcio´n para traducir sentencias y expresiones como para
traducir tipos.
3. Si una expresio´n e tiene tipo t, la compilacio´n de e es e0 y la compilacio´n de t es
t0, entonces e0 tiene tipo t0.
Basa´ndonos en esta explicacio´n, al inicio de la seccio´n 3.2 deﬁnimos la funcio´n τ
que mapea tipos de While a SecTAL. De esta forma, la correspondencia de tipos
en While con tipos de SecTAL se deﬁne como: ∆ ∼ Γ(sp). Detectamos que esta
correspondencia no era posible de satisfacer para la traduccio´n de la regla [T− DecHigh]
con la actual deﬁnicio´n de SIFTAL [BCM04, MED06]. Para resolver esta cuestio´n fue
necesario introducir la instruccio´n sstNsl level, sp[i], rs. Dicha instruccio´n guarda en
la pila el registro rs con tipo level independientemente del tipo actual de rs. Se puede
observar en la traduccio´n de la regla [T− DecHigh], explicada en la seccio´n 3.2.2, que
para este caso level = τ(H).
La alternativa era utilizar la instruccio´n sst sp[i], rs, pero en caso de que la traduccio´n
de la expresio´n |e| deje el registro rs con tipo τ(L), estar´ıamos guardando en la pila el
tipo τ(L). Dado que por la traduccio´n de la regla [T− DecHigh], estamos declarando
una variable con tipo H en While, la deﬁnicio´n ∆ ∼ Γ(sp) no se estar´ıa respetando.
5.2. Trabajo Futuro
En esta seccio´n realizamos algunas propuestas con la intencio´n de ampliar y mejorar
el trabajo.
Primero, ser´ıa pertinente ampliar este trabajo, aumentando el poder expresivo del
lenguaje While. El paso inmediato ser´ıa agregarle funciones. Esto no representar´ıa
mayor esfuerzo, dado que en la funcio´n de compilacio´n presentada las variables son
almacenadas en la pila de SecTAL. Este mismo mecanismo, tanto para la nueva regla
de traduccio´n como para su prueba se utilizar´ıa para el pasaje de para´metros.
Luego, ir incorporando diferentes construcciones sinta´cticas para terminar transforman-
do el lenguaje While en un subconjunto de un lenguaje utilizado en la industria como
podr´ıa ser Java. Nuestra intencio´n no es realizar un trabajo similar a JFlow [MYE99]
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(al d´ıa de la fecha no cuenta con la demostracio´n de la correctitud de su sistema), sino,
incrementar el poder expresivo de nuestro lenguaje fuente manteniendo sus propiedades
de seguridad, y ma´s importante aun, manteniendo la correccio´n de su traduccio´n a Sec-
TAL.
En segundo lugar, otra mejora importante ser´ıa enriquecer el lenguaje While para
permitir n niveles de seguridad. Para esto es necesario incorporar a la sintaxis las es-
tructuras le´xicas que permitan al programador escribir y deﬁnir los niveles de seguridad
a utilizar y el orden entre ellos. Tambie´n ser´ıa necesario modiﬁcar el sistema de tipos,
con la posibilidad de deﬁnirlo de forma similar al presentado en [VSI96]. Por u´ltimo,
habr´ıa que adaptar la funcio´n de compilacio´n y la prueba de preservacio´n de tipos.
Por otro lado, para que los lenguajes con control de ﬂujo de informacio´n basados en
la veriﬁcacio´n de no-interferencia sean utilizados en la pra´ctica, es necesario desclasi-
ﬁcar cierta informacio´n. En muchos casos no-interferencia es muy estricto. El ejemplo
cla´sico es el programa para veriﬁcar contrasen˜as. El so´lo hecho de informar que una con-
trasen˜a es incorrecta genera un ﬂujo de informacio´n inva´lido, rechazando el programa
como inseguro. Por este motivo ser´ıa de intere´s incorporar mecanismos de desclasiﬁ-
cacio´n [SS05].
Finalmente, por el lado de SecTAL es necesario agregar ma´s instrucciones de salto
condicional para poder traducir expresiones booleanas ma´s ricas. Actualmente solo
cuenta con bnz r, v (salta si r 6= 0). Ser´ıa ideal incorporar aquellas deﬁnidas para
STAL [MCGW02]. A saber, beq r, v (salta si r = 0), bgt r, v (salta si r > 0), blt r, v
(salta si r < 0), bgte r, v (salta si r ≥ 0), blte r, v (salta si r ≤ 0). Note que agregar
dichas instrucciones no altera la demostracio´n de correctitud del sistema.
Ape´ndice A
No-Interferencia en While
En este seccio´n realizaremos la demostracio´n de los lemas y del teorema de no-
interferencia para el lenguaje While. A continuacio´n repetimos la deﬁnicio´n de la
relacio´n de equivalencia, y luego introduciremos una serie de lemas que utilizaremos
para la demostracio´n del Teorema 2.
Deﬁnicio´n 1 (equivalencia de estados). Dados dos estados σ1 y σ2 y un contexto
de tipado ∆, σ1 ≡∆L σ2 ⇔ ∀x ∈ dom(∆), ∆(x) = L ⇒ σ1(x) = σ2(x). La relacio´n ≡∆L
es de equivalencia.
Lema 2 (relacio´n de equivalencia). La relacio´n ≡∆L es de equivalencia.
Lema A.1 (variables pu´blicas). Si ∆ ` e : L entonces, ∀x en V ars(e), ∆(x) = L.
Donde V ars(e) es una funcio´n que devuelve el conjunto de variables involucradas en e.
Lo mismo aplica para las expresiones booleanas be.
Demostracio´n. La demostracio´n es por induccio´n estructural en e y be:
Caso e = i. Dado que no hay variables involucradas en e concluimos.
Caso e = x. Si ∆ ` x : L, entonces por regla [T-EVar] sabemos que ∆(x) = L.
Caso e = e1 + e2. Si ∆ ` e1 + e2 : L, entonces por regla [T-ESuma] sabemos que
t1 t t2 = L. Por la deﬁnicio´n de junta sabemos que t1 = L y t2 = L. Lo cual
signiﬁca que ∆ ` e1 : L y ∆ ` e2 : L. Dado que ei (para i = 1,2) es una sub-
expresio´n inmediata de e1 + e2 y V ars(ei) ⊆ V ars(e1 + e2) podemos aplicar la
H.I sobre ei y concluir.
Caso be = true. Dado que no hay variables involucradas en be concluimos.
Caso be = false. Idem caso anterior.
Caso be = e1 = 0. Si ∆ ` e1 = 0 : L, entonces por regla [T-BEIgual] sabemos que
∆ ` e1 : L. Luego concluimos por H.I.
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Lema A.2 (expresiones pu´blicas). Si ∆ ` e : L y σ1 ≡∆L σ2, entonces A[e]σ1 =
A[e]σ2. Si ∆ ` be : L y σ1 ≡∆L σ2, entonces B[be]σ1 = B[be]σ2.
Demostracio´n. La demostracio´n es por induccio´n estructural en e y be:
Caso e = i. Por deﬁnicio´n de la funcio´n A, sabemos que: A[i]σ1 = A[i]σ2 = i
Caso e = x. Por deﬁnicio´n de la funcio´n A, sabemos que: A[x]σ1 = σ1(x) y A[x]σ2 =
σ2(x). Si ∆ ` e : L, entonces por Lema A.1 ∆(x) = L. Sabiendo que σ1 ≡∆L σ2,
podemos decir que σ1(x) = σ2(x), lo cual signiﬁca que A[x]σ1 = A[x]σ2.
Caso e = e1 + e2. Por deﬁnicio´n de A, sabemos que: A[e1 + e2]σ1 = A[e1]σ1 +A[e2]σ1
y A[e1+ e2]σ2 = A[e1]σ2+A[e2]σ2. Por H.I. decimos que A[e1]σ1 = A[e1]σ2 y que
A[e2]σ1 = A[e2]σ2. Luego concluimos con A[e1]σ1 + A[e2]σ1 = A[e1]σ2 + A[e2]σ2.
Caso be = true | false. Por deﬁnicio´n de B sabemos que B[true]σ1 = B[true]σ2 =
true. Lo mismo ocurre con false.
Caso be = e1 = 0. Por deﬁnicio´n de B sabemos que: B[e1 = 0]σ1 = true si A[e1]σ1 =
0, false en otro caso. Y B[e1 = 0]σ2 = true si A[e1]σ2 = 0, false en otro caso.
Por H.I. podemos decir que A[e1]σ1 = A[e1]σ2 lo que signiﬁca que B[e1 = 0]σ1 =
B[e1 = 0]σ2.
Lema A.3 (sentencias en contexto privado). Las sentencias que son tipadas en
un contexto de seguridad H no modiﬁcan valores de variables L. Si ∆,H ` stm y
hstm, σ1i ⇓ σ2, entonces σ1 ≡∆L σ2.
Demostracio´n. La demostracio´n es por induccio´n sobre la estructura del a´rbol de
derivacio´n de hstm, σ1i ⇓ σ2. Primero demostraremos que esta propiedad se cumple
para los axiomas del sistema de transicio´n. Luego, asumiendo que la propiedad se
cumple para las premisas de las reglas (hipo´tesis inductiva), probaremos que se cumple
para la conclusio´n. En todos los casos asumimos que la ra´ız del a´rbol de derivacio´n
es la transicio´n hstm, σ1i ⇓ σ2 donde stm es instanciada por el caso a ser analizado.
Asumimos que la ejecucio´n de hstm, σ1i ⇓ σ2 termina.
Caso E-Asig. Tenemos que: hx := e, σ1i ⇓ σ1[x 7→ A[e]σ1]. El sistema de tipos
requiere que ∆(x) = H para tipar la sentencia x := e con contexto de se-
guridad H. Dado que no se modiﬁcan variables con tipo L, podemos decir que
σ1 ≡∆L σ1[x 7→ A[e]σ1].
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Caso E-IFTrue/E-IFFalse. Dado que el contexto de tipado es H, por regla [T-IF]
sabemos que ∆ ` be : H, ∆,H ` stm1 y ∆,H ` stm2. Dependiendo del resul-
tado de B[be]σ1, se ejecutara´ stm1 o stm2. Por H.I. podemos decir que para
hstm1, σ1i ⇓ σ2, σ1 ≡∆L σ2 y para hstm2, σ1i ⇓ σ2, σ1 ≡∆L σ2. Independientemente
de la evaluacio´n de la condicio´n, obtenemos σ1 ≡∆L σ2.
Caso E-Decl. Dado que el contexto de tipado es H, por regla [T-DecHigh] sabemos
que ∆(x) = H y ∆,H ` stm. Dado que no se modiﬁcan variables con tipo L,
podemos decir que σ1 ≡∆L σ1[x 7→ A[e]σ1]. Por H.I. podemos decir que σ1[x 7→
A[e]σ1] ≡∆L σ2 y por transitividad que σ1 ≡∆L σ2 ≡∆L σ2[x 7→ σ1(x)].
Caso E-WHILETrue/E-WHILEFalse. Dado que el contexto de tipado es H, por
regla [T-WHILE] sabemos que ∆ ` be : H y ∆,H ` stm1. SiB[be]σ1 = false, con-
cluimos. SiB[be]σ1 = true, tenemos hstm1, σ1i ⇓ σ01 y hwhile be do stm1 end , σ01i ⇓
σ2. Por H.I. tenemos que σ1 ≡∆L σ01 y σ01 ≡∆L σ2, luego por transitividad σ1 ≡∆L σ2.
Caso E-Stm. Dado que el contexto de tipado es H, por regla [T-Stm] sabemos que
∆,H ` stm1 y ∆,H ` stm2. Luego tenemos hstm1, σ1i ⇓ σ01 y hstm2, σ01i ⇓ σ2.
Por H.I. tenemos que σ1 ≡∆L σ01 y σ01 ≡∆L σ2, luego por transitividad σ1 ≡∆L σ2.
Deﬁnicio´n 2 (programas no-interferentes). Un programa escrito enWhile es no-
interferente, denotado as´ı NI∆(stm), si dados los estados σ1, σ2, σ3, σ4 donde σ1 ≡∆L σ2,
si hstm, σ1i ⇓ σ3 y hstm, σ2i ⇓ σ4 implica σ3 ≡∆L σ4.
Teorema 2 (no-interferencia). Dado un programa stm escrito enWhile, si ∆ ` stm
implica NI∆(stm).
Demostracio´n. La demostracio´n es por induccio´n sobre la estructura del a´rbol de
derivacio´n de hstm, σ1i ⇓ σ3. Nuevamente, asumimos que las ejecuciones terminan.
Caso E-Asig. Tenemos que: hx := e, σ1i ⇓ σ1[x 7→ A[e]σ1], y hx := e, σ2i ⇓ σ2[x 7→
A[e]σ2].
Si ∆(x) = H, tenemos que σ1 ≡∆L σ1[x 7→ A[e]σ1] y σ2 ≡∆L σ2[x 7→ A[e]σ2].
Luego, dado que σ1 ≡∆L σ2] podemos decir que σ1[x 7→ A[e]σ1] ≡∆L σ2[x 7→ A[e]σ2].
Si ∆(x) = L, sabemos por regla [T-AsigLow] que ∆ ` e : L. Luego, por Lema
A.2 tenemos que A[e]σ1 = A[e]σ2. Con lo cual, sabiendo que σ1 ≡∆L σ2, podemos
decir que σ1[x 7→ A[e]σ1] ≡∆L σ2[x 7→ A[e]σ2].
Caso E-IFTrue/E-IFFalse. Dos casos son posibles:
Si ∆ ` be : L, por Lema A.2 podemos decir que B[be]σ1 = B[be]σ2. Esto
signiﬁca que ambas derivaciones tomara´n el mismo camino de ejecucio´n. Entonces,
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suponiendo que B[be]σ1 = true, tenemos que hstm1, σ1i ⇓ σ3 y hstm1, σ2i ⇓ σ4.
Aplicando H.I. tenemos que σ3 ≡∆L σ4. El caso si B[be]σ1 = false es ana´logo.
Si ∆ ` be : H, el sistema de tipos requiere que el contexto de seguridad sea
H. Luego, por Lema A.3 podemos decir que σ1 ≡∆L σ3 y σ2 ≡∆L σ4, con lo cual,
σ3 ≡∆L σ4.
Caso E-Decl. Dos casos son posibles:
Si ∆(x) = L, sabemos por regla [T-AsigLow] que ∆ ` e : L. Luego, por Lema
A.2 tenemos que A[e]σ1 = A[e]σ2, con lo cual podemos decir que σ1 ≡∆L σ1[x 7→
A[e]σ1] y σ2 ≡∆L σ2[x 7→ A[e]σ2], luego σ1[x 7→ A[e]σ1] ≡∆L σ2[x 7→ A[e]σ2].
Aplicando H.I. tenemos que σ3 ≡∆L σ4.
Si ∆(x) = H, tenemos que σ1 ≡∆L σ1[x 7→ A[e]σ1] y σ2 ≡∆L σ2[x 7→ A[e]σ2],
luego σ1[x 7→ A[e]σ1] ≡∆L σ2[x 7→ A[e]σ2]. Aplicando H.I. tenemos que σ3 ≡∆L σ4.
Caso E-WHILETrue/E-WHILEFalse. Dos casos son posibles:
Si ∆ ` be : L, por Lema A.2 podemos decir que B[be]σ1 = B[be]σ2. Esto sig-
niﬁca que ambas derivaciones tomara´n el mismo camino de ejecucio´n. Entonces,
suponiendo queB[be]σ1 = true, tenemos hstm1, σ1i ⇓ σ01, hwhile be do stm1 end , σ01i ⇓
σ3 y hstm1, σ2i ⇓ σ02 y hwhile be do stm1 end , σ02i ⇓ σ4. Aplicando H.I. sobre
hstm1, σ1i ⇓ σ01 y hstm1, σ2i ⇓ σ02, tenemos que σ01 ≡∆L σ02. Luego, aplicando H.I.
sobre hwhile be do stm1 end , σ01i ⇓ σ3 y hwhile be do stm1 end , σ02i ⇓ σ4, tenemos
que σ3 ≡∆L σ4. Si B[be]σ1 = false, concluimos.
Si ∆ ` be : H, el sistema de tipos requiere que el contexto de seguridad sea
H. Luego, por Lema A.3 podemos decir que σ1 ≡∆L σ3 y σ2 ≡∆L σ4, con lo cual,
σ3 ≡∆L σ4.
Caso E-Stm. Tenemos derivaciones para hstm1, σ1i ⇓ σ01, hstm2, σ01i ⇓ σ3 y hstm1, σ2i ⇓
σ02, hstm2, σ02i ⇓ σ4. Aplicando H.I. sobre hstm1, σ1i ⇓ σ01 y hstm1, σ2i ⇓ σ02 tene-
mos que σ01 ≡∆L σ02. Luego, aplicando H.I. sobre hstm2, σ01i ⇓ σ3 y hstm2, σ02i ⇓ σ4
tenemos que σ3 ≡∆L σ4.
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