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Numerical simulations of Nonlinear Schrödinger Equation are studied using differential
quadrature method based on cosine expansion. Propogation of a soliton, interaction of two
solitons, birth of standing and mobile solitons and bound state solutions are simulated.
The accuracy of the method (DQ) is measured using maximum error norm. The results are
compared with some earlier works. The lowest two conserved quantities are computed
numerically for all cases.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The nonlinear Schrödinger equation (NLSE) describes many physical phenomena and comprehensive applications of this
equation are reviewed in the papers [1,2]. Its importance comes from two of the most basic processes in a physical system,
namely dispersion and nonlinearity. The solutions of the NLSE are balanced due to competing forces of nonlinearity and
dispersion. The typical example of such a balanced solution is soliton. An exact solution of the pure initial value problem
of the NLSE was given in 1971 by Zakharov and Shabat [3] using the inverse scattering method, provided that the initial
condition vanishes for sufficiently large |x|. For more general initial conditions the exact solutions of the NLSE are unknown.
Therefore numerical analysists have been dealt with finding the numerical solutions of the NLSE for various boundary-initial
conditions [4–8,19,21]. It also satisfies an infinite number of conservation laws These properties provide us with a simple
means of analyzing the numerical schemes in order to get reliable solutions.
Since Belman and Casti [9] introduced the differential-quadrature method for the solution of partial differential
equations, many other researches also made important contributions to this method. In the DQ method, derivatives of the
unknown functions in the differential equations with respect to a coordinate direction are expressed as a linear weighted
sums of all functional values at all grid points along that direction. The main idea of the method is to find the weighting
coefficients using test functions whose functional values and derivative values at discrete points in the whole domain
are known. Many authors have obtained weighting coefficients implicitly or explicitly using various test functions such
as Legendre polynomials, Lagrange interpolation polynomials, spline functions, radial basis functions, harmonic functions
with [9–16], etc. The DQ method is an efficient discretization technique for obtaining accurate numerical solutions using
small number of grid points. In this study, we apply cosine expansion based differential quadrature method (CDQ) defined
in [17] for space discretization and classical Runge–Kuttamethod of order four (RK4) for time discretization is used to obtain
fully discretized form of the NLSE, which are the system of equations.
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In the present paper, NLSE with cubic nonlinearity is given by
iut = −uxx − q |u|2 u, (x, t) ∈ (−∞,∞)× (0, T ) (1)
where i = √−1, u(x, t), which governs weakly nonlinear, strongly dispersive and almost monochromatic wave [18], is
a complex-valued function of the spatial coordinate x and the time t , q is a real parameter, the subscripts t and x denote
differentiation with respect to time and space, respectively.
In order to compute a numerical solution on the interval [a, b], artificial boundary conditions U(a, t) = U(b, t) = 0 is
chosen to model the physical conditions that u→ 0 as x→±∞. Assuming
u(x, t) = f (x, t)+ ig(x, t) (2)
where f (x, t) and g(x, t) are real functions, substituting (2) into (1) leads to the associated coupled pair of real partial
differential equation system.
gt = fxx + q(f 2 + g2)f
ft = −gxx − q(f 2 + g2)g.
(3)
It is assumed that N grids are distributed uniformly in the domain [a, b] as a = x0 < x1 < · · · < xN = b. Boundary
conditions are:
g(a, t) = f (a, t) = 0
g(b, t) = f (b, t) = 0. (4)
2. Numerical method
If a function U(x) is sufficiently smooth over the whole domain, the first and the second order derivatives of the function
U(x) with respect to x at a grid point xi are approximated by a linear sum of all the functional values in the whole domain,
that is,
Ux(xi) = dUdx
∣∣∣∣
xi
=
N∑
j=0
aijU(xj), for i = 0, 1, . . . ,N (5)
Uxx(xi) = d
2U
dx2
∣∣∣∣
xi
=
N∑
j=0
bijU(xj), for i = 0, 1, . . . ,N (6)
where aij and bij represent the weighting coefficients of the first and second order derivative approximations, respectively.
An even function U(x) defined on the interval [0, pi] can be approximated by a Fourier Series Expansion
U(x) = d0 +
N∑
j=1
dk cos(kx) (7)
U(x) in Eq. (7) constitutes a (N + 1) dimensional linear vector space VN+1. From the concept of the linear independence, a
basis of the linear space can be considered as linearly independent subset which spans the entire space. Any function in the
space can be expressed as a linear combination of base functions. If all the base functions satisfy the a linear constrained
relation such as (5)–(7), so all functions satisfy the same relations. The weighting function can be determined from using
a base functions. Therefore the derivatives in the partial differential equations can be approximated by using the these
coefficients, as given in Eqs. (5) and (6) In vector space VN+1, two typical base function sets are
ck(x) = cos(kx), k = 0, 1, . . . ,N, (8)
ck(x) = C(x)
ϕ(xk)(cos x− cos xk) , k = 0, 1, . . . ,N, (9)
where
C(x) =
N∏
k=0
(cos x− cos xk), (10)
ϕ(xk) =
N∏
j=0,j6=k
(cos xk − cos xj). (11)
In fact, the test function given in the Eq. (9) is Lagrange interpolated Cosine function and obtained using the transformations
ω = cos x and ωk = cos xk to the Lagrange interpolation polynomials,
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gk(ω) = L(ω)
(ω − ωk)L(1)(ωk) , k = 0, 1, . . . ,N
where
L(ω) = (ω − ω0)(ω − ω1)...(ω − ωN)
and
L(1)(ωk) =
N∏
l=0,l6=k
ωk − ωl
when the problem domain is chosen as [0, pi] for independent variable ω.
Using the sets of base functions given in Eqs. (8) and (9), the weighting coefficients of the first order derivative are found
as
aij = −ϕ(xi) sin xi
(cos xi − cos xj)ϕ(xj) , i, j = 0, 1, . . . ,N, i 6= j, (12)
aii = −
N∑
j=0,j6=i
aij, i = 0, 1, . . . ,N, (13)
and for weighting coefficients of the second order derivative, the formula is
bij = aij
(
2aii + 2 sin xicos xi − cos xj + cot xi
)
, i, j = 0, 1, . . . ,N, i 6= j, (14)
bii = −
N∑
j=0,j6=i
bij, i = 0, 1, . . . ,N. (15)
For the weighting coefficients for a function defined on the interval [a, b], a transformation can be prescribed as
ξ = x− a
b− api (16)
to map the interval [a, b] in the x domain to the interval [0, pi] in the ξ domain. Using the transformation (16), we have
Ux = ∂U
∂x
= ∂U
∂ξ
∂ξ
∂x
= pi
b− a
∂U
∂ξ
= αUξ , (17)
where α = pi/(b− a). Similarly, for the second order derivative, we have
Uxx = α2Uξξ . (18)
Then, using Eqs. (17) and (18), the explicit formulations given for the weighting coefficients in the x domain can bemodified
as
aij = −αϕ(ξi) sin ξi
(cos ξi − cos ξj)ϕ(ξj) , i, j = 0, 1, . . . ,N, i 6= j, (19)
bij = aij
(
2aii + 2α sin ξicos ξi − cos ξj + α cot ξi
)
, i, j = 0, 1, . . . ,N, i 6= j. (20)
Using differential quadrature approximation given by (5) and (6) for space discretization of the system in Eqs. (3), we get
the ordinary differential equation system,
gt(xi, t) =
[
N∑
j=0
bijf (xj, t)
]
+ q(f 2(xi, t)+ g2(xi, t))f (xi, t) (21)
ft(xi, t) = −
[
N∑
j=0
bijg(xj, t)
]
− q(f 2(xi, t)+ g2(xi, t))g(xi, t), i = 0, . . . ,N (22)
where N is the number of the grid points and weighting coefficients bij are obtained using Eqs. (15) and (20).
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Since U(a, t) = U(b, t) = 0 are chosen as boundary conditions for all test problems throughout the paper, so that
f (x0, t) = g(xN , t) = f (x0, t) = g(xN , t) = 0. Therefore, the ODE system becomes,
gt(xi, t) =
N−1∑
j=1
bijfj + q
[
f 2i + g2i
]
fi (23)
ft(xi, t) = −
N−1∑
j=1
bijgj − q
[
f 2i + g2i
]
gi i = 1, . . . ,N − 1 (24)
where fk and gk(k = i, j) denote f (xk) and g(xk), respectively. The resulting system given in the Eqs. (23) and (24) is solved
using RK4.
3. Test problems
To demonstrate the accuracy and efficiency of the cosine-based differential quadrature, five test problems are presented.
The accuracy of the method is measured by using the L∞ error norm defined by
E − L∞ =
∥∥u− Un∥∥∞ = maxj ∣∣uj − Unj ∣∣ (25)
whereUn denotes numerical solution. The reliable solitons solutions of the Schrödinger equationmust keep the conservation
laws [3]. So the lowest two conserved quantities are computed numerically by employing the composite rectangle rule:
C1 =
∫ b
a
|u|2 dx ≈ h
N∑
j=0
∣∣Unj ∣∣2 , (26)
C2 =
∫ b
a
[|ux|2 − 12q |u|
4]dx ≈ h
N∑
j=0
(∣∣(Ux)nj ∣∣2 − 12q ∣∣Unj ∣∣4
)
. (27)
Relative changes of invariants are defined as E − C1 = C1−C
0
1
C01
and E − C2 = C2−C
0
2
C02
where C01 and C
0
2 are the values of
the conserved quantities C1 and C2 at time t = 0, respectively. All plots are drawn using numerical data obtained by the
numerical method throughout the paper.
3.1. Motion of single soliton
Nonlinear Schrödinger equation has been used to model a number of physical situations involving nonlinearity and
dispersion. When a certain balance is reached between nonlinearity and dispersion, soliton solitons are formed. This is
simply illustrated by the single soliton solution
u(x, t) = α
(
2
q
)1/2
exp i
{
1
2
cx− 1
4
(c2 − α2)t
}
sech α(x− ct) (28)
where c represents the speed of the soliton whose magnitude depends on α. which determines its amplitude. Parameters
q = 2, c = 4, α = 1 and solution interval −20 ≤ x ≤ 20 are chosen to coincide with earlier works so that comparison of
results can be done. When α = 1, envelop soliton,
|u| = sech (x− 4t)
represents a single solitary of amplitude 1 moving to the right with a constant speed 4. Analytic values of conserved
quantities are C1 = 2 and C2 = 7.33333333333334. In Table 1, L∞-error norm,conserved quantities and their relative
errors are documented for various time-space steps combinations at time t = 1.0. According to results in this table, the
differential quadrature methods produced better results that of the methods listed in the table even though larger time-
space steps are used. Graph of the travelling soliton is presented in the Fig. 1 at times t = 0.0, t = 1.0 and t = 2.5 in which
the real and imaginary components and the modules are displayed. Error at time t = 1.0 for the parameters h = 0.1250
and 1t = 0.001 are shown in Fig. 2. From this figures, highest errors is recorded about right hand boundary at time
t = 1.0.
Maximumerror occurs at the right boundary at time t = 1.0 as seen in Fig. 2when h = 0.125 and1t = 0.0025. Actually,
this error 1.557 × 10−7 comes from the selection of the boundary condition Ubo(20, 1) = 0. Because difference between
analytical solution and artificial boundary condition is
|Ubo(20, 1)− u(20, 1)| = 2.250703494×10−7
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Table 1
Comparison of single soliton at time t = 1 with some earlier results
Method h 1t E − L∞×105 C1 C2 E − C1 E − C2
CDQ (present) 0.3125 0.025 5.5620 1.999 7.333 −4.380× 10−06 −1.214× 10−05
0.3125 0.010 0.2089 1.999 7.333 −4.512× 10−08 −1.253× 10−07
0.1250 0.0025 0.1557 1.999 7.333 −4.412× 10−11 −1.226× 10−10
0.1250 0.0010 0.0155 1.999 7.333 −4.541× 10−13 −1.266× 10−12
B-spline Galerkin [8] 0.05 0.005 30 0.0000000 0.0000006
0.3125 0.020 200 0.0000066 −0.0003417
B-spline Col. [20] 0.05 0.005 800 0.00000 0.00000
0.03 0.005 200 0.00000 0.00000
Explicit [5] 0.05 0.000625 600 0.00000 0.00556
Implicit/explicit [5] 0.05 0.001 600 −0.00393 −0.01205
Implicit (C-N) [5] 0.05 0.005 600 −0.00001 −0.00557
Hopscotch [5] 0.08 0.002 500 0.00003 −0.01407
Split-step Fourier [5] 0.3125 0.020 500 0.00000 0.00005
A-L Local [5] 0.06 0.0164 600 0.00004 −0.00797
A-L Global [5] 0.05 0.040 600 0.00003 0.00550
Pseudospectral [5] 0.3125 0.00026 500 0.00001 −0.00003
Fig. 1. Single solitary at time (a) t = 0.0, (b) t = 1.0 and (c) t = 2.5.
where Ubo(20, 1) and u(20, 1) denote the functional values of boundary condition at the right boundary and analytical
solution at the time t = 1.0, respectively. If we extend the right end of the solution domain from 20 to 24, L∞ error norm is
found as 5.4307× 10−9 so that effect of the right end boundary can be seen to be reduced. Therefore, we have repeated the
numerical experiments for the space interval−20 ≤ x ≤ 24. There exists one more important point that time steps should
be chosen smaller enough than space steps to validate stability of the method. The rate of convergence for the scheme is
computed using
rate of convergence ≈ loge(E(N2)/E(N1))
loge(N1/N2)
(29)
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Fig. 2. Error
∣∣u− UN ∣∣ at time t = 1.0.
Table 2
E − L∞ error norms and rates of convergence in space at time t = 1
Nspace E − L∞ Order
25 6.24× 10−1
50 1.26× 10−1 2.30
75 1.18× 10−2 5.84
100 5.32× 10−4 10.79
125 1.73× 10−4 15.35
150 4.75× 10−7 20.06
175 1.91× 10−8 20.45
200 1.96× 10−9 17.05
Table 3
E − L∞ error norms and rates of convergence in time at time t = 1
h = 1.1 h = 0.5
Ntime E − L∞ Ntime E − L∞
100 0.288 100 2.598× 10−3
200 0.288 200 2.598× 10−3
400 0.288 400 2.598× 10−3
800 0.288 800 2.598× 10−3
1600 0.288 1600 2.598× 10−3
3200 0.288 3200 2.598× 10−3
where E(Nj) is the L∞-error for various space steps with fixed time step1t = 0.0005 over the domain−20 ≤ x ≤ 24which
is chosen to reduce the effect of the boundary. The L∞-errors and orders for the terminating time t = 1 are shown in Table 2.
For more number of grids, the error cannot be reduced over the domain [ −20, 24] because the value of the analytical
solution at the right boundary is u(24, 1) = 4.122× 10−9 as the boundary is forced to be Ubo(24, t) = 0.
For the computation of rate of convergence in time, we have fixed space steps as h = 1.1 and h = 0.5 over the domain
[−20, 24] and run the program for various time steps. The results are given in the Table 3.
We do not compute the rate of convergence for time because there is no improvement in time order even if the time
step is chosen smaller. Cosine expansion based differential quadrature algorithm combined with fourth order Runge–Kutta
converges rapidly in space.
3.2. Interaction of two solitons
Interaction of two solitons is studied with the initial condition
u(x, 0) = u1(x, 0)+ u2(x, 0) (30)
where
uj(x, 0) = αj
(
2
q
)1/2
exp i
{
1
2
cj(x− xj)
}
sech αj(x− xj), j = 1, 2 (31)
with parameters q = 2, h = 0.25, 0.20,1t = 0.01, 0.005, α1 = 1.0, c1 = 4.0, x1 = −10, α2 = 1.0, c2 = −4.0, x2 = 10
over the region −20 ≤ x ≤ 20. This initial condition has two solitons form of equal amplitude, which are separated by
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Fig. 3. Interaction of two solitons (a) t = 0.0, (b) t = 2.0, (c) t = 2.5, (d) t = 5.0.
Table 4
Conserved quantities, peak positions and amplitudes at various times, h = 0.25,1t = 0.01
t C1 C2 Solitary 1 Solitary 2
Amplitude Peak position Amplitude Peak position
0.0 3.99999998966735 14.6666667001399 1.00000 −10.0 1.00000 10.0
1.0 3.99999980895917 14.6666649096399 1.00000 −6.00 1.00000 6.00
2.0 3.99999962995097 14.666663060939 0.99487 −1.75 0.99487 1.75
2.5 3.99999957691588 14.6665767375198 1.98646 0.00 1.98646 0.00
3.0 3.99999946300645 14.6666614025799 0.97451 2.25 0.97451 −2.25
4.0 3.99999928220204 14.6666595567429 0.99983 6.25 0.99983 −6.25
5.0 3.99999910154375 14.6666577116511 0.99956 10.25 0.99956 −10.25
a distance of 20 units. Peak points of the solitons are located at x = −10 and x = 10 initially and both of them have the
velocity of 4. The simulation of interaction is depicted at different times in Fig. 3. As time goes, two solitonsmove in opposite
direction, collide and separate. They are in good agreement with the behavior predicted both in theory and other numerical
methods [8,20].
Conserved quantities and amplitudes and peak positions of both solitons at various times and comparison of conserved
quantities and their relative changes with some earlier works are seen at Tables 4 and 5, respectively. We find that
the proposed scheme has predicted accurately the location of the peak and maximum amplitude of the solitons. The
conservation laws are satisfied up to time t = 5.0 with a greater degree of accuracy. C1 and C2 remain the same to six
digits at time t = 5.0. To make comparison with some earlier results, Table 5 are given. It can be seen that the invariants
are conserved more than those mentioned in the table.
3.3. Maxwellian initial condition
According to the theory, if
∫∞
∞ u(x, 0)dx ≥ pi , a soliton is generated, or else it fades out [23]. This is studied in the paper
using the Maxwellian initial condition, given by [20],
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Table 5
Comparison of two soliton simulations with some earlier results
Method h 1t t E − C1 E − C2
CDQ (present) 0.25 0.010 2.5 −1.03187× 10−7 −6.13381× 10−6
CDQ (present) 0.25 0.005 2.5 −3.00936× 10−9 −5.82308× 10−6
CDQ (present) 0.20 0.005 2.5 −3.03884× 10−9 −1.57676× 10−7
B-spline Col. [20] 0.10 0.01 2.5 0.00000 0.00120
Explicit [5] 0.13 0.0036 2.5 0.00000 0.00659
Implicit/explicit [5] 0.05 0.0025 2.5 0.00314 0.01434
Implicit (C-N) [5] 0.13 0.04 2.5 −0.00009 0.00619
Hopscotch [5] 0.05 0.001 2.5 0.00003 0.00063
Split-step Fourier [5] 0.625 0.005 2.5 0.00071 0.03595
A-L Local [5] 0.07 0.07 2.5 0.00000 0.00156
A-L Global [5] 0.08 0.045 2.5 −0.00012 0.00148
Pseudospectral [5] 0.625 0.0071 2.5 0.00073 0.03247
B-spline Galerkin [8] 0.10 0.01 1.5 0.000002 0.00065
2.5 −0.000003 0.00330
3.5 0.000002 0.00067
4.5 0.000002 0.00061
Fig. 4. Decaying away of soliton for A = 1.
u(x, 0) = A exp(−x2) (32)
with parameters h = 0.25,1t = 0.01 and q = 2 for a region−45 ≤ x ≤ 45. Numerical experiment of the birth of soliton
is carried out for the values A = 1, 1.78. The program is run until the time t = 6 to observe the development of the soliton.
Fig. 5 presents the birth of standing soliton with A = 1.78 while the solution decays away with value A = 1 as shown in
Fig. 4. Maximas of the solutions are drawn in Fig. 6 from which evolution of soliton of magnitude of about 4 and dissolution
can visualized clearly. Thus, the theory is verified that if A = 1.78 > √pi = 1.7725, a soliton is produced, so with choice of
the less than A <
√
pi initial soliton decays away. Conserved quantities for both cases are graphed in Fig. 7.
Using the maxwellian initial condition (32), analytical conserved quantities can be computed as following
C1 = A2
√
pi
2
and C2 = 14A
2(2
√
2− qA2)√pi
and results of those quantities and their relative errors are recorded in Table 6. Consequently, conserved quantities obtained
using numerical method preserved satisfactorily well.
3.4. Birth of mobile soliton
Subsequently, the birth of the mobile soliton is studied using the initial condition
u(x, 0) = A exp(−x2 + 2ix)
using the parameters h = 0.25, 1t = 0.01 over the domain [−30, 60]. Simulation is studied with values A = 1, 1.78. to
see solutions until time t = 6.0.Mobile soliton of amplitude 4 is produced with A = 1.78 and the formation of soliton can
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Fig. 5. Birth of standing soliton A = 1.78.
Fig. 6. Maximas for A = 1 and A = 1.78.
Fig. 7. Conserved quantities.
be observed form the Fig. 9. Once again solution is faded out with A = 1 and is graphed in Fig. 8. Maximas of two solutions
and conserved quantities are depicted in Figs. 10 and 11, respectively.
Conserved quantities and their relative errors are presented in Table 7. Both invariants for this simulation are conserved
reasonably well.
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Table 6
Birth of standing soliton, h = 0.25,1t = 0.01
t C1 C2 E − C1 E − C2
A = 1
0 1.2533141373 0.3670872118 – –
1 1.2533141227 0.3670867576 −1.159401× 10−8 −1.237462× 10−6
2 1.2533141083 0.3670863092 −2.314897× 10−8 −2.458838× 10−6
3 1.2533140938 0.3670858642 −3.465253× 10−8 −3.670970× 10−6
4 1.2533140795 0.3670854077 −4.610104× 10−8 −4.914646× 10−6
5 1.2533140652 0.3670849321 −5.749767× 10−8 −6.210231× 10−6
6 1.2533140510 0.3670845405 −6.884333× 10−8 −7.276931× 10−6
A = 1.78
0 3.9710005126 −4.9256176213 – –
1 3.9710005469 −4.9256219495 8.634355× 10−9 8.787281× 10−7
2 3.9710004893 −4.9256251980 −5.880445× 10−9 1.538238× 10−6
3 3.9710003977 −4.9256279616 −2.892739× 10−8 2.099294× 10−6
4 3.9710003230 −4.9256307712 −4.775962× 10−8 2.669703× 10−6
5 3.9710002439 −4.9256346145 −6.768244× 10−8 3.449976× 10−6
6 3.9710001617 −4.9256367959 −8.836810× 10−8 3.892837× 10−6
Fig. 8. Decay away of soliton for A = 1.0.
Fig. 9. Birth of standing soliton for A = 1.78.
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Fig. 10. Maxima for A = 1 and A = 1.78.
Fig. 11. Conserved quantities.
Table 7
Birth of mobile soliton, A = 1.78, h = 0.25,1t = 0.01
t C1 C2 E − C1 E − C2
0 3.9710005126 10.9583844401 – –
1 3.9709902459 10.9580702500 −2.585425× 10−6 −2.867021× 10−5
2 3.9709811289 10.9577654791 −4.881328× 10−6 −5.648188× 10−5
3 3.9709718449 10.9574456211 −7.219270× 10−6 −8.567030× 10−5
4 3.9709622493 10.9571104624 −9.635690× 10−6 −1.162549× 10−4
5 3.9709524570 10.9567543949 −1.210164× 10−5 −1.487476× 10−4
6 3.9709424571 10.9563847032 −1.461986× 10−5 −1.824836× 10−4
3.5. Bound state of solitons
For the soliton solutions of the Schrödinger equation, the speed and amplitude can be selected separately. This allows
solitons to move at same speeds all the time interacting with one another. A precise results is obtained by Miles [22] by
using initial condition
u(x, 0) = sech (x) (33)
which produces a bound state of λ solutions if
q = 2λ2, λ = 1, 2, . . . .
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Fig. 12. λ = 3, q = 18.
Fig. 13. λ = 4, q = 32.
However, the solution is not usable form if λ ≥ 3. Numerical studies are conducted for bound state of solitons with the
initial conditions using the parameters q = 2, 8, 18, 32. Solution of this problem include extremely large space and time
gradients thus producing a numerical method to model these behavior have quite importance in terms of the numerical
analysists. Conserved quantities with initial condition (33) can be computed analytically by
C1 = 2, C2 = 23 (1− q).
Although round-error and computational cost in numerical methods occurs, the best numerical method can do in practice
to conserve quantities to a fixed number of digits. Parameters h = 0.125,1t = 0.0025 and q = 18, 32 over a region
−20 ≤ x ≤ 20 are used for the sake of the comparison with studies. When q = 18, graphs are depicted in Fig. 12 at early
times of simulation in which shapes of 3 bound solitons are in complete agreement with the paper [20]. In the earlier times
of the simulation, the initial soliton begins to become thinner and higher with two humps each side until time t = 0.25,
when it turns original shape. Later, it begins to be split down the middle with two humps each side. Around t = 0.50, it
turns its original shape and becomes thinner and higher again until time t = 0.65. Finally, its shape completely turns its
original shape at about time t = 0.75. For larger times, the same periodic behaviour of the soliton is observed.
The graph of modules of the numerical solution from the discrete set of data is also produced successfully for the q = 32
shown in Fig. 13.
Both invariants for both cases remain almost constant and reflect the satisfactory as illustrated in Table 8. With q = 18,
C1 is converged up to 7 digits and C2 is 4 digits at time t = 5. Situation deteriorated little with q = 32 since changes of C1 is
happened at fifth digits and C2 is at the fourth digits.
4. Conclusion
Numerical solutions of NLSE are obtained applying CDQ-RK4 combination. In the first case, movement of single solitary
along x-axis is studied. Two well known maximum error norm L∞ are used to test the accuracy of the method. L∞ error
norm is compared with some earlier works. CDQ combined with RK4 algorithm gives more accurate results than earlier
works despite the fact that larger space and time steps are used. The relative errors of conserved quantities also support
the accuracy of the numerical results for the movement of the solitary wave. Interaction of two solitons having same equal
amplitudes are studied as the second test problem. Relative errors of two lowest conserved quantities are compared with
some earlier works. The CDQ-RK4 algorithm shows better performancewhenmade a comparisonwith earlier studies. Later,
we have studied the birth of two different solitons, namely standing and mobile solitons. Births of both cases are simulated
successfully by themethod. Conservedquantities seems to be protectedwell for both cases since relative errors of themseem
acceptable. In the last case, bound state solitons of NLSE are successfully simulated for various bound values. In addition the
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Table 8
Boundary state solitons, h = 0.125,1t = 0.0025
t C1 C2 E − C1 E − C2
q = 18
0 2.0000000 −11.3333333 – –
1 2.0000048 −11.3330732 2.409712× 10−6 −2.294967× 10−5
3 2.0000174 −11.3331305 8.725138× 10−6 −1.788855× 10−5
5 1.9999934 −11.3392282 −3.282488× 10−6 5.201376× 10−4
Analytic 2.0000000 −11.3333333
q = 32
0 2.0000000 −20.6666666 – –
1 2.0000608 −20.6366394 3.044199× 10−5 −1.452927× 10−3
3 2.0002335 −20.6705122 1.167693× 10−4 1.860761× 10−4
5 2.0003844 −20.6988712 1.922229× 10−4 1.558286× 10−3
Analytic 2.0000000 −20.6666666
accuracy, the application of the method seems easier than other methods such as finite element or collocation methods for
numerical solutions of nonlinear Schrödinger equation.
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