Abstract. The Riemann-Roch theorem for multiplicative operations in oriented cohomology theories for algebraic varieties is proved and an explicit formula for the corresponding Todd classes is given. The formula obtained can also be applied in the topological situation, and the theorem can be regarded as a change-of-variables formula for the integration of cohomology classes.
The classical Riemann-Roch theorem [1] , stated and proved by Hirzebruch, calculates the Euler characteristic of a vector bundle on a smooth projective algebraic variety X/C in terms of its rank and Chern classes. This theorem states that χ(E) coincides with the 2nth component of the characteristic class ch(E) td(X) under the identification H 2n (X(C), Q) = Q, where n = dim X, ch(E) is the Chern character of E, and td(X) is the Todd class of the tangent bundle T X . By the splitting principle, the calculation of the Todd classes reduces to the case of a line bundle L, where td(L) is obtained by substituting z = c 1 (L) in the series (1) td(z) = z 1 − e −z . Grothendieck's generalization of the Riemann-Roch theorem [2] deals with the ring K 0 of virtual bundles and calculates the rank and rational Chern classes of a certain virtual bundle, namely, of the direct image of E under a proper mapping p : X → Y (the Hirzebruch theorem is obtained if Y = pt, and χ(E) is regarded as the rank of the direct image in K 0 ). After the functor K 0 was carried over to topology and was extended to a cohomology theory, the corresponding version of the Riemann-Roch theorem arose [3] .
A more general topological Riemann-Roch theorem appeared in the paper [4] by E. Dyer, where he mentioned the folklore origin of the theorem and the fact that the theorem was known to Adams, Atiyah, and Hirzebruch. In that theorem, the Chern character is replaced by an arbitrary multiplicative operation between arbitrary cohomology theories (the varieties X and Y were assumed to be oriented in each of the two cohomology theories).
When motivic versions of topological theories appeared [5, 6, 7] and transfers for oriented theories were constructed [8] (see [9, 10] for a complete account), a natural problem arose: to generalize the Riemann-Roch theorem to the motivic situation. Such a theorem was stated, and two proofs of it were outlined in [8] .
In the present paper, we present the first of these proofs. This proof involves a direct calculation based on the invariance of the residue. The corresponding Todd classes are defined by a simple formula (see Definition 2.2.1) generalizing (1) . We show that the same formula can be used in the topological setting. Furthermore, the Riemann-Roch operators) equipped with a shift, i.e., with an invertible additive endofunctor M → M [1] (M [n] is the result of the shift applied n times) and with a collection of triangles called exact (a triangle is a diagram of the form [1] , where vu = 0, wv = 0, and u [1] •w = 0). Such a collection must satisfy certain axioms [10] , which are not needed here because, in our basic examples, the systems of exact triangles are given explicitly.
The compatibility of a system of exact triangles with the structure of an additive symmetric monoidal category means that the shift in A is performed by left multiplication by the invertible object R [1] , and the functor M → Hom(R, M ) takes exact triangles to exact sequences.
In our examples, A is the category of bigraded modules over a commutative bigraded ring R (a commutative monoid in the tensor category of bigraded Abelian groups with the permutation x ⊗ y → (−1) d y ⊗ x, where d = deg 1 x deg 1 y, on the homogeneous elements). This category is equipped with the shift M [1] i,j = M i+1,j , and a triangle is exact if the sequences induced by this triangle in each degree are exact.
To study the operations between cohomology theories, we use the following convenient terminology.
Monoidal functors. A functor is weakly monoidal if it satisfies all conditions [13, 4.1.2] of a monoidal functor except the invertibility of F (X) ⊗ F (Y ) → F (X ⊗ Y ).
In other words, a weakly monoidal functor is a triple (F, m, α), where F : C → D is a functor of monoidal categories, m : F (X)⊗F (Y ) → F (X ⊗Y ) is a morphism of functors, and α : F (1 C ) → 1 D is an isomorphism. Here, two morphisms from (F X ⊗ F Y ) ⊗ F Z to F (X ⊗ (Y ⊗ Z)), two morphisms from F (1 C ) ⊗ F X to F (1 C ⊗ X), and two morphisms from F X ⊗ F (1 C ) to F (X ⊗ 1 C ) must coincide. For symmetric categories C and D, a weakly monoidal functor is said to be symmetric if F (t C )m = mt D , where t C and t D are permutations of the symmetric structures. Neglecting some subtleties, we assume that F (1 C ) = 1 D , which allows us to avoid mentioning α.
A morphism of weakly monoidal (symmetric) functors is defined in the same way as a morphism of monoidal (symmetric) functors; see [13, 4.1.5]. 
Commutative ring theories. A cohomology theory with values in
, where the operators are given by the embeddings (X, ∅) → (X, U ) and U → X and the differential, is exact; (b) excision: the operator A(X, U ) → A(X,Ũ ) induced by the morphism e : (X,Ũ ) → (X, U ) is an isomorphism if e :X → X isétale at all points ofZ =X −Ũ and induces an isomorphism betweenZ and Z = X − U ; (c) homotopy invariance: the operator A(X) → A(X × A 1 ) induced by the projection X × A 1 → X is an isomorphism. In the sequel, we assume that the cohomology theory is a commutative ring theory (see [10, 1.4] ). This means that A is equipped with a structure of a symmetric weakly monoidal functor m :
×Y for each pair (X, U ) and a smooth variety Y . The tensor product in A is the tensor product over R = A(pt).
Many results are stated naturally in terms of spaces of type P ∞ , which, strictly speaking, are not varieties. For this, we use the extension of the cohomology theory by the ind-and pro-objects; see [10, 4.3] . The same extension is used for operations.
Spherically stable theories.
In what follows, we consider only spherically stable theories [10, 1.5] . This means that the product 
, where the first arrow is inverse to the operator 
This notation allows us to distinguish between the operator mentioned above and F g and emphasizes its dependence on the α-data of the comparison functor.
The following definition introduces the notion of an operation. For brevity, we use this name for an object that should be called a multiplicative operation. 
Definition. An operation
where X and Y are arbitrary spaces. For brevity, we denote an operation by φ and the operator φ(X) : F A(X) → B(X) by φ or by φ X .
An operation φ is said to be quasistable if φ X is an isomorphism, and stable if φ X = α 2,1 (see Subsection 1.2.1) for X = Σ a (see Subsection 1.1.4).
An operation φ is quasistable if and only if φ P 1 is an isomorphism, because we have canonically A(P 1 ) = R + C A [10, Subsection 1.5.1], and φ pt is an isomorphism. We assume that, for each space X, we have a homomorphism of bigraded Abelian groups φ X : A(X) → B(X) such that the operators φ X commute with pullbacks and are multiplicative in the sense that φ(xy) = φ(x)φ(y) and φ(1) = 1. These data determine an operation as follows: F (M ) = S⊗ R M , where the structure of an R-algebra on S is given by the homomorphism φ pt , the operator m :
The action of an operation on
, where t and u are homogeneous elements of S and M , and d = deg 1 
Examples.
Below, we consider several standard examples of operations. [14] . For a prime l = char k, let A denote the category of two-sided bigraded R-modules, where R = H * , * (pt, Z/l) is the bigraded ring of the motivic cohomology of a point and A(X) is the bigraded R-module of the motivic cohomology H * , * (X, Z/l). Let B be the category of two-sided bigraded S-modules, where
The Steenrod operation
, and ρ ∈ R 1,1 . The theory B is a flat extension of A, namely,
. The theory B(X) can be described as the d-localization of H(X × BG l , Z/l), where G l is an extension of µ l−1 by Z/l. Here, geometric localization is performed by the passage to the limit in the "telescope" · · · ⊂ P ∞−1 ⊂ P ∞ . This interpretation will not be used. For u ∈ A(X), we put φ 
4).
For l = 2, this operation can be simplified and represented in the same form as the total Steenrod operation in topology, because τ = ρ = 0 for l = 2. Let A be the same category as above, and let
This operation is multiplicative and gives rise to an operation A → B.
The Chern character, the Adams operations, and the Landweber-Novikov operation are standard examples. In the proof of the Riemann-Roch theorem given below, it is crucial that the operations are defined not only on the cohomology of varieties, but also on the cohomology of pairs (with at least smooth support). In particular, it is important that the operation is natural with respect to extension of support. To the best of my knowledge, none of the above-mentioned operations was constructed in the required generality. Therefore, in the examples below, we assume their existence. 
Chern character. In this example, A is an essentially algebraic
(pt)γ+· · · (the series are finite to the left and infinite to the right).
For a variety X, we have a ring homomorphism ch
on the category of all spaces (see [15] ) and this extension satisfies the properties described in Subsection 1.2.4, then it gives rise to an operation A → B in the sense of Subsection 1.2.2. This operation is quasistable (see Subsection 2.5.1).
Adams operations.
For d = 0 and a variety X, we have operators
, where x ∈ K n (X) and y ∈ K m (X) (this was proved in [16, 1.4] if X is affine). Assuming that there exists a multiplicative extension of ψ d to the category of smooth open pairs, we define an operation φ for the version of K-theory discussed in Subsection 1.3.2 by putting φ(β) = β and φ = ψ d on K n,0 . For example, the operation ψ −1 is induced by the functor E → E ∨ and is defined completely.
In Subsection 2.5.3, we shall prove that if Λ is a ring flat over Z, then the operation φ ⊗ Λ : A ⊗ Λ → A ⊗ Λ is quasistable if and only if d is invertible in Λ.
Landweber-Novikov operations. The topological Landweber-Novikov ope
- ration s = s α t α : MU(X) → MU[[t 1 , t 2 , . . . ]](X), where α = (α 1 , α 2 , .
. . ) runs over the finitary sequences in N and
2 · · · , is multiplicative and satisfies 
4). This operation is stable. §2. Operations in oriented theories
Here, we present the main results of the paper, introduce the Jacobian of an operation and its Todd series, and prove the Riemann-Roch theorem.
Orientations, parameters, and transfers.
From now on, the cohomology theories A and B are oriented [10, 2] and φ : A → B is an operation between them (see Subsection 1.2.2).
Parameters. By definition, a parameter in a theory
A is an element u ∈ A 2,1 (P ∞ ) such that u|P 0 = 0, and 1 and u|P 1 form a basis of A(P 1 ) over R (see [10, 2.4 .1]). There is a bijection between the orientations and the parameters (see [10, 2.6 .1]), and we assume that the orientations of A and B are given by parameters u ∈ A 2,1 (P ∞ ) and v ∈ B 2,1 (P ∞ ).
2.1.2.
Transfers. An oriented theory is equipped automatically with transfers compatible with orientations; see [10, 3.3.1] . This means that, for every mapping f : X → Y proper on a support S ⊂ X and for every support
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such that the following functoriality conditions are fulfilled: (fg) ! = f ! g ! and id ! = id; linearity with respect to the base, i.e., f 
The fact that a transfer is compatible with an orientation means that
for a linear embedding f : P n−1 → P n . In theories A and B, transfers compatible with orientations are denoted by f A and f B , respectively. Furthermore, if it is necessary to make the dependence on an orientation explicit, we write f u and f v , respectively, where u and v are the orientation fixing parameters in A and B, respectively (see Subsection 2.1.1). 
The Jacobian of an operation and the Todd classes. By taking into account the identifications
For a quasistable operation φ, i.e., if a 0 is invertible, we have the Todd series td φ = j
The reasons why the series j φ is called the Jacobian of φ are indicated below in Subsection 3.2. 
The Bernoulli classes of an operation φ. The classes b
The generalization of the Bernoulli numbers corresponding to the Chern character from K-theory to cobordism was considered in [12] . The divisibility properties of the classes b n play the same role as the divisibility properties of the Bernoulli numbers.
Below, we show how an arbitrary cohomology class of P ∞ determines certain characteristic classes of vector bundles. In Subsection 2.2.5, we shall apply this construction to introduce the characteristic classes related to the series j φ and td φ .
Multiplicative characteristic classes. Any class
pn,qn (X) (n = rk E) defined for all vector bundles E/X and having the following properties: multiplicativity, i.e., γ(E + F ) = γ(E)γ(F ); naturality, which means that γ(F )=f
compatible with vector structures and normalized by the conditions γ(0) = 1 and γ(O P ∞ (1)) = γ. We note that, in general, the relation γ(1) = 0, where 1 is the trivial line bundle, may fail. Furthermore, for classes satisfying the above properties, the property of extended multiplicativity is valid, i.e., γ(E) = γ(F )γ(Q) for every exact sequence of vector bundles
Existence and uniqueness follow from normalization, naturality, the homotopy invariance of the theory B, the splitting principle (see [ 
Extended multiplicativity is a consequence of the fact that the embeddings and epimorphisms of vector bundles are homotopy split [20] ; more precisely, for each embedding i : E → F (epimorphism p : F → E) of vector bundles on X there is an affine bundle f :X → X for which f * i (respectively, f * p) is split, where the affine bundle is a torsor of a vector bundle.
The Jacobi classes.
For each smooth variety X and each vector bundle E/X, the Jacobian j φ of an operation φ determines (see Subsection 2.2.3) the Jacobi class j φ (E) ∈ B 0,0 (X). For example, j φ (1 n ) = a n 0 , where a 0 is the free term of j φ (see Subsection 2.2.1).
The Todd classes.
Here, the operation φ is quasistable, i.e., a 0 is invertible. For each smooth variety X and each vector bundle E/X, the Todd series td φ of φ yields (see Subsection 2.2.3) the Todd class td φ (E) ∈ B 0,0 (X). For example, td(1 n ) = a −n 0 , where a 0 is the free term of j φ (see Subsection 2.2.1).
We define the Todd class of a mapping f : X → Y of smooth varieties by the formula
where T X and T Y are tangent bundles of X and Y . If f is an embedding, then
where N X Y is the normal to X at Y . This follows from the exact sequence 0 
The Todd class of a smooth variety X is defined by the formula td φ (X) = td φ (p), where p is the structure projection X → pt. In other words,
For example, the extended multiplicativity (see Subsection 2.2.3) and the exact se-
If we define the Todd class of a virtual bundle (−E) as td
, where (−T X ) is regarded as a "virtual normal bundle" to X of negative rank − dim X. For a stable operation, we have a 0 = 1, and the rank is immaterial. In the general case, the rank affects the Todd class.
Operations and differentials.
Below, we present some information concerning interaction of an operation with differential forms and their residues. This information will be used in the proof of the Riemann-Roch theorem. 
The action of an operation on differentials.
Since φ is multiplicative, the φ
Moreover, we have an action of φ on differential forms, i.e., an operator φ : where a 0 is the free term of j φ (see Subsection 2.2.1). Indeed, since the operation φ induces a homomorphism of formal groups, it preserves the invariance of the form. Therefore, to prove (10) it suffices to calculate the coefficient of dv.
we use the identifications S F (R) and
F (Ω E D) Ω F E F D (
The Riemann-Roch theorem.
As above, let A and B be oriented theories, and let φ : A → B be an operation.
The following theorem is the Riemann-Roch theorem for embeddings. This theorem is one of the main results of the paper. Unlike the general Riemann-Roch theorem (see Subsection 2.4.3 below), this theorem does not require the quasistability of φ.
Theorem. Let f : X → Y be an embedding of smooth varieties proper on a support S ⊂ X such that f (S) ⊂ T , where T is a support in Y . Then
In other words, the following diagram is commutative: Proof. The theorem is proved in several steps. We put N = N X Y .
Step 1. Let X = P n−1 , Y = P n . Let f be a linear embedding, and let S = X and T = Y . Since the restriction f A : A(P n ) → A(P n−1 ) is a split epimorphism because A is orientable [10, Subsection 2.5.9], it suffices to prove that the compositions of f A with the two sides of (11) 
where the first identity in (13) follows from linearity with respect to the base (see Subsection 2.1.2), because N is the restriction of O(1) to P n−1 . The second identity in (13) follows from the fact that φ is functorial (see Subsection 1.2.2). Since f B f B coincides with multiplication by v|P n (like for the theory A, see above), we see that (11) reduces to the formula φ(u) = j φ (Ñ ) · v, which is valid by the normalization property of the classes j φ (see Subsection 2.2.3).
Step 2. Let X = P n , Y = P n+1 . Let f be a linear embedding, and let S = X and T = Y . In this case, relation (11) reduces to the preceding case if we recall that (a) f
, where i : P n+1 → P n+1 is the identity mapping (this follows from the fact that the transfers are functorial, see Subsection 2. Step 3. Suppose E is a bundle on X, Y = E, f is the zero section, and S = T = X. In this case, the splitting principle [10, 2.4.4] [20] is homotopy universal. Now, (11) follows from the preceding step because A X (E) = A P n (P n+1 ) by excision.
Step 4. Suppose E is a bundle on X, Y = E, f is the zero section, and T = S. In this case, relation (11) reduces to the case analyzed above because f
S by the projection formula (i.e., by linearity with respect to the base, see Subsection 2.1.2); here the mapping of pairs p S : (E,
is induced by the structure projection p : E → X.
Step 5. Let T = S. In this case, the theorem follows from the fact that diagram (12) is isomorphic to a similar diagram for the zero section z : X → N , (14)
which is commutative by the preceding step. To compare diagrams (12) and (14), we use deformation to the normal; more precisely, we use the diagram (15)
where D X Y is deformation to the normal (see [10, Subsection 4 
The special fiber s and a typical fiber g of deformation to the normal (see [10, Subsection 4.2.3]) induce operators from the vertices of (15) to the corresponding vertices of the diagrams (14) and (12); these operators are morphisms of diagrams. This is proved by verifying that certain squares are commutative. The commutativity of the squares related to the horizontal arrows follows from the functoriality of φ and isomorphisms s * Ñ Since the above morphisms of diagram (15) to diagrams (14) and (12) are isomorphisms by [10, Subsection 1.3.7] , this proves that diagrams (12) and (14) are isomorphic.
Step 6. In the general case, the proof of (11) reduces to the case analyzed at the preceding step because f 
The theorem below is the general Riemann-Roch theorem, which is the main result of the present paper. As above, let A and B be oriented theories, and let φ : A → B be an operation. Also, we assume that φ is quasistable (see Subsection 1.2.2); i.e., the free term a 0 of the series j φ (see Subsection 2.2.1) is invertible. Proof. Since X is quasiprojective, we have an embedding in : X → P n , and the mapping
Theorem. Let f : X → Y be a mapping of smooth varieties proper on a support S ⊂ X, let T be a support in Y , and let f (S) ⊂ T . Then the following diagram is commutative:
, and for the embedding i the claim is proved in Subsection 2.4.1, we see that it suffices to prove the theorem for a projection p and verify that the commutativity of diagram (17) for f = gh follows from the commutativity of the corresponding diagrams for f = g and f = h. The second statement is a consequence of the relation td φ (gh) = h * [td φ (g)] td φ (h), which follows directly from the definition (4) in Subsection 2.2.5. The first statement follows from the commutativity of the diagram
Consider the embedding z : (6) in Subsection 2.2.5), the following diagram is commutative by the functoriality of φ:
Since the restriction z
is a split epimorphism by [10, Subsection 2.5.12], the theorem follows from the fact that the diagram (20)
which is the composition of diagrams (19) and (18), is commutative. To prove this, we use Quillen's formula (see [10, Subsection 3.2.6]) 
2). Using the identification
. By (21), the path "down and right" in diagram (20) , i.e., φF (p A z A ), is equal to
where the first identity follows from (7) in Subsection 2.3.1, the second follows from (9) in Subsection 2.3.2, and the third follows from (10) in Subsection 2.3.3. Using the second identity in (21) and the definition of the Todd series (see Subsection 2.2.1), we deduce that diagram (20) is commutative, which completes the proof of the theorem.
An essential point in the above proof is the existence of the residue res, which is equivalent to the invariance of the residue res u under the change of a parameter (in principle, the proof of formula (22) is based on this invariance). Here, it suffices to have invariance under the change of a local parameter.
In [10, Subsection 4.5.4], we proved the invariance of the residue for a wider class of changes of variables, namely, for a change of affine parameters (an affine parameter differs from a local one in that it admits a shift of the zero in the formal group by a nilpotent). Here, the invariance has a simple geometric meaning: the residue of a form at a point is represented by an integral along a small contour around this point, and a shift of the point by a quantity infinitesimally small relative to the formal parameter does not move the point out of the small contour, thus preserving the residue. Using this invariance, we can prove the Riemann-Roch theorem directly for a projectivization of a vector bundle (in the proof of Theorem 2.4.3 the trivial bundle was used), which can be useful in a more general situation, for example, when studying relatively projective varieties.
We present several corollaries to Theorem 2.4.3. The first of them, despite the triviality of the operation in question, clarifies the meaning of the Riemann-Roch theorem. 
This corollary makes it possible to calculate the change of a transfer under a change of a parameter. An example of such a situation will be considered below in Subsection 2.5.5. 
4]). Then φ(t)
This follows from the definition of φ and the relations P 0 (t) = t [14, 9.5], P 1 (t) = t l [14, Subsection 9.8], and P i (t) = 0 for i ≥ 2 [14, Subsection 9.9], and βt i = 0 (because t comes from Z).
For example, j φ (E) = (1 + γ
essentially coincides with the total Chern class for l = 2. As in topology (see [18, § §3, 5] ), the Riemann-Roch theorem implies integrality theorems, i.e., properties of some characteristic classes. For example (see [11, Subsections 2.6.6, 2.6.7]), for a smooth projective variety X and [X] = p ! (1) ∈ H −2n,−n (pt), where dim X = n and p : X → pt is the structure morphism, we have p ! (td φ (X)) = φ [X] . Since H −2n,−n (pt) = 0 for n > 0 (by construction, there is no cohomology of negative
where d = dim X, e = dim Y , θ and η are the Thom operators for fixed orientations of A and B, and td = td id . The middle square is commutative by the Riemann-Roch theorem. The left (respectively, right) square is commutative because the termwise tensor multiplication by the square
which is commutative by the Riemann-Roch theorem, leads to a commutative square (formed by identity arrows).
For a proper mapping p : X → Y , the canonical transfer p can be regarded as integration along the "fibers" of the mapping p (the "fibers" can be understood literally for a smooth mapping). To emphasize an analogy with integration of differential forms, we put Ω A (X) = A(Th N X ) and write integration along fibers (by abuse of notation, we replace p with X/Y ) as
A (X). In these terms, integration and transfer are related to each other as follows:
The Riemann-Roch theorem and change of variables in integrals.
Let X be a smooth projective variety, and let θ = θ X and η = η X . Then, by the RiemannRoch theorem for an operation φ : A → B with orienting parameters u and φ(u) and the operation id : B → B with parameters φ(u) and v, we have
where j = td φ (X) = j φ (N X ) (by the Riemann-Roch theorem for the mapping
To draw an analogy with the usual integration, we consider a topological homomorphism φ : A → B of commutative topological algebras, a d-dimensional compact manifold X with A-valued volume form θ, and a nondegenerate B-valued volume form η. For a continuous function α : X → A, we have
Let U be open in X. We fix diffeomorphisms v : U → V and w : 
where j is the Jacobian of the mapping
Formulas (24), (25), and (26) are similar to formulas (27), (28), and (29). Thus, the series j φ can be regarded as the Jacobian of a change of parameters on P ∞ , and the Riemann-Roch theorem can be thought of as a change-of-variables formula in integrals.
The Todd classes in topology.
We show that the Todd classes used in the general topological Riemann-Roch theorem [4] can be calculated by formulas written in Subsection 2.2. The class τ (E) in [4] corresponds to the Todd class of the virtual bundle (−E) used in [1] and in the present paper.
Let φ : A → B be a stable multiplicative operation between cohomology theories of appropriate topological spaces (see [22, 7] ). We assume (this is convenient because appropriate references are available) that A and B are represented by ring spectra and that φ is a ring operation between them (see [22, 9] ).
Suppose that A and B are oriented and that x and y are the orienting parameters (see [23, p. 395] , where a parameter is called an orientation of the theory in question). In this case, every complex bundle E is equipped with an orientation (a Thom isomorphism) ω where Th E is the Thom space. Thus, for a complex manifold X we have the class τ (X) = τ (N ), where N is the stable normal bundle of X, i.e., N = E/T , where E is the trivial bundle and T is the tangent bundle of X embedded in E. Since φ is stable, the Todd class τ (N ) depends neither on the choice of E nor on an embedding T ⊂ E. Proof. We need the following auxiliary statement. Consider the diagram (32) A 0 (H)
where H is a hyperplane in CP ∞ and i A = s • e −1 is the composition of the inverse isomorphism for the excision e and the extension of supports s in the diagram
Here L is regarded as a bundle on H, P ∈ CP ∞ is a point outside of H, and equality comes from the varieties L CP ∞ − P . We claim that
Comparing (32) with a similar sequence for MU with the help of u x , and using the fact that L/CP ∞ can be taken as the universal bundle on BU 1 , we reduce the problem to the relation i MU • ω t (1) = t, which, in essence, coincides with the definition of t (see [23, p. 396 
