Total least squares parameter estimation is an alternative to least squares estimation though much less used in practice, partly due to the absence of e cient recursive algorithms or parallel architectures. Here it is shown how previously developed systolic algorithms/architectures for recursive least squares estimation can be used for recursive total least squares problems. Unconstrained as well as linearly constrained and`mixed RLS/RTLS' problems are considered.
Introduction
Solving sets of linear equations is one of the central problems in e.g. control and signal processing, especially in the context of linear ltering. In general, one wants to nd an optimal solution for an overdetermined set of equations A x = b where A is a (real) m N matrix, with m N, and b is a (real) m-vector. The overdetermined set has an exact solution, only when the vector b is in the range of A. In the sequel, it is always assumed that rank(A) = N, which is mostly satis ed in practice and important in view of numerical stability of the algorithms below. Least squares and total least squares estimation are two well known techniques in this respect :
The least squares solution x LS corresponds to min x kA x ? bk 2 . In other words, we search for the smallest perturbation b that makes the system solvable :
A x LS = b + b min x k bk 2 : Least squares thus applies when only b is subject to error. The basic computational tool for LS estimation is the QR factorization (when rank(A) = N) 1 .
The total least squares solution x TLS is similarly described as (A + A) x TLS = b + b min x k A; bk F : TLS applies when the entries of both A and b are subject to (independent and identically distributed white) noise. In such cases, LS estimation is known to give biased results 2 . The basic computational tool for TLS estimation is the singular value decomposition 1 . Finally, we will also consider the`mixed LS/TLS' problem, where some of the columns of A are without error. The computational scheme is then a mixture of LS and TLS computations 3 .
Here, we focus on real-time applications, where new observations are continuously added to the problem and the LS or TLS solution needs to be updated after each addition. Let us assume that at a certain time step an additional vector a and a scalar are appended, forming
For high speed applications (e.g. in radar), this leads to a computational requirement which can often only be met by means of dedicated architectures and parallel algorithms. .) TLS estimation however is based on the singular value decomposition, so that the computational scheme is always iterative. The absence of ecient recursive algorithms here has apparently been a motive for using RLS, even in those applications where typically one would better use the TLS technique. Our aim is therefore to derive a recursive total least squares (RTLS) algorithm/architecture. It turns out that an RTLS algorithm can be constructed which resembles the original RLS algorithm, such that it can be implemented on much the same parallel architecture. The`mixed RLS/RTLS' problem is similarly solved, resulting in an algorithm that embraces both the RLS and RTLS algorithms.
In section 2 the covariance-type RLS algorithm/architecture is brie y reviewed. In section 3 a similar RTLS algorithm is derived, which is turned into a parallel algorithm/architecture in section 4. The`mixed case' is nally dealt with in section 5.
RLS Estimation
Below, we give an algorithm for recursive least squares estimation, which is the basis for the recursive TLS algorithm in the next section. ) operations. A parallel implementation is described in an earlier report 6 . Figure 1 shows how one update is implemented, for a 10 10 example. A dot corresponds to a matrix entry. The triangular array stores and updates R ?1 A , while an additional column to the right stores and updates the LS solution x LS . The processor partitioning which is adopted here, is related to the odd-even ordering in Jacobi-type algorithms. At a certain time step, only the framed 2 2 blocks are`active'. Essentially, such`activity' is initiated on the main diagonal and then propagated to the blocks next outwards. The new data vector a is fed in from the left, as indicated in Figure 1d with the 's, and propagated to the right. The product s T = ?a T R ?1 A is accumulated on the y. In the right-hand column ?a T x LS is computed in a similar way, if the is fed in from the bottom. As soon as the s-components become available at the top end of the array, they are propagated downwards, towards the diagonal, as indicated with the 's. The plane rotations Q 1 through Q N are then computed on the main diagonal. Here we make use of an auxiliary variable J propagated along the diagonal, which is initially equal to 1 (for Q 1 ) and equal to after Q N , see step 2 of the algorithmic description. After Figure 1w , the s-vector is completely zeroed, while the J equals , which will be used for the x LS update in step 4. At the same time, the inverse factor R ?1 A is updated by making use of the computed rotations Q 1 through Q N and an auxiliary vector which initially equals zero. The rotations which are computed on the main diagonal are therefore propagated upwards, while the auxiliary vector, indicated with the 's, is propagated to the right. Rotation Q 1 creates a ll-in in the rst position of this vector, Q 2 creates a ll-in in the second position, etc. After Q N , one ends up with the u-vector. A similar functionality is nally adopted for the right-hand column to perform the x LS update. For more details, we refer to 6 , where it is also shown how di erent updates can be pipelined, such that the throughput, i.e. the number of updates per time step, is independent of the problem size. In Step 2. For k = 1; : : :; N + 1 determine rotations Q k so that Remark :
The inverse iteration mechanism is nicely displayed in an equivalent formula (which is easily derived from the formula for R ? If, for instance, we would take an initial guess x
TLS equal to an allzero vector, then x (1) TLS = x LS . The second iterate x (2) TLS is then already a better approximation for x TLS than the LS solution, etc.
In the recursive updating scheme, one could start from the approximation of the previous time step, and apply a xed number of inverse iterations after each update. The number of iterations of course determines the tracking capability of the recursive scheme. We assume here that the inverse iteration scheme converges fast enough, so that one iteration per update is su cient, see e.g. the experiment below. The RTLS algorithm is then given as follows :
RTLS Algorithm -second version Step 
Parallel RTLS
In its present form the algorithm does not seem to be amenable to parallel implementation. A crucial observation however is that the Kalman Gain Step a corresponds to the rst matrix-vector multiplication of an inverse iteration. Steps b-c-d represent an expensive way of computing the second matrix-vector multiplication. However, what is important here is that both step 1-3 and step 4 now correspond to the original RLS algorithm. Hence, we can again apply the parallel architecture of Figure 1 
