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Queste note sono appunti del docente per le lezioni. Non vanno pertanto considerate come dispense e
non sostituiscono il libro consigliato.
Lezione 1 (01/03)
Informazioni su:
• Contatti
• Ricevimento
• Esami
• Orario lezioni
• Calendario
• Libri
• Sito
Prerequisiti del corso. Contenuto dei corsi di Logica e analisi matematica. In particolare avremo bisogno dei
concetti di funzione, dominio, codominio, di permutazioni e combinazioni. Successioni e limiti di successioni.
Teoria delle funzioni reali, limiti, derivate e integrali, serie numeriche. Struttura del corso. (1) Statistica
descrittiva (6 lezioni); (2) Probabilita` (16 lezioni); (3) Statistica inferenziale (4 lezioni)
La statistica descrittiva ha il compito di presentare i dati raccolti in una certa indagine in modo sintetico,
comunicativo e rappresentativo.
La probabilita` studia la possibilita` che possa realizzarsi un certo evento casuale (o aleatorio), partendo
da un modello che si da` per buono. E’ una scienza esatta.
La statistica inferenziale ha il compito di dedurre caratteristiche di una certa popolazione partendo dalla
conoscenza di un certo campione. Siccome il risultato dipende dal campione e` un evento casuale e quindi
abbiamo bisogno della probabilita` per studiare la statistica inferenziale.
Vediamo un esempio concreto di applicazione nel caso del lancio di una moneta. Un compito della
statistica descrittiva puo` essere quello di comunicare, magari attreverso un grafico) in 10 lanci di una moneta
quante volte e` uscita testa; un compito della probabilita` puo` essere quello di prevedere, asumendo che
la moneta non sia truccata, quanto e` facile (o probabile) che in 10 lanci di una moneta si verifichino 6
teste; un compito della statistica inferenziale puo` essere quello di stimare la probabilita` che una moneta
sia truccata, sapendo che su 10 lanci effettuati si sono verificate 6 teste. In altre parole, la probabiltia`
cerca di prevedere quello che puo` accadere, e con quale facilita`, in un esperimento, prima che l’esperimento
venga effettuato; la statistica descrittiva e inferenziale hanno il compito di trarre delle conclusioni dopo
l’effettuazione dell’esperimento stesso.
CHAPTER 1
Statistica descrittiva
1. Popolazione, campione e caratteri
Si prende in considerazione un certo insieme (finito o infinito) che chiamiamo popolazione da analizzare.
Ogni elemento della popolazione viene chiamato unita` statistica. La proprieta` che si vuole analizzare si dice
carattere: un carattere e` una funzione che ha come dominio la popolazione.
Esempio 1.1. Popolazione={Studenti di SeTI} e Carattere={Materia preferita}
Popolazione={Studenti di SeTI} e Carattere={Voto conseguito alla maturita`}
Popolazione={Corsi di laurea} e Carattere={Rapporto tra iscritti e laureati}
Popolazione={Numeri interi} e Carattere={Prima lettera del loro nome}
Pololazione={Numeri interi} e Carattere={La radice quadrata}
Caratteri quantititativi e qualitativi. Quelli quantitativi assumono solo valori numerici che rappresentano
una “misura“ del carattere. I caratteri quantitativi possono essenzialmente essere finiti, numerabili o continui.
Osservazioni sulla cardinalita`: differenza tra numerabile e continuo. Considereremo solitamente il caso
di numeri interi (numerabile) e intervalli di numeri reali (caso continuo).
I valori assunti dal carattere si dicono modalita`.
Campione: e` il sottoinsieme della popolazione su cui conosciamo (o vogliamo conoscere) il valore assunto
dal carattere in esame. Il campione e` quindi l’oggetto dell’indagine statistica.
La frequenza (assoluta) di una certa modalita` e` il numero di volte che si presenta all’interno del nostro
campione.
Esempio 1.2. 10 studenti all’esame di CPS. Carattere=voto ottenuto allo scritto. Se i voti ottenuti sono
15,21,24,21,26,16,24,21,18,15. In questo caso il carattere e` quantitativo. Le modalita` sono 31 (tutti i voti da
0 a 30) e le frequenze sono...
La frequenza della modalita` i la denotiamo solitamente con il simbolo Ni.
Le frequenze relative si indicano con pi e indicano la proporzione in cui si presenta la modalita` i.
Nell’esempio precedente...La somma delle frequenze relative e` 1.
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2. Classi e istogrammi
Se le modalita` sono molto numerose (o addirittura infinite) puo` essere conveniente raggrupparle in classi.
Esempio 2.1. Voto conseguito alla maturita` dagli iscritti a SeTI. Non sara` conveniente considerare tutti
i possibili voti da 60 a 100, ma sara` piu` opportuno raggrupparli in classi, ad esempio 60-69, 70-79,...,90-100
Esempio 2.2. Campione di reclute in cui valutiamo il carattere altezza. Le modalita` sono infinite, o
comunque molto numerose, (tutte le possibili altezze) e quindi sara` senz’altro indicato suddividere i dati in
classi.
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Le classi vengono considerate come delle nuove modalita` e pertanto avranno le loro frequenze assolute e
relative. Una classe viene solitamente descritta dai confini. L’ampiezza e` la differenza positiva ta i confini e
il valore centrale di una classe e` il punto medio dei suoi confini.
L’istogramma e` un grafico che permette di visualizzare alcune informazioni relative ad un carattere. Ad
ogni modalita` viene associato un rettangolo avente superficie proporzionale alla frequenza della modalita`
stessa. Se le modalita` sono state raggruppate in classi si richiede che la base del rettangolo sia proporzionale
all’ampiezza della classe, in tutti gli altri casi le basi dei rettangoli possono essere prese uguali.
Esempio 2.3. Studenti e voto di maturita`. 60-69 5, 70-79 8, 80-89 15, 90-100 5
Studenti e voto di maturita`. 60-69 5, 70-74 3 75-79 5, 80-84 9 85-89 6, 90-100 5
3. Indici di posizione o centralita` e di dispersione
La moda e la classe modale. La moda e` data dalla modalita` che ha la frequenza massima. Nel caso di
raggruppamento in classi si parla di classe modale. E’ questo un primo esempio di indice di posizione. Gli
indici di posizione sono singoli valori che sintetizzano la distribuzione di un certo carattere. Ce ne sono di
tanti tipi a seconda dell’occorrenza e di cio` che si vuole comunicare. Abbiamo gia` visto la moda, che ha
sempre senso, anche se il carattere e` qualitativo.
Consideriamo un carattere quantitativo x su un campione di n elementi. Chiamiamo x1, . . . , xn i valori
assunti da x. Esempio, se x e` l’altezza x1 e` l’altezza del primo elemento del campione, x2 del secondo e cos`ı
via. La media campionaria e`
x¯ = x¯n =
1
n
(x1 + . . .+ xn).
Calcolo della media campionaria nell’Esempio 1.2.
Facciamo ora una semplice osservazione che utilizzaremo tante volte nel corso. Se b e` una costante si ha
sempre
n∑
i=1
b = nb.
Cambio di carattere del tipo y = ax+b. Allora y¯ = ax¯+b. Infatti, utilizzando anche l’osservazione precedente
abbiamo...
Esempio 3.1. Siano 50, 55, 53, 44, 43, 48, 51 le temperature registrate a New York in una settimana,
misurate in gradi Fahrenheit. Qual e` stata la temperatura media in gradi Celsius? Se x indica la temperatura
in F e y in C si ha y = (x− 32) 100180 . In questo caso abbiamo x1 = 50, x2 = 55,...da cui
x¯ =
1
7
(50 + 55 + 53 + 44 + 43 + 48 + 50) =
343
7
= 49
e quindi y¯ = (49 − 32) 100180 = 9.44C. Alternativamente si poteva prima trasformare tutte le temperature in
gradi Celsius per poi fare la media: avremmo ottenuto lo stesso risultato, ma facendo dei conti inutili.
La media espressa in termini delle frequenze assolute e delle frequenze relative. Siano z1, . . . , zk le
modalita`, Ni e pi le relative frequenze assolute e relative. Allora x¯n =
1
n (N1z1 + N2z2 + · · · + Nkzk) =
p1z1 + p2z2 + · · ·+ pkzk.
Caso dell’unione di 2 campioni. Consideriamo due campioni costituiti da n1 e n2 elementi ciascuno.
Consideriamo su di essi lo stesso carattere (o per essere piu` precisi due caratteri aventi la stessa unita` di
misura). Denotiamo con x e y i caratteri sui due campioni, mentre con z il carattere sull’unione dei due
campioni. Non e` vero in generale che la media di z sia il valore medio delle media di x ed y, (cioe` non e` vero
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che z¯ = 12 (x¯+ y¯)). Si ha infatti
z¯ =
1
n1 + n2
n1+n2∑
i=1
=
1
n1 + n2
( n1∑
i=1
xi +
n2∑
j=1
yj
)
=
n1x¯+ n2y¯
n1 + n2
.
Esempio 3.2. In un gruppo di amici ci sono 13 maschi e 8 femmine. Chiediamo a tutti quanti fratelli
hanno. Dei maschi tre ne hanno 0, sette 1, due 2 e uno 3. tra le femmine due ne hanno 0, cinque 1, e una
2. Calcolare il numero medio di fratelli dei maschi, delle femmine e complessivo. Dei maschi 14/13 delle
femmine 7/8. Complessivamente 14+721 = 1.
Lezione 3 (06/03) La media ponderata si utilizza se si vuole assegnare un peso diverso ai vari valori
ottenuti nel campionamento.
Corso CFU Voto
LOGICA MATEMATICA 6 19
PROGRAMMAZIONE 12 28
ARCHITETTURE 12 24
MATEMATICA DISCRETA 6 20
ALGORITMI 12 27
ANALISI 12 28
CALCOLO 6 22
PARADIGMI 9 24
La media ponderata si calcola
6 · 19 + 12 · 28 + 12 · 24 + 6 · 20 + 12 · 27 + 12 · 28 + 6 · 22 + 9 · 24
75
=
1866
75
= 24.88
Gli indici di dispersione servono ad esprimere la compattezza o la rarefazione dei dati. A maggior
indice di dispersione corrispondono indici piu` rarefatti. Ad esempio, i campioni −1, 0, 1 e −100, 50, 50 hanno
entrambi media campionaria 0, ma vogliamo trovare un modo per esprimere il fatto che il primo campione
e` molto piu` compatto rispetto al secondo.
Scegliamo un punto t sulla retta reale e calcoliamo la media dei quadrati delle distanze di t dagli xi.
Nell’esempio −1, 0, 1 avermmo 13
(
(t+ 1)2 + t2 + (t− 1)2). In generale otteniamo la funzione
t 7→ 1
n
n∑
i=1
(xi − t)2.
Questa funzione misura quanto i valori xi siano distanti (mediamente) dal punto t. Si ha il minimo per
t = x¯ (basta fare la derivata) e questo valore minimo si chiama varianza campionaria:
σ2x =
1
n
n∑
i=1
(xi − x¯)2.
Lo scarto quadratico medio (o deviazione standard) campionario e` la radice quadrato della varianza e lo
indichiamo quindi con σx. Si ha
σ2x =
k∑
i=1
pi(zi − x¯)2
= x2 − x¯2
Esercizio 3.3. In una stazione meteorologica in Siberia e` stato registrato lo spessore del ghiaccio in
centimetri in 21 date ottenendo i seguenti dati: 53, 60, 65, 66, 78, 77, 83, 88, 90, 92, 102, 105, 106, 111,
112, 108, 110, 106, 114, 111, 110. x¯ = 6497 ∼ 92, 71429. I quadrati sono 2809, 3600, 4225,4356, 6084, 5929,
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6889, 7744, 8100, 8464, 10404, 11025, 11236, 12321, 12544, 11664, 12100, 11236, 12996, 12321, 12100. Si ha
x2 = 18814721 = 8959, 381. E quindi σ
2
x = 8959, 381− (92, 71429)2 = 363.
Suddividere i dati raccolti in classi e determinare la media per dati raggruppati in questo esempio.
Cosa succede per i cambi di variabile lineari y = ax+ b? Si ha
σ2y = a
2σ2x.
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4. Correlazione e regressione
Consideriamo due caratteri quantitativi definiti sullo stesso campione. Esempio. in un campione di
7 studenti che fanno l’esame di CPS valutiamo il carattere x =”numero di ore dedicate alla preparazione
dell’esame di CPS“ e y =”voto ottenuto all’esame. Otteniamo i seguenti risultati
ore voto
10 10
60 28
50 30
40 25
40 20
30 21
25 18
ore2 voto2
100 100
3600 784
2500 900
1600 625
1600 400
900 441
625 324
ore · voto
100
1680
1500
1000
800
630
450
Il diagramma a dispersione si ottiene riportando in un piano cartesiano questi valori. E si vuole cercare
di capire se esiste una qualche forma di dipendenza tra i 2 caratteri. In particolare si vuole determinare
una retta che approssimi nel migliore dei modi possibili i dati. La retta ai minimi quadrati e` la retta che
minimizza la somma dei quadrati degli errori che si commettono nei punti del campione. Si vuole cioe`
minimizzare la quantita`
S(a, b) =
∑
(yi − axi − b)2
che rappresenta tale quantita` per la retta di equazione y = ax+b. Aggiungendo e togliendo ax¯ e y¯ all’interno
della parentesi si arriva a
S(a, b) =
∑(
(yi − y¯) + a(−xi + x¯) + (y¯ − ax¯− b)
)2
= n(σ2y + a
2σ2x − 2aσx,y + (y¯ − b− ax¯)2
dove si e` sviluppato il quadrato del trinomio, abbiamo osservato che 2 dei 3 doppi prodotti si annullano e
abbiamo posto
σx,y =
1
n
∑
(xi − x¯)(yi − y¯).
Questa quantita` si dice covarianza dei caratteri x ed y. Per minimizzare S(a, b) deve quindi essere b =
−ax¯+ y¯. E osserviamo che questo fatto implica che la retta ai minimi quadrati passa per il punto (x¯, y¯). Ed
a questo punto rimane una funzione di secondo grado in a che assume il suo valore minimo per a =
σx,y
σ2x
.
Nell’esempio in corso calcoliamo x¯ = 2557 = 36, 49, y¯ =
152
7 = 21, 71, x¯
2 = 109257 = 1560, 71, y¯
2 = 35747 =
510, 571. Di conseguenza calcoliamo le varianze (che valori ci aspettiamo?)
σ2x = x¯
2 − x¯2 = 10925
7
− 65025
49
=
11450
49
= 233, 67
σ2y = y¯
2 − y¯2 = 3574
7
− 23104
49
=
1914
49
= 39, 06.
Per calcolare la covarianza dimostriamo prima una formula piu` semplice.
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Si ha
σx,y =
1
n
∑
(xi − x¯)(yi − y¯)
=
1
n
∑
(xiyi − y¯xi − x¯yi + x¯y¯)
= xy − y¯x¯− x¯y¯ + x¯y¯
= xy − x¯y¯
e quindi la covarianza e` la media del prodotto meno il prodotto delle medie. La media del prodotto nel
nostro esempio e` xy = 61607 = 880 e quindi σx,y = 880− 2557 1527 = 436049 = 88, 98 Abbiamo quindi
a =
σx,y
σ2x
=
4360
49
11450
49
=
436
1145
= 0, 38
b = −ax¯+ y¯ = − 436
1145
255
7
+
152
7
= −436
229
51
7
+
152
7
=
12623
1603
= 7, 87
Esercizio 4.1. x=concentrazione di ozono e y=irraggiamento solare
x y x2 y2 xy
41 190 1681 36100 7790
16 256 256 65536 4096
30 322 900 103688 9660
45 252 2025 63504 11340
21 191 441 36481 4011
32 236 1024 55696 7552
10 264 100 69696 2640
Determinare la retta ai minimi quadrati. Che valore dell’irraggiamento dobbiamo aspettarci in un giorno
in cui si registra una concentrazione di ozono pari a 20
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Se la covarianza e` nulla i 2 caratteri si dicono incorrelati. Cio` non vuol dire che non esista alcuna
dipendenza ta le 2. Ad esempio se i valori si dipongono lungo una parabola la covarianza sara` nulla. La
covarianza e` sensibile ai cambiamenti di scala e per questo si tende ad utilizzare altri tipi di coefficienti per
misurare la correlazione tra 2 variabili. Il coefficiente di correlazione e` dato dalla formula
ρx,y =
σx,y
σxσy
.
E’ un numero puro sempre compreso tra -1 e 1 . Se viene 1 vuol dire che i dati si dispongono lungo una retta
orientata con coefficiente angolare positivo. Maggiore e` il valore assoluto dell’indice di correlazione, migliore
e` l’approssimazione dei dati che si ottiene tramite la retta ai minimi quadrati.
5. Altri indici di posizione
I quantili di ordine n suddividono i valori assunti dal carattere in n gruppi equinumerosi. In parti-
colare, l’i-esimo quantile di ordine n e` tale che gli elementi del campione su cui il carattere assume un
valore minore di esso sono (circa) gli in del totale. Consideriamo un carattere che assume i seguenti valori:
2,5,3,3,7,8,4,2,2,1,1,1,2,1,3. Un volta riordinati diventano 1,1,1,1,2,2,2,2,3,3,3,4,5,7,8.
• L’unico quantile di ordine 2 si dice mediana: suddivide i dati in due parti equinumerose.
• I quantili di ordine 4 si dicono quartili: suddividono i dati in quattro parti equinumerose. Chiara-
mente il secondo quartile e` proprio la mediana. La differenza tra il terzo ed il primo quartile si
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dice scarto interquartile: e` un indice di dispersione solitamente piu` utilizzato e piu` significativo del
campo di variazione.
• I quantili di ordine 10 si dicono decili e quelli di ordine 100 si dicono percentili. Ad esempio il 90mo
percentile e` tale che gli elementi del campione che assumono valore minore di esso costituiscono il
90% del totale.
La mediana per dati raggruppati in classi: e` quel valore che suddivide l’istogramma in due parti equinu-
merose.
Piu` robusta della media rispetto agli errori di misurazione. La curva di crescita mediana. Boxplot.
Esercizio 5.1. Si consideri l’esercizio 3.3. Determinare la mediana e lo scarto interquartile. Disegnare
il boxplot.
Esercizio 5.2. In 25 scatole di 100 viti si sono contati il numero di pezzi difettosi ottenendo i seguenti
dati
1, 4, 3, 1, 3, 2, 2, 1, 2, 5, 3, 0, 1, 4, 3, 7, 1, 3, 1, 7, 2, 1, 2, 4, 8.
Determinare le modalita`, le frequenze, la media (2.88), i quartili (1,2,4), la moda, la varianza campionaria
(4.53), la differenza interquartile e il range.
E’ talvolta opportuno traformare i dati in nostro possesso per calcolare una media piu` significativa. In
particolare, se A e B sono due intervalli (eventualmente illimitati), i nostri dati si trovano in A e f : A→ B
e` una trasformazione invertibile allora la media associata ad f e`
x¯f = f
−1
( 1
n
(f(x1) + · · · f(xn)
)
,
cioe` trasformiamo i dati tramite la f , calcoliamo la media e poi applichiamo l’inversa di f . Gli esempi piu`
importanti sono il caso f(x) = log x (media geometrica), f(x) = x2 (media quadratica), e f(x) = 1/x (media
armonica).
• La media geometrica. Supponiamo di avere delle azioni in borsa per 4 anni che hanno registrato
queste variazioni annue: +10%, -20%, +24%, -14%. Qual e` stata la variazione media? La variazione
complessiva e` del -6,16% che corrisponde ad una variazione media del -1,58%. La media da utilizzare
in questo caso e` la geometrica x¯log = (x1 · · ·xn)1/n.
• La media quadratica. Supponiamo di avere 3 tubi di diametro 1,2,e 3 centimetri e li vogliamo
sostituire con 3 tubi uguali in modo che la portata complessiva rimanga invariata. Bisogna fare la
media quadratica
√
1
n (x
2
1 + · · ·+ x2n) =
√
1+4+9
3 = 2, 16.
• Passeggiata in montagna. All’andata si va a 3 km/h. Al ritorno a 7 km/h. Qual e` la velocita`
media? Si fa la media armonica
(
x−11 +···+x−1n
n
)−1
che in questo caso fa 4,2 km/h.
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6. Esercizi riepilogativi
Esercizio 6.1. Sono state recensite 512 famiglie di 6 figli. Per ognuna e` stato osservato il numero di
figlie femmine.
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Numero di figlie frequenza
0 23
1 64
2 131
3 123
4 107
5 48
6 16
Qual e` il numero medio di figlie? Calcolare la varianza con entrambe le formule. Si ha x¯ = 1459512 = 2, 84906
Per la varianza abbiamo
σ2x =
23(2.85)2 + 64(1.85)2 + 131(0.85)2 + 123(0, 15)2 + 107(1, 15)2 + 48(2, 15)2 + 16(3, 15)2
512
=
1025, 42
512
= 2, 0028
Calcoliamo la media dei quadrati x2 = 5183512 = 10, 123. E quindi
σ2x =
5183
512
− (1459
512
)2 =
5183 · 512− 14592
5122
=
525015
262144
= 2, 0028.
Esercizio 6.2. Il peso di 50 giocatori di football americano e` rappresentato in questa tabella.
Peso Frequenza
98-100 2
100-102 4
102-104 8
104-106 8
106-108 18
108-110 8
110-112 0
112-114 2
Determinare la media (105.8), la varianza (9.28) e la mediana (106.02) dei dati.
Esercizio 6.3. Abbiamo 3 statuette in rame della Tour Eiffel di altezza rispettivamente 5, 10 e 20
centimetri. Decidiamo di fonderle e di ricavarne 3 statuette uguali. Quanto bisogna farle alte se si vuole
utilizzare tutto il rame a disposizione?
Bisogna fare in questo caso la media cubica x¯f dove f(x) = x
3. Si ha quindi
x¯f =
(53 + 103 + 203
3
) 1
3
= 14, 49.

CHAPTER 2
Spazi di probabilita`
1. Fenomeni deterministici e casuali
Un fenomeno e` un qualunque accadimento che porta ad un certo risultato, appartenente ad un determi-
nato insieme. Il fenomeno si dice deterministico se il risultato puo` essere previsto o calcolato (determinato)
con esattezza prima dell’effettuazione del fenomeno. Ad esempio se lasciamo un grave ad una quota di 1
metro sappiamo calcolare con precisione l’istante in cui giungera` a terra. O se lanciamo una palla con una
data angolazione ad una certa velocita` sappiamo prevedere il punto in cui tocchera` il terreno.
Un fenomeno si dice casuale (o aleatorio) si non e` possibile prevedere il risultato. Ad esempio, quale
faccia uscira` nel lancio di un dado? O quanto finisce una certa partita di calcio? O in che anno mi si rompera`
la lavatrice? O quanto sara` alto un bimbo nato oggi tra un anno?
L’insieme di tutti i possibili risultati di un fenomeno si indica solitamente con Ω. Nei casi precedenti
abbiamo Ω = {1, 2, . . . , 6}, {(0, 0), (0, 1), (1, 0), . . .}, {2011, 2012, . . .}, [50, 200].
Un evento e` un sottoinsieme di Ω. In altre parole, un evento e` un insieme di possibili risultati di un
fenomeno aleatorio. Negli esempi precedenti possiamo avere E = {2, 4, 6}, {(x, y) : x > y1}, {x : x > 2020}
{x : x < 60}.
Sugli eventi, essendo insiemi, possiamo considerare le comuni operazioni di intersezione, unione e com-
plementare. Ad esempio, nel lancio di 2 dadi l’evento “esce almeno un 1” si vede facilmente essere unione
dei due eventi E1 =“il primo dado da` 1” ed E2 =“il secondo dado da` 1”. L’evento “escono due 1” ne e`
chiaramente l’intersezione. L’evento “non esce neanche un 1” e` invece il complementare di quest’ultimo.
Una valutazione di probabilita` e` una funzione che associa ad ogni evento un numero tanto piu` grande
quanto piu` riteniamo che tale evento possa accadere. Denotiamo P (E) tale valutazione dell’evento E.
Vorremo certe proprieta`. Ad esempio, se A e B sono eventi disgiunti ci piacerebbe P (A ∪B) = P (A) +
P (B). Ad esempio, nel caso della partita di calcio la probabilita` che la squadra di casa non perda dovra` essere
la somma della probabilita` che vinca e di quella che pareggi. Se lo spazio dei risultati e` continuo vogliamo
anche un criterio sensato per stabilire quali sono gli eventi da considerare. Puo` essere senz’altro complicato (e
per certi versi inutile e per altri impossibile) considerare come eventi tutti i possibili sottoinsiemi dell’insieme
dei risultati possibili.
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2. Spazi di probabilita`
Sia dato un insieme Ω (di possibili risultati di un fenomeno aleatorio). Gli eventi saranno per noi i
sottoinsiemi di Ω di cui vorremo e potremo calcolare le probabilita`. Non ha senso calcolare la probabilita`
di un sottoinsieme di Ω che non sia un evento. E’ chiaro quindi che ci piacerebbe che unioni, interesezioni
e complementari di eventi siano ancora eventi. Formalizziamo questo desiderio dopo aver introdotto la
seguente terminologia. Se E1, E2, . . . (finiti o infiniti) sono eventi diciamo che formano una successione di
eventi. In generale se scriviamo un ultimo elemento, cioe` scriviamo E1, E2, . . . , En stiamo imponendo che la
successione sia finita. Se invece non scriviamo l’ultimo elemento, cioe` scriviamo E1, E2, . . . richiediamo che
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la successione sia infinita. In certi casi una successione finita puo` essere vista come una successione infinita,
ad esempio aggiungendo infinite volte l’insieme vuoto.
In modo del tutto analogo considereremo successioni di numeri, di funzioni o di altri oggetti.
Definizione. Sia A una collezione di sottoinsiemi di Ω. Diciamo che A e` una famiglia coerente di eventi
se:
(1) ∅,Ω ∈ A;
(2) EC ∈ A se E ∈ A;
(3) Unioni ed intersezioni di successioni di elementi di A stanno ancora in A
Esempio 2.1. dato Ω = {1, 2, 3, 4, 5, 6}, si considerino le seguenti collezioni di sottoinsiemi.
A1 = {∅, {1, 2, 3, 4, 5, 6}, {1, 3}, {2, 4, 5, 6}}
e
A2 = {∅, {1, 2, 3, 4, 5, 6}, {1, 3}, {2, 4, 5, 6}, {1, 3, 5}, {2, 4, 6}}.
A1 e` una famiglia coerente di eventi mentre A2 non lo e` (non e` chiusa rispetto all’intersezione).
Una famiglia coerente di eventi A viene solitamente chiamata una σ-algebra. Avremmo potuto scegliere
anche solo unione e intersezioni finite anziche` numerabili, ma si preferisce utilizzare questo tipo di definizione.
Data una σ-algebra A una probabilita` su A e` una funzione
P : A → R≥0
che soddisfa le seguenti proprieta`
(1) P (Ω) = 1;
(2)
P (
∞⋃
i=1
Ai) =
∞∑
i=1
P (Ai),
dove A1, A2, . . . e` una successione di eventi a due a due disgiunti.
La proprieta` (2) non viene richiesta nel caso di unioni non numerabili. Potra` benissimo accadere che, se
Ω = R, allora P ({x}) = 0 per ogni x ∈ R. Ed anzi vedremo che capitera` piuttosto spesso...
Definizione. Uno spazio di probabilita` e` una terna (Ω,A, P ), dove Ω e` un insieme, A e` una famiglia
coerente di eventi e P una probabilita` su A.
Lo studio di un fenomeno aleatorio si suddivide in 2 parti. La prima, lasciata all’interesse, alla sensibilita`
ed all’esperienza dello studioso, consiste nel determinare uno spazio di probabilita` che permette di studiare
il fenomeno. Questa fase, detta modellizzazione, non ha un’unica soluzione, ed anzi non c’e` neanche un
giudizio universale che dice un modello e` migliore di un altro. Anche se poi nella maggior parte dei casi si
converra` che un modello meglio si adatta di aun altro nello studio di un fenomeno aleatorio.
La seconda fase, invece, consiste nello studio del modello, cioe` dello spazio di probabilita` costituito nella
prima fase: qui non c’e` piu` ambiguita` e discrezionalita` e i risultati sono univocamente determinati. La
seconda fase, in altre parole, e` matematica.
Probabilita` uniforme. Prendiamo il caso in cui Ω e` un insieme finito ed i risultati sono tutti equiprobabili.
In questo caso si sceglie A come l’insieme di tutti i possibili sottoinsiemi di Ω. E si deduce facilmente che
P (A) = |A||Ω| . Il calcolo della probabilita` di un evento si riduce quindi ad un probelma di combinatoria, piu`
precisamente al calcolo della cardinalita` di un insieme finito.
Esempio 2.2. Qual e` la probabilita` di lanciare un dado ed ottenere un numero pari? E qual e` la
probabilita` di indovinare un terno al lotto?
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Esercizio 2.3. Costruire uno spazio di probabilita` (non uniforme) sull’insieme Ω = {1, 2, a, b}.
Esercizio 2.4. Costruire uno spazio di probabilita` sull’insieme N dei numeri naturali.
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Esempio 2.5. Vediamo ora il caso in cui i possibili risultati sono infiniti, ad esempio Ω = N. Consideri-
amo il fenomeno “scelta di un numero a caso”. Qual e` la probabilita` di estrarre il 396? La domanda posta
cos`ı non ha senso perche´ non abbiamo specificato la spazio di probabilita`. La domanda presuppone che
l’insieme {396} sia un evento. Per uniformita` tutti i numeri sono eventi. Ancora per uniformita` hanno tutti
la stessa probabilita`. Se questa probabilita` e` 0 avremmo che P (Ω) = 0. Se questa probabilita` fosse stret-
tamente maggiore di zero avremmo P (Ω) = +∞. In ogni caso contraddiciamo la definizione di probabilita`.
Ne deduciamo che la domanda non puo` avere senso in ogni caso. Per modellizzare questo fenomeno abbiamo
quindi bisogno di scegliere solo determinati eventi e decidere una funzione probabilita` che sia per noi coer-
ente con l’uniformita`. Ad esempio potremmo decidere di considerare gli eventi generati dalle progressioni
aritmetiche. Ad esempio i multipli di 2 formerebbero un esempio o anche i multipli di 3. E saremmo tentati
di dire che la probabilita` di scegliere un multiplo di 2 e` 1/2 e la probabiltia` di scegliere un multiplo di 3 e`
1/3. Questo e` legittimo, perche` nella modellizzazione uno fa come vuole. Ma se i numeri interi li scrivessimo
in questo ordine 0,1,3,2,6,4,9,5,12,7,15,8,18,10,21,11,24,13,27,14....? Se li guardiamo a 4 a 4 abbiamo sempre
2 numeri pari e 2 multipli di 3... e non vorremmo che lo spazio di probabilita` del fenomeno “scelta di un
numero a caso“ dipendesse dall’ordine con cui li scriviamo....
Altri problemi nella scelta di una σ-algebra si registrano se Ω e` continuo, ad esempio nel fenomeno dato
dal tempo di rottura di un certo apparecchio. Abbiamo bisogno di tutti gli intervalli, che comunque non
bastano, e non possiamo prendere tutti i numeri perche´ otterremmo una σ-algebra troppo complessa da
poter essere esaminata. Ma ci torneremo piu` in la`.
Prime proprieta`. Dati due eventi qualunque A e B si ha B = (B ∩ A) ∪ (B ∩ AC) dove l’unione e`
disgiunta. Ne seguente
(1) P (B) = P (B ∩A) + P (B ∩AC)
Esempio 2.6. Abbiamo una scatola con due palline rosse e una nera e una scatola con due palline nere
e due rosse. Estraendo una pallina a caso qual e` la probabilita` di estrarre una pallina rossa? Ancora non
sappiamo calcolare questa probabilita` ma sappiamo semplificarla in 2 problemi piu` semplici.
Piu` in generale, se A1, A2, . . . , Ak e` una partizione di Ω abbiamo B = ∪ki=1(B ∩Ak) e quindi abbiamo
P (B) =
k∑
i=1
P (B ∩Ai)
Dalla proprieta` precedente (1) deduciamo che
• P (AC) = 1− P (A) ponendo B = Ω;
• P (A) ≤ P (B) se A ≤ B.
In particolare ricordiamo anche che il complementare di un’unione e` uguale all’intersezione dei complementari
e quindi
P (∪Ai) = 1− P (∩ACi ).
Vediamone un esempio. Calcolare la probabilita` di ottenere almeno un 6 lanciando 2 dadi. Poniamo Ai
l’evento “esce 6 al lancio i” La probabilita` da calcolare e` quindi P (A1 ∪A2). Tramite la formula precedente
possiamo facilmente calcolare la probabilita` dell’evento complementare, osservando che |AC1 ∩AC2 | = 25.
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Abbiamo qui visto un modo per calcolare la probabilita` di un’unione. vediamone un altro. Osserviamo
che si ha sempre
A ∪B = A ∪ (B \A),
dove la seconda unione e` disgiunta. Ne segue, utilizzando (1)
P (A ∪B) = P (A) + P (B \A) = P (A) + P (B ∩AC) = P (A) + P (B)− P (A ∩B).
Sostanzialmente dobbiamo sottrarre P (A∩B) perche´ questa quantita` e` stata calcolata 2 volte (una in P (A)
e una in P (B).) Rivediamo l’esempio precedente con questa formula.
Questa formula si generalizza al caso dell’unione di 3 eventi e piu` in generale al caso di k eventi.
3. La probabilita` condizionale.
Dato uno spazio (Ω,A, P ) e fissato un evento A tale che P (A) > 0 formiamo un nuovo spazio di
probabilita` (Ω,A, P ′) ponendo
P ′(B) =
P (A ∩B)
P (A).
Verifichiamo che P ′ e` effettivamente una probabilita`.
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• P ′(Ω) = 1 ovvio;
• Siano Bi disgiunti. Allora
P ′(B1 ∪B2 ∪ · · · )P (A ∩ (B1 ∪B2 ∪ · · · )
P (A)
=
P ((A ∩B1) ∪ (A ∩B2) · · ·
P (A)
= P ′(B1) + P ′(B2) + · · · .
La probabilita` P ′(B) si dice probabilita` condizionale di B rispetto ad A e si indichera` P (B|A). Completa-
mento dell’esempio 2.6
Se rappresentiamo gli eventi con dei diagrammi di Venn possiamo fare in modo che la superficie cor-
rispondente ad un certo evento sia proporzionale alla sua probabilita`. In questo modo molte delle formule
viste prima e che vedremo in seguito hanno un’immediata interpretazione grafico-geometrica. Detta S(A)
la superficie dell’evento A, siccome P (Ω) = 1 abbiamo che P (A) = S(A)/S(Ω) nel caso della probabilita`
condizionata la quantita`
P (B|A) = P (A ∩B)
P (A)
=
S(A ∩B)
S(A)
rappresenta quindi la proporzione della superficie di A che sta anche in B. Stiamo cioe` considerando il nuovo
spazio di probabilita` dato osservando cio` che capita esclusivamente all’interno di A. Esempio 2.10 del libro.
La probabilita` condizionale e` molto importante anche nella fase di modellizzazione, in quanto talvolta si
conoscono delle probabilita` condizionali. Esempio 2.11 del libro. Si ha P (M) = P (M ∩ F ) + P (M ∩N).
La formula di Bayes (semplice). Osserviamo che
P (A|B) = P (A ∩B)
P (B)
P (B|A) = P (A ∩B
P (B)
,
da cui deduciamo la formula P (A|B) = P (B|A)P (A)P (B) . Esempio 2.12 del libro La formula di Bayes (complessa).
Se A1, . . . , An e` una partizione di Ω si ha
P (Ai|B) = P (Ai ∩B)
P (B)
=
P (B|Ai)P (Ai)
P (B)
=
P (B|Ai)P (Ai)∑
P (B ∩Ak) =
P (B|Ai)P (Ai)∑
P (B|Ak)P (Ak) .
L’uguaglianza ai denominatori viene anche ricordata come formula delle probabilita` totali:
P (B) =
n∑
k=1
P (B ∩Ak) =
n∑
k=1
P (B|Ak)P (Ak)
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Esempio 3.1. Abbiamo 3 urne. La i-esima ha 1 pallina rossa e i palline bianche. Sapendo di aver
estratto una pallina bianca, qual e` la probabilita` di averla estratta dalla terza urna?
Esempio 3.2. Un’urna contiene 3 palline bianche e 5 nere. Ne estraiamo 2 con rimpiazzo. Qual e` la
probabilita` di estrarre 2 palline dello stesso colore? E la probabilita` di estrarre almeno una pallina bianca?
Consideriamo gli eventi Ai =“bianca all’estrazione i”. Il primo evento ha probabilita`
Esempio 2.13 avendo 3 mobili con 2 cassetti, il primo con 2 monete d’oro, il secondo un oro e un argento
il terzo 2 argenti. Aprendo a caso un cassetto si trova oro. Qual e` la probabilita` che nell’altro cassetto ci sia
ancora oro?
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Due eventi A e B si dicono indipendenti se P (A ∩ B) = P (A) · P (B). Similmente definiamo n eventi
indipendenti. Guardando alla probabilita` condizionale questo ci dice che P (B) = P (B|A) (se P (A) 6= 0)
e P (A) = P (B|A) (se P (B) 6= 0). Detto in altri termini 2 eventi si dicono indipendenti si l’accadimento
di uno dei due non modifica in alcun modo la probabilita` dell’altro. Questo e` fondamentale nella fase di
modellizzazione quando, per motivi evidenti 2 eventi risultano essere indipendenti.
Esempio 3.3. Lanciando undado diciamo che otteniamo un succeso se esce un numero ≥ 5. Lanciando
8 volte il dado, qual e` la probabilita` di ottenere una sequenza 00101001, dove lo 0 indica un insuccesso e 1
un successo? Siccome le prove sono indipendenti tra loro abbiamo che tale probabiltia` e`
2
3
2
3
1
3
2
3
1
3
2
3
2
3
1
3
=
(1
3
)5(2
3
)3
.
Osserviamo che tale probabilita` non dipende dall’ordine con cui si susseguono i successi e gli insuccessi, ma
solo da quanti successi e da quanti insuccessi si devono verificare. In altre parole, la probabilita` di ottenere
una sequenza 00000111 sarebe stata la stessa.
4. Calcolo combinatorio
Il calcolo combinatorio si occupa dello studio della cardinalita` di insiemi finiti ed e` quindi utile nel
calcolo delle probablita` in spazi di probabilita` uniformi. Dati due insiemi A e B di cardinalita` n e m si ha
che l’insieme delle coppie ordinate A×B ha cardinalita` nm.
Le disposizioni di lunghezza k di un insieme A sono tutte le possibili k-uple ordinate (a1, . . . , ak) di
elementi distinti di A. Se A ha n elementi, la cardinalita` di queste disposizioni viene denotata con Dnk e si
ha Dnk = n(n− 1) · · · (n− k + 1) = n!(n−k)! .
Nel caso in cui k = n le disposizioni prendono il nome di permutazioni: queste sono n!.
Supponiamo ora di voler scegliere k oggetti da un insieme contenente n oggetti, cioe` un sottoinsieme
costituito da n oggetti. A differenza del caso delle disposizioni, non si tiene conto dell’ordine. I sottoinsiemi
con k oggetti si dicono combinazioni di lunghezza k e si ha chiaramente che esattamente k disposizioni danno
origine alla stessa combinazione e quindi
Cnk =
1
k!
Dnk =
(
n
k
)
.
Esempio 4.1. estraiamo n palline senza rimpiazzo da un’urna contenente b palline bianche e r palline
rosse;
• qual e` la probabilita` che la prima pallina sia bianca?
• qual e` la probabilita` che la seconda pallina sia bianca?
• qual e` la probabilita` che l’n-esima pallina sia bianca?
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Esercizio 2.2: un’urna contiene 4 palline bianche e 3 rosse. Se ne estraggono 2 con rimpiazzo. E’ piu´
probabilie che siano dello stesso colore o diverse? Sia Bi l’evento ”pallina bianca all’estrazione i” e similmente
definiamo Ri. L’evento E=”estrazione di 2 palline uguali e` quindi dato da
E = (B1 ∩B2) ∪ (R1 ∩R2).
Siccome B1 ∩B2 e R1 ∩R2 sono chiaramente disgiunti abbiamo
P (E) = P (B1 ∩B2) + P (R1 ∩R2).
Sfruttiamo ora il fatto che B1 e B2 sono indipendenti (e similmente R1 e R2) e concludiamo che
P (E) = P (B1)P (B2) + P (R1)P (R2) =
4
7
4
7
+
3
7
3
7
=
25
49
.
E’ quindi leggermente piu´ probabile ottenere 2 palline uguali che diverse.
Esercizio 2.4 del libro. Componenti prodotti da una ditta presentano indipendentemente 2 tipi di difetti
con probabilita` del 3% e del 7%.
• Qual e` la probabilita` che un componente presenti entrambi i difetti? Detti A e B gli eventi relativi
ai 2 difetti si ha
P (A ∩B) = P (A)P (B) = 3
100
7
100
=
21
10000
.
• Qual e` la probabilita` che un componente sia difettoso?
P (A ∪B) = P (A) + P (B)− P (A ∩B) = 3
100
+
7
100
− 21
10000
=
300 + 700− 21
10000
=
979
10000
.
• Qual e` la probabilita` che presenti il difetto 1 sapendo che e` difettoso?
P (A|A ∪B) = P (A)
P (A ∪B) =
3
100
10000
979
=
300
979
= 0, 3064.
• Qual e` la probabilita` che presenti solo uno dei 2 difetti sapendo che e` difettoso?
P ((A \B) ∪ (B \A)|A ∪B) = 1− P (A ∩B|A ∪B) = 1− P (A ∩B)
P (A ∪B) = 1−
21
10000
10000
979
=
958
979
= 0.9785.
Lezione 11 26/03 Esercizio 2.5 Un’urna contiene 2 carte. Una ha entrambi i lati neri, l’altro un bianco
e un nero. Si prende una carta e si guarda una faccia: e` nera. Qual e` la probabilita` che anche l’altra faccia
sia nera? Sia Ai l’evento estrazione della carta i e N e B esposizione di una faccia bianca e nera. Dobbiamo
calcolare
P (A1|N) = P (N |A1)P (A1)
P (N)
=
1 · 12
3
4
=
2
3
.
Esempio 2.21 Determinare la probabilita` di indovinare una cinquina secca e una cinquina semplice. Nel
secondo caso otteniamo 13·89·22·87·86 =
1
43949268 = 2, 3 · 10−8. Nel primo caso 15273912160 , dell’ordine di 10−10.
Esempio 2.22 Qual e` la probabilita` che due studenti scelti a caso in aula festeggino il compleanno lo
stesso giorno? Diciamo che in aula ci sono 40 studenti. Allora Ω = S40, dove S = {1, 2, . . . , 365}. Calcoliamo
la probabilita` dell’evento complementare, cioe` che siano nati tutti in giorni diversi. Si ha
P (EC) =
D36540
36540
∼= 0, 11.
La probabilita` che 2 studenti in aula festeggino il compleanno lo stesso giorno e` quindi di circa l’89%.
Esercizio 2.9 Dieci urne: la i-ma ha 4 palline rosse e i bianche. Vengono estratte 2 palline da un’urna
scelta a caso.
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• Qual e` la probabilita` che le palline siano diverse? Poniamo Ai l’evento “palline dell’urna i” e poi
consideriamo gli eventi BB, RR, BR (2 bianche, 2 rosse, 1 rossa e 1 bianca). Si ha
P (BR) =
10∑
i=1
P (Ai)P (BR|Ai) =
10∑
i=1
1
10
4i(
4+i
2
)
=
1
10
(
4
10
+
8
15
+
12
21
+
16
28
+
20
36
+
24
45
+
28
55
+
32
66
+
36
78
+
40
91
+
)
= 0.5060
• Sapendo di aver estratto una bianca e una rossa, qual e` la probabilita` di aver estratto dalla urna
i? Qual e` l’urna piu` probabile?
P (Ai|BR) = P (BR|Ai) P (Ai)
P (BR)
=
4i(
4+i
2
) 1/10
0.5060
.
Le probabilita` di aver estratto dall’urna i sono quindi date rispettivamente da
7.9% 10.5% 11.3% 11.3% 11.0% 10.5% 10.1% 9.6% 9.1% 8.7%
Le 2 urne che hanno la massima probabilita` sono la 3 e la 4.
In alternativa si puo` valutare la quantita`
P (Ai|BR)
P (Ai+1|BR) =
P (BR|Ai)
P (BR|Ai+1) =
4i
(4+i2 )
4(i+1)
(5+i2 )
=
(5 + i)i
(3 + i)(i+ 1)
=
i2 + 4i+ i
i2 + 4i+ 3
,
da cui risulta evidente che il massimo si ottiene per le urne 3 e 4.
Esempio 4.2. Nel poker classico si gioca con 16 + 4n carte dove n e` il numero di giocatori. Stabilire per
quali valori di n e` piu` probabile avere un poker che 5 carte dello stesso seme.
Il poker si puo` fare in 4 + n modi, tutti chiaramente equiprobabili. Si ha quindi
P (Poker) = (4+n)P (Poker d′assi) = (4+n)
(
4
4
)(
12+4n
1
)(
16+4n
5
) = 5! (4 + n)(12 + 4n)
(16 + 4n)(15 + 4n)(14 + 4n)(13 + 4n)(12 + 4n)
=
30
(4n+ 15)(4n+ 14)(4n+ 13)
.
Vediamo ora la probabilita` di avere 5 carte dello stesso seme:
P (colore) = 4P (colore di cuori) = 4
(
4+n
5
)(
16+4n
5
) = (2 + n)(1 + n)n
(15 + 4n)(14 + 4n)(13 + 4n)
.
Bisogna quindi stabilire per quali valori di n si ha 30 ≤ (2+n)(1+n)n4 . Il membro di destra e` monotono
crescente in n. Si ha uguaglianza per n = 4. Per n > 4 e` piu` probabile il colore, per n < 4 e` piu` probabile il
poker.

CHAPTER 3
Variabili aleatorie discrete
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Ci troviamo spesso nella situazione di volere o dovere considerare delle quantita` che sono funzioni del risultato
di un fenomeno aleatorio (o che possono essere il risultato stesso).
Esempio 0.3. Faccio 3 puntate alla roulette e mi pongo di studiare la quantita` X = vincita. In
particolare vorrei sapere qual e` la probabilita` che la vincita sia maggiore dei soldi puntati. O mediamente
quanto mi devo aspettare di vincere.
Definizione. Sia (Ω,A, P ) uno spazio di probabilita`. Una funzione X : Ω→ R e` una variabile aleatoria
se
{ω ∈ Ω : X(ω) ≤ a},
e` un evento per ogni a ∈ R.
Esempio 0.4. Si consideri Ω = N e A = {N, ∅, 2N, 2N + 1}. Determinare una variabile aleatoria su
questo spazio.
Osserviamo che {ω ∈ Ω : X(ω) > a} e` un evento perche` complementare del precedente. Abbiamo anche
che {ω ∈ Ω : X(ω) < a} e` un evento in quanto
{ω ∈ Ω : X(ω) < a} =
n⋃
i=1
{ω ∈ Ω : X(ω) ≤ a− 1/n},
e quindi e` una unione di una successione di eventi. Ne deduciamo anche che
{ω ∈ Ω : X(ω) = a}
e` un evento per ogni a ∈ R.
Siamo interessati a considerare la funzione
A 7→ P (ω : X(ω) ∈ A).
Questa funzione si dice legge o distribuzione della variabile X. Osserviamo che non e` definita per ogni
sottoinsieme di R. D’ora in avanti considereremo quasi sempre variabili aleatorie in termini della loro legge,
talvolta dimenticandoci delle spazio di probabilita` su cui sono definite, perche´ questo sara` ininfluente. E
scriveremo ad esempio {X ≤ t} anziche´ {ω ∈ Ω : X(ω) ≤ t}.
1. Variabili discrete
Una variabile aleatoria X si dice discreta se i valori che assume sono finiti oppure numerabili. Si verifica
facilmente che una funzione X : Ω→ R che assume una quantita` al piu` numerabile di valori e` una variabile
aleatoria se e solo se {X = x} e` un evento per ogni x ∈ R.
Denotiamo x1, x2, . . . i valori assunti da X. Abbiamo gia` visto che {X = xi} sono eventi.
Definizione. La funzione pX : R → R data da p(xi) = P (X = xi) si dice densita` della variabile
aleatoria discreta X.
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Osserviamo che la funzione pX soddisfa le seguenti proprieta`.
(1) p(x) 6= 0 per una quantita` al piu` numerabile di valori x;
(2) p(x) ≥ 0 per ogni x ∈ R;
(3)
∑
x∈R p(x) = 1;
Osserviamo che la somma che appare in (3) e` una serie numerica in quanto, per (1) i termini diversi da
zero sono al piu` numerabili. E’ inoltre ben definita in quanto i termini sono tutti non negativi grazie alla
proprieta` (2). Una funzione che soddisfa queste proprieta` si dice densita` discreta.
Osserviamo che per ogni A ⊂ R si ha {X ∈ A} e` un evento, in quanto i valori assunti da X che stanno
in A sono al piu` numerabili e quindi {X ∈ A} = ∪xi∈A{X = xi} e` unione numerabile di eventi.
1.1. La densita` uniforme. Se A = {x1, . . . , xn} una variabile X che assume i valori in A tutti con la
stessa probabilita` 1n si dice uniforme su A. Scriviamo in questo caso X ∼ U(A) oppure X ∼ U(x1, . . . , xn).
La densita` e` quindi
p(x) =
{
1
n se x ∈ {x1, x2, . . . , xn}
0 altrimenti.
1.2. La funzione caratteristica e la densita` di Bernoulli. Se A e` un evento la sua funzione
caratteristica χA data da
χA(ω) =
{
1 se ω ∈ A
0 se ω /∈ A
e` una variabile aleatoria. Infatti, verifichiamo che soddisfa la definizione, cioe` che {χA ≤ t} e` un evento per
ogni t ∈ R:
{χA ≤ t} =

∅ se t < 0
AC se 0 ≤ t < 1
Ω se t > 1.
La sua densita` e` data da
p(x) =

P (A) se x = 1
1− P (A) se x = 0
0 se x 6= 0, 1
Una variabile aleatoria X che assume solo i valori 0 e 1 si dice variabile di Bernoulli. Se la probabilita` che
assuma il valore 1 e` p (e quindi la probabilita` che assuma il valore 0 e` 1−p) scriviamo X ∼ B(1, p). Possiamo
quindi concludere che per ogni evento A la vairiabile χA e` una variabile di Bernoulli
χA ∼ B(1, P (A)).
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1.3. La densita` binomiale. Consideriamo un fenomeno aleatorio e un certo evento ad esso associato.
Per semplicita` diciamo che se l’evento si realizza otteniamo un “successo”, viceversa che abbiamo ottenuto
un “insuccesso”. Uno schema successo-insuccesso consiste nel ripetere questo fenomeno un certo numero di
volte, dette anche prove o tentativi, in cui siamo interessati unicamente al numero di successi ottenuti nelle
varie prove. Supponiamo ora che le prove sia indipendenti l’una dall’altra: parliamo in questo caso di schema
successo-insuccesso con ripetizione. Consideriamo quindi la variabile X data dal numero di successi in n
tentativi. Abbiamo gia` visto nell’Esempio 3.3 che, nel caso in cui le prove siano indipendenti l’una dall’altra,
la probabilita` di ottenere una certa prefissata sequenza di successi e insuccessi dipenda solo dal numero di
questi ultimi e non dall’ordine con cui vogliamo che si succedano. La probabilita` di ottenere una sequenza
fissata in cui abbiamo k successi e n− k insuccessi e` data da pk(1− p)n−k, dove p e` la probabilita` che ogni
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singolo tentativo abbia successo. Siccome i modi in cui possiamo scegliere le k posizioni per i successi sono
date da
(
n
k
)
otteniamo per la variabile X la densita` data da
p(k) =
{ (n
k
)
pk(1− p)n−k se k = 0, 1, 2, . . . , n
0 altrimenti.
Scriveremo in questo caso X ∼ B(n, p) e diciamo che X e` una variabile binomiale.
1.4. La densita` ipergeometrica. Consideriamo uno schema successo-insuccesso senza ripetizione. In
questo caso siamo interessati a determinare la la probabilita` che pescando n palline senza rimpiazzo da una
scatola contenente b bianche e r rosse se ne estraggano esattamente k bianche. Lo spazio Ω e` dato da tutte
le possibili combinazioni di n oggetti scelti da un insieme di b + r oggetti. Devo pescare k bianche e n − k
rosse. Le k bianche le posso scegliere in
(
b
k
)
modi. Le n− k rosse in ( rn−k) modi. Abbiamo quindi la densita`
Scriviamo in questo caso X ∼ H(n, b, r) e abbiamo quindi in questo caso la densita`
p(x) =

(bx)·( rn−x)
(b+rn )
se x ∈ {0, 1, . . . ,min(n, b)}
0 altrimenti.
Scriviamo in questo caso X ∼ H(n, b, r) e diciamo che X e` una variabile ipergeometrica.
Esempio 1.1. Urna con 2 palline bianche e 1 rossa. Le estraggo senza rimpiazzo finche´ non trovo la
pallina rossa. Considero la variabile aleatoria X=numero di estrazioni per trovare la pallina rossa. X e` una
variabile finita in quanto assume solo i valori 1, 2, 3. La sua densita` e` data da
p(x) =
{
1/3 se x = 1, 2, 3
0 altrimenti.
Esempio 1.2. Consideriamo ora lo stesso tipo di fenomeno in cui pero` rimpiazziamo di volta in volta in
volta la pallina estratta. La variabile X diventa numerabile e si ha
p(x) =
{
( 23 )
x 1
3 se x = 1, 2, 3, . . .
0 altrimenti.
I prossimi due esempi vanno visti in parallelo.
Esempio 1.3. Bulloni prodotti da una fabbrica sono difettosi con probabilita` del 20% e vengono com-
mercializzati in confezioni da 3. Qual e` la probabilita` che in una scatola ci sia al piu` un bullone difettoso?
0.896
Esempio 1.4. Un’urna contiene 8 palline rosse e 2 bianche. Ne estraiamo 3 senza rimpiazzo. Qual e` la
probabilita` di estrarne al piu` una bianca? 0.933
Esempio 1.5. Esempio 3.7 In un volo di 24 posti si vendono 28 biglietti. Sapendo che ogni passeggero
ha probabilita` di non presentarsi del 30%. Qual e` la probabilita` che qualcuno non trovi posto? (0.0157).
E quanti biglietti posso vendere se ammetto una probabilita` del 10 % che qualcuno non trovi posto? Per
rispondere a questa domanda avremo bisogno delle variabili aleatorie continue
Esempio 3.8 Un programma ha bisogno di 3000 file suddivisi in 30 cartelle con 100 file ciascuno per
funzionare correttamente. Ogni volta che viene lanciato utilizza 28 file. Se una cartella non e` stata installata
qual e` la probabilita` che il software funzioni correttamente? Da risolvere sia con che senza ripetizioni.
Con ripetizioni siamo in presenza di una probabilita` binomiale e la probabilita` e` (29/30)28 = 0, 387.
Senza ripetizioni siamo in presenza di una ipergeometrica e abbiamo(
2900
28
)(
3000
28
) = 2900 · 2899 · · · 2873
3000 · 2999 · · · 2973 = 0.385.
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Osserviamo che le due probabiltia` sono molto simili. Perche´?
Lezione 14 02/04
1.5. La densita` geometrica. Si consideri uno schema successo-insuccesso con ripetizioni e prendiamo
in esame la variabile T data dal tempo di primo successo. Si puo` considerare ad esempio il lancio di un dado
in cui il successo e` dato dal 6. Se chiamiamo Xi le variabili B(1, p) date da Xi = 1 se l’i-esimo tentativo da`
successo e Xi = 0 altrimenti abbiamo
P (T = k) = P (X1 = X2 = · · · = Xk−1 = 0 e Xk = 1)
= P (X1 = 0)P (X2 = 0) · · ·P (Xk−1 = 0)P (Xk = 1)
= (1− p)k−1p.
E` questa quella che si dice la densita` geometrica modificata e scriveremo in questo caso T ∼ G˜(p). La densita`
geometrica standard e` data da
p(k) =
{
p(1− p)k se k = 0, 1, 2, . . .
0 altrimenti.
Se X e` una variabile di denstia` geometrica standard di parametro p scriveremo X ∼ G(t). Osserviamo che
questa e` effettivamente una densita` in quanto ricordiamo la somma della serie geometrica
∞∑
k=0
ak = lim
n→∞(1 + a+ · · ·+ a
n) = lim
n→∞
1− an+1
1− a =
1
1− a,
se 0 ≤ a < 1, da cui deduciamo
∞∑
k=0
p(k) =
∞∑
k=0
p(1− p)k = p
∞∑
k=0
(1− p)k = p · 1
p
= 1.
Abbiamo quindi che se T ∼ G˜(p) e` una variabile di densita` geometrica modificata, allora T −1 ∼ G(p) e` una
variabile geometrica standard. Se X e` una variabile geometrica questa gode della proprieta` di “mancanza di
memoria”. Infatti, osserviamo subito che
P (X ≥ k) =
∞∑
i=k
p(1− p)i = p(1− p)k
∞∑
i=0
(1− p)i = (1− p)k.
In alternativa si poteva pensare al fatto che T = X + 1 e` una variabile geometrica modificata. Abbiamo ora
P (X = k +m|X ≥ k) = P (X = k +m)
P (X ≥ k
=
(1− p)k+m−1p
(1− p)k−1
= (1− p)m
= P (X = m)
La proprieta` di mancanza di memoria caratterizza la densita` geometrica nel senso che se X e` una variabile
aleatoria discreta che soddisfa la proprieta` di mancanza di memoria P (X = k + m|X ≥ k) = P (X = m)
allora e` una variabile geometrica. Infatti, posto p = P (X = 0) procediamo per induzione e supponiamo che
P (X = i) = p(1− p)i per ogni i < k. Abbiamo quindi
P (X ≥ k) = 1− P (X < k) = 1−
k−1∑
i=0
p(1− p)i = 1− p1− (1− p)
k
1− (1− p) = (1− p)
k
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e di conseguenza, siccome la proprieta` di mancanza di memoria per m = 0 ci da`
P (X = k|P ≥ k) = P (X = k
P (X ≥ k) = P (X = 0)
concludiamo che
P (X = k) = P (X = 0)P (X ≥ k) = p(1− p)k.
Osservazioni sui ritardo al lotto.
1.6. La densita` di Poisson. La densita` di Poisson e` data da
p(k) =
{
e−λ λ
k
k! se k = 0, 1, 2, . . .
0 altrimenti.
,
dove λ e` un parametro strettamente positivo. Se X e` una variabile aleatoria di Poisson di parametro λ
scriviamo X ∼ P (λ). Il fatto che questa sia una densita` viene dallo sviluppo di Taylor ex = ∑k≥0 xkk! .
Ricordando anche l’altro limite notevole (
1 +
x
n
)n
−→ ex,
vogliamo verificare che una variabile di Poisson approssima sotto certe ipotesi una variabile binomiale X ∼
B(n, λ/n). Infatti in tal caso si ha
p(k) =
(
n
k
)(
λ
n
)k (
1− λ
n
)n−k
=
n!
k!(n− k)!
λk
nk
(
1− λ
n
)n−k
=
λk
k!
n!
(n− k)!nk
(
1− λ
n
)n−k
=
λk
k!
n(n− 1) · · · (n− k + 1)
nk
(
1− λ
n
)n(
1− λ
n
)−k
→ λ
k
k!
e−λ.
In conclusione abbiamo che una variabile B(n, p) con n molto grande e p piccolo puo` essere approssimata
con una variabile di Poisson P (nλ). In statistica si adotta l’approssimazione della distribuzione binomiale
tramite la distribuzione di Poisson quando n > 20 e p < 1/20, o preferibilmente quando n > 100 e np < 10.
Esempi in cui e´ utile ed indicato utilizzare una variabile di Poisson: numero di telefonate ad un centralino,
numero di auto sportive che passano in una strada.
Esercizio 75: In un’azienda il numero di guasti al mese che si verificano ha una densita` di Poisson. La
probabilita` che in un mese non vi siano guasti e` data da e−1.
(a) Qual e` la probabilita` che nel prossimo mese si verifichi piu` di un guasto?
P (X > 1) = 1− P (X ≤ 1) = 1− e−1 − e−1 = 0, 264
E esattamente 2? P (X = 2) = e−112/2! = 0, 184
(b) Qual e` la probabilita` che nei prossimi 6 mesi si verifichino almeno 3 guasti? Bisogna adesso considerare
una variabile di Poisson di parametro λ = 6. Questo perche´ possiamo pensare a questo problema come il
precedente con il numero di macchinari sestuplicato e quindi anche λ = np sara` sestuplicato. Abbiamo
P (Y ≥ 3) = 1− P (Y ≤ 2) = 1− e
−660
0!
− e
−661
1!
− e
−662
2!
= 1− 20 · e−6 = 0.95.
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(c) Qual e` la probabilita` che esattamente in 2 dei prossimi 6 mesi non ci siano guasti? Dobbiamo qui
considerare una variabile Z ∼ B(6, e−1) e quindi
P (Z = 2) =
(
6
2
)
(e−1)2(1− e−1)4 = 0.324.
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2. Densita` congiunte
Siamo spesso interessati a considerare piu` di una variabile aleatoria definite sullo stesso spazio di prob-
abilita`. Se abbiamo X1, . . . , Xm m variabili aleatorie discrete possiamo considerare la
X = (X1, . . . , Xm) : Ω→ Rm.
Questa si dice variabile aleatoria m dimensionale. La variabile X assume al piu` una quantita` numerabile di
valori (se le Xi sono discrete). Infatti, se x = (x1, . . . , xm), allora
{X = x} = {X1 = x1} ∩ · · · ∩ {Xm = xm}.
Deduciamo altres`ı che {X = x} e` un evento per ogni x ∈ Rm. La densita` di una variabile m-dimensionale e`
data dalla funzione p : Rm → R≥0 data da p(x) = P (X = x). Questa densita` si dice densita` congiunta delle
variabili X1, . . . , Xm.
Esempio 2.1. In una scatola con 2 palline rosse, 2 bianche e 2 verdi. Estraggo 2 palline e considero la
variabile X = palline rosse estratte e Y = palline bianche estratte. Determinare la densita` congiunta delle
variabili X ed Y . Si ha
p(0, 0) =
1(
6
2
) = 1
15
;
p(1, 1) =
4
15
;
p(1, 0) =
4
15
= p(0, 1);
p(2, 0) =
1
15
= p(0, 2).
Osserviamo che effettivamente
∑
x∈R2 p(x) = 1.
Quando si ha a che fare con m variabili aleatorie X1, . . . , Xm le singole densita` di queste ultime si dicono
densita` marginali, per distinguerle dalla densita` congiunta. Le indichiamo solitamente p1, . . . , pm. Queste
sono univocamente determinate dalla densita` congiunta. Vediamo per semplicita` il caso m = 2. Sia z ∈ R.
Allora
p1(z) = P (X1 = z)
= P (∪x2∈R(X1 = z, X2 = x2))
=
∑
x2∈R
P (X1 = z,X2 = x2)
=
∑
x2∈R
p(z, x2).
In questo calcolo abbiamo usato la simbologia ∪x∈R e
∑
x∈R facendo un piccolo abuso di notazione.
Anche se l’indice di unione e di somma e` non numerabile gli insiemi che si considerano nel primo caso sono
non vuoti solo per una quantita` numerabile di indici; cosi come i numeri che si considerano nel secondo caso
sono diversi da zero solo per una quantita` numerabile di indici. Gli oggetti che si considerano sono quindi
in ogni caso sempre numerabili e le operazioni sono quindi sempre lecite.
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Osserviamo che non e` vero che le densita` marginali determinano la densita` congiunta. Consideriamo ad
esempio le variabili di Bernoulli che utilizziamo in uno schema successo-insuccesso con e senza rimpiazzo.
Queste hanno lo stesse densita` marginali, ma una divers adensita` congiunta.
3. Variabili aleatorie indipendenti
Date n variabili aleatorieX1, . . . , Xn, diciamo che esse sono indipendenti se gli eventi {X1 ∈ A1}, . . . , {Xn ∈
An} sono indipendenti per ogni scelta degli insiemi Ai ⊆ R. In altre parole le variabili X1, . . . , Xn sono in-
dipendenti se vale la relazione
P (X1 ∈ A1, . . . , Xn ∈ An) = P (X1 ∈ A1) · · ·P (Xn ∈ An).
Consideriamo ora n punti di R, x1, . . . , xn. Se le variabili X1, . . . , Xn sono indipendenti sussiste la relazione
p(x) = p1(x1) · · · pn(xn).
Ma e` vero anche il contrario se le variabili sono discrete!
Lemma 3.1. Siano X,Y due variabili aleatorie discrete. Allora sono indipendenti se e solo se
p(x, y) = pX(x)pY (y),
per ogni x, y ∈ R.
Dimostrazione da lasciare per esercizio: poniamo C = A×B. Allora
P (X ∈ A, Y ∈ B) = P ((X,Y ) ∈ C) =
∑
(x,y)∈C
p(x, y) =
∑
x∈A, y∈B
pX(x)pY (y).
Come conseguenza della definizione abbiamo che se le nostre variabili sono indipendenti possiamo calcolare
la densita` congiunta se conosciamo le marginali. Esempi degli schemi successo-insuccesso. Nel caso con
rimpiazzo le variabili Xi sono indipendenti:
P (X1 = x1, . . . , Xn = xn) = p
k(1− p)n−k = P (X1 = x1) · · ·P (Xn = xn),
dove k e` il numero di valori xi uguali a 1. Nel caso senza rimpiazzo sono dipendenti. Basta provarlo con 2
estrazioni
P (X1 = 1, X2 = 1) =
b
b+ r
b− 1
b+ r − 1 6= P (X1 = 1)P (X2 = 1) =
b
b+ r
b
b+ r
.
Definizione. Data una qualunque variabile aleatoria X (non necessariamente discreta) la sua funzione
di ripartizione e` data da
FX : R → R
t 7→ P (X ≤ t)
Esempio 3.2. Lanciamo simultaneamente una moneta e un dado fino ad ottenere almeno una volta testa
e almeno una volta 6. Qual e` la probabilita` che occorrano k lanci. Si sta studiando una variabile di tipo
Z = max(S, T ), dove S e T sono variabili geometriche modificate indipendenti di parametri rispettivamente
p = 12 e q =
1
6 , cioe` S ∼ G˜( 12 ) e T ∼ G˜( 16 ). La funzione di ripartizione di Z e` data da
FZ(t) = P (Z ≤ k) = P (max(S, T ) ≤ k) = P (S ≤ k, T ≤ k) = P (S ≤ k)P (T ≤ k).
Dove si e` sfruttato che S e T sono indipendenti. Di conseguenza
FZ(t) = (1− (1− p)k)(1− (1− q)k)
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da cui
P (Z = k) = FZ(k)− FZ(k − 1))
= (1− (1− p)k)(1− (1− q)k)− (1− (1− p)k−1)(1− (1− q)k−1)
= p(1− p)k−1 + q(1− q)k−1 + (pq − p− q)(1− p)k−1(1− q)k−1
Sostituendo a questo punto p = 1/2 e q = 1/6 otteniamo
P (Z = k) =
1
2k
+
5k−1
6k
− 7
12
5k−1
12k−1
.
Esempio del minimo numeri di lanci per ottenere un 6 o una testa. Si considera Z = min(S, T ) e si
calcola 1− FZ(k) = P (Z > k).
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4. Cambi di variabile
Consideriamo una variabile X di densita`
pX(x) =

1
4 x = 1
1
3 x = −1
1
4 x = 2
1
6 x = −3
0 altrimenti.
Consideriamo ora un cambio di variabile dato da Φ(X) = X2. Che valori assume la variabile Y = Φ(X).
Qual e` la sua densita`? La variabile Y assume i valori 1, 4, 9 e la densita` e` data da pY (1) =
1
4 +
1
3 =
7
12 ,
pY (4) =
1
3 e pY (9) =
1
6 .
In generale, se Φ : Rm → Rd allora Φ(X) e` una variabile aleatoria d-dimensionale discreta (se X e` vari-
abile aleatoria m-dimensionale). Se X assume i valori x1, x2, . . . allora Φ(X) assume i valori Φ(x1),Φ(x2), . . .
e quindi Φ(X) assume al piu` una quantita` numerabile di valori. Inoltre, dato y ∈ Rd si ha
{Φ(X) = y} = {X ∈ Φ−1(y)} = ∪x∈Φ−1(y){X = x},
e quindi questo e` un evento perche` unione numerabile di eventi. Ne segue che Φ(X) e` una variabile aleatoria.
Abbiamo inoltre la seguente interpretazione per la densita` della variabile Φ(X):
pΦ(X)(y) =
∑
x∈Φ−1(y
pX(x).
Se trasformiamo 2 variabili indipendenti queste rimangono, come intuibile, indipendenti. Vediamo il
caso di dimensione 1 (non fatto a lezione). Siano X e Y due variabili aleatorie indipendenti e Φ,Ψ : R→ R.
P (Φ(X) = z,Ψ(Y ) = w) =
∑
x∈Φ−1(z)
y∈Ψ−1(w)
pX(x)pY (y)
=
∑
x∈Φ−1(z)
pX(x)
∑
y∈Ψ−1(w)
pY (y)
=
∑
Φ(x)=z
pX(x)
∑
Ψ(y)=w
pY (y).
Questo calcolo si puo` generalizzare al caso in cui X ed Y siano variabili multidimensionali.
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5. Calcoli con densita`
Esempio 3.20 Si lanciano simultaneamente una moneta e un dado ripetutamente. Qual e` la probabilita`
che venga testa prima che venga 6? Detto S il primo lancio che da` testa e T il primo lancio che da` 6 vogliamo
determinare
P (S < T ) =
∑
(x,y)∈A
p(x, y),
dove p e` la densita` congiunta delle variabili S e T , e A = {(x, y) ∈ R2 : x < y}. Siccome le variabili S ∼ G˜( 12 )
e T ∼ G˜( 16 ) sono indipendenti abbiamo
p(x, y) =
1
2
(1
2
)x−1 1
6
(5
6
)y−1
,
se x ed y sono entrambi interi positivi, e p(x, y) = 0 altrimenti. Abbiamo quindi
P (S < T ) =
∞∑
h=1
∞∑
k=h+1
p(h, k)
=
1
6
∞∑
h=1
(1
2
)h ∞∑
k=h+1
(5
6
)k−1
=
∞∑
h=1
( 5
12
)h
=
5
12
12
7
=
5
7
.
In questo esempio abbiamo implicitamente usato il cambio di variabile Φ(S, T ) = S − T e studiato l’evento
{Φ(S, T ) > 0}.
Abbiamo visto che
P (Φ(X) = y) =
∑
x∈Φ−1(y)
p(x).
In particolare, se X ed Y sono 2 variabili che hanno la stessa densita`, anche Φ(X) e Φ(Y ) hanno la stessa
densita`. E ribadiamo ancora una volta: quello che importa di una variabile e` la sua densita`. E quindi se due
variabili, anche se definite su spazi completamente diversi, hanno la stessa densita`, vanno considerate “come
se fossero la stessa cosa”.
Se ad esempio consideriamo n variabili U1, . . . , Un indipendenti, tutte di tipo B(1, p). Cosa possiamo
dire della variabile somma U1 + · · · + Un? La variabile n-dimensionale (U1, . . . , Un) ha la stessa densita` di
(X1, . . . , Xn) in uno schema successo-insuccesso con rimpiazzo. Si ha quindi necessariamente che U1+· · ·+Un
ha densita` binomiale B(n, p), perche´ tale e` la densita` di X1 + · · · + Xn. Piu` in generale se ho 2 variabili
indipendenti di densita` B(n1, p) e B(n2, p) si ha che la loro somma e` anche somma di n1 + n2 variabili
indipendenti, tutte di densita` B(1, p) e quindi e` una variabile di denstia` B(n1 + n2, p).
Esempio 5.1. Luca lancia un dado 5 volte e vince ogni volta che esce almeno 5. Poi estrae con rimpiazzo
per 10 volte una pallina da un’urna che ne ha una bianca e 2 rosse e vince ogni volta che estrae la rossa.
Qual e` la probabilita` che vinca meno di 3 volte?
Se consideriamo due variabili X ∼ P (λ) e Y ∼ P (µ) di Poisson di parametri rispettivamente λ e
µ, indipendenti. Queste le possiamo vedere come approssimate da due variabili binomiali B(n, λ/n) e
B(m,µ/m), con n ed m abbastanza grandi. Inoltre possiamo sceglierli in modo che mn sia circa uguale a
28 3. VARIABILI ALEATORIE DISCRETE
µ
λ . Ne segue che p = λ/n = µ/m. E quindi X + Y e` approssimata da B(n + m, p). E a sua volta questa e`
approssimata da una una variabile di Poisson di parametro
(n+m)p = np+mp = n
λ
n
+m
µ
m
= λ+ µ.
Ne segue che X+Y e` approssimata da una variabile di Poisson di parametro λ+µ. In realta` questo colacolo
puo` essere reso piu` preciso e dimostrare che X + Y ∼ P (λ+ µ), cioe` e` esattamente una variabile di Poisson
di parametro λ+ µ.
Esercizio 5.2. Il numero di telefonate ricevute ogni minuto da due call-center hanno densita` di Poisson
di densita` λ = 2 e µ = 3. Qual e` la probabilita` che complessivamente ricevano meno di 4 telefonate in un
minuto? Stiamo considerando la somma di due variabili di Poisson che possiamo ritenere indipendenti che
avra` quindi densita` di Poisson di parametro 6. Si ha quindi
P (X + Y < 4) = e−6
(60
0!
+
61
1!
+
62
2!
+
63
3!
)
= 15.1%.
6. La media o speranza matematica
Consideriamo una variabile X ∼ B(2, 1/3). Scriviamo la sua densita` e proviamo a definire una media.
Viene naturale definirla come media pesata. In generale poniamo
Definizione. Sia X una variabile aleatoria discreta di densita` p(x). Le media di X e` data da
E[X] =
∑
x∈R
xp(x).
Osserviamo che ricorda la media pesata di un carattere. Per definire la media di una variabile aleatoria
discreta e` in realta` necessaria una condizione di assoluta convergenza che spesso trascureremo. Questa
condizione serve a garantire che la media sia effetivamente ben definita e che non dipenda dall’ordine con cui
consideriamo i valori che la variabile assume. Nel caso in cui la variabile sia finita chiaramente tali problemi
non sussistono. Anche nel caso in cui la variabile assume solo valori nonnegativi, e quindi essenzialmente in
tutti i tipi di variabili visti in questo corso, tale problema non sussiste.
Esempio 6.1. Se X e` una variabile di tipo B(1, p) si ha
E[X] = 0 · (1− p) + 1 · p = p.
Esempio 6.2. Calcoliamo esplicitamente anche la media di una variabile B(2, p). Si ha
E[X] = 0 · (1− p)2 + 1 · 2p(1− p) + 2 · p2 = 2p.
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Guardando questi due esempi verrebbe da pensare che la media di una variabile B(n, p) sia np. Il calcolo
diretto e` pero` impegnativo. Vediamo allora qualche risultato di carattere generale che ci servira` anche per
calcolare la media di una B(n, p).
E` importante saper calcolare la media nel caso in cui una variabile sia costruita a partire da altre.
Teorema 6.3. Siano X = (X1, . . . , Xm) una variabile aleatoria m-dimensionale discreta e φ := Rm →
R. Poniamo Z = Φ(X). Allora
E[Z] =
∑
x∈Rm
φ(x)p(x),
dove p(x) indica la densita` di X.
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Proof. Si ha
E[Z] =
∑
z∈R
zP (Z = z)
=
∑
z∈R
z
∑
x∈φ−1(z)
p(x)
=
∑
x∈Rm
φ(x)p(x).

Proposizione 6.4. La funzione E e` lineare, cioe` E[X + Y ] = E[X] +E[Y ], e E[cX] = cE[X], dove X
e Y sono variabili aleatorie e c ∈ R.
Proof. Sfruttiamo 2 volte il teorema precedente e otteniamo
E[cX] =
∑
x∈R
(cx)p(x) = cE[X];
E[X + Y ] =
∑
(x,y)∈R2
(x+ y)p(x, y)
=
∑
(x,y)∈R2
xp(x, y) +
∑
(x,y)∈R2
yp(x, y)
=
∑
x∈R
x
∑
y∈R
p(x, y) +
∑
y∈R
y
∑
x∈R
p(x, y)
=
∑
x∈R
xpX(x) +
∑
y∈R
ypY (y)

Possiamo a questo punto calcolare facilmente la media di una variabile binomiale B(n, p). Siccome tale
variabile e` somma di n variabili B(1, p), la sua media sara` la somma delle media di queste ultime. Avremo
quindi E[X] = np. Similmente, se X e` una variabile ipergeometrica H(n, b, r) sappiamo che X e` somma di
n variabili di densita` B(1, bb+r ). La sua media sara` dunque n
b
b+r .
Proviamo ora a calcolare la media di una variabile densita` di Poisson P (λ). Sappiamo che tale variabile
e` approssimata da una B(n, λ/n che ha media λ. Ne segue (in modo non rigoroso) che se X ∼ P (λ) allora
E[X] = λ. In alternativa si pua` effettuare il calcolo esplicito
E[X] =
∞∑
k=0
ke−λ
λk
k!
= e−λ
∞∑
k=1
k
λk
k!
= e−λ
∞∑
k=1
λ
λk−1
(k − 1)! = e
−λλ
∞∑
h=0
λh
h!
= λ.
Abbiamo visto che la media di una somma e` la somma delle medie. Cosa si puo` dire del prodotto di
due variabili? Vediamo 2 esempi. Nello schema successo-insuccesso con rimpiazzo consideriamo le variabili
X1 e X2, entrambe di densita` B(1, p). La variabile prodotto X1X2 puo` assumere ancora solo i valori 0 e 1 e
quindi e` una variabile B(1, p′) dove p′ = P (X1X2 = 1). Si ha
p′ = P (X1X2 = 1) = P (X1 = 1, X2 = 1) = P (X1 = 1)P (X2 = 1) = p2.
Ne segue che E[X1X2] = p
2 = E[X1]E[X2]. Vediamo cosa capita nello schema successo-insuccesso senza
rimpiazzo. Le variabili X1 e X2 hanno densita` B(1,
b
b+r ). Il loro prodotto e` ancora una variabile di Bernoulli
B(1, q). Determiniamo q:
q = P (X1X2 = 1) = P (X1 = 1, X2 = 1) =
b
b+ r
b− 1
b+ r − 1 .
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Ne segue che E[X1X2] =
b
b+r
b−1
b+r−1 6= ( bb+r )2 = E[X1]E[X2]. Queste osservazioni sono coerenti con la
seguente.
Proposizione 6.5. Se X ed Y sono variabili aleatorie indipendenti, allora
E[XY ] = E[X]E[Y ].
Proof. Sfruttiamo il Teorema 6.3 per calcolare E[XY ]:
E[XY ] =
∑
(x,y)∈R2
xyp(x, y)
=
∑
(x,y)∈R2
xypX(x)pY (y)
=
∑
x∈R
xpX(x)
∑
y∈R
ypY (y)
= E[X]E[Y ].

Sfortunatamente il viceversa non e` vero. Puo` ben accadere che due variabili X ed Y siano dipendenti e
che E[XY ] = E[X]E[Y ], come mostrato nel prossimo esempio.
Esempio 6.6. Si consideri la variabile bidimensionale (X,Y ) di densita`
p(x, y) =

1/4 se (x, y) = (1, 2)
1/4 se (x, y) = (−1, 2)
1/2 se (x, y) = (0, 0)
0 altrimenti
In questo caso si ha E[X] = E[XY ] = 0 e E[Y ] = 1 ed in particolare E[X]E[Y ] = E[XY ]. Tuttavia X e Y
sono dipendenti in quanto, ad esempio, pX(1) = 1/4, pY (2) = 1/2 e p(1, 2) = 1/4.
Esempio 6.7. Si hanno a disposizione 6 vaschette di gelato in 6 gusti. I primi 3 gusti, cioccolato, fragola
e pistacchio, sono scelti mediamente da 2 persone su 9 e gli altri gusti da 1 persona su 9. Offriamo un gelato
ciascuno ai nostri 10 amici. Si consideri la seguente variabile aleatoria
Xi =
{
1 se l’i-esimo gusto e` scelto da qualcuno
0 altrimenti.
(a) Qual’e` la legge delle Xi?
Detta pi(x) la densita` della variabile Xi si ha, se i = 1, 2, 3
pi(x) =

0.92 se x = 1
0.08 se x = 0
0 altrimenti
,
mentre se i = 4, 5, 6
pi(x) =

0.69 se x = 1
0.31 se x = 0
0 altrimenti
.
(b) Le variabili Xi sono indipendenti?
Le variabili Xi sono dipendenti in quanto, ad esempio, la probabilita`
P (X1 = X2 = X3 = X4 = X5 = X6 = 0) = 0
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che nessun gusto venga scelta e` chiaramente nulla, mentre le probabilita`
P (Xi = 0)
che il gusto i non sia scelto e` chiaramente diversa da zero.
(c) Quante vaschette mi devo aspettare di utilizzare (mediamente)?
Il numero di vaschette utilizzate e` dato dalla variabile X = X1 +X2 + · · ·+X6, la cui densita` e` molto difficile
da calcolare. Tuttavia, la sua media si calcola facilmente grazie alla linearita`. Si ha
E[X] = E[X1] + E[X2] + E[X3] + E[X4] + E[X5] + E[X6] = 3 · 0.92 + 3 · 0.69 = 2.76 + 2.07 = 4.83.
Diciamo quindi che mediamente almeno una vaschetta mi rimane chiusa.
Lezione 18 24/04 Esercizio 3.2 del libro. Si hanno 112 dadi di cui 56 truccati. Quelli truccati danno 1
con probabilita` 1/2, mentre gli altri 5 risultati hanno tutti probabilita` 1/10. Si prende un dado a caso e si
lancia.
(a) Qual e` la probabilita` che esca 3?
Sia X = risultato del lancio, A l’evento “ il dado scelto e` truccato” e B = AC . Allora
P (X = 3) = P (A)P (X = 3|A) + P (B)P (X = 3|B) = 2
15
.
(b) Qual e` il risultato medio? Determiniamo la densita` p(x) di X. Chiaramente per simmetria si ha
p(2) = p(3) = p(4) = p(5) = p(6) = 215 . Di conseguenza p(1) = 1− 5 215 = 13 e quindi
E[X] =
6∑
k=1
kp(k) = 1 · 1
3
+ (2 + 3 + 4 + 5 + 6)
2
15
= 3.
(c) Si consideri ora questo nuovo fenomeno aleatorio. Si sceglie un dado a caso e si lancia 2 volte. Si
consideri la variabile bidimensionale (X,Y ) data dai risultati dei 2 lanci e sia p(x, y) la corrispondente
densita` congiunta. Determinare p(2, 3).
p(2, 3) = P (X = 2 ∩ Y = 3)
= P (A)P (X = 2 ∩ Y = 3|A) + P (B)P (X = 2 ∩ Y = 3|B)
=
17
900
= 1.89%
(d) Le variabili X ed Y sono indipendenti? No, ad esempio,
1.89% =
17
900
= P (X = 2 ∩ Y = 3) 6= P (X = 2)P (Y = 3) = 2
15
2
15
=
4
225
= 1.78%
Esercizio 3.3 del libro. Due dadi equilibrati vengono lanciati separatamente piu` volte. Sia X il numero di
lanci necessario ad ottenere 1 con il primo dado e Y il numero di lanci necessario ad ottenere 5 o 6 con il
secondo.
(a) Determinare la densita` di X ed Y . Le variabili X ed Y sono variabili tempo di primo successo in uno
schema successo-insuccesso con rimpiazzo e sono quindi variabili geometriche modificate. La X di parametro
1
6 la Y di parametro
1
3 .
(b) Determinare la media di X e di Y . Questa domanda e` piuttosto insidiosa. Calcoliamo la media di una
variabile geometrica modificata X ∼ G˜(p). Abbiamo bisogno della seguente osservazione. Consideriamo la
funzione
f(x) =
∞∑
k=1
xk.
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Dallo studio fatto sulle serie geometriche sappiamo che f(x) = x1−x . La sua derivata la possiamo calcolare
in due modi diversi, considerando le due espressioni di f(x). Otteniamo
f ′(x) =
∞∑
k=1
kxk−1 =
1
(1− x)2 .
Calcoliamo ora la media della variabile X. Otteniamo
E[X] =
∞∑
k=1
kp(1− p)k−1
= pf ′(1− p)
= p
1
(1− (1− p))2
=
1
p
.
Ne segue il fatto (forse anche abbastanza intuitivo) che mediamente per ottenere un 1 devo lanciare il dado
per 6 volte.
(c) Da non fare in aula. Calcolare la densita` di Z = max(X,Y ). Qual e` la sua media? Determiniamo la
funzione di ripartizione FZ(k) di Z, supponendo che le varaibili X ed Y siano indipendenti. Si ha
FZ(k) = P (X ≤ k)P (Y ≤ k) = (1− P (X > k))(1− P (Y > k)
=
(
1− (1− 1
6
)k
)(
1− (1− 1
3
)k
)
=
(
1− 5
k
6k
)(
1− 2
k
3k
)
Per calcolare la media conviene in realta` utilizzare la formula calcolata nel libro a pagina 59 e il calcolo del
punto b.
Esercizio 59 pag.55 (punti (a) e (b) solo media)
Esercizio 61 (a) pag.57
Esempio 6.8. Avendo a disposizione l’elenco del telefono decidiamo di fare degli scherzi telefonici agli
abitanti dei paesi A,B,C. Il paese A ha circa il doppio degli abitanti di B e C. Si sceglie un numero a caso e:
• Se il numero e` del paese A facciamo lo scherzo 1;
• Se il numero e` del paese B facciamo lo scherzo 2;
• Se il numero e` del paese C facciamo indifferentemente lo scherzo 1 o lo scherzo 2.
Facendo complessivamente 10 scherzi sia X il numero di volte in cui abbiamo fatto lo scherzo 1 ed NA
il numero di volte che abbiamo chiamato un abitante del paese A.
(1) Determinare la probabilita` che il primo scherzo effettuato sia lo scherzo 1;
(2) Determinare la densita` di X;
(3) Determinare la densita` di NA;
(4) Determinare la probabiltia` di aver chiamato sempre abitanti del paese A sapendo di aver sempre
fatto lo scherzo 1.
7. VARIANZA, COVARIANZA E INDICE DI CORRELAZIONE 33
(a) Sia U l’evento “scherzo 1 alla prima chiamata”, A,B,C gli eventi prima chiamata verso il paese A, B,
C rispettivamente. Allora, per la formula delle probabilita` totali
P (U) = P (A)P (U |A) + P (B)P (U |B) + P (C)P (U |C)
=
1
2
1 +
1
4
0 +
1
4
1
2
=
5
8
.
(b) La variabile X e` una variabile B(10, 58 ) e quindi la densita` di X e`
pX(k) =
{(
50
k
)
(5/8)k(3/8)50−k se k = 0, 1, . . . , 10;
0 altrimenti.
(c) La variabile NA e` una variabile B(10,
1
2 ;
(d) Si ha
P (NA = 10|X = 10) = P (NA = 10)P (X = 10|NA = 10)
P (X = 10)
=
(1/2)101
(5/8)10
= (4/5)10 = 0, 1074 = 10, 74%
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7. Varianza, covarianza e indice di correlazione
Se X e` una variabile aleatoria discreta definiamo la varianza di X ricordando la definizione di varianza
di un carattere in statistica descrittiva
Var(X) = E[(X − E[X])2].
Scriveremo talvolta σ2X al posti di Var(X). Valgono le stesse osservazioni fatte nel capitolo 1 riguardo la
varianza come misura di dispersione. Vedremo piu` in la` un risultato, la disuguaglianza di Chebyshev, che ci
da` la probabilita` che X si discosti per una certa quantita` dalla sua media: tale probabilita` e` proporzionale
alla sua varianza.
Come in statistica descrittiva vale la seguente formula per il calcolo
Var(X) = E[X2]− E[X]2.
La dimostrazione e` la stessa e quindi non la ripetiamo. Possiamo quindi facilmente calcolare la varianza di
una variabile di Bernoulli X ∼ B(1, p) (osservando che in tal caso X2 = X)
Var(X) = p− p2 = p(1− p).
Come possiamo fare per calcolare la varianza di una variabile B(n, p)? E` ancora vero che la varianza e`
lineare? La risposta e` no, ma qualche utile proprieta` la possiamo ancora dimostrare. Ad esempio si verifica
facilmente che Var(aX) = a2Var(X). Molto piu` importante e` il seguente risultato.
Lemma 7.1. Date due variabili aleatorie si ha
Var(X + Y ) = Var(X) + Var(Y ) + 2Cov(X,Y ),
dove Cov(X,Y ) = E[XY ]−E[X]E[Y ]. In particolare, se X ed Y sono indipendenti abbiamo Var(X +Y ) =
Var(X) + Var(Y ).
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Proof.
Var(X + Y ) = = E[(X + Y )2]− (E[X + Y ])2
= E[X2 + Y 2 + 2XY ]− (E[X] + E[Y ])2
= E[X2] + E[Y 2] + 2E[XY ]− E[X]2 − E[Y ]2 − 2E[X]E[Y ]
= Var(X) + Var(Y ) + 2Cov(X,Y ).

Possiamo quindi calcolare la varianza di una variabile binomiale X ∼ B(n, p), in quanto essa e` somma
di n variabili B(1, p) indipendenti:
Var(X) = np(1− p).
Similmente, considerando che una variabile di Poisson X ∼ P (λ) di parametro λ e` limite di una succes-
sione di variabili B(n, λ/n) aventi varianza nλn (1− λn ) verifichiamo facilmente che Var(X) = λ. Deduciamo
pertanto che il parametro λ in una variabile di Poisson rappresenta sia la media che la varianza della variabile
stessa.
Sappiamo gia` che se la covarianza di X ed Y e` nulla non e` necessariamente vero che le variabili X ed Y
siano indipendenti (si veda l’esempio 6.6). E per esercizio potrebbe essere utile calcolare a questo punto la
varianza di X + Y dell’esempio 6.6. Come per i caratteri definiamo anche qui il coefficiente di correlazione
come
ρX,Y =
Cov(X,Y )
σXσY
,
dove σX =
√
Var(X) e` lo scarto quadratico medio di X.
Esempio 7.2. In uno schema successo-insuccesso senza rimpiazzo si considerino le variabili di Bernoulli
X1 e X2 relative alle prime 2 estrazioni. Determinare il coefficiente di correlazione.
Sappiamo che X1 e X2 sono variabili di Bernoulli B(1,
b
b+r ) e quindi σX1 = σX2 =
√
br
(b+r)2 . Per
determinare la covarianza abbiamo bisogno di calcolare la media di X1X2. Tale variabile e` ancora di Bernoulli
di parametro bb+r
b−1
b+r−1 e questa e` quindi anche la sua media. Di conseguenza
Cov(X1, X2) = E[X1X2]− E[X1]E[X2] = b
b+ r
b− 1
b+ r − 1 −
b
b+ r
b
b+ r
=
−br
(b+ r)2(b+ r − 1)
e quindi
ρX1,X2 =
Cov(X1, X2)
σX1σX2
=
−br
(b+r)2(b+r−1)
br
(b+r)2
= − 1
b+ r − 1 .
Osserviamo che per grandi valori di b+ r tale coefficiente tende a 0. Questo si giustifica anche pensando al
fatto che se il numero di palline e` elevato le variabili X1 e X2 sono ”quasi“ indipendenti.
Esempio 7.3. Si lancia un dado per 4 volte. Sia X la variabile che conta quante volte e` uscito 6 e Y la
variabile che conta il numero di volte in cui e` uscito un numero dispari seguito da un numero pari.
(a) Determinare le densita` marginali delle variabili X ed Y .
X e` una variabile binomiale B(4, 1/6). Facciamo qualche osservazione sulla variabile Y . Questa e`
somma di 3 variabili di Bernoulli aventi tutte la stessa legge, ma non e` ne´ binomiale ne´ ipergeo-
metrica. Vediamola piu` nel dettaglio. Sia
Yi =
{
1 se il lancio i da` dispari e il lancio i+ 1 da` pari
0 altrimenti
Si ha chiaramente Y = Y1 + Y2 + Y3. Le variabili Y1 e Y3 sono indipendenti (e quindi Y1 + Y3 e`
binomiale), mentre Y2 e` (molto) dipendente dalle altre 2 (ad esempio Y2 = 1 implica Y1 = Y3 = 0.
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Comunque sia vediamo nel dettaglio come determinare la densita` di Y . Y puo` assumere solo valori
compresi tra 0 e 2. Abbiamo
P (Y = 2) =
1
16
.
in quanto Y = 2 solo se abbiamo una sequenza DPDP.
P (Y = 1) = P (Y2 = 1) + P (Y1 = 1)P (Y3 = 0) + P (Y1 = 0)P (Y3 = 1) =
1
4
+
1
4
3
4
+
3
4
1
4
=
5
8
,
dove abbiamo sfruttato che Y2 = 1 esclude sia Y1 = 1 che Y3 = 1, e che le variabili Y1 e Y3 sono
indipendenti. Per differenza abbiamo anche
P (Y = 0 = 1− 1
16
− 5
8
=
5
16
,
ma puoi provare a calcolarlo anche direttamente.
(b) Detta pX,Y la densita` congiunta di X ed Y determinare pX,Y (3, 1).
pX,Y (3, 1) = P (D666) + P (6D66) + P (66D6) = 3
1
2
1
63
=
1
144
.
(d) Le variabili X ed Y sono indipendenti? No, basta verificare che pX,Y (3, 1) 6= pX(3)pY (1) = 252592 .
(e) Determinare la varianza di X ed Y . La varianza di X e` 4 16 =
2
3 . Per calcolare la varianza di Y
determiniamo la sua media
E[Y ] = E[Y1] + E[Y2] + E[Y3] = 3
1
4
=
3
4
.
mentre
E[Y 2] = 0 · 5
16
+ 1 · 5
8
+ ·4 1
16
=
7
8
.
E quindi Var(Y ) = E[Y 2]− E[Y ]2 = 78 − 916 = 516 .
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Proposizione 7.4 (Disuguaglianza di Chebyshev). Sia X una variabile aleatoria discreta. Allora preso
comunque η > 0 (questa lettera si legge “eta”) si ha
P (|X − E[X]| > η) ≤ Var(X)
η
.
Proof. Si consideri l’evento
A = {|X − E[X]| > η}.
Ricordiamo la funzione caratteristica di A, cioe`
χA(ω) =
{
1 se ω ∈ A
0 se ω /∈ A
e che χA ∼ B(1, P (A)). In particolare E[χA] = P (A).
Confrontiamo ora le due variabili aleatorie Y = η2χA, e Z = (X−E[X])2. Osserviamo che Z(ω) ≥ Y (ω)
per ogni ω ∈ Ω. Infatti, se ω ∈ A abbiamo Y (ω) = η2, mentre Z(ω) > η2 per definizione di A. Se ω /∈ A
abbiamo Y (ω) = 0, mentre Z(ω) ≥ 0 perche´ Z, essendo un quadrato, non e` mai negativa. Deduciamo che
E[Z] ≥ E[Y ]. Ma E[Z] = Var(X), mentre E[Y ] = η2P (A) = η2P (|X − E[X]| > η). Il risultato segue. 
Esempio 7.5. Stimare, utilizzando la disuguaglianza di Chebyshev, la probabilita` che una variabile
X ∼ B(10, 1/2) soddisfi X − 5 ≥ 3. Abbiamo
P (|X − 5| ≥ 3) = P (X − 5| > 2.99) ≤ 10/4
2.992
= 0.28.
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8. La legge dei grandi numeri
Se lanciamo una moneta n volte e otteniamo k volte testa e` difficile ottenere kn =
1
2 . Pero` l’intuizione
ci suggerisce che se n e` molto grande (e la moneta non e` truccata) il rapporto k/n non debba discostarsi
troppo da 1/2. Abbiamo a che fare in questo caso con una sequenza di variabili X1, X2, . . . tutte di densita`
B(1, 1/2) e stiamo valutando la variabile
X¯n =
1
n
(X1 + · · ·+Xn).
La legge dei grandi numeri permette di dare un senso preciso a questo tipo di intuizione. Abbiamo bisogno
di un concetto di convergenza per le variabili aleatorie.
Definizione. Se X1, X2, . . . e` una successione di variabili aleatorie diciamo che convergono in probabilita`
alla variabile aleatoria X se per ogni η fissato si ha
lim
n→∞P (|Xn −X|) > η) = 0.
Teorema 8.1 (Legge dei grandi numeri). Sia Xn, n ∈ N una successione di variabili aleatorie indipen-
denti ed aventi tutte la stessa densita` (con media µ e varianza σ2). Allora posto
X¯n =
1
n
(X1 +X2 + · · ·+Xn),
la successione X¯n converge in probabilita` alla variabile aleatoria costante µ.
Proof. Osserviamo che E[X¯n] = µ e Var(X¯n) =
σ2
n . Applichiamo la disuguaglianza di Chebyshev alla
variabile X¯n, ottenenedo
P (|X¯n − µ| > η) ≤ Var(X¯n)
η2
=
σ2
nη2
→ 0.

Un risultato analogo vale anche per la varianza (non fatto in aula)
Proposizione 8.2 (Legge dei grandi numeri per la varianza). Stesse ipotesi del Teorema 8.1. Poniamo
σ¯2n =
1
n
n∑
i=1
(Xi − X¯n)2.
Allora la successione σ¯2n converge in probabilita` alla variabile costante σ
2.
Proof. Per semplicita` di notazione poniamo Yi = X
2
i per ogni i e definiamo Y¯n similmente a prima.
Come per la varianza di un carattere o di una variabile vale la formula
σ¯2n = Y¯n − X¯2n,
cioe` la varianza campionaria e` la media dei quadrati meno il quadrato della media. Applicando il Teorema
8.1 abbiamo che Y¯n converge in probabilita` a E[Y1] = E[X
2
1 ], mentre X¯
2
n converge in probabilita` a E[X1]
2.
Ne segue che σ¯2n converge in probabilita` a E[X
2
1 ] − E[X1]2 = σ2. Abbiamo usato in questa proposizione
alcune proprieta` della convergenze in probabilita` che non abbiamo dimostrato. 
Considerando il problema di un’indagine statistica in cui Xi rappresenta il valore assunto da un carattere
sull’i-esimo elemento di un campione di n elementi, allora X¯n non e` altri che la media del campione (e per
questo si e` soliti chiamarla media campionaria anche se in realta` nel caso generale non abbiamo ne´ un’indagine
statistica ne´ un campione). Similmente σ¯2n si dice varianza campionaria.
Esercizi d’esame sulle variabili discrete.
CHAPTER 4
Variabili aleatorie continue
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1. Funzione di ripartizione e densita`
Una variabile aleatoria X : Ω → R si dice continua se assume una quantita` non numerabile di valori.
Possiamo ad esempio considerare una variabile che assume tutti i valori di un intervallo reale. Ricordiamo
la funzione di ripartizione
F (x) = P (X ≤ x),
La funzione F (x) e` una funzione di variabile reale a valori reali (di quelle che si studiano in Analisi Matem-
atica) e osserviamo subito che
F (b)− F (a) = P (a < X ≤ b),
se a ≤ b.
Lemma 1.1. Se la funzione di ripartizione F di una variabile aleatoria X e` continua, allora P (X =
x) = 0 per ogni x ∈ R.
Proof. Si ha
P (X = x) ≤ P (x− 1
n
< X ≤ x) = F (x)− F (x− 1
n
),
e quest’ultima quantita` tende a 0 per la continuita` di F . 
Ne segue che se F e` continua allora gli eventi {X < x} e {X ≤ x} hanno la stessa probabilita`.
La densita` nel senso delle variabili aleatorie discrete e` quindi identicamente nulla per il Lemma 1.1.
Una funzione f : R→ R integrabile si dice densita` per X se
P (a ≤ X ≤ b) =
∫ b
a
f(t) dt.
La stessa formula continua a valere se si sostituisce a con −∞ o b con +∞ (o entrambi). La densita` di una
variabile aleatoria continua non e` univocamente determinata: cambiando il valore di f in un numero finito
di punti non altera il valore di un suo integrale. Possiamo pero` sempre assumere che, se f : R → R e` la
densita` di una variabile aleatoria X, allora
(1) f(t) ≥ 0 per ogni t ∈ R
oltre alla evidente proprieta`
(2)
∫ +∞
−∞ f(t) dt = 1.
Una funzione che soddisfa queste 2 proprieta` verra` detta una densita` continua.
Remark. Se una variabile X ammette densita` allora la sua funzione di ripartizione e` continua.
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Se conosciamo la densita` f possiamo calcolare la funzione di ripartizione F calcolando un integrale
F (x) =
∫ x
−∞
f(t) dt.
Come possiamo determinare la densita` se conosciamo la funzione di ripartizione? Osserviamo che
F (b)− F (a) =
∫ b
a
f(t) dt.
Il teorema fondamentale del calcolo integrale ci dice che tale formula vale se F e` derivabile e F ′(x) = f(x).
Abbiamo quindi il seguente fatto: se una variabile continua X ha funzione di ripartizione F (x) derivabile
(tranne al piu` in un numero finito di punti), allora f(x) = F ′(x) e` la densita` di X.
2. Densita` uniformi e esponenziali
Esempio 2.1. Si consideri la variabile X avente funzione di ripartizione
FX(x) =

0 se x ≤ 0
x se 0 ≤ x ≤ 1
1 se x ≥ 1
Osserviamo che FX(x) e` derivabile ovunque tranne in 0 e in 1. Allora X ammette densita` data dalla
derivata di FX , cioe`
f(t) =
{
1 se 0 < t < 1
0 altrimenti
I valori della densita` f nei punti di non derivabilita` di F non sono influenti e quindi possono anche non
essere definiti. In generale tendiamo a definirli in modo che la densita` sia continua a destra o a sinistra.
In questo caso potevamo definire indifferentemente f(0) = 0 o f(0) = 1. Questa variabile si dice uniforme
nell’intervallo [0, 1].
Esempio 2.2. La variabile uniforme nell’intervallo [c, d]. E` definita in modo che la sua densita` sia
costante nell’intervallo [c, d] e sia nulla altrove.
Ripassiamo l’integrale indeterminato di una funzione esponenziale:∫
e−λtdt = − 1
λ
e−λt.
Esempio 2.3. Si consideri la funzione
f(t) =
{
λe−λt se t ≥ 0
0 altrimenti
.
dove λ e` un parametro reale positivo. Verifichiamo che si tratta di una densita` continua. Si ha chiaramente
f(t) ≥ 0 per ogni t ∈ R. Quanto all’integrale∫ +∞
−∞
f(t) dt =
∫ ∞
0
λe−λt dt =
[
− λ 1
λ
e−λt
]∞
0
= 0 + 1.
Una variabile X che ammette tale densita` si dice esponenziale di parametro λ e scriveremo X ∼ Exp(λ).
Lo stesso calcolo mostra che la funzione di ripartizione di una variabile X ∼ Exp(λ) e` data da
FX(t) = 1− e−λt
Una variabile esponenziale soddisfa la proprieta` di mancanza di memoria. Infatti
P (X > t+ s|X > t) = P (X > t+ s)
P (X > t)
=
e−λ(t+s)
e−λt
= e−λs = P (X > s).
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Per questo motivo una variabile esponenziale non e` adatta a modellizzare una variabile di tipo ”tempo di
rottura“. Infatti e` chiaro che il fatto che un apparecchio non si sia rotto per un certo tempo influenza la
probabilita` che si possa rompere in un certo periodo, a causa dell’usura dell’apparecchio stesso. Alcuni
fenomeni naturali possono invece essere ben modellizzati tramite una variabile esponenziale, tipo il ”tempo
di decadimento di una particella radioattiva“ o il tempo di eruzione di un certo vulcano.
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3. Cambio di variabili
Se X e` una variabile aleatoria continua e
φ : R→ R,
non e` detto che φ(X) sia ancora una variabile aleatoria. Pero` lo e` se φ e` continua tranne al piu` in un numero
finito di punti. In tal caso come si puo` fare per calcolare la densita` di una variabile composta? Sia f la
densita` di X e G la funzione di ripartizione di φ(X). Allora
G(t) = P (φ(X) ≤ t) = P (X ∈ φ−1((−∞, t]) =
∫
φ−1((−∞,t])
f(x) dx
Se si e` fortunati si puo` esprimere quest’ultima quantita` in termini della funzione di ripartizione F di X. E
poi ottenere la densita` di φ(X) derivando G(t).
Esempio 3.1. Sia X una variabile continua di densita` f . Qual e` la densita` di X2? Sia G la funzione di
ripartizione di X2. Allora
G(t) = P (X2 ≤ t) = P (−√t ≤ X ≤ √t) = FX(
√
t)− FX(−
√
t).
Se questa funzione e` derivabile possiamo calcolare la densita` g di X2
g(t) = G′(t) = − 1
2
√
t
(f(
√
t− f(−√t).
Esempio 3.2. Se X ha densita` f , qual e` la densita` di aX + b (con a 6= 0)? Se a > 0 si ha G(t) =
P (aX + b ≤ t) = P (X ≤ t−ba ) = F ( t−ba ) e quindi
g(t) = G′(t) =
1
a
f(
t− b
a
).
In generale, si ottiene similmente g(t) = 1|a|f(
t−b
a ).
4. Variabili indipendenti
Diremo che 2 variabili X ed Y sono indipendenti se presi comunque due intervalli reali I e J si ha
P (X ∈ I, Y ∈ J) = P (X ∈ I)P (X ∈ J).
In particolare, scegliendo intervalli illimitati a sinistra otteniamo
P (X ≤ t, Y ≤ s) = P (X ≤ t)P (Y ≤ s) = FX(t)FY (s).
Esempio 4.1. Siano X ∼ Exp(λ) ed Y ∼ Exp(µ) variabili indipedenti. Determinare la densita` della vari-
abile Z = max(X,Y ). Facendo un calcolo simile a quello fatto nel caso di variabili geometriche nell’esempio
3.2 si ha
FZ(t) = P (X ≤ t)P (Y ≤ t) = FX(t)FY (t) = (1− e−λt)(1− e−µt).
E per derivazione otteniamo
fZ(t) = λe
−λt(1− e−µt) + µe−µt(1− e−λt).
Se poniamo W = min(X,Y ) possiamo invece verificare che W ∼ Exp(λ+ µ).
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Esercizio. Sia X una variabile continua uniforme nell’intervallo [0, 1] ed Y la variabile (discreta) data
da Y = b5Xc, dove bxc indica la parte intera di x, cioe` il piu` grande numero intero minore o uguale a x.
Determinare la densita` di Y .
Esercizio. Una certa pianta ha tempo di vita esponenziale di media 8 anni (e quindi parametro 1/8).
Compro due di queste piante. Per quanto tempo, mediamente, vivra` almeno una delle due piante?
Esercizio. Si consideri la seguente funzione f : R→ R
f(t) =
{
e−2t, se t ≥ 0;
e2t, se t ≤ 0.
(1) Verificare che f e` la densita` di una variabile aleatoria continua X;
Si ha f(t) ≥ 0 e ∫ +∞
−∞
= 2
∫ +∞
0
e−2tdt = 1,
dove si e` sfruttato che la funzione f e` pari, e quindi f e` una densita` continua.
(2) Determinare la funzione di ripartizione di X;
Se t < 0 si ha
F (t) =
∫ t
−∞
e2sds =
[
1
2
e2s
]t
−∞
=
1
2
e2t.
Se t > 0 si ha
F (t) =
∫ t
−∞
f(s)ds =
∫ 0
−∞
e2sds+
∫ t
0
e−2sds =
1
2
+
[
−1
2
e−2s
]t
0
= 1− 1
2
e−2t.
(3) Determinare la media di X;
Si ha E[X] = 0 perche´ la densita` e` pari.
(4) Determinare la probabilita` che X > 1;
P (X > 1) = 1− P (X ≤ 1) = 1− FX(1) = 1− (1− 1
2
e−2) =
1
2
e−2 = 6.7%
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5. Densita` normali
Si puo` dimostrare che
(2)
∫ ∞
−∞
e−
x2
2 dx =
√
2pi.
Ne segue che la funzione
f(x) =
1√
2pi
e−
x2
2
e` una densita`. Questa densita` viene detta normale standard o gaussiana standard. Se una variabile X
ammette questa densita` scriveremo
X ∼ N(0, 1).
Utilizzeremo il simbolo ζ0 per indicare una variabile normale standard. Siano ora σ > 0 e µ due parametri
reali e ζ0 ∼ N(0, 1). Consideriamo la variabile ζ = σζ0 + µ. Questa variabile avra` densita`
fζ(y) =
1
σ
fζ0
(y − µ
σ
)
=
1√
2piσ
e−
(y−µ)2
2σ2 .
Scriveremo in questo caso ζ ∼ N(µ, σ2).
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Sara` sovente il caso, ogni qual volta abbiamo a che fare con una variabile ζ ∼ N(µ, σ2) effettuare il
cambio di variabile ζ0 =
ζ−µ
σ . La variabile ζ0 cos`ı definita e` una normale standard. E in questo modo
potremo fare i calcoli con la variabile ζ0 per poi ritradurre i risultati ottenuti nella variabile ζ.
Analisi del grafico di una densita` normale al variare dei parametri. Poniamo Φ(x) la funzione di ripar-
tizione di una variabile normale standard. I suoi valori sono riportati su tabelle, osservando che Φ(x) e` molto
prossimo a zero se x < −3 e molto prossimo a 1 se x > 3. Inolter grazie alla simmetria della densita` normale
standard si ha Φ(−x) = 1− Φ(x) e sara` sufficiente calcolare la Φ(x) solo per valori compresi tra 0 e 3.
Esercizio. Studi sperimentali mostrano che l’altezza di un uomo adulto ha densita` normale N(µ, σ2) con
µ = 173cm e σ = 9cm. Una divisa per reclute e` disponibile in 5 taglie
Taglia Altezza
XS h < 162
S 162 < h < 170
M 170 < h < 180
L 180 < h < 190
XL h > 190
Dovendo vestire 500 nuove reclute quante divise di ogni taglia comprereste?
Sia ζ la variabile altezza di un uomo adulto scelto a caso abbiamo
P (ζ < 162) = P (
ζ − 173
9
<
162− 173
9
) = P (ζ0 < −1.22) = Φ(−1.22) = 1−Φ(1.22) = 1−0.88877 = 0, 11123.
Similmente calcoliamo
P (162 < ζ < 170) = P (−1.22 < ζ0 < −0, 33) = Φ(−0, 33)−Φ(−1.22) = Φ(1.22)−Φ(0.33) = 0.88877−0.62930 = 0, 25947.
P (170 < ζ < 180) = P (−0, 33 < ζ0 < 0.78) = Φ(0, 78)−Φ(−0, 33) = Φ(0, 78)−1+Φ(0, 33) = 0, 78230−1+0.62930 = 0, 4116
P (180 < ζ < 190) = P (0, 78 < ζ0 < 1.89) = Φ(1, 89)− Φ(0, 78) = 0, 97062− 0, 7823 = 0, 18832
P (ζ > 190) = P (ζ0 > 1, 89) = 1− Φ(1, 89) = 1− 0, 97062 = 0, 02938
Il numero di divise XS e` stimato da 0, 11123 · 500 = 55, 615, le S da 0, 25947 · 500 = 129, 735, le M da
0, 4116 · 500 = 205, 8, le L da 0, 18832 · 500 = 94, 16, le XL da 0, 02938 · 500 = 14, 69. Io ne comprerei quindi
55 XS, 130 S, 206 M, 94 L, e 15 XL.
6. La media e la varianza
Esempio di una variabile uniforme in [0, 1]. In generale la media di una variabile continua di densita` f
si definisce tramite
E[X] =
∫ +∞
−∞
tf(t) dt.
Come siamo oramai abituati a fare, definiamo la varianza in termini della media tramite
Var(X) = E[(X − E[X])2],
e si puo` verificare anche in questo caso che vale la formula
Var(X) = E[X2]− E[X]2.
Le proprieta` che conosciamo per la media e la varianza di una variabile discreta continuano a valere
anche per variabili continue. In particolare, abbiamo che la media e` lineare cioe`
E(aX + bY ) = aE[X] + bE[Y ],
quali che siano le variabili continue X ed Y e i coefficienti a, b ∈ R.
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La varianza soddisfa la proprieta` quadratica
Var(aX) = a2Var(X).
Se X ed Y sono indipendenti valgono le formule
E[XY ] = E[X]E[Y ]
e
Var(X + Y ) = Var(X) + Var(Y ).
Infine, se φ : R→ R e` una funzione continua ed X e` una variabile di densita` f allora
E[φ(X)] =
∫ +∞
−∞
φ(x) dx
Esempio 6.1. La media di una variabile uniforme nell’intervallo [a, b]. In tal caso si ha
E[X] =
∫ b
a
x
1
b− adx =
1
b− a (
b2
x
− a
2
2
=
a+ b
2
.
La media e` quindi, come ci si aspettava, il punto medio dell’intervallo [a, b]. Per determinare la varianza
calcoliamo la media di X2. In tal caso calcoliamo
E[X2] =
∫ b
a
x2
1
b− adx =
1
b− a
b3 − a3
3
=
a2 + ab+ b2
3
e quindi
Var(X) = E[X2]− E[X]2 = a
2 + ab+ b2
3
−
(a+ b
2
)2
=
(b− a)2
12
.
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Esempio 6.2. Se ζ0 ∼ N(0, 1) si ha E[ζ0] = 0 in quanto la densita` di ζ0 e` pari. Per calcolarne la varianza
dobbiamo determinare la media di ζ20 facendo un’integrazione per parti:
E[ζ20 ] =
∫ +∞
−∞
x2
1√
2pi
e−
x2
2 dx
=
∫ +∞
−∞
x · 1√
2pi
xe−
x2
2 dx
=
[
− x 1√
2pi
e−
x2
2
]+∞
−∞
−
∫ +∞
−∞
− 1√
2pi
e−
x2
2 dx
= 0 + 1,
dove si e` sfuttato (2). Concludiamo quindi che Var(ζ0) = 1.
Esempio 6.3. Se ζ = σζ0 + µ ∼ N(µ, σ2) e` una variabile normale si ha
E[ζ] = σE[ζ0] + µ = µ,
mentre
Var[ζ] = Var(σζ0 + µ) = σ
2Var(ζ0) + Var(µ) = σ
2.
Abbiamo quindi che i parametri µ e σ2 sono proprio la media e la varianza di una variabile normale ζ ∼
N(µ, σ2).
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Esempio 6.4. Si consideri ora una variabile X ∼ Exp(λ). Si ha
E[X] =
∫ ∞
0
xλe−λxdx
=
[
− xe−λx
]∞
0
+
∫ ∞
0
e−λxdx
=
[
− xe−λx − 1
λ
e−λx
]∞
0
=
[
− e−λx
(
x+
1
λ
)]∞
0
=
1
λ
Mentre
E[X2] =
∫ ∞
0
x2λe−λxdx
=
[
x2(−e−λx
]∞
0
+
∫ ∞
0
2xe−λxdx
= 0 +
2
λ
∫ ∞
0
λxe−λxdx
=
2
λ
1
λ
=
2
λ2
dove abbiamo sfruttato anche il calcolo precedente per determinare E[X]. Concludiamo che
Var(X) = E[X2]− E[X]2 = 2
λ2
− 1
λ2
=
1
λ2
.
Esempio 6.5. La lunghezza delle foglie di lauro ha densita` normale di media µ = 151mm e scarto
quadratio medio σ = 15mm. Determinare la probabilita` che una foglia scelta a caso abbia
(1) lunghezza compresa tra i 120 e i 155 millimetri;
(2) lunghezza maggiore di 185mm
Se ζ e` la variabile lunghezza delle foglie di lauro si ha ζ = N(151, (15)2) e quindi Si ha
P (120 < ζ < 155) = P (−31 < ζ − 151 < 4) = P (−2, 07 < ζ − 151
15
< 0, 27).
Ricordando a questo punto che ζ0 =
ζ−151
15 e` una variabile normale standard abbiamo
P (120 < ζ < 155) = P (−2, 07 < ζ0 < 0, 27) = Φ(0, 27)− Φ(−2, 07)
= Φ(0, 27)− 1 + P (2, 07) = 0, 60642− 1 + 0.98077
= 58.7%
Similmente
P (ζ > 185) = P (ζ0 >
185− 151
15
) = P (ζ0 > 2, 27) = 1− Φ(2, 27) = 1− 0, 98840 = 1, 16%.
Esempio 6.6. Esercizio 4.9. Un componente viene prodotto da 2 linee di produzione, di tempo di vita
esponenziale λ e µ (con µ > λ). Vengono prodotti in proporzioni p e q, con p+ q = 1. Un pezzo viene scelto
a caso e indichiamo con T il suo tempo di vita. Qual e` la denista` di T? E(T )? Sapendo che il componente
e` ancora funzionante al tempo s qual e` la probabilita` che venga dalla prima linea?
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Denotiamo con Li l’evento ”il pezzo viene dalla linea di produzione i e Ti i corrispondenti tempi di vita.
Determiniamo la funzione di ripartizione di T . Si ha
FT (t) = P (T ≤ t) = P (T ≤ t, L1) + P (T ≤ t, L2)
= P (L1)P (T ≤ t|L1) + P (L2)P (T ≤ t|L2)
= pFT1(t) + qFT2(t)
La densita` di T e` quindi data da
fT (t) = F
′
T (t) = pfT1(t) + qfT2(t),
e quindi la sua media e` data da E[T ] = pE[T1] + qE[T2] =
p
λ +
q
µ . Infine, si ha
P (L1|T > s) = P (T > s|L1)P (L1)
P (T > s)
=
e−λsp
1− (p(1− e−λs) + q(1− e−µs)) =
e−λsp
pe−λs + qe−µs
=
p
p+ qe(λ−µ)s
,
ed osserviamo, come e` ragionevole che sia, che questa quantita` tende a 1 per s→ +∞.
7. Il teorema limite centrale
Consideriamo una sequenza di variabili X1, X2, . . . uniformi nell’intervallo [−1, 1] e tutte indipendenti
tra loro. Non abbiamo sviluppato gli strumenti per determinare la densita` della variabile S2 = X1 + X2.
Possiamo pero` renderci conto che e` ragionevole che questa densita` sia 14 (2 − t) per 0 < t < 2 e che sia
simmetrica rispetto all’asse delle ordinate. Se provassimo a calcolare la densita` di S3 = X1 + X2 + X3
otterremmo 3 rami di parabola negli intervalli [−3,−1], [−1, 1] e [1, 3] che messi insieme ricordano un po’ la
forma a campana della densita` gaussiana. Questa non e` una caratteristica delle variabili uniformi, vedremo
tra breve che si tratta di una proprieta` molto piu` generale.
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Consideriamo la variabile Sn = X1 + . . .+Xn e ricordiamo la variabile media campionaria X¯n =
1
nSn. Se
le variabili Xi hanno tutte la stessa densita` (discreta o continua) di media µ e varianza σ
2 e sono indipendenti
sappiamo calcolare media e varianza di Sn e X¯n. In particolare
E[Sn] = nµ
Var(Sn) = nσ
2
E[X¯n] = µ
Var(X¯n) =
σ2
n
Il seguente fondamentale teorema ci dice che se n e` abbastanza grande questo e` tutto quello che ci serve per
risolvere problemi di probabilita` riguardanti le variabili aleatorie Sn e X¯n.
Teorema 7.1 (Limite centrale). Sia X1, X2, . . . una seccessione di variabili aleatorie indipendenti aventi
tutte la stessa densita` (discreta o continua) di media µ e varianza σ2. Allora per n abbastanza grande si ha
con buona approssimazione
Sn ∼ N(nµ, nσ2)
e
X¯n ∼ N(µ, σ2/n).
Esempio 7.2. Una certa lampadina ha tempo di vita di densita` esponenziale di media 10 giorni. Avendo
comprato 40 di queste lampadine, qual e` la probabilita` che mi bastino per un anno? Quante lamapdine
dovrei comprare se voglio che questa probabilita` sia almeno del 90%?
7. IL TEOREMA LIMITE CENTRALE 45
Il tempo di vita di una lampadina e` una variabile esponenziale di parametro λ = 0.1 e quindi la sua
varianza e` 100. Ne segue che S40 ∼ N(400, 4000) e quindi
P (S40 > 365) = P (ζ > 365) = P (ζ0 >
365− 400√
4000
= P (ζ0 > −0.55) = Φ(0.55) = 70.9%.
Consideriamo la variabile Sn questa ha densita` approssimativamente normale N(10n, 100n) e quindi
P (ζ > 365) = P (ζ0 >
365− 10n
10
√
n
) > 0.90.
Guardando la tabella questo capita se 365−10n
10
√
n
< −1.28 che ha come soluzione n ≥ 46.
Se X e` una variabile discreta approssimata da una variabile normale ζ sara` sempre preferibile, per
ottenere dei risultati piu` accurati, effettuare quella che si chiama “correzione di continuita`”. Se ad esempio
X assume solo valori interi l’evento X = 5 viene sostituito da 4.5 < ζ < 5.5, cioe` ogni numero intero viene
considerato come l’intervallo di ampiezza 1 centrato in se stesso. Per fare altri esempi abbiamo 2 ≤ X ≤ 5
viene sostituito da 1.5 < ζ < 5.5 oppure X > 4 veine rimpiazzato da ζ > 4.5.
Esempio 7.3. Torniamo all’Esempio 1.5. In un volo di 24 posti, sappiamo che ogni passeggero ha
probabilita` di non presentarsi del 30%. Quanti biglietti posso vendere se ammetto una probabilita` del 10 %
che qualcuno non trovi posto?
Supponiamo di vendere n biglietti. Sia Xi la variabile di Bernoulli che vale 1 se il passeggero i si
presenta. La variabile Sn = X1 + · · ·+Xn e` una variabile binomiale che per il teorema limite centrale puo`
essere approssimata da una variabile normale ζ ∼ N( 710n, 21100n), dove ricordiamo che se X ∼ B(1, p) allora
E[X] = p e Var(X) = p(1 − p). L’ evento “qualcuno non trova posto” si traduce in Sn ≥ 25. Utilizzando
l’approssimazione di continuita` abbiamo che Sn ≥ 25 corrisponde a ζ > 24.5. Si ha quindi
P (ζ > 24.5) = P
(
ζ0 >
24.5− 710n√
21
100n
)
< 0.10.
Guardando alla tabella si ha che questo accade se
24.5− 710n√
21
100n
> 1.28. Risolvendo questa disequazione si ottiene
n ≤ 30. Si possono quindi vendere 30 biglietti correndo un rischio del 10% che qualcuno non trovi posto in
aereo.
Esempio 7.4. Alle ultime elezioni un partito ha ottenuto il 55% dei consensi. Scelti 100 votanti a caso,
qual e` la probabilita` che almeno la meta` di essi abbia votato per quel partito?
In questo caso abbiamo 100 variabili X1, . . . , X100, tutte indipendenti di densita` B(1, 0.55). Ci stiamo
chiedendo qual e` la probabilita` che
P (X¯100 ≥ 0.50).
Per il teorema limite centrale la variabile X¯100 e` approssimata da una normale ζ ∼ N(0.55, 0.55·0.45100 ). Siccome
la variabile X¯100 e` una variabile discreta possiamo anche effettuare una correzione di continuita` e calcolare
P (X¯100 ≥ 0.50) = P (ζ > 0.495) = P
(
ζ0 >
0.495− 0.55√
0.55·0.45
100
)
= P (ζ0 > −0.055/0, 049749) = P (ζ0 > −1, 10) = Φ(1.10) = 86.4%
Esempio 7.5. Sia X la variabile “diametro di un’albicocca di un certo campo”. Si sa che E[X] = 5cm
con σX = 1. Scegliendo 100 albicocche, qual e` la probabilita` che la media dei diametri delle albicocche sia
superiore a 5.1cm? Dette X1, . . . , X100. Dobbiamo valutare
P (X¯n > 5.1).
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La variabile X¯n e` approssimativamente una ζ ∼ N(5, σ2n ) = N(5, 0.01). Ne segue che
P (ζ > 5.1) = P (ζ0 >
5.1− 5
0.01
) = P (ζ0 > 10) = 0.
CHAPTER 5
Statistica inferenziale
1. Stime e intervalli di confidenza
Il teorema limite centrale ci permette di calcolare facilmente delle probabilita` riguardanti un campione
numeroso. Cioe` se X e` una variabile aleatoria definita su una certa popolazione di cui conosciamo media e
varianza possiamo calcolare probabilita` che riguardano la media di X su un certo campione, cioe` probabilita`
del tipo
P (a < X¯n < b),
semplicemente riformulando il problema in termini di una variabile normale standard ζ0.
Il problema principale in questo tipo di approccio e` che in generale non si hanno a disposizione media e
varianza di una variabile. Ma anzi vorremmo dei metodi che ci permettano di stimarle. E vorremmo anche
un metodo per stabilire quanto precise siano queste stime.
Ci sara` utile la seguente notazione. Dato 0 < c < 1 sia zc tale che P (−zc < ζ0 < zc) = c. Si ha
quindi Φ(zc) − Φ(−zc) = c e quindi 2Φ(zc) − 1 = c da cui Φ(zc) = c+12 . Ad esempio, se c = 0.95 abbiamo
Φ(zc) = 0.975 da cui z0.95 = 1.96.
Sia quindi X una variabile aleatoria definita su una certa popolazione. Siano µX = E[X] e σ
2
X = Var(X)
la media e la varianza di X. Consideriamo la variabile media campionaria X¯n definita sullo spazio costituito
dai campioni di n elementi scelti dalla nostra popolazione. Per il teorema limite centrale sappiamo
X¯n ∼ N(E[X¯n],Var(X¯n)] = N(µX , σ
2
X
n
).
Sappiamo quindi che
X¯n − µX
σX/
√
n
∼ N(0, 1).
Di conseguenza abbiamo
P (−zc < X¯n − µX
σX/
√
n
< zc) = c
e moltiplicando tutti i membri per σX/
√
n
P (−zc σX√
n
< X¯n − µX < zc σX√
n
) = c
e sottraendo da tutti i membri X¯n
P (−zc σX√
n
− X¯n < −µX < zc σX√
n
− X¯n) = c
e infine cambiando i segni e rigirando le disuguaglianze otteniamo
P (X¯n − zc σX√
n
< µX < X¯n + zc
σX√
n
) = c.
Osserviamo che in quest’ultima equazione abbiamo rigirato il punto di vista: fa un’affermazione riguardo
la media della variabile X su tutta la popolazione (µX) rispetto al valore medio registrato su un singolo
campione X¯n. Il problema e` che tale probabilita` viene espressa in termini della varianza σ
2
X che comunque
non conosciamo. In questo caso allora sfruttiamo la legge dei grandi numeri per la varianza pe ricordare che
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la varianza σ2X e` ben approssimata dalla varianza campionaria σ¯
2
n. Utilizziamo questo valore al posto di σ
2
X
che possiamo calcolare nel campione e parliamo di confidenza anziche´ di probabilita`. Abbiamo quindi
(3) Conf(X¯n − zc σ¯n√
n
< µX < X¯n + zc
σ¯n√
n
) = c
e diciamo che la media µX e` contenuta nell’intervallo [X¯n − zc σ¯n√n , X¯n + zc σ¯n√n ] con confidenza c.
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Esempio 1.1. Si consideri un campione di 100 albicocche di un certo frutteto. Si registra un diametro
medio m = 5.1cm ed uno scarto quadratico medio s = 1cm.
• Determinare l’intervallo di confidenza al 95% per la media di tutte le albicocche prodotte in questo
frutteto;
• Determinare con che confidenza tale media appartiene all’intervallo [5, 5.2].
Bastera` sostituire nella formula (3) σ¯n = 1, X¯n = 5.1 n = 100 e zc = 1.96. Otteniamo la semiampiezza
zcσ¯n/
√
n = 1.96/10 = 0.196 e quindi l’intervallo di confidenza al 95% per µX e`
[5.1− 0.196, 5.1 + 0.196] = [4.904, 5.296].
La confidenza con cui µX appartiene all’intervallo [5, 5.2] sara` senz’altro inferiore al 95%. Vogliamo che la
semiampiezza dell’intervallo sia 0.1, cioe`
zcσ¯n/
√
n = 0.1,
da cui deduciamo che zc = 0.1 · 10/1 = 1. Di conseguenza c = 2φ(zc)− 1 = 2 · 0.8413− 1 = 68.3%.
Vediamo ora il caso particolare in cui la variabile che si vuole stimare e` una variabile di Bernoulli. Questo
capita ogni volta che si vuole stimare con che probabilita` un dato fenomeno dara` successo oppure no. Ad
esempio: realizzare un rigore, passare un esame, ottenere testa dal lancio di una moneta truccata, vincere le
elezioni...
In tutti questi casi abbiamo a che fare con una variabile X ∼ B(1, p) di cui non conosciamo il parametro
p. E vogliamo determinare un intervallo di confidenza per questo parametro. Questo e` un caso particolare
dell’esempio trattato precedentemente, ma lo esaminiamo anche singolarmente data la sua importanza. Preso
un campione di n elementi di una popolazione la variabile X¯n ci da` in questo caso la proporzione di successi
ottenuti nel campione. Andiamo quindi a considerare ancora una volta la formula (3)
Conf(X¯n − zc σ¯n√
n
< µX < X¯n + zc
σ¯n√
n
) = c.
In questo caso abbiamo µX = p. Quanto vale σ¯n? Bastera` ricordare come si calcola la varianza di un
campione in statistica descrittiva. Sugli n elementi del campione abbiamo ottenuto nX¯n volte 1 e n(1− X¯n)
volte 0. Ricordando che la varianza e` la media dei quadrati meno il quadrato della media abbiamo
σ¯2n = X¯n − X¯2n
e abbiamo quindi in questo caso
Conf(X¯n − zc
√
X¯n − X¯2n
n
< p < X¯n + zc
√
X¯n − X¯2n
n
) = c.
Esempio 1.2. Abbiamo una moneta che non sappiamo se e` truccata o no. La lanciamo 80 volte ed
otteniamo 43 volte testa. Determinare l’intervallo di confidenza al 90% per la probabilita` che la moneta dia
testa.
La variabile aleatoria da considerare e` una variabile di Bernoulli X ∼ B(1, p) che vale 1 se la moneta da`
testa. Si vuole quindi stimare la probabilita` p che la moneta dia testa. Calcoliamo intanto il coefficiente
z0.90 = 1.64.
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In questo caso abbiamo n = 80 e X¯n =
43
80 L’intervallo di confidenza al 90% ha quindi semiampiezza
zc
√
X¯n − X¯2n
n
= 1.64 ·
√
43
80 − 43
2
802
80
= 0, 0557
e quindi l’intervallo di confidenza e` dato da
[
43
80
− 0, 0557, 43
80
+ 0, 0557] = [0.482, 0.593].
2. Test statistici
Nell’ultimo esempio ci siano trovati di fronte ad una moneta non sapendo se fosse buona o truccata e
abbiamo dato una stima per la probabilita` che dia testa. Ora pero` potrebbe essere naturale porsi la domanda
“la moneta e` buona o e` truccata?” e dover dare una risposta che puo` essere solo s`ı o no. Questo tipo di
domanda capita spesso in uno studio sulla qualita` di un prodotto: un prodotto viene sottoposto ad un test
un certo numero di volte e si vuole decidere se il prodotto passa il test oppure no.
In un test statistico si ha a che fare con una variabile aleatoria X e si formulano due tipi di ipotesi che
denotiamo con H0 e H1, che si chiamano solitamente ipotesi nulla e ipotesi alternativa. Nei nostri primi
esempi l’ipotesi H0 sara` del tipo
H0 : E[X] = µ,
mentre l’ipotesi H1 e` del tipo
H1 : E[X] 6= µ.
Alla fine del test dobbiamo prendere una decisione: accettare l’ipotesi H0, oppure rifiutarla e quindi accettare
l’ipotesi alternativa H1. E’ chiaro che in tal modo di procedere si puo` incorrere in due tipi di errori:
• Errore del primo tipo: H0 e` vera, ma viene rifiutata;
• Errore del secondo tipo: H0 e` falsa ma viene accettata.
In questa breve trattazione dei test statistici ci occupiamo solo di errori del primo tipo: la significativita` di
un test e` la probabilita` di commettere un errore del primo tipo. E’ importante, quando si effettua un test,
stabilire a priori, cioe` prima di effettuare il test stesso, i criteri di accettazione o di rifiuto dell’ipotesi H0.
Esempio 2.1. Si vuole stabilire se una moneta e` buona o truccata con un test con significativita` al 5%.
Si supponga di effettuare 80 lanci. In questo caso formuliamo l’ipotesi H0: la moneta e` buona, cioe` p = 0.5
dove X ∼ B(1, p) e` la variabile che vale 1 se e solo se la moneta da` testa. Se l’ipotesi H0 e` vera vogliamo
determinare l’intervallo in cui ricade la variabile X¯80 = “proporzione di teste ottenute” con probabilita` 95%.
Sotto l’ipotesi H0 sappiamo che X¯80 e` una variabile approssimativamente normale di densita` N(0.5, 0.003125)
e quindi
X¯80 − 0.5√
0, 003125
=
X¯80 − 0.5
0, 0559
∼ N(0, 1)
Ricordando che z0.95 = 1.96 si ha quindi che ζ0 ∈ [−1.96, 1.96] con probabilita` 95%. Si ha quindi
0.401 = −1.96 · 0.0559 + 0.5 < X¯80 < 1.96 · 0.0559 + 0.5 = 0.609,
con probabilita` al 95%. Queste proporzioni corrispondono ad un numero di teste pari a 0.401 · 80 = 32.08 e
0.609 · 80 = 48, 72. Possiamo quindi affermare che rifiutare l’ipotesi “la moneta e` buona” avendo ottenuto
un numero di teste inferiore a 33 o superiore a 48, la probabilita` di sbagliare e` inferiore al 5%. Questo test
ha quindi una significativita` al 5%.
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Esempio 2.2. Il tempo di vita medio di un campione di 100 lampadine prodotte da una fabbrica e` 1570h,
con uno scarto quadratico medio di 120 h. Se µ e` il tempo di vita medio di tutte le lampadine prodotte da
questa fabbrica, provare l’ipotesi µ = 1600h con significativia` al 5% e all’1%.
Dobbiamo devidere tra le 2 ipotesi H0 : E[X] = 1600 e H1 : E[X] 6= 1600. Nell’ipotesi H0 la variabile
X¯100 ha media 1600 e varianza Var(X)/100. Non conoscendo la varianza di X utilizziamo in questo caso la
varianza campionaria 1202 per stimarla. Abbiamo quindi che
(X¯100 − 1600)/12
e` una normale standard. Possiamo quindi concludere che accettiamo l’ipotesi se
−zc < (X¯100 − 1600)/12 < zc.
Si ha (X¯100 − 1600)/12 = −2.5. Essendo z0.95 = 1.96 rifiutiamo l’ipotesi con significativita` al 5%. Siccome
invece z0.99 = 2.58 accettiamo l’ipotesi con significativita` all’1%.
Talvolta puo` essere naturale considerare come ipotesi nulla H0 : E[X] ≥ µ e come ipotesi alternativa
H1 : E[X] < µ (o H0 : E[X] ≤ µ e H1 : E[X] > µ. Ad esempio se si vuole testare se una certa medicina
e` efficace in almeno una certa percentuale di casi, o se si vuole testare se le mele i un certo frutteto pesano
mediamente almeno un certo peso prefissato. In questi casi si effettua un cosiddetto test ad una coda in
quanto si va a considerare solo una delle due code della densita` normale per rifiutare l’ipotesi. In altre parole
poniamo wc quel valore tale che
φ(wc) = c
e in un test ad una coda con significativita` 1-c in cui H0 : E[X] ≥ µ e H1 : E[X] < µ rifiutiamo l’ipotesi se
il valore registrato standardizzato e` inferiore a −wc. Vediamone un esempio.
Esempio 2.3. Un tizio dice di avere poteri extrasensoriali. Gli viene chiesto di indovinare il colore (rosso
o blu) di una carta scelta da un mazzo di 50 carte e ne indovina 32. Stabilire se il tizio ha davvero poteri
extrasensoriali o no con una significativita` del 5% e dell’1%.
In questo caso abbiamo l’ipotesi nulla H0 : p ≤ 0.5 e H1 : p > 0.5, dove p e` la probabilita` che il
tizio indovini una carta scelta a caso. Effettuiamo quindi un test ad una coda e rifiutiamo l’ipotesi H0 se
il risultato cade nella coda di destra relativa all’ultimo 5% o all’ultimo 1% rispettivamente. Accettando
l’ipotesi H0 nel caso limite p = 0.5 abbiamo che X¯50 e` approssimativamente normale di media 0.5 e scarto
quadratico medio
√
0.5 · 0.5/50 = 0, 070. Rifiutiamo l’ipotesi quindi se
(X¯50 − 0.5)/0.070 > wc.
Si ha (X¯50− 0.5)/0.070 = 2. Siccome abbiamo w0.95 = 1.64 e w0.99 = 2.33 nel primo test rifiutiamo l’ipotesi
H0 mentre nel secondo la accettiamo.
Esempio 2.4. Il fabbricante di una certa medicina assicura che e` efficace nel 90% dei casi nell’alleviare
i sintomi di una certa allergia. In un campione di 200 individui che soffrono per questa allergia, la medicina
si e` dimostrata utile per 160. Sottoporre a test l’affermazione del fabbricante.
In questo caso poniamo H0 : E[X] ≥ 0.90 e l’affermazione e` legittima, mentre H1 < 0.90 e l’affermazione
e` falsa.
