the "best" additive approximation to f. If f itself is additive, then f* = f. But even if f* differs somewhat from f, f* may be useful in practice especially because of its greater interpretability.
Consider additive estimates of f* based on a random sample of size n from the distribution of (X,Y). According to the dimensionality reduction principle, under suitable smoothness conditions on f* and appropriate mild auxiliary conditions on the distribution of (X,Y), the optimal rate of convergence for general J should be the same as that for J = 1. In the paper cited above a precise result to this effect was obtained when f is the regression function of Y on X.
Here an analogous result will be obtained in a setup that includes logistic regression as a special case.
The setup involves an exponential family of distributions of the form ebl(l)Y+b2(n)v(dy) subject to some restrictions which will be described in Section 2. The mean V of the distribution is given by =b3n = -b'(n)/bj(n); correspondingly n = 1(), the function Haberman (1977) . The expected log-likelihood for the model is given by The function b is required to be twice continuously differentiable and its first derivative b1 is required to be strictly positive on R Consequently, b1 is strictly increasing and b2 is twice continuously differentiable on R. The mean V of the distribution is given by b"(n)y + b (n) < 0 for n E R and y E S (If b' = 0, then (1) holds automatically.) It follows from (1) that (2) b"(n)b3(no) + b2(n) < 0 for n, nO E R Although (1) seems quite restrictive, it and the other requirements mentioned above are satisfied in most of the familiar exponential families, including the following five examples (see also Wedderburn, 1976 ). Here 1i = b3(n) = en and n = b1 (V) = iog(v)4.
EXAMPLE 5 (GCnaa). The gamma distribution with parameters a (fixed) and X is of the required form with bl(n) = -e , b2(n) = -an and S = (O,). Here V b3(n) aen and n = b3 1() = log(li/ct). 
It follows from Lemma 1 in Section 3 that -< A(a) < Xo for a E A.
The following theorem will be proven in Section 3. Here aZmost everywhere means except on a set of Lebesgue measure zero. where EfJ (X.) = 0 for 1 < j < 3.
Let q be a nonnegative integer, let y E (0,11 be such that below, except on an event whose probability tends to zero with n, fn exists and has a unique representation in the form f (X'goosxJ) fno + .(x.) with 1l fnj(Xij) = 0 for 1 < j < J.
The estimate f of f* can be implemented numerically using n B-splines (see de Boor, 1978 , and Section 4) and GLIM (see Baker and Nelder, 1978 (1984) .
The rate of convergence of fn to f* will now be determined.
-~~~~~~~~T o this end, given positive numbers an and bn for n > 1, let an bn mean that an/bn is bounded away from zero and infinity.
Given random variables Zn' n > 1, let Zn = Opr(bn) mean that the random variables bn1Z , n > 1 are bounded in probability or, equivalently, that By the definition of A, there is a u e 1R such that
Consequently by Lemma IIa-f*112 = cN 2p. Then IIa-fnI 2 < 2(c+M 2 )N 2p Now p > .5 so by Lemma 7,  for n sufficiently large, ltlallo, < IIf*li + 1 for all such a's. Thus by Lemma 5 there is a positive constant M12 such that, for n sufficiently large, 
It follows from Lemma 9 that if ItB1(x)l < M1O, then
and hence This completes the proof of the lemma.
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It is a consequence of Conditions 3 and 4 that n 1ZlnjlYi-E(YilXi)l is bounded in probability and hence that the following result holds. The next result follows from the analog of Lemma 6 with f replaced by fn* and Lemmas 10-12. (Note that 1 -2s > y if s < l/(2p+l).) n LEMMA-13. Let .5/(2p+l) < s < l/(2p+l) and c > 0 be given. Then, except on an event whose probability tends to zero with n, n(a) < Qn(f*) for aZZ a E A such that IIa-f *1I = cns n n.n n
The next result follows from Lemma (16) It will be shown (17) and ( 24) f n(XI . ,xJ) =fnO + 1Z fnj(xj)
where f njIj = 0 for 1 < j < J. It follows from (19) and Lemma 1 of that (25) 1fnj-fn*illi2 = 0 pr(n2') for 1 < j < J and f 2 2r) (26) C~~~~~f )20 n (26) (^no-no) pr(n~) It follows from (27) that (25) and (26) (29) and (30) together constitute the conclusion of Theorem 2.
It remains to verify (17) and (18) . To verify (17) note that
Consequently, *(62= jn E{ ¶n A2(Xj)be(f*(X\\Y+bI,f*(Xt1}2 (32) lim Pr(lIf*il <no and ii ii < n~~o ln ,,n0)T = 1
Set In = {i: l<i<n and Y 1ES3}. It follows from (14) and (32) that, except on an event whose probability tends to zero with n, Zi a5 (Xij) =0 for 2 <j < J It follows from (12) , (31), (33), (34) , Lemma 
