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THE AUSLANDER-REITEN COMPONENTS OF Kb(projΛ) FOR A
CLUSTER-TILTED ALGEBRA OF TYPE A˜
KRISTIN KROGH ARNESEN AND YVONNE GRIMELAND
Abstract. We classify the Auslander-Reiten components ofKb(proj Λ), where
Λ is a cluster tilted algebra of type A˜. The main tool is the combinatoric de-
scription of the indecomposable complexes in Kb(proj Λ) via homotopy strings
and homotopy bands.
1. Introduction
The derived category of an abelian category was introduced by Grothendieck and
Verdier in the early 1960s, and in the 1980s, Happel started studying the derived
category of a finite dimensional algebra [9]. The module category is embedded into
the derived category of the algebra, and this expansion to larger categories provided
a new tool for comparing and distinguishing the module categories of two algebras.
Let Λ be a finite dimensional k-algebra, where k is an algebraically closed field,
and let mod Λ denote the category of finitely generated left Λ-modules. The de-
rived category of Λ is denoted by D(modΛ), with suspension functor called shift
and denoted by [1]. Two important subcategories is the bounded derived category,
denoted byDb(modΛ), and its subcategory Kb(projΛ), the bounded homotopy cat-
egory of finitely generated projective Λ-modules. One way of describing D(modΛ)
is to describe its Auslander-Reiten (hereafter abbreviated AR) structure. In gen-
eral, the subcategory Kb(proj Λ) has AR-triangles whenever Λ has finite Gorenstein
dimension. In particular, there is an explicit description of the AR-structure when
Λ is gentle [5].
The gentle algebras form a subclass of the special biserial algebras, introduced by
Skowron´ski and Waschbu¨sch in 1983 [12]. The AR-structure of the module category
of a gentle algebra Λ ∼= kQ/I, where I is an admissible ideal, can be combinatorially
described in terms of Q and I [13]. More recently, the AR-structure of Kb(projΛ)
has also been given combinatorially for gentle algebras. This was done in 2011, when
Bobin´ski gave a combinatorial algorithm for computing the AR-triangle starting in
any given indecomposable object of Kb(projΛ), where Λ is gentle [5].
The foundation for Bobin´ski’s algorithm is diverse. In 2003, Bekkert and Merklen
showed that the indecomposable objects of Kb(projΛ) are the complexes arising
from so called homotopy strings and homotopy bands (in Bobin´ski’s renaming)
[4]. Moreover, Bobin´ski takes advantage of the Happel functor, introduced by
Happel in [9]. The Happel functor is an exact functor of triangulated categories Ψ:
Db(modΛ)→ mod Λˆ, where the latter category is the stable module category of the
repetitive algebra of Λ. When Λ is gentle, the repetitive algebra Λˆ is combinatorially
described in terms of strings, see Ringel [11]. Since the repetitive algebra of a gentle
algebra is special biserial, it is even possible to describe the AR-sequences of mod Λˆ,
using the methods of Wald and Waschbu¨sch [13].
In its original appearance, the Happel functor is rather abstract and no explicit
construction is given. Nevertheless, some of its properties are quite remarkable: It
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is always full and faithful, and if Λ is of finite global dimension, it is a triangle-
equivalence. It also extends the inclusion functor embedding mod Λ into mod Λˆ.
By using all the known structure of Λ, mod Λ, mod Λˆ and Kb(projΛ) when Λ is
gentle, Bobin´ski constructed a formula for the Happel functor in the gentle case.
Special classes of gentle algebras include some cluster-tilted algebras. The cluster-
tilted algebras were introduced in 2007 by Buan, Marsh and Reiten [6]. In 2010,
Assem, Bru¨stle, Charbonneau-Jodoin and Plamondon showed that cluster-tilted
algebras of type A and A˜ are gentle [1]. The mutation classes of type A˜ and
the derived equivalences between cluster-tilted algebras of type A˜ are described by
Bastian [3].
Also worth noting is the derived invariant described by Avella-Alaminos and
Geiss [2]. Using this invariant one can find an upper bound for the number of
AR-components containing sequences with only one middle term.
In this paper, we classify the AR-components of Kb(projΛ), where Λ is a cluster-
tilted algebra of type A˜. Our main tool is Bobin´ski’s algorithm for computing
AR-triangles in Kb(projΛ).
Parallel to this paper, a paper in progress by Fedra Babaei describes the AR-
structure of Kb(proj Λ) where Λ is a cluster-tilted algebra of type A.
The paper is organized as follows: In Section 2, we state the main result of the
paper. Section 3 is an overview of the background theory needed. In Section 4, we
give the details needed from Bastian’s description of the mutation classes of type
A˜. In Section 5, we introduce the combinatorial concepts of walks and reductions,
which we use to restate Bobin´ski’s algorithm for our class of algebras in Section 6.
The main result is proved in Section 7. Finally, in Section 8, we give an example.
Some technical results are proved in the appendices.
We would like to thank the referee for very helpful comments.
2. Main results
In this section, we state the main result. By a quiver, we mean a pair Q =
(Q0, Q1) where Q0 is a set of vertices and Q1 is a set of arrows, together with
functions s, t : Q1 → Q0 returning the starting and ending vertex of an arrow,
respectively.
Let Q be the fixed quiver given by the parameters x, y, x′ and y′, as shown in
Figure 1. We require that at least one of x, y and at least one of x′, y′ are non-zero.
We then define the double quiver Q′ to be the quiver with vertices Q′0 = Q0
and arrows Q′1 = Q1 ∪ Q
−1
1 . Let a homotopy string denote a path in Q
′ with no
subpath of the form αα−1 or α−1α for any α ∈ Q1. By a central homotopy string,
we mean a homotopy string both starting and ending in a vertex marked with △
or N, excluding the homotopy strings starting with the arrows α1 or β1 and the
homotopy strings ending with the arrows α−11 or β
−1
1 , and the trivial homotopy
strings for the vertices marked with N. (Note that in case one or more of the
parameters are zero, then any vertex which is adjacent to both an oriented cycle
of length 3 and an arrow αi or βj should be marked with N, and that any vertex
which is adjacent to two oriented cycles of length 3 should be marked with △.) A
homotopy band is a central homotopy string starting and ending in the same vertex,
with some additional constraints (see Section 3.2).
Let Λ be the algebra kQ/I, where I is the ideal generated by all compositions
of two arrows in each directed cycle of length 3 in Q, and kQ is the path algebra of
Q. This is in fact a cluster-tilted algebra of type A˜n, and all cluster-tilted algebras
of type A˜n are of this form, up to derived equivalence [3]. We will now describe
the AR-components of Kb(projΛ). First we state their types and numbers in the
following theorem. Let τ denote the AR-translate in Kb(projΛ).
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Figure 1. The quiver Q given by x, y, x′ and y′.
Theorem 1. Let Q be a quiver as in Figure 1, and let Λ = kQ/I where I is as
described above. Then the AR-quiver of Kb(projΛ) consists of:
(i) A class of tubes of rank one (homogeneous tubes), where up to shift, the tubes
are parametrized by the set of pairs consisting of one homotopy band and one
element of k.
(ii) A class of components given by the parameters x and y. If x = 0, we get up
to shift a tube of rank y. If x > 0, we get x components of type ZA∞ with
τx+y = [x].
(iii) A class of components given by the parameters x′ and y′. If x′ = 0, we get up
to shift a tube of rank y′. If x′ > 0, we get x′ components of type ZA∞ with
τx
′+y′ = [x′].
(iv) Up to shift, one ZA∞∞-component containing all the stalk complexes corre-
sponding to vertices marked by ✷ and N.
(v) Up to shift, a class of ZA∞∞-components, parametrized by the central homotopy
strings.
For any quiver as in Figure 1 the edge of the components in (ii) can be described
easily in terms of the quiver. Figure 2 shows the edge of a ZA∞-component where
τx+y = [x]. The edge of a ZA∞-component where τ
x′+y′ = [x′] can be found
symmetrically.
· · ·
PAx
[i]
PAx−1
[i− 1]
· · · PA1
[i− x + 1]
(Ptαy → Psαy )
[i− x + 1]
· · · (Ptα1 → Psα1 )
[i− x + 1]
PAx
[i− x]
· · · · · ·
· · ·
Figure 2. The edge of an AR-component of type ZA∞, with the
degree shown below each complex.
Example 2.1. We now consider the quiver Q given in Figure 3, and the path
algebra Λ = kQ/I where I = 〈ih, gi, hg, ed, fe, df, ba, cb, ac, ts, ut, su, qp, rq, pr〉.
Figures 4 and 5 show the edges of two AR-components of type ZA∞, one given by
x and y, and one given by x′ and y′. The first component has the property τ5 = [3]
and the second component has the property τ6 = [2].
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u
Figure 3. The quiver from Example 2.1.
· · ·
P7
[0]
P5
[−1]
P3
[−2]
(P9 → P8)
[−2]
(P8 → P6)
[−2]
P7
[−3]
· · ·
Figure 4. The edge of a ZA∞-component where τ
5 = [3].
· · ·
P15
[0]
P16
[−1]
(P9 → P10)
[−1]
(P10 → P11)
[−1]
(P11 → P12)
[−1]
(P12 → P13)
[−1]
P15
[−2]
· · ·
Figure 5. The edge of a ZA∞-component where τ
6 = [2].
P6
P8
P9
P10
P11
P12
P13
· · · · · ·
...
...
Figure 6. The special ZA∞∞-component.
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Figures 4 and 5 show the edges of two AR-components of type ZA∞, one given
by x and y, and one given by x′ and y′. The first component has the property
τ5 = [3] and the second component has the property τ6 = [2].
Figure 6 shows part of the structure in the special ZA∞∞-component. In partic-
ular, it shows the irreducible maps between the stalk complexes.
The remaining ZA∞∞-components are parametrized by the central homotopy
strings, that is, each component contains exactly one central homotopy string.
Note that also the trivial homotopy strings corresponding to the vertices 4, 2, 1
and 14 are central homotopy strings.
3. Background
In this section we give an overview of the theory needed to prove Theorem 1.
First we give the definition of a gentle algebra. Then we describe Kb(projΛ) via
homotopy strings and homotopy bands, for the gentle algebra Λ. Finally, we state
some results about the almost split triangles and components in the AR-quiver of
Kb(projΛ).
3.1. Gentle algebras. Let Λ be isomorphic to kQ/I, for some quiver Q and some
admissible ideal I. Then Λ is called special biserial [12] if the following are satisfied:
(a) for each vertex x of Q there are at most two arrows starting in x and at most
two arrows ending in x, and
(b) for any arrow α in Q there is at most one arrow β such that αβ /∈ I and at
most one arrow γ such that γα /∈ I.
Furthermore, if I consists of only zero-relations, then Λ is a string algebra, and if
in addition all the relations in I have length 2 and for any arrow α in Q there is
at most one arrow β such that αβ ∈ I and at most one arrow γ such that γα ∈ I,
then Λ is a gentle algebra.
We now state an equivalent definition of a gentle algebra, see [5]. This definition
will be used later in the paper.
Definition 2. A finite dimensional algebra Λ = kQ/I is gentle if there exist two
functions S, T : Q1 → {−1, 1} satisfying the following:
(a) if α 6= β start in the same vertex, then Sα = −Sβ,
(b) if α 6= β end in the same vertex, then Tα = −Tβ,
(c) if α starts in the vertex where β ends, and αβ is not in I, then Sα = −Tβ,
(d) if α starts in the vertex where β ends, and αβ is in I, then Sα = Tβ.
3.2. Homotopy strings and the category Kb(projΛ). In this subsection we
first introduce the concept of homotopy strings for a gentle algebra Λ, and given
a homotopy string explain how one can construct an associated string complex in
Kb(projΛ). We also discuss some special homotopy strings called homotopy bands,
which in addition to string complexes give rise to band complexes in Kb(proj Λ).
Finally, we state a result giving the connection between indecomposable objects of
Kb(projΛ) and homotopy strings and bands.
Let Λ ∼= kQ/I be a gentle algebra. We now want to explain what the homotopy
strings associated with Λ are. First we define the double quiver Q′ of Q: Let
Q′0 = Q0, and Q
′
1 = Q1∪Q
−1
1 , where Q
−1
1 is the set of formal inverses of the arrows
of Q; that is, for each α : x → y in Q, we have α−1 : y → x in Q′. We also add
formal inverses of the trivial paths of Q: For a trivial path 1x in Q we add the
inverse 1−1x to Q
′.
We define (α−1)−1 = α and (1−1x )
−1 = 1x and extend the functions s, t : Q
′
1 →
Q0 to include s(1
ε
x) = t(1
ε
x) = x for all vertices x and ε ∈ {−1, 1}. We define the
homotopy strings associated with Λ to be all paths in Q′ which contain no subpath
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of the form αα−1 or α−1α for α ∈ Q1. Note that each vertex x in Q0 gives rise to
two trivial homotopy strings, namely the paths 1x and 1
−1
x in Q
′. We also consider
the empty homotopy string, denoted by ∅.
A non-trivial, non-empty homotopy string ω can be written as ω = αlαl−1 · · ·α1
where for each 1 ≤ i ≤ l the i ’th letter αi(ω) = αi is one arrow or the inverse of one
arrow, and l(ω) = l is the number of letters, called the length of ω. If ω is a trivial
or empty homotopy string, then l(ω) = 0. A homotopy string ω is called direct if
all of the letters in ω are arrows, and inverse if all of the letters are inverse arrows.
We define ω−1 = α−11 · · ·α
−1
l .
We now state when composition of non-trivial and non-empty homotopy strings
is defined; two homotopy strings ω = αl · · ·α1 and ω′ = α′l′ · · ·α
′
1 where l, l
′ ≥ 1,
can be composed if s(ω) = t(ω′) and one of the following statements holds:
• α1 is direct and α′l′ is inverse and α
−1
1 6= α
′
l′ ,
• α1 is inverse and α′l′ is direct and α
−1
1 6= α
′
l′ ,
• α1 and α′l′ are both direct and α1α
′
l′ is in I, or
• α1 and α′l′ are both inverse and α
′−1
l′ α
−1
1 is in I.
The composition ω · ω′ is the path ωω′ in kQ′, which is also a homotopy string.
We now define composition of homotopy strings involving trivial homotopy
strings. To do this we first need to extend the functions S, T from Definition 2 to
homotopy strings; for any arrow α in Q1, we define Sα
−1 = Tα and Tα−1 = Sα.
Furthermore, define S1εx = ε and T 1
ε
x = −ε for ε ∈ {−1, 1} and x ∈ Q0. Let ω be a
non-trivial and non-empty homotopy string, then the composition ω · 1εx is defined
(and equals ω) if x = sω, and one of the following statements holds:
• ε = S(α1(ω)) and α1(ω) is an arrow, or
• ε = −S(α1(ω)) and α1(ω) is an inverse arrow.
Similarly, the composition 1εx ·ω is defined (and equals ω) if x = tω, and one of the
following statements holds:
• ε = T (αl(ω)) and αl(ω) is an arrow, or
• ε = −T (αl(ω)) and αl(ω) is an inverse arrow.
The composition 1εx · 1
ε′
x′ is defined (and equals 1
ε
x) if x = x
′ and ε = ε′. Note that
for any non-empty homotopy string ω, we have ∅ · ω = ω and ω · ∅ = ω.
For a homotopy string ω of positive length, there is a unique partition ω =
σL · · ·σ1 where each σi is a homotopy string of positive length; for each 1 ≤ i ≤ L
the homotopy strings σi and σi−1 can be composed as homotopy strings; and none
of the homotopy strings σi can be partitioned into non-empty non-trivial homotopy
strings. We call this the homotopy partition of ω, and the σj ’s are called homotopy
letters. Define ω[i] = σL · · ·σL−i+1 for i > 0 and ω[0] to be the trivial homotopy
string 1εtω such that 1
ε
tω · ω is defined as composition of homotopy strings.
Furthermore, we define the degree of ω, denoted by deg(ω), to be the number of
direct homotopy letters of ω minus the number of inverse homotopy letters of ω.
The degree of a trivial homotopy string is defined to be 0.
A non-trivial and non-empty homotopy string ω = σL · · ·σ1 with sω = tω is
called a homotopy band if deg(ω) = 0; either σL and σ
−1
1 are both direct homotopy
letters or σ−1L and σ1 are both direct homotopy letters; σ1 · σL is defined as com-
position of homotopy strings and there is no homotopy string ω˜ with l(ω˜) < l(ω)
such that sω˜ = tω˜ and ω = ω˜n for some positive integer n. If ω = σL · · ·σ1 is a
homotopy band, then the homotopy string ω′ = σj−1 · · ·σ1σL · · ·σj is a rotation of
ω if ω′ is a homotopy band.
We now give an explicit description of how to construct a complex Xm,ω in
Kb(projΛ) from a homotopy string ω associated to Λ and an integer m. Let Px
denote the indecomposable projective in vertex x. If ω = ∅, then the complex Xm,ω
AR-COMP. OF Kb(projΛ) FOR A CL.T. ALG OF TYPE A˜ 7
is the zero complex for all integers m. If ω is trivial, that is, ω = 1εx for ε ∈ {−1, 1},
then the complex Xm,ω is the stalk complex
· · · // 0 // Px // 0 // · · ·
with Px in degree m. If l(ω) > 0 we have the homotopy partition ω = σL · · ·σ1
with L ≥ 1. Let σ∗i be the direct homotopy string in {σi, σ
−1
i }. Then σ
∗
i gives rise
to a map
Ptσ∗
i
pσ∗
i−→ Psσ∗
i
,
sending etσ∗i to σ
∗
i esσ∗i = σ
∗
i , where ex is the primitive idempotent corresponding
to the vertex x in Q.
For m′ ∈ Z define an index set Im′(m,ω) by
Im′(m,ω) = {i ∈ [0, L] | deg(ω
[i]) +m = m′} .
The object in degree m′ of Xm,ω is the direct sum⊕
i∈Im′(m,ω)
Ps(ω[i]) .
The differentials are defined componentwise, if δm
′
X is the differential from degree
m′ to degree m′ + 1, we define
(δm
′
X )i,j =

pσ−1
L−i
i = j − 1 and σL−i is inverse
pσL−j i = j + 1 and σL−j is direct
0 otherwise
for j ∈ Im′(m,ω) and i ∈ Im′+1(m,ω). The complexes Xm,ω constructed in this
way are called string complexes. Observe that Xm,ω ∼= Xm+degω,ω−1 .
Example 3.1. Consider the algebra Λ = kQ/I given in Example 2.1. The homo-
topy string ω = u−1cbf associated with Λ has homotopy partition ω = u−1 · c · bf .
We compute the string complex X0,ω as follows:
We have I−1(0, ω) = {1}; I0(0, ω) = {0, 2} and I1(0, ω) = {3}. For the dif-
ferentials in the complex, we get (δ−1X )0,1 = pu; (δ
−1
X )2,1 = pc; (δ
0
X)3,0 = 0 and
(δ0X)3,2 = pbf . Hence, the complex X0,ω is
· · · // 0 // P1
( pupc )
// P16 ⊕ P3
( 0 pbf )
// P5 // 0 // · · ·
with P1 in degree −1.
Since homotopy bands are homotopy strings they give rise to complexes as de-
scribed above, and in addition each homotopy band ω also gives rise to a family
of band complexes Ym,ω,µ in Kb(projΛ), where m ∈ Z and µ is an indecomposable
automorphism of a finite dimensional vector space.
Consider the equivalence relation on the set of all homotopy strings generated by
inverting a homotopy string, and let W be a complete class of representatives under
this equivalence relation. Similarly, we consider the equivalence relation on the set
of all homotopy bands generated by inverting a homotopy band and identifying each
homotopy band with its rotations, and let B be a complete set of representatives
under this equivalence relation.
Proposition 3 ([4, Theorem 3], see also [5, Proposition 3.1]). Let Λ ∼= kQ/I be a
gentle algebra. Then the indecomposable objects of Kb(proj Λ) are exactly the string
complexes Xm,ω for m ∈ Z and ω ∈ W, and the band complexes Ym,ω,µ for m ∈ Z,
ω ∈ B and µ an indecomposable automorphism of a finite dimensional vector space.
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3.3. Almost split triangles in Kb(projΛ). Before we state Bobin´ski’s main re-
sult, giving the connection between homotopy strings and almost split sequences,
we need a result about the almost split sequences in the category C of indecompos-
able automorphisms of finite-dimensional vector spaces over k. Let µ : V → V be
an indecomposable object of C where dimk V = n > 0. Since µ is indecomposable,
it is similar to a Jordan matrix Jn(λ) consisting of one Jordan block, where λ ∈ k
is the eigenvalue of µ. Hence the object µ of C can be represented by the pair
(λ, n) and we denote it by Vn(λ), as in [8]. The following lemma from [8] gives the
AR-sequence starting in Vn(λ) in C.
Lemma 4. Let µ = Vn(λ) be an indecomposable object in the category C. Then
there is an AR-sequence
ψ : 0→ Vn(λ)→ Vn−1(λ)⊕ Vn+1(λ)→ Vn(λ)→ 0
in C, where V0(λ) = 0.
In particular, the AR-structure of C consists of homogeneous tubes, parametrized
by the eigenvalues λ of the indecomposable automorphisms.
For each homotopy string ω we will give combinatorial definitions of homotopy
strings ω+, ω
+ and ω++ and integers m
′(ω) and m′′(ω), see Section 6 and Appendix
C. With these definitions we can state the following:
Theorem 5 ([5], Main Theorem).
i) Let ω be a homotopy band, m ∈ Z, λ ∈ k and µ = Vn(λ) an indecomposable
automorphism of a finite dimensional vector space. Then we have an almost
split triangle in Kb(projΛ) of the form
Ym,ω,µ → Ym,ω,µ1 ⊕ Ym,ω,µ2 → Ym,ω,µ → Ym,ω,µ[1]
where µ1 = Vn−1(λ) and µ2 = Vn+1(λ).
ii) Let ω be a homotopy string, and m ∈ Z. Then we have an almost split
triangle in Kb(projΛ) of the form
Xm,ω → Xm+m′(ω),ω+ ⊕Xm,ω+ → Xm+m′′(ω),ω++
→ Xm−1,ω .
From now on, we will denote the string complex Xm,ω by ω[m]. We call the
integer m the degree of the string complex.
3.4. Components of the AR-quiver of Kb(proj Λ). We define the number of
middle terms in an AR-triangle χ to be α(χ). Note that from Theorem 5, we have
α(χ) ≤ 2 for all AR-triangles χ in Kb(projΛ). By [10] we know that any component
in a stable translation quiver is of the form Z∆/G where ∆ is a directed tree andG is
an admissible group of automorphisms on Z∆. It is clear that since any component
in the AR-quiver Kb(proj Λ) is a stable translation quiver, and α(χ) ≤ 2 for all
AR-triangles, ∆ is either An, A∞ or A
∞
∞ (see also [7]).
4. Derived equivalence classes of A˜n-quivers
In this section we describe representatives of the derived equivalence classes of
the cluster-tilted algebras of type A˜n. These algebras are known to be gentle by
[1]. We now introduce some notation.
We start by fixing an embedding into the plane, to be able to make the distinction
between the clockwise and the counterclockwise direction.
Let Q⋆n be the class of quivers of the form as in Figure 7, for some non-negative
integers r1, r2, s1, s2 where r = r1+ r2 > 0 and s = s1+ s2 > 0, and r+ s = n, [3].
For Q in Q⋆n we denote by ΛQ the path algebra of Q modulo the ideal generated
by all zero-relations which are compositions of two arrows in the same 3-cycle of
Q. We have the following:
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B′s2−1
B′1
F
B1
Br2−1
D0
D1
Dr1−1
C
D′s1−1
D′1
D′0
A1
Ar2
A′1
A′s2
αr2+1
αr βs
βs2+1
βs2
β1α1
αr2
γ2r2 δ2s2
γ2r2−1 δ2s2−1
γ2 δ2
γ1 δ1
Figure 7. Normal form of a quiver with all parameter values non-zero.
Theorem 6 ([3]).
(1) If Λ is a cluster-tilted algebra of type A˜n, then there exists Q in Q
⋆
n such
that Λ and ΛQ are derived equivalent.
(2) If Q and Q′ belong to Q⋆n, then ΛQ and ΛQ′ are derived equivalent if and
only if they have the same parameters (up to changing the roles of ri and
si for i ∈ {1, 2}).
For a quiver Q in Q⋆n, a clockwise oriented 3-cycle in Q will be called an r-cycle
and a counter-clockwise oriented 3-cycle an s-cycle. The arrows αr2+1, . . . , αr are
called r-arrows, and similarly the arrows βs2+1, . . . , βs are called s-arrows.
The vertices of a quiver Q in Q⋆n can be divided into ten disjoint sets as follows,
see Figure 7:
• A = {x ∈ Q0 | x has valency 2 and is part of an r-cycle}
• B = {x ∈ Q0 | x is part of two r-cycles}
• C = {x ∈ Q0 | x has valency 2 or 3, with αr and βs ending here}
• C˜ = {x ∈ Q0 | x has valency 2 and is a source}
• D = {x ∈ Q0 | x is the starting vertex of an r-arrow}
• F = {x ∈ Q0 | x has valency 4 α1 starting here}
The sets A′, B′ andD′ are defined similarly asA,B andD, respectively, by replacing
r-cycle with s-cycle and r-arrow with s-arrow. The set F ′ is defined similarly as F
by replacing “α1 starting here” with “αr ending here”. We will use the notation
D≥1 for the subset D \ {D0}.
The types of vertices occurring in a quiver Q in Q⋆n depends on the values of the
parameters r1, r2, s1 and s2. In particular one should note that if there is a vertex
of type C, C˜, F or F ′ in Q, then there is only one vertex of the respective type.
Also, a vertex of type F ′ will only occur in the case when both r1 = 0 and s1 = 0.
Vertices of type B will only occur when r2 > 1 and vertices of type D will only
occur when r1 > 0.
Moreover, as Theorem 6 states, the roles of ri and si can be interchanged while
preserving the derived equivalence. Therefore, it is sufficient to consider the cases
listed in Table 1. Figure 8 shows examples of quivers in the cases 2–5. Case 6 is
illustrated in Figure 7. The first case is hereditary, and will not be considered in
this paper since its derived category is well-known [9].
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Table 1. Variations of the normal form
№ r1 r2 s1 s2 Possible vertices
1 6= 0 0 6= 0 0 C˜, C,D,D′
2 0 6= 0 0 6= 0 A,A′, B,B′, F, F ′
3 0 6= 0 6= 0 0 A,B,C,D′
4 6= 0 6= 0 0 6= 0 A,A′, B,B′, C,D, F
5 6= 0 6= 0 6= 0 0 A,B,C,D,D′
6 6= 0 6= 0 6= 0 6= 0 A,A′, B,B′, C,D,D′, F
F
B1
F ′
A1
A2
A′1
(a) № 2
C D′0
A1
(b) № 3
F
D0
D1
C
A1 A
′
1
(c) № 4
D′0
D0
C
D′1
A1
(d) № 5
Figure 8. Some quivers in Q⋆n.
5. r-walks and s-walks
In this section we define r- and s-walks, which are special ways of traversing a
quiver in Q⋆n. We will also define reduction of homotopy strings. The walks and
reductions will later be used to describe AR-triangles in Kb(projΛ).
Let Q be a quiver in Q⋆n. For a vertex x ∈ Q0 let a walk starting in x be a
possibly infinite series of homotopy strings [w1, w2, . . .] with sw1 = x, swi = twi−1
for i > 1 and such that wn · · ·w2w1 for any n > 1 is a homotopy string. However,
it is not necessary that wi · wi−1 is defined as composition of homotopy strings.
We define a clockwise r-walk W = [w1, w2, . . .] starting in a vertex x in A ∪ D:
It is recursively defined by the function cw r(x), where if x is the vertex
• Ai for i > 1: then cw r(x) = γ2(i−1)γ2i−1, going from Ai to Ai−1
• A1:
{
r1 = 0 then cw r(x) = γ2r2βs · · ·β1γ1, going from A1 to Ar2
r1 > 0 then cw r(x) = α
−1
r βs · · ·β1γ1, going from A1 to Dr1−1
• Di for i > 0: then cw r(x) = α
−1
r2+i
, going from Di to Di−1
• D0:
{
r2 = 0 then cw r(x) = α
−1
r βs · · ·β1, going from D0 to Dr1−1
r2 > 0 then cw r(x) = γ2r2 , going from D0 to Ar2
where the vertices Ai and Di are as shown in Figure 7. We define w1 = cw r(x).
Observe that the vertex t(w1) is always in A∪D. Further, we define the ith step of
the clockwise r-walk to be wi = cw r(t(wi−1)) for i > 1. Observe that wi = wi+r
for i ≥ 1. Note that cw r(x) is always the shortest homotopy string from x to t(w1)
in the clockwise direction.
A clockwise r-walk is illustrated in Figure 9a. The vertices of type A ∪ D are
marked with ⋆, and the paths between the ⋆’s in the clockwise direction are the
steps of the walk.
Now we extend the function cw r(x) to vertices x of type B,B′, C,D′, F or F ′.
The clockwise r-prefix is the shortest clockwise homotopy string w with s(w) = x,
such that there exists some homotopy string w′ such that ww′ = cw r(y) for some
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vertex y ∈ A∪D. From the above, it follows that w is unique, and we denote it by
cw r p(x). The extended definition of the clockwise r-walk is then
cw r(x) =
{
cw r(x) x ∈ A ∪D
cw r p(x) x ∈ B ∪B′ ∪C ∪D′ ∪ F ∪ F ′
Note that according to Table 1, we always have r2 > 0. However, we have
included the case r2 = 0 in the definition of clockwise r-walk, as this is needed to
give a complete definition of counter-clockwise s-walk which will be defined as a
mirror image of the clockwise r-walk.
Next we define a counter-clockwise r-walk V = [v1, v2, . . .] starting in a vertex x
in A ∪ C ∪D≥1. It is recursively defined by the function ccw r(x), given by
• Ai for i < r2: then ccw r(x) = γ
−1
(2(i+1)−1)γ
−1
2i , going from Ai to Ai+1
• Ar2 :

r1 = 0 then ccw r(x) = γ
−1
1 β
−1
1 · · ·β
−1
s γ
−1
2r2
, going from Ar2 to A1
r1 > 0 then ccw r(x) = αr2+1γ
−1
2r2
,
going from Ar2 to D1, or from Ar2 to C
• C:

r2 = 0 then ccw r(x) = α1β
−1
1 · · ·β
−1
s ,
going from C to C, or from C to D1
r2 > 0 then, ccw r(x) = γ
−1
1 β
−1
1 · · ·β
−1
s , going from C to A1
• Di for 1 ≤ i ≤ r1 − 1: then ccw r(x) = αr2+i+1, going from Di to Di+1, or
from Di to C
As for the clockwise case, we define v1 = ccw r(x), and the ith step of the counter-
clockwise r-walk is defined by vi = ccw r(t(vi−1)) for i > 1. See Figure 9b for an
illustration of the steps in a counter-clockwise r-walk.
The counter-clockwise r-prefix for a vertex x in B,B′, D0, D
′, F or F ′ is defined
as follows: It is the shortest counter-clockwise homotopy string v with s(v) = x,
such that there exists some homotopy string v′ such that vv′ = ccw r(y) for some
vertex y ∈ A ∪ C ∪D≥1. Again, v is unique, and we denote it by ccw r p(x). We
extend the counter-clockwise r-walk as follows:
ccw r(x) =
{
ccw r(x) x ∈ A ∪ C ∪D≥1
ccw r p(x) x ∈ B ∪B′ ∪D0 ∪D′ ∪ F ∪ F ′
For the same reason as for the clockwise r-walk, we have included the case when
r2 = 0.
A counter-clockwise s-walk is defined to be the mirror image of a clockwise r-
walk, see Figure 9d. A clockwise s-walk is defined as the mirror image of a counter-
clockwise r-walk, see Figure 9c.
5.1. Reduction of a homotopy string. Let ω be a non-trivial and non-empty
homotopy string with one of the following properties:
(i) t(ω) ∈ A ∪ D, and such that αl(ω) is the last letter in the rth step of the
clockwise r-walk starting in t(ω),
(ii) t(ω) ∈ A′ ∪ D′, and such that αl(ω) is the last letter in the sth step of the
counter-clockwise s-walk starting in t(ω),
(iii) t(ω) ∈ A ∪ C ∪D≥1, and such that αl(ω) is the last letter in the rth step of
the counter-clockwise r-walk starting in t(ω),
(iv) t(ω) ∈ A′ ∪ C ∪D′≥1, and such that αl(ω) is the last letter in the sth step of
the clockwise s-walk starting in t(ω).
Observe that a homotopy string ω satisfies at most one of these properties.
Definition 7. Let ω be a homotopy string satisfying property (i). Let wr be the rth
step of the clockwise r-walk starting in t(ω). We define the clockwise r-reduction
of ω to be ω′, where ω = σω′ for a non-trivial homotopy string σ satisfying
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(a) A clockwise r-walk.
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(b) A counter-clockwise r-walk.
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(c) A clockwise s-walk.
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(d) A counter-clockwise s-walk.
Figure 9
• wr = σwˆ for some homotopy string wˆ, and
• there is no σ′ such that ω = σ′ω′′ and wr = σ′w˜ with l(σ′) > l(σ).
Similarly, we define counter-clockwise r-reduction by replacing property (i) by
property (iii), and by letting wr be the rth step of the counter-clockwise r-walk
starting in t(ω). The clockwise s-reduction and counter-clockwise s-reduction are
defined analogously.
Note that for some homotopy strings ω, the reduction removes ω itself – that is,
ω = σω′ where σ = ω. In this case, ω′ is the trivial homotopy string 1εsω such that
ω · 1εsω is defined as composition of homotopy strings. To do this, we fix the string
functions S and T described in Definition 2. See Appendix A for details.
Example 5.1. Recall Example 2.1. Consider the homotopy string ω = bfed asso-
ciated with Λ. It is clear that ω satisfies property (i). Then the homotopy string
ed is the clockwise r-reduction of ω. Note that this homotopy string also satisfies
property (i), and has the clockwise r-reduction d. In the last case, the homotopy
string we remove is the clockwise r-prefix for vertex 4.
Moreover, the homotopy string ν = jgd satisfies property (ii), and has counter-
clockwise r-reduction gd. Here, the homotopy string we remove is the counter-
clockwise r-prefix for vertex 6. Note that the homotopy string gd does not satisfy
properties (i)–(iv) and hence does not have a reduction.
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6. Almost split triangles for string complexes
Let Λ be a cluster-tilted algebra of type A˜n, and let ω[m] be a string complex in
Kb(projΛ). In this section, we give explicit calculations of the AR-triangle starting
in ω[m] and the AR-triangle ending in ω[m].
Theorem 5 states that the almost split sequence starting in ω[m] is of the form
ω[m]→ ω+[m+m′(ω)]⊕ ω+[m]→ ω
+
+ [m+m
′′(ω)]→ ω[m− 1]
where all the involved homotopy strings and integers can be found combinatorially
by using Bobin´ski’s algorithm (see Appendix C). Figure 10 shows the AR-triangle
ending in ω[m], and the AR-triangle starting in ω[m].
ω[m]
ω+[m+m′(ω)]
ω+[m]
ω−[m]
ω−[m−m
′(ω−)]
ω++ [m+m
′′(ω)]ω−−[m−m
′′(ω−−)]
Figure 10. The AR-triangles starting and ending in ω[m].
Lemma 8 ([5]). We have that ω+ = ((ω
−1)+)−1 and ω− = ((ω−1)−)
−1.
Hence, if we have a combinatorial description of ω+ and ω−, then we also have
a combinatorial description of all homotopy strings shown in Figure 10. The com-
binatorial descriptions of ω+ and ω− are given in Tables 2–5. In Tables 2 and 4 we
include the integer m′(ω). The integer m′′(ω) is equal to m′(ω) if ω+ is non-empty,
and otherwise equal to m′(ω+).
Proposition 9. Let ω[m] be a string complex. The middle term ω+[m +m′(ω)]
in the AR-triangle starting in ω is given by the entries in Tables 2 and 4. The
middle term ω−[m−m′(ω−)] in the AR-triangle ending in ω is given by the entries
in Tables 3 and 5.
Proof. See Appendix C. 
Table 2. ω+ for a non-trivial and non-empty homotopy string ω
αl(ω) condition ω
+ m′(ω)
αi, 1 ≤ i ≤ r2 cw r(tω) · ω −1
αi, r2 + 1 ≤ i ≤ r l(ω) = 1 ∅ –
αi, r2 + 1 ≤ i ≤ r l(ω) > 1 ccw r-reduction of ω 0
βi, 1 ≤ i ≤ s2 ccw s(tω) · ω −1
βi, s2 + 1 ≤ i ≤ s l(ω) = 1 ∅ –
βi, s2 + 1 ≤ i ≤ s l(ω) > 1 cw s-reduction of ω 0
α−1i , 1 ≤ i ≤ r cw r(tω) · ω
−1 if 2 ≤ i ≤ r2 + 1
0 if r2 + 2 ≤ i ≤ r
φ(r1) if i = 1
Continued on next page
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Table 2 – Continued from previous page
αl(ω) condition ω
+ m′(ω)
β−1i , 1 ≤ i ≤ s ccw s(tω) · ω 0 or −1
∗
γ2i, 1 ≤ i ≤ r2 cw r(tω) · ω
0 if i = 1 and r1>0
−1 otherwise
δ2i, 1 ≤ i ≤ s2 ccw s(tω) · ω 0 or −1∗
γ2i−1, 1 ≤ i ≤ r2 ccw s(tω) · ω
φ(s1) if i > 1
φ(r1) if i=1 and s2>0
0 otherwise
δ2i−1, 1 ≤ i ≤ s2 cw r(tω) · ω 0 or −1∗
γ−12i , 1 ≤ i ≤ r2 ccw s(tω) · ω φ(s1)
δ−12i , 1 ≤ i ≤ s2 cw r(tω) · ω 0 or −1
∗
γ−12i−1, 1 ≤ i ≤ r2 ccw r-reduction of ω −1
δ−12i−1, 1 ≤ i ≤ s2 cw s-reduction of ω −1
∗ as in above row, but interchanging r and s.
φ : Z≥0 → {−1, 0} is defined by φ(a) = −1 if a = 0, otherwise φ(a) = 0.
Table 3. ω− for a non-trivial and non-empty homotopy string ω
αl(ω) conditions ω−
αi, 1 ≤ i ≤ r ccw r(tω) · ω
βi, 1 ≤ i ≤ s cw s(tω) · ω
α−1i , 1 ≤ i ≤ r2 ccw r(tω) · ω
α−1i , r2 + 1 ≤ i ≤ r l(ω) = 1 ∅
α−1i , r2 + 1 ≤ i ≤ r l(ω) > 1 cw r-reduction of ω
β−1i , 1 ≤ i ≤ s2 cw s(tω) · ω
β−1i , s2 + 1 ≤ i ≤ s l(ω) = 1 ∅
β−1i , s2 + 1 ≤ i ≤ s l(ω) > 1 ccw s-reduction of ω
γ2i, 1 ≤ i ≤ r2 cw r-reduction of ω
γ2i−1, 1 ≤ i ≤ r2 cw s(tω) · ω
δ2i, 1 ≤ i ≤ s2 ccw s-reduction of ω
δ2i−1, 1 ≤ i ≤ s2 ccw r(tω) · ω
γ−12i , 1 ≤ i ≤ r2 cw s(tω) · ω
γ−12i−1, 1 ≤ i ≤ r2 ccw r(tω) · ω
δ−12i , 1 ≤ i ≤ s2 ccw r(tω) · ω
δ−12i−1, 1 ≤ i ≤ s2 cw s(tω) · ω
Table 4. ω+ for a trivial homotopy string
x in ω+ for ω = 1x m
′(ω) ω+ for ω = 1−1x m
′(ω)
A
cw r(x)
φ(r1) if i=1 ∅ –
(so x = Ai) 0 otherwise
A′
ccw s(x)
φ(s1) if i=1 ∅ –
(so x = A′i) 0 otherwise
Continued on next page
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Table 4 – Continued from previous page
x in ω+ for ω = 1x m
′(ω) ω+ for ω = 1−1x m
′(ω)
B cw r(x) −1 ccw s(x) φ(s1)
B′ ccw s(x) −1 cw r(x) φ(r1)
C
1Dr1−1 if r1 > 0 0 1D
′
s1−1
if s1 > 0 0
cw r(x) if r1 = 0 −1 ccw s(x) if s1 = 0 −1
D 1Di−1 if i > 0 0 ccw s(x) φ(s1)(so x = Di) cw r(x) if i = 0 −1
D′
(so x = D′i)
1D′i−1 if i > 0 0
cw r(x) φ(r1)
ccw s(x) if i = 0
{
0 if s2=0
−1 otherwise
F ccw s(x) φ(s1) cw r(x) φ(r1)
F ′ cw s(x) −1 ccw r(x) −1
φ : Z≥0 → {−1, 0} is defined by φ(a) = −1 if a = 0, otherwise φ(a) = 0.
Table 5. ω− for a trivial homotopy string
x in ω− for ω = 1x ω− for ω = 1
−1
x
A ∅ ccw r(x)
A′ ∅ cw s(x)
B ccw r p(x) cw s p(x)
B′ cw s p(x) ccw r p(x)
C ccw r(x) cw s(x)
Di 1Di+1 if i < r1 − 1 cw s(x)
(so x = Di) 1C if i = r1 − 1 and s1 > 0
D′i 1D′i+1 if i < s1 − 1 ccw r(x)
(so x = D′i) 1
−1
C if i = s1 − 1 and r1 > 0
F cw r p(x) ccw s p(x)
F ′ ccw r p(x) cw s p(x)
For the remaining part of this section, we will only consider properties of homo-
topy strings, and not complexes in Kb(projΛ). Note that it will never happen that
ω is equal to any of ω+, ω+, ω
− and ω−.
We start by defining four diagonals for a given homotopy string ω. The upper
right diagonal of ω is the sequence (ω, ω+, (ω+)+, . . .). Furthermore, we define the
lower right diagonal of ω to be the sequence (ω, ω+, (ω+)+, . . .). The upper and
lower left diagonals of ω are defined similarly.
Next, let a Q-walk denote one of the following walks: clockwise r-walk, clockwise
s-walk, counter-clockwise r-walk, counter-clockwise s-walk. Note that it follows
from Proposition 9, that the condition l(ω+) > l(ω) implies that ω+ is of the form
σω for a step σ in a Q-walk.
Corollary 10. Let ω be a homotopy string, let ω∗ be either ω+ or ω−, and let D be
the diagonal (ω, ω∗, . . .). If ω∗ is of the form σω, where σ is a step in a Q-walk W ,
then the homotopy string in D succeeding ω∗ is σ′ω∗, where σ′ is the step succeeding
σ in W .
Proof. This follows from the definition of walks and Tables 2–5. For example,
assume that ω∗ = ω+ and that ω+ = σω where σ is a step in a clockwise r-walk.
Then t(ω+) ∈ A ∪ D, such that αl(t(ω+)) is an arrow γ2i if t(ω+) ∈ A, and an
inverse r-arrow otherwise. In all these cases, (ω+)+ = cw r(t(ω+)) · ω+. 
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Proposition 11. (1) Let ω be a homotopy string. Assume that ω+ = σω and
ω+ = ωσ
′, where σ is a step in a Q-walk W and σ′−1 is a step in a Q-walk W ′.
If ω˜ is in the lower right diagonal of ω, and ω̂ is in the upper right diagonal of ω,
then
ω˜+ = σω˜ and ω̂+ = ω̂σ
′ .
(2) Let ω be a homotopy string. Assume that ω+ = σω and ω− = ωσ′, where σ is
a step in a Q-walk W and σ′−1 is a step in a Q-walk W ′. If ω˜ is in the upper left
diagonal of ω, and ω̂ is in the upper right diagonal of ω, then
ω˜+ = σω˜ and ω̂− = ω̂σ′ .
(3) Let ω be a homotopy string. Assume that ω− = σω and ω
− = ωσ′, where σ is
a step in a Q-walk W and σ′−1 is a step in a Q-walk W ′. If ω˜ is in the upper left
diagonal of ω, and ω̂ is in the lower left diagonal of ω, then
ω˜− = σω˜ and ω̂
− = ω̂σ′ .
(4) Let ω be a homotopy string. Assume that ω− = σω and ω+ = ωσ
′, where σ is
a step in a Q-walk W and σ′−1 is a step in a Q-walk W ′. If ω˜ is in the lower left
diagonal of ω, and ω̂ is in the lower right diagonal of ω, then
ω˜+ = ω˜σ
′ and ω̂− = σω̂ .
Proof. We prove case (1). The proofs for cases (2)–(4) are similar. If ω 6= ∅ is
non-trivial, then by Corollary 10, we have that α1(ω̂) = α1(ω) and that αl(ω˜)(ω˜) =
αl(ω)(ω); and ω̂+ is determined by α1(ω̂), and ω˜
+ is determined by αl(ω˜).
Assume now that ω is trivial, that is, ω = 1εx for some vertex x and some
ε ∈ {−1, 1}. Then, by Table 4, it follows that x is in B ∪ B′ ∪D0 ∪D
′
0 ∪ F ∪ F
′,
since these are the only vertex types where both 1+x and (1
−1
x )
+ are of length greater
than ω. It is easy to verify by Tables 2 and 4 that we are in this situation:
1εx
σ
σ′
σσ′
We can now consider the upper right diagonal of σ and the lower right diagonal of
σ′, but then we are in the non-trivial case. 
7. Classification of the AR-components
In this section, we give a complete classification of all the AR-components in
Kb(projΛ) where Λ ∼= kQ/I is a fixed cluster-tilted algebra of type A˜n with Q in
Q⋆n.
We start by defining admissible reduction for homotopy strings and we show
that there are three types of homotopy strings that can not be admissibly reduced.
Moreover, any other homotopy string can be admissibly reduced to a homotopy
string of one of these three types. In Section 7.1 we show that one of the classes
of homotopy strings that can not be admissibly reduced, gives rise to the ZA∞-
components and tubes containing string complexes. In Section 7.2 we parametrize
the ZA∞∞-components arising from the second class of homotopy strings that can
not be admissibly reduced, and we describe the ZA∞∞-components arising from the
third class of homotopy strings that can not be admissibly reduced. In Section 7.3
we consider the AR-components containing band complexes. Finally, Section 7.4
provides a summary of the main results.
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In the remainder of this section, all homotopy strings and homotopy bands are
associated with the fixed algebra Λ.
Definition 12. Let ω be a homotopy string which is neither an r-arrow, nor an
s-arrow, nor the inverse of such an arrow. If ω′ is either the clockwise r-reduction
of ω, or the counter-clockwise r-reduction of ω, or the clockwise s-reduction of ω, or
the counter-clockwise s-reduction of ω, then we call ω′ a left admissible reduction
of ω.
We define a right admissible reduction of ω to be ω′′, where (ω′′)−1 is a left
admissible reduction of ω−1.
If there exists a left or right admissible reduction of a homotopy string ω, then we
say that ω can be admissibly reduced, and the operation performed is an admissible
reduction.
Lemma 13. Let ω be a homotopy string. If ω′ is a left admissible reduction of ω,
then either ω′ = ω+ or ω′ = ω−. Moreover,
• if ω′ is a clockwise r-reduction or a counter-clockwise s-reduction of ω, then
ω′ = ω−, and
• if ω′ is a clockwise s-reduction or a counter-clockwise r-reduction of ω, then
ω′ = ω+.
Similarly, if ω′ is a right admissible reduction of ω, then ω′ is either ω+ or ω
−.
Proof. Let ω be a homotopy string and assume it can be left admissibly reduced
and that ω′ is the left admissible reduction of ω. The left admissible reduction
of ω is either a clockwise r-reduction of ω, a counter-clockwise r-reduction of ω, a
clockwise s-reduction of ω or a counter-clockwise s-reduction of ω.
If the reduction is a clockwise r-reduction, then ω satisfies condition (i) in chapter
5.1. In particular αl(ω) is either an arrow γ2i for some 1 ≤ i ≤ r2, or an inverse
r-arrow. Thus we need to check that in all these cases ω′ = ω−. The entries in
Table 3 clearly show that this is so, except for the case when l(ω) = 1 and ω is
the inverse of an r-arrow. The clockwise r-reduction of the exceptions are defined,
however the reductions are not admissible reductions, and therefore are not cases
we need to consider, as we have assumed that ω can be admissibly reduced.
The three other cases follow by similar arguments. 
Corollary 14. Let ω be a homotopy string. Then ω′ is a left admissible reduction
of ω if and only if ω′ 6= ∅ and ω′ is one of {ω+, ω−} such that l(ω′) < l(ω).
Proof. Let ω be a homotopy string.
Assume that ω has an admissible reduction ω′. By the definition of admissible
reduction it is clear that l(ω′) < l(ω) and ω′ 6= ∅, and by Lemma 13 either ω′ = ω+
or ω′ = ω−.
Assume that ω′ 6= ∅ is either ω+ or ω− and that l(ω′) < l(ω). By Tables 2 and
3 it is clear that in any of these cases ω+ and ω− is an admissible reduction. 
It is clear from the definition of a right admissible reduction, that there is a
similar result as Corollary 14 for right admissible reductions. We now give the
definition of central homotopy strings, which we will show form one of the classes
of homotopy strings that can not be admissibly reduced.
Definition 15. A central homotopy string is either a trivial homotopy string cor-
responding to a vertex of type B,B′, F or F ′, or a homotopy string ω where
• α1(ω) ∈
{
αi , α
−1
i , βj , β
−1
j , γ2i , γ
−1
2i−1 , δ2j , δ
−1
2j−1 | 1 ≤ i ≤ r2, 1 ≤ j ≤ s2
}
• αl(ω) ∈
{
αi , α
−1
i , βj , β
−1
j , γ2i−1 , γ
−1
2i , δ2j−1 , δ
−1
2j | 1 ≤ i ≤ r2, 1 ≤ j ≤ s2
}
.
Lemma 16. If ω is a central homotopy string, then ω can not be admissibly reduced.
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Proof. This follows from Tables 2 and 3. 
We have now seen that there are three classes of homotopy strings which can
not be admissibly reduced: The central homotopy strings (by the above lemma),
the non-central trivial homotopy strings (because no trivial homotopy string can be
reduced, by Definition 7), and the r- and s-arrows and their inverses (by Definition
12). The following lemma shows that these classes of homotopy strings are the only
ones which can not be admissibly reduced.
Lemma 17. Let ω 6= ∅ be a homotopy string. By a series of left or right admissible
reductions, ω can be reduced to a homotopy string which is of one of the following
types:
(i) an r- or s-arrow or an inverse of such an arrow or a trivial homotopy string
corresponding to a vertex of type A or A′, or
(ii) a central homotopy string, or
(iii) a trivial homotopy string corresponding to a vertex of type C, D or D′.
Proof. Let ω 6= ∅ be a homotopy string, and assume that ω is neither of type (i),
nor (ii), nor (iii). Then l(ω) > 0. Denote by X the complement of{
αi , α
−1
i , βj , β
−1
j , γ2i−1 , γ
−1
2i , δ2j−1 , δ
−1
2j | 1 ≤ i ≤ r2, 1 ≤ j ≤ s2
}
in Q′1. Let ω̂ = ω if αl(ω) ∈ X , otherwise let ω̂ = ω
−1. It is clear that αl(ω̂) ∈ X ,
since ω is not a central homotopy string. In any case, either ω̂+ or ω̂− will be an
admissible reduction of ω̂.
For instance, assume that αl(ω̂) = γ2i for some 1 ≤ i ≤ r2. Then by Table 3,
ω̂− is an admissible reduction of ω̂.
Next, let ̂̂ω be the admissible reduction of ω̂. Repeat the above step for the
homotopy string ̂̂ω. 
7.1. Characteristic components containing string complexes. By a charac-
teristic component, we mean an AR-component containing AR-triangles with only
one middle term. In this section, we will consider characteristic components con-
taining string complexes. These components are dependent on the parameters of
the quiver of the cluster-tilted algebra.
A similar result as Proposition 18 holds by exchanging the parameters s1 and s2
with the parameters r1 and r2.
Proposition 18. If s2 = 0 then, for each i ∈ Z, there is a characteristic component
with the following edge:
β−1s [i] β
−1
s−1[i] · · · β
−1
1 [i] β
−1
s [i]
· · ·
If s2 6= 0, there is a class of s2 AR-components with the following edges:
· · ·
1A′s2
[i]
1A′
s2−1
[i− 1]
· · · 1A′1
[i− s2 + 1]
β−1s
[i− s2 + 1]
· · · β−11
[i− s2 + 1]
1A′s2
[i− s2]
· · · · · ·
· · ·
Proof. From Proposition 9, it is clear that for any of the homotopy strings 1A′i for
1 ≤ i ≤ s2 and β
−1
j for s2+1 ≤ j ≤ s, we have ω+ = ∅. Hence the string complexes
shown in the above figures are all in some characteristic component. The rest of
the result follows from direct calculations. 
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The characteristic components described in Proposition 18 are called s-components.
Similarly, the characteristic components depending on the parameters r1 and r2 are
called r-components.
In the next corollaries we show that the r- and s-components are tubes or ZA∞-
components, and that they are exactly the characteristic AR-components contain-
ing string complexes. We also describe the string complexes occurring in such
components.
Corollary 19. Let ω[i] be a string complex occurring in an s-component. Then ω is
of the following form: ω = wk · · ·w1ω′ where ω′[j] is on the edge of the component
(for some j ∈ Z), and where w1, · · · , wk are the k first consecutive steps of the
counter-clockwise s-walk starting in tω′.
Similarly, let ω[i] be a string complex occurring in an r-component. Then ω is
of the form ω = wk · · ·w1ω′ where ω′[j] is on the edge of the component (for some
j ∈ Z), and where w1, · · · , wk are the k first consecutive steps of the clockwise
r-walk starting in tω′.
Proof. From Tables 2–5, we know that for a string complex ω[i] on the edge of an
s-component, we have that ω+ = ccw s(tω) · ω. Then, from Corollary 10, we know
that the upper right diagonal of ω will continue to grow with succeeding steps in a
counter-clockwise s-walk.
The other case is proved similarly. 
Corollary 20. If s2 = 0, then the s-components are tubes of rank s1. If s2 > 0,
then the s-components are of type ZA∞ with τ
s = [s2].
Corollary 21. The r- and s-components are exactly the characteristic components
containing string complexes.
Proof. This is clear, as in Tables 2–5 the empty homotopy string ∅ occurs only for
the homotopy strings listed in Proposition 18. 
Corollary 22. Let ω[i] be a string complex in a characteristic component. Then
ω is not a central homotopy string.
Proof. If ω[i] is a string complex on the edge of a characteristic component, then ω
is not a central homotopy string. Let ω′[j] be a string complex in a characteristic
component, which is not on the edge. Then by Corollary 19 it is clear that ω′ can
be admissibly reduced. By Lemma 16 no central homotopy string can be in this
characteristic component. 
From Corollary 19, it is clear that no string complex ω[i] where ω is of type (iii)
in Lemma 17 can be in a characteristic component.
7.2. The ZA∞∞-components. From Corollary 21, Corollary 22 and Section 3.4, it
is clear that if ω[i] is a string complex where ω is of type (ii) or (iii) in Lemma
17, then ω[i] is in a component of type ZA∞∞/G where G is an admissible group of
automorphisms on ZA∞∞.
Let ω[i] be a string complex where ω is a central homotopy string. In the
following lemma, we show that if υ is another central homotopy string, then the
string complex υ[j] can not be in the same AR-component as ω[i].
Lemma 23. Let ω[i] and υ[j] be string complexes where ω and υ are central ho-
motopy strings. If ω[i] ≇ υ[j], then ω[i] and υ[j] are in different AR-components.
Proof. Let ω be a central homotopy string. From Tables 2–5, it is easy to verify
that each of ω+, ω+, ω
− and ω− is obtained by adding (possibly the inverse of) a
step of some Q-walk to ω, and that the four Q-walks involved are of four different
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types. By Corollary 10 and Proposition 11, there can be no central homotopy string
different from ω in the AR-component. 
It follows from the proof of Lemma 23 that the string complex ω[i], where ω is a
central homotopy string, never occurs twice in the same component. Hence, the only
possibility for G is the trivial group, and thus there is a class of ZA∞∞-components
which up to shift are parametrized by the central homotopy strings. Note that for
each ZA∞∞-component in this class, the corresponding central homotopy string ω
is of strictly smaller length than any homotopy string ν where ν[j] is in the same
component for some j ∈ Z.
We now consider string complexes of the form ω[i] where ω is of type (iii) in
Lemma 17, that is a trivial homotopy string corresponding to a vertex of type C,D
or D′.
For a string complex ω[i] in an AR-component of type ZA∞∞, we define the
upper right diagonal of ω[i] to be the sequence (ω[i], ω+[i′], (ω+)+[i′′], . . .) where
i′ = i+m(ω) and i′′ = i′ +m(ω+). Similarly, we define the lower right diagonal of
ω[i], the upper left diagonal of ω[i] and the lower left diagonal of ω[i].
The following lemma is illustrated in Example 2.1 revisited in Section 8.
Lemma 24. All stalk complexes ω[i] where ω is a trivial homotopy string corre-
sponding to a vertex of type C,D or D′ and i is a fixed integer, are in the same
ZA∞∞-component. There are irreducible maps, which depend on the values of the
parameters r1 and s1, as described below:
• If r1 > 0 the irreducible maps in the lower right diagonal of 1
−1
C [i] are
1−1C [i]→ 1
−1
Dr1−1
[i]→ · · · 1−1D1 [i]→ 1
−1
D0
[i].
• If s1 > 0 the irreducible maps in the upper right diagonal of 1
−1
C [i] are
1−1C [i]→ 1D′r1−1
[i]→ · · · 1D′1 [i]→ 1D′0 [i].
Furthermore, for each j in Z with j 6= i and ω as above, ω[j] and ω[i] are not in
the same component.
Proof. We have seen that the string complexes arising from trivial homotopy strings
corresponding to a vertex of type C,D or D′ are in a component of the form
ZA∞∞/G. By a similar argument as in the proof of Lemma 23 and its subsequent
comment, G is trivial. The irreducible maps follow from Tables 4 and 5. 
Hence, if at least one of r1 and s1 is non-zero, we get a class of ZA
∞
∞-components
parametrized by Z. If r1 = s1 = 0, then we have no vertices of type C,D or D
′,
and hence no AR-component of type ZA∞∞ as in Lemma 24.
7.3. Characteristic components containing band complexes. For any Q in
Q⋆n there is always a homotopy band ω = β
−1
1 · · ·β
−1
s αr · · ·α1, called the central
homotopy band of Q. Note that it follows from the definition of a homotopy band
that there can be no homotopy bands starting in a vertex of type A,A′, D≥1 and
D′≥1.
Proposition 25. Let Λ ∼= kQ/I be a cluster-tilted algebra of type A˜n. There are
finitely many homotopy bands associated with Λ if and only Λ is hereditary.
Proof. It is clear that for the hereditary case, the central homotopy band is the only
homotopy band. Assume now that Λ is not hereditary, that is, we have r2 > 0 (see
Table 1). We can then construct one class consisting of infinitely many homotopy
bands for the case when r = r2 = 1, and one class consisting of infinitely many
homotopy bands for the case when r > 1.
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First, let r = r2 = 1. Then the homotopy string
ω = β−11 · · ·β
−1
s γ
−1
2 γ
−1
1 α
−1
1 βs · · ·β1γ1γ2α1
is a homotopy band. Let ωc denote the central homotopy band. Then the homotopy
string ωn = ω · (ωc)n is a homotopy band for all positive integers n.
Now let r > 1. Then the homotopy string
ω = β−11 · · ·β
−1
s αr · · ·α2γ
−1
2 γ
−1
1 α
−1
1 · · ·α
−1
r βs · · ·β1γ1γ2α1
is a homotopy band. Again, let ωc denote the central homotopy band. Then the
homotopy string ωn = ω · (ωc)n is a homotopy band for all positive integers n.
Thus, it is clear that any non-hereditary cluster-tilted algebra of type A˜n will have
infinitely many homotopy bands associated with itself. 
Note that for most quivers in Q⋆n, there are also ways of constructing classes of
infinitely many homotopy bands other than in the proof.
7.4. Summary. In the following theorem we give a full overview of all the AR-
components of Kb(projΛ). Note that we always assume that r2 > 0 (see Table
1).
Theorem 26. Let C be the set of central homotopy strings associated with Λ, and B
the set of homotopy bands associated with Λ. The AR-quiver of Kb(projΛ) consists
of:
• A class of homogeneous tubes, parametrized by B× k × Z.
• A class of s-components. If s2 = 0, we get a class of tubes of rank s1
parametrized by Z. If s2 > 0, we get s2 components of type ZA∞ with
τs = [s2].
• r2 components of type ZA∞ with τr = [r2].
• A class of ZA∞∞-components containing all the stalk complexes correspond-
ing to a vertex of type C, D or D′, parametrized by Z.
• A class of ZA∞∞ components parametrized by C× Z.
Proof. By Lemma 17, any homotopy string admissibly reduces to one of three types.
Hence, by Corollary 21, Lemma 23 and Lemma 24, the list in the theorem gives all
AR-components. 
8. Example
In this section, we revisit Example 2.1. The following notation will be used: The
arrows of the quivers are denoted by small letters (e.g. a, b), and for an arrow a
the inverse is denoted by a.
Recall that Λ = kQ/I is a cluster-tilted algebra of type A˜15, where Q is the
quiver in Figure 11 and
I = 〈ih, gi, hg, ed, fe, df, ba, cb, ac, ts, ut, su, qp, rq, pr〉 .
The parameters of Q are r1 = 2, r2 = 3, s1 = 4 and s2 = 2. We will now give part
of the AR-structure of Kb(projΛ).
Recall from Section 4 that the 16 vertices can be divided into disjoint sets as
follows: A = {3, 5, 7}, A′ = {15, 16}, B = {2, 4}, B′ = {14}, C = {9}, D = {6, 8},
D′ = {10, 11, 12, 13} and F = {1}.
The steps of the clockwise r-walk starting in vertex 7 are
[ei, bf, klmnopsc, j, h, ei, bf, . . .].
The steps of the clockwise r-walk starting in vertex 5 consists of the same steps as
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1
2
4
6
8
9 10
11
12
13
14
3
5
7
16
15
a
d
g
j
k
l
m
n
o
p
s
c
b
f
e
i
h
q
r
t
u
Figure 11. The quiver Q.
17[0]
ei[−1]
15[−1]
bf [−2]
13[−2]
klmnopsc[−2]
k[−2]
jk[−2]
j[−2]
hj[−3]
17[−3]
eihJ [−1] bfei[−2] klmnopscbf [−2] jklmnopsc[−2] hjk[−3] eihj[−4]
...
...
...
...
...
· · ·· · ·
Figure 12. The lower rows of the AR-component containing 17[0].
By Theorem 26, we know that there are two classes of characteristic components
containing string complexes, or more precisely, one class of s-components and one
of r-components. Moreover, since neither of r2 and s2 are zero, we know that both
classes consists of ZA∞-components. For an r-component, the edge is given by
Proposition 18. We look at the component including the stalk complex 17[0].
For any complex on the edge of this component, the upper right diagonal of
the complex is given by Corollary 19. In particular, the upper right diagonal of
17[0] is (17[0], ei[−1], bfei[−2], . . .). Figure 12 shows the three lower rows of the
AR-component. Note that this is the same component as in Figure 4.
Next, we give the ZA∞∞-components, up to shift, including the trivial homotopy
strings corresponding to vertices of type C, D, and D′. This is the special ZA∞∞-
component described in Lemma 24. The component is given in Figure 6.
Further, by Tables 2–5, we get that the upper right diagonals starting in the
stalk complexes 1−18 [0], 1
−1
6 [0] and 113[0] consists of subsequent steps of a counter-
clockwise s-walk; the lower left diagonals starting in 1−19 [0], 1
−1
8 [0] and 1
−1
6 [0] con-
sists of subsequent steps of a clockwise s-walk; the lower right diagonals starting
in 1−16 [0], 110[0], 111[0], 112[0] and 113[0] are inverse steps of a clockwise r-walk;
and finally that the upper left diagonals starting in 1−19 [0], 110[0], 111[0], 112[0] and
113[0] are inverse steps of a counter-clockwise r-walk. Using this, we have a com-
plete description of the AR-component. In Figure 13, a part containing the stalk
complexes is shown.
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Some examples of homotopy bands associated with Λ are stusponmlkjgdacba
and stucba.
1−19 [0]
110[0]
111[0]
112[0]
113[0]
1−18 [0]
1−16 [0]
lk[0]
lmk[0]
nmlk[0]
onmlk[0]
lkj[0]
mlkj[0]
nmlkj[0]
onmlkj[0]
lmnopsc[0]
mnopsc[0]
nopsc[0]
opsc[0]
psc[0]
h[0]
lkjh[0]
mlkjh[0]
nmlkjh[0]
onmlkjh[0]
uadgjklmnopsc[1]
uadgjk[1]
uadgj[1]
uadg[1]
uadgh[1]
qpsc[−1]
q[−1]
qonmlk[−1]
qonmlkj[−1]
trq[−2]
hie[0]
lkjhie[0]
mnopscbf [0]
Figure 13. The special ZA∞∞-component of K
b(proj Λ).
Appendix A. Assignments of S and T
Recall Definition 2 of a gentle algebra. We fix the functions S, T : Q1 → {−1, 1}
for a quiver Q in Q⋆n. For the arrows αi, where 1 < i ≤ r, we set Sαi = −1
and Tαi = 1. Similarly, for the arrows βj , we set Sβj = −1 and Tβj = 1 for
1 ≤ j < s. For any 3-cycle containing neither α1 nor βs, we assign values of S and
T as shown in Figure 14a, where the arrow marked a is either αi or βj for some
1 < i ≤ r or 1 ≤ j < s (note that Sa and Ta are already taken care of by the above
assignments). For the arrow α1, we set Sα1 = 1 = Tα1, and for the arrow βs, we
set Sβs = −1 = Tβs. In the case where α1, respectively βs, is part of a 3-cycle, the
values of S and T for the remaining arrows of the 3-cycle are shown in Figures 14b
and 14c, respectively.
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a
Sa = −1 1 = Ta
b
1 = Sb
1 = Tb
c
Sc = 1
Tc = −1
(a)
α1
Sα1 = 1 1 = Tα1
γ2
1 = Sγ2
1 = Tγ2
γ1
Sγ1 = 1
Tγ1 = 1
(b)
βs
Sβs = −1 −1 = Tβs
δ2s
−1 = Sδ2s
1 = Tδ2s
δ2s−1
Sδ2s−1 = 1
Tδ2s−1 = −1
(c)
Figure 14. Assignment of S and T to the arrows of a 3-cycle.
Lemma 27. If Λ ∼= kQ/I is a cluster-tilted algebra of type A˜n, then the above
assignments of S and T to the quiver Q in Q⋆n satisfies the conditions given in
Definition 2.
The proof is straight-forward. Note that this assignment of S and T is not
unique. A different assignment of the functions will still give the same final result,
but to give examples and technical results in an unequivocally manner, we need to
fix explicitly given functions.
Appendix B. The longest antipath θx,ε
An antipath in a gentle algebra is either a trivial homotopy string, or a direct
homotopy string ρ such that for any two consecutive arrows α and β in ρ, we have
that their composition is a relation. Bobin´ski defines, for each vertex x ∈ Q0 and
each ε ∈ {−1, 1}, the set Θx,ε consisting of all antipaths θ such that tθ = x and
Tθ = ε. Moreover, he defines θx,ε to be the maximal element of Θx,ε if such element
exists; otherwise, he defines θx,ε = ∅.
We will now consider the possible values of θx,ε when Q is a quiver in Q⋆n. The
cases where θx,ε is not the empty string are the following:
• θAi,−1 = 1Ai for 1 ≤ i ≤ r2,
• θC,1 = αr when r1 > 0,
• θC,−1 = βs when s1 > 0,
• θDi,1 = αi+r2 for 1 ≤ i ≤ r1 − 1,
• θDi,−1 = 1Di for 0 ≤ i ≤ r1 − 1 and r2 > 0,
• θDi,−1 = 1Di for 1 ≤ i ≤ r1 − 1 and r2 = 0,
• θD′j ,1 = βj+s2 for 1 ≤ j ≤ s1 − 1,
• θD′
j
,−1 = 1D′
i
for 0 ≤ j ≤ s1 − 1.
For the rest of the θx,ε’s, the set Θx,ε is infinite with no maximal element. This
is the case when there exists an arrow α which is part of a 3-cycle and such that
tα = x and Tα = ε.
Appendix C. Proof of Proposition 9
We now give a proof of Proposition 9 in section 6. In this proof we will use the
algorithm presented by Bobin´ski in [5, Section 6], which we will now recall. Let
ω = αl · · ·α1 be a homotopy string with homotopy partition ω = σL · · ·σ1. Note
that our convention of labeling the letters and homotopy letters is opposite of the
convention used in [5].
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We now state Bobin´ski’s algorithm for finding ω+. If αl is a direct letter, let
ρ(ω) denote the maximal integer i ∈ [1, l] such that the i last letters of ω, that is
αl · · ·αl−i+1, is an antipath. If αl is an inverse letter or ω is a trivial homotopy
string, we let ρ(ω) = 0. Next, we define the substring ω′ of ω to be
ω′ =

ω if ρ(ω) = 0
1Sωsω if ρ(ω) = l
αl−ρ(ω) · · ·α1 if 0 < ρ(ω) < l
Note that ω′ is obtained by removing the longest possible antipath from the end of
ω, and that ρ(ω) denotes the number of letters removed.
Let σ denote the maximal path of Q with no subpath in I such that σ · ω is
defined as composition of homotopy strings. Now, we have 6 cases for computing
ω+, as listed below:
ω+ =

θ−1tσ,−Tσσω l(σ) > 0 (1)
θ−1tω′,−Tω′ω
′ l(σ) = 0, l(θtω′,−Tω′) > 0, and l(ω
′) > 0 (2)
([1]θtω′,−Tω′)
−1 l(σ) = 0, l(θtω′,−Tω′) > 0, and l(ω
′) = 0 (3)
[1]ω′ l(σ) = 0, l(θtω′,−Tω′) = 0, l(ω
′) > 0,
and αl(ω′)(ω
′) is an inverse arrow (4)
ω′ l(σ) = 0, l(θtω′,−Tω′) = 0, l(ω
′) > 0,
and αl(ω′)(ω
′) is an arrow (5)
∅ l(σ) = 0, l(θtω′,−Tω′) = 0, and l(ω′) = 0 (6)
Finally, for an integer m, we compute
m′(ω) =
{
l(θtσ,−Tσ)− 1 l(σ) > 0
l(θtω′,−Tω′) + ρ(ω)− 1 l(σ) = 0
and this completely describes how we find the pair (m′(ω), ω+) from the pair (m,ω).
This concludes Bobin´ski’s algorithm. We will now state again Proposition 9 and
then use the above algorithm to give the proof.
Proposition 28. Let Λ be a cluster-tilted algebra of type A˜n, and let ω[m] be a
string complex in Kb(projΛ). The middle term ω+[m+m′(ω)] in the AR-triangle
starting in ω is given by the entries in Tables 2 and 4. The middle term ω−[m −
m′(ω−)] in the AR-triangle ending in ω is given by the entries in Tables 3 and 5.
Proof. The proof of this proposition can be done by direct calculations, and thus
we only include part of the calculations. We include below the calculations for ω+
when αl(ω) = α
−1
i for 1 ≤ i ≤ r. There are then the following cases to consider:
• If 2 ≤ i ≤ r2 + 1, then σ = γ2i−2 so we are in the first case of the algo-
rithm. Now θtσ,−Tσ = θAi−1,−1 = 1Ai , thus ω
+ = γ2i−2ω = cw r(tω)ω and
m′(ω) = −1.
• If r2 + 2 ≤ i ≤ r, then it is clear that σ = ∅ and ρ(ω) = 0 so ω
′ = ω. Now
θtω′,−Tω′ = θDi−r2−1,1 = αi−1 so we are in case (2) of the algorithm, and
ω+ = α−1r2+j−1ω = cw r(tω)ω and m
′(ω) = 0.
• If i = 1 and r2 = 0, then αl(ω) = α
−1
1 and σ = βs · · ·β1. Hence we are in
case (1) of the algorithm, and θtσ,−Tσ = αr. Then ω
+ = α−1r βs · · ·β1ω =
cw r(tω)ω and m′(ω) = 0.
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• If i = 1 and r2 > 0, then αl(ω) = α
−1
1 and
σ =
{
βs · · ·β1 r1 > 0
γ2r2βs · · ·β1 r1 = 0 .
In both cases, we are in case (1) of the algorithm, and
θtσ,−Tσ =
{
αr r1 > 0
1Ar2 r1 = 0 .
In both cases, we get ω+ = cw r(tω)ω, with m′(ω) = 0 if r1 > 0 and
m′(ω) = −1 if r1 = 0.
The calculations for Tables 2 and 4 can be done similarly.
For the proof of Table 3 and 5, the following procedure is applied: For every
entry of the table, let ω be a homotopy string satisfying the given description of
the entry and let ω̂ be the homotopy string arising by performing the operation
from the corresponding entry in the third column (i.e. ω̂ = ω−). Next, consider all
possible ω˜ such that ω˜+ = ω (we use Tables 2 and 4 for this). Then, for each such
ω˜, verify that ω˜ = ω̂. In this proof, we shall only do this for the entry αl(ω) = γ2i
in Table 3. The rest is left to the reader.
Assume that ω is a homotopy string with αl(ω) = γ2i for some 1 ≤ i ≤ r2. We
examine Tables 2 and 4 to find ω˜ such that ω˜+ can be a homotopy string ending
with such an arrow. The possibilities for ω˜ are:
• αl(ω˜) = αi for 1 ≤ i ≤ r2
• αl(ω˜) = α
−1
i for 2 ≤ i ≤ r2 + 1
• αl(ω˜) = γ2i for 2 ≤ i ≤ r2 or i = 1 and r1 = 0
• αl(ω˜) = δ2i−1 for 1 ≤ i ≤ s2 and r1 = 0
• αl(ω˜) = δ
−1
2i for 1 ≤ i ≤ s2 and r1 = 0
It is easy to see that those are all homotopy strings such that ω˜+ is cw r(tω˜)ω˜. We
have that ω̂ is the clockwise r-reduction of ω, an since this operation undoes adding
a step of a clockwise r-walk, we will always get ω˜ = ω̂. 
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