In this paper, we study the operational availability of a complex technical system consisting of several components. The components are subject to breakdowns, and hence for each component a limited number of spare parts are held in stock. If a system's component fails and it can not be replaced immediately, due to a lack of spares, the system becomes unavailable until a new component is installed. Failed components are disposed of and hence, to keep the spare parts stock at an appropriate level, new components have to be purchased. We assume that only a limited annual budget is available for procurement, while any further procurement requires a considerable lead time. We investigate at an aggregate level what budgets are needed to attain a target availability level for the system. In addition, we develop various operational strategies for spending the annual budget during each year. Numerical results indicate that the so-called Balance Focussed strategy provides the best results in terms of system availability as a function of time.
Introduction
The reliability and operational availability of complex technical systems is of crucial importance in many modern manufacturing and service organizations. When such a system fails, due to the failure of one of its components, two options are possible, in principle. The first one is an immediate repair of the failed component. The second one is to replace it by a ready-for-use spare component and to repair the failed item at a more convenient point in time. Due to technological complexity and the need for special equipment and specialized knowledge, the second option is in most cases the more appropriate one. The natural question to be answered then is: how many spare components should be kept in stock to realize a pre-defined target operational availability level for the system? Or, under a given budget constraint for the total investment in spare parts: which components should be held in stock in order to maximize the long term average availability? These questions are already challenging in the rather simple situation of one technical system that consists of components at only one so-called indenture level. A more complicated situation occurs when the bill of materials of the system has several levels and when spare items of components at different levels may be held in *Corresponding author stock; this is called the multi-in den fur^ case. In addition, the same system may be operational at other locations, in which case repair facilities and spare parts may be required at both the local level and a central level; this is ca l led the z wo-echelon case.
Appropriate models to answer the questions stated above have been developed under the names of METRIC (Multi-Echelon Technique for Recoverable I tern Control) , and VART-METRIC models. The research for these models was initiated by Sherbrooke (1968), who considered a two-echelon, single-indenture case. After that, relevant extensions have been made by Muckstadt (1973) , Slay (1 984), Graves (1 985) and Sherbrooke (1 986, 1992) . These models are formulated in such a way that the maximization of the system's availability, as a function of the target inventory positions for the components, is equivalent to the minimization of the sum of the expected numbers of backorders (for all components and at all downstream locations). The main assu~nption being made in these models concerns the availability of an unlimited repair capacity, hence failed items do not have to compete for repair capacity. Next, a greedy approach can be used to determine the target inventory positions under which the total expected number of backorders is minimized, subject to a limited budget available for the total number of spare parts to be purchased. In the single-echelon, single-i nden ture case, the expected number of backorders can be shown to be convex, as a function of these target inventory levels and assuming unlimited repair capacity; as a consequence, the greedy approach can be shown to yield an optimal solution. In the more general cases, optimality, can no longer be guaranteed, but the greedy approach still leads to very good results. Thus, METRICtype models are very suitable to determine how to invest a one-rit~~e given budger in order to maximize the availability of a system.
A serious drawback of the METRIC-type models developed so far is the fact that they are static in nature, i.e., they assume a stationary stochastic failure behavior, no condemnation (items can always be repaired), and an unchanging system structure. Unfortunately, such assumptions are seldom realistic. First, due to technological progress and the implementation of modifications as a result of earlier maintenance events, an organization will usually attempt to reduce the failure rates. Further, condemnation does occur and new items have to be purchased (and again the failure rates may change). The latler is called resupply, as opposed to the initial supply discussed above. However, due to political decisions in an organization, the annual budgets available for resupply may not be sufficient to replace all condemned items, or, equivalently, to keep up the target availability level as determined initially. This causes the need to rethink the availability level and the desired levels for the inventory positions. Also, being confronted with sometimes even declining budgets for resupply, a company may wonder what will be the best strategy to spend the available budget during a certain year, in order to attain a maximum expected average availability over that year. This paper discusses -resupply decisions under budget constraints, both at a strategic level (what budgets are needed) and at an operational level (how to spend an available budget). It is motivated by problems encountered during the course of a much broader study carried out at a maintenance facility (a dockyard) of the Royal Netherlands Navy (RNN). This maintenance facility is responsible for all overhaul and repair activities of the naval ships (frigates, submarines, minesweepers). In addition, it is responsible for the regular resupply of ships with a sufficient amount of spare parts of both repairable and consumable items. Furthermore, additional spare parts are kept in stock at a central location (close to the dockyard). Since condemnation of repairables regularly occurs, and consumable items by definition are lost after usage and hence have to be procured regularly, the dockyard is supplied with an annual budget, the so-called resupply budget, to procure new parts. With that budget, the RNN intends to maintain the inventory positions of all items as close as possible to the inventory that were realized during the initial supply. The total resupply budget currently varies between 60 and 80 million Netherlands Guilders (i-e., 30 to 40 million US Dollars). It is split into six partial budgets, allocated to certain groups of technical systems. A transfer of money from one group to another one is not possible. Hence, the resupply problem can be decomposed into six independent subproblems.
As indicated above, the decisions on the annual resupply budgets for each of the technical systems groups are often subject to political considerations. Therefore, the total resupply budget may vary over the years. Furthermore, the stochastic parameters of the systems (and thus the demand rates for both consumable and repairable items) may change. Hence the question arises of how a limited resupply budget should be spent over the year in order to achieve a maximum operational availability. A more strategic question is what a sufficient annual resupply budget is, given certain demand characteristics.
This paper aims at answering both questions for a relalive simple situation. We study the availability of a single-indenture system consisting of a number of different components, which, when failed, are replaced by spare items stocked at a single-localion. To strengthen the role of the limited annual resupply budget, and to simplify the analysis, we assume that all failed items are condemned and hence have to be replaced by new ones. Hence, in this sense, all components can be seen as consumable items.
In the single-indenture, single-location situation, the initial supply problem in its heart reduces to a standard inventory problem, namely the single-period, constrained, mulli-item inventory problem (see Silver et al. (1998) , Section 10.3, and the references therein). Hence, the resupply problem as considered in this paper can be seen as an extension of this standard problem to an infinite horizon case. Apart from multiple periods (which seems to make the problem much harder already; (Silver el al., 1998) , we also have the property that the annual budget is gradually spent during each period instead of solely at the beginning. Up to now, we have not found any references in which a similar extension has been studied.
The organization and contribution of this paper is as follows. First of all, we outline the rather simple, but characteristic model of the resupply problem in Section 2. This description includes a brief review of the main results for the initial supply problem (cf. Sherbrooke, I992), which is needed as input for both the formulation the solution of the resupply problem. After that, two topics are studied. In Section 3, we present an aggregate analysis to determine the appropriate long term annual budget size needed for resupply. Next, in Section 4, we develop sensible operational investment strategies for given annual budgets. In particular, we formulate three different strategies (including the one currently used at the RNN), and compare these strategies with respect to their impact on both the average and end-of-year availability. One example that is typical for the technical systems at the RNN, will be used io demonstrate the application of the methods and strategies presented in Sections 2 4 . Finally, we end with conclusions and a preview on further research in Section 5.
Model description and preliminaries
This section is divided into four parts. First, in Section 2.1, we describe the assumptions with respect to the technical system itself. Next, in Section 2.2, we discuss the initial supply problem and its solution. Subsequently, in Section 2.3, we describe the resupply problem. This part includes the assumptions that are made with respect to the financial restrictions in the exploitation period of the technical system and the definition of the main performance measure. Finally, in Section 2.4, preliminary results for the main performance measure are presented.
The technical system
We consider a (single-indenture) technical system that in essence consists of I different products, that are numbered from 1 , . . . ,I. For each product, one or more items may occur in the configuration of the system. As for all technical systems, we distinguish an initial phase, in which the system is procured, and an exploitation period, in which the system is operational and performs the task for which it was procured.
In the exploitation period, for each of the I products, items may fail. Usually, only one item fails at a time. A failed item is instantaneously replaced by an item from the spare parts stock, if available. Otherwise, the failed item is replaced as soon as possible, i-e., after a new item has been procured or, if there is at least one item in the procurement pipeline, as soon as the first item in the procurement pipeline has arrived. Between the actual failure and the installation of a new component, the system can not operate and hence is said to be down (note that the downtime can be zero if spare items are available, due to the assumption of instantaneous replacement). In reality, the failure of an item often means that while the item is not in optimal condition anymore, the system can still operate at a lower mode, at least for a short period of time. So, even when the system is (said to be)-down, failures continue to occur for all items apart from the one(s) that have failed already. If, in addition, we assume that the times between failures are exponentially distributed, then it follows that for each product i = i , . . . , I , failures of (all items of) product I occur according to a Poisson process with a constant rate, say mi failures per year.
To avoid the system being down for excessively long periods after failures of its constituting items, new items may be procured in advance, i-e., new items may be held in stock as spare items. These spare items can be procured both in the initial phase and during the exploitation period. The prices are assumed to be the same in both phases. The price of product i is given by ci. Items that are procured in the initial phase are available at the beginning of the exploitation period. Items ordered in the exploitation period arrive after a deterministic procure-ment lead time, that is assumed to be the same for all products. This time is equal to T years. (In the corresponding METRIC-type model, the procurement or repair lead times are allowed to be different for different components and they may be randomly distributed. Here, identical and deterministic lead times are assumed in order to facilitate the analysis of the resupply problem). Further, the fixed ordering costs are assumed to be zero (i.e., negligibly small in comparison to the prices ci of the products), which justifies a one-for-one replenishment strategy for all products.
Finally, for the sake of clarity, we say that for each product i there is a stockpoint for spares of this product (even when the physical stock of this stockpoint is always zero). Failures of items of this product constitute demands for this stockpoint, and demands that can not be fulfilled immediately are backordered. New i tems that have been procured are always delivered at this stockpoint (and, in the case of a positive backlog, they will immediately be shipped to replace failed items).
The initial supply problem
We can now formulate the initial supply problem. During the initial phase an initial supply budget C may be spent on spare items. Let Si denote the number of spare i tems of product i to be procured. The total package of spare items is denoted by the vector S = ( S , , . . . , SI). Here, all choices with Si I;~E No (No := {0, 1,. . .)) for all i and X I , , cisi 5 C are possible. Obviously, the Si that are chosen constitute physical stock levels of spares at the beginning of the exploitation period, as well as the inventory positions of the spares, since initially there are no backlogs and no items in the procurement pipeline. The question is how to choose the Si values. In the initial phase, th,is is solved as follows. It is pretended that in the exploitation period for each failed item one immediately procures a new item to replenish the stock (here, the word pretended has been emphasized, since this intention can not be fulfilled in case only a limited budget is available for the resupply; see Section 2.3). Under this assumption, the inventory posirions always equal the same (basesrock) levels Si. The goal is to select the Si values, given a limited initial supply budget, such that the resulting long run or steady-state fraction of the up-time of the system is maximized. This fraction is called the availability and is den0 ted by A (S) .
Below, we briefly describe the analysis and main results for the initial supply problem. The analysis slightly deviates from the one presented by Sherbrooke (1992) ; for our case with only one instead of multiple technical systems, Sherbrooke's results can be strengthened by using backorder probabilities instead of expected backorders (Rustenburg et al., 1998) .
The first part of the analysis consists of the derivation of an expression for the availability A (S). The exploita-tion period starts at time I = 0, and we pretend that it lasts infinitely long. Consider an arbitrary time r 2 T in the exploitation period. The system is down at this time if and only if there is at least one item in its configuration that has failed and has not yet been replaced because there is no spare item available, i.e., if and only if there is. a backorder for at least one of the products. Since at time t -T the inventory position for product i was equal to Si, a backorder at time t occurs if and only if in the time interval (t -T, t] the number of failures for product i is larger than Si. This number of failures is Poisson distributed with mean miT, and hence the probability of any backorder for product i at time t is equal to
The probability that there is no backorder at time equals 1 -PBOi(Si) for product i. Hence the probability that the system is up at time I equals n:=! (1 -PBOi(Si)). Since the same reasoning can be applied for any 1> T, the availability A ( S ) also satisfies:
., S I ) = n ( l -P B O ; ( S ; ) ) .

( I ) i= l
The second part or the analysis starts with formulating the goal in terms of a Non-Linear Integer Programming (NLIP) problem:
M a x A ( S I , ..., S I ) , (2) subject to:
Clearly, maximizing A ( S I , . . . , S l ) is the same as maximizing its logarithm. Using ( I ) and approximating log(1z) by the first term of its Taylor expansion yields:
This approximation will be accurate if all PBOi(Si) are sufficiently small, which will be true for all relevant choices for the Si. Therefore, instead of solving (2), it makes sense to solve the following NLIP problem:
subject to: (This problem is a variant of the single-period, constrained, multi-item inventory problem as described in Section 10.3 of Silver et al. (1998) and it is solved in a similar way).
CC~S, 5 C, Si
The objective function of problem (3) is equal l o the sum of I independent terms where the i-th term solely depends on Si. For each i, the i-th term of PBOi(Si) is strictly decreasing for all Si >_ 0. In addition, one may show that PBOi(Si) is convex for Sj 2 max{ [miT -2],0), i.e., for all Si 2 0 if mi 5 2 / T , and for all values excluding the smallest values Si < rmiT -21 if mi > 2 / T . The next step is to exclude the latter values S; < [miT -21 from the solution space. By this step, we obtain the following NLIP problem:
subject to:
Si 2 m a x { [ m i T -2],0) and integer for all i = 1,. . . , I .
The objective function of this problem consists of independent terms that are strictly decreasing and convex for all feasible values. This allows a greedy approach to solve this NLIP problem. The justification for the reduction of the solution space is as follows. For the products i with mi > 2 / T , a value Si < [miT -21 will lead to a large value for PBOi(Si) (notice that m,T is the mean of the Poisson distribution from which PBOi(Si) is obtained and that the corresponding Poisson probabilities have their maximum at [ m i T ] ) . Hence, an unattractive value for the availability A ( S ) is obtained in that case (see (1)). So, for reasonable values of the budget C, i.e., values for which a sufficiently high availability A(S) can be reached, the optimal solution(s) of (4) may be expected to be the same as for (3).
By applying a greedy approach to the NLIP problem stated in (4), we obtain a series of solutions SP = (Sr, . . . , S f ) , p E N, such that for each p the vector S P is the optimal solution of (4) with C = C, = c=, qg.
The solutions 9' are generated as follows. Define
Next, for each p E M, !9'+' is obtained from 9' by first computing Ai = P B O , ( g ) -PBOj(Sp + 1 ) , for i = 1 , . . . , I , ci and then defining s*' := + I for that index j that maximizes A,, while dvl := for all i # j. Note that, for any i, A; equals the decrease in the sum of the backorder probabilities per extra invested NLG if Sr would be increased to Sf' + I . Hence, in each step the procedure calculates the optimal return, in terms of backorder reduction, per unit of money invested. The procedure is continued until the available budget C is (almost) con-sumed. The last solution sP, which is denoted by the index P, can be shown (using convexity properties) to be the optimal solution for the NLIP stated in (4) if we neglect a possible difference between Cp and C. This difference will be negligibly small for all relevant problem sizes. '
The vectors S P , p = 1, . . . , P, are also solutions for the original NLIP problem stated in (2). The corresponding pairs (C,, A,) of investment C, and availability A, = A(Y) can not be guaranteed to be optimal anymore, but for large indices p corresponding to high values for C , and A;, the solutions (C,, A,) may be expected to be closeto-optimal (since the transformations from NLIP problem (2) to (3) and from NLIP problem 73) to (4) will not affect the optimal solution(s) for large budgets C). The solutions SP will play, an important rolein the analysis of the resupply problem. Notice that the corresponding investments and availrjbilities are increasing, i.e., C,+] > C, and A + I > A for all p = 1,. . . , P -1 (since SPf' > SP and > sffor at least one i). In the description above, the generation, of the SP was stopped when the investment reached the given initial supply budget C: Obviously, one may also decide to stop when a given target availability has 'been reached.
Example I : A fire extinguishing system As a n illustrative example, we consider a fire extinguishing system that is in use at the RNN. This system consists of three pump units, where each pump unit consists of seven components. Although these components have the same names for all three pump units, they do differ from each other. Hence, the complete system consists of I = 21 different products, all of which are subject to failures. The failure rates (in failures per year) and prices (in NLG, which stands for Netherlands Guilders) for these products are given in Table 1 . The procurement lead time is equal to T = 0.4 years for all products.
We have applied the greedy approach as described above to this problem'until a solution with an availability of at least 97.50% was reached. In that way, we have obtained P = 127 solution vectors 9. The first solution was equal to where the first seven positions correspond to the components of pump unit 1 (following the order of Table I) , the next seven positions to the components of pump unit 2, and the last seven positions to the components of pump unit 3. The corresponding investment and availability are equal to C1 = 7270 NLG and Al = 0.00%. For the last solution with index P = 127, we found with Cp = 87 720 NLG and Ap = 97.54%. The pairs (C,, A,), p = 1,. . . , P, that constitute a so-called jnvestment versus availability curve, are graphically depicted in Fig. 1. 
The resupply I
Once the initial supply problem has been solved and its solution' has been implemented, the exploitation period starts and therefore also the resupply problem. For the resupply problem we will make use of the 'series of solutions S P ' that have been generated for the initial supply problem. The resupply problem is described as follows.
First of all, each time instant in the exploitation period is-denoted by a pair (y, t), where y E N denotes the y-th year in the exploitation period and t E (0, I ] denotes the time instant within the y-th yea;. Here, (y, 0) corresponds to the beginning of year y, and (y, 1) corresponds to the end of year y and just precedes (y + I , 0 . We assume that 1 during the initial supply the solution S has been chosen and implemented. (Alternatively, without complicating the analysis, one may assume that one of the other solutions !Y has been selected during the initial supply).
This means that at time instant (0, O), the physical stock of spares of product i = 1,. . . , I is equal to s : , while both the ba'cklog and the number of items in the procurement pipeline equals zero. Thus, the inventory position or product i is also equal to SF at time instant (0,O). If enough money is always available to purchase a new item for each failed item, then the inventory positions could always be kept equal to the levels s:. However, each year only a limited amount of money is available. We assume that each year y, a budget B is available to procure new items. This budget becomes available at the beginning of each year y, i.e., at b, 0), and limits the cumulative value of all items that can be ordered during year y. The underlying assumption is that for each new item that is ordered an amount of money has to be reserved from the budget and that money is used to pay for the item when it is delivered. For the sake of clarity, orders can be placed during the whole year, and not just at the beginning or the end of a year. How many items are procured, which ones, and at what time instants during a year, depends on the operational investment strategy. T o avoid excessive inventory positions (and waste of money, as often seen in practice at the end o f a year when some people order goods just because they want to spend any remaining budget), we assume that it is not allowed to increase the inventory positions to higher levels than the levels S: of the ultimate solution sP. Notice that we have also assumed that sP represents the solution that has been chosen during the initial supply. (But, as stated above, we could assume that for the initial supply another solution 9 with a smaller index p < P has been taken). Because of the limits S : for the inventory positions, for all strategies the long run fraction of up-time of the system is bounded from above by A p . Finally, we assume that at the end ofeach. year any money in the budget that has not been spent or reserved for items in the procurement pipeline, is lost. Under sensi ble strategies, at the end of each year:
(i) either all inventory positions are equal to o r increased up to the maximum levels SF and some budget is lost; (ii) or it is not possible to get all inventory positions equal to their maximum levels but then the whole budget has been spent (apart from a negligibly small amount of money that may remain because one can not procure fractional items).
to the product of ci and a Poisson distributed random variable with mean mi. Hence, we find that the mean and variance of Q are equal to If B > E{D}, then, under any sensible strategy, the inventory positions will always return to their maximum levels eventually (although possibly not every year) and
the average amount of money that is lost at the end of the year will be equal to B -E { Q ) . If B < E{Q}, then the inventory positions will not return to their maximum levels after a while and the average amount of money that is lost at the end of the year will be equal to zero in the long run. In the latter case, the long run fraction of up-time of the system will be equal to zero for all strategies, but the fraction of up-time during the first years of the exploitation period may still be reasonably good.
As for the initial supply problem, the target for the resupply problem is to maximize the availability of the technical system. However, we are not interested in the long run fraction of up-time of the system, but in the up-times in the first 30 years, say, of the exploitation period. Define &, I ) as the probability that the system is up at time (v, I ) of the exploitation period. k(y, t ) is called the availability probability, or in short the availabili~y. Obviously, the availability i ( y , t ) depends on the failures that occur for each of the products i = 1,. . . , I and the investment strategy that is being used. The goal is to find ' a strategy such that the function j ( y , t ) is as high as possible over a period of Y E N years, starting from the initialization of the system. For the dockyard, for instance, Y = 30 years. Hence, instead of comparing different strategies on the basis of one number (e.g., the average availability, we ar: merely interested in the behavior of the availability ACy, t ) over the whole exploitation period up to and including the Y-th year. In the next section, we study the availability probability i ( y , t ) in more detail.
P relirninary results for the availability (y, t)
In this Section, we show that KO., t ) directly depends on the inventory positions of the products i = 1, . . . , I . Then, this result is used to define related performance measures that we will focus on in the remainder of this paper.
In general, the availability i(y, t ) is positively affected by the procurement of new items. However, the time Let, for i = I , . . . , I, the generic random variable a-( j , 0) is ihe first one on which items can be ordered and denote the cumulative value of all failed items of product thus only after T years can the first new items arrive. i during a year, and let Q = XI=, Q.. Clearly, Q is equal Hence, the availability during the first T years only depends on the physical stocks SF with which we start at time (1,O). To simplify the formulae below, we assume that the procurement lead time T 5 1 (year). Then, similar to (I), we find For all time instants (y, t) after the first T years of the exploitation period, the availability A(y, t) follows directly from the inventory positions of the products i = I , . . . , I at the time T years earlier, i.e., at time k , t -T ) if y l l and T < t < l and at time.
(y -1, t -T + I ) ify 2 2 and 0 5 t < T. These inventory positions are affected by the procurements up to this time and these procurements depend on the investment strategy that is being used and the times at which failures have occurred in that period.
By the random variables X;(y,t), we denote the inventory positions of the products i at time (y, t ) , while the variables xi(y, t) denote realizations of the &(y, t). Further, let Jib, t) := (& (y, t), . . . , &(y, I)) and x(y, t) := (xl(y,t) ,..., xl(y,t)). Let y 5 1 and T 5 t < 1. Then, again similar to (I), we obtain the following formula for the availability A(y,t), under the condition that xb, t -T) = ~( y ,
I -T):
where the function A ( -) is defined by (cf. (1) The expression on the right-hand side is also denoted as AIP(y, t -T) and is called the IP-based availability probability (or IP-based availability) at time (y, t -T), where IP stands for Inventory Position. To distinguish the IPbased availability probability from the availability pro bability ib, t), the latter from now on is called the actual availability. It is important to note the difference between the two notions: A(y, t) denotes the availability of the system at time b, I), whereas ~''(y, t) is related to backorder positions at time (y,t) and thereby determines the availability of the system T years later.
Similarly, it follows that:
This completes the proof of the following lemma. (X(y, I) )} for all lime instants Cy, I), A(.) is given by (8), and XCy, t) denotes the inventory positions of the products i = 1, . . . , I at time instant Cy, I ) .
In words, Lemma 1 states that the behavior of &, t) is identical to the behavior of ~'~( y , t ) but delayed by T years. This is visualized in Fig. 2 , where for Example l (with B = 1 .O5 x E { D ) = 53 235 NLG) and a given investment strategy, the simulated behavior of both the IP-based availability A I~~, I) and the actual availability A(y,t) is displayed over three consecutive years of the exploitation period (years 1 5, 16 and 17). The strategy that has been used here is a simple one: in each year y the budget B is used to keep the inventory positions at the levels S : as long as possible ( h i s is one of the strategies discussed in Section 4). As we see, under this strategy, the IP-based availability A '~ (y, t) in each year is high in the first part, after which it decreases to much lower values at the end of the year. For the actual availability i ( y , t), we observe the same behavior, with a delay of T years. However, notice that for k(y,t) in each year y the lowest values are obtained in the first part up to time instant (y, T) instead of at the end of the year. From now on, we shall only consider the behavior of the IP-based availability ~" ( y , t). Further, we shall rnai nl y focus on the average IP-based availability per year, which is defined by and the end-of-year IP-based availability for each year, which is defined by When comparing different strategies, high values for ~:!~(y) are most important.'~owever, A:: (y) is also important since in general it represents the i~-based availability at its lowest level. Excessively low values for this nleasure are undesirable; they represent an inferior system availability.
This recursive relation may be rewritten as
Here Cp -Cb) represents the shortfall with respect to the maximum capital investment Cp at the end-of-year y.
Let F, be the distribution function of Cpcb), y f No. Since Cp -C(0) = 0, for Fo the whole probability mass is concentrated in zero, i.e., Fo(x) = 0 for all x < 0 and Fo(x) = 1 for all x 2 0. Next, for each y E No, F,+, follows from Fy as follows. The distribution function of (Cp -Cb)) + Q is given by Fy t FD, where Fo represents the distribution function for Q and * represents the convolution operator for two distribution functions of 3. Upper bound for the end-of-year availability two independent random variables. Hence, Under sensible investment strategies, at the end of each year either the whole budget has been spent or the in-;en tory positions of all are equal to their max-The distribution G+l is obtained by shifting 5 * FD to the imum levels sp. Due to this property, the distribution left over a distance B, while at the same time all probafunctions of the total invested capital in spare items at the bility mass that tries to pass the pojntx = 0 is absorbed at end of the years y = 1,2,. . . are the same for all sensible this point-This distribution is also denoted by (Fy * F D )~, strategies. In this section, we first show that these distri-and relation (12) then reads as butions can be determined by a recursive procedure. Next, we exploit these distributions to obtain upper bounds for the IP-based end-of-year availabilities A:E,(~).
These upper bounds can be computed rather easily and quickly. These bounds may be used to obtain a quick first impression on the influence of the extent of the annual budget B on the behavior 'of the availability.
Let the random variable Ck), y E N, denote the investitlent. in spare items at the end of year y of the exploitation period. Here, backlogs are seen as negative investments, and hence In fact, this relation is equivalent to ( I I).
In principle, each F, is a discrete distribution. However, for all practical cases, FD is close to a continuous distribution, and then also each Fy is a continuous distribution, but still with a positive probability mass in zero (i.e., there is a positive probability that there is no shortfall at the end of year y).
We now can formulate the following lemma for the invested capital Cb) at the end of year y. items are procured in year y + 1 , then the invested capital at the end-of-year y + 1 is equal to Cb) -Q. However, under each sensible strategy, the budget B will be spent as much as possible, since all money that is not spent in year y + I , will be lost. Recall that the inventory positions may not exceed the levels SF, or, equivalently, that the capital investment can not exceed Cp. SO, under each sensible strategy, it holds that
The shortfall process {Cp -~~) ) , , , 0 is identical to both the waiting time process of a qDI1 queue and the shortfall process for the inventories at a periodic-review single-stage capacitated inventory system that operates under a basestock policy (van Houtum and Zijm, 1997). First of all, from this property we learn that the average shortfall is mainly determined by the 'workload' E @ ) / B (which may be 2 1) and the coefficient of variation of D.
Second, we can exploit this property to compute the distributions for the shortfall distributions Fy, and thus together lead to the upper bound stated in Theorem 1 also for the distributions of the &). For the shortfalls in below. exact and an approximate procedure has been derived in for all sensible strategies. In Theorem 1, the upper bound van Houtum and Zijm (1991, 1997) . The exact procedure is also defined for y = 0. We define A .~, ( O ) as the availcould also be applied here if the distribution FD is equal to ability at the beginning of the exploitation period, i-e., a mixture of one or more Erlang distributions with the AL:, (O) = A p (hence, for y = 0, the upper bound is equal same scale parameter. In most practical cases, FD will to ~:,(y)).
Once the distribution functions Fy have been have a rather small coefficient of variation and a shape computed, the computation of the upper bound for all that is close to the shape of an Ek-,$ distribution, which relevant y is straightforward.
is a mixture of an Erlang(k -1) and an Erlang(k) distribution with the same scale parameter. Hence, in that Theorem 1. For each investment strutegy, the IP-based case, an Ek-,$ distribution could be fitted on the first two end-ofiyear availability ~:!,(y), y E No, satisfies moments of FD and next an exact procedure could be applied to determine the distributions Fy, y E N. How-
A L :~~) < &(O)AP
ever, we prefer to use the approximate procedure, since it is known to be very accurate if the shape of FD is close to the shape of an Ek-l,k distribution, and also it is much faster and easier to use.
--
The approximate procedure is based on a recursive calculation of first and second moments of all distribution
The upper bounds for the A&]ICY) will be accurate for functions F,. The first two moments of Fo are both equal strategies under which the annual budget is invested such to zero. that the inventory positions at the end of the year are Suppose, we have obtained the first two moments of equal toorclose tooneofthevectorsSP. In thatcase, the F,. From these, the first two moments of Fy * FD are inventory positions are said to be balanced. Obtaining easily computed. Next, we fit either an E k -~, k or a hybalanced inventory positions at the end of the year reperexponential distribution on these first two moments quires that a sufficient amount of money is left during the (depending on whether the corresponding coefficient of last part of the year to recover from unbalanced situavariation is smaller than or larger than one), after which the first two moments of the shifted distribution (F, * F D )~ = FyCI are easily calculated. Finally, an approximation for the distribution is obtained by fitting an Ek-I,k or hyperexponential distribution on its first two moments. For details on the approximate procedure, the reader is referred to van Houtum and Zijm (1 991).
1
We now can exploit the results stated above to obtain an upper bound for the end-of-year availabili ties A::, (y) .
At the end-of-year y , the invested capital c b ) is equal to Cp with a probability Fy(0). In that case, for each product i the inventory position is equal to its maximum Sp and the corresponding IP-based availability is equal to A p .
Further, for each p = 2,. . . , P, cb) E ( C p -] , C,] (exclude Cp for p = P ) with probability in which case the corresponding 1P-based availability lies between A,-1 and A,, and is bounded from above by A,. Furthermore, CQ E [0, C,] with probability F,(Cp) -Fy(Cp -CI ), while the corresponding IP-based availabi Iity is bounded from above by A l . Finally, when cb) < 0, at least one of the products faces a backlog, hence the IPbased availability is equal to zero. All these observations tions. However, for the average availabilities ~:&(y), it is better to spend money at the beginning of the year, since that is beneficial for the IP-based availability during the whole year instead of only during the last part of the year. So, for strategies that are good with respect to the average availabilities A E ,~ , the upper bounds for the end-of-
1P
year availabilit~es A, , Cy) are not expected to be accurate (and this is confirmed in Section 4). Nevertheless, these upper bounds still indicate the order of magnitude of the (end-of-year) availabilities that may be expected for a given annual budget, as well as the budget size required to attain an acceptable availability level.
Example 1: A Jire extinguishing system (continued) For Example 1 with varying budgets R, we have depicted the upper bounds for ~::,,(y), y = 0,1, . . . ,30, in Fig. 3 . The budget has been taken equal to B = oE{P}, where E{Q) = 50700 NLG and a = 0.98, 1.00, 1.02, 1.05, 1.10. The computations were executed on a Pentium 11, 266 MHz. The total computation time required for all five curves of Fig. 3 , was equal to about 1 second.
The results show that for a = 0.98 and a = 1.00, the upper bound for A:: (y) continuously decreases for increasing values of y. t h i s is in agreement with the properties stated immediately after Equations (5) and (6) . For each of the other three values of a, the upper bound for ~::,(y) decreases to its limit value, which is equal to 97.0% for a = 1 .lo, 95.2% for a = 1.05 and 82.9% for a = 1.02 (for this value of a it takes a long time until A:! b) reaches its limit value; after 30 years, ~::,(y) is still equal to 87.5%. From the figure, we may conclude that for availabilities of 90% or more a budget of at least B = aE{Ll) with a = 1.02 is needed. This value for a is rather low, which is due to the fact that for Example 1, Var(ll) = 48 830 500 N L G~ and the coefficient of variation is equal to cv{D) = 0.138. If this coefficient of variation is higher, then a higher budget is required to attain the same target availability level.
Three operational investment strategies
In this section, we consider three operational investment strategies for the resupply problem, one of which reflects the way in which the annual budget is currently spent at the R N N . These strategies are described in the Sections 4.1-4.3. In the last section, these strategies are compared Tor Example 1 on the basis of simulation results.
Strategy I : the currently used strategy
Although currently, the RNN's inventory policy is focussed on meeting given service levels for individual products instead of on maximizing the availability of systems, we can still imitate the straightforward way in which the naval organization deals with the limited budgets in the exploitation period. The RNN divides the annual budget B into 12 equal parts, and at the beginning of each month one part is released. This leads to the following investment strategy, which we refer as the Currently Used (CU) straiegy.
Each year y consists of 12 months of equal length. At the beginning of the first month, an amount of money equal to B/12 becomes available. Then one of the following three situations occurs:
In situation (i), no immediate investments are made at the beginning of the month, and during the month all available money can be used to keep the inventory positions at their maximum levels as long as possible. The latter means that during the month, each item used from stock to replace a failed one, induces a purchasing order to replenish stock as long as this is allowed by the monthly budget. In the best case, there is enough money that the inventory positions remain at their maximum levels during the whole month. In situation (ii), at the beginning of the month one immediately orders new items to increase the inventory positions for all products to their maximum levels. Next, during the month the remaining money is used to keep the inventory positions at their maximum levels as long as possible. In situation (iii), all available money is spent at the beginning of the month (apart from a negligibly small amount of money that may remain because one can only procure whole items). Here, the first action is that for each of the products i with a negative inventory position the inventory position is increased to zero by ordering new items. Next, for p = 1,2, . . ., and for all products i for which the inventory position is smaller than Sf, the inventory positions are increased to q. This is continued until the whole budget has been spent. So, at this point, the solutions SP of the initial supply problem are used. The motivation behind this rule is that it will lead to a close-to-maximal value for the current IP-based availability under the given circumstances.
At the beginning of the k-th month, k = 2, . . . , 12, an amount of money equal to B/12 also becomes available. To this amount of money, one may add any money that possibly remains from the previous month. This amount is spent according to the same rules as described above for the first month. Notice, that the only difference between the first month and each of the other months lies in the fact that in the first month one can not use the money that possibly has been left from the previous month, since that money belongs to the previous years budget and hence it is lost. So, the available money at the beginning of each first month of a year is equal to B/ 12, whlle in the other months it may be more.
The CU strategy is such that a t the beginning of each month the inventory positions are as far as possible returned to the balance point. Hence, the CU strategy is expected to lead to high end-of-year availabilities A:" 0.
(i) The inventory positions of all products i = 1,. . . , I In Fig. 4 , we have depicted the behavior of the (conare already equal to their maximum levels 5 ' : . ditioned) IP-based availability under the CU strategy for -4 s strategy Time (days) Fig. 4 . Behavior of the IP-based availability over three consecutive years for Example 1 with given sample paths for the failures of items of the products i = I,. . . , I and under three different investment strategies.
Example 1 (with B = 1 -05 x E{Q} and) with given sample paths for the failures of items of the products i = 1 , . . . ,I.
The latter implies that the depicted IP-based availability is not equal to ~" ( y , t ) = E{A(XCy, t ) ) } , but equal t o A ( x ( y , t) ), where xCy, t ) denotes the behavior that is obtained for the inventory positions of the products i = 1 , . . . , I as a result of the given sample paths for the failures and the CU strategy. The figure gives the behavior over three consecutive years of the exploitation period; namely years 15, 16 and 17, and in addition to the typical behavior that is obtained for the CU strategy, it also gives the typical behavior of the two strategies that are described in the next two sections.
Strategy 2: the immediately spending strategy
Under the CU strategy, the budget B is spent approximately equally over the year, however it may be better to procure, for as long as possible, each item immediately when needed to replenish stock. The latter may lead to higher, or at least equally high, inventory positions for (almost) all products during the whole year and thus to a better average IP-based availability. Ths idea is exploited in the second strategy, which is called the Immediately Spending (IS) strategy. Under the IS strategy, at the beginning of each year y, the whole budget B becomes available, and then the situations mentioned in Section 4.1 as the situations (ij(iii) may occur. Next, the same actions are taken as described for the first month of the CU strategy (see the third paragraph of Section 4.1), except that one now has to deal with a whole year instead of only the first month. In fact, the CU strategy can be described as a strategy under which the year is divided into K = 12 periods with equal lengths, and where an amount of money equal to BIK is released at the beginning of each period. Then, the IS strategy is identical to the CU strategy but with K = 1 instead of K = 12.
Under the IS strategy, the IP-based availability will usually reach its maximum level during the first part of the year. This is confirmed by Fig. 4 . However, a main disadvantage of the IS strategy is that the end-of-year availability may become dramatically low (see Fig. 4 ). This happens when at the whole budget is spent at a relatively early point in the year. Then there is a high risk of seriously unbalanced inventory positions at the end of the year.
Strategy 3: The balance focussed strategy
The third strategy that we consider may be seen as a combination of the first two strategies. As under the CU strategy, each year y is divided into K = 12 periods with equal lengths. These periods are numbered by k = 1, . . . , 12. As under the IS strategy, the whole budget B is released at the beginning of the year. However, control parameters M: are introduced to arrive at (almost) balanced inventory positions at the end of the year. Because of the latter implicit objective, the third strategy is called the Balance Focussed (BF) strategy.
Under the BF strategy, the following considerations are made in each period k = 1, . . . , 12 of a given year y of the exploitation period. The parameter tk = (k -1)/ 12 is used to denote the beginning of period k, the actual inventory positions at this time instant are denoted by the parameters xiCy, t k ) , i = I , . . . , I, and the amount of money that is still available at this time instant is denoted by B(y,tk); SO, for k = 1, t k = 0 and B(y,tk) = B. In principle, just as under the CU strategy, at the beginning of each period all inventory positions are increased to their maximum levels SF (c.f., the situations (i) and (ii) as described in Section 4.1 for the CU strategy) or as high as possible if these levels can not be reached for all i (c-f., situation (iii)). Next, if it has been possible to increase all inventory positions to their maximum levels sf, then these ievels are maintained as long as possible. However, the following additional rule is applied. The number of new items of product i ordered at the beginning of, and during period k, may not exceed the control parameters If B(y, tk) 2 p(y, fk), then there is no reason to limit the procurement of new items in period k. So, in that case the M: are set equal to M: = oo for all i = 1,. . . ,I. Now suppose that B(y, tk) < P(y, t k ) . Then the expected shortfall in money at the end of the year equals P(y, tk) -BCy, tk). AS a consequence, we foresee that at the end of the year the total investment in spare parts will be equal to (about) Cp -(801, t k ) -BCy, tk)) instead of Cp.
Thus, the inventory positions that we may have at best at the end of the year are given by the vector Y where p is the largest index for which (and p = 1 if this inequality is not satisfied for any index p). This inequality can also be written as Bb, tk) 2 fib, fk) -(CP -C p ) ,
In the latter sum, the term between the squared brackets represents the number of new items of product i that should be procured during the rest of the year. For one or more products i, the current inventory position xi(y, tk) rnight be sufficiently high that the i-th term of the latter sum is negative. In that case, we foresee that we end at higher levels than the desired levels Sr for the inventory position of these products i at the end of the year. This would imply that for the other products j the desired levels ST can not be reached because of a lack of money. Hence, in that case, the target levels Sf must be slightly corrected by choosing p as the largest index p for which the following inequality is satisfied (instead of (14)):
(and again p = I if this inequality is not satisfied for any indcx p), where x+ = max{O, x ) for all x E W. This leads to the following definition of the control parameters M::
where Round(x) denotes the standard rounded value for each x E R. This almost completes the description of the BF strategy. One last remark concerns the fact that under the l3F strategy a positive amount of money may be left at the end of the year while not all inventory positions are equal to their maximum levels. This may be due to the role of the M: and is likely to occur if in the last period less failures have occurred than expected. If such a positive amount of money is left, then this money is spent according to the same rules as described for situation (iii) in Section 4.1.
Notice that the control parameters M/ denote limits for the number of new items that may be procured for the products i during the rest of the year, i.e., during the periods k, . . . , 12, while these parameters are only operational during period k. In general, in the first periods of each year, the parameters M: barely limit the procure-.ment of new items, even when they do not have finite values (i. e., when B(y, tk) < Pb, t k ) ) . However as the end of the year approaches, they start to play their role. Hence, in comparison to the IS strategy, under the B F strategy the IP-based availability will have its maximum level somewhat earlier in the year, but a better behavior may be expected Later on in the year. This is clearly demonstrated in Fig. 4. 
Numerical results
In this section, the three strategies are compared on the basis of numerical results. Instead of presenting results for a whole series of examples, we restrict ourselves to the results for Example 1, for various reasons. First of all, it allows us to treat Example 1 extensively. Further, this example seems typical for systems occurring in practice (as it originates from the RNN), and from results for this example we may learn more than from other examples with artificial data. Third, our main goal is to assess the differences between the three strategies, rather than to determine for all kinds of cases which strategy is the best.
Example I : A $re extinguishing system (continued) For Example 1 with a budget B = 1 .O5 x E{Ll), we have determined by simulation the average availabilities For each strategy, the simulation was continued until for both ~:!,(30) and ~::,(30) the half-width of the corresponding 95%-confidence interval was equal to or less than 1.0% (in absolute value), and further for all three strategies the same sample paths for the failures were used. A computation time of about 20 minutes was needed (on a Pentium 11, 266 MHz) for each strategy.
The results confirm our expectations. When comparing the strategies in terms of average IP-based availability, the current strategy CU is ruled out by both the IS and BF strategies. Next, comparing the two dominant strategies on the secondary criterion A:#),
the BF strategy appears to be a clear winner. With respect to comparing the BF strategy to the CU strategy, it must be realized that under the BF strategy the behavior of the 1P-based availability shows only one valley per year and lasts only a short amount of time (and its lowest point is given by ~& ( y ) ) , as opposed to the CU strategy which may show twelve valleys p(er year (where ~::,(y) denotes the lowest point of the last valley, not necessarily the lowest point of the curve over the year); see also Fig. 4. For that reason, the average availability of the CU strategy is significantly worse, while furthermore this observation indicates that comparing the CU and BF strategies in terms of end-ofyear availability does not make any sense.
The curves for the end-of-year availabilities A E~ (y) This shows that the upper bounds are reasonable for the CU strategy, which is due to the small imbalance for the inventory positions that is obtained for this strategy at the end of each year. For the BF and IS strategies a greater imbalance is obtained at the end of each year and for them the difference between their end-of-year availabilities and the upper bounds is much larger.
The results in Figs. 5 and 6 were obtained for one particular choice of the budget B, namely B = aE{D) with a = 1.05. For other values of a (with a > 1) similar figures have been obtained. T o show the impact of the budget B on the level of the availabilities, Table 2 displays the limit values A::~(CO) and A~, ( O O ) . Again, these results were obtained by simulation. For each combination of a value for a and a strategy, the simulation was continued until for both A::~(CO) and for A::,(w) until the halfwidth of the corresponding 95%-confidence interval was equal to less than 1 .O% (in absolute value). The computation times varied from about 1 minute (Tor the cases with a = 1.15) to about 3 hours (for the cases a = 1.01).
From this table, the same conclusions can be drawn as from Figs. 5 and 6. In addition, observe that the differences increase when the budget becomes more tight (i.e., for decreasing values of a).
Conclusions and a preview of further research
In this paper, we have investigated how to optimize the operational availability of technical systems, consisting of a number of products, each of which are subject to failure. We have assumed that any failed item is condemned and should be replaced by a new one. Since procurement lead times may be significant, stocks of spare items have to be installed. The initial supply problem as studied by Sherbrooke (1992) assumes no condemnation and therefore concentrates on the determination of base stock levels, given an initial supply budget. Under the assumption of total condemnation, resupply budgets are needed to keep stocks and hence a system's availability at a desired target level. Based on an aggregate analysis, we have derived an upper bound for the end-of-year IP-based availability, which may be exploited to get a first idea on the annual budget needed. In addition, three operational investment strategies have been described and compared on the basis of numerical results for one example that originates from the RNN. The strategy that may be seen as a combination of the current way in which the people at the RNN deal with the limited annual budget and a straightforward approach, appears to be the best one.
The scope of the study presented in this paper is still limited. However, we would like to point out some important consequences. As mentioned already in the introduction, there are many reasons why either the system behavior is not stationary (as assumed in most stochastic models) or why external conditions may change. Due to technical progress, or insights directly obtained from earlier maintenance periods, the reliability of components may increase, or they may be replaced by more expensive, but also more reliable components. Because of this reason, but possibly also because of an attempt to decrease organisa tional costs, an organisation may be confronted with declining resupply budgets. In all cases it is extremely important to decide on how to spend a limited budget in order to maintain an optimal (within the new budget constraints) operational availability. Even more, models like the ones presented here may also be used as a tool to select a new system, taking into account not only i~r i tial purchasing costs but also operational costs, among which the costs needed for resupply of spare parts.
Future research will concentrate on the extension of the nod el and strategies presented here to multi -echelon, mu1 ti-indenture models and to the case with possibly different procurement lead times for the products (in which case the behavior of the actual availability and the behavior of the IP-based availability are not the same anymore). In addition, we will investigate situations where a failed item can either be repaired or be disposed of and replaced by a new one (basically, repair may be viewed as an alternative form of procurement, usually with lower lead times and costs than 'real' procurement; however, when modeling repair capacity explicitly, additional problems arise). In the latter models, both the costs of repair and of procurement will be taken into account, in order to obtain a clear view of the costs of a technical systcm during its operational life time. Such insights are bclicvcd to be extremely valuable in judging investments in alternative systems, by not only comparing initial investments but also operational life cycle costs, and therefore may con tribute significantly to the development of life cycle cost models for complex technical systems.
