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ON HAUSDORFF METRIC SPACES
AJIT KUMAR GUPTA † AND SAIKAT MUKHERJEE †∗
Abstract. An expansive mapping of Lipschitz type is introduced. A
map, induced by a given map T between two metric spaces X and Y ,
from the power set of X to the power set of Y is considered. It is
proved that the induced map preserves continuity, Lipschitz continuity
and expansiveness of Lipschitz type.
A nonempty intersection property in a metric space is achieved which
also provides a partial generalization of the classical Cantor’s Intersec-
tion Theorem. Using this nonempty intersection property and the con-
sidered induced map, it is shown that the converse of Henrikson’s result
(i.e. a Hausdorff metric space is complete if its underlying space is
complete) also holds.
1. INTRODUCTION
Hausdorff metric is a tool to measure distance between two sets of a metric
space. In recent years, Hausdorff metric is proved to be very useful in various
fields of science and engineering, viz., wireless communication technologies
[13, 15], computer graphics [2], etc. There are some nice investigations of
Hausdorff metric by Henrikson [6], Barich [3] and Wills [14]. Henrikson
has shown that if a metric space X is complete, then the collection of all
nonempty closed bounded subsets of X is also complete with respect to the
Hausdorff metric. Barich has proved that if a metric space X is complete,
then the collection of all nonempty compact subsets of X is also complete
with respect to the Hausdorff metric.
In metric spaces, there are some marvellous nonempty intersection the-
orems. Smulian’s Theorem [4] states that a normed space X is reflexive if
and only if every decreasing sequence of nonempty, closed, bounded, convex
subsets of X has nonempty intersection. In [8], the author refers that in
infinite dimensional normed spaces, there is a decreasing sequence of un-
bounded, closed, convex subsets with nonempty intersection. Takahashi et
al [12] have shown that ifX is a complete, uniformly (Takahashi’s)W -convex
metric space then every decreasing sequence of nonempty, bounded, closed,
convex subsets of X has nonempty intersection. The classical Cantor’s In-
tersection Theorem [5] for a metric space asserts that a metric space X is
complete if and only if the intersection of every decreasing sequence {Kn} of
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nonempty, closed, bounded subsets of X with the diameter δ(Kn) → 0 has
exactly one point. Cantor’s theorem is widely useful in the fields related to
mathematical analysis.
In this article we have used Hausdorff metric to generalize Cantor’s Inter-
section Theorem and provide some applications of this generalization. The
article is organized as follows. Some preliminary results, needed for the rest
part of the article, are discussed in Section 2. In Section 3, we consider a
map T from the power set of a metric space X to the power set of another
metric space Y , which is induced by a given map T from X to Y ; and several
characterizations of this induced map are discussed. Section 4 provides a
generalization of Cantor’s Intersection Theorem. Here we deal with a de-
creasing sequence {Kn} of nonempty, closed, bounded subsets of a metric
space X for which the Hausdorff distance Hn := H(Kn,Kn+1)→ 0 and we
achieve a nonempty intersection property, which partially generalizes the
Cantor’s theorem. Using the obtained nonempty intersection property and
the considered induced map T , in Section 5 we present some applications
including a proof of the converse of Henrikson’s result.
2. PRELIMINARIES
We use the following notations in this article:
(1) B(X) = set of nonempty, bounded subsets of X.
(2) X = a metric space with metric d.
(3) Cb(X) = {A ⊂ X : A is nonempty, closed and bounded subset in X},
where X is a metric space.
(4) H = Hausdorff mrteic on Cb(X), and H = Hausdorff mrteic on
Cb(Cb(X)).
(5) B(x, ǫ) = {y ∈ X : d(x, y) < ǫ}, for a fixed x in a metric space X
and ǫ > 0. And, similarly B(A, ǫ), for some fixed A in Cb(X).
(6) Nǫ(A) =
⋃
x∈A
B(x, ǫ) = {y ∈ X : d(x, y) < ǫ, x ∈ A}, where A is a
subset in a metric space X and ǫ > 0.
(7) P (X) = {A : A ⊂ X} \ {φ}.
(8) δ(A) = sup
x,y∈A
d(x, y), A′ = set of all limit points of a subset A, ∂A =
boundary of A, and Ao = set of interior points of A, where A is a
subset of a metric space X.
Definition 2.1. A sequence {xn} inX is said to be a Cauchy sequence, if for
a given ǫ > 0, there exists an N(ǫ) ∈ N such that d(xm, xn) < ǫ, ∀m,n ≥ N.
A metric space X is said to be a complete metric space, if every Cauchy
sequence converges in the space X.
Definition 2.2. [11] A sequence {xn} in a metric space (X, d) is said to be
absolutely convergent sequence if
∑∞
i=1 d(xi, xi+1) is finite.
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Probably, MacNeille [10] was first to introduce absolutely convergent se-
quences. In [10], the author asserts the following two noticeable statements
with no proofs.
(1) Every absolutely convergent sequence is a Cauchy sequence.
(2) Every Cauchy sequence has an absolutely convergent subsequence.
For the sake of convenience, we give the proofs of these two statements.
Lemma 2.3. In a metric space X, every absolutely convergent sequence
{xn} is a Cauchy sequence.
Proof. Let (X, d) be a metric space. Since the sequence {xn} is absolutely
convergent, for a given ǫ > 0, there is an N ∈ N such that
∞∑
n=N
d(xn, xn+1) <
ǫ. This implies d(xn, xn+p) < ǫ, ∀n ≥ N, p ∈ N. Hence, {xn} is a Cauchy
sequence. 
Lemma 2.4. In a metric space X, every Cauchy sequence {xn} contains
an absolutely convergent subsequence.
Proof. Let (X, d) be a metric space and {xn} be a Cauchy sequence in X.
Consider a strictly decreasing sequence, {pn}, of positive numbers such that
∞∑
n=1
pn converges. Since {xn} is Cauchy, for each pn, there exists Nn ∈ N
with Nn+1 > Nn such that
d(xm, xk) < pn ∀ m,k ≥ Nn. (2.a)
As a consequence we get
d(xN1 , xN2) + d(xN2 , xk) < p1 + p2, ∀ k ≥ N2,
d(xN1 , xN2) + d(xN2 , xN3) + d(xN3 , xk) < p1 + p2 + p3,
∀ k ≥ N3, and so on. Hence we obtain
∞∑
n=1
d(xNn , xNn+1) <
∞∑
n=1
pn.
This implies {xNi} is an absolutely convergent subsequence of {xn}. 
Definition 2.5. [14] Let A,B be two nonempty subsets of X and d(x,A) :=
inf
y∈A
d(x, y), then the Hausdorff distance, H, between these two subsets is
defined as H(A,B) = max{sup
x∈A
d(x,B), sup
x∈B
d(x,A)}.
If we take the range of the distance function H defined above in the
extended real line, then H is well defined for any nonempty subsets A,B of
X. H is not a metric on the subsets of X, although the triangle inequality
always holds. If A,B are not closed or bounded, then H(A,B) may not be
positive definite or finite, respectively. The distance function H is a metric,
provided A,B are nonempty, closed and bounded.
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In [6], Henrikson proved the following results for the space of nonempty,
closed, bounded subsets of a metric space.
Theorem 2.6. Cb(X) is a complete metric space if the underlying space X
is complete.
Theorem 2.7. Cb(X) is a totally bounded metric space if the underlying
space X is totally bounded.
Theorem 2.8. [7] In an Atsuji space X, each sequence {xn} with lim
n→∞
I(xn) =
0 has a Cauchy subsequence, where I(x) = d(x,X \ {x}), x ∈ X.
3. MAP A 7→ {Tx : x ∈ A} INDUCED BY A MAP T
Let X,Y be two metric spaces, A ⊂ X, and T : X → Y be a mapping.
Let us consider a map T : P (X) → P (Y ) as follows A 7→ {Tx : x ∈ A}.
The map T has some nice characteristics when defined on the Hausdorff
metric space Cb(X) ⊂ P (X). Also, this mapping plays an important role
while proving the converse of Henrikson’s result (Theorem 2.6), which we
shall discuss in Section 5.
Theorem 3.1. Let X be a bounded metric space and Cb(X), Cb(Cb(X)) be
the corresponding Hausdorff metric spaces. Consider a bijective continuous
mapping T : X → Cb(X) such that its inverse, T
−1, is continuous. Then
the mapping T , defined as T (A) = {Tx : x ∈ A ∈ Cb(X)}, is a bijective
continuous mapping from Cb(X) to Cb(Cb(X)) and T
−1 is also continuous.
Proof. SinceX is bounded, there existsM ≥ 0 such that sup
x,y ∈X
d(x, y) ≤M .
Then, for A,B ∈ Cb(X), we have,
H(A,B) ≤ sup
a∈A,b∈B
d(a, b) ≤ sup
x,y∈X
d(x, y) ≤M.
Let C be a limit point of T (A). So there exists a sequence {Cn} ⊂ T (A)
converging to C in Cb(X). Also there exists a sequence {xn} ⊂ A such that
Txn = Cn. Now by continuity of T
−1, xn = T
−1(Cn) → T
−1(C) = x for
some x ∈ X. This implies x ∈ A, and hence T (A) is closed in Cb(X).
Now, let An → A ∈ Cb(X). We shall prove that T (An)→ T (A).
An → A =⇒ for each δ > 0, ∃ N ∈ N such that H(An, A) < δ ∀n ≥ N
=⇒ An ⊂ Nδ(A) and A ⊂ Nδ(An) ∀n ≥ N
=⇒ for each x ∈ An,∃yx ∈ A such that d(x, yx) < δ ∀n ≥ N,
and for each y ∈ A,∃xy ∈ An such that d(xy, y) < δ ∀n ≥ N.
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Now, for x ∈ X, since T is continuous at x, for each ǫ > 0, ∃δ > 0 such
that
H(Tx, Ty) < ǫ whenever y ∈ B(x, δ)
=⇒ inf
yx∈B(x,δ)∩A
H(Tx, Tyx) < ǫ, x ∈ An, ∀n ≥ N
=⇒ inf
y∈A
H(Tx, Ty) < ǫ, x ∈ An, ∀n ≥ N
=⇒ sup
x∈An
inf
y∈A
H(Tx, Ty) ≤ ǫ, ∀n ≥ N.
Similarly we can show that, sup
x∈A
inf
y∈An
H(Tx, Ty) ≤ ǫ, ∀n ≥ N . So we get,
for each ǫ > 0 there is an N ∈ N such that H(T (An),T (A)) < ǫ, ∀n ≥ N .
It is easy to see that injectivity of T follows from injectivity of T .
Let P ∈ Cb(Cb(X)) and S = {x ∈ X : Tx ∈ P}. And, for a p ∈ S
′, ∃
a sequence {pn} ⊂ S converging to p in X, implies that Tpn → Tp ∈ P.
Hence p ∈ S. Thus, T −1 exists.
Let An → A in Cb(Cb(X)). We show that T
−1(An) → T
−1(A). Let
T (An) = An and T (A) = A. We have
H(T −1(An),T
−1(A)) = H(An, A)
= max{ sup
p∈An
inf
q∈A
d(p, q), sup
p∈A
inf
q∈An
d(p, q)}.
Again, An → A implies that for each δ > 0 and for each P ∈ An, there
exist N ∈ N and QP ∈ A such that H(P,QP ) < δ, ∀ n ≥ N ; and for each
δ > 0 and for each Q ∈ A, there exist N ∈ N and PQ ∈ An such that
H(Q,PQ) < δ,∀ n ≥ N . Since, for P ∈ Cb(X), T
−1 is continuous at P , for
each ǫ > 0, ∃ δ > 0 such that
d(T−1(P ), T−1(Q)) < ǫ whenever Q ∈ B(P, δ)
=⇒ inf
QP∈B(P,δ)∩A
d(T−1(P ), T−1(QP )) < ǫ, P ∈ An, ∀n ≥ N
=⇒ inf
Q∈A
d(T−1(P ), T−1(Q)) < ǫ, P ∈ An, ∀n ≥ N
=⇒ sup
P∈An
inf
Q∈A
d(T−1(P ), T−1(Q)) ≤ ǫ, ∀n ≥ N
=⇒ sup
p∈An
inf
q∈A
d(p, q) ≤ ǫ, ∀n ≥ N.
Similarly, we have sup
p∈A
inf
q∈An
d(p, q) ≤ ǫ, ∀n ≥ N. Hence proved. 
Corollary 3.2. Let X be a bounded metric space and Cb(X), Cb(Cb(X)) be
the corresponding Hausdorff metric spaces. Consider a bijective, uniformly
continuous mapping T : X → Cb(X) such that its inverse, T
−1, is contin-
uous. Then the mapping T , defined as T (A) = {Tx : x ∈ A ∈ Cb(X)}, is
a bijective, uniformly continuous mapping from Cb(X) to Cb(Cb(X)) such
that T −1 is continuous.
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Proof. Since, T is uniformly continuous, so for each ǫ > 0, ∃ δ > 0 such that
H(Tx, Ty) < ǫ whenever d(x, y) < δ. We also observe that H(A,B) < δ
implies A ⊂ Nδ(B) and therefore for each x ∈ A, ∃ yx ∈ B such that
d(x, yx) < δ. Hence, for each ǫ > 0, ∃ δ > 0 such that H(T (A),T (B)) < ǫ
whenever H(A,B) < δ. 
Corollary 3.3. Let X be a metric space in which boundedness implies to-
tally boundedness; Cb(X), Cb(Cb(X)) be the corresponding Hausdorff metric
spaces. Consider a bijective, uniformly continuous mapping T : X → Cb(X)
such that its inverse, T−1, is continuous. Then the mapping T , defined
as T (A) = {Tx : x ∈ A ∈ Cb(X)}, is a bijective, uniformly continuous
mapping from Cb(X) to Cb(Cb(X)) such that T
−1 is continuous.
Remark 3.4. Corollary 3.3 is independent of the boundedness of the space
X. This result holds for finite dimensional normed spaces, and so for Eu-
clidean spaces and unitary spaces.
Proposition 3.5. Let X be a metric space in which boundedness implies
totally boundedness. Then, in the corresponding Hausdorff metric space
Cb(X), boundedness implies totally boundedness. Further, if X is also com-
plete, then every closed bounded set in Cb(X) is compact.
Proof. Let A ⊂ Cb(X) be a bounded subset. Let us prove that S :=
⋃
A∈A
A
is bounded in X. Boundedness of A implies, for some P ∈ A and R ≥ 0,
A ⊂ B[P,R] i.e. for any A ∈ A we have A ⊂ NR(P ). This implies, S is
bounded, and therefore totally bounded. Then, by Theorem 2.7, Cb(S) is
totally bounded. Hence A is totally bounded. 
A mapping L from a metric space (X, d) to another metric space (Y, ρ) is
said to be Lipschitz if there is a l ≥ 0 such that ρ(Lx,Ly) ≤ ld(x, y) ∀x, y ∈
X. l is called the Lipschitz constant for the map L.
In [9], authors have discussed anticontraction mapping. Motivated by
this, we define an expansive mapping of Lipschitz type as follows.
Definition 3.6. A mapping T from a metric space (X, d) to another metric
space (Y, ρ) is called expansive mapping of Lipschitz type with constant k, if
there is a constant k > 0 such that
ρ(Tx, Ty) ≥ kd(x, y) ∀x, y ∈ X.
We notice that, if L is a bijective Lipschitz mapping with the Lipschitz
constant l > 0, then L−1 is an expansive mapping of Lipschitz type with
the constant 1/l, and vice-versa.
Theorem 3.7. Let X be a metric space and Cb(X), Cb(Cb(X)) be the cor-
responding Hausdorff metric spaces. Consider a bijective Lipschitz mapping
L : X → Cb(X) with the Lipschitz constant l > 0 such that its inverse,
L−1, is continuous. Then the mapping L, defined as L(A) = {Lx : x ∈ A ∈
Cb(X)}, is an injective Lipschitz mapping from Cb(X) to Cb(Cb(X)) with
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the same Lipschitz constant l, and L−1 : R(L) → Cb(X) is a continuous
expansive mapping of Lipschitz type with the constant 1/l, where R(L) =
range of L.
Proof. Since A ∈ Cb(X) is bounded in X, so for some M ≥ 0 we have
sup
a,b∈A
d(a, b) ≤ M
l
, this implies sup
a,b∈A
H(La,Lb) ≤ M and thus L(A) is
bounded in Cb(X). Also, closedness of L(A) is followed from a similar
calculation as in the proof of Theorem 3.1. Therefore, L(A) ∈ Cb(Cb(X)).
Now,
sup
P∈L(A)
inf
Q∈L(B)
H(P,Q) = sup
p∈A
inf
q∈B
H(Lp,Lq); where P = Lp,Q = Lq
≤ l sup
p∈A
inf
q∈B
d(p, q).
Similarly we have, sup
Q∈L(B)
inf
P∈L(A)
H(P,Q) ≤ l sup
q∈B
inf
p∈A
d(p, q). Hence
H(L(A),L(B)) ≤ lH(A,B).
Further, we refer the proof of Theorem 3.1 to prove L−1 is continuous. 
Theorem 3.8. Let X be a bounded metric space and Cb(X), Cb(Cb(X)) be
the corresponding Hausdorff metric spaces. Consider a surjective expansive
mapping of Lipschitz type L : X → Cb(X) with the constant l > 0. Then
the mapping L, defined as L(A) = {Lx : x ∈ A ∈ Cb(X)}, is an expansive
mapping of Lipschitz type from Cb(X) to Cb(Cb(X)) with the same constant
l.
Proof. C ∈ [L(A)]′ implies that there is a sequence {Cn} ⊂ L(A) converging
to C in Cb(X). Also there exists a sequence {xn} ⊂ A such that L(xn) = Cn.
Since L−1 is Lipschitz, so xn = L
−1(Cn) → L
−1(C) = x for some x in X.
This implies, x ∈ A. Hence, L(A) is closed in Cb(X).
From the last part of the proof of Theorem 3.7, it follows that L is ex-
pansive of Lipschitz type with the same constant l. 
4. NONEMPTY INTERSECTION PROPERTIES
By a decreasing sequence {Kn} of subsets of a metric space X, we mean
Kn+1 ⊂ Kn,∀n. From the classical Cantor’s Intersection Theorem [5] for a
metric space X the following two statements are equivalent:
(1) A metric space X is complete.
(2) For every decreasing sequence {Kn} ⊂ Cb(X) with δ(Kn) → 0,⋂
n∈N
Kn has exactly one point.
This theorem is also known as an intersection principle for a metric space and
is extensively used in the fields related to mathematical analysis. In this sec-
tion, we deal with a decreasing sequence {Kn} ⊂ Cb(X), for which
∑∞
n=1Hn
converges, where Hn = H(Kn,Kn+1). For the decreasing sequences {Kn},
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for which ‘Hn → 0’ is equivalent to ‘
∑∞
n=1Hn is convergent’, our theorem
4.1 discussed below is a generalization of Cantor’s Intersection Theorem.
Theorem 4.1. A metric space X is complete if and only if for every de-
creasing sequence {Kn} ⊂ Cb(X) with
∑∞
n=1Hn converges,
∞⋂
n=1
Kn 6= ∅.
Proof. Let X be a complete metric space. For a1 ∈ K1, ǫ > 0, there exists
a2 ∈ K2 such that d(a1, a2) ≤ H(K1,K2) + ǫ. Again, for a2 ∈ K2 and
ǫ > 0 as above, there exists a3 ∈ K3 such that d(a2, a3) ≤ H(K2,K3) + ǫ
2.
Proceeding this way, we get d(ar, ar+1) ≤ H(Kr,Kr+1) + ǫ
r, r ≥ 1. Now,
for m,n ∈ N with m < n,
d(am, an) ≤
n−1∑
k=m
d(ak, ak+1)
≤
n−1∑
k=m
H(Kk,Kk+1) +
n−1∑
k=m
ǫk.
This implies, {ai} is a Cauchy sequence. Let ai → a ∈ X. Since {Kn} is a
decreasing sequence, a ∈
∞⋂
i=1
Kn.
For the converse, let {xn} be a Cauchy sequence in X with an absolutely
convergent subsequence {xpi}
∞
i=1. Let Ui = {xpi , xp(i+1) , xp(i+2) , ...} and U i
be the closure of Ui, i = 1, 2, 3, ... . Then {U i} is a decreasing sequence
of nonempty, bounded, closed subsets of X such that δ(U i) → 0. Now,
Hi = H(U i, U i+1) ≤ d(xpi , xp(i+1)). This implies,
∑∞
i=1Hi converges. Hence,
by the hypothesis,
⋂
i∈N
U i 6= ∅; let x ∈
⋂
i∈N
U i. Now, δ(U i) → 0 implies, for
each ǫ > 0 there exists m ∈ N such that ∀p ≥ m, δ(U p) < ǫ. Then
x ∈
⋂
i∈N
U i implies, d(xpi , x) < ǫ ∀i ≥ m. Thus xpi → x. Hence the theorem
is proved. 
Hn → 0 is the necessary condition for the sequence {Kn} in Thoerem
4.1 to have
⋂
n∈N
Kn 6= ∅ but can not be the sufficient condition to have the
nonempty intersection, for example:
Example 4.2. The functions xi, defined as xi(t) = t
i, t ∈ [0, 1], i ∈ N, are
in the normed space X = (C[0, 1], ‖ · ‖∞) and Kn = {xi}
∞
i=n, n ∈ N, are
the subsets of X. These K ′ns are closed, δ(Kn) = ‖xn(t)‖∞ = 1, Hn =
H(Kn,Kn+1) = ‖xn − xn+1‖∞ → 0; and
∞⋂
n=1
Kn = ∅.
In the Cantor’s Intersection Theorem, δ(Kn) → 0 is the sufficient condi-
tion to have the nonempty intersection. If δ(Kn) 6→ 0, then
∞⋂
n=1
Kn may be
empty, unless
∑∞
n=1Hn is finite. For example,
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Example 4.3. Let Kn ⊂ R
2 be the region bounded by the curves 4n(y −
1/n) = −x2 and 4n(y + 1/n) = x2, n ∈ N. Then Hn = H(Kn,Kn+1) =
1/n − 1/(n + 1) → 0,
∑∞
n=1Hn is finite, δ(Kn) 6→ 0; and
⋂
n∈N
Kn is the
interval [−2, 2] ⊂ R.
Example 4.4. For some p ∈ [1,∞], consider a normed space (lp, ‖ · ‖p),
with the standard basis {ei}
∞
i=1. Let Kn = {ei}
∞
i=n, n = 1, 2, 3, ... . Then
Kn
′s are closed, δ(Kn) = Hn = H(Kn,Kn+1) = ‖en − en+1‖p = constant
(6= 0) ∀ n,
∑∞
n=1Hn is not finite; and
∞⋂
n=1
Kn = ∅.
The Cantor’s Intersection Theorem and Theorem 4.1 coincide in the fol-
lowing example.
Example 4.5. Let Kn = [
−1
n
, 1
n
] ⊂ R. Then δ(Kn) → 0,
∑∞
n=1Hn con-
verges; and
⋂
n∈N
Kn = {0}.
Although, the condition Hn → 0 is sufficient to have nonempty intersec-
tion in Atsuji spaces.
Theorem 4.6. If X is an Atsuji space, then for each decreasing sequence
{Kn} ⊂ Cb(X) with Hn → 0,
∞⋂
n=1
Kn 6= ∅.
Proof. Given a decreasing sequence {Kn} ⊂ Cb(X) such that Hn → 0.
For the sequence {Kn}, there exists an ∈ Kn (as we saw in the proof of
Theorem 4.1) such that for any fixed ǫ ∈ (0, 1) and for all n ≥ 1 we have,
d(an, an+1) ≤ Hn + ǫ
n → 0 as n → ∞. The terms of the sequence {an}
are distinct for infinitely many values of n, this implies I(an) → 0. So by
Thoerem 2.8, {an} has a Cauchy subsequence. And so, the limit of this
sequence is in
∞⋂
n=1
Kn. 
The converse of Theorem 4.6, in general, is not true. For example:
Example 4.7. Consider Xn = {n} ∪ {n + 1/2m : m ∈ N}, n ∈ N, and
X =
∞⋃
n=1
Xn with the usual metric. Now, let {Ki} ⊂ Cb(X) be a decreasing
sequence with Hi → 0. Then, as we saw in the proof of Theorem 4.6, there
exists ai ∈ Ki such that |ai − ai+1| → 0. The limit |ai − ai+1| → 0 implies
that ai eventually can’t be in N unless ai = p eventually, for some fixed
p ∈ N. Let (other possibility) ai = ni+1/2mi. Then |ai−ai+1| → 0 implies
ni = q eventually, and mi →∞ as i→∞, where q is some fixed element in
N. So in this case, we get ai → q; and so,
∞⋂
i=1
Ki will contain q. Thus we
get, for each decreasing sequence {Ki} ⊂ Cb(X) with Hi → 0,
∞⋂
i=1
Ki 6= ∅.
But the space X is not an Atsuji space, because X ′ = N.
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For a subset A of a metric space X, let us define dˆ(A) = sup
x∈A
d(x,X \A).
This functional gives the radius of the inscribed ball inside a regular body
in the Euclidean space R2. We can conclude the following: (1) dˆ(A) ≤ δ(A);
(2) dˆ(A) ≤ dˆ(B) if A ⊂ B; (3) dˆ(A) = 0 if and only if A ⊂ [X \ A]′;
(4) For unbounded A, dˆ(A) can be finite or infinite, e.g. Consider A1 =
{(x, 0) : x ∈ R} and A2 = {(x, y) : x, y ≥ 0} in R
2. Then dˆ(A1) = 0 and
dˆ(A2) =∞; (5) If A = X, then dˆ(A) =∞ (we take d(x, ∅) =∞ ∀x because
d(x,A) ≥ d(x,B) ∀A ⊂ B, ∀x).
Lemma 4.8. Let A,B ∈ B(X). Then
(a) H(X \ A,X \B) ≤ max{dˆ(A), dˆ(B)}.
(b) max{dˆ(A), dˆ(B)} ≤ H(A,B), provided A ∩B = ∅.
(c) H(X \ A,X \B) ≤ dˆ(B) if A ⊂ B.
Proof. (a) For A,B ∈ B(X), we have
H(X \A,X \B)
= max{ sup
p∈X\A
d(p,X \B), sup
q∈X\B
d(X \ A, q)}
= max{ sup
p∈B\A
d(p,X \B), sup
q∈A\B
d(q,X \A)} (4.a)
≤ max{sup
p∈B
d(p,X \B), sup
q∈A
d(q,X \A)}
= max{dˆ(B), dˆ(A)}.
(b) Suppose A ∩B = ∅, then
H(A,B) = max{sup
x∈A
d(x,B), sup
y∈B
d(A, y)}
≥ max{sup
x∈A
d(x,X \ A), sup
y∈B
d(X \B, y)}
= max{dˆ(A), dˆ(B)}.
(c) Let A ⊂ B. Then we have
H(X \A,X \B)
= max{ sup
p∈X\A
d(p,X \B), sup
q∈X\B
d(X \ A, q)}
= sup
p∈X\A
d(p,X \B)
= sup
p∈B\A
d(p,X \B) (4.b)
≤ sup
p∈B
d(p,X \B)
= dˆ(B).

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From (a) and (b) of Lemma 4.8 we conclude that if A ∩ B = ∅, then
H(X \ A,X \ B) ≤ H(A,B). However, if A ∩ B 6= ∅, then no relation
between H(A,B) and H(X \ A,X \ B), in general, exists. If we take, for
example, the case when ‘A∩B 6= ∅ and neither A ⊂ B nor B ⊂ A’, then no
relation holds. For example:
Example 4.9. In the Euclidean space X = R2, consider an equilateral
triangular region R with vertices O,P,Q and suppose I is the incenter of the
△OPQ. Let A = Ro, and B = union of ∂R and all the line segments joining
I to a vertex. Then using (4.a), H(A,B) = sup
p∈A
d(p,B) = sup
p∈A\B
d(p,B) =
sup
p∈To
d(p, ∂T ) ≤ sup
p∈To
d(p, ∂T ∩ ∂R) = sup
p∈A\B
d(p,X \ A) = H(X \ A,X \B),
where T is one of the three sub-triangular regions, say the one with vertices
I, P,Q. Thus we get, H(X \A,X \B) ≥ H(A,B).
Let a, b, c ∈ X ′ for a given metric space X, and A = {a, b}, B = {b, c}.
ThenH(A,B) > 0 andH(X\A,X\B) = 0. Thus we get, H(X\A,X\B) <
H(A,B).
So, in this case no relation between H(A,B) and H(X \A,X \B) exists.
Even, for the case A ⊂ B or B ⊂ A, no relation holds. For example:
Example 4.10. Let x be a point in X \ B, where B is a bounded closed
subset in a connected metric space X such that A = Bo 6= ∅. Consider
Y = B ∪ {x} as a new metric space. Then H(Y \ A,Y \ B) > 0 and
H(A,B) = 0. Thus we get, H(Y \ A,Y \B) > H(A,B).
Let X be a metric space, and A,B ⊂ X ′ with A ( B, δ(B) < ∞ and
B′ = ∅. Then H(A,B) > 0. Now, b ∈ B \A implies ∃ bn ∈ X converging to
b. Since, B′ = ∅, so bn ∈ X \ B particularly. This implies d(b,X \ B) = 0.
And so, using (4.b), sup
b∈B\A
d(b,X \B) = H(X \A,X \B) = 0. Thus we get,
H(A,B) > H(X \A,X \B).
Thus, in general, for the case when a subset is contained in another, no
relation between H(A,B) and H(X \ A,X \B) exists.
Theorem 4.11. Let X be an Atsuji space. Then, for each decreasing se-
quence {Kn} ⊂ Cb(X) with dˆ(Kn)→ 0,
∞⋂
n=1
Kn 6= ∅.
Proof. For x ∈ X and for A,B ⊂ X, we have d(x,A) ≤ d(x,B) +H(A,B).
Consider xn ∈ Kn \Kn+1. Then using (c) of Lemma 4.8, we have d(xn,X \
{xn}) ≤ d(xn,X \ Kn) ≤ d(xn,X \ Kn+1) + H(X \ Kn,X \ Kn+1) ≤ 0 +
dˆ(Kn) → 0 i.e. I(xn) → 0. So using Theorem 2.8, the sequence {xn} has a
Cauchy subsequence. Therefore its limit is in
∞⋂
i=1
Kn. 
The converse of Theorem 4.11, in general, does not hold. For example:
Example 4.12. Consider the setX as in Example 4.7, with the usual metric
d. Let {Ki} ⊂ Cb(X) be a decreasing sequence with dˆ(Ki) → 0. Then, as
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we observed in the proof of Theorem 4.11 that there exists xi ∈ Ki \Ki+1
such that I(xi) → 0. The boundedness of Ki implies, if xi ∈ N, then range
of the sequence {xi} must be finite. And so,
∞⋂
i=1
Ki contains an element from
this range. If xi are in the form of ni +1/2mi, then xi → p for some p ∈ N,
otherwise the limit lim
i→∞
I(xi) 6= 0. And so,
∞⋂
i=1
Ki contains p. Thus we get,
for each decreasing sequence {Ki} ⊂ Cb(X) with dˆ(Ki) → 0,
∞⋂
i=1
Ki 6= ∅.
But X is not an Atsuji space.
5. APPLICATIONS OF THE NONEMPTY INTERSECTION
PROPERTY
In this section, we deduce some applications of the nonempty intersection
property 4.1.
Theorem 5.1. Let X be a complete metric space and Cb(X) be the cor-
responding Hausdorff metric space. Let {Kn} be a decreasing sequence of
nonempty, bounded, closed subsets in the space X such that
∑
n∈NHn is
convergent. Then the sequence {Kn} converges to K :=
⋂
n∈N
Kn in the space
Cb(X), where Hn = H(Kn,Kn+1).
Proof. Since
∑
n∈NHn is finite, by Theorem 4.1, K 6= φ. By Lemma 2.3,
{Kn} is a Cauchy sequence in the space Cb(X), hence its limit point is in
Cb(X). We claim this limit point to be K. In the proof of Theorem 4.1,
we saw that the chosen sequence {an} with an ∈ Kn is a Cauchy sequence
and its limit point a belongs to the set K. Now, if possible let Kn → K˜,
K˜ 6= K, in Cb(X), then by Lemma 2 in [1], the limit point a should belong
to K˜, which is a contradiction to a ∈ K. 
Remark 5.2. In Theorem 5.1, if we replace the hypothesis ‘
∑
n∈NHn is
convergent’ by the hypothesis of Cantor’s Intersection Theorem ‘δ(Kn)→ 0’,
then we may loose the convergence of the sequence {Kn} to K in the space
Cb(X).
The following corollary is an immediate consequence of Theorem 5.1.
Corollary 5.3. Let X be a complete metric space and Cb(X) be the cor-
responding Hausdorff metric space. Let {Kn} be a decreasing sequence of
nonempty, bounded, closed subsets in the space X such that
∑
n∈N
Hn is conver-
gent. Then H({x},Kn) → H({x},K) ∀x ∈ X, where Hn = H(Kn,Kn+1)
and K =
⋂
n∈N
Kn.
As an application of Section 4, in the next result we provide the proof of
the converse of Theorem 2.6.
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Theorem 5.4. Let X be a metric space and Cb(X) be the corresponding
Hausdorff metric space. If Cb(X) is complete, then X is complete.
Proof. Let T : X → Cb(X) be a mapping which is defined as, Tx = {x};
and T : Cb(X)→ P (Cb(X)) be defined as, T (A) = {Tx : x ∈ A}. It is clear
that T (A) is bounded if A ⊂ X is bounded.
Now, C ∈ [T (A)]′ =⇒ ∃ a sequence {Cn} ⊂ T (A) converging to C in
Cb(X); also ∃ a sequence {xn} ⊂ A such that Txn = Cn = {xn}. Clearly,
C = {x} for some x ∈ X. Then H(Cn, C) = H({xn}, {x}) → 0 =⇒
d(xn, x)→ 0 which further implies x ∈ A. And so T (A) is closed in Cb(X).
It may be noted that, referring to the proof of Theorem 3.7, one can
similarly prove that H(T (A),T (B)) = H(A,B). Now consider a decreasing
sequence {Kn} ⊂ Cb(X) of subsets of X with
∑
n∈N
H(Kn,Kn+1) <∞. This
implies, {T (Kn)} is a decreasing sequence and
∑
n∈N
H(T (Kn),T (Kn+1)) <
∞. So by Theorem 4.1, K ′ :=
⋂
n∈N
T (Kn) 6= φ. Then, S ∈ K
′ =⇒ ∃sn ∈ Kn
such that Tsn = S. This implies d(sn, sm) = H(Tsn, T sm) = H(S, S) =
0, ∀m,n ∈ N. Thus we get sn = s ∀n ∈ N for some s ∈ X. And so
s ∈
⋂
n∈N
Kn. Hence by Theorem 4.1, X is complete. 
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