Abstract. Recently, a characterization of the Lovász theta number based on convex quadratic programming was established. As a consequence of this formulation, we introduce a new upper bound on the stability number of a graph that slightly improves the theta number. Like this number, the new bound can be characterized as the minimum of a function whose values are the optimum values of convex quadratic programs. This paper is oriented mainly to the following question: how can the new bound be used to approximate the maximum stable set for large graphs? With this in mind we present a two-phase heuristic for the stability problem that begins by computing suboptimal solutions using the new bound definition. In the second phase a multi-start tabu search heuristic is implemented. The results of applying this heuristic to some DIMACS benchmark graphs are reported.
Introduction
Let G = (V, E) be a simple undirected graph, where V = {1, . . . , n} denotes the vertex set and E is the edge set. It will be supposed that G has at least one edge, i.e., E is not empty. We will write ij ∈ E to denote the edge linking nodes i and j of V. The adjacency matrix A G = [a ij ] of G is the symmetric matrix defined by
A stable set (or independent set) of G is a subset of nodes of V whose elements are pairwise nonadjacent. The stability number (or independence number) of G is defined as the cardinality of a largest stable set and is usually denoted by α(G). A maximum stable set of G is a stable set with α(G) nodes.
A clique of G is a subset of nodes of V whose elements are pairwise adjacent. The clique number of G is the cardinality of a largest clique and is usually denoted by ω(G). A maximum clique of G is a clique with ω(G) nodes.
These definitions imply that ω(G) = α(G), where G is the complement subgraph of G. Consequently, to determine the maximum clique of a graph one can look for the maximum stable set of its complement graph. Hence any algorithm solving one of these problems can also be applied to solve the other.
The problem of finding α(G) (or, equivalently, ω(G) ) is NP-hard and the same happens with the more general problem of determining the maximum stable set (or the maximum clique) of G. However, several ways to obtain approximative solutions of these problems have been proposed in the literature. One of them is given in [19] , where the following convex quadratic upper bound υ on α(G) was introduced:
where e is the n × 1 all ones vector, T denotes for the transposition operation, I is the identity matrix of order n, and A G denotes, as above, the adjacency matrix of G, and λ min (A G ) is its smallest eigenvalue. Since the trace of A G is zero and G has at least one edge, A G is indefinite. Hence λ min (H) = −1 and this guarantees the convexity of (P G ) since H + I is positive semidefinite. The upper bound υ was generalized in [20] , where the following family of quadratic problems, based on a perturbation in the Hessian of problem (P G ), was introduced:
where C = [c ij ] is a nonzero real symmetric matrix such that c ij = 0 if i = j or ij / ∈ E, and
.
Any matrix satisfying the conditions imposed on the matrix C is called a weighted adjacency matrix of G. Note that as well as the adjacency matrix A G , the matrix C is indefinite taking into account that its trace is null and not all entries c ij are null. Consequently, since λ min (H C ) = −1, all problems (P G (C)) are convex. Note also that υ(A G ) = υ and, therefore, (P G ) is included into the introduced family of quadratic problems. We can easily assert that for any weighted adjacency matrix C of a graph G, the number υ(C) is an upper bound on α(G). In fact, to see this, let x be a characteristic vector of any maximum independent set S of G (defined by x i = 1 if i ∈ S and x i = 0 otherwise). Since the vector x is a feasible solution of (P G (C)) and satisfies
, for all weighted adjacency matrices C of G.
As is proved in [20] , the best upper bound υ(C) coincides with the Lovász theta number, i.e.,
where C is a weighted adjacency matrix of G. The Lovász theta number was introduced in [18] , is computable in polynomial-time and has been subsequently studied in several publications. It is the most famous upper bound of α(G) generally considered, for which several different formulations were established in the literature (see [13, 17] ). Now we introduce a slightly more accurate upper bound on α(G), defined as follows:
where C is a weighted adjacency matrix and
Similarly to the case of υ(C), it can be easily seen that α(G) ≤ υ − (C) for all weighted adjacency matrices C. Hence from the υ − (C) definition, we can assert that υ − (C) ≤ υ(C) and, therefore,
i.e., ϑ − (G) is an upper bound on α(G) that is not worse than ϑ(G). This paper addresses the following question: in view of (4), can we use characterization (2) to approximate the maximum stable set of large graphs? To this end, an algorithm that runs in two phases is proposed. In the first phase, considering υ − (C) as a function of the nonzero entries of the matrix C, a descent method is applied to decrease υ − (C) as much as possible; for the weighted adjacency matrix C for which the best υ − (C) was obtained, the second phase uses the corresponding optimal solution of (P − G (C)) to construct the input of a multi-start tabu search algorithm in order to obtain a near-optimal stable set of G.
There are several papers in the literature that try to use the Lovász theta number and/or its variants to extract stable sets. Grötschel, Lovász, and Schrijver [13] describe several alternative formulations of the Lovász theta number and provide a polynomial time algorithm for its computation based on the
