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第 1 章 序論 
 
1.1 はじめに 
  
近年、スマートフォンやタブレットといった携帯端末の普及により、多くの動画が生成お
よび視聴されるようになってきている。なかでも YouTube や Netflix といった動画配信サ
ービスの拡大により、多くの動画がインターネットからストリーミングやダウンロードに
よって視聴されている[1]。そして、図 1.1 に示すように動画のトラフィック量は今後ます
ます増加することが予測されている[2]。一方で情報量の大きい 4K や 8K といった高精細
な動画コンテンツも拡がりを見せている。このような背景で多くの動画の蓄積や伝送を行
うために、動画の高効率な圧縮が求められる。 
 
 
図 1.1  動画のトラフィック量の推移とその予測[2] 
 
H.265/HEVC（High Efficiency Video Coding）は、JCT-VC（Joint Collaborative Team 
on Video Coding）により国際標準化された最新の動画像符号化規格である。HEVC では
様々な要素技術を用いて高効率な動画像符号化を実現しており、画面内予測はその中で用
いられている重要な要素技術の 1つである。 
 
1.2 研究目的 
  
HEVCにおいて、ピクチャはいくつかの Prediction Unit（PU）に分割される。そし
て、各 PU において符号量（bitRate）が少なくかつ符号化前の画像との歪み
（Distortion）が小さくなる、すなわち Rate-Distortion（RD）最適となるような画面内
予測モードが決定される。HEVCの参照ソフトウェアであるHEVC Test Model（HM）
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では、各モードの RDコストを計算することで、ほぼ RD最適な画面内予測モードが選択
できるが、計算量が大きい。そのため、より計算量の小さい Sum of Absolute Transform 
Difference（SATD）コストやMost Probable Mode（MPM）により RD コストの小さい
モードを推定し、RD コスト計算対象のモード（RDモード）の数を絞り込む。本研究で
は、この RDモードの絞り込みの部分について、Convolutional Neural Network
（CNN）を用いて改善し、より RD最適な画面内予測モードを選択して符号化を行うこと
を目的とする。 
 
1.3 本論文の構成 
 
第 1章では、本研究の背景や目的について述べてきた。第 2章では、本研究に関連する
基本的な技術について述べる。第 3章では、本研究と密接に関わる HEVCにおける画面
内予測について述べる。第 4章では、CNNを用いて最適な画面内予測モード推定を行う
手法について述べる。第 5章では、提案手法について述べる。第 6章では、提案手法の評
価実験について述べる。第 7章では、本論文の総括を述べる。 
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第 2 章 関連技術 
 
本章では、本研究に関連する基本的な技術として、表色系、動画像符号化に関する基礎
技術、動画像符号化標準の歴史、画質評価、Neural Networkについて述べる。 
 
2.1 表色系 
  
画像などにおいて色を表す体系のことを表色系という。一般にすべての色は互いに独立
な 3つの変数を用いて表せるとされていて、いくつかの表し方、すなわち表色系が提案さ
れている。本節では、表色系として RGBと YCbCrについて述べる。 
 
2.1.1 RGB表色系 
 
 RGB表色系は、赤（R：Red）、緑（G：Green）、青（B：Blue）の 3つの基本色を混
ぜ合わせてさまざまな色を表現する。これは、色を感じ取る人間の目の細胞である錐体
が、3つの基本色に特に強く反応することに基づいている。RGBの 3色は光の 3原色と呼
ばれていて、これらの色の光を重ねるほど明るい色が得られる。このように色を作り出す
方式は加法混色と呼ばれ、ディスプレイなどで用いられている。[3] 
 
2.1.2 YCbCr表色系 
 
YCbCr表色系は、テレビ方式に関する標準の ITU-R（International 
Telecommunication Union - Radiocommunication Sector） BT.601や BT.709で定めら
れた、輝度信号と 2つの色差信号を用いて色を表現する表色系である。輝度信号（Y）と
色差信号（Cb、Cr）は、RGBから変換式を用いて求められる。式(2.1)に BT.601で定め
られた SDTV（Standard Definition TeleVision）での変換式を、式(2.2)に BT.709で定め
られたHDTV（High Definition TeleVision）での変換式を示す。また、図 2.1にデジタル
画像を RGBと YCbCrの各成分に分解して可視化した図を示す。 
[
𝑌
𝐶𝑏
𝐶𝑟
] = [
0.299 0.587 0.114
−0.169 −0.331 0.500
0.500 −0.419 −0.081
] [
𝑅
𝐺
𝐵
] (2.1) 
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[
𝑌
𝐶𝑏
𝐶𝑟
] = [
0.213 0.715 0.072
−0.115 −0.385 0.500
0.5000 −0.454 −0.046
] [
𝑅
𝐺
𝐵
] (2.2) 
 
 
図 2.1 デジタル画像（Lena[4]）を RGBと YCbCrの各成分に分解して可視化した図 
 
YCbCr表色系と似た表色系として YUVや YIQがあるが、Y成分の変換式は式(2.1)と
同じで色差成分の変換式がそれぞれ異なる式になっている。[5] このように輝度信号と色
差信号を用いる表色系はテレビ放送などの動画像標準で採用されている。その理由として
は、輝度信号が色差信号と分離していることで次のようなメリットがあるためである。1
つ目は、輝度信号のみ再生して白黒画像を表示することができ、カラー放送と白黒放送の
両方に対応できることである。2つ目は、人間の目が輝度より色差の変化に気づきにくい
性質を利用して色差信号を間引くことにより高効率な圧縮が可能になることである。色差
信号について水平方向を半分に間引いたものを 4:2:2フォーマット、水平垂直両方向を半
分に間引いたものを 4:2:0フォーマット、間引かないものを 4:4:4フォーマットという。
4:4:4や 4:2:2は主にコンテンツ制作や放送用の素材に使われ、4:2:0は広く消費者向けの
アプリケーションに使われている。図 2.2に 4:4:4、4:2:2、4:2:0フォーマットの違いを示
す。[6] 
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図 2.2 4:4:4、4:2:2、4:2:0フォーマットの違い[6] 
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2.2 動画像符号化に関する基礎技術 
  
本節では、動画像の符号化に関する基本的な技術について説明する。はじめに、アナロ
グの画像情報をデジタルに変換する A/D変換について説明する。そして、HEVCを含め
た近年の動画像符号化で用いられている、画面内予測、画面間予測、直交変換、エントロ
ピー符号化について説明する。 
 
2.2.1 A/D変換 
  
カメラから得られる画像情報は、もともと情景を電気信号に変換したアナログ信号であ
る。しかし、圧縮符号化はデジタル信号処理で行われるため、Analog to Digital（A/D）
変換が行われる。A/D変換には(1)標本化、(2)量子化、(3)符号化のステップがある。 
(1)標本化では、アナログ信号から一定の時間間隔で標本を取り出す。このとき、入力の
アナログ信号の最大周波数 2倍以上の周波数で標本を取り出すようにする。これは、シャ
ノン・染谷の標本化定理に基づいている。 
(2)量子化では、取り出された標本の値を連続的な値から離散的な値にする。量子化のレ
ベルをどれほどの細かさで刻むかによって信号の滑らかさが決まる。 
(3)符号化では、量子化された数値を 0と 1の符号を用いたデジタル値にする。 
図 2.3に、A/D変換の仕組みを示す。 
 
 
図 2.3  A/D変換 
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2.2.2 画面内予測 
  
画面内予測（Intra Prediction）とは、画素値が空間的に高い相関をもつことから周囲の
画素を利用して行う予測のことである。例えば、横縞の柄の画像であれば左隣の画素値か
ら予測を行えるため、その分情報量を削減できる。H.264/AVC（Advanced Video 
Coding）や HEVC といった近年の動画像符号化規格では、複数の画素からなるブロック
単位で、いくつか用意された画面内予測モードから適したものを選択して画面内予測が行
われる。図 2.4に AVCにおける画面内予測モードを示す。[7] HEVCにおける画面内予測
については 3章で説明する。 
 
 
図 2.4 AVCにおける画面内予測モード[7] 
 
2.2.3 画面間予測 
  
画面間予測（Inter Prediction）とは、画素値が時間的に高い相関をもつことから前後付
近のフレームの画素を利用して行う予測のことである。例えば、動きのないシーンの動画
像であれば直前フレームの同位置の画素値から予測を行えるため、その分情報量を削減で
きる。一方、動きの大きなシーンでは直前フレームの同位置の画素値から単純に予測しよ
うとしても当たらなくなる。しかし形状の変化しない物体が動くようなシーンの場合、物
体の動きベクトルが分かれば直前フレームで物体があった位置の画素値から予測が可能と
なる。このような仕組みで行う予測を動き補償画面間予測という。図 2.5に、単純な画面
間予測と動き補償画面間予測の例を示す。同図を見ると、単純な画面間予測よりも動き補
償画面間予測を用いたほうが、予測誤差が小さくなっていることが確認できる。さらに、
隣接画素（上隣 4つと 
左隣 4つ）の平均をとる 
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動き補償画面間予測を過去と未来の双方のフレームから行うものを双方向動き補償画面間
予測という。双方向予測は、過去のフレームのみ用いる順方向予測と比べてより正確な予
測が期待できるが、未来のフレームを用いるために本来のフレームの順序を入れ替える必
要があり遅延が生じるという側面もある。 
 
 
 
 
 
 
 
図 2.5 単純な画面間予測と動き補償画面間予測の例[8] 
 
2.2.4 直交変換 
  
画像信号の相関性を利用して直交変換を行い、特定の成分にパワーを集中させることで
情報量を削減できる。画像信号は低周波成分にパワーが集中する傾向があることが知られ
ているため、低周波成分へのパワーを集中させるのに優れた直交変換を用いることにな
る。このような低周波成分にパワーを集中させる変換は、人間の目が画像の高周波成分に
は鈍感であるといった特性があることからもよい変換方法といえる。そして、単に変換さ
せるだけでなく、高周波成分は粗く低周波成分は細かく量子化することによって情報量を
削減でき効率の良い圧縮が可能となる。 
(a) 符号化対象フレーム (b) 予測されたフレーム (b)-(a) 予測誤差 
(b)-(a) 予測誤差 (b) 予測されたフレーム (a) 符号化対象フレーム 
単純な画面間予測 
動き補償画面間予測 （→は動きベクトル） 
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代表的な直交変換の方法としてはフーリエ変換があげられるが、複素数演算による計算
コストが高く他の変換方法が求められる。 
Hadamard（アダマール）変換は、変換行列の要素が+1と-1のみで構成されており、
加減算のみで乗算の必要なく変換が行えるという簡単な変換手法である。演算が簡単であ
る反面、低周波成分へのパワー集中度では他の変換方法に劣る。アダマール変換の基本変
換行列を式(2.3)に、2𝑛次の変換行列を式(2.4)に示す。式(2.3)の基本行列をもとに式(2.4)を
再帰的に用いることで高次の変換行列が得られる。 
𝐻2 =
1
√2
[
1 1
1 −1
] (2.3) 
𝐻2𝑛 =
1
√2
[
𝐻𝑛 𝐻𝑛
𝐻𝑛 −𝐻𝑛
] (2.4) 
なお、アダマール変換は逆変換も同じ変換行列で表される。[9] 
離散コサイン変換（DCT：Discrete Cosine Transform）は、アダマール変換よりも低
周波成分へのパワー集中度が高い変換である。𝑁 × 𝑁の画像に対する DCTは式(2.5)、逆変
換は式(2.6)で表される。 
𝐹(𝑢, 𝑣) =
2
𝑁
𝐶(𝑢)𝐶(𝑣) ∑ ∑ 𝑓(𝑗, 𝑘) cos [
(2𝑗 + 1)𝑢𝜋
2𝑁
] cos [
(2𝑘 + 1)𝑣𝜋
2𝑁
]
𝑁−1
𝑘=0
𝑁−1
𝑗=0
 (2.5) 
𝑓(𝑗, 𝑘) = ∑ ∑ 𝐶(𝑢)𝐶(𝑣)𝐹(𝑢, 𝑣) cos [
(2𝑗 + 1)𝑢𝜋
2𝑁
] cos [
(2𝑘 + 1)𝑣𝜋
2𝑁
]
𝑁−1
𝑣=0
𝑁−1
𝑢=0
 (2.6) 
ただし、𝑓(𝑗, 𝑘)は画像信号、𝐹(𝑢, 𝑣)は DCTの係数を表し、 
𝐶(𝑢), 𝐶(𝑣) = {
1
√2
 (𝑢, 𝑣 = 0)
1 (𝑢, 𝑣 = 1,2, … , 𝑁 − 1)
 (2.7) 
である。図 2.6に、𝑁 = 8のときの変換係数𝐹(𝑢, 𝑣)に対する基底パターンを示す。同図左
上の成分𝐹(0,0)が直流（DC：Direct Current）成分とよばれ、右下の成分ほど高周波とな
っている。[10] 
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図 2.6 8×8ブロックに対する DCTの基底パターン[11] 
 
2.2.5 エントロピー符号化 
  
エントロピー符号化は、出現頻度の高いシンボルには短い符号語を、出現頻度の低いシ
ンボルには長い符号語を割り当てる符号化である。このことで情報の理論的圧縮限界であ
るエントロピー（平均情報量）に近い符号量で符号化することが可能となる。この方式で
は符号長が可変となるため可変長符号化とも呼ばれる。 
前節で示した DCTの後に量子化を行うと高周波成分が 0となることが多い。そこで、
低周波成分から高周波成分にかけてジグザグにスキャンして値を並べると、後ろのほうが
0の連続して現れるデータ列になる。そこで「0,0,0,0,0,0」といった 0の連続を「0が 6
つ」というようなコンパクトな表現にすることができる。このように、0の連続する個数
（ゼロラン長）とその直後の 0でない係数（レベル）のペアで表現する符号化をラン-レベ
ル符号化という。 
AVCや HEVC では、CABAC（Context-based Adaptive Binary Arithmetic Coding）
で符号化が行われる。図 2.7に、CABAC の処理の概要を示す。まず、符号化対象のデー
タを 2値信号に変換する。その後あらかじめ用意された複数の確率モデルの中から、符号
化済みのデータ系列に従い使用するコンテキストモデルを選択する。そして最後に算術符
号化を行う。算術符号化とは、0以上 1未満の数直線をシンボルの出現確率に応じて
Augendと呼ばれる領域に分割して、シンボル系列に対応する Augendを最小精度の 2新
数で表現する方法である。図 2.8に算術符号化の原理を示す。また、算術符号化はシンボ
ルの出現確率が均一に近いデータでは圧縮が見込めないため、処理の高速化を図るバイパ
スモードも用意されている。 [12] 
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図 2.7 CABACの処理の概要[12] 
 
 
図 2.8 算術符号化の原理[12] 
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2.3 動画像符号化標準の歴史 
  
動画像符号化に関する国際標準は、ITU-T（ITU - Telecommunication Standardization 
Sector）と ISO/IEC JTC1（International Organization for Standardization / 
International Electrotechnical Commission Joint Technical Committee）の 2つの国際
標準化機関によって進められてきた。ITU-Tは VCEG（Video Coding Experts Group）
によってHシリーズを、ISO/IEC JTC1はMPEG（Moving Picture Experts Group）に
よってMPEGシリーズを成立させている。図 2.9に、動画像符号化標準制定の経過を示
す。 
 
 
図 2.9  ITU-TとMPEGによる動画像符号化標準制定 
 
ITU-T （当時 CCITT、Consultative Committee of International Telegraph and 
Telephone）の H.261が標準化された 1990年代以降は、ハイブリッド符号化が基本とな
っている。ハイブリッド符号化とは、前節で述べた前節で述べた画面内予測・画面間動き
補償予測といった「予測」と DCTなどの「変換」を組み合わせて行う方式のことであ
る。 
H.261はそれ以降の符号化標準の原型となるものだったが、通信での用途を想定したた
め CD-ROMなどの DSM（Digital Storage Media）への蓄積を想定していたMPEGとは
時間やコストといった面で条件が異なるものだった。そのような条件の違いに基づき、
MPEG-1では過去と未来の双方向から行う予測や動きベクトルの精度を整数画素から 1/2
画素の単位への向上が採用された。こうした双方向予測を用い、周期的に画面内予測を挟
むことにより、符号化効率を向上させるとともに、デバイスで要求される特殊再生やラン
ダムアクセスを可能とした。 
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MPEG-1に次いで、MPEG-2の標準化活動が始まった。5～10Mbpsでアナログ標準テ
レビジョン（SDTV）の解像度を実現することが目標として定められた。そして DSMに
限らず多様なアプリケーションで用いられる汎用的な符号化を目指す方針で、ITU-Tと合
同で標準化作業が行われた。ITU-T側では H.262と番号づけられたが内容はMPEG-2と
全く同一である。MPEG-2は、インターレース（飛び越し走査）信号へ対応しているとい
う点でMPEG-1と大きく異なる。MPEG-2では効率よくインターレース信号を符号化す
るため、フィールド/フレーム適応の予測や DCTを導入している。また、階層符号化によ
るスケーラビリティ機能や、プロファイルおよびレベルによって使用する符号化ツールを
定義する機能によって、様々な用途やデバイス性能、解像度などに対応することが可能と
なった。標準化が進むにつれ、当初の目標だった標準テレビジョンだけでなく HDTVも
包含することとなった。その結果、現在デジタルテレビ放送や DVDなどで広く用いられ
る規格となった。 
H.262/MPEG-2に続いて、ITU-T側ではH.263の標準化が行われた。H.263はアナロ
グ電話網において低ビットレートでのテレビ電話を実現するために標準化が開始された。
H.261を基に、ループフィルタを除き 1/2画素制度動き補償を採用、シンタックスのオー
バーヘッドを削減、DCT係数の可変長符号化においてラン-レベルにブロック内の最後の
レベルであるかというフラグを追加し 3次元化という変更が加えられた。その結果特に低
レートで符号化効率が大きく向上された。一方、MPEG側ではMPEG-4の標準化が行わ
れた。MPEG-4では第 3世代携帯電話のような低速低品質の回線の使用環境や低解像度映
像への対応が重視された。そのため動きベクトルを 1/4画素精度にし、予測単位のブロッ
クサイズを 16×16だけでなく 8×8も使用可能とするなどにより動き補償予測が強化され
たほか、エントロピー符号化での誤り耐性も強化された。さらに、映像を背景や動く人物
といったオブジェクトに分割して符号化する方式も定義されている。 
次いで標準化されたのが VCEGとMPEGが JVET（Joint Video Team）を設立し合同
で開発したH.264/AVC（MPEG-4 AVC）である。AVCでは予測ブロックサイズを 7種類
に増やし、参照できるフレームの数も増やした。画面内予測については、DCTの前に複数
種類の方向から選択して行う手法が追加された。DCTについては 8×8から 4×4にして
歪みを目立ちにくくし、整数で行うよう変更された（後に大画面を扱える 8×8DCTも併
用可とされた）。エントロピー符号化では符号化済みの結果をコンテキストとして適応的
に行う算術符号化が導入された。さらに、符号化によるゆがみを低減させるデブロッキン
グフィルタが追加された。こうした変更により、従来の 2倍の圧縮効率が実現された。そ
のような圧縮効率の高さから、テレビ会議システムや携帯電話、ワンセグ、IPTV、Blu-
rayなど様々なアプリケーションに用いられている。[10] 
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H.264/AVCの後、H.265/HEVCの標準化が行われた。HEVCでも AVCと同様に JCT-
VCという合同グループが作られ標準化作業が進められた。AVCと比較して、ブロック分
割方法やブロックサイズのバリエーション、エントロピー符号化の方法やループ内フィル
タなどが異なる。画面内予測については予測モードが 9種類から 35種類まで大幅に増や
された。詳細については 3章で述べる。このような要素技術の改善により AVCの 2倍の
圧縮効率が実現された。[13] 
H.265/HEVCの次の規格として、現在 H.266/VVC（Versatile Video Coding）の標準化
が進められている。VVCも HEVCと同様で JVET（Joint Video Exploration Team）と
いう共同チームで標準化が行われている。2020年の最終国際規格案（FDIS：Final Draft 
International Standard）発行に向けて作業が進められている[14]。符号化効率は、
HEVCと比べて 30%以上の向上が見込まれている[15]。 
 
2.4 画質評価 
  
ここでは画質評価に用いられる尺度について説明する。画質評価には主観評価と客観評
価がある。主観評価は人間の感覚に基づき評価値を決定する方法であるのに対し、客観評
価は信号解析により定量的に評価を行うため比較的容易である。以下では、客観評価とし
てよく用いられる PSNR（Peak Signal to Noise Ratio）と SSIM（Structural 
SIMilarilty）について説明する。 
  
2.4.1 PSNR 
  
PSNRは式(2.8)のように定義される。 
𝑃𝑆𝑁𝑅 = 10 log10
𝑆2
𝑀𝑆𝐸
 (2.8) 
𝑆は信号のピーク間の変位を示す。8bitの画像の場合、信号は 0～255の範囲となるため、
𝑆 = 255となる。𝑀𝑆𝐸は原画像と復号画像の平均 2乗誤差（Mean Squared Error）を指
し、𝑥(𝑖)を原画像の𝑖番目の画素位置の信号、𝑦(𝑖)を複合画像の𝑖番目の画素位置の信号、𝑁
を画像に含まれる信号の総数として式(2.9)のように表される。 
𝑀𝑆𝐸 =
1
𝑁
∑[𝑥(𝑖) − 𝑦(𝑖)]2
𝑁−1
𝑖=0
 (2.9) 
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PSNRの特徴として劣化度合いの大きい画像や画質の偏りのある画像では主観画質と異な
ることがあるとされる一方、複雑な計算を要さないため HEVCをはじめとして広く用い
られている。 
 HEVCなどでは PSNRと bitrateから RD曲線を描き、それらを 3次関数で近似して
bitrate軸方向に積分した値とベースラインの同様に算出した値の差をとった BD-Rate
（Bjontegaard Delta-Rate）[16]という指標が符号化性能評価に用いられている。BD-
Rateは同一 PSNRの時のビットレートの差を表し、負の値であればベースラインよりも
符号化性能が高いことになる。 
 
2.4.2 SSIM 
   
SSIMは、Wangらによって提案された指標で、画像構造の類似度が人間の画質劣化の
知覚に寄与するという仮説に基づいて定義されている。原画像を𝑥(𝑖)、復号画像を𝑦(𝑖)と
すると SSIMは式(2.10)のように表せる。 
𝑆𝑆𝐼𝑀(𝑥 , 𝑦) = [𝑙(𝑥, 𝑦)]𝛼[𝑐(𝑥, 𝑦)]𝛽[𝑠(𝑥, 𝑦)]𝛾 (2.10) 
ここで、𝛼、𝛽、𝛾は正の定数で、Wangらはすべて 1としている[17]。また、𝑙(𝑥, 𝑦)、
𝑐(𝑥, 𝑦)、𝑠(𝑥, 𝑦)はそれぞれ原画像と復号画像の輝度の比較項、コントラストの比較項、画
像構造の比較項を表しており、式(2.11)～(2.13)に示す。 
𝑙(𝑥, 𝑦) =
2𝜇𝑥𝜇𝑦 + 𝐶1
𝜇𝑥2 + 𝜇𝑦2 + 𝐶1
 (2.11) 
𝑐(𝑥, 𝑦) =
2𝜎𝑥𝜎𝑦 + 𝐶2
𝜎𝑥2 + 𝜎𝑦2 + 𝐶2
 (2.12) 
𝑠(𝑥, 𝑦) =
𝜎𝑥𝑦 + 𝐶3
𝜎𝑥𝜎𝑦 + 𝐶3
 (2.13) 
𝑆を信号のピーク間の変位として𝐶1 = (𝐾1𝑆)
2、𝐶2 = (𝐾2𝑆)
2で、𝐶3 = 𝐶2/2とされ𝐾1 = 0.01、
𝐾2 = 0.03が良いとされる。𝜇𝑥、𝜎𝑥、𝜎𝑥𝑦はそれぞれ 11×11の正規化されたガウス関数で
重みづけられた𝑥(𝑖)の平均、𝑥(𝑖)の標準偏差、𝑥(𝑖)と𝑦(𝑖)の共分散である。以上をまとめる
と式(2.14)のようになる。 
𝑆𝑆𝐼𝑀(𝑥 , 𝑦) =
(2𝜇𝑥𝜇𝑛 + 𝐶1)(2𝜎𝑥𝑦 + 𝐶2)
(𝜇𝑥2 + 𝜇𝑦2 + 𝐶1)(𝜎𝑥2 + 𝜎𝑦2 + 𝐶2)
 (2.14) 
式(2.14)は有限領域の重みづけが適用されているため画面中の小領域ごとに定義されるこ
ととなる。画面全体の評価はこの各小領域の評価値の平均により与えられMSSIM（Mean 
SSIM）という。[18] 
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2.5 Neural Network 
 
 Neural Networkは、いくつかのノード（信号）をそれぞれ重みづけて別のノードに入
力し足し合わすなどの処理を行う、といった変換がいくつも連なってできるものである。
図 2.10にNeural Networkの例を示す。図中の○がノードを表している。 
 
 
図 2.10 Neural Networkの例 
 
2000年代、画像認識分野では SIFTなどの特徴量と SVM（Support Vector Machine）
などの識別器を組み合わせた方法が主流だった。しかし、2012年の ILSVRC（ImageNet 
Large Scale Visual Recognition Competition）という画像認識のコンペティションで
AlexNetという CNN（Convolutional Neural Network）を用いた手法が他に大きく差を
つけて優勝したのをきっかけに Neural Networkが注目されるようになってきた。画像認
識の他にも[19][20]など様々なタスクで利用されている。[21] 
以下では、CNNや代表的な CNNの構造、活性化関数、損失関数、最適化手法について
述べる。 
 
2.5.1 CNN 
 
 CNNは、中間層に Convolution（畳み込み）層を用いるNeural Networkである。先
に示した図 2.10のようなネットワークでは 1次元のデータを扱うため、画像データを入
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力するには 1次元化しなければならず空間情報が失われる。CNNはそのようなネットワ
ークとは異なり空間情報を活かすネットワークであり、画像処理でよく用いられている。 
 Convolution層では畳み込み演算が行われるが、これは画像のフィルタリング処理と同
様の処理である。畳み込み演算のパラメータとして Kernel Size、Channel数、Stride、
Paddingがある。Kernel sizeは、畳み込みのフィルタ（Kernel）の大きさのことであ
る。Channel数は、特徴を取り出すために何種類のフィルタを用いるか定める数である。
Strideは、フィルタをスライドするときの間隔である。Paddingは、畳み込みの前に入力
データの周りにデータを埋める処理およびその際どれだけの幅で行うか定める数である。
図 2.11に畳み込み演算の例を示す。同図では、Kernel Size 3×3、Channel数 1、Stride 
2、Padding 1で畳み込みが行われている。 
 
 
図 2.11 畳み込み演算の例[22] 
 
 畳み込み演算の後には、しばしば Poolingという処理が行われる。Poolingは畳み込み
のようにフィルタを用いる演算だが、畳み込みとは異なりフィルタの係数は学習されず決
まった処理を行う。よく使われるものとしてフィルタ内の最大値をとるMax Poolingや平
均値をとる Average Poolingが挙げられる。 
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2.5.2 代表的な CNN の構造 
 
 LeNetは 1990年代に提案されていたネットワークだがハードウェアの制約から 2010
年まで実装が困難だった。しかし、back propagation（誤差逆伝播）を用いた学習の結
果、手書き文字認識で高い性能を発揮した。LeNetは 2つの Convolution層の後に 2つの
全結合（FC：Fully Connected）層があり、各 Convolution層の後にサブサンプリングが
行われるような構造になっている。図 2.12に LeNetの構造を示す。[23] 
 
 
図 2.12 LeNetの構造 
 
 AlexNetは、LeNetよりも多層（deep）で Channel数も多い（wideな）ネットワーク
である。AlexNetは 5つの Convolution層の後に 3つの FC層がある構造になっている。
1層目と 2層目は畳み込みの後にMax Pooling（MP）が行われる。Local Response 
Normalization（LRN）というチャンネル方向の正規化や Dropoutという一定確率でのニ
ューロンの無効化といった新しい技術も導入された。図 2.13に AlexNetの構造を示す。
[24] 
 
 
図 2.13 AlexNetの構造 
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 AlexNet以降、VGG[25]、ResNet[26]といった、より deepなネットワークも出現して
いて、画像認識などのタスクで精度向上を実現している。一方でその分、ハードウェアの
コストも増大している。[27] 
 
2.5.3 活性化関数 
 
 活性化関数とは、畳み込みなど層での演算の後に適用される関数のことである。以下で
は、代表的な活性化関数として、ReLU（Rectified Linear Unit）、Sigmoid、Tanhにつ
いて説明する。ReLUは、0以上の数はそのまま、0未満の数は 0とするような関数であ
る。Sigmoidは式(2.15)で、Tanhは式(2.16)で表される関数である。 
𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1
(1 + 𝑒−𝑥)
 (2.15) 
𝑇𝑎𝑛ℎ(𝑥) =
𝑒𝑥 − 𝑒−𝑥
𝑒𝑥 + 𝑒−𝑥
 (2.16) 
図 2.14にそれぞれの活性化関数の概形を示す。同図より、Sigmoidと Tanhは値域が異な
るものの、滑らかな曲線という点で似ていることが確認できる。 
 
 
図 2.14 活性化関数の概形 
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2.5.4 損失関数 
 
 損失関数は、Neural Networkの学習に用いられる指標である。損失関数により得られ
た値、すなわち損失（loss）が大きいほど本来得るべき値との誤差が大きく性能が悪いこ
とが示される。 
よく用いられる損失関数として交差エントロピー誤差が挙げられる。交差エントロピー
誤差は、Neural Networkの出力を𝑦(𝑖)、対応する正解ラベルを𝑡(𝑖)として式(2.17)のよう
に表される。 
𝐸 = − ∑ 𝑡(𝑖) log[𝑦(𝑖)]
𝑖
 (2.17) 
また、損失関数の前でNeural Networkの出力に Softmax関数を適用することもしばしば
ある。Softmax関数は式(2.18)のように表されるもので、Neural Networkの出力を 0か
ら 1の確率のような意味を持たせた値にする効果がある。 
𝑆𝑜𝑓𝑡𝑚𝑎𝑥 =
exp[𝑎(𝑖)]
∑ exp[𝑎(𝑖)]𝑖
 (2.18) 
 
2.5.5 最適化手法 
 
 最適化手法は、lossを小さくするために最適なパラメータを求めるのに用いられる方法
である。 
最も単純なのが勾配を用いる方法で、パラメータに対する損失関数の勾配を求めて損失
関数の低い方向へパラメータを動かすことを繰り返し行うものである。これを勾配降下法
という。一方、最適化の際に trainingデータからランダムに複数のデータを取り出してミ
ニバッチという単位として、それら毎に lossを減らすようにパラメータを更新する学習を
ミニバッチ学習という。このミニバッチ学習を適用して行う勾配降下法を確率的勾配降下
法（SGD：Stochastic Gradient Descent）という。 
よく用いられる手法として Adam[28]が挙げられる。Adamは、勾配方向に力を受けて
加速するという物理法則に準じるようなMomentumと学習が進むにつれて学習係数（パ
ラメータを動かす大きさを決める係数）を小さくする AdaGrad[29]の 2つの最適化手法を
かけあわせたような手法となっている。[30] 
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第 3 章 HM における画面内予測 
 
本章では、本研究と密接に関わる HMにおける画面内予測について説明する。はじめ
に、予測を行うブロックへの分割について説明し、その後画面内予測モードの種類と決定
方法について説明する。 
 
3.1 ブロック分割 
 
 HEVCではピクチャをブロックに分割して符号化処理を行う。まず CTU（Coding Tree 
Unit）という符号化の基本単位となる 64×64のブロックに分割する。そして CTUは CU
（Coding Unit）という可変サイズのブロックに再帰的に分割する。CUのサイズとして 8
×8、16×16、32×32、64×64が取り得る。そして CUは PU（Prediction Unit）という
予測単位のブロックに分割される。画面内予測の場合、8×8の CUのみ 4×4の PUに分
割するかどうか選択でき、それ以外は CUがそのまま PUとなる。図 3.1に、ブロック分
割と PUサイズのバリエーションを示す。 
 
 
図 3.1 ブロック分割と PUサイズのバリエーション 
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3.2 画面内予測モードの種類 
 
HEVCの画面内予測モードとして、Planar、DC、33種類の Angularの計 35種類が用
意されている。本節では、それぞれのモードでの画面内予測処理について説明する。[13] 
 
3.2.1 Planar予測 
 
 Planar予測は、4つの参照画素値を用いて滑らかに予測画素を生成するモードである。
ブロックサイズ𝑁、位置(𝑥, 𝑦)の場合、(−1, 𝑁)、(−1, 𝑦)、(𝑥, −1)、(𝑁, −1)の位置の画素値
を参照し、(−1, 𝑁)が(𝑥, 𝑁 − 1)に、(𝑁, −1)が(𝑁 − 1, 𝑦)にあると見立てて線形補間して予測
値を導出する。図 3.2に、Planar予測を可視化した図を示す。 
 
 
図 3.2 Planar予測の可視化[13] 
 
3.2.2 DC予測 
 
 DC予測は、参照画素の平均値で予測領域を埋めるモードである。ブロックサイズを𝑁
として、ブロックの左隣の𝑁個と上隣の𝑁個の計 2𝑁個の画素を参照する。 
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3.2.3 Angular予測 
 
 Angular（方向性）予測は、33種類の用意された方向のうち 1つを選択し、その方向の
参照画素から予測画素を生成するモードである。図 3.3に方向性予測の参照方向を示す。
同図より、自然画像に多く含まれる水平・垂直のエッジを考慮して水平・垂直付近は細か
くモードが設定されていることが確認できる。 
 
 
図 3.3 方向性予測の参照方向 
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3.3 画面内予測モードの決定 
 
 本節では、画面内予測モードを決定するために用いられるコスト関数、MPM（Most 
Probable Mode）と画面内予測モード決定の流れについて説明する。 
 
3.3.1 コスト関数 
 
画面内予測モードは、RD最適となるように選択される。HMにおいては RDコストが
最小となるようなモードが選択される。RDコストは式(3.1)で定義される。 
𝐽 = 𝐷 + 𝜆𝑅 (3.1) 
この式において、𝑅が符号量、𝐷が符号化による歪みを表す。そして、𝜆は定数で大きくす
るほど Rateを重視する符号化、すなわち低ビットレートでの最適化を可能にする。量子
化ステップが小さいほど符号化による歪みが小さくなるため、𝜆は量子化ステップを定め
る QP（Quantization Parameter）の関数で設定される。符号化による歪み𝐷は、符号化
対象画像と復号画像の 2乗誤差和で表される。 
 しかし、符号化対象画像と復号画像の 2乗誤差和を算出するためには、計算コストの高
い変換・乗算処理などが必要となる。そのため、符号化による歪み𝐷を簡単にしたコスト
関数が近似として用いられる。SATD（Sum of Absolute Transform Difference）は、符号
化対象画像と予測画像の誤差に対して簡単な直交変換であるアダマール変換を行い、絶対
値誤差和をとったものである。これを用いたコスト関数が SATDコストで、式(3.2)で表さ
れる。 
𝐽 = 𝑆𝐴𝑇𝐷 + 𝜆𝑅 (3.2) 
 
3.3.2 MPM 
 
 MPM（Most Probable Mode）は、左と上の隣接する PUで用いられたモードから最適
な画面内予測モードを推定して得る 3つのモードである。これは、隣接するブロックはモ
ードにある程度相関があるということを利用している。また、35種類の画面内予測モード
から 1つ選択するより 3つのMPMから 1つ選択するほうが、選択されたモード番号を符
号化するときに必要なシンボル数が少なく済むため、MPMには符号量を減らす役割も果
たしている。[31] 
 図 3.4に、MPM取得の流れを示す。左と上の隣接する PUで用いられたモードが同じ
で Angularモードであればそのモードを 0番目に、左隣のモードを 1番目に、右隣のモー
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ドを 2番目に設定する。ただし、隣のモードがない場合は 180度回転させたときのモード
の隣のモードを設定する。左と上の隣接する PUで用いられたモードが同じで Angularモ
ードでなければ Planarを 0番目に、DCを 1番目に、Verticalを 2番目に設定する。左と
上の隣接する PUで用いられたモードが異なる場合は、左隣の PUで用いられたモードを
0番目に、上隣の PUで用いられたモードを 1番目にする。その後、Planar、DC、
Verticalの優先順で、左と上の隣接する PU で用いられてないモードを 2番目にする。 
 
図 3.4 MPM取得のフロー 
 
3.3.3 画面内予測モードの決定の流れ 
 
 画面内予測モードは、先に述べたコスト関数とMPMを用いて決定される。図 3.5に画面
内予測モード決定の流れを示す。まず、比較的計算量の少ない MPM と SATD コストを用
いて 35 種類のモードを絞り込む。MPMについては、左と上の隣接する PU で用いられた
モードが同じであれば 1 つ、そうでなければ 2 つが RD コスト計算対象モードとされる。
SATD コストは 35 種類のモードすべてについて計算されてコストの低い順に、PU のサイ
ズが 4×4か 8×8 の場合は 8 個、そうでなければ 3 個が RDコスト計算対象モードとされ
る。そして、絞り込まれたモードについて RDコストを計算し最もコストの低いモードを選
択する。 
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図 3.5 画面内予測モード決定の流れ 
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第 4 章 CNNによる最適画面内予測モード推定 
 
 本章では、第 3章で述べたHMにおいて画面内予測モードを決定する箇所に、CNNを
用いてより最適なモード推定を行う先行研究の CNNMCと、それを実装して推定精度を
評価した実験について述べる。 
 
4.1 CNNMCによる最適画面内予測モード推定 
 
 CNNを用いた最適画面内予測モードの確率分布を求める手法として CNNMC（CNN 
Mode Coding）[32]がある。本節では、CNNMCのネットワーク構造、学習・評価用のデ
ータセットについて説明する。 
 
4.1.1 CNNMC のネットワーク構造 
 
CNNMCの概要を図 4.1に示し、CNNMCで用いられる CNNの構造とパラメータを、
それぞれ図 4.2、表 4.1に示す。 
ネットワークの入力は、予測対象ブロックの左・左上・上に隣接する 3つの 128×128
の復号済みブロックの輝度画素値（Reconstructed Pixels）と、それらに対応する 4×4の
ブロック毎の最適画面内予測モードが格納された 32×32の 3つの行列（Intra Prediction 
Modes）である。各入力は学習しやすいよう標準化、正規化される。[32]には標準化、正
規化についての詳細な記述がないため、本研究では最大値を 1、最小値を 0とする正規化
と解釈している。ネットワークの出力は、4×4のブロック毎の最適画面内予測モードの確
率分布（Probability Distribution）である。4N×4N（N＝2、4、8、16）のブロック毎の
確率分布は、ネットワークの出力に対し N×Nの Kernelを用いて Average Poolingを行
うことで得られる。Reconstructed Pixelsの入力は 5つの Convolution層を、Intra 
Prediction Modes の入力は 1つの Convolution層を経て足し合わされた後 Softmax関数
にかけられる。各 Convolution層の後には活性化関数として Tanhが用いられる。 
CNNMCは画面内予測モードを 67に増やした場合を想定したネットワークになってい
るためネットワークの出力が 67チャンネルになるが、HMの 35種類の画面内予測モード
を対象とするデータセットで学習を行えば余剰なチャンネルが学習されないので無視でき
35チャンネルの出力とみなせる。そのため本研究では、出力のチャンネル数を変更せずこ
のネットワークを扱う。 
 31 
 
 
 
図 4.1 CNNMCの概要 
 
 
図 4.2 CNNMCで用いられる CNNの構造 
 
 
表 4.1 CNNMCで用いられる CNNのパラメータ 
Layer Kernel Size Channel数 Stride 
conv1 4×4 128 1 
conv2 4×4 128 2 
conv3 3×3 64 1 
conv4 4×4 64 2 
conv5 1×1 67 1 
conv 1×1 67 1 
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4.1.2 CNNMC の学習・評価用のデータセット 
 
 本節では、前節で述べたような最適画面内予測モード推定を行うためのデータセットに
ついて説明する。 
データセットの作成にあたって、[32]と同様に CVPR 2018のWorkshop and Challenge 
on Learned Image Compression（CLIC）[33] Dataset P（“professional”）と Dataset 
M（“mobile”）の画像を使用する。画像は training用が 1633枚、validation用が 102枚
となっている。training用の画像から CNNの学習用のデータセットを、validation用の
画像から評価テスト用のデータセットを作成する。それぞれの画像は、HMによりエンコ
ードしてその際に各予測ブロックに対応する Reconstructed Pixels、Intra Prediction 
Modes、Target Modesの情報を取り出して組にすることでデータセットを作成する。エ
ンコードは encoder_intra_main.cfgの設定ファイルを用いて All Intraで行う。さらに、
MPMがシンボル数で有利であるために多く選択されることを防ぐため、MPMを使わな
いようにし、35種類全ての画面内予測モードの RDコストを計算（Full RD Search）す
る。そして RDコストが最小のモードを Target Modeとする。これにより、RDコストが
最小となる画面内予測モードを推定するネットワークとなるよう学習させることができ
る。図 4.3にデータセット作成の概要を示す。 
 
 
図 4.3 データセット作成の概要 
 
4.2 CNNMC のネットワークを用いた最適画面内予測モード推定の精度評価実験 
 
 本節では、前節で示したデータセットで学習させた CNNMCのネットワークを用いて
最適画面内予測モード推定を行った精度評価結果を示す。その際、ネットワークのパラメ
ータを変更した異なるネットワーク構造を用いた場合と、MPMと様々に組み合わせて推
定を行った場合の結果の比較もそれぞれ行う。図 4.4に精度評価の概要を示す。精度評価
は、テスト用データセットの Reconstructed Pixels と Intra Prediction Modes を学習済み
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CNNに入力し得られた候補モードと HMから得たMPMの組み合わせの中に Target 
Modeが含まれている割合を算出することで行う。 
 
図 4.4 精度評価の概要 
 
4.2.1 比較するネットワーク構造とモードの組み合わせ 
 
 異なるネットワーク構造の比較として、conv1～conv4層の Kernel Sizeと Channel数
を変更したものを検討する。表 4.2に比較したネットワーク構造を示す。例として、構造
(2-3)は、Channel 数が表 4.1の 2倍で Kernel Sizeが全て 3×3のネットワーク構造を指
す。 
 
表 4.2 比較したネットワーク構造 
 
Channel 数 
表 4.1と同じ 表 4.1の 1/2倍 表 4.1の 2倍 
Kernel Size 
表 4.1と同じ (1-1) (1-2) (1-3) 
全て 3×3 (2-1) (2-2) (2-3) 
全て 5×5 (3-1) (3-2) (3-3) 
 
 CNNからの出力モードとMPMのモードの組み合わせとしては、表 4.3のものを検討
する。組み合わせ(a)は CNNから出力された 3つのモードのみで推定を行い、組み合わせ
(i)はMPMの 3つのモードのみで推定を行うことを表している。 
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表 4.3 比較した CNNからの出力モードとMPMのモードの組み合わせ 
 CNNからの出力モード数 MPMのモード数 
(a) 3 0 
(b) 1 1 
(c) 2 1 
(d) 1 2 
(e) 2 2 
(f) 3 1 
(g) 3 2 
(h) 3 3 
(i) 0 3 
 
4.2.2 実験環境 
 
 実験に使用した計算環境を表 4.4に示す。 
 
表 4.4 実験に使用した計算環境 
マシン 1 
CPU Intel Core i7-8700K @ 3.70GHz ×12 
メモリ 15.6GiB 
GPU GeForce GTX 1080 8111MiB 
マシン 2 
CPU Intel Xeon X5680 @ 3.33GHz ×12 
メモリ 125.3GiB 
GPU GeForce GTX 1080 Ti 11171MiB 
共通 
OS Ubuntu 16.04 LTS（64bit） 
NN フレームワーク Chainer 5.1.0 
エンコーダ HM 16.20 
 
データセット作成のための最適モード情報とMPMの導出は C++（HM）を用いて行い、
その他の処理は pythonを用いて行う。図 4.5に実験の実行環境を示す。CNNの学習の
際、ミニバッチサイズは 100、最適化手法は Adamを使用する。学習の epoch（学習デー
タを全て使い切るサイクル）数は、学習させたときの lossにより決定する。図 4.6、図
4.7に、それぞれ構造(1-1)を学習させたときの accuracyと lossを示す。両図より、50 
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epochで十分収束していると判断し、学習の epoch数は 50とした。他の構造についても
同様に判断し epoch数は 50とした。 
 
 
図 4.5 実験の実行環境 
 
 
図 4.6 構造(1-1)を学習させたときの accuracy 
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図 4.7 構造(1-1)を学習させたときの loss 
 
4.2.3 実験結果 
 
 表 4.5に、精度評価実験の結果を示す。精度は 0～1の値で表されている。構造の違い
による精度の差はあまり大きくなく、いずれのモードの組み合わせでも数%程度の差とな
っている。下線の引かれた値は、モードの組み合わせ(i)すなわちMPMの 3つのモードで
推定した時の精度を上回った値を示す。最も推定精度が高いのは構造(3-2)、組み合わせ(h)
の時に 72.3%で組み合わせ(i)より 10%以上高い精度になっている。一方、精度が上回った
組み合わせは(e)～(h)で、これらは CNNからの出力モードとMPMあわせて 4モード以上
使用した組み合わせとなっている。この結果から、MPMを CNNから得た候補モードで
置き換えても最適画面内予測モード推定の精度が向上しないことがわかる。 
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表 4.5 精度評価実験の結果 
ネットワーク構造 
推定に用いた CNN からの出力モードとMPM のモードの組み合わせ 
(a) (b) (c) (d) (e) (f) (g) (h) (i) 
(1-1) 0.553447 0.482021 0.578662 0.581357 0.646133 0.64623 0.694414 0.722178 
0.618164 
(1-2) 0.551807 0.481152 0.578643 0.581582 0.644687 0.645303 0.693818 0.721406 
(1-3) 0.463223 0.472803 0.552383 0.581797 0.626846 0.608857 0.673105 0.704229 
(2-1) 0.553174 0.481543 0.580322 0.581416 0.644561 0.646699 0.694326 0.721748 
(2-2) 0.550283 0.481064 0.579795 0.581172 0.645244 0.645410 0.693467 0.720654 
(2-3) 0.522109 0.476523 0.56542 0.578867 0.642051 0.631514 0.686289 0.714736 
(3-1) 0.463223 0.472803 0.552549 0.581797 0.626875 0.608857 0.673105 0.704229 
(3-2) 0.555781 0.482588 0.58166 0.581904 0.645527 0.648271 0.695361 0.723301 
(3-3) 0.463154 0.472803 0.552686 0.581797 0.626826 0.608770 0.673037 0.704238 
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第 5 章 提案手法 
 
 第 4章で説明した CNNMCのネットワークではあまり高い精度で最適画面内予測モー
ドを推定することができなかった。本章ではより高い精度で最適画面内予測モードを推定
するネットワークとそれにより推定されたモードを用いて符号化を行う提案手法について
述べる。 
 
5.1 最適画面内予測モードの推定 
 
 本節では、提案手法のうち最適画面内予測モードを推定するために用いる CNNとその
学習・評価用のデータセットについて述べる。 
 
5.1.1 使用する CNNの概要 
 
 図 5.1に、4章で説明した CNNMCのネットワークと問題点を示す。CNNMCのネッ
トワークは、128×128の大きなブロックの情報を入力および出力する。そのため、128×
128のブロックの中に存在する様々な PUの画面内予測モードが一度に推定される。この
時、図中に示しているようにブロックサイズが大きい影響で Reconstructed Blockと PU
が離れているケースが発生してしまう。Reconstructed Blockと PUが離れるほど、最適
画面内予測モードの相関が低くなり、Reconstructed Blockの情報から PUの最適画面内
予測モードを推定するのが難しくなると考えられる。 
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図 5.1 CNNMC のネットワークと問題点 
 
 以上で述べた問題点を解決するネットワークとして、以下のものを提案する。図 5.2に
提案するネットワークの概要を示す。提案するネットワークでは、Reconstructed Block
として 128×128の大きなブロックではなく、最適画面内予測モード推定対象の PUと同
じ大きさの隣接する PUを使用する。PUのサイズは可変なのでネットワークに入力する
Reconstructed Pixelsのサイズもそれに合わせて変わる。そのためネットワーク構造も
PUのサイズ 5種類（4×4、8×8、16×16、32×32、64×64）に合わせて変更した 5種
類を用意し、それぞれに対応するデータセットを作成して学習させる。また、Intra 
Prediction Modes は左・左上・上で隣接する PUで最適モードとして使用された 3つのモ
ードの情報が格納された行列である。この行列は、ネットワークの出力が 35種類の画面
内予測モードの確率分布を格納したベクトルになっているのに合わせて、モードを one-
hot表現（モード番号とベクトルのインデックスを対応付け、該当モードに対応するベク
トル要素を 1、そうでないものを 0とする表現）にしたベクトル 3つからなる行列となっ
ている。図 5.3に one-hot表現の例を示す。 
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図 5.2 提案するネットワークの概要 
 
 
図 5.3 one-hot表現の例 
 
5.1.2 使用する CNNの構造 
 
 使用する CNNの構造は、[32][34]、4.2節での結果を参考に構造(A)と(B)の 2種類を検
討する。図 5.4と表 5.1に構造(A)のネットワークとパラメータ、図 5.5と表 5.2に構造(B)
のネットワークとパラメータを示す。構造(A)において、最大値 1最小値 0に正規化され
た Reconstructed Pixelsの入力は 2つの Convolution層と 1つの FC層を、Intra 
Prediction Modes の入力は 1つの FC層を経て足し合わされた後、1つの FC層を経て
Softmax関数にかけられる。各 Convolution層、FC層の後には活性化関数として Tanh
が用いられる。構造(B)は、構造(A)の conv1層と conv2層の後にそれぞれ Convolution層
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を追加した構造になっていて、PUサイズ（N）が 8より大きければ Strideが 2、8以下
であれば Strideが 1となる。 
 
 
図 5.4 構造(A)のネットワーク 
 
 
表 5.1 構造(A)で用いられるパラメータ 
Layer Kernel Size Channel数 Stride 
conv1 3×3 128 1 
conv2 3×3 64 1 
fc1 - 128 - 
fc2 - 128 - 
fc3 - 35 - 
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図 5.5 構造(B)のネットワーク 
 
 
表 5.2 構造(B)で用いられるパラメータ 
Layer Kernel Size Channel数 Stride 
conv1 3×3 128 1 
conv2 3×3 128 2 (1) 
conv3 3×3 64 1 
conv4 3×3 64 2 (1) 
fc1 - 128 - 
fc2 - 128 - 
fc3 - 35 - 
( )内は N＝4、8の時 
 
5.1.3 CNNの学習・評価用のデータセット 
 
 データセットは 4.2.1節と同様の手順で作成する。4.2.1節のデータセットと異なるの
は、128×128のブロック毎ではなく PU毎に Reconstructed Pixels、Intra Prediction 
Modes、Target Modesの情報を取り出して組にする点、PUサイズ毎にデータセットを作
成する点である。図 5.6に提案するデータセット作成の概要を示す。 
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図 5.6 提案するデータセット作成の概要 
 
5.2 推定された最適画面内予測モードを用いた符号化 
 
 本節では、提案手法のうち推定されたモードを用いた符号化について述べる。 
 提案手法では、3.3節で示したHMにおける画面内予測モードの決定のフローのうち、
MPMを導出して RDコスト計算対象とする部分を、CNNにより推定された 3つのモード
を RDコスト計算対象とするように変更を加えて符号化を行う。図 5.7にHMにおいて提
案手法を追加した最適画面内予測モード決定の流れを示す。 
 
 
図 5.7 HMにおいて提案手法を追加した最適画面内予測モード決定の流れ 
  
 44 
 
第 6 章 評価実験 
 
 本章では、第 5章で説明した提案手法の評価実験について述べる。はじめに実験環境に
ついて説明した後、最適画面内予測モードの推定精度評価実験と、推定された最適画面内
予測モードを用いた符号化性能評価実験について述べる。 
 
6.1 実験環境 
 
 4.2.2節で述べた実験環境に加えて以下の実験環境を使用する。表 6.1に新たに加えた計
算環境を示す。 
 
表 6.1 実験に使用した計算環境 
マシン 3 
CPU Intel Core i7-3770 @ 3.40GHz ×4 
メモリ 16.0GB 
OS Windows 10 Pro（64bit） 
NN フレームワーク ONNX Runtime 1.1.0 
画像処理ライブラリ OpenCV 3.4.8 
共通 エンコーダ HM 16.20 
 
データセットの作成のための最適モード情報導出と符号化性能評価は C++（HM）を用
いて行い、その他の処理は pythonを用いて行う。表 6.1のマシン 3を用いたのは符号化
性能評価のときのみである。図 6.1に実験の実行環境を示す。CNNの学習の際、ミニバ
ッチサイズは 100、最適化手法は Adamを使用する。学習の epoch数は、学習させたとき
の lossにより決定する。図 6.2、図 6.3に、それぞれ 4×4 PUの最適モードを構造(A)に
学習させた時の accuracyと lossを示す。両図より、50 epochで十分収束していると判断
し、学習の epoch数は 50とした。他の PUサイズ、構造についても同様に判断し epoch
数は 50とした。CNNの学習は pythonの Chainerで行うが、符号化性能評価時に C++
（HM）の中で推論処理を行う必要があるため、それが可能な ONNX（Open Neural 
Network Exchange）[35]形式のモデルに変換する。変換には ONNX-Chainerを用い、推
論には ONNX Runtimeを用いる。推論の際は GPUではなく CPUを用いる。 
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図 6.1 実験の実行環境 
 
 
図 6.2 4×4 PUの最適モードを構造(A)に学習させた時の accuracy 
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図 6.3 4×4 PUの最適モードを構造(A)に学習させた時の loss 
 
6.2 最適画面内予測モードの推定精度評価実験 
 
 図 6.4に、最適画面内予測モードの推定精度評価実験の概要を示す。この実験では、テ
スト用データセットの Reconstructed Pixelsと Intra Prediction Modesを学習した CNN
に入力して得られた 3つの候補モードの中に Target Modeが含まれる割合を算出して最適
画面内予測モード推定精度の評価を行う。 
 
 
図 6.4 最適画面内予測モードの推定精度評価実験の概要 
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精度評価にあたり、4.2節で示した CNNMC、MPMの精度とも比較を行う。なお、4.2節
のデータセットが PUサイズ 4×4の時を対象としているため、PUサイズが 4×4の時の
精度比較となる。 
 図 6.5に、各手法の最適画面内予測モードの推定精度を示す。同図より、提案手法は他
の 2つの手法の精度を上回ることが確認できる。そして、構造(A)を用いるほうが構造(B)
を用いるよりもわずかに精度が高く、MPMと比較すると 25.6%高い精度になっている。 
 
 
図 6.5 各手法の最適画面内予測モードの推定精度 
 
 次に、提案手法において PUサイズ毎の推定精度の比較を行う。 
 図 6.6に、PUサイズ毎の最適画面内予測モードの推定精度を示す。PUサイズが 4×
4、8×8の時は構造(A)を用いる方が高い精度となり、16×16以上の時は構造(B)を用いる
方が高い精度となっている。全サイズの平均をとると、小さい PUの方が大きい PUより
も数が多いため、構造(A)の精度が構造(B)の精度を上回る結果となっている。 
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図 6.6  PUサイズ毎の最適画面内予測モードの推定精度 
 
6.3 推定された最適画面内予測モードを用いた符号化性能評価実験 
 
 前節では、提案手法がMPMよりも高い精度で最適画面内予測モードが推定できること
を確認した。本節では、提案手法により推定された最適画面内予測モードを用いて符号化
を行い、従来手法の HMと性能を比較する。HMはこれまでと同様に All Intraで符号化
を行う。テスト画像には、これまでテスト用データセットに使用してきた CLIC dataset
の validation用画像を使用する。また、Full RD Searchを行う場合とも比較を行う。性
能評価にあたって、HMの Common Test Conditions（CTC）[36]に従って QP＝22、
27、32、37として各画像符号化を行い、それぞれの手法の HMに対する BD-Rateを算出
して平均する。 
 表 6.2に平均 BD-Rateの比較結果を示す。提案手法はいずれも Yの BD-Rateが下が
り、HMよりも良い結果となっている。特に構造(A)は構造(B)の 5倍以上 BD-Rateが向上
している。Full RD Searchと比較すると、Yの BD-Rateでは劣るもののUと Vの BD-
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Rateでは提案手法の方が良い結果となっている。特に構造(A)はUの BD-Rateの悪化の
度合いが低く、Vの BD-Rateは向上している。 
 
表 6.2 平均 BD-Rateの比較結果 
 平均 BD-Rate [%] 
Y U V 
提案手法＜構造(A)＞ －0.163 0.013 －0.137 
提案手法＜構造(B)＞ －0.031 0.109 0.044 
HM（Full RD Search） －0.311 0.188 0.076 
 
次に、各手法の BD-Rate（Y）の分布を比較する。図 6.7に各手法の BD-Rateの分布を
示す。この図は、BD-Rateを 0.5%ずつ刻んだ区間に該当する画像の数を求めヒストグラ
ムにしたものとなっている。提案手法は表 6.2に示した平均値付近に分布が集中している
のに対し、Full RD Search は平均値付近だけではなく低い BD-Rateの方にも少し分布が
あり、ややばらつきがあるのが確認できる。構造(A)、Full RD Search とも-0.2%前後に多
くの画像が分布しているが、一部の画像では Full RD Searchの BD-Rateが低くなってい
て構造(A)との BD-Rateの差が大きくなることがわかる。そしてその差が平均 BD-Rateの
差として表れていると考えられる。 
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図 6.7 各手法の BD-Rateの分布 
 
 続いて、PSNR とビット数の分布をみていく。横軸をHMとのビット数の比、縦軸を
HMとの PSNRの差として、各画像をエンコードした時の相対ビット数と相対 PSNRを
プロットしたグラフを作成する。QP＝22の高ビットレートの場合と QP＝37の低ビット
レートの場合について比較を行う。 
 図 6.8に QP＝22の時、図 6.9に QP＝37の時の各手法の相対 PSNRと相対ビット数の
分布を示す。なお両図においては、上に行くほど PSNRがあがり左に行くほどビットレー
トが下がるため、左上に行くほど符号化効率が向上することとなる。 
図 6.8を見ると、高ビットレートの時は Full RD Searchが群を抜いて高い PSNRとな
り、次いで構造(A)が構造(B)よりわずかに高い PSNRとなる傾向が見える。Full RD 
Searchは PSNRが上がる分ビット数も増えている。 
図 6.9を見ると、低ビットレートの時は高ビットレートの時ほど Full RD Searchの
PSNRは高くないことが確認できる。特に構造(A)の分布と Full RD Searchの分布が高ビ
ットレートの時と比べて大きく重なり合っており、低ビットレートの時は符号化効率の差
が小さくなることがわかる。 
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図 6.8 QP＝22の時の各手法の相対 PSNRと相対ビット数の分布 
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図 6.9 QP＝37の時の各手法の相対 PSNRと相対ビット数の分布 
 
 最後に、各手法を HMとエンコード時間とデコード時間で比較する。テスト画像は先ほ
ど使ったものの中からランダムに 10枚選んでエンコード、デコードを行う。 
 表 6.3に、各手法の HMに対するエンコード時間とデコード時間を示す。エンコード時
間はどの手法も増加している。構造(A)と Full RD Searchのエンコード時間はあまり大き
な差がないが、構造(B)は他 2つと比べて 2倍以上エンコード時間がかかっている。デコ
ード時間は Full RD SearchがオリジナルのHMとほとんど変わらない一方で、提案手法
は大幅に増加する結果となっている。 
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表 6.3 各手法のHMに対するエンコード時間とデコード時間 
 エンコード時間 デコード時間 
提案手法＜構造(A)＞ +582% +7102% 
提案手法＜構造(B)＞ +250% +1854% 
HM（Full RD Search） +212% -2% 
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第 7 章 総括 
 
7.1 まとめ 
 
本論文では、HEVCの参照ソフトウェアであるHEVC Test Model（HM）において、
CNNを用いてより RD最適な画面内予測モードを選択して符号化を行う手法を提案し
た。提案手法において、2つの異なる数の層を持つ CNNを検討した。いずれの構造の
CNNを用いた場合も、最適画面内予測モード推定の精度が従来のMPMや CNNMCを用
いた場合の精度を上回る結果となった。さらに、CNNにより推定された最適画面内予測
モードを用いて符号化を行い、性能評価を行った。BD-Rateなどにより従来手法のHM
と比較した結果、符号化効率の改善が示された。また、層の数が少ない浅い CNNを用い
た方が高い符号化効率となることも示された。Full RD Searchと比べて符号化効率が及ば
なかったものの、低ビットレートの時は符号化効率の差が小さくなることもわかった。 
 
7.2 今後の展望 
 
提案手法は、従来の HMと比較して符号化効率が向上したもののエンコードとデコード
にかかる時間が大幅に増加する結果となった。今後は GPUによる効率の良い演算などに
より演算時間の短くなるような実装や手法を検討する必要がある。また、標準化が間もな
く行われる VVCの参照ソフトウェア VVC Test Model（VTM）へ応用することも考えて
いる。 
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