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The Cold Dark Matter (CDM) model, wherein the dark matter is treated as a pressureless perfect fluid, pro-
vides a good fit to galactic and cosmological data. With the advent of precision cosmology, it should be asked
whether this simplest model needs to be extended, and whether doing so could improve our understanding of the
properties of dark matter. One established parameterisation for generalising the CDM fluid is the Generalised
Dark Matter (GDM) model, in which dark matter is an imperfect fluid with pressure and shear viscosity that
fulfill certain postulated closure equations. We investigate these closure equations and the three new parametric
functions they contain: the background equation of state w, the speed of sound c2s and the viscosity c
2
vis. Taking
these functions to be constant parameters, we analyse an exact solution of the perturbed Einstein equations in
a flat GDM-dominated universe and discuss the main effects of the three parameters on the Cosmic Microwave
Background (CMB). Our analysis suggests that the CMB alone is not able to distinguish between the GDM
sound speed and viscosity parameters, but that other observables, such as the matter power spectrum, are re-
quired to break this degeneracy. In order to elucidate further the meaning of the GDM closure equations, we
also consider other descriptions of imperfect fluids that have a non-perturbative definition and relate these to the
GDM model. In particular, we consider scalar fields, an effective field theory (EFT) of fluids, an EFT of Large
Scale Structure, non-equilibrium thermodynamics and tightly coupled fluids. These descriptions could be used
to extend the GDM model into the nonlinear regime of structure formation, which is necessary if the wealth
of data available on those scales is to be employed in constraining the model. We also derive the initial condi-
tions for adiabatic and isocurvature perturbations in the presence of GDM and standard cosmological fluids and
provide the result in a form ready for implementation in Einstein-Boltzmann solvers.
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2I. INTRODUCTION
It is now a century since Einstein proposed his theory of
gravity, General Relativity (GR). In that time, GR has passed
every experimental test [1] and has few, if any, serious com-
petitors. However, this experimental success necessitates the
existence of dark matter (DM) and dark energy (DE), collec-
tively called the dark sector, in order for galactic and cosmo-
logical observations to be satisfied. Although GR is then con-
sistent with the observations, this implies that the total energy
density of the present-day universe is dominated by the dark
sector, for which we do not have any non-gravitational evi-
dence.
In order to achieve agreement with the observations [2], it
is sufficient to treat DM and DE as two non-interacting per-
fect fluids with very simple properties. In particular, DM is
modelled with zero pressure (Pc = 0) and DE is modelled
as a cosmological constant Λ with constant energy density
ρΛ =
Λ
8piG and pressure PΛ = −ρΛ. The assumption of van-
ishing pressure for DM means that the DM is cold, collision-
less and single streaming.1 This simple model of the dark
sector, together with GR as the theory of gravity and the Stan-
dard Model (SM) describing the known constituents of matter,
forms the standard ΛCDM model of cosmology.
Whilst the DE component of the dark sector is a more recent
addition to the standard cosmological model, the evidence for
DM goes back much further [3, 4]. Further evidence comes
from a variety of galactic [5–8], galaxy cluster [9–11], grav-
itational lensing [12, 13], CMB [2, 14] and large scale struc-
ture observations [15–18]. The low baryonic energy density
as inferred from calculations of the Big Bang nucleosynthesis
and observations of the abundance of light elements [19, 20]
shows that DM cannot be baryonic.
As mentioned above, the evidence for the dark sector is all
gravitational in nature. This has led to the consideration of
alternative theories of gravity in lieu of including DM and DE
as new components of the universe, see [21] for a review. For
the question of whether phenomena attributed to DM may be
due to the gravitational field not correctly described by GR,
one particularly interesting observation is the bullet cluster
[9, 22]. In this system, the baryonic gas appears to be spa-
tially separated from the dominant contribution to the lensing
potential. Thus, in a GR framework, the baryonic gas cannot
be the source of the gravitational potential, and an additional
matter component is required. The lensing potential of the
bullet cluster has minima where CDM would be expected to
reside, providing further support for the DM hypothesis. If a
different theory of gravity from GR is the correct explanation,
1 Note that once shell-crossing occurs on small scales, technically speaking
CDM ceases to be cold in the sense that the phase space distribution that
satisfies the collisionless Boltzmann equation develops velocity dispersion.
However, initially cold DM that undergoes shell crossing is still commonly
referred to as CDM, although a pressureless fluid description is not possi-
ble anymore and one usually resorts to N-body simulations or the so called
effective theory of large scale structure to solve for the collisionless dy-
namics of dark matter in this stage, see Sec. IV B.
then it would have to be non-local or contain additional de-
grees of freedom in such a way as to mimic CDM, such as in
[23, 24].
Although there is no lack of physically motivated particle
dark matter candidates [25], it is commonly assumed that all
such candidates behave as a pressureless fluid. Therefore,
they are indistinguishable in terms of their purely gravitational
properties and can all be modeled as a CDM fluid. As men-
tioned above, this simple modeling of the dark matter as CDM
is consistent with the cosmological and galactic observations.
However, to date there have been no convincing detections of
dark matter in direct and indirect searches, and these searches
have already ruled out many theoretically favored regions in
parameter space [26–31].
The assumption of a pressureless perfect fluid does not hold
for all dark matter candidates. For instance, a massive neu-
trino can act as warm dark matter [32–34], and it can be mod-
eled as an imperfect fluid with a non-vanishing pressure and
viscosity in the regime where linear perturbation theory ap-
plies [35]. Another interesting example is an axion Bose-
Einstein condensate, which can also be interpreted as a clas-
sical scalar field [36]. This behaves similarly to collisionless
DM [37, 38], but exhibits a scale dependent quantum pressure.
While the background expansion is identical to CDM, small
perturbations around the Friedmann background therefore be-
have like a fluid with non-adiabatic pressure [39–41]. Even
a weakly interacting massive particle (WIMP), which is the
most widely accepted dark matter candidate, does not behave
as a pressureless perfect fluid on all scales and times relevant
for structure formation [42, 43]. According to the so-called
“effective field theory of large scale structure” (EFTofLSS)
[44–47] (see also [48, 49] ), even ideal CDM, an initially ex-
actly perfect pressureless fluid, is better described as an imper-
fect fluid at the level of the Friedmann background and linear
perturbations, due to unresolved small-scale non-linearities.
In all these cases, the expansion history and evolution of lin-
ear dark matter perturbations is modified in a distinctive way.
Thus, we could distinguish between and constrain these mod-
els using the CMB and other probes of the expansion history
and large scale structure formation.
Interestingly, observed halo properties deviate from expec-
tations of ΛCDM and might hint at dark matter being more
complicated than CDM. For instance, many observed halo
density profiles have cores in their centers rather than cusps
[50] and some have substructures [51] that are at odds with
ΛCDM simulations and suggest that DM might not be colli-
sionless. Also the low observed mass function of small halos
seems to be in conflict with expectations from ΛCDM simu-
lations [52–54].
Warm DM [55, 56], condensate DM [38, 57] or interacting
DM [58] can all alleviate some problems of ΛCDM. In light of
the lack of a detection of a DM particle, the interest in DM be-
yond CDM and the improved precision of cosmological data
(notably the Planck satellite [2]) it is timely to explore all pos-
sible avenues for constraining the nature of dark matter. In
general, any deviation away from CDM could introduce new
properties for DM and so potentially influence cosmological
observables, thus allowing us to investigate the nature of DM.
3Searching for signatures beyond ΛCDM in cosmological
data requires the specification of an alternative model, which
is typically either “fundamental” or phenomenological. The
fundamental approach considers a specific model in which, at
least in principle, every observable can be worked out. Ex-
amples of this include axions [59], collisionless warm dark
matter [60, 61], collisionless massive neutrinos [35, 62], self-
interacting massive neutrinos [63, 64], DM coupled to dark
radiation [65, 66], DM coupled to neutrinos or photons [67–
70], DM coupled to DE [71–73] or Chaplygin gas [74]. These
fundamental (in the sense of specific) models, usually come
with a low-dimensional parameter space that can be well con-
strained by the data. The main downside of the fundamental
approach is that each model has to be studied separately. On
the other hand, the phenomenological approach introduces, in
a more or less ad-hoc way, some modifications of the ΛCDM
model [75–82] that parameterise some basic physical prop-
erties shared by a range of fundamental models, but usu-
ally without the ability to explicitly map between parameter
spaces. Although primarily developed for DE rather than DM,
there are also parameterisations that are somewhat in between
those two extremes and guarantee a mapping to the parameter
space of the fundamental models [83–90]. This usually comes
at the price of a very large parameter and free-function space
such that only specific sub-spaces can be studied in practice.
In this paper, we use the generalised dark matter (GDM)
model [75], a purely phenomenological approach to constrain-
ing DM properties in the linear regime. The model contains
one time-dependent free function, the background equation of
state parameter w(a) ≡ P¯g/ρ¯g, 2 and two free functions c2s(k, a)
(the sound speed) and c2vis(k, a) (the viscosity), which are al-
lowed to depend on scale k as well as the scale factor a, but are
solution independent. This independence from the solution is
why we refer to w(a), c2s(k, a) and c
2
vis(k, a) as parameters. The
equation of state is not assumed to be of the barotropic form
Pg , Pg(ρg), i.e. the GDM pressure Pg is not assumed to
be a unique function of the GDM energy density ρg. Subse-
quently, the sound speed c2s is not related to w in the standard
fashion, where c2s would be equal to the so-called adiabatic
sound speed c2a(a) ≡ ˙¯Pg/ ˙¯ρg. Considering only scalar perturba-
tions, GDM is determined by these three functions, the “GDM
parameters”:
w(a), c2s(k, a), c
2
vis(k, a), (1.1)
plus the particular expressions for the linearly perturbed GDM
pressure Πg and shear Σg in terms of GDM density and veloc-
ity perturbation δg and θg and parameters, see Sec. II and [75].
GDM has been shown to be a universal tool to constrain the
properties of dark matter in a very wide range. For example, it
is able to describe ultra-relativistic matter, or a dark fluid that
can simultaneously behave as DM and DE [75]. It has also
been employed to establish that a large fraction of the ultra-
relativistic component is freely streaming, as expected for the
cosmic neutrino background [91].
2 Note that we use w to denote the background equation of state of DM rather
than DE.
Here, we are interested in GDM as an extension of CDM.
Thus, we consider GDM that is close to CDM, in the sense
that w, c2s , c
2
vis  1. For the case where CDM is replaced by
GDM with w as a free parameter and c2s = c
2
vis = 0, w has
been constrained using WMAP data to be |w| < O(10−1) [77]
at the 95% confidence level (CL) and with the Planck 2013
data release [92] to be |w| < O(10−3) [81] at the 99.7% CL, in
both cases combined with various other probes of the expan-
sion history and structure formation. Similar constraints us-
ing WMAP have been obtained in [76], although that model
slightly differs from GDM, see Sec. II D. In that paper, the
case w = c2s , and c
2
vis = 0 was also constrained, with the result
|w| < O(10−6) at the 99.7% CL.
In a companion paper [93], we presented the first study
jointly constraining all three GDM parameters w, c2s and c
2
vis.
Using only the Planck 2015 data release [94] supplemented
by either HST or BAO data, we found |w| < O(10−3) and
c2s , c
2
vis < O(10−6), both at the 99.7% CL. In a future work, we
intend to extend this analysis to consider degeneracies with
other extensions of the base ΛCDM model, such as the curva-
ture ΩK , the inclusion of isocurvature modes and considering
the neutrino mass as a free parameter rather than fixing it to
a specific value. We will also allow the GDM parameters to
vary with a and k.
Recently our constraints on constant GDM parameters have
been confirmed by another group [95]. In that work also
time-varying GDM parameters proportional to a−2, mimick-
ing warm dark matter, have been constrained and their values
today are w, c2s , c
2
vis < O(10−10) at the 99% CL.
If it turns out that non-zero GDM parameters are favored,
we would interpret this as evidence that DM is more com-
plicated than CDM.3 If CDM remains the favoured model,
it would be worthwhile to extend the analysis to time and
scale dependent GDM parameters, as well as to also extend
the GDM model itself to deal with quasi-linear and nonlinear
scales. These scales are relevant for galaxy and Lyman-α sur-
veys [15–18, 99], which will help to break degeneracies but
on the other hand are also much harder to employ due to their
inherently non-linear physics.
In this paper, we investigate the GDM parameterisation in
order to better understand the nature of the GDM parameters.
We also explore its relation to several physical models in order
to elucidate to which of them the GDM parameters may relate
to. This may be used as a guide for possible future improve-
ments and generalisations of it, particularly in the non-linear
regime. Specifically, the models we study are non-equilibrium
thermodynamics, effective theories of CDM and fluids, a par-
ticular class of scalar field dark matter and tightly coupled flu-
ids.
The structure of the paper is as follows. In Sec. II we define
the GDM model along with some notation and some straight-
3 In [96, 97] it was shown that a GDM model with c2s = c
2
a and c
2
vis = 0
can parameterise completely different physical situations in which DM is
CDM, but either interacts with DE energy or gravity behaves differently
from GR. This kind of degeneracy can never be eliminated in linear pertur-
bation theory, as has been first exemplified in [98].
4forward extensions. We then focus on the cosmological phe-
nomenology of the GDM model in Sec. III. In particular, we
derive all possible types of initial conditions and use the adia-
batic mode to analyse the perturbations of a simplified GDM
model using an exact solution as well as in a more realistic
situation containing all known forms of matter and radiation.
That analysis is then used to discuss CMB observables cal-
culated with a modified CLASS code [100] in which we im-
plemented GDM and the modified adiabatic and isocurvature
initial conditions. The two most important results of this in-
vestigation are that the sound speed c2s and viscosity c
2
vis are
strongly degenerate in the CMB (for adiabatic initial condi-
tions) and that, unlike CDM, the GDM isocurvature mode is
distinguishable from the baryon isocurvature mode. In Sec. IV
we consider models that are more fundamental than GDM, in
the sense that they are only defined for the background and
linear perturbations, but also non-perturbatively. The aim is
to better understand in which circumstances those models can
be described by GDM in the linear regime. This sheds some
light on the interpretation of the GDM closure equations for
pressure and shear and serves as a guide for future extensions
of GDM into the nonlinear regime of structure formation.
Sec. IV A shows that non-equilibrium thermodynamics allows
for shear and pressure perturbations that can be approximated
by GDM. We relate the EFTofLSS to GDM in Sec. IV B. In
Sec. IV C we review that both monotonically rolling and os-
cillating scalar fields allow a DM-like behaviour that can be
mapped to GDM. Sec. IV D shows that an effective theory
of imperfect fluids based on scalar fields contains particular
scale-dependent GDM pressure perturbations, although it is
in general more complex. In Sec. IV E we consider a fluid
composed of two tightly coupled adiabatic fluids, which nev-
ertheless gives rise to a non-adiabatic pressure of the GDM
type in certain limits. We conclude in section V.
II. A SHORT OVERVIEW OF THE GDM MODEL
The GDM model is a phenomenological description of a
fluid where the pressure Pg and shear Σg fluid variables are
related to the density and velocity variables via two closure
equations. As this description is formulated, and is only valid,
in a linearly perturbed Friedman-Robertson-Walker (FRW)
universe, we first give a short description of cosmological per-
turbation theory before discussing the defining relations of the
model.
Throughout this work we use the conventions of Misner-
Thorne-Wheeler [101] where spacetime indices and spatial
indices are denoted by lowercase Greek and lowercase Latin
letters respectively.
A. The energy-momentum tensor
The energy-momentum tensor of a general fluid has the
form
Tµν = (ρ + P)uµuν + Pgµν + Σµν , (2.1)
where ρ is the energy density, P is the pressure and Σµν is the
symmetric anisotropic stress tensor obeying uµΣµν = Σ
µ
µ = 0.
We choose the four-velocity uµ (normalised to uµuµ = −1) to
be in the Landau-Lifshitz (LL) frame, thus it is defined as the
energy eigenvector of the energy-momentum tensor uαTαν =−ρuν.4
Although the GDM fluid may be used in any theory of grav-
ity, we work exclusively within General Relativity. The metric
gµν obeys the Einstein equations
Gµν = 8piGTµν , (2.2)
which are sourced by the total energy-momentum tensor T µν
of matter. The latter is a sum of the individual energy-
momentum tensors for each matter component indexed by “I”
as
T µν =
∑
I
TI
µ
ν = Tgµν + TDE
µ
ν + TSM
µ
ν + ... , (2.3)
where the label “g” stands for GDM, “SM” for Standard
Model, and “DE” for Dark Energy. The Standard Model fields
may be further split into photons, neutrinos and baryons, la-
belled with “γ”, “ν” and “b” respectively. Each individual
energy-momentum tensor TI
µ
ν takes the form (2.1) with den-
sity ρI , pressure PI , LL four-velocity uIµ and shear ΣIµν. Un-
less otherwise indicated, the energy-momentum tensors are
assumed to be separately conserved ∇µTIµν = 0, and the con-
servation of the total energy-momentum tensor is a conse-
quence of (2.2).
The conservation and the Einstein equations do not provide
enough information to solve for the pressure PI and the shear
ΣI
µν. These two fluid quantities have to be specified in terms
of the density ρI , the four-velocity u
µ
I , the metric gµν and pos-
sibly additional degrees of freedom like the particle number
density nI . The closure equations for PI and ΣIµν determine
the physical properties of the fluid I.
B. The Friedman universe and its perturbations
1. Perturbed metric and matter variables
The perturbed FRW metric to linear order is
ds2 = a2
{
− (1 + 2Ψ) dτ2 − 2~∇iζ dτdxi+
+
[(
1 +
1
3
h
)
γi j + Di jν
]
dxidx j
}
, (2.4)
where a(τ) is the scale factor of conformal time τ, γi j is the
metric (used to raise and lower three-dimensional indices) of a
three-dimensional space of constant curvature κ, ~∇i is the co-
variant derivative of γi j and Di j = ~∇i~∇ j − 13γi j~∇2 is a traceless
4 Note that a heat flux qν does not appear in Tµν because of our choice of uν
to be the LL frame. There is no loss of generality with this choice.
5derivative operator. The perturbed metric contains the four
scalar modes Ψ, h, ζ and ν from which we find it useful to
define the metric variable
η =
1
6
(
~∇2ν − h
)
. (2.5)
We omit the four vector and the two tensor modes as they
are not responsible for structure formation. We shall also
find it convenient to work with Fourier-space transfer func-
tions which depend on wavenumber k. In particular, in
flat spacetime we expand a perturbed variable A(τ, ~x) =∫
d3k
(2pi)3 e
i~k·~xA˜(τ, k)ξA(~k) where A˜(τ, k) is the transfer function of
variable A(τ, ~x) and ξA(~k) the primordial random perturbation.
Since there is no confusion arising, we omit the tilde from the
Fourier-space variables.
For each fluid component the four-velocity is parameterised
as
u0 = −a (1 + Ψ), ui = −a ~∇iθ, (2.6)
where θ is the scalar velocity perturbation of the fluid and the
fluid index was suppressed for brevity.5 Furthermore, we per-
turb the density as ρ = ρ¯(1+δ) and the pressure as P = ρ¯(w+Π)
where w is the (background) equation of state and Π = δP/ρ¯
is the normalised pressure perturbation. With these consid-
erations the energy-momentum tensor for each fluid becomes
T 00 = −ρ¯ (1 + δ) (2.7a)
T 0i = −(ρ¯ + P¯) ~∇iθ (2.7b)
T i0 = (ρ¯ + P¯) ~∇i(θ − ζ) (2.7c)
T ij = ρ¯(w + Π) δ
i
j + (ρ¯ + P¯) D
i
jΣ , (2.7d)
where the index “I” on the fluid variables is again suppressed
for brevity. Note that on an FRW background Σ¯µν = 0, hence,
the shear appears only at the perturbed level through the scalar
mode Σ 6 (as we have ignored vector and tensor modes). The
total energy-momentum tensor is analogously defined using
the total variables. For instance ρ¯δ =
∑
I ρ¯I δI and likewise for
the other perturbations.
2. The background and perturbed equations
The Einstein equation (2.2) for the unperturbed FRW back-
ground becomes the two Friedmann equations
3H2 + 3κ = 8piGa2ρ¯ (2.8)
2H˙ +H2 + κ = −8piGa2P¯ , (2.9)
5 Note that our notation for the velocity perturbation θ is related to [75, 102]
via θ = (v − B)Hu/k = θMB/k2.
6 Note that our notation for the shear Σ is related to [75, 102] via (1+w)k2Σ =
wpiHu = 32 (1 + w)σMB.
whereH = a˙a and dots denote derivatives wrt conformal time
τ. Once again, ρ¯ =
∑
I ρ¯I and P¯ =
∑
I P¯I . For the I-th compo-
nent energy conservation ∇µTIµν = 0 implies that
˙¯ρI = −3H(1 + wI)ρ¯I , (2.10)
wI ≡ P¯I
ρ¯I
, (2.11)
and similarly for the total energy-momentum tensor. Related
to the equation of state is the adiabatic sound speed defined
via
c2aI ≡
˙¯PI
˙¯ρI
= wI − w˙I3H(1 + wI) . (2.12)
If wI is time-independent then c2aI = wI .
For notational simplicity we denote the GDM equation of
state wg by w (without the subscript g) and denote the total
equation of state parameter wtot = P¯/ρ¯ to distinguish it from
w. At the background level, the GDM equation of state is
completely determined by a time dependent function w(a).7
Likewise, the adiabatic sound speed is also completely deter-
mined by w(a).
At the linearized level, in Fourier space, the Einstein equa-
tion (2.2) for scalar modes gives the four equations
H
(
h˙ − 2k2ζ
)
− 6H2Ψ − 2
(
k2 − 3κ
)
η = 8piGa2ρ¯ δ (2.13a)
2η˙ + 2HΨ + κ (ν˙ + 2ζ) = 8piGa2(ρ¯ + P¯) θ (2.13b)
− h¨ − 2H h˙ + 6HΨ˙ + 6
(
H2 + 2H˙
)
Ψ − 6κη+
+ 2k2
(
η − Ψ + ζ˙ + 2Hζ
)
= 24piGa2ρ¯Π (2.13c)
and
1
2
ν¨ + ζ˙ +H (ν˙ + 2ζ) + η − Ψ = 8piGa2(ρ¯ + P¯) Σ . (2.13d)
For the matter fluids we need to perturb ∇µTIµν = 0. This
gives two first order equations; the continuity equation
δ˙I = 3H (wIδI − ΠI) − (1 + wI)
[
k2(θI − ζ) + 12 h˙
]
(2.14)
and the Euler equation
θ˙I = −(1 − 3c2aI)HθI +
ΠI
1 + wI
− 2
3
(
k2 − 3κ
)
ΣI + Ψ . (2.15)
Up to this point the gauge has not been fixed. Standard gauges
are easily obtained: Synchronous gauge requires ζ = Ψ = 0,
7 Specifying w(a) does not determine the functional form P = P(ρ, ...), such
that the (nonperturbative) equation of state is unknown. However, on the
background level any equation of state assumes the form P¯ = P¯(ρ¯, ...) =
w(a) ρ¯ and thus w(a) parametrises the equation of state relevant for the
background.
6while conformal Newtonian gauge sets ν = ζ = 0 and identi-
fies the second Newtonian potential as Φ ≡ η = −h/6.
As is common, and also very useful, we define gauge-
invariant variables. Two standard gauge-invariant variables
are the Bardeeen potentials Φˆ and Ψˆ defined as
Φˆ ≡ η +H
(
1
2 ν˙ + ζ
)
(2.16a)
Ψˆ ≡ Ψ − 1
a
∂τ
[
a
(
1
2 ν˙ + ζ
)]
, (2.16b)
while a third useful gauge-invariant metric variable is
R ≡ Φˆ + 2
3
˙ˆΦ +HΨˆ
(1 + w)H . (2.17)
Two gauge-invariant variables that we use further below are
∆ˆg ≡ δg + 3(1 + w)Hθg (2.18a)
Θˆg ≡ θg − ζ − 12 ν˙ , (2.18b)
corresponding to the rest frame or comoving GDM density
perturbation and the conformal Newtonian GDM velocity per-
turbation respectively.
C. Definition of the GDM model
The variables ΠI and ΣI are not determined by the fluid
equations (2.14) and (2.15). In the case of fluids, the closure
equations for ΠI and ΣI must be specified in terms of metric
and other fluid variables. If the fluid comprises of particles, ΠI
and ΣI can be expressed in terms of the distribution function
of the microscopic theory that satisfies a Boltzmann equation.
Whether closure equations for ΠI and ΣI in terms of the other
fluid variables can be derived depends on the details of the
microscopic theory and the availability of approximations for
the evaluation of the phase space integrals. For instance, ultra-
relativistic collisionless radiation, such as massless neutrinos,
has Πν = δν/3. However, in general, no closed form equation
for Σν can be derived without making some approximations.
If the microscopic theory is that of a classical field rather than
specified in terms of particles, the explicit form of the energy-
momentum tensor in terms of the field and its derivatives fol-
lows from the field Lagrangian. Alternatively, the equation of
state and the closure equation may be postulated to achieve a
desired physical behavior, as is the case for the GDM model.
The scalar perturbations δg, θg,Πg,Σg of GDM satisfy the
continuity and Euler equations of (2.13) (with I = g) and two
postulated closure equations for the pressure perturbation Πg
and the shear Σg [75]. These are
Πg = c2aδg +
(
c2s − c2a
)
∆ˆg (2.19a)
and
Σ˙g = −3HΣg + 41 + wc
2
visΘˆg . (2.19b)
Making the gauge-invariance explicit is useful as the shear Σg
and the non-adiabatic pressure
Πnad ≡ Πg − c2aδg (2.20)
are always gauge-invariant independently of their particular
definition. The significance of this particular choice of the
closure equations (2.19) will be discussed in the next subsec-
tion.
We note here that our equation for the shear is slightly dif-
ferent than the form originally postulated in [75]. The dif-
ference is in the −3HΣg term which in the case of [75] is
replaced by − 3c2aw HΣg in our notation. We chose this modi-
fication of the original equation in order to easily allow for
crossing the w = 0 point if a time-dependent equation of state
is used. Clearly if w˙ = 0 the two formulations agree.
To summarise, the GDM model is defined by designing a
conserved energy-momentum tensor T µνg of the form (2.7) in
the LL frame. The background pressure P¯g is determined by
the time-dependent equation of state parameter w which also
gives rise to an adiabatic sound speed (2.12). The normalized
pressure perturbation Πg is algebraically given by (2.19a) and
depends on the free function c2s(a, k), the sound speed, which
determines the equation of state at the level of linear pertur-
bations. The scalar mode of the anisotropic stress, Σg, obeys
the differential equation (2.19b) which contains the free func-
tion c2vis(a, k), the viscosity. While the adiabatic sound speed
c2a is completely determined once the equation of state w(a) is
specified, the sound speed c2s(k, a) and the viscosity c
2
vis(k, a)
are free functions that can depend on space and time but are
independent of the solution, particularly the matter and metric
perturbations.
We note that [2, 64, 103, 104] refer to the GDM model [75]
but do not include the Hubble friction −3HΣg in the shear
equation (2.19b). Instead they start with the standard equa-
tions for a moment expansion of the Boltzmann equation for
all the Fn≥3 moments and insert a viscosity parameter in the
corresponding shear equation as above while at the same time
keeping the F3 term. However, in [75] the friction term was
designed to mimic the missing third moment F3 of the distri-
bution function in (2.19b), effectively closing the Boltzmann
hierarchy through this approximation. This does not mean that
the hierarchy Fn≥3 is irrelevant, but that the combined effect of
the higher moments can be approximated by the friction term.
For ultra-relativistic collisionless particles this form can be
derived on subhorizon scales from the Boltzmann hierarchy,
see App.B of [105]. It is also known that the GDM parame-
terisation can model the collisionless Boltzmann equation for
non-relativistic particles [35, 62]. In [104] it was noticed that
GDM without the friction term does not provide a good fit to
freely streaming massless neutrinos. An independent friction
term of the form RcHΣg can arise from the collision term in
the Boltzmann equation [102] and if Rc  1, then the hierar-
chy Fn≥3 becomes irrelevant and can be truncated by setting
Fn≥3 = 0.
7D. Simple extensions of GDM
In order to close the continuity (2.14) and Euler (2.15)
equations for the generalised dark matter fluid, we postulated
two closure equations for the pressure perturbation Πg and the
shear Σg (2.19), as proposed in [75]. In this section we dis-
cuss simple extensions, or modifications, of these two closure
equations.
Pressure Writing (2.19a) explicitly,
Πg = c2sδg + 3(1 + w)(c
2
s − c2a)Hθg , (2.21)
we see that c2s is proportional to δg, so we expect only c
2
s , and
not the other variables, to determine the sound speed. The
adiabatic sound speed c2a is not a priori related to c
2
s and does
not affect the sound speed deep inside the horizon since Hθg
is suppressed by a factor (H/k)2 compared to δg. In the case
where c2s = c
2
a we recover the standard expression Πg = c
2
aδg.
Therefore the non-adiabatic pressure (2.20) 8 of GDM, i.e.
Πnad = (c2s − c2a)∆ˆg , (2.24)
is a simple ansatz that allows for an effective sound speed c2s
if c2s , c
2
a, but reduces to the standard adiabatic pressure in the
case c2s = c
2
a.
The above requirements, however, are not sufficient to de-
termine the shape of Πnad. Consider, for instance,
Πextendednad = (c
2
s − c2a)
{
(1 −C1 −C2) ∆ˆg+
+ C1
[
δg + 3H(1 + w)
(
1
2 ν˙ + ζ
)]
+ C2
[
δg − 3(1 + w)η
] }
,
(2.25)
where C1 and C2 are two new parameters which are restricted
in the range 0 ≤ C1,C2 ≤ 1 and the terms multiplying C1
and C2 are the gauge-invariant GDM density perturbations
in the Newtonian and flat gauges respectively. One recovers
the GDM model by setting C1 = C2 = 0. All three gauge-
invariant density perturbations have the property that c2s be-
comes the sound speed deep inside the horizon, while the fac-
tor c2s − c2a ensures that Πnad vanishes for c2s = c2a. One could
add other gauge-invariant variables to Πextendednad , however, if
they do not involve δg they cannot influence the sound speed.
8 Several definitions of the ‘(intrinsic) entropy perturbation’ Γ related to the
non-adiabatic pressure Πnad exist in the literature. In particular, [75, 106–
108] define
Γ ≡
˙¯P
P¯
(
δP
˙¯P
− δρ˙¯ρ
)
=
1
w
Πnad , (2.22)
while [109] define
Γ ≡ δP˙¯P
− δρ˙¯ρ =
ρ¯
˙¯P
Πnad . (2.23)
As these two different definitions of Γ are not well behaved in situations
where P¯ and ˙¯P can cross zero, we choose to work directly with Πnad.
In terms of gauge-invariant variables, (2.24) may also be writ-
ten as
Πextendednad = (c
2
s − c2a)
[
∆ˆg − 3H(1 + w)(C1 + C2)Θˆg−
− 3(1 + w)C2Φˆ
]
, (2.26)
where the gauge-invariant potential Φˆ and gauge-invariant ve-
locity perturbation Θˆ are defined by (2.16a) and (2.18b) re-
spectively. Interestingly the effective field theory approach of
[48] is of this form with C1 = 1 and C2 = 0.
A common justification for the form Πnad = (c2s − c2a)∆ˆg is
described in [75, 107, 110]. The argument is that the sound
speed should be defined in the fluid rest frame9 as seen by
an observer comoving with the fluid. Alternatively, one can
simply choose a gauge adapted to the rest frame in which
Tgi0|rf = Tg0i|rf = 0 (equivalently θg|rf = ζ |rf = 0). In this
gauge it is then postulated that c2s = δPg/δρg|rf = Πg/δg|rf is
a parameter of the theory that does not explicitly depend on
the particular solution of Πg and δg. After performing a gauge
transformation away from the rest frame, we obtain the GDM
form (2.21). A similar argument in which the rest frame is
replaced by either the conformal Newtonian or the flat frame
leads to the second or third expressions in (2.25) respectively.
Since the sound speed is a fluid property, the fluid rest frame
is arguably a more natural choice compared to the two geo-
metrical frames. In any case, the assumption that there ex-
ists any frame in which Πg/δg|frame is a solution-independent
function is quite strong. In Sec. (IV) we study several models
where this happens either exactly or approximately. In those
cases where such a frame exists, it turns out to be the fluid rest
frame.
In addition to the arbitrariness of which gauge-invariant
combination to use in order to define Πnad there is no reason
to expect that Πnad is related to them algebraically. Indeed as
we show in Secs. IV A and IV E, if GDM is thought of as aris-
ing from non-equlibrium thermodynamics or from two tightly
9 The fluid rest frame is determined by the fluid four-velocity. Usually this
is chosen to be the LL frame (used in this work). If however the funda-
mental degree of freedom is a scalar field, then another natural choice is
the scalar frame, or, if there is a particle species with conserved particle
number present, a natural choice is the Eckart frame. It should be noted
that under a frame change given by a Lorentz boost and to linear order in
the boost velocity, Π and δ remain invariant while θ does not. It would then
seem that our expressions for ∆ˆg and Πnad, Eqs.(2.18a) and (2.24), should
transform accordingly with the boost velocity (as they contain θg), how-
ever, ∆ˆg and Πnad were defined under the assumption of the LL frame, and
not in a general frame, in particular, θg is the scalar mode contained in the
four-velocity of the LL frame of GDM. Once the frame has been fixed, we
cannot expect the resulting expressions to be manifestly frame-covariant.
One also needs to keep in mind that there is a distinction between a frame
choice, that is, the physical definition of the four-velocity in the energy-
momentum tensor, and a gauge choice, that is, the fixing of the space-time
coordinate system. From a practical point of view these two choices have
many things in common. Both are necessary to remove redundancy in
the description and also aspects of the choice of gauge can be connected
to a four-velocity field [111]. We return to the issue of frame choice in
Sec. IV A.
8coupled perfect fluids, Πnad satisfies a first order differential
equation similar to that of the GDM shear, Σg. This addi-
tional degree, however, oscillates with a similar frequency as
δg albeit with a small phase shift. Therefore we expect that
neglecting a possible dynamical contribution to Πnad can be
compensated for by adjusting c2s and c
2
vis in the GDM model.
Bulk viscosity Yet another possible contribution to Πnad
is bulk viscosity Pbulk, a contribution to the isotropic stress
whose main effect is not to modify the sound speed but to
impede the isotropic expansion of the fluid. Note that while
the freedom to choose w(a) would easily accommodate bulk
viscosity in GDM at the background level, the shape of Πnad
(2.24) excludes this possibility. The main effect of bulk vis-
cosity could be modeled by adding a term c2bulkH−1~∇2Θˆg to
Πnad. We expect its main effect to be similar to shear (or
anisotropic stress) Σgi j which impedes shearing flows D
i
jΘˆg
rather than ~∇2Θˆg. In the context of cosmology this has been
studied in [43, 112–116]. Bulk viscosity is known to be irrel-
evant for radiation [117]. However there is no a priori reason
to neglect it in applications to DM [42, 43]. We do not study
bulk viscosity in detail in the present work.
Shear viscosity The tightly coupled photon-baryon fluid
is a well known example for an imperfect fluid with small
shear. The shear is suppressed by the small number R−1c =
τcH , where τc is the mean time between collisions of photons
and free electrons. This allows a truncation of the Boltzmann
hierarchy of the photon distribution function and justifies the
fluid description. This example (see [102, 106]) therefore sug-
gests the following generalization of the GDM shear (2.19b)
Σ˙extendedg = −3HRcΣg +
4
1 + w
c˜2visΘˆg . (2.27)
One could therefore think of Rc(a) as a new parameter, which
is set to one in [75] in order to match the behaviour of freely
streaming radiation, see App.B of [105]. The limit Rc = 0 is
realized in elastic dark energy models where c˜2vis acts as rigid-
ity rather than viscosity [118] and is therefore of less interest
in applications to DM. If Rc  1, the shear at leading order in
R−1c becomes algebraically related to the other perturbations
[102], which leads to
Σextendedg '
4
(1 + w)H
c˜2vis
dIC + 3Rc
Θˆg . (2.28)
Here we introduced by hand a constant parameter dIC > 0,
the leading order power Σg ∝ τdIC of the solution to equation
(2.27) for kτ→ 0. This ensures that for c2vis = c˜2vis the solution
of (2.27) will initially agree with (2.29). For adiabatic ini-
tial conditions dIC = 2 while for isocurvature modes dIC = 0
(CDM or baryon isocurvature), dIC = 2 (neutrino isocurvature
density) and dIC = 1 (neutrino isocurvature velocity).
In the case of the photon-baryon plasma we have Rc  1
giving rise to an effectively algebraic shear with c2vis ∝ R−1c c˜2vis.
In the following we set Rc = 1 such that
Σ
alg
g =
4
(1 + w)H
c2vis
dIC + 3
Θˆg (2.29)
cvis
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FIG. 1. Comparison between dynamical (2.19b) and algebraic (alg)
(2.29) shear with adiabatic initial conditions for a set of standard
cosmological parameters. The upper panel shows the overdamped
case c2vis = c
2
s , the lower panel the case c
2
vis  c2s .
exactly agrees with Hu’s (2.19b) at early times, i.e. as kτ→ 0,
and approximately at later times. Fig. 1 shows a compari-
son between the GDM shear (2.19b) and the algebraic version
(2.29), for adiabatic initial conditions. Both versions qualita-
tively agree and lead to a similar damping of GDM density
perturbations, as is depicted in Fig. 2.
For Rc = 1 and c˜2vis = c
2
vis Eq. (2.27) becomes the GDM
closure equation (2.19b) which was designed to describe the
shear in a medium composed of freely streaming particles,
where the friction term −3HΣg serves as an approximation to
the Boltzmann hierarchy [35, 75, 105].
Following the argument that led us to Πextendednad (2.25), we
can now extend Σalgg (2.29) by adding other gauge invariant
combinations of θg in addition to Θˆg. While in (2.25) we
avoided including terms involving k2θg, we now avoid adding
terms involving δg to Σg in order make the physical effects
of Πg and Σg as distinct as possible. The only other gauge
invariant velocity perturbation apart from Θˆg that can be con-
structed solely from the metric and θg, is the GDM-comoving
curvature perturbationHRg = θg +Hη = Θˆg +HΦˆ, such that
Σ
extended,alg
g =
4
5(1 + w)H c
2
vis
(
Θˆg + C3HΦˆ
)
(2.30)
with 0 < C3 < 1.
III. PHENOMENOLOGY OF THE GDM MODEL
In this section we discuss the CMB phenomenology of
the GDM model, first analytically and then numerically with
CLASS. After determining the growing initial condition modes
in Sec. (III A), we solve analytically the algebraic GDM
model where the shear is given by (2.29) and the universe is
purely GDM dominated, in Sec. (III B). The main results are
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FIG. 2. Comparison of the time evolution of a single k-mode of
the GDM density perturbation ∆ˆg for w = 0 and c2s = 0.01. The
upper and lower panels compare c2vis = 0 (solid curve) to c
2
vis = 0.1c
2
s
and c2vis = c
2
s respectively. In each panel we show the dynamical
and algebraic shear models, (2.19b) and (2.29), with adiabatic initial
conditions for a set of standard cosmological parameters.
that (i) the metric potential Φˆ necessarily decays below a scale
k−1d given by (3.25), that (ii) on an even smaller scale, k
−1
J ,
sound waves may form, and that (iii) on a yet smaller scale
k−1damp acoustic oscillations are impossible to form. Sec. III C
outlines the equations for Φˆ in a universe filled with a realis-
tic mixture of fluids and gives a qualitative discussion for how
the CMB observables depend on Φˆ and the GDM parameters.
Finally in Sec. III D we discuss the numerical solution for Φˆ
and various observable CMB power spectra that have been
employed in [93] to constrain the full GDM model (2.19).
A. Initial conditions
We start by determining all possible initial condition modes
for scalar perturbations. We assume that in the limit τ → 0,
the GDM parameters w, c2s and c
2
vis are time-independent and
much smaller than unity. This assumption is relevant and
justified a posteriori, given that the constraints obtained on
GDM as dark matter strongly constrain |w| < O(10−3) and
c2s , c
2
vis < O(10−6) [93]. Thus, we construct the initial con-
dition modes as a series expansion in w, c2s and c
2
vis, keeping
only the lowest relevant order. Let us also note that adiabatic
initial conditions in the case where c2vis = 0 have been derived
in [119].
In addition to GDM we include all standard fluids which
are the baryons, CDM (denoted by a subscript ’c’), photons
and neutrinos, the later assumed to be massless in the deep
radiation era. These are grouped into radiation (photons and
neutrinos; denoted by a subscript ’r’) , and matter (baryons,
CDM and GDM; denoted by a subscript ’m’). Keeping CDM
in addition to GDM can be useful in studies where DM is a
mixture of CDM and GDM, or simply to make a modification
of the Boltzmann code tidier. The curvature and the cosmo-
logical constant terms can be safely ignored at early times.
When numerically integrating the Einstein-Boltzmann sys-
tem of equations, one starts the integration on superhorizon
scales H−1k ≡ kH−1  1. If the initial time is chosen
deep enough in the radiation era, such that corrections to
H = 1/τ are small, then the superhorizon condition simplifies
to x = kτ  1. Thus, x may be used as a time coordinate and,
in addition, as a series expansion parameter in a way specified
below.
1. Background evolution
The background density is the sum of the radiation and mat-
ter component ρ¯ = ρ¯r + ρ¯m, which individually evolve as
ρ¯r =ρ¯ri
(ai
a
)4
(3.1)
ρ¯m =ρ¯di
(ai
a
)3
+ ρ¯gi
(ai
a
)3(1+w)
. (3.2)
where ai is the scale factor and ρ¯ri, ρ¯di and ρ¯gi the radiation,
dust (CDM + baryons) and GDM densities respectively, all
evaluated at the initial time. We further define
fmr ≡ ρ¯mi
ρ¯ri
and λk ≡
8piG
3 ρ¯mi
k
√
8piG
3 ρ¯ri
ai (3.3)
and the relative species contributions
S X ≡ ρ¯Xi
ρ¯mi
, S Y ≡ ρ¯Yi
ρ¯ri
, (3.4)
where ρ¯mi = ρ¯di + ρ¯gi and where X may be any of c, b or g and
Y any of γ or ν.
The procedure for obtaining the initial conditions requires
an expansion of all variables as a power series in x. While
in the standard calculation (without GDM), a series in integer
powers of x suffices, the GDM density term which is of the
form a3(1+w) ≈ a3(1 + 3w ln a) requires the addition of terms
involving ln x and powers thereof. We expect that in the limit
w→ 0 and also as S g → 0 the standard radiation-matter solu-
tion should be reproduced, hence, assuming that all expansion
coeffecients are w-independent, the only plausible expansion
is
a˜ ≡ fmr
aiλk
a(x) =
(
1 +
1
4
λk x
)
x
+ wS g x
 ∞∑
n=1
a(w)n x
n−1 + ln x
∞∑
n=1
a(ln,w)n x
n−1 + . . .
 + . . .
(3.5)
where a(w)n and a
(ln,w)
n are coefficients to be determined and
where we have ignored terms involving higher powers of w
and ln x. Note that (ln x)2  | ln x| for small enough x such
that it is not clear a priori that our ansatz (see also (3.8) be-
low) solves the Einstein and fluid equations, and if so, that
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the approximate solution is a good solution. However, the full
numerical solution of (A1) shows that this is indeed a good
approximation.
Inserting (3.5) into the Friedmann equation determines the
coefficients as a(w)1 = a
(ln,w)
1 = 0,
a(ln,w)2 = −
3λk
4
, a(w)2 =
3λk
4
[
1
2
− ln
(
λk
fmr
)]
, (3.6a)
and for all n ≥ 3,
a(ln,w)n = 0, a
(w)
n = −An(−λk)n−1 , (3.6b)
where
An+1 =
n − 1
2(n + 1)
An − 322n−1(n + 1)(n − 1)(n − 2) (3.6c)
with A3 = 116 as the starting value. Ignoring the w and ln x
corrections, which amounts to approximating the GDM com-
ponent as CDM, incorrectly predicts several leading order so-
lutions for the matter-type isocurvature perturbations.
2. Perturbations
In order to find the allowed initial conditions for the per-
turbations and their initial time and scale dependence, we
expand all perturbational variables as a series involving the
small parameter x following a similar procedure as in [120].
In the standard case without GDM, a power series in x suf-
fices, however, as in the background case, the presence of the
background GDM density scaling as a3(1+w) requires the in-
clusion of powers of ln x. For convenience we work with the
dimensionless variables σ ≡ 23 k2Σ and v ≡ kθ.
The problem of finding the initial condition comprises two
parts: (i) determine how many regular growing mode solu-
tions exist (corresponding to the adiabatic and various isocur-
vature modes), and (ii) obtain the solutions to the perturbed
field equations as a series in x (and ln x) thereby allowing the
numerical integration to be started at a convenient time with-
out mixing adiabatic and isocurvature modes.
We adopt the synchronous gauge by setting Ψ = ζ = 0.
This gauge has a residual gauge mode which is set to zero by
discarding decaying initial conditions.10
Following [120] we assume that photons and baryons are
tightly coupled through Thomson scattering, such that vγ = vb
and all higher moments of the photon Boltzmann hierarchy
vanish. In addition, on superhorizon scales the Boltzmann
hierarchy of neutrinos can be truncated at third order (due to
free-streaming), keeping only δν and vν and σν. The resulting
equations are displayed in appendix A.
10 In the synchronous gauge, the CDM velocity perturbation satisfies
avc =const which is identical for the solution to the residual gauge mode.
The residual gauge freedom allows us to set this constant to zero, vc ≡ 0.
This is not true for any other type of fluid, including GDM, where vg has a
solution different from the residual gauge mode.
In order to construct the initial condition modes, we need
to specify an ansatz for the solution of the perturbational vari-
ables
P = {η, h, δb, δc, δγ, vγ, δν, vν, σν, δg, vg, σg} . (3.7)
By inspection of the x-dependence of the scale factor (3.5) we
choose the following ansatz for the solution
P = P0 + P1x + P(ε)1 x + P(ln,ε)1 x ln x
+ P2x2 + P(ε)2 x2 + P(ln,ε)2 x2 ln x + . . . (3.8)
where ε is a proxy for the GDM parameters w and c2s assumed
to have the same smallness. The coefficients without an ε label
are independent of w and c2s and we keep only linear order in ε
in the ansatz to avoid higher powers of ln x. In the limit ε→ 0,
one recovers the standard ΛCDM initial conditions. We note
that the constant term h0 for the metric variable h can be set to
zero by a gauge transformation. An ansatz containing powers
like x1−3w as used in [121] does not work if we want to recover
all possible modes, adiabatic and isocurvature.
For the GDM density contrast δg we also include the term
δ(ln,ε)g0 ln x, which is necessary to find the GDM isocurvature
mode for w , c2s . Thus, δg = δg0 + δ
(ln,ε)
g0 ln x + . . ., where the
remaining terms follow the expansion in (3.8). This additional
term does not introduce a new type of initial condition. When
w = c2s no pure ln(x) term is required.
3. Solution method
The ansatz (3.8) is used in the perturbed Einstein and fluid
equations (A1) and the coefficients for the same powers of x
and ln x are matched, thus providing a consistent solution. We
collect all variables in the set
A = Aε=0 +Aε , (3.9)
with Aε=0 = {P0,P1,P2, ...} containing the zeroth-order co-
efficients in ε and Aε = {P(ε)1 ,P(ln,ε)1 ,P(ε)2 , ...} containing the
correction due to ε. We expand all functions up to order xn,
with the exception of η, σν and σg which avoids the introduc-
tion of coefficients with label n + 1.
We chose n = 4 and used a brute force method to test for ev-
ery possible subset Ii,test of P0 where i = 1, . . . , 2|P0 |, whether
|Aε=0−Ii,test| equals the rank of the system of linear equations
with ε = 0. Out of the 211 test sets there are 72 that fulfill this
criterion but only four of them with max(|Ii,test|) = 6. We
choose
Imodes = {η0, δν,0, vν,0, δc,0, δb,0, δg,0} . (3.10)
The other three possible sets are obtained by exchanging δν,0
with δγ,0 and vν,0 with vγ,0. Finally we solve for the remaining
coefficients in P, that isAε=0 − Imodes andAε, such that they
are expressed as functions of Imodes.
In all the modes displayed below and in Appendix A we
only include the leading powers of x unless the leading order
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solution is constant or it is suppressed by the product of c2vis
and ε, in which case we include the next-to-leading order as
well. The modes have been checked to agree to reasonable
accuracy with the solution which includes all powers up to
x4 as well as with a numerical integration of the equations
(A1). We note that the initial condition modes also hold for
the algebraic version of the GDM shear (2.29).
4. Adiabatic (Ad)
Setting η0 = 1 (which we can always do via rescaling) and
all remaining perturbations in Imodes (3.10) to zero, the adia-
batic mode is
η = 1 − 5 + 4S ν
12(15 + 4S ν)
x2, h =
1
2
x2,
δc = δb = −14 x
2, δγ = δν = −13 x
2,
δg =
[
−1
4
+
3c2s − 5w
8
]
x2,
vγ = − 136 x
3, vν = − 23 + 4S ν36(15 + 4S ν) x
3,
vg = −
 116c2s + 2c2vis3(15 + 4S ν)
 x3,
σν =
2
3(15 + 4S ν)
x2, σg =
8c2vis
3(15 + 4S ν)
x2.
The adiabatic initial conditions agree with those presented in
[95] upon Taylor expansion in ε and c2vis. A comparison of
terms next to leading order in x would reveal differences com-
pared to [95], as our solution contains terms involving ln x
even for the adiabatic mode.
5. Isocurvature modes
There are five growing isocurvature modes in the GDM
model: the radiation type Neutrino Isocurvature Density
(NID) and Neutrino Isocurvature Velocity (NIV) and the mat-
ter type CDM isocurvature (CI), baryon isocurvature (BI) and
GDM isocurvature (GI). As we do not use these modes in the
phenomenology of the rest of this section, we display them in
appendix A.
We remark that in searches for signatures of isocurvature
modes within ΛCDM, only one of the BI and the CI is in-
cluded in the analysis since they are completely degenerate
[122, 123]. The situation of a GDM isocurvature mode is
more interesting than CDM, since the Cls of BI and GI modes
are no longer degenerate if either w or c2s is non-zero.
B. Evolution of GDM perturbations and decay of Φˆ
Let us consider a flat GDM dominated universe with al-
gebraic shear (2.29) such that the 00-equation (2.13a), 0i-
equation (2.13b) and shear may be manipulated into
k2Φˆ = −4piGa2ρ¯g∆ˆg (3.11)
˙ˆΦ +HΨˆ = 4piGa2ρ¯g(1 + w)Θˆg (3.12)
Σ
alg
g =
4
5H(1 + w)c
2
visΘˆg , (3.13)
where the gauge-invariant variables Φˆ, Ψˆ and R are given by
(2.16a), (2.16b) and (2.17) respectively.
In this case the i j Einstein equations take the form
H−1 ˙ˆΦ =
[
3
2
(1 + w) +
12
5
c2vis
]
(R − Φˆ) − Φˆ (3.14a)
H−1R˙ = −
(
k
H
)2 2
3(1 + w)
[
c2sΦˆ +
4
5
c2vis(R − Φˆ)
]
. (3.14b)
Using e-folding time N defined by ∂N = H−1∂τ, denoting
∂N by a prime and assuming constant w, c2s and c
2
vis, (3.14)
assumes the form of a damped harmonic oscillator
Φˆ′′ +
(
k
H
)2 
c2s + 8c2vis(1 + 3c2s)15(1 + w)
 Φˆ + 8c2vis15(1 + w) Φˆ′
 +
+
[
1 +
3
2
(1 + w) +
12
5
c2vis
]
Φˆ′ = 0 . (3.15)
The above equation shows that the integrated Sachs-Wolfe
(ISW) effect in the GDM dominated universe vanishes for
c2s = c
2
vis = 0, irrespective of the value of w. In this case R˙ = 0
and the equation admits ˙ˆΦ = 0 such that Φˆ freezes during
GDM domination. 11 On the other hand, if c2s or c
2
vis are non-
zero then R is sourced, but only on sub-horizon scales due to
the overall factor (k/H)2. Notice however that once w is time
dependent, the analogue of (3.15) contains terms proportional
to Φˆ and therefore will does generally admit ˙ˆΦ = 0. A thor-
ough discussion of the effect of small DM sound speed on the
ISW effect can be found in [125]. Let us also emphasise that
the coefficients of Φˆ and Φˆ′ are manifestly non-negative for
w > −1/3 and positive c2vis and c2s , hence the potential decays
in general.
Sound waves are possible if c2vis < c
2
s , and the effective
propagation speed is close to c2s if c
2
vis  c2s . For c2vis & 0.57c2s
on the other hand, the potential decays without oscillations.
All of these properties may be extracted from the exact solu-
tion to (3.15) as we examine in more detail below.
In order to find the exact solution to (3.15) it is easier to
transform back to τ as an independent variable. In a flat GDM-
dominated universe the Friedman equation givesH−1 = τ(1 +
11 We could allow mildly negative sound speeds, in which case a constant
potential may also be achieved if c2s = −
8c2vis(1+3c
2
s )
15(1+w) and c
2
vis ≥ 0. However,
we do not allow this possibility as it does not seem natural and requires fine
tuning to ensure stability. This stabilizing property has been also observed
for the GDM shear in [124].
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FIG. 3. The solid curves show the exact solution Φˆ in a flat GDM dominated universe for three GDM parameters as specified in the legend. In
all cases we set w = 0. The left panel shows that horizon entry at kτ ' 1 does not influence Φˆ. However, around kτ ' kdτ = 10, the potential
decays for all three combinations of c2s and c
2
vis. Up to this time the solution is well described by (3.24) as is indicated by the dot-dashed curve.
The right panel shows the details of the decay. The dashed curves display the envelope of (3.27), which is valid in the acoustic regime starting
at kJ , and the dotted curves exhibit the asymptotic behaviour in the overdamped regime (3.32) starting well after the last oscillation at kdamp.
There is no acoustic regime for c2vis = c
2
s (blue, thin). For c
2
vis = 0 the acoustic oscillations never stop. In the case of non-zero c
2
vis the acoustic
regime is accompanied by exponential decay during which the effective sound speed c2eff < c
2
s is reduced.
3w)/2 so that (3.15) transforms into
¨ˆΦ +
{6 [5(1 + w) + 4c2vis]
5(1 + 3w)
1
τ
+
4(1 + 3w)c2vis
15(1 + w)
k2τ
}
˙ˆΦ
+ k2
c2s + 8c2vis(1 + 3c2s)15(1 + w)
 Φˆ = 0 . (3.16)
Defining y = −γc2visk2τ2, where
γ =
2(1 + 3w)
15(1 + w)
, (3.17)
transforms the equation into
y
d2Φˆ
dy2
+ (β − y)dΦˆ
dy
− αΦˆ = 0 (3.18)
where
α =
1 + 3c2s
1 + 3w
+
15c2s(1 + w)
8c2vis(1 + 3w)
(3.19)
β =
35 + 45w + 24c2vis
10(1 + 3w)
. (3.20)
Equation (3.18) is Kummer’s differential equation whose reg-
ular solution is the Kummer confluent hypergeometric func-
tion M(a, b, y) such that
Φˆ = A0 M
(
α , β , −γ k2τ2c2vis
)
, (3.21)
where A0 is a constant. The regular solutions (3.21) automat-
ically satisfy ˙ˆΦ(τ=0) = 0. The non-regular solution of (3.18)
is of the form B (kτ)−nd M, which in the limit kτ→ 0 behaves
as
(kτ)−nd , nd = 1 +
4(5 + 6c2vis)
5(1 + 3w)
, (3.22)
and is therefore a decaying mode and is of no interest to us.
The general solution (3.21) evolves through four regimes
of behaviour. For a given Fourier mode k, the solution starts
on superhorizon scales from τ = 0 with a constant ampli-
tude which persists even after horizon crossing. It begins to
decay around the scale kd and then on smaller scales the so-
lution will continue to decay either monotonously or enter an
acoustic regime, leading to a period of oscillations. This is
determined by the relative magnitude of two further scales,
the Jeans scale kJ and the over-damping scale kdamp. Once the
Jeans scale is crossed, Φˆ begins a period of oscillations un-
til the over-damping scale is reached, where oscillations cease
and Φˆ simply decays. As can be seen in Fig. 3, depending
on the values of the GDM parameters c2s and c
2
vis, the solution
may go through only the oscillation regime (thick yellow), or,
only through the over-damping regime (thin blue), or, both
(red). The Jeans and the over-damping scale can be estimated
by examining the zeros of the confluent hypergeometric func-
tion M(α, β,−y). In [126] it is proved that they are bounded
by y− < y < y+ where
y± = 2α − β ± 2
√
α(α − β) − β , (3.23)
which in our case translates to the two scales k−1± =
√
γcvisτ√
y± .
The scale k− may be identified with the Jeans scale kJ = k−
while the scale k+ may be related to the over-damping scale if
k+ is real.
We now discuss several special cases and regimes of (3.21)
and use them to estimate the three above scales, namely kd,
kJ , and kdamp in terms of the GDM parameters. Without loss
of generality we set Φˆ(τ=0) = A0 = 1.
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1. Case 1: c2s , c
2
vis = 0
The non-decaying solution is Φˆ = 1 as is immediately clear
from (3.15). This generalizes the standard CDM solution to
the case of non-zero constant w, leading to zero ISW effect.
2. Case 2: cskτ  1 and cviskτ  1
At early times (see Eq. 13.1.2 of [127]) the solution to the
potential is
Φˆ ' 1 − γαc
2
vis
β
k2τ2, (3.24)
which is constant to lowest order in k2 and decays at next to
leading order if w > −1/3 and c2s , c2vis > 0. Therefore for
reasonable values of GDM parameters, |w|, c2s , c2vis  1, the
potential can only decay. Using (3.24) and taking the limit of
small GDM parameters, the comoving scale below which the
potential starts to decay is
k−1d (τ) ≡ τ
√
c2s +
8
15 c
2
vis . (3.25)
The above definition is such that for k = kd, the potential has
dropped to Φˆ = 13/14 ≈ 0.93. The time evolution of the po-
tential for three different combinations of c2s and c
2
vis keeping
the same kd = 10/τ and w = 0 is shown in Fig. 3. Observables
that directly probe the large scale structure will be sensitive to
both the Jeans scale and the over-damping scale, which will be
defined further below. However, for the CMB it is mostly the
decay scale kd, below which Φˆ starts to decay, which matters.
Therefore one should expect a strong negative degeneracy be-
tween c2s and c
2
vis in the CMB spectrum, and this was verified
in [93].
3. Case 3: c2vis = 0
This is the zero shear viscosity case. The solution may be
found by either taking the limit c2vis → 0 of (3.21) with the
help of Eq. 13.3.2 of [127] or by setting c2vis = 0 in (3.16) and
transforming it into Bessel’s equation. The exact solution in
this case simplifies to the well-known result
Φˆ =
A1 Jn(cskτ)
(cskτ)n
, n =
5 + 3w
2(1 + 3w)
, (3.26)
where A1 is a normalisation constant and Jn is the Bessel func-
tion of order n. The envelope is nearly constant outside the
Jeans scale and decays as τ−n−1/2 once cskτ ≥ 1 as can be also
seen through the thick yellow line and its dashed envelope in
the right panel of Fig. 3. Deep inside the Jeans scale cskτ  1
the potential oscillates with frequency csk as is seen by thick
yellow solid curve in Fig. 3.
4. Case 4: cvis  cs and cviskτ  1
Rather than taking the limit of vanishing viscosity we may
expand the exact solution (3.21) in cvis/cs  1 and cviskτ  1
using Eq. 13.3.7 of [127], leading to
Φˆ ' A2 e
−γc2visk2τ2/2
(ceffkτ)β−1
Jβ−1(ceffkτ) , (3.27)
where A2 is a normalization constant. It may easily be shown
that β > 3/2 for w > − 13 and therefore the solution is always
decaying for large kτ, as we discuss further below.
Keeping non-zero c2vis has a further effect. The solution
(3.27) oscillates with frequency ceff k where the effective12
sound speed is
c2eff = c
2
s −
2c2vis
5(1 + w)
[
1 + 3w − 4
(
c2s −
2
5
c2vis
)]
(3.28a)
' c2s −
2
5
c2vis , (3.28b)
where the second line holds for small GDM parameters. We
notice that the algebraic shear (on which we have based our
calculation) slightly decreases the sound speed and this is
seen in the upper panel of Fig. 2, while the dynamical shear
has the opposite effect. Note that the expression (3.28a) de-
termines the effective sound speed beyond the approximation
cviskτ  1, in the sense that the solution for Φˆ as determined
by (3.27) is the lowest term in an expansion in terms of a se-
ries of Bessel functions Jβ−1+βn (ceffkτ) for βn = 0 . . .∞. It is
also worth emphasising that the effective sound speed is dif-
ferent from c2s even if c
2
s = c
2
a, and hence, even if Pg = wρg
for constant w.
Remembering that −β + 12 < −1, the envelope of (3.27)
decays as e−γc2visk2τ2/2τ−β+1/2 once k ≥ kd as can be seen by
the red dashed curve in the right panel of Fig. 3. This may
be derived using Eq. 9.2.1 of [127] which involves the large-
argument expansion of the Bessel function, i.e. ceffkτ  1.13
Let us now estimate the Jeans scale kJ . In this regime the
relevant parameter that determines the start of the acoustic
regime is c2eff , so we will write the sound speed in terms of
this quantity. Rearranging (3.28a) and solving for c2s in terms
of c2vis, c
2
eff and w we find
c2s =
(1 + w)c2eff +
2(1+3w)c2vis
5 +
16c4vis
25
1 + w + 8c
2
vis
5
(3.29)
so that c2s is always positive as long as both c
2
vis and c
2
eff are
positive and w > −1/3. We now expand (3.23) for small w,
c2eff assuming that they are both of the same order, i.e. O(w) ∼
O(c2eff), and for small c
2
vis assuming that it is of order O(c
4
eff).
This gives the GDM Jeans scale kJ ' k− as
k−1J (τ) ≡
2ceffτ√
105
≈ 0.2 ceffτ . (3.30)
12 We continue to call c2s the sound speed for convenience.
13 This is valid as long as ceff is sufficiently larger than cvis.
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Note that taking the limit c2vis → 0 in (3.27) reproduces (3.26)
of case 3, i.e. cvis = 0, as expected.
5. Case 5; cvis/cs & 1 or k & k+
This is the case related to the over-damping regime where
the solution decays without any oscillations. In order to de-
termine the scale where this happens, one may start from
(3.23), expand in small GDM parameters and associate the
over-damping scale with k+. However, as β always decreases
k+, a better estimate is obtained if we set β = 0 in (3.23)
which leads us to the defininition of the over-damping scale
as kdampcvisτ ≡ 2
√
α/γ. Once again we expand this expres-
sion for small GDM parameters assuming now that O(w) ∼
O(c2s) ∼ O(c2vis), i.e. c2vis is now assumed to be of the same
order as c2s . The resulting expression
k−1damp(τ) =
cvisτ
√
30
√
1 + 15c
2
s
8c2vis
≈ 0.18 cvisτ√
1 + 15c
2
s
8c2vis
. (3.31)
is now valid not only if c2vis  c2s but also if c2vis  c2s (in which
case k+ is no longer real). Interestingly, for scales below k−1damp
the exact solution (3.21) decays with a power law
Φˆ ' A3 (cviskτ)−2α , (3.32)
for some constant A3 (see Eq. 13.1.5 of [127]), rather than ex-
ponentially as one might expect from (3.27). This is shown by
the red and blue dotted lines in right panel of Fig. 3. The limit
kτ → ∞ is contained in the case 3 through (3.26) and case 5
through (3.32), which shows that Φˆ → 0 as kτ → ∞ if either
c2s or c
2
vis are non-zero.
The exact solution (3.21) does not admit oscillations and
has no exponential decay if k+ = k− as may be seen by the blue
lines in the right panel of Fig. 3. For small GDM parameters
this occurs for
c2vis ≥
15
2
(
3 +
√
105
)c2s (3.33)
which approximates to c2vis & 0.57 c
2
s .
It is worth noticing that the behavior between k−1d and
max(k−1J , k
−1
damp) is such that for fixed kd the decay is quickest
for c2vis = 0 as may be seen in the left panel of Fig. 3.
We remarked already in footnote 11 that a fine-tuned neg-
ative sound speed c2s = − 815 c2vis can lead to a constant Φˆ if
c2vis > 0 because k
−1
d = 0. This generalizes case 0 to include
the possibility Φˆ , Ψˆ. If on the other hand the negative sound
speed satisfies |c2s | > − 815 c2vis and therefore k−1d > 0 we are in
the regime (3.33) where the potential simply decays as (3.32)
below k−1d without oscillations.
To close this section about the behaviour of GDM perturba-
tions, we note that Hu’s non-adiabatic pressure Πnad (2.24)
is rather special compared to its extended version Πextendednad
(2.26). If we instead use the extended version Πextendednad ,
(3.14b) changes to
H−1R˙ = − 2
3(1 + w)
(
k
H
)2 [
c2sΦˆ +
4
5
c2vis(R − Φˆ)
]
+ 3(c2a − c2s)
[
(C1 + C2)(R − Φˆ) + C2Φˆ
]
, (3.34)
which adds a k-independent source for R, leading to k-
independent terms proportional to Φˆ in the analogue of (3.16).
Therefore, the curvature perturbation R is not conserved on
superhorizon scales unless either C1 = C2 = 0 or c2s = c
2
a (i.e.
adiabatic fluid) so that an ISW effect is generated by GDM
even for the case c2s = c
2
vis = 0 (baring the trivial case where
w = 0 in addition). This property of Hu’s Πnad, that c2s does not
influence superhorizon modes, was observed before in [119].
A similar analysis of the behavior of linear perturbations
was performed in [48] for the “Newtonian” model (2.26) with
C1 = 1 and C2 = 0 and for a particular time dependence
of GDM parameters c2s and c
2
vis, which will be discussed in
Sec. IV B. There it was also observed that when w = 0 the
large scale perturbations are solely sensitive to the combina-
tion c2s +
8
15 c
2
vis as in (3.25).
C. Behavior of Φˆ for a mix of GDM, baryons and radiation
In this section we qualitatively discuss the evolution of the
potential Φˆ in the presence of a mixture of baryons, photons,
neutrinos and GDM, as is relevant for the CMB and large scale
structure formation. This mixture may be treated as a cosmo-
logical fluid with equation of state wtot, adiabatic sound speed
c2a,tot given by (1 + wtot)c
2
a,tot =
∑
I(1 + wI)ΩIc2aI and total non-
adiabatic pressure perturbation Πnad,tot = Π−c2a,totδ. The GDM
does not couple to photons or to baryons, however, it affects
the CMB through gravity. Thus, in this section we examine
how GDM affects the evolution of the gravitational potential
Φˆ which in turn leaves its imprint on the CMB spectrum, for
instance, through the ISW effect, lensing and acoustic driv-
ing [128–132].
As in the last subsection, we rewrite the spatial trace Ein-
stein equation (2.13c) for a flat cosmology (κ = 0) using the
traceless Einstein equation (2.13d) to eliminate Ψˆ, in terms of
the two first-order equations for Φˆ and R,
Φˆ′ = −Φˆ + 3(1 + wtot)
[
1
2
(
R − Φˆ
)
+H2Σ
]
(3.35a)
R′ = 1
1 + wtot
[
Πnad,tot − 2k
2
3H2 c
2
a,totΦˆ
]
− 2k
2
3
Σ . (3.35b)
It is then transparent how the evolution of Φˆ depends on
wtot,Πnad,tot and Σ. We discuss each of these in turn.
1. The equation of state wtot
The total background equation of state wtot depends on the
relative abundances and equations of state of the cosmological
15
fluids. It determines the time dependence of a and H and
gives rise to c2a,tot. It also determines the time of radiation-
matter equality when wtot interpolates between 1/3 and w, and
the time of the transition between GDM and Λ domination,
with wtot approaching −1 in the latter.
If the right hand side of (3.35b) vanishes, R remains con-
stant. However, Φˆ still retains some temporal evolution if wtot
is time dependent. Only in the case where Σ = 0 and w˙tot = 0
does the potential approach a constant as was the case in a
purely GDM dominated universe with c2s = c
2
vis = 0 stud-
ied in the previous subsection. In the realistic universe we
consider in this section, wtot is expected to be weakly time-
dependent even during matter domination since baryons and
GDM have a slightly different equation of state in general.
In Fig. 4 we display the evolution of a single k-mode of the
potential Φˆ, where ΛCDM (black dotted), w = 0.01 (dark
blue dashed) and w = −0.01 (light blue dot-dashed) give
an approximately constant potential during matter domination
which subsequently decays at very late times as Λ eventually
comes to dominate. Observe also that that the case w > 0 has
a larger freeze out value than w = 0 and the opposite hap-
pens for w < 0. This is easily understood: increasing w shifts
the time of radiation-matter equality earlier such that a given
k-mode spends less time during the era of radiation domina-
tion and therefore experiences stronger decay until it freezes
out during GDM domination. The opposite is true when w is
decreased. Finally let us note that during GDM domination
c2a,tot ' c2a and Πnad,tot ' Πnad, such that c2a,tot has no significant
effect on Φˆ.
2. Non-adiabatic pressure, Πnad,tot
Consider a mixture of cosmological fluids that may also be
pairwise coupled and therefore exchange energy and momen-
tum. Their energy-momentum tensors would then not be in-
dividually conserved in general but instead
∇µTIµν = JIν ,
∑
I
JIν = 0 , (3.36)
with the background value of the exchange current JIν denoted
by QI ≡ J¯I0. Then the total non-adiabatic pressure is given
by [106],
Πnad,tot =
1
1 + wtot
∑
I<J
ΩIΩJ(1 + wI)(1 + wJ)
× (c2aI − c2aJ)
(
δI
1 + wI
− δJ
1 + wJ
)
− 1
3H ρ¯
δ
1 + wtot
∑
I
c2aI QI
+
1
ρ¯
∑
I
ρ¯IΠInad , (3.37)
which is the sum of three terms. The first term (first two lines)
is the relative entropy perturbation and vanishes initially for
adiabatic initial conditions. It is suppressed when the sound
speeds are very similar, when ΩI  1 or when ΩI  ΩJ for
all I < J. In ΛCDM, this is the case during radiation dom-
ination when the dominating species, neutrinos and photons,
have the same sound speed c2a,ν = c
2
a,γ and during matter or
Λ domination, where the dominating clustering species CDM
has c2a,c = 0 and 1 + wΛ = 0. The second term (third line),
proportional to δ, manifestly modifies the sound speed of the
total density perturbation if the fluids exchange energy. This
is a subleading effect for standard cosmological fluids, e.g. af-
ter recombination when baryons loose a tiny fraction of their
energy to photons [133]. The third term (last line), the in-
trinsic non-adiabatic pressure, is usually assumed to be absent
in ΛCDM,14 but does appear in Λ-GDM. It is given by (2.24)
since GDM is the only fluid that admits a sizable intrinsic non-
adiabatic pressure.
In a nutshell, we expect Πtotnad to be a subleading effect
in ΛCDM and mostly relevant around the radiation-matter
equality, when it is dominated by the relative entropy pertur-
bation between matter and radiation. In Λ-GDM, even well
within matter domination, Πnad causes Φˆ to decay below the
scale k−1d given by (3.25) as can be seen by the green solid
curve in Fig. 4. We investigate possible physical origins for
Πnad in Sec. IV.
3. The shear, Σ
In ΛCDM the shear Σ interpolates between a mixture of
mainly neutrino and photon shear during radiation domina-
tion and vanishes during matter or Λ domination for massless
neutrinos. In Λ-GDM, during matter domination, the GDM
shear Σg provides the dominant contribution to the total shear
Σ leading to potential decay, as is displayed by the red dashed
curve in Fig. 4. In addition, the total shear causes a difference
between Φˆ and Ψˆ (see the lower panel in Fig. 4), such that Σ˙
adds a contribution to the ISW effect. The same effect occurs
for the lensing potential [132]; any line-of-sight projection of
Ψˆ + Φˆ will be affected by Σ as well as by Φˆ.
D. How GDM affects the CMB
We now discuss the effects that a GDM component may
have on the CMB in the case of adiabatic initial conditions.
We present the CMB power spectra and compare ΛCDM
(black dots) to 4 cases of Λ-GDM: c2s = 0.01 (solid green),
c2vis = 0.02 (long-dashed red), w = 0.01 (short-dashed dark
blue) and w = −0.01 (dot-dashed light blue). We fix the stan-
dard cosmological parameters to the best fit Planck values [2]
in all cases. All spectra were produced using a version of the
CLASS code [93, 100] modified to incorporate GDM.
14 Although any fluid with internal degrees of freedom, for instance a baryon
fluid, has in general some internal non-adiabatic pressure.
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FIG. 4. Comparison of the effect of w and c2s and c
2
vis on a single k-mode of the potential Φ, see the legend in Fig. 5. Compared to Fig. 3, the
universe is now filled in addition with photons, neutrinos, baryons and a cosmological constant. The lower panel shows the effect of shear Σ
causing a Φˆ/Ψˆ , 1.
Effect of w
In the case of pure CDM, the most distinctive effect on
DTTl = l(l + 1)CTTl /2pi is a modification of the heights of the
first few acoustic peaks that depends on ωc, the dimensionless
CDM density [128, 134]. This is because the CDM abun-
dance affects the time of radiation-matter equality and there-
fore which modes enter the horizon during radiation domi-
nation. During radiation domination, Φˆ decays and boosts
the observed CMB temperature [128, 134] due to acoustic
driving. Increasing the CDM density pushes radiation-matter
equality earlier, which reduces acoustic driving and lowers
the amplitude of the peaks. Indeed, one of the best pieces
of evidence for dark matter comes from the CMB spectrum,
as the absence of CDM would introduce large acoustic driv-
ing, boosting the peak amplitude and leading to a spectrum
that completely disagrees with observations.
In the case of GDM, increasing the dimensionless GDM
densityωg gives a rather similar effect to CDM since the equa-
tion of state is taken to be small, |w|  1 [75–77, 81, 93, 95].
Larger values for w will result in GDM behaving more like ra-
diation, in effect creating large acoustic driving and boosting
the CMB peaks to values inconsistent with observations.
Even though w is taken to be small, its actual value is still
of importance as the GDM density approximately scales as
a3ρ¯g ∝∼ ωg(1 + 3w ln(1 + z)) . (3.38)
In particular, its greatest effect is to shift the time of radiation-
matter equality for fixed ωg. Increasing w raises the amount of
GDM in the past (leading to smaller acoustic driving which in
turn reduces the peak heights) and this is similar to increasing
the dimensionless GDM density ωg. Accordingly, we expect
w and ωg to be anticorrelated. This effect has been discussed
in [75] and observationally shown in [77, 93].
In Fig. 5 we compare the temperature and E-mode polar-
isation power spectra, DTTl and DEEl , in a ΛCDM model to
two Λ-GDM models with w = ±0.01. The dotted curve is the
reference ΛCDM model with all GDM parameters set to zero
and the remaining parameters taken from Planck [94]. The
w = 0.01 model (dark blue, dashed) is below that of ΛCDM
for the first few peaks, and the opposite is true for w = −0.01
(light blue, dot-dashed). Note that the time difference in hori-
zon entry ∆τk=H ' 0.1 Mpc is much smaller than the shift in
the time of radiation-matter equality ∆τeq ' 25 Mpc. There-
fore, the main reason for the modification of the peak heights
when w is varied is a shift of the radiation-matter equality
time, denoted by arrows in Fig. 4. In that plot we show the
time evolution of a single k-mode of Φˆ that corresponds to the
third Cl peak. In addition, the time of recombination is shifted
by ∆τ∗ ' ∆τeq and therefore the size of the sound horizon at
recombination is reduced for positive w. Since the decrease of
the sound horizon is accompanied by a decrease in the angu-
lar diameter distance to recombination (as varying w directly
affects the Hubble parameter H), the change in the peak po-
sitions is rather moderate compared to the case where ωg is
varied. Nevertheless the peaks move slightly to the left (right)
for negative (positive) w.
Panels 2-4 of the DTTl part of Fig. 5 and panels 2-3 of the
DEEl part, show the ratio of the Cls with non-zero GDM pa-
rameters to the reference model Cls, making the change of
relative peak heights and also the shift of peak positions more
visible. More specifically, the Cl ratio is displayed without the
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FIG. 5. Comparison of the effect of w and c2s and c
2
vis on temperature
power spectrumDTTl and E-mode polarization power spectrumDEEl .
T0 is the mean CMB temperature. The lower panels show ration be-
tween the cases with non-zero GDM parameter and ΛCDM reference
model. The panels labelled “no lensing” and “no lensing, no ISW”
have been calculated without the effect of lensing and without the
ISW effect.
effect of lensing (panel 3 of either part) and without the ISW
effect (panel 4 in the DTTl part). These Cls have been calcu-
lated by artificially removing the ISW and/or lensing terms
in CLASS. It is clear that it is mostly the first few peaks that
are affected by the ISW effect as well as all scales larger than
the first peak, while the higher peaks are affected by lensing.
At low l, the ISW effect for the w = 0.01 model is slightly
larger than ΛCDM while for the w = −0.01 model it is slightly
smaller, because the potential freeses to a slightly larger con-
stant value in the former. This, fairly small effect, was dis-
cussed in the previous subsection (see also Fig. 4). The effect
of the equation of state w on the lensing amplitude is shown
by the dark blue dashed (w = 0.01) and light blue dot-dashed
(w = −0.01) curves in Fig. 6. This can be understood from
Fig. 4; a positive w allows Φˆ to freeze out earlier and there-
fore at a larger value.
Effect of c2s and c
2
vis
Let us now turn to the effects of the perturbative GDM pa-
rameters, namely the sound speed c2s and viscosity c
2
vis. An
important property of CDM is that during CDM domination
Φˆ freezes to a constant value. For a GDM dominated universe
we saw in (3.25) that Φˆ will be time-dependent and decay be-
low
k−1d (τ) = τ
√
c2s +
8
15 c
2
vis ,
as long as c2s or c
2
vis are non-zero. We therefore expect these
two parameters to be degenerate in the CMB, and indeed the
cases c2s = 0.01 and c
2
vis = 0.02 lead to very similar CMB ob-
servables. Two further GDM scales that we have uncovered
in the previous subsections are the Jeans and over-damping
scales k−1J = 0.2ceffτ (see (3.30)) and k
−1
damp =
2
15 c
2
visk
−1
d (by
combining (3.31) with (3.25)) respectively. All three scales
are marked in Fig. 4 at τ = τ∗, the conformal time at recom-
bination. These scales are, however, not visible in the CMB.
The reason for this is that the CMB spectra are mostly deter-
mined by the photon temperature δg/4 which is only indirectly
sensitive to GDM dynamics, while the potentials play a lesser
role and moreover their effects (such as ISW) are convolved
over a wide-range of time-scales. This makes the GDM scales
invisible by eye in the CMB spectra even though the size of
the residuals compared to ΛCDM are mainly determined by
k−1d (τ∗). In contrast, at z = 0, the potential decay scale kd(z=0)
and the Jeans scale kJ(z = 0) are clearly visible in the matter
power spectrum, as we see in Fig. 7.
Potential decay for non-zero c2s and c
2
vis leads to smaller
CMB lensing compared to ΛCDM and at the same time larger
(and continuous across time) ISW. This is observed by com-
paring the panels 2 and 4 in the DTTl part for the effect
on ISW and panels 2 and 3 in both temperature and polar-
ization parts of Fig. 5 for the effect on lensing. Neither
the “no lensing”, nor the “no ISW” Cls are directly observ-
able, but the lensing potential power spectrum Dφφl and the
temperature-lensing cross correlation DTφl , displayed for all
models in Fig. 6, are. We observe that non-zero c2s or c
2
vis
lead to a reduction of the lensing potential power spectrum
Dφφl (upper panel) and lensing B-mode power DBBl (lower
panel). The lensing-temperature cross correlation DTφl (mid-
dle panel), however, is boosted for non-zero c2s , c
2
vis, because
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FIG. 6. Lensing potential power spectrum Dφφl , lensing temperature
cross spectrum DTφl and lensing B mode power spectrum DBBl . The
faint lines in the second panel showDTφl without the ISW effect. The
different lines correspond to the legend in figure 5.
a larger fraction of the temperature anisotropies are caused
by the ISW effect. This is clear from the fainter lines in the
DTφl panel which have been calculated by artificially remov-
ing the ISW term. During the radiation matter transition, a
non-zero c2s or c
2
vis leads to a quicker decay of the potential
and therefore can boost the acoustic driving of the observed
temperature of the first couple of CMB peaks. For the chosen
parameter values c2s = 0.01, c
2
vis = 0.02, this is a subdominant
effect compared to lensing and the ISW effect, as may be seen
in the “no lensing, no ISW” panel in Fig. 5. Since k−1d is a
length scale appearing in the perturbations, we do not expect
that varying k−1d will affect the size of the various CMB im-
prints to the same degree. Indeed for much smaller constant
parameters, such as c2s = 10
−6, the only remaining effect on
the CMB spectra is the reduced lensing compared to ΛCDM
[93]. On the other hand if c2s and c
2
vis grow with redshift, i.e.
as c2s , c
2
vis ∝ a−2, then the CMB will be mostly sensitive to k−1d
at early times, see the discussion in [95].
The total linear matter power spectrum at z = 0 is shown in
Fig. 7. The scales k−1d where the potentials start to decay, k
−1
J
below which GDM oscillates, and k−1damp below which GDM
is overdamped are also shown. We expect the constraints on
c2s and c
2
vis to improve considerably, and their degeneracy to
be broken, if small scale late time structure formation data is
combined with the CMB. However, to fully utilise this data
would require an extension of the GDM model into the non-
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FIG. 7. Total matter power spectrum P(k) at z = 0, where the lines
correspond to the legend in Fig. 5.
linear regime. This is one of the motivations for the compari-
son of GDM to other models in the next section.
We remark that the case of negative c2s has been studied
in [74, 76]. We do not think that it makes sense to consider
negative c2s , c
2
vis since they lead to exponential instabilities un-
less one fine-tunes the viscosity as discussed at the end of
Sec. III B. We checked that, for small enough negative val-
ues |c2s |, |c2vis| < 10−6, the numerical integration works and
gives rise to reasonably looking results. Within some range
of parameter space, the potential Φˆ grows slightly without ex-
ploding, but only when numerical integration is restricted to
times and scales relevant for the CMB. This qualitatively new
and phenomenologically interesting feature of growing poten-
tials might be expected in alternative theories of gravity, see
[135], but not from dark matter. We therefore suggest using
a parametrization suited for alternative theories of gravity for
this purpose [83–85, 135].
IV. CONNECTION BETWEEN COVARIANT IMPERFECT
NON-ADIABATIC FLUIDS AND GDM
It is certainly possible that not all dark matter models can
be brought into the GDM form. As one would like to use
the GDM model to test alternative DM models and determine
whether they are allowed or even favored by the CMB, we
have to assess which realistic particle and field-based DM
models can actually be brought into the GDM form. For in-
stance, in the case of particle based models, one concern may
be that the phase-space distribution function fg(xµ, pν) and its
dynamics, as governed by the Boltzmann equation, does not
allow for a truncation or closure of the hierarchy at lmax = 2.
In this case, additional cumulants of fg(xµ, pν) beyond the first
three (δg, θg and Σg) may be necessary. The collisionless case
includes warm DM which can be described as GDM in the
linear regime of structure formation [35]. For the collisional
case parameterisations based on the Boltzmann equation were
recently presented in [136, 137]. We leave it to future work
to investigate the connection of GDM to the phase space de-
scription of collisionless and collisional DM and therefore the
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connection of GDM to specific models of particle DM.
As we discuss below, if DM has internal degrees of free-
dom then a GDM description may be possible in certain cir-
cumstances. Such is the case for non-equilibrium thermody-
namics, the effective theory of fluids of Ballesteros [138] and
the case of tightly coupled interacting adiabatic fluids. Alter-
natively, the GDM model may arise as an effective description
of pure CDM once small scale modes are integrated out [44],
and lastly, as an effective fluid reformulation of scalar fields
models.
Most of these models have a non-perturbative definition.
This is desirable if the model is to be also used in the mildly
nonlinear and fully nonlinear regimes of structure formation.
It is known that higher order perturbation theory based on im-
perfect fluids improves the modelling of CDM in the mildly
nonlinear regime [44, 48]. Similarly it is known that even in
the fully non-perturbative regime of structure formation a self-
gravitating scalar field is a viable alternative to particle dark
matter [38].
A. GDM arising from thermodynamics
In this subsection, we consider non-equilibrium fluids that
are close to thermal equilibrium, such that thermodynamic re-
lations still hold. Fluids of this kind are well known instances
of imperfect fluids and therefore offer a clear physical inter-
pretation of the GDM parameters and serve as candidates for
extensions of the GDM model into the non-linear regime.
Fluids that are not in thermal equilibrium can develop (i)
bulk viscosity, a special kind of non-adiabatic pressure pro-
portional to ∇µuµ that hampers the fluid expansion,15 (ii) shear
viscosity, proportional to the trace-free part of ∇(µuν) that im-
pedes shearing flows, and (iii) diffusion flux, which is pro-
portional to the gradient of a particular thermodynamic po-
tential and which acts to smooth out those gradients. Bulk
viscosity16 arises when the collision times between particles
are long, when the fluid consists of a mixture of relativistic
and non-relativistic particles, or when the particles have in-
ternal degrees of freedom [139–143]. Similarly, shear viscos-
ity is related to the free-streaming time τc between collisions,
with the photon-baryon fluid and freely-streaming massless
neutrinos being well known examples of this.17 Diffusion
(or heat) flux exists whenever the energy flux is not exactly
aligned with the particle flux, which happens for instance in
the photon-baryon fluid at next to leading order in the tight-
coupling approximation. Bulk and shear viscosity as well as
diffusion flux are related to entropy production and give rise
to imperfect terms in the energy-momentum tensor [140, 146]
and, as we will see, non-adiabatic pressure. It is also known
15 Note that within this subsection we do not display the subscript g on the
non-equilibrium imperfect fluid quantities for notational simplicity.
16 Often also called second, volume or dilatational viscosity.
17 See also [113, 116, 117, 144, 145] for a discussion of viscosity in a cosmo-
logical context.
that WIMP dark matter, although usually described as a pres-
sureless perfect fluid, is better modeled by an imperfect fluid
with shear and bulk viscosity, as well as pressure [43, 147].
The shape of the energy-momentum tensor depends on the
definition of the fluid four-velocity uµ, in other words, the
frame. A natural choice is the so-called energy or Landau-
Lifshitz (LL) frame defined through uαTαν = −ρuν. We adopt
this frame throughout this paper, and we denote the corre-
sponding four-velocity by uµ. This frame enforces the con-
straint uαΣαν = 0, and prevents the occurrence of a term q(µuν),
where qµ is the heat flux, in the energy-momentum tensor
(2.1).
If a conserved particle current
Nν = nuν + jν (4.1)
exists, the equation of motion for n is found from
∇νNν = 0 . (4.2)
In general Nν is not aligned with the energy flux ρuν, in which
case the diffusion flux jν is non-zero. Since n = −Nµuµ is the
number density, we have jνuν = 0, such that j¯ν vanishes on
FRW and δ jν is gauge-invariant in linear perturbation theory.
If Nν exists and is non-zero, it is common to choose the Eckart
frame [148] defined via Nν = n nν, rather than the LL frame.
The Eckart frame requires a term proportional to q(µnν) to be
added to the energy-momentum tensor (2.1).
Under a frame transformation given by a Lorentz boost, the
four-velocity and the spatial vectors qν and jν do not remain
invariant to linear order in the boost velocity, while all other
functions entering Nν and Tµν remain frame-invariant [149,
150]. The combination
q˜ν = qν − jν ρ + pn (4.3)
is also frame-invariant to linear order in the boost ve-
locity [149] and can therefore be interpreted as a frame-
independent definition of the heat flux in linear perturbation
theory. The information in the generalised heat flux q˜ν is
stored entirely in the diffusion flux jν when the LL frame is
adopted, while in the Eckart formulation it is stored entirely
in the (standard) heat flux qν. Note that qµ directly enters the
energy-momentum tensor Tµν, while jν does not. Therefore,
whether a heat-diffusion type departure from a perfect fluid
is included in the energy-momentum tensor depends on the
frame chosen. In the Eckart frame, jν = 0 and hence Nν as-
sumes a perfect fluid form, while Tµν develops the additional
imperfect term q(µnν). In the LL frame, Tµν retains its perfect
fluid form but Nν receives imperfect corrections through jµ.
We stick to the Landau-Lifshitz (or energy) frame unless
otherwise stated. One good reason to choose the LL frame is
that it always exists, regardless of the existence of a species
with conserved particle number. There are some other good
reasons for this choice, which will be discussed further below.
In the GDM model, if c2s , c
2
a the total GDM pressure
cannot be obtained from a barotropic equation of state, i.e.
P , P(ρ). Therefore, it is natural to assume that the pressure
has to depend on some other quantity as well, for instance, the
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particle number density n, the chemical potential µ, the tem-
perature T , or the entropy S , such that P = P(ρ, n, µ,T, S , ...).
The obvious complication with this idea is that the GDM
model contains neither of those additional degrees of free-
dom. However, we will assume that the thermodynamic re-
lations (4.4) are valid, allowing us to assume that the equation
of state is given by P = P(ρ, S ) in the absence of bulk viscos-
ity.
The main results of this section are that δS , although in
general dynamical, is sourced only by ∆ˆg, see (4.23), and
that a mapping to GDM is possible in two limits: 1) where
the heat conduction vanishes and δS is non-dynamical, see
Sec. IV A 3, or 2) where the heat conduction becomes very
large and the δS becomes algebraically related to ∆ˆg, see
Sec. IV A 4. That the pressure is, in general, dynamical is also
expected from kinetic theory [151].
1. Landau-Lifshitz imperfect fluid
Let us first review the LL imperfect fluid derivation adapted
to our notation. We assume in the following that the thermo-
dynamic relations (which are guaranteed to hold in local ther-
mal equilibirum)
ρ + p =µn + T s (4.4a)
dρ =µdn + Tds (Gibbs relation) (4.4b)
dp =ndµ + sdT (Gibbs − Duhem relation) , (4.4c)
still hold in situations that are slightly off-equilibrium. Here,
s is the entropy density, n is the conserved particle number
density and p is the thermodynamic pressure. In the absence
of bulk viscosity the thermodynamic pressure would equal P,
which suggests the definition
Pbulk = P − p , (4.5)
for the bulk pressure Pbulk.
The derivation of the LL imperfect fluid equations uses the
conservation equations in the form ∇αTαν = 0 and ∇νNν = 0.
Making use of (4.4a), the energy-momentum tensor can be
written as
T µν = (µn + T s) uµuν + Pbulkuµuν + Pδ
µ
ν + Σ
µ
ν . (4.6)
With the help of (4.2), (4.4c) and the normalization condition
uνuν = −1, the expression for uν∇αTαν gives
uν∇αTαν = −T∇ν(suν) +µ∇ν jν + uν∇α(Σαν + Pbulkqαν) , (4.7)
where qµν = gµν+uµuν is the projector on uν-orthogonal hyper-
surfaces. Energy-momentum conservation plus the identities
Σανu
ν = qανu
ν = 0 give rise to the evolution equation
∇νS ν = − jν∇ν µT −
1
T
Σαν∇αuν −
Pbulk
T
∇νuν, (4.8)
for the entropy current,
S ν ≡ suν − µ
T
jν. (4.9)
The definition of S ν is suggested by the fact that it takes
this form in local thermal equilibrium within kinetic theory
[152].18 In order to guarantee ∇νS ν ≥ 0, Landau and Lifshitz
postulate the following constitutive relations
Σµν = − 2ηLL
(
qαµq
β
ν −
1
3
qµνqαβ
)
∇(αuβ) (4.10a)
Pbulk = − ζLL∇βuβ (4.10b)
jµ = − κLL
(
nT
ρ + p
)2
qνµ∇ν
µ
T
=: − κ˜LLqνµ∇ν
µ
T
. (4.10c)
The non-negative coefficients ηLL, ζLL and κLL are known as
shear viscosity, bulk viscosity and heat conduction respec-
tively. In the last line we defined κ˜LL for later convenience.
We now briefly return to the discussion of the frame choice.
It is not well known in the cosmology literature that the Eckart
and LL theories are not equivalent [154]. This inequivalence
points to a flaw of the theory of non-equilibrium thermody-
namics since a physical state should never depend on a frame
choice.19 A remedy to this puzzle was recently put forward
by Va´n and Biro´ [155], where it was suggested to modify the
thermodynamic relations (4.4) if the frame of the fluid and the
frame of the thermometer that measures T are different from
the LL frame. It was shown that a particular generalisation of
(4.4) containing explicitly the fluid and thermometer veloci-
ties, leads to a manifestly frame covariant set of closure rela-
tions involving one equation for the frame independent quan-
tity q˜µ, rather than two separate equations for jµ and qµ as
in [154]. This set of closure equations then reduces to (4.10)
once the LL frame is chosen, while it does not reduce to the
closure equations of Eckart in the Eckart frame. By modify-
ing the thermodynamic relations (4.4) according to [155], the
solution obtained in the Eckart frame can by mapped to a so-
lution obtained in the LL frame through a boost, which imme-
diately follows from the frame covariance of the conservation
equations, as was shown in [155].
With the standard Gibbs relations (4.4), the Eckart frame
leads to unphysical instabilities. Choosing the Eckart frame
with the Gibbs relations of [155], however, leads to a sta-
ble solution that is not equivalent to the solution obtained by
Eckart [117, 148]. Support for the LL frame also comes from
kinetic theory [156, 157] and its stability properties compared
to other frames [154, 158, 159].20 The most conservative and
18 It is exactly this equation that receives quadratic corrections Qν in causal
non-equilibrium thermodynamics [149, 153]. Note that in [154] it was
proven that all first-order theories apart from LL are unstable, where first-
order here means that S ν depends linearly on the energy-momentum tensor
and the particle flux.
19 For the same reason why a physical state cannot depend on the gauge
choice. In both cases, frame and gauge choice, the mathematical result
depends on these choices, but the physical state must be invariant.
20 Although the LL theory contains superluminal effects, they are unimpor-
tant [158]. Making the theory causal [149, 153] comes at the price of hav-
ing more differential equations and free functions while giving rise to only
unobservable small corrections compared to the LL theory [160, 161].
21
reasonable frame choice therefore seems to us to be the LL
frame [162].21
Let us now continue with our task to connect the LL theory
with the GDM model. One might wonder what the physical
significance of the parameter κLL in (4.10c) is, since jν does
not directly affect the energy-momentum tensor: Both n and jν
can affect ρ and uν only via the equation of state p = p(ρ, n)
but have no effect if the equation of state is barotropic p =
p(ρ). We discuss this further below where we perturb the LL
theory around an FRW background.
2. Linear perturbations of the LL theory
From now on we set the bulk viscosity Pbulk to zero. This
simplifies the notation in the following paragraphs and also
makes it manifest that non-adiabatic pressure does not require
bulk viscosity, which is in any case not part of the GDM
model. Nevertheless bulk viscosity might not be negligible
in some situations, see the discussion in [117] and [43, 112]
in the context of CDM; we plan to add this to GDM in future
work.
In linear perturbation theory, taking into account only scalar
modes, the LL closure relations (4.10) give
Σ =
2ηLL
aρ¯(1 + w)
Θˆ (4.11a)
j = κ˜LL
( ˙¯ξ θ − δξ) , (4.11b)
where we have defined the normalised chemical potential
ξ ≡ µ
T
(4.12)
and the gauge-invariant scalar perturbation j via ji = ~∇i j. It is
also useful to rewrite the thermodynamic relations in terms of
ξ and the entropy per particle
S =
s
n
(4.13)
as
ρ + p =nT (S + ξ) (4.14a)
dS =(S + ξ)
(
dρ
ρ + p
− dn
n
)
(4.14b)
dξ =(S + ξ)
(
dp
ρ + p
− dT
T
)
. (4.14c)
The entropy evolution equation (4.8) on a linearly perturbed
FRW spacetime then reads ∇νS ν = 0 since both jν and Σµν are
spatial tensors and vanish at the background level. Explicitly
this gives
˙¯S = 0 (4.15a)
δ˙S = − κ˜LLk
2
an¯
(
S¯ + ξ¯
) ( ˙¯ξ θ − δξ) . (4.15b)
21 There are however different opinions on this matter: in [163] it was argued
that the Eckart frame is more physical than the LL frame.
The first result means that there is no entropy production
within linear perturbation theory. This is a direct consequence
of discarding bulk viscosity. Nonetheless, entropy perturba-
tions are generally non-zero for non-vanishing κLL and are
dynamical.
The perturbed LL equations are known to be relevant in
cosmology: heat conduction and shear viscosity have similar
and equally important effects in the photon-baryon plasma.
They are proportional to the mean free time of photons τc
[117, 129, 130] giving rise to Silk damping of baryon acoustic
oscillations [164]. The photon-baryon fluid is also an exam-
ple where the bulk viscosity can be neglected, since its mag-
nitude compared to the shear viscosity is suppressed by the
large number of photons per baryon [117].
The equations (4.15) can only play a role in the evolution
of the density and velocity perturbations if the pressure P also
depends on S .22 Assuming a general P = P(ρ, S ) we obtain
˙¯P =
∂P¯
∂ρ¯
∣∣∣∣∣
S¯
˙¯ρ (4.16)
δP =
∂P¯
∂ρ¯
∣∣∣∣∣
S¯
δρ +
∂P¯
∂S¯
∣∣∣∣∣
ρ¯
δS . (4.17)
Eliminating ∂P¯
∂ρ¯
∣∣∣
S¯ we find
Π = c2aδ +
1
ρ¯
∂P¯
∂S¯
∣∣∣∣∣
ρ¯
δS (4.18)
Πnad =
1
ρ¯
∂P¯
∂S¯
∣∣∣∣∣
ρ¯
δS . (4.19)
At this point we cannot conclude that c2a is the sound speed
since δS might have non-trivial dynamics similar to δ. In the
absence of bulk viscosity, the entropy perturbation has the
straightforward interpretation of a relative entropy between
between δ and δn
δS = (S¯ + ξ¯)
(
δ
1 + w
− δn
n
)
, (4.20)
see (4.14b), and therefore we expect that in general δS can
modify the sound speed. The relation (4.20) shows that the
relative entropy perturbation between ρ and n is in fact an en-
tropy perturbation in the thermodynamic sense if the fluid is
in a thermal state and also explains why Πnad is known as the
“entropy perturbation.” A system in local thermal equilibrium
defined by two state variables may equally be expressed by
any other set of two linearly independent state variables due
to the relations (4.4). We assume this property to be true also
off-equilibrium, such that we may assume ξ = ξ(ρ, S ) and
therefore dξ = ∂ξ
∂ρ
∣∣∣
S dρ+
∂ξ
∂S
∣∣∣
ρ
dS . On a linearly perturbed FRW
22 We could equally assume an equation of state of the form P = P(ρ, n),
P = P(ρ, ξ), P = P(n, S ), or any other combination of ρ, n, S , ξ,T . They
can be shown to lead to identical results (4.25) and (4.27). To show this,
Eq. (4.2) and the thermodynamic relations (4.14) have the be employed, in
particular the Maxwell relations following from ddS = 0 and ddξ = 0.
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spacetime without bulk viscosity this leads to
˙¯ξ = −3H ∂ξ¯
∂ρ¯
∣∣∣∣∣
S¯
(1 + w) ρ¯ (4.21)
δξ =
∂ξ¯
∂ρ¯
∣∣∣∣∣
S¯
ρ¯ δ +
∂ξ¯
∂S¯
∣∣∣∣∣
ρ¯
δS . (4.22)
Inserting this into (4.15b) gives
δ˙S =
κ˜LLk2
n¯a
(S¯ + ξ¯)
(
ρ¯
∂ξ¯
∂ρ¯
∣∣∣∣∣
S¯
∆ˆg +
∂ξ¯
∂S¯
∣∣∣∣∣
ρ¯
δS
)
. (4.23)
This result shows that Πnad in (4.19) is, in general, a dynamical
degree of freedom and sourced by ∆ˆg. In the remainder of this
section we will investigate under which conditions δS = 0 and
δS ∝ ∆ˆg and therefore establish a connection to GDM.
3. GDM as a LL perfect fluid with a conserved particle number
For a perfect fluid, ηLL = ζLL = κLL = j = 0, and (4.23)
simplifies to
δ˙S = 0 , (4.24)
showing that δS is constant in time and does not have a large
impact on the dynamics of δ and θ. The dynamics of the per-
fect fluid variables ρ, uµ with a general P = P(ρ, S ) are thus
modeled by a particular GDM model where
w ≡ P¯(ρ¯, S¯ )
ρ¯
(4.25a)
c2s = c
2
a =
∂P¯
∂ρ¯
∣∣∣∣∣
S¯
(4.25b)
c2vis = 0 , (4.25c)
with a corresponding adiabatic sound speed (2.12). It is thus
clear why c2a =
∂P¯
∂ρ¯
∣∣∣
S¯ is called the adiabatic sound speed: it
is calculated from a general equation of state with the en-
tropy held fixed. The relation to GDM is a good approxi-
mation since δS is constant in time. Furthermore, the relation
to GDM becomes exact for adiabatic initial conditions, i.e.
δS = 0.
Note that in order to arrive at this result we do not have to
use any thermodynamic relations, and we could have equally
derived (4.25) by assuming an equation of state P = P(ρ, n)
and showing that the particular combination δ/(1+w)−δn/n¯ is
slowly varying compared to δ using the perturbed particle con-
servation equation (4.2) and the continuity equation (2.14).
Therefore the result (4.25) holds for any perfect fluid with a
conserved particle number and does not require the additional
assumption of being in a thermal state. Also note that c2s = c
2
a
holds even for non-linear perturbations [165].
A discussion of the equation of state p(ρ, S ) of an ideal
non-relativistic gas in the context of cosmological perturba-
tion theory can be found in [166].
4. GDM as a LL imperfect fluid with a conserved particle number
As we discussed above, although the GDM model lacks
a particle conservation or alternatively an entropy evolution
equation, it may still be used to describe a perfect fluid even
for the case P = P(ρ, S ), since δS is either time-independent
or zero. It is clear, however, that the GDM model cannot, in
general, describe an imperfect fluid completely, as in that case
δS will be dynamical. Fortunately, as we show here, there
are situations where the GDM model can be used to describe
imperfect fluids as an approximation, by effectively removing
the additional degree of freedom (usually associated with S )
that is present in the LL theory.
The equation (4.23) may be solved using an approximation
scheme analogous to the tight-coupling approximation for two
interacting fluids (see Sec. IV E). In the limit of large κ˜LL the
last bracket in (4.23) has to be parametrically smaller than δ˙S
in order for linear perturbation theory to apply. Therefore at
leading order in an expansion in κ−1LL the rest-frame density
perturbations ∆ˆg and the entropy perturbation δS become pro-
portional to each other
δS = −
∂ξ¯
∂ρ¯
∣∣∣
S¯
∂ξ¯
∂S¯
∣∣∣
ρ¯
ρ¯ ∆ˆg + O(κ˜−1LL) . (4.26)
Inserting this leading order solution into (4.18) gives the GDM
pressure equation (2.19a) with sound speed
c2s = c
2
a −
∂P¯
∂S¯
∣∣∣∣∣
ρ¯
∂ξ¯
∂ρ¯
∣∣∣
S¯
∂ξ¯
∂S¯
∣∣∣
ρ¯
=
∂P¯
∂ρ¯
∣∣∣∣∣
ξ¯
. (4.27a)
Thus in the large κ˜LL limit the sound speed is given by c2s =
∂P¯
∂ρ¯
∣∣∣
ξ¯
which should be contrasted with the perfect fluid case
κLL = 0 where c2s = c
2
a =
∂P¯
∂ρ¯
∣∣∣
S¯ . The other two GDM parame-
ters, equation of state w and viscosity c2vis arise as
w =
P¯(ρ¯, ξ¯)
ρ¯
(4.27b)
c2vis =
dIC + 3
2
HηLL
aρ¯
, (4.27c)
where we have mapped the LL shear (4.11a) directly into the
form of the algebraic GDM shear (2.29), which explicitly de-
pends on the initial conditions (to remind the reader, for adia-
batic initial conditions dIC = 2).
Let us point out that it is only as a matter of convenience
that we use the dimensionless23 “viscosity speed” squared c2vis
rather than ηLL as it is precisely that combination of variables
that appears in the phenomenology: First of all it is known that
for freely streaming ultrarelativistic radiation c2vis = c
2
s = 1/3
[75]. In addition, as we have shown, for the algebraic shear
the combination c2s +
8
15 c
2
vis determines the scale where the
23 We set the speed of light to one.
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potential decays and that the effective sound speed is c2eff '
c2s − 25 c2vis (see section III).
Observe how (4.27a) offers an interpretation for Πnad as the
thermodynamic entropy perturbation, clearly deserving the
name ‘entropy perturbation’, which Πnad is often referred to
as. Since ˙¯S = 0, this is not necessarily related to entropy pro-
duction, as the linearized entropy fluctuations average to zero
when integrated over all space. However, entropy is indeed
produced at second-order in perturbation theory.
For non-relativistic particles of mass m the chemical poten-
tial satisfies S = m/T − ξ + 5/2 such that ˙¯ξ = −m ˙¯T/T¯ 2 for
˙¯S = 0, hence, a non-zero ˙¯ξ seems natural. However, it is less
clear whether the large κLL limit can be naturally achieved in
a dark matter model.
In closing this subsection, we remark that there are other
approaches to non-equilibrium thermodynamics [167, 168] or
imperfect fluids [169] that might be better suited candidates
for an extension of GDM into the non-linear regime of struc-
ture formation.
B. GDM arising from an effective theory of CDM large-scale
structure
As the Einstein and fluid equations are intrinsically non-
linear, the FRW background and the linear perturbations
should both be affected by the small-scale non-linearities
(backreaction), generating imperfect contributions to the
CDM energy-momentum tensor as well as pressure [44]. We
therefore expect that the CDM background and linear pertur-
bations should be described as GDM with (non-zero) GDM
parameters that increase with time as the non-linear scale
grows in the late universe, and that are approximately scale-
independent on the linear scales under consideration [170].
The form of the effective energy-momentum tensor can be
derived through a coarse-graining of the microscopic equa-
tions (the lowest two moments of the Boltzmann hierarchy)
and a subsequent gradient expansion [44–47]. In [44, 171] it
was argued that this leads to a LL-type imperfect fluid energy-
momentum tensor whose time-dependent coefficients (equa-
tion of state, sound speed and viscosities) can be extracted by
matching to the microscopic theory.
It was later emphasized in [46, 172], that the effective
energy-momentum tensor is a spatially local function of ρ, uµ
and the Riemann tensor because there exists a hierarchy of
spatial scales kvpτfs  1 (where vp  1 is the average par-
ticle velocity and τfs is the free-streaming time of a particle)
such that kvpτfs  1 means that scales of interest are larger
than the mean free path. On the other hand the stress-energy-
momentum tensor cannot be a local function in time due to
the absence of a temporal hierarchy of scales since the free-
streaming time is of the same order of magnitude as the age
of the universe τfsH = O(1).24 Nevertheless a local-in-time
24 This is in contrast to a collisional fluid where usually a small mean free
path kvpτc  1 is accompanied by a small mean free time τfsH  1
approximation of the energy-momentum tensor turns out to be
a good approximation for certain applications in perturbation
theory [172, 173].
The relevance of the effective field theory of large scale
structure (EFTofLSS) in the context of GDM is that it shows
that even “ordinary” CDM has an FRW background and linear
perturbations that are more completely described by an im-
perfect fluid with non-zero w, c2s and c
2
vis, and a bulk viscosity
term with parameter c2bulk = −P¯bulk/ρ¯.
As mentioned above, these GDM-type terms arise in the
EFTofLSS because both linear perturbations and the back-
ground get renormalised by small scale physics that has been
integrated out. The numerical values and their time, scale and
cosmology dependence (in particular the normalization of the
matter power spectrum) can be estimated using perturbation
theory (see App. D of [44] and [171]), or more accurately us-
ing N-body simulations [47, 172, 174]. At z = 0
w, c2s , c
2
vis ' O(10−6) '
(
10 × k−1nl H
)2
, (4.28)
and scale approximately with redshift like the variance of the
peculiar velocity in linear perturbation theory ( f DH)2, where
D is the linear growth function and f = d ln D/d ln a the linear
growth rate and knl ' 4.6 h Mpc−1 is the non-linear scale be-
low which the EFT breaks down [172].25 The second relation
in (4.28) shows that k−1d ' 10k−1nl . Therefore the largest char-
acteristic scale k−1d of the imperfect fluid is within the range of
validity of the effective theory.
We note that the shear in GDM is non-local in time since
(2.19b) can be formally integrated Σg =
∫ τ
g(τ, τ′, Θˆg(τ′))dτ′.
Nonetheless, we saw that the qualitative behavior is well cap-
tured by the local-in-time algebraic version (2.29), see Figs. 1
and 2. In the EFTofLSS the stress tensor, and therefore Πg, Σg
and bulk viscosity are non-local functions in time of Φˆ, ∆ˆg, Θˆg.
We find a similar effect in our investigation of tightly coupled
fluids further below, see Fig. 10.
Those two examples suggest that, for the search of signa-
tures of pressure and imperfect fluid behavior of dark matter, it
is sufficient to focus on one specific choice of parametrization
of the stress tensor in terms of Φˆ, ∆ˆg, Θˆg and a set of free func-
tions: w and c2s for the pressure and c
2
vis for the viscosity. We
find in [93], using Planck and BAO data, that the constraints
on c2s , c
2
vis < O(10−6) have a similar magnitude as the best fit-
ting parameters of the EFTofLSS. However, we note that the
proximity of those numbers is an accident and has no immedi-
ate consequence for EFTofLSS. This is because we assumed
parameters to be constant in time, while those of EFTofLSS
decrease with increasing redshift, making the CMB less sen-
sitive to EFTofLSS parameters at early times. Constraining
GDM parameters with particular time dependence and via
leading to an energy-momentum tensor that is a temporally and spatially
local function of the δ and θ.
25 We get the estimate (4.28) and the time dependence ( f DH)2 for c2s by
inspection of Eqs. (3,51,84) of [45]. That w and c2vis should be of the same
order of magnitude as c2s follows from App. D of [44].
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principal components is left to future work. Then it might be
possible to measure the parameters of the EFTofLSS in data.
We also note that a similar approach for an EFT of LSS has
been put forward in [48] where a parametric set of equations
similar to the algebraic GDM model was used from the out-
set, albeit with a small difference (see Sec. II D). The shear
viscosity was assumed to be of LL form (4.10a), such that the
parameterisation could be applied to higher order perturbation
theory.
C. GDM arising from scalar fields
Scalar fields have often been linked to effective fluids on a
cosmological background. Here we re-examine this relation,
connect it to the GDM model and discuss further possibilities
beyond GDM. As it turns out, the effective behavior depends
on whether the value of the scalar field φ crosses zero, hence
we consider two possibilities separately: a case with no oscil-
lations in the background value of φ and the opposite.
1. No oscillations in the background value of φ
It is well known that quintessence scalar fields with a
canonical kinetic term X = − 12∇µφ∇µφ and potential V(φ)
can be described by an effective fluid. In the appendix of
[75] it was already noted that a quintessence scalar field is de-
scribed by a GDM model with arbitrary (and in general time-
dependent) equation of state w = X¯−VX¯+V , sound speed c
2
s = 1
and viscosity c2vis = 0.
A generalization of the standard quintessence field by in-
troducing a non-canonical kinetic term K(φ, X), hence dubbed
k-essence, was proposed in [175]. The action takes the form
I =
∫
d4x
√−g
[
1
16piG
R + K(φ, X) +Lm
]
. (4.29)
One may define a fluid velocity
u˜µ = − 1√
2X
∇µφ (4.30)
provided X > 0 (and φ˙ > 0). For instance, although this con-
dition holds on a cosmological background, it doesn’t hold
in the static spherically symmetric case. Hence, the fluid de-
scription is not generally applicable in all situations. If X > 0,
then it is clear that u˜µu˜µ = −1, such that u˜µ provides a natural
vector field representing the fluid velocity. The frame defined
by u˜µ is called the scalar frame.
The association to a fluid is valid both on an FRW back-
ground and at the linear perturbation level, and this is suffi-
cient to make a connection to GDM. The relevant variables
are [175]
w =
K
2X¯KX − K (4.31a)
c2s =
KX
2X¯KXX + KX
(4.31b)
c2vis = 0 , (4.31c)
where KX ≡ ∂K∂X . If K(φ, X) = X − V(φ) then one recovers
the quintessence case. Let us note that the sound speed in
the k-essence case is in general time-dependent, however, it is
always spatially constant.
The k-essence model has traditionally been used in the con-
text of inflation or dark energy. However, by carefully choos-
ing K one can design models which are more suitable for
dark matter. It was shown by Scherrer [176] that for shift-
symmetric k-essence (K = K(X) only), it is possible to obtain
models which approach ΛCDM, albeit with c2s ≈ 0. In partic-
ular, for any K(X) which has an extremum at X = X0, we may
expand it as K(X) ≈ K0 + K2(X − X0)2 + . . .. The field equa-
tions for φ may then be integrated once to get
√
XKX = F0a−3
where F0 is an integration constant.26 Then one obtains
ρ = −K0 + 2F0 √X0a−3 and P = K0 + F
2
0
4K2X0
a−6, which is
valid as long as F0K−12 X
−3/2
0 a
−3  1.
Identifying ρΛ = −K0 and separating out the cosmological
constant leaves us with a GDM component with ρg = ρg,0a−3
where ρg,0 = 2F0
√
X0. The sound speed and equation of state
obey the strict relation
c2s = 2w =
F0
4K2X
3/2
0
a−3 (4.32)
and are always time-dependent. Thus, given K2 and X0, one
can match the required GDM energy density today by choos-
ing the integration constant F0 appropriately. This in turn fixes
w and c2s completely.
For the k-essence action above, it may be shown that u˜µ
coincides with the LL velocity uµ, however, this is not the
case for more general actions of the Horndeski class. In [86]
it was shown that more general scalar field actions necessarily
lead to imperfect fluids, and in particular, the appearance of
shear and bulk viscosities as well as heat flux. For instance,
k-essence that is non-minimally coupled to gravity via a term∫
d4x
√−g 116piG eκ(φ)R in the action necessarily leads to bulk
viscosity and is therefore a model beyond GDM. The addition
of a cubic term
∫
d4x
√−g G(1)(φ, X)φ in the action leads to
a non-adiabatic pressure that is more general than the form
considered here in (2.25), however, it still leads to zero shear
just like k-essence. Non-zero shear arises when the quartic
and quintic terms of the Horndeski action are included. It
is unknown at the moment whether there exists a subset of
the Horndeski action that is more general than k-essence, but
which still conforms to the GDM template (with perhaps shear
viscosity).
A different type of scalar field model that is not of the Horn-
deski class is the imperfect dark matter model [177], which
extends the mimetic dark matter model of [178]. It seems
plausible that it also has a close correspondence with GDM.
26 The integration constant F0 may easily be related to an initial condition for
X at a specific initial time.
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2. Background value of φ oscillates
If the background value of the scalar φ¯ is oscillating around
a potential minimum, then the results (4.31) do not apply.
This is because ∂µφ¯ changes sign and X¯ momentarily van-
ishes such that (4.30) is not a well-defined four-velocity. It
was shown in [23, 36] that oscillating scalar fields provide a
working alternative to particle dark matter. In the appendix
of [75] it was pointed out that a GDM fluid may still pro-
vide an effective description if one averages the Einstein equa-
tions over several oscillation periods. A very interesting ex-
ample is an oscillating real classical Klein-Gordon field with
Pg = K = X −m2φ2/2, which describes certain types of axion
dark matter [179]. While the background expansion is iden-
tical to CDM on cosmologically relevant time scales, small
perturbations around the Friedmann background behave like
a fluid with non-adiabatic pressure [39–41]. The sound speed
is only solution-independent in the fluid comoving frame, the
non-adiabatic pressure is of the GDM form [180] and the ap-
proximate mapping to GDM is given by
w = 0 (4.33a)
c2s =
1 + ( k2am
)−2−1 ' ( k2am
)2
(4.33b)
c2vis = 0 , (4.33c)
for scales much larger than the Compton wavelength k 
kC ≡ am. When the Klein-Gordon scalar φ is split into a
slowly varying complex field ψ and a high frequency part
eimt, [39, 181], it is easy to see that ψ solves the Schro¨dinger-
Poisson equation and that a dust-like behavior emerges above
the Jeans scale
k−1ψ,J ' a−1(Gρ¯g)−1/4m−1/2 , (4.34)
which is the de Broglie wavelength of a k-mode of ψ.27 It
is guaranteed that there is a range of modes within the Jeans
scale for which (4.33) applies if the envelope of φ is much
smaller than the Planck mass [184]. A new method to numer-
ically solve the Klein-Gordon equation without time averag-
ing and without employing the non-relativistic limit was de-
veloped in [185], where it was also implemented in the CMB
code CLASS.
It is remarkable that for both the non-oscillating and oscillat-
ing background scalar the non-adiabatic pressure is of GDM
27 The authors of [182] disagree with (4.33) and (4.34), and find that for an
oscillating scalar field the Jeans scale is the Compton scale. Their approach
does not involve averaging over time scales m−1. Moreover, [106] argue in
Sec.VI-4 that the dynamics of scalar perturbations may be qualitatively dif-
ferent if averaged background quantities are used in the perturbation equa-
tions. Therefore, there appears to be no consensus on whether a GDM fluid
with (4.33), and thus a Schro¨dinger field with (4.34), describes perturba-
tions of an oscillating real Klein-Gordon field. However, the majority of
the axion literature agrees with the view presented in this article, for in-
stance [37, 39–41, 57, 59, 179–181, 183]. In particular, recent numerical
studies [184, 185] found (4.33) and (4.34) to be accurate for scales larger
than the Compton wavelength.
type, i.e. C1 = C2 = 0 in (2.26), see [86] and [180] respec-
tively.
D. GDM arising from effective field theory for fluids
In [138, 186], the authors studied the class of actions of
three scalars ϕa, a = 1, 2, 3, which are invariant under volume-
preserving internal diffeomorphisms that send ϕa → ϕ˜a(ϕb)
with det(∂ϕ˜a/∂ϕb) = 1. See [187] for a review of the pull-
back formalism and [72] for applications to the coupling of
dark matter to dark energy. The fields ϕa(τ, xi) label the La-
grangian fluid volume elements such that xi(τ, ϕa) are the tra-
jectories of the fluid volume element labeled by ϕa. The as-
sumed symmetry leads to the automatic conservation of the
current
S µ ≡ s uˇµ , (4.35)
where
s ≡
√
det(Bab) , Bab ≡ gµν∂µϕa∂νϕb, (4.36)
and the four-velocity uˇµ is defined as
uˇµ ≡ − 1
6n
µαβγ ˜abc∂αϕ
a∂βϕ
b∂γϕ
c , (4.37)
with the totally antisymmetric symbols having the conven-
tions 0123 = −1/√−g and ˜123 = 1. We discuss the physical
meaning of the conserved current S µ further below. Actions
where ϕa is accompanied by only one derivative have been
studied in [188–191] and give rise to perfect fluids without the
need for Lagrange multipliers. They are therefore interesting
starting points for general and consistent parametrizations of
fluids.
In order to go beyond perfect fluids, more than one deriva-
tive per ϕa is necessary [138, 192, 193]. The most general ac-
tion compatible with the assumed symmetry can be expanded
in the number of gradients ∂µ  Λc acting on each field,
where Λc is the cut-off scale of the effective theory. At leading
order (LO) and next to leading order (NLO) the most general
action is, [138],
I =
∫
d4x
√−g
 116piG R + F(s) + 1Λ2c
4∑
i=0
hI(s) fI +Lm
 ,
(4.38a)
where F and hI are smooth functions of n and
f0 = (gµν + uˇµuˇν)∇µuˇα∇νuˇα , f1 =
(
uˇµ∇µs
)2
,
f2 = ∇µs∇µs , f3 = ∇µuˇν∇νuˇµ , f4 = αβµν∇αuˇβ∇µuˇν .
(4.38b)
If h4 were a constant, the term
√−gh4 f4 would be a pure
boundary term in (4.38). In general, h4(s) contributes only
to vector modes, while the background evolution and scalar
modes are unaffected [138], so we drop it in what follows.
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It was shown in [192] that S µ, denoted there by Jµ, in-
deed fulfills the criteria of a conserved entropy current of
a non-equilibrium thermal fluid. However the somewhat
unusual combination of imperfect stress-energy-momentum
and a conserved S µ means that the EFT of fluids de-
scribes non-dissipative imperfect fluids [138, 192]. Com-
paring to Sec. IV A, the imperfect contributions to the stress-
energy-momentum tensor of LL theory are strictly dissipative,
∇µS µ > 0, while those of the EFT of fluids are strictly non-
dissipative, ∇µS µ = 0.28 In order to simplify the subsequent
discussion and to emphasize the connection to GDM, we set
to zero the combination
h0 + 3s2(h1 − h2) + h3 = 0 , (4.39)
thereby eliminating all NLO corrections to the FRW back-
ground. This leaves only two free functions
αEFT − 1 = 16piG
Λ2c
(h0 + h3) , (4.40)
γEFT − 1 = 48piG
Λ2c
s2h2 (4.41)
relevant for the scalar perturbations. The leading order action,
with all hI = 0, gives rise to an adiabatic perfect fluid and
has been used in the context of cosmology before [72, 186].
By disregarding vector perturbations (and therefore 2 of the
available 3 d.o.f. provided by the ϕa), and using the results for
the background ϕ¯a = δaj x
j and functional metric derivatives
[187],
δuˇµ
δgαβ
=
1
2
uˇµuˇαuˇβ (4.42)
δs
δgαβ
= − s
2
(
gαβ + uˇαuˇβ
)
,
we obtain s¯ = a−3, the background energy density
ρ¯g = −F¯ = −F(s¯) ,
and equation of state
w = −1 − 1
3
d ln(−F¯)
d ln a
. (4.43a)
Note that ρ¯g does not contain any time derivatives of the fields
ϕa. Therefore, in contrast to conventional scalar field theories,
no differential equation has to be solved for the background
dynamics of any of the three fields ϕa. The adiabatic sound
speed c2a is related to w as usual (2.12).
The scalar perturbations can be parameterised by a single
scalar ϕ [138] as δϕa = δaj~∇ jϕ.29 The number density pertur-
bation δs = δs/s¯ and the entropy velocity perturbation then
28 We thank G. Ballesteros for pointing this out to us.
29 In [138] the symbol s is used for the scalar mode but here we use ϕ in order
to avoid conflict with the entropy density s.
assume the following form
δuˇi = −a~∇i
(
˙ˆϕ + 12 ν˙ + ζ
)
(4.44)
δs = 3η + ~∇2ϕˆ , (4.45)
where ϕˆ = ϕ−ν/2 is gauge-invariant. These expressions agree
with [138] if the conformal Newtonian gauge is chosen. The
components of the perturbed energy-momentum tensor (2.7)
take the form 30
δg = (1 + w) δs (4.46a)
θg = ˙ˆϕ + 12 ν˙ + ζ +
(γ¯EFT − 1)H
8piG(1 + w)a2ρ¯g
∆ˆs (4.46b)
Πg = c2aδg +
γ¯EFT − 1
24piGa2ρ¯g
~∇2∆ˆs (4.46c)
Σg =
[ ˙¯αEFT + 2(α¯EFT − 1)H] ˙ˆϕ + (α¯EFT − 1) ¨ˆϕ
8piGa2ρ¯g(1 + w)
, (4.46d)
where we defined the gauge invariant number density pertur-
bation in the entropy frame
∆ˆs = δs + 3H
(
˙ˆϕ + 12 ν˙ + ζ
)
.
The LL frame δui = −a~∇iθg agrees with the entropy frame δuˇi
only to LO, such that the NLO contribution to θg in (4.46b)
may be interpreted as heat flux.31 The non-adiabatic pressure
Πnad = Πg − c2aδg is given by
Πnad =
γ¯EFT − 1
24piGa2ρ¯g
~∇2∆ˆs (4.47)
and turns out to be proportional to the divergence of the heat
flux. Since ∆ˆs describes fluctuations of the entropy density the
name non-adiabatic pressure is justified. Since both Πnad and
Σg have no LO contribution, we can eliminate ˙ˆϕ and ∆ˆs with
their LO expressions: Θˆg = ˙ˆϕ and ∆ˆg = (1 + w)∆ˆs to obtain
30 We found a few typos in the equations of [138] and urge caution when
comparing our results to that work. Two typos concern the shear: the right
hand side of Eq. 60 of [138] is missing an overall minus sign (restoring
this sign in Eq. 60 makes the equation consistent with Eqs. 72 and 76). The
right hand side of Eq. 61 is missing a factor 1/a2. Restoring the factor 1/a2
and the missing minus sign makes both equations consistent with Eqs. 72
and 76 of [138] and our (4.46d). There is also a typo in the expression
for the energy frame velocity perturbation θ, which in [138] is denoted by
θR/k2 and can be constructed from Eqs. 66, 67, 68 and 73. The resulting
expression deviates from our (4.46b) by a sign difference in the NLO part.
To check that our perturbed energy momentum tensor (4.46) is correct we
confirmed that the continuity equation (2.14) is identically satisfied and
that the Euler equation (2.15) agrees with the equation of motion for ϕˆ.
31 This heat flux is not related to q˜µ (4.3), since there are no conserved par-
ticles in the EFT of fluids. In the LL frame the entropy current reads
S ν = suν+Qν, where Qµ is second order in deviations from thermal equilib-
rium, but with contributions linear in perturbations around FRW [149, 192].
This should be contrasted to the corresponding expression in LL theory
(4.9) for which Qµ = 0. If we do not insist on a thermodynamic interpreta-
tion of the EFT of fluids, then we can interpret the conserved current (4.35)
as particle current Nµ and the four-velocity (4.37) as Eckart frame nµ, in
which case Qν simply becomes the diffusion flux jν.
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closure equations for Πnad and Σg in terms of ∆ˆg and Θˆg. We
get
Πnad =
γ¯EFT − 1
24piGa2(1 + w)ρ¯g
~∇2∆ˆg (4.48a)
Σg =
α¯EFT − 1
8piGa2(1 + w)ρ¯g
[ ( ˙¯αEFT
α¯EFT − 1 +H
)
Θˆg
+
c2a∆ˆg
1 + w
+ Ψˆ
]
. (4.48b)
The NLO correction to the pressure takes exactly the GDM
form. However, it is a particular subclass of all allowed Πnad
of GDM: the time dependence of c2s − c2a can be chosen freely
via γEFT, but the scale dependence is fixed to c2s − c2a ∝ k2.
One limitation is that Πnad  ∆ˆg in order for the EFT ex-
pansion to be valid. This is not a problem if the EFT is ap-
plied to dark matter where we expect Πg  δg. The fact that
non-adiabatic corrections to the sound speed are proportional
to (k/H)2 is a consequence of the EFT being a gradient ex-
pansion that describes a perfect fluid at leading order. Since
s¯ = a−3, choosing F ∝ s gives rise to w = 0, while any other
w can be achieved by specifying an appropriate F(s). There-
fore, as in GDM, one is completely free to choose any time
dependence of w.
In the expression for Σg (4.48b) we used the LO Euler equa-
tion to eliminate ¨ˆϕ. The shear cannot be brought into either
dynamical or algebraic GDM form, i.e. proportional solely
to Θˆg. Nonetheless, the coefficient of Θˆg in (4.48b) can be
matched with the algebraic GDM shear (2.29) such that at
least approximately
w = −1 − 1
3
d ln(−F¯)
d ln a
(4.49a)
c2s = c
2
a −
H2
24piG(1 + w)a2ρ¯g
(γ¯EFT − 1)
(
k
H
)2
(4.49b)
c2vis =
(dIC + 3)H
32piGa2ρ¯g
[ ˙¯αEFT +H(α¯EFT − 1)] . (4.49c)
We note that the corresponding GDM model is in general not
a good approximation as, once αEFT , 1, the appearance of
∆ˆg in (4.48b) will give rise to a modification of the effective
sound speed. A priori this modification is as important as the
corrections coming from γEFT in (4.48a), since both terms are
of the form k4δg in the Euler equation (2.15). However in
applications to dark matter, where c2a and α¯EFT − 1 are both
small, the leading departure from GDM is due to the Ψˆ term
appearing in (4.48b) which is then very similar to the proposed
Σ
extended,alg
g Eq. (2.30).
Cosmological perturbation theory with only h2 non-zero in
the NLO action has been studied in [193]. Since this violates
our assumption (4.39) this theory corresponds to a different
subclass of the full theory. In the most general case where
6n2h1 , (Λ2c/8piG)(αEFT − γEFT) and therefore (4.39) does not
hold, the background receives NLO corrections similar to bulk
viscosity which also complicates the structure of Πnad. The
behavior of the general theory with independent hI is beyond
the scope of this paper, in which case both the background
and the perturbations receive corrections reminiscent of bulk
viscosity. In particular (4.46a) ceases to hold, signalling the
presence of intrinsic entropy perturbations.
E. GDM arising from two interacting adiabatic fluids
1. Definition of the model
General description Interacting fluids have been inves-
tigated in the context of dark matter coupled to one of the
known species, for instance, neutrinos and photons [67–70]
or to dark energy [71–73]. We do not follow this approach
here, but a similar one where the interaction is assumed to
be between two dark species and we investigate whether their
combined effect can be effectively described by GDM. This
happens for instance if dark matter interacting tightly coupled
to dark radiation as in [65, 66].
It was shown in [194, 195] how two perfect fluids can be
combined into a single imperfect fluid with anisotropic stress
and heat flow. This framework for creating an imperfect fluid
from perfect fluids, is however not useful in a situation where
the background 4-velocities of the constituent fluids are the
same and the miss-alignment between them is purely pertur-
bative. The situation where several fluids are coupled in linear
perturbation theory is treated in [106, 145, 196, 197] and is our
starting point.
In the following we shall use the labels 1 and 2 for the two
coupled adiabatic (but otherwise unspecified) fluids. For sim-
plicity we also assume that their respective equations of state
are specified by constant-w parameters, w1 and w2, as this is
sufficient to obtain a GDM-like pressure.
Our formulation closely follows [90], where an interaction
of a dark matter and a dark energy component was studied in
the so-called parameterised post-Friedmann framework. Here
however, we assume that the DE is uncoupled and instead we
use the coupled set of equations for the purpose of obtaining
a combined GDM behaviour, as we show further below. For
all components, including the combined fluid, we assume the
LL frame.
The combined stress-energy-momentum tensor is
Tgµν = T1
µ
ν + T2
µ
ν , (4.50)
with ∇µTgµν = 0. The stress-energy-momentum tensors of
the two constituents are not individually conserved since the
two constituents exchange energy and momentum via the cur-
rent JIµ ≡ −sI Jµ. Here, s1 = 1 and s2 = −1, such that
∇µT2µν = Jν = −∇µT1µν and all other I , 1, 2 in (3.36) have
JIµ = 0 . For the two constituents, the coupling current Jν can
be split into a background part Q ≡ J¯0 (as J¯i = 0) and two
linear scalar perturbations qint ≡ δJ0 and ~∇iS int = δJi. Let us
point out that although we do not specify the current Jν non-
perturbatively, the model with pure momentum exchange has
a straightforward non-perturbative extension.
Equations of motion for the constituents The background
current Q describes an energy transfer between the two com-
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ponents
˙¯ρI + 3HρI(1 + wI) = sI Q . (4.51)
Perturbatively, each component’s density contrast δI evolves
according to
δ˙I = −(1 + wI)
[
k2(θI − ζ) + 12 h˙
]
+
sI
ρ¯I
[
qint − QδI] , (4.52a)
while the momentum divergence θI evolves as
θ˙I = −(1 − 3wI)HθI + wI1 + wI δI −
2
3
(
k2 − 3κ
)
ΣI
+ Ψ +
sI
ρ¯I(1 + wI)
[S int − Q(1 + wI)θI] . (4.52b)
The mixture variables For the mixture we define the total
(background) density and pressure according to (4.50) as ρ¯g =
ρ¯1 + ρ¯2 and P¯g = P¯1 + P¯2 respectively. The total equation of
state w of the mixture is equal to the average equation of state
over the two components
w =
∑
I=1,2
rIwI with rI =
ρ¯I
ρ¯g
. (4.53)
Note that 0 < rI < 1 and
∑
I=1,2 rI = 1. Although each indi-
vidual component has a constant-w equation of state, the mix-
ture’s equation of state is evolving so that its adiabatic sound
speed is
c2a =
w1 + Rmixw2
1 + Rmix
− w12Q
3(1 + w)H ρ¯g , (4.54)
where we defined w12 = w1 − w2 and
Rmix ≡ ρ¯2(1 + w2)
ρ¯1(1 + w1)
=
r2(1 + w2)
r1(1 + w1)
. (4.55)
With the above definitions the scalar perturbations of the
mixture energy-momentum tensor (4.50) are related to the
components through
δg =
∑
I=1,2
rIδI (4.56a)
(1 + w)θg =
∑
I=1,2
rI(1 + wI)θI (4.56b)
Πg =
∑
I=1,2
rIΠI →
∑
I=1,2
rIwIδI (4.56c)
(1 + w)Σg =
∑
I=1,2
rI(1 + wI)ΣI . (4.56d)
From (4.54) and (4.56), or by making use of (3.37) with
Q2 = −Q1 = Q, we find that the non-adiabatic pressure of
the mixture, Πnad = Πg − c2aδg, is given by
Πnad = w12
[
Q
3(1 + w)H ρ¯g ∆ˆg +
Rmix(1 + w)
(1 + Rmix)2
S 12
]
, (4.57)
where the gauge-invariant variable S 12 is defined by
S 12 =
δ1
1 + w1
− δ2
1 + w2
− Q
[
1
ρ1(1 + w1)
+
1
ρ2(1 + w2)
]
θg .
(4.58)
The variables δg, θg, S 12 and θ12 = θ1 − θ2 provide a
complete set of alternative dynamical variables describing the
mixture.
2. Equations of motion for the combined fluid
The total background energy density of the mixture evolves
as usual according to (2.10), while the combined variables δg
and θg obey the usual uncoupled fluid equations (2.14) and
(2.15) respectively.
The equations of motion for the new set of variables, S 12
and θ12, can be found in [106, 197]. The latter reference con-
tains the fully general equations where the constituent fluids
are themselves allowed to have GDM-type non-adiabatic pres-
sure. We adapt those equations here in the case of constant-w
constituents. The equations of motion for the two difference
variables S 12 and θ12 follow from (4.52) and are
S˙ 12 = −k2θ12 − Qρ¯g(1 + w1 + w2)
ρ¯1ρ¯2(1 + w1)(1 + w2)
∆ˆg + Q
[
1
ρ¯2
− 1
ρ¯1
]
S 12
+ Q
[
1
ρ¯1(1 + w1)
+
1
ρ¯2(1 + w2)
]
×[
qint
Q
− Ψ +
(
H − Q˙
Q
)
θg +
2
3
(
k2 − 3κ
)
Σg
]
, (4.59a)
for S 12 and
θ˙12 =
{
H [r1(1 + w1)(3w2 − 1) + r2(1 + w2)(3w1 − 1)]
− Qr2(1 + w2)
ρ¯1
+
Qr1(1 + w1)
ρ¯2
}
θ12
1 + w
+
w12
1 + w
∆ˆg
+
w1r2(1 + w2) + w2r1(1 + w1)
1 + w
S 12 − 23
(
k2 − 3κ
)
Σ12
+
[
1
ρ¯1(1 + w1)
+
1
ρ¯2(1 + w2)
] (
S int − Qθg
)
, (4.59b)
for θ12, where Σ12 = Σ1 − Σ2.
Note that forming the pressure perturbation via Πg = c2aδg +
Πnad by using (4.57) and (4.54) results in
Πg = c2a|Q=0 δg +
w12Q
ρ¯g
θg +
w12Rmix(1 + w)
(1 + Rmix)2
S 12. (4.60)
This means that if S 12 = 0 then the pressure assumes the GDM
form (2.21) with c2s = c
2
a|Q=0 , c2a, even though Q , 0. This
is reminiscent of the thermodynamics studied in Sec. IV A 3,
where the sound speed c2s =
∂P
∂ρ
∣∣∣
S = c
2
a|S =const even if the en-
tropy S is not constant.
We now show whether and how GDM behavior emerges
from the system of two interacting adiabatic fluids. We see
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that the Πnad in (4.57), built out of sum and difference vari-
ables, already has a very suggestive form: if the second term
were absent then we would be left with the exact GDM expres-
sion (2.24). The first term, however, disappears if Q = 0, and
the only way to obtain a GDM-type Πnad is to find S 12 ∝ ∆ˆg.
We thus consider these two cases separately: with energy ex-
change Q , 0 and with no energy exchange (Q = qint = 0).
3. Energy exchange: Q , 0
The suggestive form of Πnad in (4.57) when Q , 0 indicates
that when S 12 → 0 the GDM model is recovered. Since in this
case there is net energy flow between the constituent fluids,
this means that the two fluids are not in equilibrium and it is
not surprising to find that c2s , c
2
a.
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In order to effectively remove the S 12 degree of freedom we
assume that a situation exists where the two fluids are tightly
coupled. In particular, assuming a tight-coupling relation of
the form
qint = Q
[
Ψ −
(
H − Q˙
Q
)
θg +
2
3
(
k2 − 3κ
)
Σg
]
+
ρ¯gHRc
(1 + w)
S 12 ,
(4.61)
where Rc is a tight-coupling parameter such that in the limit
R−1c → 0 and using (4.59a), the condition S (0)12 = 0 is enforced
to leading order in R−1c .
Since we work at lowest order in tight-coupling, discarding
all O(R−1c ) terms in Πg, the θ12 degree of freedom does not
enter. Thus, within this approximation, justifiable for the case
R−1c  Q/(ρ¯gH), we do not have to enforce θ(0)12 = 0 in ad-
dition to S (0)12 = 0. Therefore assuming only (4.61) we get at
lowest order in R−1c a non-adiabatic pressure of the GDM form
(2.24) resulting in
w = r1w1 + r2w2 (4.62a)
c2s =
w1 + Rmixw2
1 + Rmix
= c2a|Q=0 . (4.62b)
The next order in R−1c introduces corrections in c2s which de-
pend on the (still) dynamical θ(0)12 , spoiling the GDM template.
The situation is similar to the large-κ˜LL limit in Sec. IV A 4,
where δS becomes dynamical and the diffusion flux becomes
non-zero at next to leading order in the expansion in κ˜−1LL.
Here we have the option to ensure that θ(0)12 = 0 in addition
to S (0)12 = 0, as discussed in Appendix B.
32 A situation of energy exchange exists for baryons after recombination and
therefore outside the realm of the two-fluid GDM, when the Compton cool-
ing of baryons modifies the baryon sound speed [133]. Another situation
might be an interaction of dark matter with dark energy [90]. In those
cases, however, there is no tight-coupling. In addition, this would neces-
sarily require an extension of the GDM model since the GDM component
is not conserved; the baryons lose energy in the first scenario and the DM
loses energy in the second.
4. No energy exchange: Q = qint = 0
The Q = qint = 0 assumption is justified for the photon-
baryon fluid tightly coupled through Thomson scattering,
when thermal equilibrium is assumed and justified [106], and
second order perturbative effects like thermalization of acous-
tic oscillations can be neglected [198]. Here, we take a more
general approach which reduces to the photon-baryon case
when w1 = 1/3 and w2 = 0.
The equations (4.59) simplify to
S˙ 12 = −k2θ12 (4.63a)
and
θ˙12 = H [r1(1 + w1)(3w2 − 1) + r2(1 + w2)(3w1 − 1)] θ121 + w
+
w12
1 + w
∆ˆg +
w1r2(1 + w2) + w2r1(1 + w1)
1 + w
S 12+
− 2
3
(
k2 − 3κ
)
Σ12 +
[
1
ρ¯1(1 + w1)
+
1
ρ¯2(1 + w2)
]
S int ,
(4.63b)
and Πnad is determined by S 12 as
Πnad =
w12Rmix(1 + w)
(1 + Rmix)2
S 12 . (4.64)
In order to proceed further, we need to specify the variable
S int in terms of other perturbations. Naturally we must have a
term which imposes the tight-coupling condition θ1 = θ2 in a
certain limit. Hence, without loss of generality we set
S int = −HRc(1 + w1)ρ¯1θ12 + S˜ int + O(R−1c ) , (4.65)
where S˜ int is still unspecified and Rc is a function of time only.
Let us point out that the first term could be obtained from the
following non-perturbative definition
Jν = 13 Rc ∇νuν (ρ1 + P1) (uµ1 − uµ2) .
The parameter Rc can be interpreted as collision efficiency re-
lated to the mean free time τc = 1/(RcH), or opacity τ−1c .
In the case of the photon-baryon fluid, S int can be calculated
from kinetic theory [106] and also leads to a friction term,
like in 2.19b, for the shear Σg. In the limit HRc → ∞ we
get θ12 → 0, which is the tight-coupling condition. Hence
to zeroth-order in tight-coupling we have θ(0)12 = 0 such that
(4.63a) gives S˙ (0)12 = 0. This means that S
(0)
12 is a time-
independent function that is related to a choice of initial con-
ditions. We can choose adiabatic initial conditions such that
S (0)12 = 0. Hence to zeroth-order, we find that the mixture is
purely adiabatic, i.e. Πnad = 0.
In order to find the solution to order R−1c , we follow a sim-
ilar approach as in the case of the photon-baryon fluid. From
(4.55) it follows that 1 + Rmix = (1 + w)/[r1(1 + w1)]. We then
re-arrange the θ˙12 equation (4.63b) to get, to lowest order in
R−1c ,
θ(1)12 =
Rmix
(1 + Rmix)HRc
[ w12
1 + w
∆ˆg
− 2
3
(
k2 − 3κ
)
Σ12 +
1 + Rmix
ρ¯2(1 + w2)
S˜ int
]
. (4.66)
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FIG. 8. Comparison of the exact shear Σg = Σγ, when GDM is set
to describe the tightly coupled photon-baryon fluid to its algebraic
approximation that arises at next-to-leading order in tight-coupling.
This is the next-to-leading order correction to the tight-
coupling solution. Inserting the above equation into the one
for S˙ 12 gives the first correction for S 12 as
S (1)12 = −k2
∫ τ
0
dτ′
Rmix
(1 + Rmix)HRc
[ w12
1 + w
∆ˆg−
−2
3
(
k2 − 3κ
)
Σ12 +
1 + Rmix
ρ¯2(1 + w2)
S˜ int
]
, (4.67)
where the integrand is evaluated at time τ′.
It does not seem that (4.67) reproduces the GDM pressure
relation even though the appearance of the rest frame density
perturbation ∆ˆg is promising. We have already argued that it
is natural that Πnad is dynamical, in other words, a temporally
non-local function of δg and θg. The effect of the non-locality
of S 12 is that Πnad is slightly out of phase with ∆ˆg in the acous-
tic regime, leading to damping in addition to viscosity, which
can be interpreted as heat-diffusion flux, see Sec. (IV A 4) and
[117, 130, 154, 199, 200].
To get an idea of how well S (1)12 approximates the exact S 12
we can study the case where the two fluids are given by pho-
tons (I = 1) and baryons (I = 2) that are tightly coupled via
Thomson scattering before recombination. The variable Rc in
this case can be calculated from kinetic theory [106]
τ−1c = HRc = aneσT ≡ Xea−2σ˜T , (4.68)
where σT is the Thomson cross section, ne is the number den-
sity of free electrons and Xe = ne/(nH + np) is the free elec-
tron fraction. The last equality defines σ˜T = a3σT ne/Xe ∼
2.3048 × 10−5(1 − YHe)ωb for helium fraction YHe and di-
mensionless baryon density ωb. The resulting equation for
θγb = θ12 agrees with [102, 105].33
In this case S˜ int = 0 while [102, 105]
Σ(1)g =
8
15HRc Θˆg ∼ O(R
−1
c ) , (4.69)
33 Note that the variable R used in [102, 105] is the reciprocal of our Rmix =
R−1.
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FIG. 9. Comparison of the exact solution S 12 of (4.63) and the next-
to-leading order solution S (1)12 (4.67) for the photon-baryon case. The
x-axis uses R−1c as time rather than τ to give an idea of how well the
tight-coupling solution works given some value of Rc. The right end
of the R−1c -axis corresponds to recombination.
which is of the algebraic GDM (or the LL) shear form. In
Fig. 8 we compare the exact numerical solution from CLASS,
see [105], to Σ(1)g .
Since the integrand is suppressed by (HRc)−1, we expect
S 12 to be small and thus that the sound speed will be nearly
adiabatic. On scales larger than the sound horizon, ∆ˆg =
D(τ)∆ˆig such that
S 12 = − 112k
2
[
1
D(τ)
∫ τ
0
dτ′
Rbγ(3 + 4Rbγ)
(1 + Rbγ)2
D(τ′)
HRc
]
∆ˆg, (4.70)
where
Rbγ = Rmix =
3ρ¯b
4ρ¯γ
=
3S b fmr
4S γ
a
ai
(4.71)
for the baryon-to-photon ratio. Here, fmr is the ratio of en-
ergy density in form of non-relativistic matter and relativistic
matter, S b is the fraction of non-relativistic matter in the form
of baryons and similarly S γ is the fraction of relativistic mat-
ter in the form of photons at some initial time with scale factor
ai. Fig. 9 compares the exact and approximate solution for S 12
for a single wave number k = 0.1 Mpc−1. Instead of confor-
mal time τ, we use the time dependent R−1c as time variable on
the x-axis. We see that S 12 = 0 initially and until R−1c = 0.005
both solutions agree well.
Having determined the form of S 12, the GDM functions are
found to be
w =
1
3 + 4Rbγ
, c2a =
1
3(1 + Rbγ)
, (4.72a)
c2s = c
2
a −
k2Rbγ
9(1 + Rbγ)(3 + 4Rbγ)
×
1
D(τ)
∫ τ
0
dτ′
Rbγ(3 + 4Rbγ)D(τ′)
(1 + Rbγ)2HRc . (4.72b)
The key lesson from the photon-baryon example is that a situ-
ation where a dark matter species is tightly coupled to dark ra-
diation [65] can be described as a GDM. It also shows that we
only expect mild deviations from the adiabatic sound speed.
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FIG. 10. Comparison of the adiabatic and non-adiabatic components
of Πg, if GDM is the tightly coupled photon-baryon fluid. We nor-
malised Πnad by s. This makes it visible when compared to c2aδg and
also shows that s which was estimated in the limit x  1 works
well also for large x. The kink at x = 0.2 is caused by CLASS using
S γb = 0 until τ = 2 Mpc.
It is interesting to note that in the effective theory of fluids
[138], the non-adiabatic pressure has exactly the same form
c2s − c2a ∝ k2. To judge the importance of this term, we can
estimate the ratio (c2s−c2a)/c2a. In other words, switching to the
dimensionless variable x = kτ, we need to evaluate s ≡ c
2
s
c2a
−1,
which is given analytically by
s = − Rbγ3(3 + 4Rbγ)
1
D(τ)
∫ x
0
dx′
Rbγ(3 + 4Rbγ)D(τ′)
(1 + Rbγ)2HkRc , (4.73)
and determine its size.
We now expand (4.73) in small x = kτ and use the adiabatic
initial conditions from Appendix III A 4 in order to get
s → − k32Xeσ˜T
λ2kaiS bfmrS γ
2 x5 , (4.74)
thus s scales as x5. How big or small it is in the early Universe
depends on the constants we need to include. Assuming Xe ∼
1 and standard cosmological parameters we find
s ' −0.024
(
k
0.1 Mpc−1
)6 (
τ
τrec
)5
, (4.75)
where τrec ≈ 281 Mpc is the conformal time of recombination
where the tight-coupling approximation breaks down.
In Fig. 10 we compare the two components of Πg, the adia-
batic c2aδg and the non-adiabatic Πnad (4.64). We divided Πnad
by s for two reasons. Firstly, note that s was derived in the
limit x  1 in which Πnad can be written as Πnad = c2as∆ˆg
such that only in this limit c2a∆ˆg and Πnad/s are expected to
agree. But as is clear from Fig. 10 their magnitudes still agree
for x  1. Thus, s is a good proxy for the relative impor-
tance of Πnad. Secondly, we observe that although Πnad has a
slightly shifted phase compared to δg, it might still be a good
approximation to assume that Πnad ' c2as∆ˆg. The damping
caused by the Πnad being slightly out of phase with ∆ˆg could
be taken into account by adjusting c2vis.
V. CONCLUSION
We have presented an extensive investigation of the Gener-
alized Dark Matter model, first proposed by W. Hu [75]. The
GDM model extends the commonly used pressureless per-
fect fluid that describes Cold Dark Matter in a linearly per-
turbed FRW universe. GDM describes a phenomenological
imperfect fluid with two particular closure equations (2.19)
and three parametric functions: its equation of state w, sound
speed c2s and viscosity c
2
vis. Note that CDM is recovered for
w = c2s = c
2
vis = 0. We placed strong constraints on these pa-
rameters in a companion paper [93], finding them to be con-
sistent with CDM.
We have calculated the adiabatic and isocurvature initial
conditions and these are presented in Sec. III A and in App. A.
To understand the imprints of the GDM model parameters on
the CMB, we analytically analysed a simplified yet very sim-
ilar version of GDM (2.29) and found that the evolution of
the gravitational potential in a GDM dominated universe with
small w, c2s and c
2
vis is mainly determined by c
2
s and c
2
vis. For
physical values of these parameters (c2s , c
2
vis ≥ 0), they can
only cause the gravitational potential to decay and not to grow.
This decay occurs on scales below k−1d ' τ
√
c2s + 8c2vis/15, see
(3.25). The parameters c2s and c
2
vis cause further, less degen-
erate, effects at the Jeans (3.30) and damping (3.31) scales,
which are both on smaller scales. We expect the CMB to be
less sensitive to these smaller scales.
We numerically investigated the CMB power spectra in
Sec. III D. We found that c2s and c
2
vis appear to be very degener-
ate in all CMB power spectra with adiabatic initial conditions,
consistent with the expectation from above that the CMB is
mostly affected by c2s and c
2
vis through the combination k
−1
d .
The decay of the potential below this scale predominantly af-
fects the CMB through the ISW effect and lensing. The effect
of the equation of state w on the CMB spectra can be under-
stood through its effect on the time of radiation-matter equal-
ity.
We also investigated several alternatives to the GDM
model, see Sec. IV, most of which are defined non-
perturbatively. In principle, non-perturbative models such as
these are able to describe the non-linear regime of structure
formation.
Thus, these models may be useful to look for signatures
beyond CDM in data like [201, 202] that probe the mildly
non-linear and non-linear regimes. Similarly these models can
be employed in forecasts of GDM parameter constraints that
will be possible in the future with LSS surveys like Euclid
[99]. We leave GDM constraints and forecasts involving non-
linearities for a future study.
In this paper we focused on the linear regime and showed
how these models are related to GDM and, when possible,
how these models can be mapped to the GDM parametric
functions. In total we examined five models: We considered
the theory of non-equilibrium thermodynamics of Landau and
Lifshitz and pointed out that the presence of a conserved parti-
cle current and its perturbations can be accounted for by GDM
in the perfect fluid limit (4.25) or when the heat conduction is
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very large (4.27). We presented the mapping to GDM param-
eters if DM is modelled by a monotonously moving (4.31) or
oscillating scalar field (4.33). The latter case is important if
DM is a low mass axion. We also investigated the imperfect
fluid arising at next to leading order in an effective field the-
ory expansion based on the pull-back formalism of fluids and
found that a certain subclass of this theory can be modelled by
GDM (4.49). According to the “effective field theory of large
scale structure” EFTofLSS [44], even CDM develops imper-
fect fluid behaviour on linear scales. Here, we clarified the
connection of EFTofLSS parameters to GDM (4.28). Finally,
we considered the case where two fluids are tightly coupled
and therefore can be described by a single fluid. In the tight-
coupling limit with energy exchange, this combined fluid has
a non-adiabatic pressure of GDM form (2.24) with GDM pa-
rameters (4.62). This two fluid model is the only model con-
sidered here that is not defined non-perturbatively. However,
other two fluid models can be defined non-perturbatively, such
as the model in Sec. IV E 4 possessing only momentum ex-
change.
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Appendix A: Initial conditions for scalar modes
1. Einstein and fluid equations
For convenience, we multiply all equations with suitable
powers of a˜ (see (3.5)) in order to avoid inverse powers of x
once we insert our anatz (3.8). The resulting necessary equa-
tions used in the calculation of the initial condition modes are:
00-Einstein equation
a˜a˜′h′ − 2a˜2η = 3S γδγ + 3S νδν + 3λka˜
{
S g
[
1 − 3w ln
(
λk
fmr
a˜
)]
δg + S cδc + S bδb
}
(A1a)
0i-Einstein equation
2a˜2η′ = 3λka˜
{
S g
[
1 + w − 3w ln
(
λk
fmr
a˜
)]
vg + S bvγ
}
+ 4S γvγ + 4S νvν (A1b)
CDM continuity
δ′c = −
1
2
h′ (A1c)
Baryon continuity
δ′b = −vγ −
1
2
h′ (A1d)
Photon continuity
δ′γ = −
4
3
vγ − 23h
′ (A1e)
Baryon-Photon Euler(
1 +
3
4
S b
S γ
λka˜
)
v′γ =
1
4
δγ − 34
S b
S γ
λka˜′vγ (A1f)
Neutrino continuity
δ′ν = −
4
3
vν − 23h
′ (A1g)
Neutrino Euler
v′ν =
1
4
δν − σν (A1h)
Neutrino closure
σ′ν =
4
15
vν +
2
15
(h′ + 6η′) (A1i)
GDM continuity
a˜4δ′g = 3a˜
3a˜′
(
w − c2s
)
δg − (1 + w)
[
a˜4 + 9(a˜a˜′)2(c2s − w)
]
vg
− 1
2
a˜4(1 + w)h′ (A1j)
the GDM Euler equation
a˜v′g = (3c
2
s − 1)a˜′ vg + a˜
(
c2s
1 + w
δg − σg
)
(A1k)
GDM shear equation
a˜σ′g + 3a˜
′σg = a˜
8c2vis
3(1 + w)
(
vg +
1
2
h′ + 3η′
)
(A1l)
where we have used (2.19) to substitute for the GDM pressure.
2. Isocurvature modes
Here we list all non-decaying isocurvature modes. These
are the radiation type Neutrino Isocurvature Density (NID)
and Neutrino Isocurvature Velocity (NIV) and the matter type
CDM isocurvature (CI), baryon isocurvature (BI) and GDM
isocurvature (GI).
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a. Neutrino Isocurvature Density (NID)
Setting δν,0 = 1 = − S γS ν δγ,0 and all remaining perturbations
in Imodes (3.10) to zero, the Neutrino Isocurvature Density
mode is
η = − S ν
6(15 + 4S ν)
x2, h =
S bS ν
40S γ
λk x3
δc = −12h, δb =
S ν
8S γ
x2
δγ = −S νS γ δν, δν = 1 −
x2
6
δg =
S ν
5
x2
3c2vis(w − c2s)15 + 4S ν − S b(1 − c
2
s + 2w)
16S γ
λk x

vγ = −S νS γ vν, vν =
1
4
x, vg =
2c2visS ν
15(15 + 4S ν)
x3
σν =
1
2(15 + 4S ν)
x2, σg = −
8c2visS ν
15(15 + 4S ν)
x2 .
b. Neutrino Isocurvature Velocity (NIV)
Setting vν,0 = 1 = − S γS ν vγ,0 and all remaining perturbations
in Imodes (3.10) to zero, the Neutrino Isocurvature Velocity
mode is
η = − 4S ν
3(5 + 4S ν)
x, h =
3S b
8S γ
λkS νx2
δc = −12h, δb =
S ν
S γ
x
δγ = −S νS γ δν, δν = −
4
3
x
δg =
8c2vis(w − c2s)5 + 4S ν − 3(2 − 3c
2
s + 5w)S b
32S γ
λk x
 S νx
vγ = −S νS γ
(
1 − 3λkS b
4S γ
x
)
vν = 1 − 9 + 4S ν6(5 + 4S ν) x
2
vg =
8c2visS ν
9(5 + 4S ν)
x2
σν =
4
3(5 + 4S ν)
x, σg = −
8c2visS ν
3(5 + 4S ν)
x .
c. CDM Isocurvature (CI)
Setting δc,0 = 1 and all remaining perturbations in Imodes
(3.10) to zero, the CDM isocurvature mode is
η = −1
6
λkS cx, h = λkS cx
δc = 1 − 12λkS cx, δb = −
1
2
λkS cx
δγ = δν = −23λkS cx, δg = −
S c(1 − 3c2s + 4w)
2
λk x
vγ = vν = − 112λkS cx
2, vg = −16c
2
sλkS cx
2
σν = − S c6(15 + 2S ν)λk x
3, σg =
c2vis(15 − 4S ν)
9
σν.
Note that had we assumed a pure radiation background (with-
out the matter corrections to the scale factor evolution), σν
would (incorrectly) seem to grow as x2 rather than the stan-
dard result (x3), even in the case of a vanishing GDM compo-
nent. One finds similar deviations when the w corrections to
the scale factor are neglected.
d. Baryon Isocurvature (BI)
The structure of the Baryon Isocurvature mode is identical
to the CDM Isocurvature mode from which it is obtained with
the mappings δb ↔ δc and S c ↔ S b.
e. GDM Isocurvature (GI)
Setting δg,0 = 1 and all remaining perturbations in Imodes
(3.10) to zero, the GDM isocurvature mode is
η = −1
6
[
x−3c
2
s + c2s − 3w ln
(
λk
fmr
)]
λkS gx , h = −6η
δc = δb = −12h, δγ = δν = −
2
3
h
δg = x3(w−c
2
s ) +
1
4
[
− 2S gx−3c2s + 3(w − c2s) + 4S g(c2s − 2w)
+ 6wS g ln
(
λk
fmr
) ]
λk x
vγ = vν = − 112
[
x−3c
2
s +
5
2
c2s − 3w ln
(
λk
fmr
)]
λkS gx2
vg =
1
2
c2s x
σν = − 16(15 + 2S ν)
[
x−3c
2
s +
3c2s(65 + 4S ν)
4(15 + 2S ν)
− 3w ln
(
λk
fmr
) ]
λkS gx3
σg = c2vis
[
4
15
c2s x
2 − 15 − 4S ν
54(15 + 2S ν)
λkS gx3(1−c
2
s )
]
.
Note that for w , c2s the value of the parameter δg,0 does not
really specify the value of δg in the limit x → 0 due to the
pure log term in the expansion ansatz (3.8) for δg. To amelio-
rate this problem, we have rewritten a ln(x) as xa − 1 which
converges for x→ 0 and gives better numerical results.
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Appendix B: Generalized tight coupling
In this section of the appendix we consider a more general way to impose the tight-coupling conditions in the case of two
interacting fluids. In particular, we allow qint and S int to be linear combinations of θ12 and S 12 parametrized by an angle βc in
the range 0 ≤ βc ≤ pi. The relevant relations are
qint + Q
[(
H − Q˙
Q
)
θg − Ψ + 23
(
k2 − 3κ
)
Σg
]
=
ρ¯gHRc
(1 + w)
[
cos(βc) S 12 + sin(βc)Hθ12] , (B1)
and
S int − Qθg − 23
(
k2 − 3κ
) ρ¯1ρ¯2(1 + w1)(1 + w2)
ρ¯g(1 + w)
Σ12 = −(1 + w1)ρ¯1Rc [− sin(βc) S 12 + cos(βc)Hθ12] . (B2)
This immediately implies that S (0)12 = θ
(0)
12 = 0. Rearranging the equations of motion for S 12 and θ12 and keeping only the lowest
order terms we find
S (1)12 =
1
Rc
[
Q(1 + w1 + w2)
ρ¯gH cos(βc) −
Rmixw12
(1 + Rmix)(1 + w)
sin(βc)
]
∆ˆg (B3)
and
Hθ(1)12 =
1
Rc
[
Q(1 + w1 + w2)
ρ¯gH sin(βc) +
Rmixw12
(1 + Rmix)(1 + w)
cos(βc)
]
∆ˆg. (B4)
The S (1)12 relation then leads to a sound speed
c2s =
w1 + Rmixw2
1 + Rmix
+
w12Rmix(1 + w)
Rc(1 + Rmix)2
[
Q(1 + w1 + w2)
ρ¯gH cos(βc) −
Rmix
(1 + Rmix)
w12
1 + w
sin(βc)
]
, (B5)
which now depends on the angle βc. For general βc the term which includes cos(βc) is expected to be parametrically smaller
than the term including sin(βc) because it is suppressed by Q/(ρ¯gH)  1. We note that the tight-coupling condition θ(0)12 = 0 is
unnecessary when keeping only the lowest order terms in R−1c , however, it is necessary when including the next-to-leading order,
as otherwise the dynamical θ(0)12 will contrubute to Πg and spoil the GDM template.
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