Abstract. Inspired by concepts in quantum mechanics and particle swarm optimization (PSO) algorithm, quantum-behaved particle swarm optimization (QPSO) algorithm was proposed as a variant of PSO algorithm with better global search ability. At the same time, some improved QPSO algorithms are also presented. In order to determine whether the performance of the algorithm is affected by the location of the parameter, this paper compares four variants of QPSO algorithm. The operator is exerted on the mean best position and the particle's previous position to improve the search ability of the QPSO algorithm, respectively. Finally, some empirical studies on popular benchmark functions are performed in order to make a full performance evaluation and comparison among four variants of QPSO algorithms. The experimental results show that the new parameter based on individual particles evolutionary process which located in the mean best position algorithm (IEQPSO-1) is more effective approach than others in most cases.
Introduction
Particle swarm optimization (PSO) algorithm, motivated by the social behavior of bird flocks or fish schooling, was first introduced by Kennedy and Eberhart as a population-based optimization technique [1] [2] . In PSO algorithm, the population is referred to as a swarm. A swarm in PSO algorithm consists of a number of particles. Each particle represents a potential solution which is a point in the search space. All of the particles iteratively discover a probable solution. The PSO algorithm has gained increasing popularity during the last decade due to its effectiveness in performing difficult optimization tasks [3] [4] [5] [6] [7] . Inspired by concepts in quantum mechanics and particle swarm optimization (PSO) algorithm, quantum-behaved particle swarm optimization (QPSO) algorithm was proposed as a variant of PSO algorithm with better global search ability [8] [9] . In QPSO algorithm, Sun et al. used a strategy based on a quantum potential well model to sample around the previous best points, and introduced the mean best position into the algorithm. The QPSO algorithm essentially falls into the family of bare-bones PSO, but uses double exponential distribution and an adaptive strategy to sample particle's positions. The iterative equations of QPSO algorithm is different from that of PSO algorithm in that it needs no velocity vectors for particles, needs fewer parameters to be adjusted and can be executed easily. The QPSO algorithm has been shown to successfully solve a wide range of optimization problems and many efficient strategies have been proposed to improve the algorithm [10] [11] [12] [13] . In order to determine whether the performance of the algorithm is affected by the location of the parameter, this paper compares four variants of QPSO algorithm. The operator is exerted on the mean best position and the particle's previous position to improve the search ability of the QPSO algorithm. The first improvement parameter control is depended on the best solution (gbest) and the pbest solution. The second improved parameter control is depended on the best solution (gbest), worst solution (global worst (gworst)) and the pbest solution. Finally, we compare four variants of QPSO algorithm through benchmark functions. The experimental results show that the first parameter located in the mean best position improvement algorithm (IEQPSO-1) is an effective approach that can improve the QPSO performance in most cases.
Algorithm
In the section, we listed four modified versions of the algorithm based on parameters and their location. The first parameter improved QPSO (IEQPSO) algorithm is based on individual particles evolutionary process which is the ratio between the fitness value of the global best solution f(gbest(t)) and the value of the personal best position of the current particle f(gbest(t)), and given by Eq. (1):
In the second parameter improved QPSO (IQPSO) algorithm, we use the parameter in [14] , which is depended on the best solution (gbest), worst solution (global worst (gworst)) and the pbest solution.
The new introduced coefficient is expressed as:
Then, by exerting the new parameter control, the mean best position ( j n C ) is rewritten as follows:
In another case, by exerting the new parameter control in the precious particle position, the position of the particle is rewritten as follows:
Here, we compare above four versions of the algorithm. The corresponding formulas are given as follows:
Experimental Results and Analysis

Benchmark Functions and Experimental Setup
The goal of this section is to determine the overall performance of the four improved versions by using the five functions from the CEC2005 benchmark suite [15] . Functions f1-f5 contain unimodal and multi-modal function. Each algorithm ran 50 times on each problem using 40 particles to search the global best fitness value. Every run of each algorithm the best fitness value was recorded. 
Experimental Results and Performance Comparison
To evaluate the consistency and precision of four algorithms, mean and standard deviation of function are computed. The mean best fitness values and standard deviations out of 50 runs of each algorithm on f1 to f5 are presented in Table 2 . In Table 2 , the population size is 40, the maximum generation is 1500, and the dimension is 30 for test functions.
For function f1, IEQPSO-2 generated better results than other methods. For function f2 , results indicate that the difference of the four algorithms were not large. For function f3, the experiment results show that IEQPSO-1 is superior to others significantly. For function f4, the performance of IQPSO-1 was superior to the other algorithms significantly. In this function, the difference between IEQPSO-2 and IQPSO-2 was not significant. Results obtained for f5, it can be observed that the IEQPSO-1 obtained the better performance than the other algorithms. In this test function, IQPSO-1 was the second best methods in these tested algorithms. Table 2 provided an overall comparison of the algorithmic performances among the four algorithms. It can be observed that IEQPSO-1 had the best overall performance on the five functions. In the two types of the IQPSO algorithm, as shown by the results, IQPSO-1 achieved better overall performance than IQPSO-2 variants. Between IEQPSO-1 and IEQPSO-2, the former showed to have a little better and more stable overall performance than the latter. Figure 1 presents the convergence characteristics for above five benchmark functions, respectively. In the figure, the population size is 40, the maximum generation is 1500, the dimension is 30 and the trial runs 50 for test functions. For function f1-f5, basically, parameter located in mbest position generated better convergence results than parameter located in previous positon methods. As shown in the figure, for IEQPSO-2 and IQPSO-2 algorithms, except for f1 function, both algorithms have very close convergence speed and accuracy during the later stage of iteration.
According to the results in the table and figure, it can be found that IEQPSO is able to find the solution of higher quality for the function compared to the other methods. This also indicates that the individual particle evolutionary parameter makes the particle converge to global best position more precisely. 
Conclusion
In this paper, four variants of QPSO were tested on five benchmark problems for an overall performance evaluation. The experimental results show that the IEQPSO algorithm is comparable with or even better than other forms of QPSO in finding the optimal solutions of the tested benchmark functions, and also show that the algorithm of parameter located in the mean best position achieved improvement over the algorithm of parameter located in previous position methods in most cases. Our further work will focus on applying the IEQPSO-1 algorithm to the real-world optimization problems.
