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This thesis deals with luminescence spectroscopy and microscopy of fluorescent dyes 
and quantum dots. The combination of microscopy and fluorescence analysis is widely 
used in the fields of medicine, biology, chemistry and physics, as proven by the large 
number of textbooks, publications and conferences on the subject. Recent developments 
in fluorescence microscopy are lifetime imaging, spectral imaging, and single molecule 
(particle) imaging. The implementation of these techniques can enhance the contrast and 
the detection limit to observe (differences in) fluorescence. Furthermore, advanced 
techniques are required to obtain quantitative information from fluorescence 
experiments. 
Advanced techniques are furthermore required to detect the emitted fluorescence with 
high efficiency. One of the restrictions of many organic, fluorescent dyes is the limited 
number of photons that they can emit before they are destructed (photobleached, see 
also § 1.4). Photobleaching can seriously limit quantitative analysis of fluorescence data 
at the microscopic level. In addition to highly efficient detection techniques, using new 
types of probes that are more photostable can increase the number of photons that can 
be obtained from a probe. Recent developments in luminescent markers for labeling of 
biological samples include Green Fluorescent Proteins (GFPs) and luminescent 
semiconductor nanoparticles (quantum dots) and will be further discussed in § 1.5 and 
the chapters 4 (GFPs) and 5 and 6 (quantum dots).  
A fluorescence microscopy technique that plays an important role in this thesis studies 
Förster Resonance Energy Transfer (FRET). The principle of FRET, i.e. the transfer of 
excited-state energy from one excited probe molecule (donor) to a second probe 
molecule (acceptor) that is in close proximity (1-10 nm) 1, 2, has been known for over 50 
years, but it was implemented in microscopy only recently. The interaction range of 
FRET is of the same order of magnitude as the sizes of many proteins and other 
macromolecules that are relevant in biology and medicine. As a result, FRET is a 
powerful tool to study the association of (labeled) macromolecules 2-6.  
In this chapter a short introduction is given on fluorescence spectroscopy, including an 
overview of the techniques (§ 1.2) and luminescent markers (§ 1.5) that are used in this 
thesis. In the last section of this chapter (§ 1.6) the aim of this study is presented as well 
as the main findings. 
1.1 Luminescence microscopy 
Before considering the different techniques and markers that can be used to observe 
fluorescence, the principles of fluorescence are briefly discussed. A molecule that is 
fluorescent absorbs one color of light and after internal conversion emits light of a 
different color. The fluorescence process is illustrated in the energy level diagram of 
figure 1-1A. On absorption of a photon with wavelength λex, the photon energy is 
transferred to a bound electron in the molecule and the molecule is excited. The energy 
of the absorbed photon equals ex exE h c λ= ⋅ , where h is the Planck constant and c the 
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speed of light. After a short delay the electron returns to the ground state, and a photon 
is emitted. The emitted photon has less energy than that of the absorbed photon 
( em exE E< ). The lower photon energy results in a longer emission wavelength 
( em exλ λ> ) and therefore the emitted light is red-shifted with respect to the excitation 
light. The difference between the absorption and emission maximum is called the 
Stokes’ shift of the molecule. A large Stokes’ shift will in general facilitate the efficient 
detection of the fluorescence. The absorption and emission spectra of a typical dye are 
drawn in figure 1-1B. Not all relaxations back to the ground state are accompanied by 
the emission of a photon. The fraction of excitations that is followed by the emission of 
a photon, compared to the total number of excitations is called the fluorescence 
quantum yield of the probe. In general, the absorption and emission spectra and the 
Stokes’ shift differ between different fluorescent molecules.  
By placing fluorescent molecules (probes) in a microscopic sample, a contrast is 
obtained between the probes and the rest of the specimen, by illuminating the sample 
using a wavelength that is readily absorbed by the fluorescent molecule and selectively 
looking at wavelengths that are emitted by the probe. When for instance a marker is 
connected to a protein or lipid, their localization or distribution in a specimen can be 
studied. Moreover, when using two differently labeled proteins the co-localization of 
the two proteins can be investigated. The fluorescence properties of some probes change 
upon binding to ions or other molecules. By observing the changes in the fluorescence, 
these markers have been successfully applied to the quantitative monitoring of ion 
A
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
Excited states
Ground states
 
B   
Figure 1-1. (A) Energy level diagram 
(Jablonski diagram) of a fluorescence 
process. The scheme shows different ground 
states and excitation states. After absorption 
of a photon an electron is promoted to one of 
the excitation states (solid arrow up). In 
general, the electron rapidly drops to the 
lowest excitation state after the excitation. 
The electron eventually (in general after 
~1-10 ns) returns to the ground state, with 
(solid down arrow) or without (dashed down 
arrow) emission of a photon. The energy of 
the emitted photon is lower than that of the 
absorbed photon. (B) Absorption (solid line) 
and emission (dashed line) spectrum of an 
organic dye (tetramethylrhodamine, data 
obtained from Molecular Probes). 
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concentrations that are relevant to biological specimens, e.g. Ca2+, Mg2+ or pH 7-11. 
Extensive descriptions of the physics of fluorescence can be found in textbooks 12, 13. 
The last two chapters of this thesis focus on luminescence spectroscopy experiments 
carried out on nanometer-sized particles that are constructed of semiconductor material 
(quantum dots, QDs). The QDs have fluorescence like properties. A simple energy level 
diagram for a QD is shown in figure 1-2A. Shortly, a semi-conductor QD has a valence 
band and a conduction band, separated by a bandgap. In the ground state all electrons 
are in the valence band and the conduction band is empty. The absorption of a photon 
can promote an electron from the valence band to the conduction band. While the 
absorption of fluorescent molecules is generally limited to a wavelength band, QDs can 
be excited by all photons of which the energy is larger than the bandgap. After 
excitation, the electron relaxes rapidly to the lowest energy state in the conduction band 
and the hole ends at the highest (electron) energy state of the valence band. On 
recombination of the electron with the hole a photon can be emitted. Similar to the 
fluorescence process, the energy of the emitted photon is less than that of the absorbed 
photon and the emitted light has a longer wavelength than the absorbed light. The 
absorption spectrum of CdSe quantum dots capped with a ZnS layer is plotted in 
figure 1-2, together with a single quantum dot emission spectrum. The luminescence 
A valence band
conduction band
Recombination:
E =h c /
em em

Excitation:
E =h c /
ex ex

 
Figure 1-2. (A) Energy level diagram of a 
small semi-conductor particle. On 
excitation an electron-hole pair is created 
that relaxes fast to the lowest energetic 
state. On recombination of the electron-
hole pair a photon can be emitted that has 
a lower energy than the excitation energy. 
(B) Absorption spectrum of CdSe quantum 
dots with a ZnS capping in chloroform 
(solid line) and a single quantum dot 
emission spectra in a dry environment 
(dashed line). The emission spectrum of 
tetramethylrhodamine is plotted for 
comparison (dotted line). 
B   
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properties of QDs are described more extensively in chapter 5 and 6 or can be found in 
e.g. a textbook by Gaponenko 14 or the recent review article by Yoffe 15. 
The next sections give an overview of the techniques that were used in this thesis (§ 1.2) 
to measure the fluorescence (luminescence) from samples. Furthermore, the different 
types of probes will be discussed in more detail (§ 1.5). 
1.2 Fluorescence techniques 
1.2.1 Microscope setup 
There are several possibilities to detect fluorescence in a microscope. Different types of 
microscopes can be used, different fluorescence properties can be measured, and 
depending on the previous two arguments, the illumination may vary between different 
experiments. The microscopes that are used in fluorescence spectroscopy are in general 
epi-fluorescence microscopes, i.e. they use the same (objective) lens for illumination 
and detection. This requires a beamsplitter that separates the excitation and emission 
light (see figure 1-3). In general, a dichroic beam splitter is applied that efficiently 
reflects the excitation light to the sample and transmits the collected emission light. 
Microscopes can further be distinguished by the way that an imaged is acquired. In a 
Confocal Laser Scanning Microscope (CLSM) a (small) light spot is scanned over the 
sample, and the fluorescence is collected per scanned point 16. A point detector suffices 
to detect the emitted intensity In general the point detectors are photomultipliers tubes 
or avalanche photodiodes. The latter is most sensitive having a detection efficiency of 
~70%, but is less suitable for higher intensities as a result of saturation. Photomultiplier 
tubes are less sensitive (detection efficiency ~10%) but perform better at higher 
luminescence intensities.   
In a widefield microscope a larger area of the specimen is illuminated simultaneously 
and the fluorescence from the whole area is detected using a two-dimensional (2D) 
detector. For widefield detection, a back-illuminated CCD camera is preferable at low-
intensity experiments (based on the results of the design considerations that are 
Figure 1-3. Epi-fluorescence 
configuration using the same lens for 
illumination of the sample and collection 
of the fluorescence. A beamsplitter 
reflects the excitation light (solid line) 
toward the sample and transmits the 
collected emission light (dashed line) 
toward a detector or eyepiece. 
objective lens
dichroic
beamsplitterexcitation beam
emission beam
sample  
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discussed in chapter 2). However, 
to fully use the high sensitivity of 
back-illuminated CCD cameras (up 
to 90% detection efficiency) the 
readout noise should be minimized. 
This is obtained by operating the 
camera at a low readout rate, 
reducing the imaging speed. Higher 
readout rates are possible at the 
cost of additional noise and are 
therefore restricted to applications, 
in which higher luminescence 
intensities are available. Using an 
image intensifier in front of the 
CCD camera can further reduce the 
relative noise level. Image intensifiers have lower detection efficiencies (less than 25% 
effectively) than a sensitive CCD camera, making them less suitable for low-intensity 
applications. 
These are the two most frequently used types of imaging systems in fluorescence 
microscopy. The main differences are found in the spatial resolution and the time that is 
required to record a full image. The CLSM employs a pinhole that serves as a spatial 
filter and provides an improved spatial resolution, in particular in the axial, or in-depth 
direction. The spatial filtering is illustrated in figure 1-4. Light that emerges from the 
focal point (black dot) is projected on the pinhole, while light that emerges from above 
or underneath the focal point is effectively blocked by the pinhole. 
In the optimal situation, the resolution of a confocal microscope is diffraction limited. 
The lateral resolution ∆r of a microscope is proportional to the wavelength and 
inversely proportional to the numerical aperture (NA, i.e. the sine of half the collection 
angle multiplied with the refractive index)16:  
 0.61r
NA
λ⋅∆ =  (1.1) 
The axial resolution ∆z is not as good as the lateral resolution and equals: 
 2
2 nz
NA
λ⋅ ⋅∆ =  (1.2) 
At excitation wavelengths around 500 nm and when high numerical aperture objectives 
(NA>1) are used, the lateral and axial resolution amount to ∆r ≈ 0.25 µm and ∆z ≈ 1 
µm. The spatial filtering of the CLSM enables the construction of three-dimensional 
(3D) images 16, 17. For single molecule studies the lateral and in-depth positional 
accuracies are better than the resolving power. Positional accuracies in all three 
directions can be obtained of 30-40 nm by Gaussian fitting of the intensity profiles 18-21. 
focus
pinhole
 
Figure 1-4. Spatial filtering 
by a pinhole. The solid lines 
show light rays that emerge 
from the focal point (black 
dot), are collected by the 
objective lens and projected 
by a second lens on the 
pinhole. Light from other 
points than the focal point is 
not projected on the 
pinhole. The dashed line 
shows light rays that emerge 
from a point closer to the 
objective lens and that are 
rejected by the pinhole. 
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For single molecule spectroscopy the 2D and 3D imaging can be carried out using a 
widefield microscope, because there is no interference of other fluorescent molecules. 
Because the CLSM records the fluorescence point-by-point, it takes in general more 
time to construct a complete image using a CLSM than a widefield microscope, which 
can record the fluorescence from a complete image at the same instant.  
The illumination source will in general depend on the type of microscope. In general, 
gas discharge lamps suffice for sample illumination in widefield microscopes. The 
lamps can be used for a large range of excitation wavelengths and can provide 
homogeneous illumination of a large field of view. When a lamp is employed to 
illuminate the sample, a bandpass filter (excitation filter) is required to select a suitable 
wavelength band that is readily absorbed by the luminescent marker. The CLSM uses a 
laser for illumination. For confocal imaging a laser is required to obtain a diffraction-
limited excitation spot in combination with a high light intensity to scan an image 
within a reasonable amount of time. Both a widefield microscope and a CLSM are 
applied to carry out the experiments that are presented in this thesis.  
 
The light sources that are mentioned above use photons that have sufficient energy to 
excite the fluorescent marker. A fluorescent marker can also be excited by the 
absorption of two photons that each have approximately half the energy that is required 
to excite the marker with one photon, i.e. using two-photon excitation (TPE) 22. Because 
two photons are absorbed in the excitation process the fluorescence intensity depends 
quadratically on the excitation intensity. Furthermore, the cross-section for TPE is in 
general small 23. In a microscope the excitation of the fluorophores is therefore 
restricted to the focal point, and TPE yields consequently an intrinsic 3D resolution (i.e. 
no pinhole is required). Because of the high intensity that is required for TPE most 
studies are carried out using laser scanning microscopes, though TPE imaging has also 
been reported using a widefield microscope with a limited field of view (~20 µm2)24. 
TPE has some advantages with respect to single photon excitation spectroscopy. The 
penetration depth of TPE microscopy is larger than of single photon microscopy, 
because the scattering of light decreases with increasing wavelength 25, 26. Because the 
excitation is restricted to the focal point, no pinhole is required in the emission path 
using TPE, which enhances the collected fluorescence intensity. Finally, the out-of-
focus photobleaching is reduced because the photon absorption outside the focal point is 
negligible. However, the in-focus photobleaching can be worse for TPE than for single 
photon spectroscopy 24, 27.  
1.2.2 Fluorescence intensity spectroscopy 
In many applications a bandpass or longpass filter is employed to selectively detect a 
wavelength band of the emission spectrum of the used marker (emission filter). The 
emission filter also blocks scattered laser light that can interfere with the fluorescence 
emission. Using an emission filter the emitted intensity of the marker is monitored. The 
Chapter 1 
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emission intensity can be used to monitor the concentration of the carrier that is marked. 
At sufficiently low excitation densities, the detected emission intensity is proportional 
to the excitation density (Pexc), the absorption cross-section for the excitation light 
(σabs), the luminescence quantum yield of the marker (Q), the detection efficiency (ηdet), 
and the fluorescent marker concentration (c): 
 em exc abs detI P Q cσ η∝ ⋅ ⋅ ⋅ ⋅ . (1.3) 
When the first four factors are constant, the detected emission intensity solely depends 
on the marker concentration. On the other hand, when the absorption cross-section or 
fluorescence quantum yield of the marker reversibly depends on the binding of an ion to 
the marker (or to a specific binding group that is connected to the marker), the marker 
can be used to measure the concentration of the ion. This requires however that the 
marker concentration is constant in time and preferably homogeneously spread over the 
sample. Different methods have been developed to correct for concentration variations 
and to carry out quantitative imaging. One method is fluorescence ratio imaging 7. This 
method relies on spectral shifts in the excitation or emission spectrum of the marker 
upon ion binding. To this end, the intensities at two excitation or emission wavelength 
bands are monitored using bandpass filters. The ratio of the observed intensities is 
independent of the marker concentration and quantitative information is obtained on 
ion-concentrations 7. For ratio imaging adaptations of the setup as described in § 1.2.1 
are required. When the ratio imaging uses spectral shifts in the excitation spectrum, 
alternating illumination at two different excitation wavelength bands is required. 
Switching the bandpass filter in the excitation beam when a lamp is used for 
illumination or switching the light source or laser line when a laser is used can provide 
the alternating excitation light. The detection is unaltered with respect to the detection 
of a single fluorescence emission band.  
When a spectral shift in the fluorescence emission is used for ratio imaging, the 
fluorescence detection requires an adaptation. Many commercially available CLSMs are 
standard equipped with a second beamsplitter to split the collected emission signal 
between two detection channels. Two (synchronized) point detectors monitor the 
emission intensity in each of the detection channels. A similar approach with a 
beamsplitter can be followed for a widefield microscope. However, now two widefield 
detectors are required. It will be shown in chapter 3 that two regions of a single two-
dimensional detector can be used for this purpose.  
1.2.3 Spectrally resolved emission spectroscopy 
Monitoring the complete emission spectrum has also been employed to observe spectral 
shifts in the emission spectrum of the marker and obtain quantitative information on ion 
concentrations 28, 29. To monitor the emission spectrum the fluorescence emission is 
dispersed using a prism or a grating and is detected using an array detector (see 
figure 1-5) 20, 28-34. Because the detection of a spectrum requires one dimension, spectral 
and 2D spatial information generally interfere with each other, inhibiting the 
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combination of spectral imaging with widefield microscopy. In single molecule 
spectroscopy however, where marker molecules are spatially separated, spectral 
imaging can be applied in a widefield microscope 35. 
In addition to the application for quantitative spectroscopy, spectral analysis is a useful 
tool to observe spectral instabilities of the used probes. Instabilities in the luminescence 
can be caused by photobleaching (see § 2.3.2) or can be ‘intrinsically’ present in the 
luminescence (see chapters 4, 5 and 6). A careful study of the spectral instabilities can 
prevent erroneous conclusions from observed intensity changes. 
The major part of this thesis concerns the monitoring of emission spectra in the 
microscope. The design considerations and description of a spectral imaging unit for 
microscopic experiments is extensively described in chapter 2 and further applications 
of the setup are presented in chapter 4 to 6. 
1.2.4 Fluorescence lifetime spectroscopy 
The fluorescence lifetime of a fluorescent molecule is the average time that the 
molecule resides in the excited state before photon emission occurs, i.e. the average 
time that passes between absorption and emission of a photon. When a fluorescent 
sample is excited using a short light pulse, many probes enter the excited state at the 
same instant. The probes relax at different times t after the excitation pulse and the 
fluorescence intensity, F(t), decays in time (see figure 1-6). The most simple form of a 
fluorescence intensity decay following a short excitation pulse is described by a single 
exponential function with time constant τ 12, 36: 
 ( ) { }0 expF t F t τ= ⋅ − . (1.4) 
objective lens
beamsplitterexcitation beam
emission beam
Prism
inte
nsit
y
w
avelength
 
Figure 1-5. Simplified drawing of a 
fluorescence setup to monitor the 
emission spectrum of the collected 
fluorescence light. The fluorescence light 
is dispersed using a prism and projected 
completely on an array detector. 
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Here F0 is the intensity at time t=0. The single exponential function cannot describe all 
decay processes. In general decay processes are described by a sum of exponential 
decay functions with different amplitudes Fi0 and time constants τi: 
 ( ) { }0 expi i
i
F t F t τ= ⋅ −∑ . (1.5) 
When the complete time course is covered by the analysis, from the excitation pulse till 
the time where all probes are relaxed to the ground state, the average fluorescence 
lifetime is defined as the average of the fluorescence lifetime of each component 
weighted by its integral intensity 12∗: 
 
2
0
0
i i
i
i i
i
F
F
τ
τ
τ
⋅
=
⋅
∑
∑ . (1.6) 
Many organic dyes have (average) fluorescent lifetimes that lie between τ = 1-10 ns. 
The fluorescence lifetime can depend on the direct environment of the probe, like the 
polarity of the solvent or the presence of specific ions or molecules 8, 36, 37. Because the 
lifetime is insensitive to the probe concentration over a large range of probe 
concentrations, monitoring the fluorescence lifetime is a powerful technique to 
quantitatively study ion-concentrations 8-10.  
The monitoring of nanosecond lifetimes requires a special illumination source and 
detection must be time resolved with nanosecond time resolution. The requirements 
depend on whether the measurements are carried out in the time or in the frequency 
domain. For experiments in the frequency domain the light source produces a 
periodically modulated illumination of the sample and the phase shift and demodulation 
of the fluorescence are observed 38-41. For experiments in the time domain a pulsed light 
                   
∗ The integral intensity of an exponential decay function equals { }0 0
0
exp dF t t Fτ τ
∞
− = ⋅∫ . 
 Figure 1-6. Fluorescence intensity decay 
after a short excitation light pulse. For clarity 
purposes, the height of the excitation pulse is 
scaled down. 
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source is used for illumination and the fluorescence decay following short excitation 
light pulses is observed 42-46.  
 
The lifetime experiments that are presented in this thesis (chapter 4) are carried out in 
the time domain. In the time domain the detection can be carried out using time 
correlated single photon counting (TCSPC)42, 47 or time-gated detection 36, 37, 43-46. The 
former method yields more detailed decay curves of the fluorescence, but it requires 
more photons and therefore it is comparatively slow and requires a large storage 
capacity. With time-gated detection the fluorescence intensity is captured in a limited 
number of time windows each with its own time offset with respect to the excitation 
pulse, as illustrated in figure 1-7. 
When using two time gates (figure 1-7A) of equal width (w) that are separated by time 
interval ∆t the fluorescence lifetime τ of a single exponential decay function can be 
calculated from the ratio of the fluorescence intensities I1 and I2 48: 
 ( )1 2ln
t
I I
τ
∆
=  (1.7) 
When more than two time gates are monitored (see figure 1-7B) the accuracy of the 
lifetime determination is improved and a larger range of lifetimes can be monitored 
simultaneously 37. Furthermore, the components of multi-exponential decay processes 
can be measured when using more than two time-gates 37, 46. For the lifetime 
experiments in chapter 4 a time-gate module that detects the fluorescence lifetime in 
four successive time-gates is employed 37. 
∆
 
Figure 1-7. (A) Fluorescence lifetime monitoring, using two time gates of width w and 
separated by ∆t. The observed fluorescence intensities I1 and I2 in the two time-gates (shaded in 
light and dark gray) can be used to calculate the fluorescence lifetime. (B) Using more than 
two time-gates enhances the accuracy of the fluorescence lifetime determination. 
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Many of the available detection systems for lifetime imaging in the time-domain use 
point detectors and are therefore restricted to scanning microscopes, but lifetime 
imaging can also be implemented in a widefield microscope 44, 49.  
A promising extension of fluorescence imaging is the combination of lifetime and 
spectral imaging. In chapter 4 an example is presented where the fluorescence lifetime 
and emission spectrum are monitored simultaneously by splitting the collected 
fluorescence light in two detection channels. It is expected that the monitoring of both 
lifetime and emission spectrum of a sample facilitates the detection of multiple probes 
or multiple environmental changes simultaneously. Recent technical developments 
enable the monitoring of both the time and spectral information of each detected 
photon 31, 50, 51. 
1.2.5 Comparison of techniques 
The optimal setup for a fluorescence imaging experiment will depend on the 
requirements of the application. As mentioned above, intensity imaging can be carried 
out using a widefield microscope or a CLSM. For applications, in which (axial) 
resolution is essential a CLSM suits best. For high-speed applications, widefield 
imaging is generally opted best. Spectral imaging can be applied to applications, in 
which spectral changes cannot be observed using intensity experiments. Spectral 
imaging is often restricted to CLSMs, because one dimension of the detector is required 
for the spectral information. The required time for the recording of a spectrum is in the 
millisecond range and 2D imaging is therefore restricted to samples that do not change 
on a minutes-timescale. For samples that require faster imaging, the number of image 
points can be reduced, i.e. faster imaging at the cost of spatial information. 
Spectral and lifetime imaging are considered complementary techniques and it depends 
on the probe(s) used which of the two yields the best result. Some probes yield the 
larger contrast in lifetime; other probes yield better results when studying the emission 
spectrum. Spectral imaging is considered advantageous in samples where different 
processes are interfering (e.g. probes that respond differently on two (or more) ion 
concentrations like pH and Ca2+ 29). When using probes that give both lifetime and 
spectral changes it is useful to monitor both.  
1.3 Förster Resonance Energy Transfer (FRET) 
When a probe with an energy level diagram as shown in figure 1-1 is excited, it relaxes 
either radiatively or non-radiatively to the ground state. If a second probe is in close 
proximity (1-10 nm) the excitation-energy may be transferred from the first probe 
(donor) to the second probe (acceptor) non-radiatively, as illustrated in figure 1-8A 1, 2. 
The rates for radiative and non-radiative relaxation are denoted by kdR and kdNR, 
respectively, where kdR+kdNR=1/τd, the inverse fluorescence lifetime of the donor in the 
absence of an acceptor. The energy transfer gives an extra relaxation path for the donor, 
with rate kE. For the energy transfer to occur, the energy that is released upon relaxation 
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of the donor must overlap with the energy that is required to excite the acceptor, i.e. 
there must be considerable overlap between the donor emission spectrum and acceptor 
absorption spectrum, as illustrated in figure 1-8B. 
The energy transfer is the result of a weak dipole-dipole interaction between the 
emission dipole moment of the donor and the absorption dipole moment of the 
acceptor 1, 52. The energy transfer is non-radiative contrary to re-absorption processes 
where emitted photons of the donor are absorbed by the acceptor probe. The interaction 
is called weak or long-range, because the dipole-dipole interaction energy provoking the 
energy transfer is much smaller than the transferred energy itself 4. Consequently, the 
excitation and emission spectra of the probes are not visibly affected by the interaction. 
For a weak dipole-dipole interaction the energy transfer efficiency is inversely 
proportional to the sixth power of the distance between the probes 1: 
 ( )
6
0
E dR dNR
Rk k k
R
 
= + ⋅    , (1.8) 
with R0 the Förster radius, the donor-acceptor separation at which the energy transfer 
rate equals the total relaxation rate of the donor in the absence of an acceptor. The value 
of R0 depends among other things on the overlap integral of the donor emission 
spectrum and acceptor absorption spectrum Jda, the orientation of the dipole moments 
represented by κ2 and the donor fluorescence quantum yield ( )d dR dR dNRQ k k k= + and 
A
k k
dNRdR
k
E
}
probe 1: donor probe 2: acceptor
FRET
k k
aRaNR
 
Figure 1-8. (A) Jablonski diagram 
of two probes in close proximity 
exhibiting energy transfer. The 
probe with the largest energy 
difference between ground level and 
excitation level (the donor) has an 
additional relaxation path compared 
to figure 1-1. The energy can be 
transferred to the probe with the 
smaller energy difference (the 
acceptor), which is then excited. (B) 
Absorption (solid lines) and 
emission (dashed lines) spectra of 
Alexa-488 (donor, most to the left) 
and tetramethylrhodamine 
(acceptor, most to the right) that 
will be used in chapter 2 as a donor-
acceptor couple. The shaded area 
denotes the overlap area of the 
donor emission spectrum and the 
acceptor absorption spectrum. B  
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was first derived by Förster 1, 53: 
 ( )6 11 2 40 8.79 10 d daR n Q Jκ− −= ⋅  (1.9) 
Here, n is the refractive index of the medium between the probes. In this equation the 
overlap integral is expressed in nm4M-1cm-1, it is corrected for the integral of the donor 
fluorescence intensity Fd(λ) and uses the absolute extinction values εc(λ) (M-1cm-1) of 
the acceptor absorption spectrum 52: 
 ( ) ( ) ( )4da d a dJ F d F dλ ε λ λ λ λ λ= ∫ ∫  (1.10) 
The orientation factor κ2 equals 
 ( )22 cos 3cos cosT d aκ θ θ θ= − , (1.11) 
with θT the angle between donor emission transition moment and acceptor absorption 
transition moment, θd the angle between donor emission transition moment and the 
donor-acceptor connecting line and θa the angle between acceptor absorption transition 
moment and the donor-acceptor connecting line. The orientation value κ2 can vary 
between 0 and 4 and equals 2/3 when the donor and acceptor dipole moments are 
rapidly diffusing on the timescale of the donor fluorescence lifetime 52, 54, 55. Though 
examples are known where κ2 ≠ 2/3, the deviations and consequent errors are usually 
limited 4, 56. 
The energy transfer efficiency E is defined as the fraction of relaxations that occurs 
through energy transfer and equals the ratio of the energy transfer rate and the total 
relaxation rate of the donor. Using eq. (1.8) this yields  
 6
0
1
1
E
dR dNR E
kE
k k k R
R
= =
+ +  +   
 (1.12) 
The energy transfer efficiency is plotted as a function of the relative distance R/R0 in 
figure 1-9. The additional relaxation pathway that is created by the energy transfer 
efficiency affects the fluorescence lifetime and quantum yield of the donor. 
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 (1.13) 
As a result, the energy transfer efficiency can be determined by measuring the change in 
fluorescence lifetime or emission intensity of the donor. 
 1 1 1da da da
d d d
Q FE
Q F
τ
τ
= − = − = −  (1.14) 
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When the acceptor probe is fluorescent∗, the acceptor intensity sensitization can also be 
used to quantify the FRET efficiency 4, 5, 12, 52: 
 ( )( )
( )
( )
( )
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( )
( )
( )
( )1 1
a d ad d a d a a ad d
d d a d d d a d ad a
F F F
E
F F F
ε λ λ ε λ λ λ
ε λ λ ε λ λ λ
   
= ⋅ − = ⋅ ⋅ −           (1.15) 
with εd(λd) and εa(λd) the extinction coefficients of the donor and acceptor respectively 
at the donor excitation wavelength λd, Fad(λd) and Fa(λd) the acceptor fluorescence 
intensity at the donor excitation wavelength in the presence and absence of a donor, 
respectively. When Fa(λd) is unavailable from a cell with the same acceptor 
concentration, the acceptor fluorescence intensity can be measured by direct excitation 
at a wavelength λa that is not absorbed by the donor. Now the fluorescence intensity 
ratio at the two excitation wavelengths that is obtained from an acceptor-only labelled 
sample, is used to correct for the difference in fluorescence intensity between the two 
excitation wavelengths. 
From eq. (1.15) it follows directly that the acceptor sensitization at constant E is 
maximized at the excitation wavelength where the ratio of the donor and acceptor 
absorption is largest. This is mostly near, though not necessarily at the donor absorption 
maximum. This is illustrated in figure 1-10 where the ratio of the absorption spectra of 
the dyes of figure 1-8B is plotted. The maximum ratio is obtained at a shorter 
wavelength than the absorption maximum of the donor. It should be noted that now a 
higher excitation intensity is required to excite the donor to the same extent as when 
excited at the maximum absorption wavelength. This may cause an increase in the 
(autofluorescence) background signal, particularly because the excitation wavelength is 
shifted to a higher energy to obtain the maximum ratio. Consequently, excitation closer 
to the donor absorption maximum may be preferable over the maximum ratio of donor 
and acceptor absorption. 
                   
∗ The acceptor is not required to be fluorescent for the occurrence of FRET; an absorbent probe can serve 
as acceptor probe as well. 
Figure 1-9. The energy transfer efficiency E 
plotted as function of the relative distance 
between the donor and acceptor R/R0. At R=R0 
the energy transfer efficiency amounts to 
E=0.5, i.e. half of the relaxations occurs 
through FRET. 
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As a result of its strong distance 
dependence the FRET efficiency can be 
used as a spectroscopic ruler to measure 
distances between two labeled sites 55-57. 
Because the FRET efficiency rapidly 
drops to zero with increasing distance the 
occurrence of FRET can also be used to 
study whether two probes associate 2-6. In 
a microscope the nanometer scale 
association obtained by FRET can be 
localized with the resolution of the 
microscope (~0.25 nm) and in a 
comparatively large field of view 
(typically 10-100 µm). 
Under experimental conditions the 
excitation and emission spectra of the 
probes may overlap. As a result the fluorescence intensities of the probes cannot always 
be obtained directly by recording the fluorescence intensity in a wavelength band, 
particularly that of the acceptor. Though correction is possible for the overlap of the 
donor and acceptor spectra, 5, 58 it adds extra noise to the experiment. In chapter 2 a 
fitting procedure is described how to calculate the contribution from different probes to 
a spectrum when full spectra are recorded.  
When only a fraction of the labeled proteins are associating the FRET induced 
fluorescence changes are correspondingly reduced. The donor intensity and lifetime 
reduction (eq. (1.14)) depends on the fraction of donors fda that exhibits energy transfer 
to an acceptor. The acceptor fluorescence enhancement (eq. (1.15)) depends on the 
fraction of acceptors fad that exhibits energy transfer from a donor. The donor and 
acceptor intensity changes now yield an average energy transfer efficiency, E⋅f:  
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 (1.16) 
The reduction in lifetime is less straightforward 52, 59, because the average observed 
lifetimes in the absence and presence of acceptor probes ( dτ and daτ , resp.) are weighted 
by the intensity (see eq. (1.6)). This implies that the average energy transfer efficiency 
cannot be obtained directly from a lifetime experiment with only a fraction of the donor 
probes associated to an acceptor. Instead, an ‘effective’ energy transfer is observed: 
 1 1
1
da
eff da
da d
EE Ef
Ef
τ
τ
−
= ⋅ = −
−
 (1.17) 
 
Figure 1-10. Ratio of the absorption spectra 
of the donor and acceptor that are plotted in 
figure 1-8B. The maximum ratio is obtained 
in the excitation shoulder of the donor, 
instead of its maximum. 
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Comparing the first part of eq. (1.16) with eq. (1.17) yields that the reduction in donor 
fluorescence lifetime will be smaller than the reduction in the intensity at fda < 1. Under 
experimental conditions where only a single exponential decay can be fitted and E and 
fda (or their product) cannot be solved, the effective energy transfer efficiency is often 
approached by the average energy transfer. Here, a single donor acceptor distance and a 
single Förster distance are assumed on association, yielding one value for energy 
transfer efficiency. For a distribution of distances a more complex approach is 
required 2, 4. 
1.4 Photobleaching: Restriction or tool? 
Photobleaching is a class of processes in which a probe does not relax to the ground 
state, but experiences a photo-induced chemical reaction, to form a new molecule. The 
photobleaching depends on the direct environment of the probe 60-62 and is particularly 
present in microscopy, where a limited number of probes is present. In general the 
photobleaching of the probes limits their applicability for quantitative analysis using the 
fluorescence intensity and consequently efforts are made to retard the photobleaching 11, 
63. When the newly formed molecule is optically inactive (i.e. non-absorbing and non-
fluorescent) the fluorescence lifetime or intensity ratios of the probe are unaffected by 
the photobleaching and can be used for quantitative analysis 36. When the newly formed 
molecule is still absorbing or fluorescent it will also disturb lifetime experiments. An 
additional risk of photobleaching is that the newly formed photoproducts may be toxic 
to the environment 64. 
Photobleaching has also been used as a tool in quantitative fluorescence microscopy 60, 
65-70. It has been applied to study the molecule diffusion in a membranes 10, 65, 70, as a 
contrast mechanism to separate different probes 60 and to quantify FRET 66, 68, 69. The 
quantification of FRET using photobleaching will be discussed in chapter 3. 
Furthermore, it will be shown in chapter 2 that the monitoring of emission spectra after 
the photobleaching is essential to control whether the newly formed photoproducts are 
optically inactive. 
1.5 Probes for labeling of biological samples 
In some cases the specimen under investigation is intrinsically fluorescent and the 
intrinsic fluorescence can be used directly for studying the specimen, e.g when the 
specimen contains Tryptophan or NADH 12, 55, 71. However, in many cases useful, 
intrinsically fluorescent molecules are not available and external probes are required 
instead. A general caution in all labeling is that the addition of external probes may be 
toxic to the specimen it is added to, or otherwise affect the functionality of the specimen 
(see e.g. ref. 72). As mentioned previously, most probes suffer from photobleaching and 
the design and choice of the most suitable probes is important. This section deals with 
some of the probes that can be used for external luminescent labeling of biological 
samples. The most widely used group of external probes is that of the organic dyes, but 
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recently new types of probes have been developed, like Green Fluorescent Proteins 
(GFPs) and semiconductor nanoparticles, also referred to as quantum dots (QDs).  
A large variety of organic dyes is available with different spectral properties (excitation 
and emission wavelengths and lifetime etc., see e.g. ref. 11) or binding groups for 
proteins or ions 11, 73-76. Therefore most of the time suitable organic dyes can be found 
for specific labeling of proteins and the study of ion concentrations and that can be used 
in the available setup. The comparatively small size of many organic dyes (0.1-2 kDa) is 
an advantage for labeling, because the steric hindrance is limited. Because labeling with 
an organic dye will hardly affect the mass of a protein or peptide organic dyes are well 
suited for diffusion studies. An additional advantage of the small size in FRET 
experiments is that the localization of the probe is more accurately defined. 
Disadvantages of organic dyes include their non-native nature (invasive techniques are 
generally required to carry out labeling processes inside cells), toxicity of the probe and 
the limited photo-stability. 
A recent approach in labeling is the use of Green Fluorescent Proteins (GFPs). GFP 
occurs intrinsically in the jellyfish Aequorea victoria (and some other marine 
organisms) and can be brought to expression in other cells and organisms, optionally 
connected to a protein, using recombinant DNA techniques 77-82. As a consequence no 
invasive techniques are required in the labeling protocol. Therefore, GFPs are 
particularly useful for labeling purposes in living cells. A diversity of GFP mutants is 
available now with different absorption and emission wavelengths, and mutants that 
exhibit a reduced sensitivity of the fluorescence to the environment (e.g. pH) 83-85. The 
expression of multiple mutants in a single cell enables (co-)localization studies of the 
labeled proteins 79-81, 86. Though examples are known in which GFPs are used to 
measure ion-concentrations {BAI1999A, MIY1999A, NAG2001A}, the number of 
different ions that can be measured is still limited. GFPs are much larger (20-30 kDa) 
than organic dye molecules, making them less suited for diffusion studies. 
Both, organic dyes and GFPs can only be excited efficiently in a comparatively narrow 
band. Furthermore, the Stokes’ shift between excitation and emission maximum is small 
and the emission of the probes extends to wavelengths that are considerably longer than 
the maximum emission wavelength. These properties limit their suitability for use in co-
localization studies. For co-localization studies it is advantageous when multiple probes 
can be excited efficiently at the same excitation wavelength and that the overlap 
between the emission spectra of the probes is limited. Quantum dots are a promising 
new category of probes for co-localization studies compared to organic dyes and GFPs: 
The excitation spectrum is broad and the emission spectrum is narrow, without a long, 
red tail. As a result different QDs can be excited at the same wavelength and are 
relatively easily separable by color. Furthermore, QDs luminesce very brightly and the 
luminescence of single QDs can be detected using detectors with moderate detection 
efficiency like photomultiplier tubes. Based on these arguments, screening tests that use 
  Introduction 
  25 
QDs for molecule (protein) identification are expected to require lower amounts of 
proteins and can detect the presence of multiple molecules simultaneously. 
QDs are also considered promising as donor probes in FRET experiments. Theoretical 
work 87, 88 has predicted the possibility for FRET to occur between QDs and an organic 
matrix. Because the red tail in the emission spectrum that is characteristic for organic 
dyes is absent in QDs, the overlap between the donor and acceptor emission spectra is 
greatly reduced. The reduced overlap in emission spectra makes detection of the FRET 
induced enhancement of the acceptor fluorescence intensity easier.  
There are drawbacks to the use of quantum dots for labeling in biological samples. 
Though intact QDs are not expected to be toxic when inserted in cells, the elements in 
Table 1-1. Summary of the properties of available probes for luminescent labeling of biological 
samples. 
 Advantages Disadvantages 
Autofluorescence • No external probe required • Not always available 
• Photobleaching can disturb the 
physiological functioning of the 
fluorophore 
• Can cause unwanted 
background signal 
Organic dyes 
(chapter 2, 3) 
• Small size (0.1-2 kDa) 
• Large variety of probes 
available from UV to near 
infrared wavelengths 
• May require invasive 
techniques 
• Can be toxic or affect the 
functionality of the specimen 
• Limited photo-stability 
GFP 
(chapter 4) 
• Non-invasive labeling 
• High photo-stability 
• Large size (20-30 kDa) 
• Can affect the functionality of 
the specimen 
• Dimerization at high expression 
levels 
Quantum dots 
(chapter 2, 5, 6) 
• Broad excitation spectrum 
• Narrow emission spectrum 
• High Photo-stability 
• Tunable wavelength with 
size 
• Intermittency and 
fluctuations of the 
luminescence can serve as 
fingerprint for single dot 
recognition 
• Large size (20-1000 kDa, 
diameter: 2-8 nm) 
• Intermittency and fluctuations 
of the luminescence 
complicates quantitative 
spectroscopy 
• Difficult to get into cells or 
couple to proteins 
• Changing of luminescent 
properties upon degradation 
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QDs (e.g. Cd or Se) can be highly toxic when released in cells. Further research is 
required to investigate the toxicity of the QDs in cells. Another disadvantage of the QDs 
is the large size. As a result QDs may be difficult to insert in (living) cells. Furthermore, 
coupling of a QD to a protein may affect the mobility and functionality of the carrier. 
Therefore, QDs may be less suited for motility studies.  
The observed emission fluctuations in the QD luminescence that are discussed in 
chapters 5 and 6 may jeopardize the accurate determination of the FRET efficiency. 
However, in agreement with single molecule work 89, a covariance of the fluctuations in 
the donor and acceptor luminescence can serve as a fingerprint for the occurrence of 
FRET from a single QD to a single dye molecule. A more extensive description of the 
QD and a study on the photo-physical and photochemical properties of the QDs is 
presented in chapters 5 and 6. 
The different types of probes are compared in table 1-1, listing advantages and 
disadvantages. It should be noted, however, that within each class of probes there are 
large variations, which makes it impossible to make an extensive list that contains the 
properties of all probes. The details of the experiment and specimen will determine 
which probe is most suitable.  
1.6 Aim and summary of this thesis 
The original object of this project was a fluorescence microscopy study to obtain 
information on the contractile mechanism of muscles at the molecular level, using 
FRET. It appeared that new, more advanced techniques were required to carry out 
experiments that could yield new insights on the contractile mechanism of muscles. 
Therefore the project focused on the development of advanced techniques and novel 
luminescent markers, to improve the quality of luminescence studies in microscopy that 
that apply FRET and other fluorescence techniques to muscle research and other 
studies. As a result, the number of experiments to study the muscle contraction that is 
presented in this thesis is limited. 
The chapters of this thesis concern the development and use of new, experimental 
techniques, analysis techniques and luminescent markers. In chapter 2 a sensitive 
spectrograph is described that can be used for spectrally resolved emission spectroscopy 
in the microscope. The chapter includes the design considerations, specifications and 
some applications of the spectrograph. The high sensitivity is achieved by using a prism 
for the dispersion in combination with a back illuminated CCD camera for detection. 
The spectrograph, including the CCD camera, has a detection efficiency of 0.77±0.05 at 
633 nm. Full emission spectra with a 1-5 nm spectral resolution can be recorded at a 
maximum rate of 800 spectra per second. The applications shown in chapter 2 include a 
FRET study and a study of single quantum dot luminescence with millisecond time-
resolution. Furthermore, the spectrograph was applied to study the creation of new 
fluorescent molecules upon photochemical reactions.  
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Chapter 3 is the only chapter that uses widefield imaging, with a dichroic beam splitter 
and two bandpass filters to monitor the fluorescence intensity of two probes at two 
wavelength bands simultaneously. In this chapter an analysis method is presented that 
uses Monte Carlo Simulations to describe the temporal and spatial variations in the 
fluorescence intensity for a microscopic sample that exhibits FRET, but suffers from 
photobleaching. The Monte Carlo simulations showed that the number of probes per 
camera pixel is the main contribution to the spatial variations in fluorescence intensity. 
Furthermore the Monte Carlo simulations were applied to verify the suitability of an 
exponential fit routine to calculates the FRET efficiency from the intensity increase of 
the donor fluorescence. 
The last three chapters deal with applications of the spectrograph that is described in 
chapter 2. Chapter 4 deals with a spectral imaging study of the enhanced cyan (eCFP) 
and yellow (eYFP) colored mutants of GFP in fixed cells. The major part of this chapter 
deals with photophysical instabilities of the eCFP and the consequences for FRET 
studies. Additionally a method is presented in which the lifetime and emission spectrum 
are monitored simultaneously. The combination of multiple parameters is considered 
valuable for FRET studies because spectral (intensity) variations correlate with lifetime 
variations in FRET.  
The final two chapters concern the study of the luminescence properties of (single) 
CdSe quantum dots. The QDs are covered with ZnS to enhance the luminescence 
quantum yield and reduce the degradation of the QDs. The studies are carried out on 
QDs from two different batches that have different thickness of the ZnS capping. 
Furthermore, the luminescence is studied in the presence and absence of oxygen. In 
chapter 5 reversible changes in the luminescence properties of QDs are discussed, like 
fluctuations in the luminescence intensity and emission wavelength. It was found that 
changes in the luminescence intensity may covariate with changes in the emission 
wavelength. Furthermore, an enhanced emission count rate was observed in the 
presence of oxygen. In chapter 6 irreversible changes in the luminescence properties, 
i.e. degradation processes, of QDs are discussed. In the presence of oxygen the 
degradation is accompanied by a shift in emission wavelength to shorter values (blue-
shift). This blue shift is not observed in the absence of oxygen and is attributed to the 
oxidation of CdSe. The luminescence intensity of the QDs both in presence and absence 
of oxygen decreases in time (bleaches) and eventually the QD emission totally 
disappears. The intensity decrease is explained by an increasing number of lattice 
defects that cause non-radiative recombination of the electron-hole pair. A faster 
bleaching is observed for the QDs in the presence of oxygen. Finally, the photo-stability 
of the QDs was found to be more than order of magnitude better than that of an organic 
dyes. 
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2.1 Introduction 
In this paper a high sensitivity spectrograph is presented for use in fluorescence 
microscopy. Many applications in fluorescence microscopy require multiple wavelength 
band detection. Examples include the simultaneous imaging of multiple probes in 
morphological studies, the quantification of ion concentrations using the ratio of the 
fluorescence signal in two emission bands imaging 1 and the measurement of nanometer 
co-localization by means of Förster Resonance Energy Transfer (FRET) 2, 3.  
A common and simple way to implement the detection of multiple wavelength bands is 
the use of multiple emission filters. However, in general the bandwidth of the emission 
filters is comparatively broad and the number of wavelength bands used in the imaging 
experiment is limited. The number of wavelength bands that can be detected 
(simultaneously) limits the number of parameters that can be monitored. Importantly, 
the broad emission bands of fluorescent probes often overlap. This complicates the 
separation of multiple spectra.  
Moreover, the broad detection bandwidth and limited number of detection channels do 
not allow assessment of the shapes of the emission spectra. Therefore, no direct 
indication of unexpected spectral shifts or the presence of artifacts such as 
autofluorescence or scattered excitation light is present in the images. This may result in 
the misinterpretation of the observed intensities. 
The measurement of full emission spectra under the microscope can be used to solve 
these problems 4-11. However, the acquisition of reliable emission spectra requires the 
detection of a large number of photons.  This restricts both the acquisition rate of the 
images and the number of images that can be recorded before a dye is photobleached.  
In this paper we describe a highly sensitive spectrograph that is optimized for use in 
(scanning) fluorescence microscopy. The high sensitivity is achieved by using a prism 
for the dispersion in combination with a back illuminated CCD camera. Full emission 
spectra with a 1-5nm resolution can be recorded with millisecond dwell times.  
Three examples are presented. In the first example the spectrograph was applied in 
FRET imaging experiments on double-labeled actin filaments in the in vitro motility 
assay (IVMA).  
Here, the emission spectra of each pixel were fitted to a superposition of reference dye 
spectra using a singular value decomposition (SVD) algorithm. The second example 
was also a FRET imaging example, in which acceptor photobleaching was applied to 
quantify the FRET efficiency. The example revealed the usefulness of the spectral 
information compared to the information that one would obtain by detection of two 
fixed wavelength bands using bandpass filters. The last example concerns a time-
resolved study on single CdSe/ZnS quantum dots. Here, the narrow spectra of two co-
localized quantum dots with different emission peaks were followed in time. All 
experiments were carried out using a confocal laser-scanning microscope (CLSM).  
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2.2 Materials and Methods 
2.2.1 Design of the spectrograph 
Two important design parameters were the wavelength range and the spectral resolution 
of the spectrograph. Here, we restricted ourselves to the use of fluorescent probes 
emitting in the visible wavelength range. In general a spectral resolution of 1-5 nm is 
sufficient for the recording of fluorescence spectra. Therefore, the design targets for the 
wavelength range and resolution of the spectrograph were set to 450-750 nm and 1-5 
nm respectively. Furthermore, reasonable spectral imaging acquisition times require 
short integration times per spectrum. In a scanning microscope dwell times per image 
point of up to a few milliseconds were considered acceptable, though sub-millisecond 
would be preferable. 
Another important consideration was the detection efficiency of the spectrograph. In 
fluorescence microscopy experiments only a limited number of fluorescent molecules 
are available per image point. It may vary between one, in a single molecule 
experiment, and a few hundred. This limits the number of available photons per time 
unit. Moreover, photobleaching constrains the number of photons emitted per molecule 
and consequently, the total number of available photons for the experiment is also 
limited. Finally, a comparatively large number of detected photons is required to record 
reliable fluorescence emission spectra.  
Based on 1 to 100 fluorescent molecules per detected volume element the number of 
available photons is calculated. On assuming a fluorescence lifetime of 5 ns and an 
excitation intensity of two orders of magnitude below saturation, it can be easily shown 
that about 2-200⋅106 photons are emitted per second.  
The number of available photons at the entrance of the spectrograph compared to the 
total amount of emitted photons is called the overall efficiency of the microscope. A 
realistic estimate of the effects of the collection efficiency of the microscope objective 
and the transmission of the optics results in an overall efficiency of the microscope of 
5%. Together with the number of emitted photons per second it follows that about 100-
10,000 photons per millisecond will be available at the entrance of the spectrograph. 
The total number of photons emitted per molecule before photobleaching takes place 
was found to be 3-4⋅104 for a common fluorescent dye as fluorescein 12. Using the 5% 
overall efficiency, this yields a maximum of 1500-2000 photons per fluorescein 
molecule at the entrance of the spectrograph. From the above estimate it is clear that the 
detection efficiency of the spectrograph is an important design consideration.  
For the wavelength range of interest, we compared the performance of two (2D) 
detectors, a back illuminated CCD camera (B-CCD) and an intensified CCD camera (I-
CCD). Linear detectors such as photodiode arrays and linear CCDs were omitted from 
the comparison. In general the linear detectors suffer from a high readout noise level, 
making them less suitable for low light level spectral imaging.  
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In order to compare the two detectors the signal-to-noise ratio of single detection 
channels was used as a figure of merit. The S/N of single channels of the CCD was 
calculated as follows. 
In the case of the B-CCD the signal detected in one pixel, S, amounts to: S=I⋅η, with I 
the available number of photons and η the quantum efficiency of the detector. The total 
noise Ntot is calculated from the individual noise contributions. Here, the dominant 
sources of noise are noise due to Poisson statistics in the detected signal (S ½) and the 
readout noise (NRD) of the detector: ( )1 22tot RDN S N= + . The short integration times 
employed here justify the omission of the dark current in Ntot. Hence 
( ) ( )1 21 2 2S/N = 1 RDI N Iη η⋅ + ⋅ , showing that for low I, the readout noise gives a 
significant reduction of the signal-to-noise ratio. 
In the case of the I-CCD the signal detected per pixel amounts to: S=G⋅I⋅η, with G the 
gain of the intensifier. Now, the dominant sources of noise are noise due to Poisson 
statistics and the multiplicative noise of the intensifier. The latter increases the noise in 
the detected signal by a constant factor, F.  
Now, the dark current and the readout noise of the detector can be both neglected. The 
latter assumption is reasonable since the image intensifier amplifies the signal of one 
detected photon to the level that is well above the readout noise of the CCD camera. Ntot 
can thus be calculated using: ( )1 2totN G F I η= ⋅ ⋅ ⋅  and the signal-to-noise ratio now 
becomes: ( )1 2S/N I Fη= ⋅ . This expression is identical to that of an I-CCD with noise 
free amplification and a reduced, “effective”, quantum efficiency η/F. 
For the B-CCD we assumed a quantum efficiency of η=90% and a readout noise of 
NRD=6 e−. These figures correspond to the quantum efficiency and readout noise of a 
state-of-the-art commercial B-CCD camera at 1 MHz clock frequency of the Analog to 
Digital Converter (Princeton Instruments NTE/CCD 1340). For the I-CCD we assumed 
an effective quantum efficiency η/F= 25%. 
Figure 1 shows the S/N of an ideal detector, I ½ , (dotted line), together with that of the 
B-CCD camera (solid line) and of the I-CCD camera (dashed line). For signals in excess 
of 16 incident photons per channel the B-CCD outperforms the I-CCD camera. This 
signal level corresponds to a low S/N of 2. From the sensitivity point of view, the B-
CCD was most suitable as a detector. 
Concerning the spectral acquisition rate: B-CCDs are in general operated at low readout 
speeds in order to minimize the readout noise. Using the B-CCD described above, 
spectra can be recorded at a maximum rate of 800 Hz.  
I-CCD cameras can be operated at higher frame rates than B-CCDs, because the image 
intensifier reduces the influence of the higher readout noise on the S/N. At higher 
spectral rates, however, fewer photons are available per spectrum. The lower signal, in 
combination with the effective quantum efficiency of 25%, makes it questionable 
 A high sensitivity spectrograph for use in fluorescence microscopy 
  39 
whether an I-CCD in practice will be operated at much higher rates than the B-CCD. 
Based on the above considerations, the B-CCD was found to be the best detector for our 
applications. 
Two options were considered for the dispersive element: A grating and a prism. We 
opted for a prism, because only a modest spectral resolution (1-5 nm) is required, it does 
not suffer from higher order diffraction, and it has high transmission over a broad 
spectral range. In addition, antireflection (AR) coatings can be used to increase the 
transmission of the prism.  
The dispersion of several glass prisms was calculated using the Sellmeier dispersion 
formula in combination with Snell’s law 13, 14. Coefficients for the dispersion formula 
were extracted from the Schott optical glass catalog (see also § 2.2.3). The transmission 
of the prisms was calculated using the Fresnel equations. The calculations included the 
interference effects from the single layer AR-coating 13. An AR-coated SF10 glass 
prism was found to perform well with respect to dispersion and transmission.  
2.2.2 Description of the spectrograph 
The spectrograph was designed and constructed in-house, and for flexibility reasons the 
entrance of the spectrograph was equipped with a standard multimode fiber adaptor. 
Light emerging from the fiber (or directly coupled light) was collimated by a 100 mm 
F/2.5 achromatic lens (Melles-Griot).  Next, the light was dispersed by the prism and 
focused on the CCD camera by an identical lens. Note that the fiber end was projected 
on the camera without magnification.  
An equilateral SF10-glass prism (Linos), operating at minimum deviation conditions, 
dispersed the light. The minimum deviation wavelength was chosen at 550 nm. For this 
wavelength the angle of incidence at the entrance surface equaled the angle of 
emergence at the exit surface. For the prism employed here, this yielded an entrance 
angle of 60.1 degrees. The interfaces of the prism were coated with a single layer MgF2-
coating, to enhance the transmission. 
Figure 2-1. Signal-to-noise ratios of the 
detected signal per channel as a function of 
the number of incident photons. Solid line, 
B-CCD (NRD = 6e- and η=0.9); dashed line, 
I-CCD camera (η/F=0.25); dotted line, ideal 
detector. The S/N of the I-CCD and the B-
CCD are equal at 16 incoming photons per 
channel. 
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The lengths of the legs of the prism as well as the height were 60 mm. The length of the 
legs of the prism limited the numerical aperture of the spectrograph. The usable prism 
width was slightly (~ 1 mm) diminished by the fact that the dispersed beam was wider 
than the beam before dispersion. From the focal length of the collimating lens and the 
length of the legs of the prism a maximum numerical aperture of 0.14 was found for the 
beam of light entering the spectrograph.  
The spectrograph was equipped with a Peltier cooled, back-illuminated CCD camera 
(Princeton Instruments NTE/CCD-1340, 16 bit ST133 controller, readout noise 6e− at 1 
MHz ADC). The CCD chip was 1340 pixels long in the dispersion direction 
(horizontal) and 100 pixels high (vertical) and had 20×20 µm2 square pixels.  
The spectral measurements were carried out on a small sub-area of the CCD chip of less 
than 10 pixels high and between 50 and 400 pixels long. The pixels in the direction 
perpendicular to the dispersion direction were hardware binned. Moreover, hardware 
binning can be employed in the dispersion direction as well, albeit at the price of a loss 
of spectral resolution. 
To gain speed, the sub-area was positioned at the corner of the CCD-chip closest to the 
readout amplifier. To facilitate alignment of the CCD-chip it was mounted on two 
orthogonal translation stages. In order to select another wavelength region the camera 
was simply translated with respect to the prism.  
The examples presented here were all recorded using a confocal laser-scanning 
microscope (CLSM, Nikon PCM2000, in combination with a Nikon Optiphot 2 
microscope). The CSLM scan head was equipped with a standard single mode fiber 
adapter (type ‘FC’) for excitation and two standard multi mode fiber adapters (type 
‘SMA’) for coupling the emission light to the (remote) detectors. The first of the two 
detection channels was coupled to the spectrograph. A schematic diagram of the setup is 
shown in figure 2-2.  
A 50 µm core diameter fiber patch cord equipped with standard connectors on both ends 
(Thorlabs, FG-050-GLA) was used to interface the spectrograph to the CLSM. 
Because of the comparatively large fiber core diameter of 50 µm, the alignment of the 
fiber was not critical. The fiber adapter at the CLSM was manually adjusted to optimize 
the fluorescence signal. Furthermore, the numerical aperture of the light emerging from 
the CLSM (< 0.12) and that of the spectrograph (0.14) were reasonably matched. This 
ensures efficient coupling of the two devices. 
The pixel clock pulses generated by the CLSM were used to synchronize the CLSM and 
the CCD camera controller. The CLSM was used for acquiring 2D spectral images (2D-
mode) or for time resolved spectral analysis of small volume elements (time-mode). The 
wavelength, the confocal pinhole size, the objective magnification and the numerical 
aperture of the objective determine the spatial resolution. The measurements discussed 
below, were carried out with a 60× oil immersion objective (Nikon PlanApo 1.4 NA) 
and with the larger of two available pinholes (50 µm). The axial and lateral resolutions 
were estimated to be approximately 1 µm and 0.3 µm respectively. 
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The Argon-Krypton mixed gas laser (Spectra Physics, 2060-10SA) used here provides a 
large number of excitation wavelengths (400 nm-650 nm). A single mode fiber guided 
the laser light to the CLSM. The excitation light was reflected towards the sample by 
the built-in dichroic mirrors (Nikon). Typical laser powers at the sample ranged from 1-
100 µW. 
2.2.3 Performance of the setup 
Spectral resolution 
The main factors determining the spectral resolution of the device are the fiber-core 
diameter, the dispersion of the prism, the focal lengths of the lenses and the pixel size of 
the CCD camera. In addition, the resolution also depends on the number of pixels 
binned in the dispersion direction. 
Here, a fiber with a 50 µm fiber-core diameter is used at the input of the spectrograph. It 
is projected on the CCD without magnification. The projection of the fiber-core on the 
CCD is larger than the pixel size; monochromatic light spreads out over more than one 
pixel. 
Scattered laser light at 476.5 nm, 514.5 nm and 632.8 nm yielded peaks with a full 
width at half maximum (FWHM) of 2.2 ± 0.1 pixels in the dispersion direction after 
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Figure 2-2. Schematic overview of the experimental setup. The excitation light from the mixed 
gas Argon-Krypton laser is guided to the CLSM by a single mode fiber. An excitation filter and 
a neutral density filter (ND) can be placed in the excitation beam. Each of the two emission 
paths can be equipped with a longpass or bandpass emission filter. Detection channel 1 of the 
CLSM is connected to the spectrograph and channel 2 is connected to a PMT. Channel 1 and 2 
are selected by the insertion of a mirror or beamsplitter in the emission path, respectively. The 
lenses of the CLSM are omitted from the picture for clarity.  
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binning vertically over 8 pixels. 
The FWHM is close to the ratio of 
2.5 between the fiber-core diameter 
and the pixel size.  
 
The angular dispersion of the prism 
is non-linear, because the refractive 
index changes non-linear as a 
function of the wavelength. The 
refractive index of the prsim was 
determined using the Sellmeier 
dispersion formula for SF10 glass, 
with coefficients taken from the 
Schott optical glass catalog*. As a 
result, the bandwidth per pixel is 
non-linear also. It was calculated 
using the focal length of the second 
lens, the camera pixel size, and the angular dispersion of the prism in combination with 
Snell’s law 13, 14. 
The spectrograph is operated at a fixed geometry of the prism and lenses. Therefore the 
shape of the wavelength calibration curve is constant. The calibration of the 
spectrograph was accomplished by fitting the measured CCD pixel positions of a 
number of calibration lines (3 or more) to the theoretical expression of the calibration 
curve. An additional scaling factor was included in the fit to account for errors in the 
magnification of the spectrograph. The bandwidth per pixel that was calculated from a 
calibration is shown in figure 2-3. 
Calibration measurements were carried with laser lines or with a calibration lamp (HgAr 
lamp, Oriel), depending on the wavelength range of interest. The peak positions were 
determined using the Winspec-software of the CCD camera (Princeton Instruments). 
Typically, the calibration accuracy was better than 1 nm over the whole wavelength 
range. 
 
In general, the spectral resolution at a specific wavelength can be simply calculated by 
multiplying the number of binned pixels with the bandwidth per pixel at that 
wavelength. However, the projection of the fiber-core on the detector of 2.2 pixels sets a 
lower limit on the maximum achievable resolution. At wavelengths of 450, 550 and 750 
                   
* Sellmeier equation: ( ) [ ] [ ]
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⋅ ⋅ ⋅
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, with the coefficients 
B=[1.61625977, 0.259229334, 1.07762317] and C= [1.27534559⋅10-2, 5.81983954⋅10-2, 1.16607680⋅102] 
for SF10 glass, as given in the Schott catalog and when the wavelength is expressed in micrometers. 
 
Figure 2-3. Pixel bandwidth of the spectrograph, 
plotted against the wavelength. The vertical line at 
550nm denotes the minimum deviation wavelength of 
the prism. 
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nm a spectral resolution of 1.1, 2.5 and 7.0 nm respectively is found using 4-pixel 
binning in the dispersion direction. 
Detection efficiency 
The throughput of the spectrograph (prism plus two lenses) was found to be 0.85±0.05 
at 633 nm, and agreed well with the calculations. The quantum efficiency of the CCD 
camera (η) at this wavelength is approximately 90%. The overall detection efficiency of 
the spectrograph plus camera at this wavelength is the product of these two values and 
amounts to 0.77±0.05.  
The shape of the overall detection efficiency curve, now including the fiber, is 
determined using a calibrated tungsten band lamp. The (absolute) overall detection 
efficiency curve is found by normalizing this curve to 0.77 at 633 nm, and is shown in 
figure 2-4. The throughput of the fiber is about 90% and constant within 2.5% in the 
wavelength range from 450-750 nm. This is not included in figure 2-4. 
Dwell time  
The CCD camera has a maximum rate of approximately 800 spectra (of 20-100 
points/spectrum) per second at a NRD=6 e−. Therefore, pixel dwell times in excess of 1.2 
ms were employed. In 2D-mode, a 160×160 points image with 1.2 ms dwell time is 
recorded in approximately 40 seconds. Due to the time lost during the retrace of the 
mirror, the acquisition time is somewhat longer than the number of spectra multiplied 
by the dwell time.  
The internal timing of the camera can be modified to increase the maximum spectral 
rate, at the price of extra noise. Alternatively a slow ADC (100 kHz) can be employed 
to reduce the Nrd to 3.5 e−. However, this decreases the maximum spectral rate. 
Figure 2-4. Detection sensitivity of 
the spectrograph plus CCD 
camera for unpolarized light. The 
light losses due to the fiber are not 
included in the graph. 
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Operation 
Measurements were carried out using two PCs both running Windows 98 (Microsoft). 
The first PC controls the CLSM and the second controls the CCD camera. The 
Microsoft Automation Server and Automation Manager were used to synchronize the 
start of the recording of spectra by the CCD camera and of the scanning. To this end the 
operating software of the CLSM (EZ2000 Nikon, Coord automatisering) was slightly 
modified. Acquisition of the spectra was carried out using the Winspec-software that 
controls the CCD camera (Princeton Instruments) and raw data are saved to disk. 
For each point in a 2D-image a whole emission spectrum was recorded. Consequently, 
3D data sets were created (x, y, λ). Data processing and visualization of the 3D data sets 
were carried out with a program written in IDL (Creaso). The program subtracts a (user-
defined) background from the raw spectra and corrects for the detection efficiency of 
the setup. The wavelength calibration was performed as explained above. 
As a background the average spectrum from an area in the image with no obvious 
fluorescence was employed. If such an area was not available, a background spectrum 
from a comparable (reference) specimen was used. The wavelength dependence of the 
detection efficiency of the complete setup was corrected for with a ‘flatfield’ spectrum. 
The flatfield spectra were determined by using a calibrated tungsten band lamp. The 
band lamp spectrum was assumed to be identical to the spectrum of a blackbody 
radiator of the same temperature. The flatfield spectrum was calculated from the ratio of 
the band lamp spectrum and the spectrum of the blackbody radiator. The flatfield 
spectrum also includes the variable bandwidth per CCD pixel. A more detailed 
description of the data correction is found in appendix A. 
Intensity images can be viewed at each recorded wavelength band. Furthermore, 
emission spectra from selected pixels, or regions of interest, can be viewed and exported 
for further analysis. 
The data sets in time-mode are 2D (t, λ). The processing of these data sets was done in a 
similar way as before. Now, the background was taken from time intervals with no 
obvious fluorescence. If this was not available, a background spectrum from a 
comparable (reference) specimen was used. 
In the measurements on the IVMA, the spectrum of each image point was fitted to a 
linear combination of reference spectra of the individual probes. The fitted amplitude of 
each of the component quantifies their contributions to the spectrum. The reference 
spectra of the probes were recorded in IVMAs under identical circumstances as the 
multi-component samples. Now, the IVMAs contained only filaments that were either 
donor or acceptor labeled. To obtain the reference spectra, spectra of several filaments 
were averaged and normalized on their integral intensity. A standard IDL procedure 
(SVDC 15), based on singular value decomposition, was used to decompose the 
measured spectra of a multi-component IVMA into the reference spectra. Appendix B 
elaborates on the fitting method. The background was subtracted from the spectra 
before fitting.  
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2.2.4 Sample preparation 
In vitro motility assay 
The in vitro molecular interaction between actin filaments (F-actin) and (subfragments 
of) myosin can be studied in the in vitro motility assay (IVMA). In this study we 
measured FRET between donor and acceptor probes that were connected at two 
different sites of the actin filament. The sample preparations and construction of the 
IVMA were described previously by Hamelink et al.16 and will be described more 
extensively in chapter 3. We immobilized myosin subfragment HMM (Heavy Mero-
Myosin, prepared with Chymotrypsin) on a glass slide to immobilize the actin filaments 
in the IVMA. To this end, the phalloidin-stabilized, labeled actin filaments were added 
in a buffer without ATP to form rigor complexes with the HMM. The actin filaments 
were either labeled with alexa-488 (at phalloidin), with tetramethyl-rhodamine (TMR, at 
cys374) or double labeled with both alexa-488 and TMR. Here, the alexa-488 and TMR 
in the double-labeled filaments serve as donor and acceptor, respectively, for FRET 
experiments.  
The iodoacetamide-derivative of TMR (Molecular probes) was covalently attached to 
cys374 of the actin, using the recipe by Trayer and Trayer 17. Buffers were exchanged in 
a PD10 column (Amersham Pharmacia Biotech) and excess of buffer was removed with 
a centrifugal filter device (centrikon YM-10, Millipore). Acceptor labeled filaments 
were stabilized with unlabeled phalloidin (Sigma); for donor and double labeled 
filaments alexa-488 labeled phalloidin was employed (Molecular Probes). 
An oxygen scavenger system was added to the buffer solutions shortly before use. The 
oxygen scavenger was based on the recipe by Kishino and Yanagida 18 and was added at 
3mg/ml glucose, 21units/ml glucose oxidase and 300units/ml catalase.  
The absorption and emission spectra of the probes in solution are shown in figure 2-5 
The shaded area denotes the overlap between the donor emission and the acceptor 
absorption spectrum that is required for FRET to occur. The Förster distance, as 
calculated from the spectra of alexa-488 and TMR equals 6.1 nm, assuming an 
Figure 2-5. Absorption (solid lines) and 
emission (dashed lines) spectra of alexa-488 
and tmr (Molecular Probes). Alexa-488 has 
an absorption maximum of 72,000 M-1cm-1 at 
499 nm and its emission maximum at 520 
nm. For tmr these values are 85,000 M-1cm-1 
at 555 nm and 582 nm respectively. The 
shaded area denotes the overlap between the 
alexa-488 emission and tmr absorption 
spectrum and the vertical lines denote the 
two excitation wavelengths (488 and 531 
nm) that were used in the experiments. 
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orientation factor κ2= 2/3, and a quantum efficiency 0.75 for alexa-488. The distances 
between the two labelling sites were calculated using the coordinates of cys374 and the 
probe binding site of phalloidin in F-actin, as published by Lorenz et al.19. The distances 
of the four closest acceptor sites from a donor site are within the Förster distance. 
Therefore a significant energy transfer efficiency is expected in double-labeled actin 
filaments. 
Fibroblasts 
Cell membranes contain a variety of proteins and lipids. More interestingly, these 
components are not randomly distributed in the plane of the membrane but are located 
in compartments in a highly regulated manner. It is hypothesized that these 
compartments are necessary to keep different cellular functions separate. In order to 
investigate this hypothesis the localization of different membrane components is 
analyzed using specific fluorescent markers. Colocalization of different membrane 
components in the same membrane compartment can be accomplished by using markers 
of a suitable FRET-couple. 
In this example the components investigated were the receptor for Epidermal Growth 
Factor (EGFR) and the lipid raft marker ganglioside GM1. A schematic view of a 
membrane system containing GM1 and EGFR is drawn in figure 2-6. GM1 is 
characterized by a sialic acid group in the carbohydrate chain that is a binding site for 
Cholera Toxin B-subunit (CTB) 20. Biotin conjugated CTB can be detected with 
streptavidin conjugated tetramethylrhodamine (TMR, Molecular Probes). The used cell 
line was a mouse NIH 3T3 fibroblast line, stably transfected with human EGFR 
expressing 3-400,000 receptors per cell (HER14 cells) 21. Because the density of GM1 is 
much higher than that of the EGFR it was decided to connect the donor probe to EGF 
and the acceptor probe to CTB. When the donor concentration is much higher than the 
acceptor concentration only a small decrease of the donor intensity is expected. 
Furthermore, the red tail of the donor emission interferes with the (enhanced) acceptor 
emission. 
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Figure 2-6. Schematic view of the membrane system under study. The localization of EGFR 
within certain compartments in the membrane (lipid rafts, dark shaded area) was investigated 
by means of FRET. To this end FITC labeled EGF (donor) was added to bind to the EGFR and 
TMR-labeled CTB (acceptor) was connected to the lipid raft marker GM1. 
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EGFR was labeled using fluoresceinisothiocyanate-EGF (FITC, absorption maximum: 
73,000 M-1cm-1 at 495 nm, emission maximum at 519 nm, Molecular Probes). The 
spectral properties of the donor-acceptor couple discussed here are close to those shown 
in figure 2-5. The Förster distance amounted to R0=5.8 nm. To calculate this, the 
spectral data from Molecular Probes were used for FITC, assuming an orientation factor 
κ2= 2/3, and a quantum yield of 0.8. For TMR the data of the IVMA section were used. 
The sample preparation method will be published elsewhere 22. Her14 cells were grown 
on glass coverslips in Dulbecco’s Minimum Essential Medium supplemented with 5% 
Fetal Calf Serum and appropriate antibiotics. Cells were first pre-chilled on ice for 5 
min and then incubated for 1 h on ice in droplets Dulbecco’s Minimum Essential 
Medium supplemented with 1% Bovine serum albumin (BSA), 25 mM HEPES and 
containing FITC labeled EGF (40 ng/ml, Molecular Probes) and biotinylated CTB (1 
µg/ml, Sigma). After fixation with 4% formaldehyde for 30 minutes cells were rinsed 
twice with PBS (120 mM NaCl, 4.2 mM KCl, 2.5 mM CaCl2, 1.2 mM Na2HPO4, 0.37 
mM KH2PO4, pH 7.4) and permeabilized with 0.1% saponin in PBS (PBSS) for 5 
minutes. Quenching of free aldehyde groups with 50 mM glycine in PBSS for 10 min 
was followed by 30 min incubation with 5% BSA and 0.1% Cold Water Fish Gelatine 
(CWFG, Sigma) in PBSS. Cells were rinsed twice in PBSS containing 0.5% BSA and 
0.1% CWFG (PBSSG) and incubated with streptavidin-TMR (5 µg/ml) for 1 h at 
+37 °C. After rinsing 4 times with PBSSG and twice with PBS, coverslips were 
mounted on glass using Mowiol (Sigma) mounting medium. 
Quantum dots 
Semiconductor quantum dots (QDs) are a promising alternative for fluorescent probes 
in microscopy 23, 24. The QDs are generally a few nanometers in diameter. Interestingly, 
the emission wavelength of the QD increases with the size 25. 
An important advantage of QDs is the narrow (typically 15 nm FWHM), Lorentzian 
shape of their emission spectrum. The emission spectrum of the QD lacks the long red 
tail commonly found in organic dyes. As a result, emission spectra of differently sized 
quantum dots can be easily separated spectrally 10. The excitation bands, on the other 
hand, are very broad, so that quantum dots with different emission bands (diameter) can 
be all excited at the same wavelength. Moreover, the broad excitation spectrum allows 
excitation far away from the emission band. Finally, quantum dots are photo-stable and 
exhibit only modest photobleaching. However, QDs sometimes show a strong blinking 
behavior that is less favorable for microscopic applications.  
The QDs employed here are CdSe dots with a ZnS layer to enhance the luminescence 
quantum yield. The CdSe/ZnS QDs were synthesized according to a slightly modified 
method as described by Hines and Guyot-Sionnest 26 and will be described more 
extensively in chapter 5. Chloroform dispersed QDs were spread on a coverslide and 
dried in air prior to mounting in the setup. 
 
Chapter 2 
48 
2.3 Applications 
 
All the example experiments described here were carried out with the CLSM. Areas of 
interest were pre-viewed and selected using the standard PMT of the CLSM (detection 
channel 2 in figure 2-2). All emission light was directed to the spectrograph, detection 
channel 1, when acquiring spectra. Although scattered laser light is spectrally separated 
from the fluorescence emission, it may introduce artifacts in the spectra, in particular 
close to the excitation wavelength. Therefore, both detection channels were equipped 
with bandpass or longpass emission filters to suppress scattered excitation light. 
2.3.1 In vitro motility assay 
The FRET study on the in vitro motility assay was carried out in the 2D-mode. Images 
of 160×160 points were acquired, with a field of view of 32×32 µm2. The IVMA 
contained three differently labeled 
actin filaments: Donor labeled, 
acceptor labeled and donor plus 
acceptor labeled. We employed 488 
nm and 531 nm laser light for the 
direct excitation of alexa-488 and 
TMR respectively. However, the 
TMR molecules have some residual 
absorption at 488 nm. 
Figure 2-7A shows the integral 
emission intensity between 500 nm 
and 700 nm of the IVMA, at 488 nm 
excitation. A 500 nm longpass filter 
(Chroma, HQ500LP) was inserted in 
detection channel 1 to block 
scattered laser light (see figure 2-2). 
The spectra were recorded with a 
3 ms dwell time per image point, 
and the total acquisition time for an 
image amounted to 1.5 minutes. 
Eight-pixel binning was employed in 
the spectral direction, yielding a 
spectral resolution of approximately 
5 nm at 550 nm.  
Figure 2-8 shows emission spectra 
from three (single) image points in 
the image. The position of the image 
points are indicated by the arrows in 
C TMR
B alexa-488
a
A
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Figure 2-7. Spectral data from an IVMA containing 
a mixture of 3 differently labeled actin filaments: 
only donor (alexa-488 at phalloidin), only acceptor 
(TMR at cys374) and both donor and acceptor 
labeled filaments. (A) Integral emission intensity 
between 500 nm and 700 nm at 488 nm excitation. 
The arrows indicated by d, a and da point to donor, 
acceptor and double labeled filaments respectively. 
(B) Fitted contribution of Alexa-488 to the intensity 
at 488 nm excitation (C) Fitted contribution of TMR 
to the intensity 488 nm excitation and (D) Integral 
intensity at 531 nm to directly measure the TMR 
density of the filaments. Spectra of three different 
pixels in the image are plotted in figure 2-8 
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figure 2-7A. The dashed, dotted and solid lines represent the spectra of a donor only, 
acceptor only and a donor plus acceptor labeled filament, respectively. In the donor plus 
acceptor spectrum a large acceptor enhancement is visible in combination with a donor 
signal reduction with respect to the spectra of the single labeled filaments. 
The spectra at each image point were analyzed by using the SVD method. The spectra 
of alexa-488 and TMR were used as references. Although there is some spectral overlap 
between the emission of alexa-488 and TMR, fitting the full spectra yields the 
contributions of the two probes without any cross talk. Figure 2-7B and C show the 
contributions of the two probes in each image point. The donor only and acceptor only 
labeled filaments appear exclusively in images B and C respectively. The double-
labeled filaments, however, appear in both images B and C. 
In agreement with the spectra of figure 2-8 the donor plus acceptor labeled filaments 
show a clear acceptor enhancement in figure 2-7C. Moreover, the same filaments show 
a donor signal reduction in figure 2-7B.  
To show that the enhanced TMR intensity in the double-labeled filament was indeed 
caused by FRET and not by a higher TMR density, a second spectral image was 
recorded, now at an excitation wavelength of 531 nm. The integrated emission intensity 
of this image is shown in figure 2-7D. The image was recorded with the same spectral 
resolution and dwell time as before, but now using a 545 nm longpass filter to block 
scattered laser light (Chroma, HQ545LP). At the 531 nm excitation wavelength Alexa-
488 does not show any significant absorption. However, TMR possesses strong 
absorption bands at this wavelength. For this reason, the emission intensity at this 
excitation wavelength is a direct measure of the TMR density in the filament. 
The double-labeled filaments do not show higher TMR intensities than the filaments 
labeled with TMR only, but rather a lower intensity. This indicates that the probe 
density of TMR is not higher in the double-labeled than in the acceptor-only labeled 
filaments. These findings, in combination with the enhanced acceptor intensity of the 
double-labeled filaments in figure 2-7C unambiguously prove the occurrence of FRET 
 
Figure 2-8. Single pixel spectra from 
actin filaments in figure 2-7, Dashed 
line: filament labeled with donor only, 
dotted line: filament labeled with 
acceptor only and solid line: filament 
labeled with both donor and acceptor. 
The background is subtracted from the 
spectra and the spectra are flatfield 
corrected. 
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between Alexa-488 and TMR in the double-labeled actin filaments. The occurrence of 
FRET was confirmed by other experiments in which photobleaching of the TMR 
yielded an increase in the Alexa-488 signal (data not shown). 
The lower TMR intensity at 531 nm excitation of the double-labeled filament with 
respect to the single-labeled filament is explained by energy transfer sensitized 
photobleaching during the preceding 488 nm excitation experiment 27. This was 
confirmed by reversing the recording sequence of the images at the two excitation 
wavelengths (data not shown). In this case the TMR fluorescence of the single- and 
double-labeled filaments did not differ at 531 nm excitation. 
2.3.2 Fibroblasts 
In this paragraph another FRET example will be shown in which the spectrograph is 
used in the 2D-mode. As explained in the previous chapter, the FRET efficiency E can 
be quantified from the intensity decrease of the donor probe in the vicinity of an 
acceptor (Fd-Fda), compared to the donor intensity Fd without acceptor: 
 1d da da
d d
F F FE
F F
−
= = −  (2.1) 
A well-established method to determine the donor reference intensity Fd measures the 
donor intensity after photobleaching the acceptor 28. Here, the same sample is used to 
measure Fda and Fd, which prevents probe concentration differences that may occur 
when measuring them using separate FRET and reference samples. An essential 
constraint is that the acceptor probe becomes optically inactive after the photobleaching 
(i.e. non-absorbing and non-fluorescent). FRET can still occur when the acceptor probe 
becomes non-fluorescent, but remains light absorbing. Furthermore, when probes 
undergo a photochemical reaction, the photoproduct can be still fluorescent, but with 
different absorption and emission spectra than the original probe 29.  
The latter can be ruled out by spectral analysis of the emission spectra before and after 
photobleaching. Figure 2-9 shows fluorescence images of a fibroblast cell, labeled with 
FITC (donor) and TMR (acceptor). An image of 160×160 pixels and field of view of 
17×17 µm2 was recorded with 3 ms dwell time per point. The excitation wavelength that 
was applied in this experiment to directly excite FITC was 488 nm. That for direct 
excitation of TMR was 568 nm. This wavelength was chosen longer than that of the 
IVMA experiment in the previous section, to further suppress direct excitation of FITC, 
in particular during the photobleaching. The respective emission filters in channel 1 
were a 500 nm and a 580 nm longpass filters (Chroma, HQ500LP and HQ580LP). To 
establish the occurrence of FRET, the TMR was photobleached in part of the cell, using 
the 568 nm excitation light. Before photobleaching the donor emission intensity was 
determined by integrating the emission intensity between 505 nm and 545 nm at 488 nm 
excitation (figure 2-9A). The acceptor intensity was determined similarly between from 
the emission light between 580 nm and 700 nm, now at 568 nm excitation (figure 2-9B).  
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Part of the cell (~8 × 8 µm2) was 
photobleached at 568 nm excitation. 
Photobleaching was accomplished 
by a repetitive scan of a smaller 
area of the cell with high excitation 
power. The photobleached area is 
denoted in figure 2-9 by the white 
squares. The integrated TMR 
intensity in this area was largely 
reduced by the photobleaching 
(figure 2-9C) while the intensity 
between 505-545 nm was increased 
compared to the part of the cell that 
was not photobleached (compare 
figure 2-9D with figure 2-9A inside 
and outside the square, pointed out 
by the white arrows).  
Based on these intensities the 
occurrence of FRET could be 
concluded. However, comparison of 
the spectra in part of the cell that 
was photobleached with a part that 
was not photobleached 
(figure 2-10) revealed that the 
intensity increase between 505-545 
nm was not caused by an increased 
FITC signal. An additional peak 
appeared in the emission spectrum 
in the photobleached part of the cell 
A B
C D
 
Figure 2-9. Fluorescence intensities from Fibroblast 
cells containing FITC-labeled EGFR and TMR-
labeled Cholera-toxin before and after 
photobleaching part of the cell. The part of the cell 
that was photobleached is denoted by the white 
square. (A) Integrated emitted intensity from 505-545
nm at 488 nm excitation wavelength before 
photobleaching. (B) Integrated emission intensity 
from 580-700 nm at 568 nm excitation wavelength 
before photobleaching. (C) Integrated emission 
intensity from 580-700 nm at 568 nm excitation 
wavelength after photobleaching part of the cell at 
568 nm. (D) Integrated emission intensity from 505-
545 nm at 488 nm excitation wavelength after the 
photobleaching. 
 
Figure 2-10. Emission spectra from two 
areas of figure 2-9D with (solid line) 
and without photobleaching (dashed 
line). The selected areas are at the 
points of the white arrows in figure 2-9. 
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with an emission maximum between 550-560 nm. Therefore, the spectrum in the 
bleached area cannot be described as the superposition of the FITC and TMR spectrum. 
Furthermore, the left side of this peak emitted in the wavelength band 505-545 nm and 
contributed to the intensity in figure 2-9D. The FITC intensity, with its emission 
maximum around 520 nm seems rather lower than higher. Therefore the observed 
intensity increase in figure 2-9D is explained by the appearance of the additional peak 
and not by a donor intensity increase. 
This implies that a photochemical reaction had occurred in the cell on photobleaching, 
of which the reaction product was fluorescent. A reaction of FITC was not expected, 
because the excitation wavelength of 568 nm was outside the FITC excitation band. A 
reaction of TMR was much more likely, because that undergoes the photobleaching. 
However, measurements carried out at cells in which the CTB was labeled with TMR 
and the EGFR was left unlabeled did not show the extra emission peak around 555 nm 
(data not shown). Therefore, the new photoproduct cannot be explained by a 
photochemical reaction of the TMR (alone). 
Other possible explanations are that FITC reacted after all as a result of the intense 
illumination at 568 nm or that the reaction involved both TMR and FITC. Further 
experiments would be required to solve the photoreaction that occurs, e.g. on samples in 
which only the EGFR is labeled with FITC. 
2.3.3 Quantum dots 
The experiments on single quantum dots were carried out in the time-mode of the 
spectrograph. In the time-mode, the scanning mirrors are parked at the position of 
interest during the acquisition of the spectra. The quantum dots were excited at 468 nm 
and the emission was detected between 500 nm and 700 nm. Four pixels were binned in 
the dispersion direction, yielding a ~3 nm spectral resolution at 580 nm and a 5.2 ms 
integration time per spectrum was employed. A 480 nm longpass filter (Ba480, Nikon) 
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Figure 2-11.  Time resolved emission spectra of two colocalized quantum dots at 5.2ms dwell 
time per spectrum. The wavelength is plotted vertically, and the time is plotted horizontally. 
The emission maximums of the two quantum dots are at 610 and 555nm for quantum dot 1 
and 2 respectively. The three arrows mark positions where only dot 1 is emitting (I), dot 2 is 
emitting (II) or both dots are emitting (III). The spectra at these points are shown in 
figure 2-12.  
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was inserted in the detection path to block scattered laser light. 
A time trace of 1 second, out of a 3 minutes recording, is plotted in figure 2-11. Here, 
the wavelength is plotted vertically and the time horizontally. Two horizontal bands are 
visible, showing the presence of two quantum dots, colocalized in the detection volume. 
The upper and lower bands correspond to two quantum dots with emission maximums 
at 610 nm (quantum dot 1) and 555 nm (quantum dot 2) respectively. Figure 2-12 shows 
the spectra at three different points in time; the three arrows in figure 2-11 indicate the 
positions of the spectra. At position I only quantum dot 1 is emitting, at position II only 
quantum dot 2 is emitting and at position III both dots are emitting. Quantum dot 1 has 
a higher emission intensity than quantum dot 2. A more extensive description and 
discussion of quantum dot experiments are found in chapters 5 and 6. 
2.4 Discussion and conclusion 
In this paper we describe a sensitive spectrograph that is optimized for use in (scanning) 
fluorescence microscopy. The most critical design parameter turns out to be the overall 
sensitivity of the spectrograph in the wavelength range 450-750 nm.  
In order to compare the sensitivity of the detectors, the S/N per detection channel was 
used as a figure of merit. Two detectors were compared, a B-CCD and a sensitive I-
CCD. For the B-CCD the specifications of the Princeton Instruments NTE/CCD-1340 
were used, and for the I-CCD the specifications of a (fictive) camera equipped with a 
fourth generation image intensifier.  
The effective quantum efficiency of the I-CCD was chosen to be η/F = 0.25. This is 
lower than the quantum efficiency specified for commercially available Gen IV image 
Figure 2-12 Three spectra taken from 
the time trace of figure 2-11: (I) only 
quantum dot 1 emitting, (II) only 
quantum dot 2 emitting and (III) both 
dots emitting.  
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intensifiers. For these intensifiers peak η values in excess of 40% are given. However, a 
thin protective layer between the photo-cathode and the front side of the micro-channel 
plate of the image intensifier reduces the overall quantum efficiency of the I-CCD. The 
protective layer serves to prevent ion feedback, but also blocks 20-30% of the 
photoelectrons. Furthermore, the sensitivity of the I-CCD is also affected by 
multiplicative noise. A realistic value of the noise factor related to this type of noise is 
F ≈ 1.4  31.  Therefore, an effective quantum efficiency of 25% seems reasonable for the 
I-CCD system. 
It should be noted that image intensifiers are also employed to serve as a fast shutter 7. 
This offers the possibility of recording spectra with nanosecond time resolution (i.e. 
recording of the fluorescence lifetime).  
A single layer AR coated prism was chosen to disperse the light. This yields a high 
transmission of about 85% and can be further improved by applying a custom multi 
layer AR coating. A disadvantage of a prism compared to a grating is the (larger) non-
linearity in the dispersion. This, however, can be easily corrected for and does not 
restrict the applicability of the spectrograph.  
The fiber coupling introduces extra light losses, about 10-15%, compared to direct 
coupling of the emission light into the spectrograph. The fiber coupling, however, 
makes the spectrograph very versatile. The throughput of the fiber can be improved by 
coating the faces of the fiber. 
The spectrograph records only one spectrum, with a limited number of points at a time. 
Therefore, only a small section of the (large) CCD chip is employed for the recording of 
spectra with millisecond acquisition times.  
Often the full size of the CCD chip is used 4, 6-8. Here, the direction on the chip 
perpendicular to the dispersion direction contains spatial information of the sample. 
This allows for faster recording of the spectra from a complete line in the sample, 
however, longer readout times are required to read out the chip. In general the gain in 
acquisition speed for a complete 2D image will be limited. Moreover, this configuration 
does not allow for fast (millisecond) time resolved measurements. 
Although an ADC speed of 1 MHz was employed we could not operate the camera at 
spectral rates above 800 Hz. This was somewhat surprising because the spectra 
contained only about 100 points. The maximum rate is much lower than expected based 
on the speed of the ADC. The difference is explained by the overheads in the readout 
timing, e.g. dummy reads and software delays. 
The setup can be used in 2D-mode or in time-mode and we showed applications of each 
of the acquisition modes. In the 2D-mode a 160×160 pixel image was collected in 1.5 
minutes. The spectra of Alexa-488 and TMR show significant overlap. Decomposition 
of the acquired spectra revealed the contributions of the two probes to the spectrum, 
with negligible cross talk. The spectra unambiguously revealed energy transfer between 
Alexa-488 and TMR in the double-labeled filaments.  
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The measurements showed some photobleaching of the TMR. However, spectra of 
sufficient quality can be recorded with much less signal than in figures 5 and 6. 
Consequently, the effects of photobleaching can be significantly reduced. Negligible 
photobleaching is important for quantification of the energy transfer efficiency. 
An advantage of spectral analysis compared to detection of only a two color bands was 
clearly shown in the second application. The spectral analysis revealed spectral changes 
in the sample on photobleaching. If the spectral information would not have been 
available, the observed changes in the integrated intensity could easily, though 
erroneously be explained as FRET. Similar results were observed with photobleaching 
of Texas Red 29. After the photobleaching of this probe a peak appeared in the emission 
spectrum, that was blue shifted with respect to the Texas Red emission peak. This 
proves that the observation presented here is not unique and that creation of new 
fluorescent molecules in a specimen cannot be excluded without further investigation. 
The spectrograph proved to be an effective device to test the suitability of probes for 
usage in photobleaching FRET.  
In the last application time resolved spectra of two colocalized quantum dots were 
recorded. The two quantum dots could be spectrally resolved and their spectra could be 
followed in time for several minutes with a resolution of 5.2 ms.  
Furthermore, the setup proved useful to measure the fluorescence behavior of a probe in 
the experiment environment of interest (in microscopy) and the suitability of the probes 
for further experiments 32.  
Another appealing application of the time resolved recording of spectra is the 
determination of e.g. Ca2+ and other ions by means of fluorescence emission ratio 
imaging 1. Using the spectrograph this can be accomplished with millisecond time 
resolution. 
The spectrograph presented here is a versatile device that can be employed for many 
applications. Other applications of the spectrograph to detect FRET and measure the 
photo-physical properties will be discussed later in this thesis. At present the time 
resolution is about 1.2 ms, and limited by the CCD camera. Optimization of the system 
should enable sub-millisecond acquisition of spectra. Furthermore, the sensitivity of the 
system can be somewhat improved by employing an optimized coating on the prism and 
fiber faces. 
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Appendix A: Spectrum correction for background and setup sensitivity 
 
A measured spectrum s’ does not exactly equal the true spectrum s. At each wavelength 
λi it has a background contribution and it depends on the spectral detection efficiency 
(spectral response) and on the dispersion of the setup:  
 ( ) ,i i i i s is s bgη λ′ = ⋅ ⋅ ∆ +  (A.1) 
Here, ηi⋅∆λi is detection efficiency spectrum (flatfield spectrum) of the setup and bgs,i is 
the background at λi. ∆λi is the bandwidth at λi. Because we used a prism for dispersion, 
the bandwidth is wavelength dependent  (see figure 2-3).  
To obtain the real spectrum from a measured spectrum, a background needs to be 
subtracted and the spectral has to be devided by the spectral response of the setup: 
 ,i s ii
i i
s bg
s
η λ
′
−
=
⋅ ∆
 
The background has different components. With most CCD cameras a constant offset is 
added to the signal and there is detector background as a result of dark current. The 
latter had minor influence in our setup, because of the short applied dwell times (The 
used CCD camera had a dark current that amounted to less than 1 count/pixel/s, and we 
applied dwell times much below 1 s). Furthermore, there can be background 
components originating from rest of the setup (e.g. autofluorscence from an optical 
filter, objective oil, or stray-light). Because most of this background is not created in a 
focal plane, the major part of it does not reach the detector. This is particularly true for a 
confocal microscope. Finally, the sample will contribute to the background as well 
autofluorescence from the sample (e.g. coverslide or mounting medium). The average 
spectrum from an area in the image with no obvious fluorescence contains the detector 
and setup contributions, as well as at least part of the sample background.  
The flatfield spectrum η is obtained by comparing a measured spectrum with its true 
spectrum. To this end we used the spectrum of a calibrated tungsten band lamp. The 
band lamp spectrum was assumed to be identical to the spectrum of a blackbody 
radiator of the same temperature. The measured band lamp spectrum can be written 
similarly to eq. (A.1): 
 ( ) ,i i i i L iL L bgη λ′ = ⋅ ⋅ ∆ +  (A.2) 
Differences in the dwell time and in stray light will in general cause a difference 
between the background bgL and the background bgs of the fluorescence measurements 
and a separate background measurement should be recorded. To reduce the noise in the 
recording of the band lamp spectrum and its background, spectra are accumulated until 
the net signal (after background subtraction) exceeds 1 million counts at the wavelength 
with the lowest intensity. The true band lamp spectrum L was assumed to be that of a 
blackbody radiator of the same temperature. The spectrum of a blackbody radiator of 
temperature T is described by the Planck curve: 
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with h is the constant of Planck and c the speed of light in vacuum. When L’ and bgL 
are measured and L is calculated using eq. (A.3), rearrangement of eq. (A.2) yields the 
flatfield function: 
 ,i L ii i
i
L bg
L
η λ
′
−
⋅ ∆ =  (A.4) 
The flatfield spectrum ηi ⋅∆λi thus includes the variable bandwidth per CCD pixel. 
Equation (A.4) was divided by the dispersion curve (∆λi) to obtain the sensitivity curve 
that is shown in figure 2-4. 
Note: In principle a measured spectrum is the convolution of its real spectrum with the 
spectral response function of the setup 8. However, approach that is mentioned here is 
justified when there is no significant overlap between adjacent (binned) pixels. When 
there is no significant contribution of the value that is detected in a (binned) pixel to the 
neighboring pixels, the spectral response function turns into a Dirac δ-peak function, 
and the convolution yields the equations above. 
 
Appendix B:  Description of fitting procedure 
using Singular Value Decomposition 15, 33 
 
If s is an m-point spectrum and A is a n-column matrix containing the reference spectra 
to be fitted with, then the following set of equations needs to be solved:  
 
          
⋅ =               
A x s  (B.1) 
Here the vector x contains the amplitudes (concentrations) of each of the components 
contributing to the measured spectrum s.  
The matrix A spans an n-dimensional subspace in the m-dimensional space of the 
spectra. The best fit for b is its orthogonal projection on the subspace of A 33. If the 
vectors (columns) in A were orthogonal, then the projection is simply the inner product 
of the measurement with each of the columns of A. In most cases, however, A is not 
orthogonal, so that a decomposition procedure must be employed. Here A is 
decomposed with singular value decomposition (SVD) into two orthogonal matrices U 
and V and a diagonal matrix W: 
 T
              
= ⋅ ⋅                     
A U W V  (B.2) 
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The matrix U is an orthonormal set of vectors (columns) spanning the same subspace as 
A and consequently has the same dimensions as A. The orthogonal projection of s onto 
the subspace of U, and thus A can now be calculated by the inner product of s and each 
of the columns of U.  
The matrices W and V are both square matrices, with dimensions equal to the number 
of reference spectra. The diagonal elements of W contain the singular values of the 
decomposition, or weighing factors. The matrix multiplication between A with V yields 
the projection of A on U. By inverting VT and W, the projection of s on the vectors of U 
can be transformed to a projection on the vectors of A. 
 
Since U and VT are orthogonal matrices with respect to their columns, their inverse 
matrices are equal to their transposed matrices. The inverse of the diagonal matrix W is 
a new diagonal matrix with each diagonal element replaced by its reciprocal. Using 
equations (B.1) and (B.2), the best fit of x for a spectrum s can be calculated by the 
matrix multiplication: 
 1 T−
                  
= ⋅ ⋅ ⋅                           
x V W U s  (B.3) 
As can be seen from these equations, once the matrix A is decomposed, every new 
spectrum can be calculated using this matrix multiplication. 
When measuring full spectra, the number of spectral points is much larger than the 
number of reference spectra and the system is generally overdetermined. Degeneracy 
however occurs when one of the reference spectra can be written as the superposition of 
the other reference spectra; the dimension of the subspace spanned by A is then 
reduced. The fitting results now become physically meaningless because the component 
combination does not give a unique solution.   
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3.1 Introduction 
In this chapter Monte Carlo simulations (MCSs) to simulate Förster Resonance Energy 
Transfer (FRET) in actin filaments (F-actin) are described. FRET is a sensitive method 
for the study of distances between two (fluorescently) labeled sites on a nanometer 
scale, because the energy transfer efficiency exhibits inverse sixth-power dependence 
on the distance between the labels (see for example Ref. 1-3). The energy transfer 
efficiency is commonly determined from the decrease in the donor fluorescence 
intensity or lifetime due to FRET. It is frequently applied to measure distances between 
different sites in actin 4.  
The sequence and structure of globular actin (G-actin, i.e. monomers) have been 
determined by several groups 5-7, and the overall structure published by Kabsch et al. 5 
is now generally accepted. Most of the distances in G-actin as measured with FRET are 
consistent with this structure 4, 5.  
F-actin structures have been published as well, but some discrepancies exist between the 
structures presented by different groups 7, 11-13.  F-actin can be studied in the microscope 
using the in vitro motility assay (IVMA). The IVMA is normally employed to study the 
interaction between actin and myosin on the molecular level. A glass slide is covered 
with myosin (or myosin subfragments) that are randomly orientated and labeled actin 
filaments are placed on top14. After addition of ATP myosin can propel the actin 
filaments by hydrolysis of the ATP (see figure 3-1). The IVMA enables to measure the 
sliding speed (motility) of actin filaments on top of myosin or its subfragments 15-19, the 
calcium regulation of the movement 10, 20 and the influences of several additives in the 
buffer on the direct contractile mechanism 10, 21. Here the IVMA was employed to study 
FRET within actin filaments that were labeled at two different sites (phalloidin and 
cys374). The FRET measurements on F-actin may give additional structural 
information. However, in F-actin, the interpretation of the FRET measurements is not 
straightforward. The distances between the monomers are comparable to typical Förster 
Weak binding Strong binding
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Working stroke
ADP
Pi
Pi
ADP
ADP
ATP
ATP
 
Figure 3-1. A simplified view of the ATP driven actin-myosin interaction 8, 9. Without ATP 
myosin binds strongly to actin (rigor). When ATP is bound to myosin the binding between actin 
and myosin becomes weak, i.e. myosin rapidly detaches and attaches to actin (vertical double 
headed arrows). The binding remains weak after ATP is hydrolyzed into ADP and phosphate 
(Pi). The release of Pi is believed to enable the power stroke that generates the movement of 
actin (with respect to myosin). After the power stroke ADP is released and the rigor state is 
created again. The black colored dots in the actin filament serve as a marker for the movement 
that was induced by the power stroke (Used with permission from Hamelink 10). 
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distances, and energy transfer occurs from one donor to several acceptors in the 
filament. The energy transfer efficiency now almost exclusively depends on the radial 
distances of the label sites to the main axis of the filament 22, 23. 
In the case of multiple acceptors per donor the expectation value of a binomial 
distribution of probes is commonly used to calculate the energy transfer efficiency 22-25. 
This method will be further referred to as the ‘statistical method’. The expectation value 
is the average energy transfer efficiency and is based on an infinitely large number of 
probes. Therefore the statistical method is only valid when the fluorescence signal from 
a large number of (donor) probes is measured, so that fluctuations in the average value 
introduced by the finite number of donors are averaged out. In microscopy experiments, 
on for instance the IVMA, the numbers of donor probes per detector pixel (or in case of 
the IVMA even per actin filament) is small and the statistical method cannot be 
employed.  
Monte Carlo simulations (MCSs) can also be used to determine the energy transfer 
efficiencies. They can be applied to systems with arbitrary distributions (including the 
binomial distribution), and with a limited number of probes. This makes MCSs well 
suited for the study of the influence of statistical variations in the donor and acceptor 
densities on the FRET efficiency.  In addition to these spatial heterogeneities, temporal 
changes occur in microscopy due to photobleaching of the donor and acceptor probes. 
These variations are difficult to implement in the statistical method, because 
photobleaching of donor and acceptor and the energy transfer are mutually 
dependent 26,27. Importantly, in the actin filament the probe distribution deviates from 
the binomial one when photobleaching occurs. It has been shown previously that Monte 
Carlo methods can provide solutions for complex rate equations 28, 29.  
The MCS algorithm described here incorporates photobleaching of both donor and 
acceptor, and takes the mutual influence of FRET and photobleaching into account. The 
distances between the label sites were extracted from the structure as published by 
Lorenz et al. 11 (further referred to as Lorenz-structure). 
Measured data on the IVMA will be shown, using the donor-acceptor couple 
tetramethylrhodamine and Cy5 at phalloidin and Cys374, respectively. An intensity 
increase of the donor signal in time was observed, because of the lower photo-stability 
of the acceptor compared to that of the donor. The donor intensity increase 
corresponded reasonably well to an exponential curve. Consequently, the energy 
transfer efficiency was calculated using an exponential fit of the donor intensity course. 
The MCSs are used to model the fluorescence intensity data of donor and acceptor in 
the IVMA and the feasibility of the exponential fit to calculate the resonance energy 
transfer. Furthermore, the relation between the measured energy transfer efficiency and 
the predicted one from the Lorenz-structure will be discussed.  
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3.2 Materials and Methods 
3.2.1 Sample preparations 
The sample preparations and construction of the IVMA were described previously by 
Hamelink et al. 18. Briefly, myosin subfragment Heavy Mero-Myosin (HMM, prepared 
with Chymotrypsin, Sigma) was immobilized on a glass slide and phalloidin-stabilized, 
labeled actin filaments were added to form rigor complexes with the HMM. The actin 
filaments were either labeled with tetramethylrhodamine-isothiocyanate (TRITC, at 
phalloidin, Sigma), with Cy5-maleimide (Cy5, at cys374) or double-labeled with both 
TRITC and Cy5. The TRITC and Cy5 in the double-labeled filaments served as donor 
and acceptor, respectively, in the FRET experiments. The preparation of Cy5-maleimide 
from commercial Cy5 succinimidyl ester (Amersham Pharmacia Biotech) was described 
in detail by Gruber et al. 30.  
Buffer solutions: Buffer compositions were calculated using a computer program based 
on Fabiato and Fabiato 31. The standard solution in the IVMA was a potassium buffer of 
50 mM ionic strength (AB-buffer: pH 7.4, [MOPS] = 10 mM, [Mg2+] = 2 mM, 
[EGTA] = 1 mM, [DTT] = 10 mM and [Ca2+] < 10-9 mM*) 18. The buffer did not 
contain ATP, to create rigor complexes between actin and myosin. Air was removed 
from the solution at low pressure, and the buffer was kept in a syringe with a long 
needle at 4°C to keep it free of air 18. The reducing agent, DTT, was added to the buffer 
shortly before use for conservation of the proteins. AB-BSA buffer was AB-buffer, 
containing 0.5 mg/ml bovine serum albumin (BSA) and an oxygen scavenger system 
(that were both added shortly before use). The oxygen scavenger was added to retard 
photobleaching via oxygen and was based on the principle of Kishino and Yanagida 32. 
It contained 3 mg/ml glucose, 21 units/ml glucose oxidase and 300 units/ml catalase.  
Protein preparation: Myosin and globular actin (G-actin) were isolated from the M. 
trapezius pars thoracica of male New Zealand White rabbits as described by Hamelink 
et al. 18. Myosin subfragment HMM (heavy meromyosin) was prepared with 
chymotrypsin 33. G-actin was isolated according to the procedure of Pardee and 
Spudich 34. Cy5-maleimide was covalently attached to cys374 of the actin using a 
slightly modified procedure described by Trayer and Trayer 35. Buffers were exchanged 
in a PD10 column (Amersham Pharmacia Biotech) and excess of buffer was removed 
with a centrifugal filter device (CENTRIKON YM-10, Millipore). The acceptor label 
density was 16 ± 1 %, as derived from the Cy5-absorbance at 649 nm (ε=250,000 
M-1cm-1) and the protein concentration determined using the Bradford protein assay. 
The Förster distance, R0, was calculated from the donor emission spectrum and acceptor 
absorption spectrum, assuming an orientation factor κ2= 2/3 4. For TRITC and Cy5 the 
                   
* MOPS (Sigma, 3-[N-morpholino]propanesulfonic acid), EGTA: (Sigma, ethylene glycol-bis(β-
aminoethyl ether) N,N,N’,N’-tetraaceticacid), DTT (Sigma, dithiothreitol), KOH and KCl (BDH) were 
added to adjust the pH and ion strength respectively. 
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Förster distance amounted to R0=6.5 nm. Here, a fluorescence quantum yield of 0.9 was 
assumed for TRITC. The setup described in chapter 2 was employed to check the 
creation of photoproducts upon photobleaching. The shape of the emission spectra of 
both phalloidin-TRITC and Cy5-maleimide did not visibly change upon photobleaching 
(data not shown). 
Actin was polymerized for at least one hour in AB-buffer, with 2 mM Mg-ATP added. 
The filamentous actin (F-actin) was diluted in AB buffer to 2 µM (monomer 
concentration) and 4 µM phalloidin was added for stabilization of the filaments. The 
acceptor-only labeled filaments were stabilized with unlabeled phalloidin (Sigma); for 
donor and double-labeled filaments TRITC labeled phalloidin was employed. Phalloidin 
was allowed to incubate for at least 12 hours. 
Construction of IVMA: The construction of the IVMA was described elsewhere 18. The 
flow cell consisted of two microscope cover glasses, separated by a 0.2 mm spacer. At 
two opposite sides the cell was open, to allow exchange of buffers. The bottom slide 
was coated with nitro-cellulose and covered with HMM by incubation for 1-4 minutes 
with AB-buffer that contained ~1µM HMM. Next, the cell was flushed thoroughly with 
AB-BSA-buffer, to remove unbound HMM and cover free nitro-cellulose with BSA. An 
F-actin mix (2 µl of each donor labeled, acceptor labeled and double-labeled actin 
filaments in 150 µl) in AB-BSA buffer was now added to the IVMA and incubated for 
1-5 minutes. Finally, the cell was flushed again with AB-BSA-buffer to remove 
unbound actin filaments and immediately used. 
3.2.2 Experimental setup 
The FRET measurements were carried out on a homemade epi-fluorescence 
microscope. Light from an Argon-Krypton laser (λ=531 nm, Spectra Physics 2060-
10SA) was guided to the setup using a monomode fiber. A 575 nm dichroic mirror 
(DM575, Nikon) was used to separate the excitation and emission light. The excitation 
light emerging from the fiber was focused below the actual image plane of the 
microscope to illuminate the whole detection area 36. 
The imaging experiments were carried out with a 40× oil immersion objective (PlanApo 
1.3 NA, Nikon) and the excitation intensity was approximately 10 W/cm2 at the image 
plane. The fluorescence emission was collected by the same microscope objective. After 
passing the first dichroic mirror the fluorescence emission was split by a second 
dichroic mirror (Q660LP, Chroma) that reflected the emission below 660 nm (of 
TRITC) and transmitted the emission above 660 nm (of Cy5). Two bandpass filters and 
an additional longpass filter in the Cy5 emission path were used to suppress cross talk 
between the two detection channels and block scattered excitation light (HQ600/50 and 
HQ710/70, Chroma, for TRITC and Cy5 respectively, and Ba590, Nikon). Series of 8 
images were recorded with a 10 seconds exposure time. 
The two detection channels (TRITC and Cy5) were projected on two separate 256×100 
pixel areas of a single CCD detector. A Peltier cooled, slow-scan CCD camera was used 
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for detection (Princeton Instruments, NTE/CCD-1340, 16 bit ST133 controller, operated 
at 100 kHz ADC with readout noise 3.5e−). The camera chip was 1340 pixels long and 
100 pixels high (20×20 µm2 each). The optical system between the objective and the 
detector magnified the fluorescence image by a factor of two. Consequently, the total 
magnification amounted to 80 times and the detector pixel size corresponded to 
0.25×0.25µm2 in the image plane.  
3.3 Model 
3.3.1 Actin Structure 
The distances between the label sites were calculated using the coordinates of the 
cys374 sulfide and the probe binding site of phalloidin in F-actin, as published by 
Lorenz et al. 11. Figure 3-2 gives a projection of eight monomers in an actin filament, 
showing the eight closest acceptor label-sites to a donor label-site. The distances from 
the donor site to its eight closest acceptor sites are 2.94, 3.50, 4.63, 5.05, 7.24, 7.95, 
9.56, and 10.16 nm. When the F-actin is viewed as a single (left-handed) helix, each 
monomer is shifted by 2.75 nm along the filament axis 4, 11. This yields 364 and 91 
monomers per micrometer and pixel length, respectively. 
 
3.3.2 FRET Model 
In the presence of multiple acceptors, the interaction of a donor with the individual 
acceptors can be considered to be independent 22-25. Under this assumption, the transfer 
rates kEi from the donor to each acceptor are pair-wise additive and can be written 
similarly to the single acceptor case:  
 ( )
6
0
Ei F NF
i
Rk k k
R
 
= + ⋅    , (3.1) 
with kF and kNF the fluorescent and non-fluorescent rates respectively of the donor 
probe. R0 is the Förster distance and Ri the distance from the donor to the ith acceptor. 
Here, fast orientation diffusion of the probe dipole moments is assumed and hence an 
orientation factor of κ2=2/3 4. The transfer efficiency Ei for a particular acceptor equals 
the ratio of the transfer rate to the acceptor and the total de-excitation rate: 
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Figure 3-2. Schematic projection of the 
donor-acceptor configuration in the 
actin filament, showing the eight closest 
acceptor label-sites (labeled ‘a’) at 
cys374 to a donor label-site (‘d’) at 
phalloidin. The axial displacement 
between the three most left acceptor 
sites is added in nanometers. 
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and total energy transfer from the donor becomes  
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The enhanced de-excitation rate of the donor reduces its fluorescence quantum yield, 
da F F NF Ei
i
Q k k k k = + +  ∑  and hence the donor fluorescence intensity Fda is 
quenched compared to the intensity in the absence of acceptors Fd. The change in 
intensity of a donor can be used to quantify the energy transfer E 37: 
 1 da
d
FE
F
= − . (3.4) 
Photobleaching of a probe can be considered to be an additional, irreversible de-
excitation process 26, 27. Instead of returning to the ground state the probe undergoes an 
irreversible reaction and becomes optically inactive (i.e. non-absorbing and non-
emitting). The photobleaching probability of a probe equals the ratio of the 
photobleaching rate (kpb) and the total de-excitation rate ( ik∑ )26 and is assumed to be 
independent of the excitation path: Both direct excitation by absorption of a photon and 
indirect excitation through FRET may result in photobleaching 27. In general, the 
photobleaching rate is much smaller than the sum of all the other rates, so that 
i F NF Eik k k k≈ + +∑ ∑ . FRET reduces the photobleaching probability: 
( ), , , 1pb da pb d F NF Ei pb d tot
i
P k k k k P E = + + = ⋅ −  ∑  
26. The photobleaching of the 
acceptor, on the other hand, is enhanced by FRET, because of the increased number of 
excitations 27. FRET thus influences the photobleaching of both donor and acceptor. As 
a result, the changes in the donor and acceptor densities are described by a set of 
differential equations that is in general difficult to solve analytically. 
Now, the fluorescence emission of the donor in the presence and absence of acceptors, 
as well as the energy transfer efficiency, are time dependent and eq. (3.4) can be 
rewritten as: 
 ( ) ( ) ( )( )1da d avgF t F t E t= ⋅ −  (3.5) 
In general Fd (t) and Eavg (t) cannot be obtained directly and additional assumptions have 
to be made. To analyze the FRET measurements and calculate Eavg (0), the energy 
transfer efficiency Eavg (t) was assumed to decay exponentially and the donor reference 
intensity Fd (t) was assumed to be constant. The experimental data were compared with 
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MCSs to estimate the accuracy of this method to calculate Eavg(0). Furthermore the 
comparison yielded information about the intrinsic photobleaching probabilities of the 
donor and the acceptor. 
3.3.3 Statistical method 
In the statistical method the expectation value of the energy transfer efficiency, i.e. the 
average energy transfer efficiency (Eavg), is calculated for an infinitely long filament in 
the absence of (photon) noise. The Eavg depends on the number of acceptors per donor 
and not on the number of donors per acceptor at excitation intensities significantly 
below the excitation-saturation level of the probes. Consequently, Eavg does depend on 
the acceptor density but not on the donor density in the filament. When the acceptor 
labeling of an actin filament is unsaturated, the number of acceptors per donor is not 
constant and it can be described by a binomial distribution. If the number of acceptor 
sites contributing to the energy transfer from a donor equals N, then 2N different 
combinations of labeled and unlabeled acceptor sites are possible. With label density εa 
the probability pj for combination j { }( )1..2N∈ with m labeled and N-m unlabeled 
acceptor sites equals ( )1 N mmj a ap ε ε −= ⋅ − . The total energy transfer efficiency Etot,j of 
the combination j depends on the sequence of the labeled and unlabeled sites, because 
the N acceptor sites are located at different distances from the donor. The average 
energy transfer efficiency Eavg equals the sum of the total energy transfer of each 
combination weighed by the associated probability of occurrence: 
 
2
,
1
N
avg tot j j
j
E E p
=
= ⋅∑ . (3.6) 
The statistical method was applied to study the influence of the number of acceptor sites 
per donor (N) on the average energy transfer. The calculations were carried out using 
different Förster distances of the donor-acceptor couple and at different acceptor 
densities.  
Furthermore the statistical method was used to calculate the influence of the acceptor 
position on the average energy transfer. Hereto, the acceptor label sites were 
collectively moved in three directions, with respect to the donor position: In the radial 
direction with respect to the filament axis, parallel to the filament axis, or rotated around 
the filament axis. 
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3.3.4 Monte Carlo simulations 
The statistical method can be only used to study (infinitely) long actin filaments and 
(infinitely) large photon fluxes. In contrast, MCSs can be used to study more 
realistically sized actin filaments and photon fluxes. The MCSs are based on the same 
equations (eqs. (3.1)-(3.4)) as the statistical method, but now use finite length filaments 
and a finite number of photons. The donors and acceptors were distributed randomly 
and independently on filaments, using their respective label densities. The simulations 
employed a set of input parameters describing the labeled filament (specimen 
parameters), as well as a set of simulation parameters. The specimen parameters were: 
The distances between the label sites in a filament, the label densities of the two probes, 
the Förster distance of the probe couple, the intrinsic (i.e. without FRET) 
photobleaching probabilities of the probes and the fluorescence quantum yields of the 
probes. The simulation parameters were: The number of monomers in the filament, the 
average number of excitation photons per monomer and the seeds of the random 
number sequences in the simulation. Every random parameter in the simulation was 
generated using independent random number sequences.  
The specimen parameters of the MCSs (and the statistical method) were determined 
independently as much as possible: The acceptor label density was determined from a 
Bradford protein assay and measurement of the probe absorption at 647 nm. The Förster 
distance was obtained from the probe spectra and the distances between the probes from 
the Lorenz structure. The number of monomers included in each filament-fragment 
(100) was estimated from the pixel size and taking a theoretical point spread function 
into account. The number of monomers per detector pixel in the microscope was 
estimated to be 91, using the Lorenz structure. As a result of a lateral point spread of the 
fluorescence signal in the microscope, the fluorescence signal from one monomer 
spreads over more than one pixel. Therefore, the intensity collected in each pixel 
originates from more than the 91 monomers. The contribution of a specific monomer 
decreases with increasing distance (of the projection) of the monomer to the center of a 
pixel. Based on these arguments and the resemblance between the measurements and 
the simulations the use of 100 monomers long fragments appeared justified. Finally, the 
average number of excitation photons per donor was estimated from the IVMA 
measurement as will be discussed later. In the actin filaments the probe density is not 
constant and probe density variations were included in the simulations by random 
labeling per monomer.  
Filaments were constructed and photon-interactions were simulated using the above 
input parameters and random number generators. A schematic overview of a simulation 
cycle is shown in the flow diagram of figure 3-3. Here, a gray background denotes a 
process that requires random numbers. 
The number of excitations and photon emissions were stored for each donor and 
acceptor. 
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The excitation photons were dealt with sequentially. The interacting monomer was 
selected at random, thus creating a variation in the number of excitations per probe. In 
the current MCSs direct excitation of the acceptors is neglected and only the donors can 
be excited by the photons. Photons striking a monomer that did not contain a donor 
probe were ignored. In the presence of a donor the partial and total energy transfer 
efficiencies, Ei and Etot respectively, were calculated for the acceptors in the vicinity of 
the donor (eq. (3.2) and (3.3)). Note that this approach overcomes the constraint of 
binomial distributions of the donor and acceptor probes. To account for photobleaching, 
photobleaching probabilities were employed for the donors and acceptors 
photobleaching. Probes were removed upon photobleaching for the remaining of the 
simulation.  
 
Without photobleaching, the average energy transfer of a filament was calculated, using 
eq. (3.4). To this end, the fluorescence intensity Fda was calculated as the sum of the 
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Figure 3-3. Flow graph of the main processes in 
the Monte Carlo simulations. The processes that 
involve random numbers are printed on a gray 
background. The simulation starts with the 
construction of a labeled filament. Next, a photon 
simulation loop is run for a fixed number of cycles. 
For each cycle, a monomer number is selected 
randomly and when a donor probe is present on the 
monomer, the de-excitation path is determined, 
using the donor probabilities on photobleaching, 
energy transfer, and fluorescence emission. When 
energy transfer occurs, it is determined to which of 
the nearby acceptors from the partial transfer 
efficiencies and a random number. Finally the de-
excitation path of the acceptor is determined from 
the photobleaching probability and the 
fluorescence quantum yield of the acceptor. The 
number of excitations and emitted photons is 
registered per monomer and per probe.  
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number of emitted photons by a double-labeled filament. The reference intensity Fd was 
the total number of emitted photons by the donors in an identical filament, but now 
without the acceptor labels. This method of calculating the energy transfer efficiency is 
comparable to that in the experiments by Bastiaens et al. 38. Here, the energy transfer 
efficiency was calculated from the donor fluorescence increase between two 
measurements, where the acceptor probes were photobleached in between. 
In the presence of photobleaching eq. (3.5) is applied, using an exponential decay of the 
energy transfer efficiency Eavg (t) and a constant reference intensity Fd (t). 
 
The simulation program was written in IDL (version 5.3.1, Creaso) and uses the 
standard uniform random number generator of IDL (RANDOMU), with independent 
seeds for every included variable. The IDL random number generator is based on the 
algorithm described by Park and Miller 39 with the addition of a Bays-Durham shuffle to 
remove low-order serial correlations  40. The number of excitations per donor (without 
photobleaching) and the variations in the number of donors and acceptors in the 
filament were analyzed to verify the performance of the random number generator (data 
not shown). The results proved that the random number generator behaved well.  
The simulations were carried out on a PC (DELL PRECISION 420, 800 MHz INTEL 
PENTIUM® III processor) operated under WINDOWS 2000 (Microsoft). A typical 
MCS, carried out on a 10,000 monomers filament, with 4100 photons per monomer, as 
will be presented later, took approximately 2 hours. 
3.4 Results 
3.4.1 General controls 
Several controls were carried out to test the Monte Carlo code and algorithm. In the first 
control we verified that the MCSs yielded the 6th order distance dependence 
characteristic for FRET between single donors and acceptors. The result at three 
different Förster distances is shown in figure 3-4. A second control was carried out with 
the statistical method to determine the number of acceptor sites N that should be 
included in the Monte Carlo simulations with multiple acceptors per donor (figure 3-5). 
Here, Eavg is calculated as a function of the label density εa, applying eq. (3.6). At 
R0=6.5 nm, at least the 6 closest acceptor sites should be included, in particular at lower 
acceptor densities. At shorter Förster distances inclusion of less acceptor sites is 
sufficient (data not shown). In the Monte Carlo simulations presented here eight 
acceptor label sites are included per donor. This assures that accurate Eavg values are 
found, even at the lowest label densities. In the experiments the acceptor label density 
amounted to 16 %. This low density is even further reduced after photobleaching. 
Moreover, the average excitation density per acceptor (i.e. the average number of 
excitations per acceptor, estimated from Eavg⋅ηdon/ηacc) also increases with the increased 
transfer efficiency following the inclusion of extra acceptor sites. The result is a faster 
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photobleaching of the acceptors. The estimation of the average excitation density also 
shows that the average number of excitations per acceptor can be larger than the number 
of excitations per donor, which was confirmed by the MCSs.  
The circles show the energy transfer efficiencies obtained from several MCSs at the 
same Förster distance (R0=6.5nm). Each simulation consisted of 1000 monomers with 
an average of 625 excitations per monomer. The donor label density was 90% and the 
acceptor label density ranged from 8 to 96 %. The results of the MCSs are in close 
agreement with those of the statistical method. The variation in the acceptor label 
density of the filaments that is caused by the random labeling is clearly visible in the 
figure. 
3.4.2 Influence of the acceptor positions 
An important issue in many quantitative FRET experiments is the sensitivity of the 
energy transfer efficiency for the displacement of the donor or acceptor. Here, we 
collectively moved the acceptor site positions in the filament and calculated the effect of 
 
Figure 3-4. Comparison of the energy 
transfer efficiency calculated from MCSs 
with the theoretical values of single 
donor-acceptor couples at different 
donor-acceptor and Förster distances. 
The theoretical values are shown by the 
curves at Förster distances of 4.5 nm 
(solid line), 5.5 nm (dashed line) and 6.5 
nm (dotted line). The dots with the error 
bars show the average values and 
standard deviations of the energy transfer 
efficiency calculated from 125 MCSs per 
point with 1600 photons per simulation. 
The donor-acceptor distances were 
selected equal to the eight closest donor-
acceptor distances in the Lorenz 
structure. 
 
Figure 3-5. The dependence of the energy 
transfer efficiency on the number of 
acceptor sites included in the calculations 
at different acceptor label densities at 
R0=6.5 nm. The average energy transfer 
is calculated using eq. (3.6), including the 
first 2, 4, 6 or 8 closest acceptor sites 
from a donor site in the Lorenz 
structure 11. 
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such movements on the average energy transfer efficiency (figure 3-6). Only the 
movement in the radial direction, perpendicular to the filament axis, (significantly) 
influenced Eavg. An increase of the radial position by 0.5 nm yields a reduction of 0.02 
in Eavg. Here, an R0=6.5 nm was used (see squares in figure 3-6). At a shorter Förster 
distance, the sensitivity for the distance increases (circles). Translations of the acceptor 
sites parallel to the filament axis and rotations around the filament axis had only minor 
influence on the energy transfer efficiency (data not shown). This is in agreement with 
other observations 22, 23, and is explained by the fact that the acceptor movement away 
from one donor in general also results in moving toward another donor.  
  
3.4.3 Influence of photon statistics and the number of monomers 
A series of simulations was carried out on filaments of different length to study the 
dependence of the FRET efficiency on ‘noise’ in the donor and acceptor labeling and on 
photon noise. To this end, simulations were carried out on a 10,000 monomers long 
double-labeled filament and on a 10,000 monomers donor labeled filament that served 
as a reference. Fragments of 100, 200, 400, 1000, or 2000 monomers were analyzed 
independently. Hence, the number of fragments per length equals the ratio of the total 
number of monomers and the fragment length. The average number of simulation cycles 
was 100 excitation photons per monomer and the total simulation was repeated 100 
times. Figure 3-7A shows the influence of the photon noise on the standard deviation in 
the value of E found in the simulations. To study the influence of photon noise, one 
section of each of the fragment sizes was selected and the average value and the 
standard deviation of the transfer efficiency were calculated from the 100 repetitive 
simulations. The relative standard deviation in E at 100 monomers per fragment was 
around 2 %, and it decreased approximately by the square root of the relative increase of 
the number of monomers in the fragment. Increasing the average number of excitation 
photons per monomer also resulted in a reduction of the photon noise by the square root 
of the relative increase (data not shown). The differences in the average values of the 
Figure 3-6. The influence of collective 
acceptor movement on the FRET 
efficiency, calculated with the statistical 
approach. The movement is in the radial 
direction with respect to the filament 
axis; the vertical line depicts the radial 
coordinate in the Lorenz structure. The 
calculations were carried out at R0=6.5 
nm (squares) and at R0=5.5 nm (circles) 
with an acceptor label density of 16 %.  
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differently sized fragments are much larger than the standard deviations and are 
attributed to the statistical variation in the distribution of labeled and unlabeled probe 
sites. Therefore, the selection of another section changed the average value of E. 
However, the different sections were found to have comparable standard deviations in 
the value of E. The influence of the distribution of labeled and unlabeled sites in a 
fragment is further illustrated in figure 3-7B. Here, the average and standard deviation 
in the value of E of the different fragments were calculated for the different fragment 
lengths. A large relative standard deviation of 20 % was observed at 100 monomers per 
sub-filament. This number decreases when the number of monomers in the fragment 
goes up. Increasing the average number of excitations per monomer did not reduce the 
standard deviations of figure 3-7B significantly. 
3.4.4 FRET in the IVMA 
We carried out fluorescence measurements on both single- and double-labeled actin 
filaments in the IVMA. In the measurements significant photobleaching was present, 
even though an oxygen scavenging system was applied. The acceptor (Cy5) appeared to 
be particularly sensitive to photobleaching. Therefore, analysis of the measured data 
was not possible by the statistical method. Figure 3-8 shows a typical fluorescence 
image of an IVMA at 531 nm excitation containing three different types of actin 
filaments: donor-only labeled, acceptor-only labeled and double-labeled with both 
donor and acceptor. Figure 3-8A and B show the first time frame of the donor and 
acceptor fluorescence, respectively. The donor-only and double-labeled filaments can 
be easily distinguished. The filaments labeled with acceptor-only were barely visible, 
showing that direct acceptor excitation is negligible at 531 nm. The two images were 
 
Figure 3-7. The influence of photon statistics and of the finite length of filaments on the 
standard deviation in the FRET efficiency at different fragment lengths. Each simulation 
contains 100 photons per monomer on average. (A) The average FRET efficiency and 
standard deviation for 100 simulations carried out on a single fragment at different lengths. 
(B) The average and standard deviation for simulations carried out on multiple fragments of 
the same length. The number of fragments per point amounts to 10,000/(fragment length). 
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corrected for the background. This was accomplished by subtracting the average 
intensity of an area in the image without any visible filaments. 
The average fluorescent behavior in time of two different filaments is plotted in 
figure 3-8C: one single-labeled with donors (trace 1); the other double-labeled (traces 2 
and 3). The donor-only labeled filament shows minor photobleaching. The acceptor 
intensity in the double-labeled filament decreases rapidly, while the donor intensity 
increases simultaneously. This is indicative for the occurrence of FRET. In the analysis 
of the results on the double-labeled filament the minor photobleaching of the donor was 
neglected and only acceptor photobleaching was included. This was accomplished by an 
exponential intensity increase of the donor: 
 ( ) { },0 ,1 expda d avg pb daF t F E t τ = ⋅ − ⋅ −   (3.7) 
Here, τpb,da is the photobleaching time constant of the donor intensity increase in the 
double-labeled filaments. The time t was expressed in frame numbers and was 
associated with the middle of the time frame. The fit was carried out per camera pixel 
employing a threshold (800 counts) to exclude pixels lacking a filament. The fit results 
showed large pixel-to-pixel variations in the photobleaching time constants and FRET 
efficiencies. The latter is shown in the image of the energy transfer efficiency and its 
histogram of figure 3-9A and B respectively. A Gaussian fit was employed to calculate 
the average value and standard deviation of the FRET efficiencies (table 3-1).  
The photobleaching of the acceptor signal was fitted by an exponential function as well. 
The photobleaching time constants of the donor-only labeled filaments were calculated 
from a linear fit through the data, because of the slow photobleaching. The average 
photobleaching time constants and FRET efficiency of the fits are presented in 
table 3-1. 
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Figure 3-8. FRET measurement on the IVMA containing filaments labeled with donor, acceptor 
and donor plus acceptor. (A) Donor image. (B) Acceptor image. (C) The time traces of the 
average intensities per frame of the three numbered filaments in A and B. ‘1’: Filament labeled 
only with donor. ‘2’ and ‘3’: Donor and acceptor signals of a double-labeled filament. The 
exposure time per frame amounted to 10 s.  
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The experiments were simulated with the MCSs and the results are also given in 
table 3-1. The average number of photons per monomer was estimated from the IVMA 
measurement. It was calculated by Gaussian fitting the maximum intensity and the 
width of a donor-only labeled filament in the fluorescence image (approximately 5000 
counts and 2.4 pixels respectively). This yielded a total of 1.5⋅104 counts per 0.25 µm 
filament length (i.e. per pixel length). This corresponds with 3.3⋅105 emitted photons per 
pixel from a donor-only labeled filament per time frame. Here, we assumed a 90 % 
fluorescence quantum yield of the donor and a 5 % overall detection efficiency of the 
microscope plus CCD camera. At 90 % donor label density and 91 monomers per pixel 
length in the Lorenz structure, this corresponds to 4.1⋅103 emitted photons per donor. 
For this reason, the (average) number of photons per monomer in the simulations was 
chosen to be 4100.  
The simulations were carried out on n fragments of 100 monomers long (n=100). Other 
values for the simulation input were: label densities of 90 % and 16 % for the donor and 
acceptor respectively, R0=6.5 nm, and the donor-acceptor distances (Ri) according to the 
Lorenz structure. The fluorescence quantum yield of TRITC and Cy5 were estimated to 
be 0.9 and 0.28 respectively. The latter value is a lower limit (technical data: Amersham 
Pharmacia Biotech). The fluorescence quantum yields of the donor and acceptor were 
multiplied by 0.05, to account for the overall detection efficiency of the setup. Based on 
these input values, MCSs were carried out on an ideal set of probes, i.e. probes not 
suffering from photobleaching. The result is shown in the last column of table 3-1. 
 
The same simulations were also carried out including photobleaching on the same 
filament-fragments. The results were fitted similarly to those in the IVMA experiments. 
The photobleaching probabilities were varied until the simulated photobleaching time 
constants of the donor-only labeled segments and those of the donor and acceptor 
A
energy transfer efficiency (-)
0 10.5  
 
Figure 3-9. FRET efficiency calculated per pixel of the measurement shown in figure 3-8, 
applying eq. (3.7). (A) FRET efficiency per pixel and (B) histogram of all FRET efficiencies of 
A. The included line graph belongs to the Gaussian fit through the data. 
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signals of the double-labeled segments matched those obtained in the IVMA 
experiments. The match was closest for intrinsic photobleaching probabilities of 4.5⋅10-6 
and 3.6⋅10-5 for the donor and acceptor respectively. The fit results of simulations are 
listed in table 3-1 for both segment lengths. The table also lists the results of MCSs that 
were carried out with a 10% larger acceptor photobleaching probability as well as 
results without donor photobleaching. 
3.5 Discussion and Conclusions 
Monte Carlo simulations were employed as a tool to model FRET in double-labeled 
actin filaments exhibiting multiple donor–acceptor interactions. The statistical model 
(eq. (3.3) and (3.6)) predicted a FRET efficiency of 0.523, based on the Lorenz structure 
for the actin filament, R0=6.5 nm and 16 % acceptor label density. The average FRET 
efficiency of 0.52 (standard error of the mean ± 0.01) obtained from the MCSs on ideal 
probes (without photobleaching) was in close agreement with that of the statistical 
method. The experiments carried out on the IVMA, however, suffered from 
photobleaching of the acceptor. To estimate the photobleaching probabilities, the time 
courses of the experimental donor and acceptor fluorescence intensities were compared 
Table 3-1. The photobleaching times (in frame numbers) and energy transfer efficiencies for 
the measured data and the MCSs. The number of included pixels in the fits are: 476 for the 
donor labeled filaments and 442 and 367 for the donor and acceptor signals of the double-
labeled filaments respectively. The presented values are the averages with the standard 
deviations of the distributions. The simulation input is described in the text. 
 Donor-only Double-labeled FRET efficiency 
 τ pb, donor τ pb, donor τ pb, acceptor 
Exponentially 
fitted  
No photo 
bleaching 
IVMA: 64 ± 36 1.8 ± 1.0 2.4 ± 1.0 0.51±0.10 N.A. 
MCS’s: 
Ppb,don / Ppb,acc 
    
4.5⋅10-6 
3.6⋅10-5 
62 ± 17 1.8 ± 1.0 2.6 ± 1.2 0.54 ± 0.14 0.52 ± 0.10 
4.5⋅10-6 
4.0⋅10-5 
63 ± 20 1.55 ± 0.66 2.28 ± 0.86 0.54 ± 0.15 0.52 ± 0.10 
0 
3.6⋅10-5 
> 103 2.9 ± 1.0 2.9 ± 1.1 0.56 ± 0.11 0.52 ± 0.11 
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with simulated time courses using different photobleaching probability values. The 
acceptor was found to have a higher photobleaching probability than the donor. The two 
main reasons for the difference in photobleaching behavior of the donor and acceptor 
are. (1) The intrinsic difference in the photo-stability of the two probes (TRITC versus 
Cy5 under the same conditions). (2) Probes at the phalloidin site are less prone to 
photobleaching than at the cys374 site. The cys374 is located at the exterior of the F-
actin, while the phalloidin site is buried inside the F-actin and thus better shielded from 
the environment. This was concluded from a comparison of the photostability of actin 
filaments labeled with tetramethylrhodamine at phalloidin and at cys374 (data not 
shown). The photobleaching probability of TRITC found here, is in the same range as 
the values reported for rhodamine (10-5-10-7)36, 41, 42.  
In both the simulations and the measurements of the double-labeled filaments, the time 
constant associated with the donor intensity increase was shorter than that of the 
acceptor intensity decrease. This is explained by the presence of some residual 
photobleaching of the donor. The MCSs without donor photobleaching yielded identical 
values for the two time constants.  
Acceptor photobleaching during the recording of the first frame leads to an erroneous 
value for Eavg of less than 0.4 when eq. (3.4) is used. Shortening the acquisition time can 
reduce this error at the expense of a higher photon noise. The MCS based noise 
analysis, however, showed that at 100 instead of 4100 excitation photons per monomer, 
the photon noise would still be much smaller than the noise from the limited number of 
probe molecules. 
The erroneous estimate of the value for Eavg can be also avoided by the incorporation of 
photobleaching in the analysis. Here, the measured donor intensity was fitted with an 
exponential function to estimate the energy transfer efficiency at t=0. To validate this 
method, MCSs with and without photobleaching of the probes were compared. 
The energy transfer efficiency at t=0 was calculated using MCSs with and without 
photobleaching. The values of Eavg did not significantly differ (based on a Student’s t-
test, p<0.05 43), proving that the usefulness of the fit approach to take photobleaching 
into account.  
The experimental data of the IVMA were compared with MCSs that included 
photobleaching. The values of Eavg (at t=0) were somewhat different, see table 3-1 
(significant at p<0.05, Student’s t-test). The lower FRET efficiency of the experiment 
compared to the MCSs may have several causes. Both traces of free probe in the actin 
stock solution and photobleaching of acceptor before the start of the measurement lead 
to an overestimation of the acceptor label density. To reduce photobleaching before the 
start of the experiment, focusing was carried out at the lowest possible excitation 
intensities and short acquisition times of the camera. The difference in Eavg may also be 
explained by an overestimation of the Förster distance. The discrepancy is less likely to 
be explained by a deviation from the Lorenz structure. A radial acceptor displacement 
of more than 0.5 nm is required to obtain a reduction of 0.03 in E (see figure 3-6). 
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The donor photobleaching was assumed negligible in the exponential fits. This was 
justified by the low intrinsic photobleaching probability compared to that of the 
acceptor. The FRET process further reduced the photobleaching of the donor 26. 
Moreover, the average number of excitations per acceptor was much higher than that 
per donor. This was caused by the high donor to acceptor density ratio.  
Although the donor photobleaching influenced the (fitted) time constants associated 
with the fluorescence intensity changes, the FRET efficiencies of the MCSs with and 
without donor photobleaching agreed reasonably well (see table 3-1). 
The FRET efficiencies obtained by fitting the MCSs was not very sensitive to the 
acceptor photobleaching rate either. A 10 % increase in the acceptor photobleaching 
probability only affected the photobleaching time constants and not the fitted transfer 
efficiency. In conclusion, the exponential fitting method can be used to accurately 
correct for photobleaching effects in the FRET experiments. 
The standard deviation in the FRET efficiency in the IVMA experiments was found to 
be large. In general, this limits the usefulness of the FRET measurements. The MCSs 
proved to be useful for the study of the origin of the large standard deviation.  
The MCSs demonstrated that the main source of variation in the energy transfer 
efficiency was the variation in the number of acceptors per fragment. The precise 
distribution of the probes proved to be of less importance. This was investigated by 
repeatedly distributing a fixed number of donors or acceptors at random positions on the 
filament and carrying out MCSs (data not shown).  
The standard deviations of the donor and acceptor time constants in the double-labeled 
filament experiments and simulations were in close agreement. A large discrepancy, 
however, was found in the standard deviation of the photobleaching time constants of 
the donor-only labeled filaments. Here, the standard deviation in the experimental 
results was significantly larger than in the simulations. The photobleaching time 
constant of the donor-only labeled filaments was much longer than the total acquisition 
time. This made the calculation of the time constant very sensitive to variations in the 
background and other environmental variations. 
Other donor-acceptor combinations, in particular combinations with faster donor 
photobleaching, require a more complex approach. Now, donor photobleaching has to 
be incorporated in the fit procedure. Higher acceptor densities also require a more 
complex approach. This can be inferred from figure 3-5 in which the FRET efficiency is 
plotted as a function of the acceptor label density. Only at low label densities, like the 
ones used here, Eavg is linearly dependent on the acceptor density. At higher acceptor 
densities this relation is non-linear and the donor intensity can no longer be 
approximated by a (single) exponential function. This was confirmed by MCSs.  
 
The fit results of the measurements could be compared with those of the MCSs, both 
with and without photobleaching. The fit procedure proved to yield accurate results and 
the measurements on the IVMA yielded a FRET efficiency close to the value predicted 
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from the Lorenz structure. However, the FRET efficiency in our experiments was hardly 
sensitive to changes in the radial coordinate of the probes and even less sensitive to 
changes in the other directions. Therefore, the results presented here do not yield 
information regarding the probe positions in the Lorenz structure. Such information 
could be obtained when probe couples are employed with a smaller Förster distance 
(figure 3-6). 
The MCSs presented here did not include all possible probe interactions. The effects of 
additional interactions are expected to be small. This is supported by the good 
agreement between the experiments and the simulations. Possible interactions that can 
be included in MCSs are homo-FRET from donor-to-donor or acceptor-to-acceptor or 
backward energy transfer from acceptor to donor 44. The energy levels of the probes 
were described using a simple two-state model. Probes were either in the ground state, 
or in the first excited singlet state. Only photobleaching from the first excited singlet 
state was taken into account 26, 27. Incorporation of the triplet state in the model enables 
the inclusion of more complex decay processes, in particular those related to 
photobleaching 45-47. 
The Monte Carlo simulations proved to be a versatile method to model spatial and 
temporal fluorescence intensity fluctuations in microscopy. In this study MCSs were 
used to model FRET in the IVMA. However, the method can be easily extended to 
other fluorescence applications. 
3.6 Outlook: FRET between actin and myosin in the IVMA 
The investigation of FRET between actin and myosin in the IVMA is an interesting 
extension of the study discussed here. The use of FRET between actin and myosin in 
the IVMA could yield information on the interaction between actin filament and the 
myosin in vitro as function of exerted force on actin filaments. However, this FRET 
between actin and myosin in the IVMA is less straightforward. The dominant restriction 
is the large fraction of actin monomers and myosin heads that are not interacting, even 
in rigor-conditions. Only a small fraction of the actin filaments is facing the myosin 
covered glass slide. Furthermore, only a small fraction of the myosin molecules is 
sufficiently close to the actin filament to interact. This is the result of the small length of 
the myosin head (~0.02 µm) and diameter of an actin filament (~0.01 µm) compared to 
the resolving power of a fluorescence microscope (~0.25 µm).  
As a result, the donor intensity decrease and acceptor intensity sensitization is limited. 
As discussed in § 1.2.5 an increase of the direct excitation ratio of donor and acceptor 
(εd (λd)/ εa (λd)) can be used to improve the detection limit of the acceptor sensitization. 
Additionally, the relatively high donor signal of non-interacting probes will have 
overlap with the emission signal of the acceptor and further reduce the detection limit of 
the acceptor sensitization. The use of quantum dots (QDs, see chapter 5 and 6) as donor 
label may improve the sensitivity. A QD can be excited further away from the 
absorption maximum of the acceptor, reducing the direct acceptor excitation. 
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Furthermore, the overlap between the QD emission and that of the acceptor dye is less. 
However, the QD diameter (~3-5 nm) is large compared to the size of the proteins and it 
is questionable whether the actin-myosin interaction is not affected by the labeling of 
either actin or myosin with a QD. 
The direct excitation ratio of the acceptor can also be reduced using ‘tandem FRET’, i.e. 
an additional donor probe (d1) is used that has a blue-shifted excitation and emission 
spectrum compared to the original donor (d2). The excitation energy is transferred from 
donor d1 with efficiency E1 to d2, and next from d2 to the acceptor (a) with efficiency 
E2. The ratio of total fluorescence signal Fadd and the direct excitation signal Fa has an 
additional term compared to eq. (1.15) and becomes: 
 ( )( )
( ) ( )( )
( )
2 1 1
21
d d d dadd d
a d a d
EF
E
F
ε λ ε λλ
λ ε λ
+ ⋅
= +  (3.8) 
Because the blue-shifted donor is optimally excited at a shorter wavelength, the direct 
excitation of the acceptor is reduced, yielding a larger acceptor fluorescence 
sensitization. Tandem-FRET requires that the energy transfer efficiency from the first 
step is high (E1≈1). In the IVMA the labeling was carried out putting two probes on the 
actin filaments (fluorescein at phalloidin and tetramethylrhodamine at cys374) and the 
third probe on myosin (Cy5 at cys707 or at the regulatory light chain). As shown in 
chapters 2 and 3, the required high energy transfer efficiency is obtained between the 
first two probes on actin. As a result of labeling artifacts of the myosin labeling, the 
occurrence of tandem FRET has not yet been verified in the IVMA.  
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4.1 Introduction 
This chapter concerns fluorescence imaging experiments on cells that contain proteins 
labeled with mutants of the Green Fluorescent Protein (GFP) that have enhanced 
fluorescence properties: The enhanced cyan and yellow colored mutants (eCFP and 
eYFP, Clontech). GFP has a barrel-like structure and the amino acid sequence of the 
GFP that is fluorescent is protected inside this barrel 1, 2. This protective environment 
makes the fluorophore photo-stable compared to many organic probes. Modifications in 
the side chains of the GFP have an effect on the environment inside the cylinder and 
affect the fluorescent properties of the GFP.  
GFP occurs intrinsically in the jellyfish Aequorea victoria (and some other marine 
organisms) and can be brought to expression in other cells and organisms, optionally 
connected to a protein, using recombinant DNA techniques 3-8. Therefore, no invasive 
techniques are required in the labeling protocol, as with organic dyes. A diversity of 
GFP mutants is available now with different absorption and emission wavelengths, and 
mutants that exhibit a reduced sensitivity of the fluorescence to the environment (e.g. 
pH) 9, 10. The expression of multiple mutants in a single cell enables (co)localization 
studies of the labeled proteins 5-7, 11.  
During spectral imaging experiments variations in the emission spectrum and lifetime of 
the enhanced cyan colored mutant (eCFP) were observed. The variations in the emission 
spectrum appeared as different ratios of the two emission bands (501 nm/477 nm) of 
eCFP and occurred between cells and between different regions in cells. The 
fluorescence lifetime of eCFP showed variations as well. eCFP has been used frequently 
as a donor in FRET studies together with the enhanced yellow GFP mutant (eYFP) as 
acceptor 6, 12-14. The instability of the eCFP emission spectrum and fluorescence lifetime 
complicate the detection of the (possible) occurrence of FRET. Intrinsic variations in 
the fluorescence lifetime disturb the accurate determination of a lifetime reduction 
caused by FRET. Furthermore, the emission spectrum of eCFP is not described 
anymore by a single curve. 
The first part of this chapter deals with the observed eCFP instabilities, because of its 
impact on FRET experiments. Experiments are presented to investigate whether the 
changes are the caused by probe-artifacts (e.g. eCFP dimerization 1, 10, 15, 16 or by 
(physiological) changes in the environment of eCFP (e.g. pH, another ion-concentration 
or phosphorylation of the carrier protein). Changes in the direct environment of the 
GFPs have been reported to cause spectral changes 15, 17-20. 
The second part of the this chapter concerns two FRET studies that were carried out to 
investigate the association in cells of proteins labeled with eCFP and eYFP as donor and 
acceptor, respectively. For both studies the association of the proteins under 
investigation was demonstrated using different techniques. The FRET studies aimed at 
confirming and localizing the association of the proteins in cells. In neither of the 
studies the association could be confirmed or localized in cells using spectral or lifetime 
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imaging to measure FRET. Finally, a FRET experiment, in which the fluorescence 
emission spectrum and fluorescence lifetime were monitored simultaneously, is 
presented.  
4.2 Materials and methods 
4.2.1 Preparation of COS-1 cells co-transfected with labeled PKB and PKCζ  
The first study concerns Protein Kinase B (PKB) and Protein Kinase Cζ  (PKCζ) in 
COS-1 cells. PKB has been found to be involved in a wide range of physiological 
processes (see 21 and references therein). Furthermore, an over-expression of PKB 
family members occurs in several types of cancer cells 22-24. PKCζ has been reported to 
be a negative regulator of PKB and, using co-immunoprecipitation experiments, it was 
shown that PKB and PKCζ associate in vivo 21. The platelet-derived growth factor 
(PDGF) regulates the activation of PKB in a phosphatidylinositol 3-kinase dependent 
way 25-27 and upon activation with PDGF a reduction in the PKB-PKCζ association was 
found 21. To localize the PKB and PKCζ association cells PKCζ was labeled with eCFP 
and PKB with eYFP. 
The culture of COS-1 cells and protein transfections were carried out at the department 
of Molecular Cell Biology of Utrecht University and were described elsewhere 21. 
Fusion proteins of PKB-YFP and PKCζ-CFP were constructed using peYFP-N1 and 
peCFP-N1 (Clontech) respectively. COS-1 cells were grown on glass coverslips in 
Dulbecco’s Minimum Essential Medium supplemented with 10% Fetal Calf Serum at 
37°C and in 5% CO2. Cells were transfected by the calcium phosphate method using 
1µg plasmid DNA per well. Afterwards the 
transfection mixture was replaced with 
Dulbecco’s Minimum Essential Medium. To 
stimulate the cells, the cells were first serum 
starved for 16-20 hours followed by the addition 
of 30 ng/ml PDGF for different time intervals at 
37°C.  
To test the expression of the fusion proteins in the 
COS-1 cells a Western Blot analysis was carried 
out using anti-GFP monoclonal antibodies. 
Aspecific binding of the GFP mutants was not 
observed in a negative control lane. However, in 
the lanes containing proteins from cells that 
express different constructs, additional bands 
were visible at lighter masses, indicating the 
presence of breakdown products of the fusion 
proteins (see figure 4-1). 
PKC -eCFP
eCFP
Breakdown
products
with
eCFP
 
Figure 4-1. Western blot analysis of 
extracts from cells that expressed 
PKCζ-eCFP using anti-GFP 
monoclonal antibodies. The cell 
extracts were separated on a 12% 
polyacrylamide gel. The low mass 
proteins appear in the bottom of the 
gel, the high masses in the top. 
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For the microscopy samples, stimulated and unstimulated cells were washed once in 
phosphate buffered saline (PBS; 120 mM NaCl, 4.2 mM KCl, 2.5 mM CaCl2, 1.2 mM 
Na2HPO4, 0.37 mM KH2PO4, pH 7.4). After fixing the cells in 4% formaldehyde in 
PBS for 30 minutes, the cells were rinsed twice in PBS and placed on a glass slide using 
Mowiol mounting medium containing p-phenylene-diamine to retard photobleaching.  
PKCζ-eCFP was isolated by immunoprecipitation from stimulated (10 minutes PDGF) 
and unstimulated cells for fluorescence experiments on the isoloated proteins. The 
isolation was carried out using a polyclonal PKCζ antibody 28 coupled to G-Sepharose 
beads 21. The beads with both the stimulated and unstimulated PKCζ-eCFP were kept in 
PBS buffer with or without Mowiol mounting medium. The beads were placed on a 
glass slide and covered by a microscope coverslip, shortly before use in the microscope. 
The sizes of the beads ranged from ~2-20 µm. 
4.2.2 Preparation of COS-1 cells co-transfected with labeled Rab11 and PI4K 
The second study deals with Rab11 and Phosphatidylinositol 4-kinase β (PI4K), labeled 
with eCFP and eYFP, respectively. Rab’s are small G-proteins that function as 
regulatory components of the transport machinery of intracellular vesicles such as the 
recycling pathway in cells 29. Experiments using two-hybrid techniques showed that 
PI4K associates with Rab11, but not with Rab4 or Rab5 30. Furthermore it was found 
that the binding of Rab11 to PI4K depends upon the activity state of Rab11. Rab11 
restricted in the guanosinetriphosphate (GTP) bound state (Rab11Q mutant) bound better 
than Rab11 in the guanosinediphosphate (GDP) bound state (Rab11S mutant) 31. The 
different Rab11 mutants were obtained by site-directed mutagenesis and were 
generously provided by Dr. P. van der Sluijs (Department of Cell Biology, Medical 
School, Utrecht University). 
4.2.3 Spectral properties of eCFP and eYFP 
The GFP mutants that were used in these experiments were the enhanced cyan and 
yellow colored GFPs, i.e. eCFP and eYFP, respectively. The absorption and emission 
spectra of eCFP and eYFP are shown in figure 4-2. The absorption spectrum of eCFP 
contains two bands at 433 nm and 453 nm (data: Clontech). The maximum absorption 
coefficient and fluorescence quantum yield were reported to be 32,500 M-1cm-1 and 0.4 
respectively 10. The emission spectrum of eCFP has two bands at 477 nm and 501 nm. 
The absorption maxumim of eYFP amounts to 83,400 M-1cm-1 at 514 nm and it has a 
quantum yield of 0.61 and the emission maximum is at 527 nm 10. The Förster distance 
of the eCFP-eYFP couple has been reported to be 4.9-5.2 nm 6.  
4.2.4 Spectral imaging  
The setup for the spectral imaging is extensively described in chapter 2. Two-
dimensional images of 160×160 points were scanned using a Confocal Laser Scanning 
Microscope (CLSM, Nikon PCM2000) at dwell times of 3 ms per point. The 
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measurements were performed using the larger of the two pinholes of the CLSM (i.e. 50 
µm) and a 60× oil immersion objective (Nikon, PlanApo, NA 1.4).  
To minimize the direct eYFP excitation while exciting eCFP, excitation in the bluest of 
the two excitation bands of eCFP is advantageous. Therefore, the deep-blue lines of an 
Argon-Krypton mixed gas laser (406, 413 and 415nm, Spectra Physics, 2060-10SA) 
were used for excitation of eCFP. To obtain full spectral information, one of the 
standard photomultiplier tubes (PMTs) of the CLSM was replaced by a homemade 
spectrograph 32. In the spectrograph, a prism disperses the light and a Peltier-cooled, 
back-illuminated CCD camera was used for detection (Princeton Instruments, 
NTE/CCD 1340). The (wavelength-dependent) spectral resolution varies from ~2 to 9 
nm (from 440 to 650 nm and at binning of 8 camera pixels in the spectral direction) in 
the experiments presented here. A longpass emission filter (Nikon, Ba435) was placed 
in the detection channel to block scattered laser light. 
Data were corrected for background using the spectrum from an area in the image that 
was free of cells. The spectrum from a calibrated Tungsten bandlamp was used to 
correct the measured spectra for the wavelength dependence of the overall detection 
efficiency of the setup. To calculate the summed fluorescence intensity of a spectrum, it 
was only corrected for the background. 
4.2.5 Fluorescence lifetime imaging 
The fluorescence lifetime experiments on the PKCζ-eCFP were carried out using a 
homemade two-photon excitation microscope. The microscope was described in detail 
elsewhere 33. The system was equipped with a Titanium:Sapphire for excitation (Spectra 
Physics, Tsunami) that produced 80 fs light pulses at 800 nm with a repetition rate of 82 
MHz.  
Thorough blocking of excitation light from the emission beam was achieved by means 
of a series of 750 nm interference short pass filters (Optosigma, Santa Anna, CA). 
Additional bandpass filters could be placed in the emission beam to selectively detect 
different wavelength bands. The transmitted fluorescence signal was detected using a 
fast PMT in photon counting mode (Hamamatsu, R1894, with a 450 ps transient time 
spread). The output pulses from the PMT were coupled to a time-gated lifetime module, 
Figure 4-2. Normalized absorption (solid 
lines) and emission (dashed lines) 
spectra of eCFP and eYFP (Data are the 
courtesy of Gerhard A. Blab 
(Department of Biophysics, LION Leiden 
University, the Netherlands, personal 
communication). The shaded area 
denotes the overlap of the eCFP (donor) 
emission and the eYFP (acceptor) 
absorption spectra. 
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with four time-gates 31. The gate widths of gate one to four were set to 0.7, 1.0, 3.2 and 
5.3 ns, respectively, without a delay between the time-gates. The start of the first gate 
was delayed until that the intensity of scattered laser light in the first time-gate was 
reduced to ~10% of the maximal obtainable signal. Images of 108×108 µm2 (256×256 
points) were acquired at 1-8 ms dwell time per point using a 60× water immersion 
objective (Nikon, PlanApo, NA 1.2). Background correction was accomplished by 
subtracting the average intensities in each of the time-gates in a region free of 
fluorescence from the intensities in every point.  
After background-correction, the fluorescence lifetime was fitted per point using a 
single-exponential decay function of the emission intensity. To calculate the average 
lifetime τ of a region of interest, the individual lifetimes τi were weighted by their 
intensities Ii 34:   
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 with N the number of points. 
 
4.2.6 Combined spectral and lifetime imaging 
The combined measurements of the emission spectrum and fluorescence lifetime were 
carried out on the CLSM described in § 4.2.4. The setup is schematically shown in 
Figure 4-3. Picosecond, excitation pulses at 440 nm were guided from a frequency 
doubled Ti:Sa laser (Spectra Physics, Tsunami, 82 MHz repetition rate) to the CLSM 
through a single mode fiber. The first detection channel of the CLSM was coupled to 
the spectrograph as described in § 4.2.4. Now, the standard detector of the second 
detection channel was replaced by a photon counting Avalanche Photodiode (APD, 
EG&G, SPCM-AQ 141). The pulses from the APD were fed into the time-gated 
lifetime module (see § 4.2.5). The four time-gates were set to 2, 2, 3 and 3 ns, 
respectively, and the first time-gate was delayed until the intensity of scattered laser 
light was reduced to 10% of the maximum. The fluorescence lifetime was fitted per 
scanned point from the recorded intensities in the four time-gates assuming a single-
exponential decay of the emission intensity in time. Equations (4.1) and (4.2) were used 
to calculate the average value and the standard deviation of the fluorescence lifetime in 
an image or regions therein. 
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The collected fluorescence emission was evenly split between the two detection 
channels of the CLSM using the 50/50 beam splitter that was standard available in the 
CLSM (see Figure 4-3). To block the excitation light from the spectra a 450 nm 
longpass filter (Ba450, Nikon) was inserted in the first channel. To selectively detect the 
eCFP fluorescence and suppress scattered laser light and eYFP fluorescence in the 
lifetime module, a bandpass emission filter (Chroma, HQ480/20) was inserted in the 
second channel of the CLSM. 
Areas of interest were first pre-viewed and selected using the lifetime module. Next, 
simultaneous lifetime and spectral images of 160×160 points were recorded at 3 ms 
dwell time per point. 
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Figure 4-3. Setup to measure the fluorescence emission spectra and lifetime simultaneously. 
The setup uses a CLSM to scan the sample. A 50/50 beamsplitter splits the collected emission 
evenly between channel 1 and 2. The spectrograph described in chapter 2 is connected to 
channel 1 to detect emission spectra. A photon-counting APD is connected to channel 2. The 
pulses from the APD are detected in different time-gates in the lifetime module 31. 
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4.3 Results and discussion 
4.3.1 Variations in the fluorescence of eCFP fused to PKCζ 
During spectral imaging experiments on COS-1 cells containing eCFP labeled PKCζ 
variations were observed in the eCFP emission spectra at the deep-blue excitation 
wavelengths (406, 413, 415 nm). The variations showed up as differences in the ratio 
between the two emission peaks of the eCFP at 477 and 501 nm. Both differences 
between cells and between different regions within a single cell were observed. The 
cells that are discussed in this section did not contain eYFP. Figure 4-4A-D show 
images of the integrated fluorescence intensities between 450 and 600 nm from COS-1 
cells recorded with the spectrograph. The fluorescence intensity levels that were 
obtained from the cells in the 4 images were approximately identical. The cells were 
either left unstimulated (figure 4-4A), or stimulated with 30 ng/ml PDGF for 10 minutes 
(figure 4-4B) or 30 minutes (figure 4-4C and D). To reveal the distribution of the 
spectral variation in the cells, images of the intensity ratio at 501 and 477 nm were 
constructed. The ratio images associated with figure 4-4A-D are plotted in figure 4-4E-
H. Spectra from selected (square) regions in the cells are plotted in figure 4-5 to 
illustrate the observed differences in the shape of the emission spectra. The contours of 
the cells are plotted as insets to show from which parts of the cells the spectra are taken. 
In the remainder of this section experiments to investigate the origin of the spectral 
variations are presented. A possible explanation for the variations in the eCFP emission 
spectrum is dimerization of the eCFP. GFP-Dimer association-dissociation has been 
reported to be a rapidly adjusting equilibrium and a significant fraction of the GFPs is 
dimerized at concentrations above ~0.5 mg/ml (~25 µM)16. Upon dimer formation, a 
pronounced blue shift in the absorption spectrum has been reported in wild type 
Aequorea GFP 16. The absorption peak of the GFP at 395 nm was found to increase 
~15%, while the absorption peak at 475 nm dropped by a factor 4-5. When the 
variations of the eCFP emission spectrum are induced by dimerization, a correlation is 
expected between the spectral variations and the fluorescence intensity. This 
expectation is based on the assumption that for a simple equilibrium the (absolute) 
monomer concentration increases with increasing total GFP concentration. 
Phosphorylation of the PKCζ may also affect the emission spectrum of the coupled 
eCFP. The fusion of a circularly permuted GFP mutant to calmodulin resulted in a 
(reversible) calcium dependent GFP emission 19, 20. This was explained by a change in 
the direct environment of the fluorophore in GFP upon binding of Calcium to the 
calmodulin. The phosphorylation of PKCζ could change the charge distribution around 
the eCFP and give rise to a spectral shift. Because PDGF stimulation was found 
previously to activate PKCζ 21, 28 it was investigated whether the spectral changes 
correlated with PDGF stimulation.  
 Spectral and fluorescence lifetime imaging of eCFP and eYFP in cells 
  95 
Correlation between the emission spectrum and intensity in cells 
Based on the observed fluorescence intensities the eCFP concentration was estimated to 
be less than a factor of ten smaller than the concentration at which dimerization was 
observed to occur for other GFP mutants 15, 16. Consequently, dimerization of eCFP 
cannot be excluded in the experiments. By visually comparing the fluorescence 
intensity images with the associated ratio images of figure 4-4, high ratios of the 
emission peak intensities (501/477) appeared to correlate with low emission intensities 
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Figure 4-4. (A-D) Fluorescence 
intensity images of COS-1 cells, 
transfected with PKCζ-eCFP at 
different stimulation times with PDGF. 
Areas of 95×95 µm2 were scanned 
using the deep blue wavelengths for 
excitation. (A) unstimulated, (B) with 
10 minutes stimulation, (C+D) with 30 
minutes stimulation. (E-H) Images of 
the ratio of the fluorescence intensity 
at 501 and 477 nm of the cells shown 
in (A-D). 
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(e.g. compare spectrum 1 and 2 in figure 4-5A). The observation is confirmed by 
figure 4-7A, in which the emission intensity ratio (501/477) is plotted (in gray) versus 
the average intensity of the emission at 477 and 501 nm for the image points of 
figure 4-4A. To guide the eye a “moving average curve” is drawn (in black) through the 
data points, using the average ratio value of 100 adjacent points. The ratio is plotted on 
a logarithmic scale (of base 2), so that a ratio of 0.5 and 2 are equally separated from 
unity ratio. The moving average of the ratio in figure 4-7A gradually declines with 
increasing intensity, indeed suggesting an effect of intracellular eCFP concentration on 
the emission spectrum. To calculate the emission intensity, the spectra are only 
corrected for the background. 
The correlation between the ratio and peak intensity is not present everywhere in the 
cells presented in figure 4-4. The number 1 spectrum after 10 minutes of PDGF 
stimulation (figure 4-5B) has a higher ratio and a higher intensity than the number 2 
spectrum. About equal fluorescence intensities were observed for the cells in the two 
images after 30 minutes of PGDF stimulation. However, the emission peak ratios were 
different as seen from the ratio images and in the scatter plots of figure 4-7C and D.  
  
Figure 4-5. Fluorescence emission spectra from 
different areas in the cells in figure 4-4. (A) 
unstimulated (figure 4-4A), (B) with 10 minutes 
stimulation (figure 4-4B), (C) with 30 minutes 
stimulation (figure 4-4C+D). The insets show 
the contours of the cells of Figure 4-4 and the 
numbers refer to the areas from which the 
spectra are shown. Though some numbers 
overlap with the edge of the cells, care was 
taken that the selected regions were totally 
inside a cell.  
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The average value of the emission ratio 501nm/477nm was calculated for 27 images 
(each containing one or more cells), using the intensity per point as a weighting factor. 
The images originate from samples that were stimulated for different times between 0-
30 minutes with PDGF. The average ratios are shown in figure 4-6A as a function of the 
average emission intensity at the two wavelengths. Though a decline seems present in 
the data points of figure 4-6A, the proportionality constant from a linear regression fit 
did not significantly differ from zero. In conclusion, a correlation between the spectral 
variation and intensity is generally present in single cells, but as a result of a large 
heterogeneity between cells, no significant correlation in the average data of different 
cells was found. 
 
Figure 4-6. (A) Ratio values 
plotted against the average 
emission peak intensity of 
the two emission peaks. 
Different PDGF stimulation 
times are denoted by 
different symbols as found 
in (B): Ratio of the average 
501 and 477 nm emission 
peak intensities of PKCζ-
eCFP per recorded image 
as a function of the PDGF 
stimulation time. 
Figure 4-7. Scatter plots of the 
ratios of the 501 and 477 nm 
emission peak intensities of 
PKCζ-eCFP and the average 
peak intensity of the emission 
peaks at different PDGF 
stimulation times. The data are 
obtained from the images shown 
in figure 4-4: (A) unstimulated, 
(B) with 10 minutes stimulation, 
(C+D) with 30 minutes 
stimulation. The ratio is plotted 
on a base-2 logarithmic axis. 
The line curves show the moving 
averages through the data 
points, using 100 adjacent 
points. 
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Influence of PDGF stimulation on the eCFP emission spectrum in cells 
To study the influence of PDGF stimulation, samples were prepared of cells that were 
fixed after different stimulation times with PDGF. Images were recorded from 
unstimulated cells and from cells that were stimulated with PDGF for 3, 7, 10, 15 and 
30 minutes. Per stimulation time 4 to 6 images were collected. Four of the recorded 
images at different stimulation times were already shown in figure 4-4. The average 
value of the emission ratio 501nm/477nm was calculated for each of the images, using 
the intensity per point as a weighting factor. The average ratios are shown in 
figure 4-6B as function of the stimulation time. Different symbols are used to denote the 
different stimulation times. No correlation between the stimulation time and the 
emission ratio is present in the plot. However, the variation (heterogeneity) between the 
different images seems to increase at longer PDGF stimulation times.  
eCFP emission spectrum of isolated PKCζ-eCFP 
To exclude the influence of heterogeneity between cells, the spectral variations of 
isolated PKCζ-eCFP was studied. PKCζ-eCFP was isolated from stimulated and 
unstimulated cells using G-Sepharose beads with antibody against PKCζ. After 
isolation of the proteins the beads were kept in PBS with or without Mowiol. Three 
(averaged) emission spectra are plotted in figure 4-8A. Because of the high similarity of 
the spectra the spectrum of PKCζ-eCFP isolated from the stimulated cells kept in plain 
PBS is omitted. The spectra of PKCζ-eCFP from unstimulated cells with or without 
Mowiol added to the PBS (solid line and dotted line, respectively) were almost 
 
Figure 4-8. (A) Averages of normalized emission spectra of isolated PKCζ-eCFP on G-
Sepharose beads recorded at the deep blue excitation wavelengths. Solid line: unstimulated 
in PBS with Mowiol, dashed line: stimulated for 10 minutes with PDGF in PBS with Mowiol 
and dotted line: unstimulated in PBS without Mowiol. (B) Average ratio of the 501 and 
477 nm emission peak intensities of eCFP per bead as function of the average peak 
intensities of the two emission peaks at 477 and 501 nm. Circles and triangles belong to the 
data from unstimulated and stimulated cells respectively. The closed and open symbols 
belong to the data obtained from beads in PBS buffer with and without Mowiol, respectively. 
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identical. The 501 nm peak was more pronounced in eCFP spectra from the stimulated 
cells with Mowiol in the buffer (dashed line). The emission ratio 501nm/477nm is 
plotted as function of the average emission peak intensity in figure 4-8B. Every data 
point is calculated using the average emission spectrum from 1-3 beads. A clear 
decrease in the ratio is observed at increasing (peak) intensity. This result strongly 
suggests that dimerization causes the observed spectral variations. 
Interestingly, the 501 nm emission peak appeared less pronounced in the emission 
spectra of the isolated proteins than of the proteins in cells. The different environment 
that the proteins are in can explain the spectral difference between proteins in cells and 
isolated proteins. The pH and ion-composition in the cells differ from those in PBS that 
was used in the immunoprecipitation experiments. Alternatively, fixation of the cells 
may induce the more pronounced presence of the 501 nm peak observed in the 
experiments on cells. In addition, the presence of breakdown products in cells that was 
found in the Western blot analysis, may also affect the observed emission spectra. The 
protein isolation was carried out using an antibody against PKCζ, and as a result, eCFP 
is connected to intact PKCζ (or at least containing the antibody binding-site). The 
heterogeneity may occur from instability in the fluorescence properties of the individual 
proteins or from heterogeneities in the dimerization of the eCFP between different cells. 
It will be shown in the discussion on the lifetime experiments that the difference 
between the spectra of the isolated proteins and proteins in cells is unlikely to be a 
dimerization effect. 
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Figure 4-9. (A) Fluorescence intensity and (B) associated lifetime images of a COS-1 cell 
containing PKCζ-eCFP, recorded in the two-photon excitation microscope at 800 nm 
excitation wavelength. The field of view amounted to 108×108 µm2 and no additional 
bandpass filter was used. (C) Histogram of the lifetime distribution. 
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Fluorescence lifetime of eCFP using two-photon excitation 
The fluorescence lifetime of eCFP was monitored using a two-photon excitation 
microscope. The fluorescence intensity and lifetime images of a cell transfected with 
PKCζ-eCFP is shown in figure 4-9A and B. In addition to the series of 750 nm 
interference short pass filters that were standard present in the emission channel, no 
bandpass filter was used. The lifetime distribution is narrow and is plotted in 
figure 4-9C. The weighted average lifetime that was calculated using eq. (4.1) amounted 
to τ =2.58 ± 0.16 ns. In contrast to the spectral experiments, the fluorescence lifetime 
distribution was relatively narrow. In agreement with the observed variations in the 
emission spectra, variations in the fluorescence lifetime were found between different 
cells. Figure 4-10A and B show the intensity image and fluorescence lifetime image of a 
second experiment. The average fluorescence lifetime was shorter and the distribution 
broader (τ =2.46 ± 0.26 ns) than the lifetime distribution of figure 4-9B. The broader 
distribution is explained by photon statistics.  
To investigate the dependence of the fluorescence lifetime on the emission wavelength 
the images were also recorded employing two different bandpass filters in the detection 
path. Dependence of the fluorescence lifetime on the recorded wavelength has been 
reported for other GFP mutants 18. However, no significant changes were observed in 
the lifetime upon insertion of an additional bandpass filter that transmitted 460-500 nm 
or 520-560 nm (Chroma, HQ480/40 and HQ540/40, respectively).  
Influence of emission intensity and PDGF stimulation on the fluorescence lifetime 
In figure 4-11 the observed lifetimes of the image points of figure 4-9 and figure 4-10 
are plotted versus intensity. The average intensities of the four images differed as seen 
from the horizontal axis range. A smoothed curve using 100 points adjacent averaging 
is shown to guide the eye. Each of the images shows a negative correlation between the 
intensity and the fluorescence lifetime at the low intensity end. This decline is an 
artifact of the lifetime fit procedure at low intensities 35. At higher intensities no 
significant change in the lifetime is visible. 
Figure 4-10. (A) Fluorescence 
intensity and (B) associated 
lifetime images of another 
COS-1 cell containing PKCζ-
eCFP, recorded in the two-
photon excitation microscope 
at 800 nm excitation 
wavelength. The field of view 
amounted to 108×108 µm2 and 
no additional bandpass filter 
was used. 
A B
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The lifetime of isolated PKCζ-eCFP on beads was also monitored. In agreement with 
the spectral imaging experiments, the fluorescence lifetime of PKCζ-eCFP on the beads 
with lower emission intensity (in PBS with Mowiol from PDGF stimulated cells, 3.5 ns) 
deviated compared to the lifetimes observed on the other beads (3.3 ns) and is therefore 
also explained by dimerization. Based on this observation, the dimerization is expected 
to yield a shorter fluorescence lifetime in eCFP. From the spectral experiments on the 
isolated proteins dimerization was already found to lead to a reduction of emission peak 
ratio 501 nm/477 nm.  
Overall, the fluorescence lifetime of the isolated PKCζ-eCFP on the beads is found to 
be longer than the lifetimes in cells. This is expected to be related to the observed 
difference in the emission spectra between experiments on cells and isolated proteins. 
Because the fluorescence lifetime of the isolated proteins is longer than those of the 
proteins in cells and the emission peak ratio lower, the observed fluorescence 
differences between isolated proteins and proteins in cells cannot be explained by 
dimerization. 
Conclusion on the variations of the fluorescence properties of eCFP 
The spectral and fluorescence lifetime variations of the isolated proteins correlated with 
the fluorescence intensity and are therefore most likely due to dimerization of eCFP 
(figure 4-8B). The absence of the correlation of the variations with the intensity in cells 
(figure 4-6A) is explained by the heterogeneity between in cells. The spectral variations 
that were found inside single cells (figure 4-4 to figure 4-7) were not observed in the 
fluorescence lifetime (figure 4-9 to figure 4-11). This suggests that in addition to 
dimerization another instability of the eCFP occurs that influences the emission 
spectrum but not the fluorescence lifetime. Possible sources of this instability are the 
presence of protein breakdown products, fixation induced artifacts 13, or heterogeneities 
in the local environment of the eCFP throughout the cell (e.g. pH). 
No correlation has been observed between fluorescence variations and PDGF stimulated 
phosphorylation of PKCζ, indicating that such a correlation does not exist. The 
Figure 4-11. Scatter plot of the 
fluorescence lifetime and the 
emission intensity (gray). The line 
curves show the moving averages 
through the data points, using 100 
adjacent points. (A) Data points 
from the lifetime image of 
figure 4-9; (B) Data points from 
figure 4-10. Note that the ranges of 
the intensity axes differ between 
the figures. 
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presence of a small fraction of phosphorylated PKCζ upon PDGF stimulation can also 
explain the absence of the correlation.  
4.3.2 FRET between eCFP and eYFP 
This section concerns two studies that were carried out to investigate the association of 
eCFP and eYFP labeled proteins in cells using FRET. In the first study the co-
localization of Protein Kinase B (PKB) and Protein Kinase Cζ  (PKCζ) in COS-1 cells 
is investigated. The second study deals with the co-localization of  Rab11 and 
Phosphatidylinositol 4-kinase β (PI4K), labeled with eCFP and eYFP, respectively. For 
neither of the two studies the protein association could be measured in the cells using 
FRET. In this section possible reasons for the absence of the energy transfer are 
discussed. 
Large variations occurred in the expression levels of the eCFP and eYFP labeled 
proteins between different cells, yielding large fluorescence intensity variations. The 
ratio of eCFP and eYFP labeled proteins was not constant, probably caused by the co-
transfection of the labeled proteins using separate vectors for the donor and acceptor 
labeled proteins.  
Three techniques that overcome the concentration variations were evaluated to measure 
the FRET efficiency. The first method is to observe a decrease in fluorescence lifetime 
as a result of FRET. The other two methods use the fluorescence intensity changes of 
donor or acceptor that result from FRET. As result of the concentration variations, 
reference intensities must be obtained from the cell itself. Firstly, this can be achieved 
by measurement of the donor intensity increase after photobleaching of the acceptor 36, 
but this method is less suitable here, as a result of the high photo-stability of eYFP. 
Secondly, the acceptor fluorescence enhancement is determined by comparing the 
acceptor intensity at the donor excitation wavelength with that at a wavelength that only 
(directly) excites the acceptor 37, 38. The ratio of the two intensities does not (directly) 
depend on the acceptor concentration and therefore the ratios can be compared between 
different cells with or without the donor-labeled protein present. 
Fraction of associated proteins 
There are several factors that can prevent observing FRET. In both samples low FRET 
efficiencies were expected because only a small fraction of the proteins is associated 
and consequently a large amount of labels is not involved in FRET. A large fraction of 
unbound donor probes reduces the observable (average) FRET efficiency. The fraction 
of ‘non-interacting’ eCFP and eYFP is further increased as a result of the presence of 
breakdown products that cannot associate. 
Furthermore, the protein labeling may inhibit the association (i.e. the proteins are not 
functional anymore and prevent FRET. The absence of FRET can also be caused by 
unfavorable positions of the donor and accepter sites on the proteins for FRET. The 
probes can be too far separated or have unfavorable orientations with respect to each 
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other (κ2=0). As a result of the low (average) FRET efficiency, a high accuracy of the 
experiment is required. 
eCFP Fluorescence instability 
The instabilities of the eCFP emission spectrum and fluorescence lifetime that were 
discussed in § 4.3.1 decrease the accuracy of the experiment. The variations in the 
average lifetime of eCFP between different cells amounted to ~5%. This implies that 
FRET efficiencies below 5% cannot be detected using lifetime imaging and may very 
well account for the absence of a visible FRET induced reduction of the eCFP 
fluorescence lifetime. The spectral variations influenced the accuracy of the donor and 
acceptor intensity determination, because the donor intensity could not be described by 
a ‘single spectrum’. The inaccuracy in the acceptor intensity at the deep blue excitation 
wavelengths as result of the spectral instability was estimated to be 5-10%, putting a 
lower limit on the ratio method.  
The dimerization that is expected to occur between eCFPs may also occur between 
eCFP and eYFP. Such hetero-dimerization can yield a FRET signal that is not related to 
the association of the carrier proteins. The next section discusses an example where 
hetero-dimerization may have occurred. The variations in the eCFP (donor) emission 
spectrum and fluorescence lifetime also influence the Förster distance. However, the 
relative changes in the Förster distance as a result of the eCFP fluorescence variations 
are minor (< 1%) and do not affect the lower limit of the energy transfer efficiency to be 
observed.  
Overlap of the eCFP and eYFP emission spectra 
The reason that the eCFP spectral variations limit the accuracy of the eYFP intensity 
determination is found in the overlap between the eCFP and eYFP emission spectra. In 
most experiments the eCFP intensity was much larger than the eYFP intensity, and the 
eYFP showed up as a minor shoulder in the fluorescence spectrum. As a result, a small 
error in the determination of the eCFP intensity yields a relatively large error in the 
determination of the eYFP fluorescence intensity. The accuracy of the eCFP intensity 
determination is limited by both photon statistics and the instability of its emission 
spectrum.  
4.3.3 Combined imaging of fluorescence lifetime and emission spectrum 
In the previous section limiting factors to observe FRET have been discussed. In this 
section a method is discussed to enhance the sensitivity to observe FRET. To this end, 
spectral and lifetime imaging were combined and an example is given of an experiment 
carried out on cells that were co-transfected with fusion proteins of eCFP with Rab11S 
and eYFP with PI4K. As already discussed the previous section, FRET was generally 
not observed in the cells in either of the Rab11 mutants (i.e. wild type, Q and S 
modified). However, in the experiment discussed here, strong evidence is present that 
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FRET occurred. The fluorescence lifetime around 480 nm and emission spectrum were 
measured simultaneously using the CLSM to scan the sample. In figure 4-12 three 
images of an experiment are shown, monitoring the fluorescence intensity (A), the 
fluorescence lifetime around (B) and the ratio of the emission intensities at 530 nm and 
477 nm (C). At 477 nm eCFP has its emission maximum and around 530 nm the ratio of 
the eYFP and eCFP spectrum is largest.  
In the images two brightly fluorescent cells are present. The smaller of the two cells (in 
the lower part of the image) has a shorter lifetime than the larger cell (in the upper part 
of the image, see figure 4-12B). At the same time, the emission ratio (530 nm/477 nm) 
is largest in the smaller cell. The larger ratio in the smaller cell points to a higher 
acceptor intensity relative to the donor intensity. Emission spectra from both cells are 
plotted in figure 4-13. The emission spectrum of the small cell in the bottom indeed 
shows a distinct emission peak around 525 nm originating from eYFP that is not present 
in the larger cell. Apparently PI4K-eYFP did not come to expression visibly in the 
larger cell. This gives the possibility to use the larger cell for reference to determine the 
FRET efficiency in the smaller cell. In figure 4-14 the lifetimes and ratio values of 
figure 4-12B and C are plotted against each other. The covariance that was already 
visible in Figure 4-12B and C is clearly present and the points from the two cells are 
well separated. On top of the scatter plot the histogram of the ratios is plotted and on the 
right axis the lifetime histogram is plotted. The histograms of the cells show some 
A B C
1.5 3.0
lifetime (ns)intensity (a.u.) ratio ( - )
0 1.5  
Figure 4-12. Images of cells co-transfected with Rab11S-eCFP and PI4K-eYFP in an 
experiment recording the fluorescence lifetime and emission spectrum simultaneously. An area 
of 50×50 µm2 (160×160 points) was scanned at 440 nm excitation wavelength. (A) Integrated 
emission intensity collected with the spectrograph. The tone scale from black to white is non-
linear to enhance the visibility of the dimmer parts in the image. (B) Fluorescence lifetime of 
the same image. (C) Ratio image of the emission intensities at 530 and 477 nm. The lifetime and 
ratio images are calculated after 2×2 binning in the plane of image to enhance the signal-to-
noise ratio. 
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overlap for both the ratios and the 
lifetimes. The black line in the figure 
illustrates that combining the information 
of both parameters reduces the overlap 
between the two populations. The 
covariance of the shorter lifetime and the 
higher acceptor signal strongly suggests 
that FRET occurs in the small cell. The top 
and bottom cell had (weighted) average 
fluorescence lifetimes of 2.21±0.16 ns and 
1.93±0.13 ns, respectively. The 
fluorescence lifetime difference that is 
observed here is larger than the variations 
that are discussed in § 4.3.1, and these 
variations are therefore unlikely to explain 
the observed lifetime difference. Based on 
the reduced fluorescence lifetime of the 
small cell compared to the large cell, the 
effective energy transfer efficiency (see 
§ 1.3) is calculated to be: ( )1 1 1.93 0.13 2.21 0.13 0.06eff da dE τ τ= − = − ± = ± . 
The observed acceptor signal is unlikely to be entirely explained by the acceptor 
fluorescence enhancement associated with the effective energy transfer efficiency. The 
integrated acceptor fluorescence intensity of the spectrum in figure 4-13 amounted to 
over 40% of that of the donor (note: to calculate the acceptor contribution the spectra 
were corrected for a background contribution and for the detection efficiency of the 
setup, but not for the dispersion). Based on an average FRET efficiency of 0.13 and the 
ratio of the fluorescence quantum yields given by Clontech (0.4 and 0.61 for eCFP and 
eYFP respectively) an acceptor contribution of 0.13 ⋅ 0.61 / 0.4 ≈ 20% is expected. The 
remaining signal is explained by direct excitation of eYFP.  
The observed energy transfer is an atypical result and is therefore unlikely to be 
explained by the association of PI4K and Rab11S, though it cannot be ruled out 
completely. The high fluorescence intensity indicates high expression levels of the 
proteins that can result in a partly association of the PI4K and Rab11S. The likeliness of 
this explanation is difficult to estimate, because the association constant of PI4K and 
Rab11S is unknown. A close proximity as a result of freely diffusing PI4K-eYFP and 
Rab11S-eCFP in the cell cannot explain the observed FRET efficiency either. A FRET 
efficiency of 0.13 requires an acceptor concentration of 0.25 mM, assuming freely 
 
Figure 4-13. Emission spectra from areas in 
the top (top pane) and bottom (bottom pane) 
cell in the image of figure 4-12. 
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diffusing donors and acceptors and a Förster distance of 5 nm∗. The eYFP concentration 
is estimated to be a factor of 10-100 smaller based on the detected fluorescence 
intensity and assuming that half the eYFP emission is caused by direct excitation at 440 
nm. Furthermore, a concentration of 0.25 mM is tenfold of the concentration at which 
GFP dimerizes (25 µM)16. From the direct excitation contribution of eYFP at 440 nm, 
the eYFP concentration is estimated to be less than a factor of ten smaller than the 
dimerization concentration. Hetero-dimerization of eCFP and eYFP can therefore to 
play a role in the observed FRET signal.  
From the noise level of the data points in the scatterplot a lower limit to detect FRET 
can be estimated. The separation shown corresponds to an average energy transfer 
efficiency of 0.13. At smaller energy transfer efficiencies the overlap of the distribution 
of the data points in the two cells will increase. From the width of the distributions it is 
estimated that a FRET efficiency of 5% should be observable. To observe smaller 
FRET efficiencies the width in the distributions of the scatter points should be narrower. 
Longer integration times and spectral fitting instead of taking the intensity ratio at two 
wavelengths reduce the photon noise and can improve the detection limit by at least a 
factor of two. When the experiment is not limited by photon statistics the detection limit 
is set by intrinsic variations in the fluorescence properties, e.g. as a result of the 
variations discussed in § 4.3.1. 
                   
∗ The FRET efficiency for probes freely diffusing in solution is: ( ) ( )2exp 1 erfE π γ γ= ⋅ −   34; 39. 
Here erf(γ) is the error function depending on the relative acceptor probe concentration γ. The relative 
concentration is the absolute acceptor concentration divided by a critical probe concentration, which is 
defined as ( )30 03 4 AA N Rπ= , in which NA is the number of Avogadro.  
 
Figure 4-14. Scatter plot of the 
lifetime against the emission ratio. 
The black squares are the points from 
the large cell and the gray circles 
belong to the small cell. The black line 
is to guide the eye in which direction 
the overlap of the points from the two 
cells is less. The projections on each 
of the axes yield the histograms of the 
observed fluorescence lifetimes (next 
to the right axis) and ratios (above the 
top axis).  
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4.4 Conclusion and outlook 
In this chapter fluorescence experiments on GFP mutants were discussed. Variations in 
the eCFP emission spectrum and fluorescence lifetime were encountered. The variations 
can be partly explained by dimerization of the eCFP. It is therefore considered useful to 
reduce the expression levels of labeled proteins in cells or select the cells that show a 
low GFP expression level. However, this will induce additional noise caused by the 
limited number of GFP molecules in the focus (see also § 3.3.3 where the noise 
contributions to the FRET efficiency of actin fragments of different lengths are 
discussed). In the experiments on cells heterogeneities between cells are observed that 
show up in both the fluorescence lifetime and the emission spectra. These 
heterogeneities limit the experimental sensitivity to observe FRET. To enhance the 
detection sensitivity for FRET in cells with small (expected) FRET signals a co-
transfection of the fusion proteins of interest using a single vector is expected to 
improve the equal expression of the fusion proteins. Furthermore, the simultaneous 
observation of fluorescence lifetime and emission spectrum is considered a powerful 
solution to observe small FRET efficiencies, because the (donor) fluorescence lifetime 
can than be directly linked to an enhanced acceptor signal. In general, monitoring of the 
fluorescence lifetime is considered more accurate to quantify FRET, because of its 
insensitivity for the probe concentration. However, at small FRET efficiencies, the 
acceptor fluorescence enhancement may be more readily detected. For recording the 
lifetime and emission spectrum simultaneously the emission signal was split between 
two channels, and consequently at maximum half the signal is available per channel. 
Therefore, additional sensitivity is gained when for each photon both the lifetime and 
spectral information is recorded. 
 
Finally, no influence of PKCζ phosphorylation, on the emission spectrum was found. 
However, phosphorylation of a protein may affect the fluorescence properties of a GFP 
mutant. Because phosphorylation of proteins generally affects the charge distribution 
and confirmation of the protein, spectral changes in fused GFP mutants are not unlikely 
to occur upon phosphorylation of the protein it is coupled to. Constructs that have 
phosphorylation-dependent fluorescence properties can be a useful tool to monitor the 
activation of proteins in cells. A possible way to enhance the sensitivity of GFP for 
phosphorylation of the protein it is fused to may be the application of circularly mutated 
GFP. Such GFP mutants have been coupled to calmodulin and yielded Ca2+ sensitive 
spectral properties of the GFP mutant 19, 20.  
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5.1 Introduction 
One of the unique properties of semiconductor quantum dots (QDs) is the change in the 
electronic structure as a function of particle size 1-3. Size effects start to influence the 
absorption and emission spectra for CdSe particles smaller than ~15 nm in diameter. 
Due to the confinement of electrons and holes in the nanometer-sized crystallites the 
energy level scheme resembles that of an atom, with many discrete energy levels. The 
separation between energy levels increases as the particle size decreases and results in a 
blue shift in the (optical) absorption and emission spectra of the quantum dots. This 
implies that the optical properties of the QDs are tunable by adjusting their size. For 
CdSe the relation between the energy of the lowest energy absorption transition and the 
particle size is well known 1-3. In a recent paper by Mikulec et al. 4 the wavelength of 
the (exciton) emission maximum of CdSe QDs has been reported for a large range of 
particle sizes. The data are reproduced in figure 5-1A and the associated photon energy 
of the exciton emission is shown in figure 5-1B. 
The QDs have some advantageous properties for the use as luminescent labels in 
biological systems 6-8. Compared to organic dyes, they have broad a excitation 
spectrum, a narrow, symmetric emission spectrum and they are more photo-stable. Due 
to the broad excitation spectrum QDs can be excited far away from the emission 
wavelengths and differently sized quantum dots can be excited using one excitation 
wavelength.  
About five years ago it has been demonstrated that it is possible to measure emission 
spectra for a single quantum dot 9. Figure 5-2 shows some single QD emission spectra. 
For comparison, the emission spectrum of an organic dye (tetramethylrhodamine, TMR) 
is shown in the same figure. The narrow, symmetric emission spectra in combination 
 
Figure 5-1. (A) CdSe exciton emission wavelength maximum as function of the QD size. The 
data are reproduced from Mikulec et al. 4. (B) The corresponding energy at the emission 
maximum (in eV) plotted as a function of the QD size. As a comparison the horizontal line 
denotes the bandgap of bulk CdSe at 300 K (1.74 eV 5). 
 Luminescence spectroscopy of single CdSe/ZnS quantum dots: Reversible properties 
  113 
with the broad excitation spectra 
enables imaging of multiple, 
differently sized QDs (see also 
Lacoste et al.8). 
The study of the luminescence of 
single semiconductor quantum dots 
has revealed many interesting 
properties and processes that cannot 
be observed for an ensemble of 
many quantum dots. Some of the 
properties and processes are 
reversible while others are 
irreversible. Reversible phenomena 
of fundamental interest like spectral 
diffusion and blinking (on/off 
behavior) are important for potential 
applications of single quantum dots 
as labels in biological systems 6, 7. Most studies on spectral diffusion and blinking have 
been performed at cryogenic temperatures. Random spectral diffusion at low 
temperatures has been related to ionization of quantum dots due to Auger processes 9-12. 
As a result of the ionization and subsequent recombination processes, the charge 
distribution around the dot changes, resulting in spectral (Stark) shift of the emission 12, 
13. In a recent study convincing evidence has been presented for this mechanism 12. A 
clear relation between blinking (explained by photo-ionization) and the occurrence of a 
spectral jump has been established in that study. At room temperature less information 
is available on spectral diffusion and blinking of single quantum dots 14.  
Next to the random spectral diffusion at room temperature, a systematic blue shift has 
been reported as well 9. The blue shift is irreversible and has been attributed to photo-
oxidation of the CdSe in the quantum dot 9, 15. The photobleaching behavior of QDs is 
another irreversible process that we investigated. 
In this chapter the reversible changes in the luminescence of single quantum dots under 
continuous illumination will be discussed. Properties and processes that will be 
addressed in are the blinking behavior of the quantum dots and the spectral diffusion of 
the luminescence. Furthermore, the fluctuations in the light output are addressed and the 
influence of oxygen on the light output. To explain the observed behavior a model is 
outlined in which relaxation to various states of the quantum dot are included after 
optical generation of an electron-hole pair. 
Chapter 6 will deal with the irreversible processes, i.e. the blue shift and 
photobleaching, and the total light output of the QDs before they are photobleached will 
be discussed. 
 
Figure 5-2. Normalized single QD luminescence 
spectra of different quantum dots (all dots are taken 
from batch 2). For comparison the spectrum of 
TMR is included (dashed curve). 
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5.2 Materials and Methods 
5.2.1 Quantum dot synthesis 
The ZnS-capped CdSe nanoparticles were synthesized using a similar method as was 
described by Hines and Guyot-Sionnest 16. The synthesis was performed in a glove box 
under dry nitrogen. Stock solutions of Cd2+, Zn2+, S2- and Se2- in trioctylphosphine 
(TOP) were prepared. For the Cd2+/TOP stock solution 1.6 g (0.011 mol) 
dimethylcadmium was dissolved in 15.5 ml TOP. The Zn2+/TOP stock solution was 
prepared by dissolving 1.23 g (0.01 mol) diethylzinc in 9.0 ml TOP. 1.3 g Se (0.016 
mol) was dissolved in 16.0 ml TOP and 2.0 ml (0.01 mol) hexamethyldisilathiane was 
dissolved in 8.0 ml TOP to obtain the Se2-/TOP and S2-/TOP stock solutions, 
respectively. Cd2+/Se2-/TOP and Zn2+/S2-/TOP stock solutions were freshly prepared for 
every synthesis. The Cd2+/Se2-/TOP stock solution was prepared by mixing 0.4 ml 
Cd2+/TOP with 0.4 ml Se2-/TOP and further dilution with 2.0 ml TOP. Addition of 1.6 
ml S2-/TOP and 1.12 ml Zn2+/TOP to 8.28 ml TOP gave the Zn2+/S2-/TOP stock 
solution. 
The synthesis was performed in trioctylphosphine oxide  (TOPO, 25 g). TOPO was 
heated to 300 °C and after half an hour, the temperature was raised further to 370 °C. 
The heater was then removed and when the temperature had decreased to 360 °C, 1.4 ml 
Cd2+/Se2-/TOP stock solution was injected rapidly (0.13 mmol Cd2+, 0.20 mmol Se2-). 
The reaction mixture was allowed to cool down to 300 °C and at this temperature 5.5 or 
13.73 ml of the Zn2+/S2-/TOP stock solution was added in five portions at approximately 
20 s intervals for batch 1 and 2 respectively. The larger amount of Zn2+/S2-/TOP of 
batch 2 leads to the formation of a thicker ZnS capping layer. Based on the added 
amount of Zn2+/S2-/TOP, the average capping thickness would be 4 and 7 monolayers 
for batch 1 and 2 respectively. After the injection of Zn2+/S2-/TOP the reaction mixture 
was allowed to cool down to 100 °C and was kept at this temperature for one hour. The 
nanocrystals were precipitated by adding anhydrous methanol. The precipitate was 
collected by centrifuging (2500 × g, 5 min), washed three times with anhydrous 
methanol and then dispersed in doubly distilled chloroform. The maximum emission 
wavelength in solution of both quantum dot batches was around 600 nm, corresponding 
to an average diameter of 5 nm of the quantum dots 1. The polydispersity in the two 
batches was about 50%, as was deduced from the rather broad emission spectrum of an 
ensemble measurement on QDs in solution.  
5.2.2 Sample preparation 
The microscope samples were prepared on cover glasses in a glove box under nitrogen, 
using two methods. In the first method a small droplet of (diluted) QD solution was 
deposited and spread out on a cover glass. The samples were allowed to dry in nitrogen 
ambient overnight.  The final density of QDs on the glass slide was estimated from two-
dimensional scans using the microscope. The density of QDs was observed to be 
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~10-1 µm-2. The samples that were prepared by this method showed a considerable 
fraction of colocalized QDs, as observed by the spectral analysis of the measurements. 
Measurements that showed more than one QD in the detection volume were expelled 
from further analysis. In the second method the QDs were deposited on the cover glass 
by spin coating, to reduce colocalization. Now, the density of QDs was ~10-2 µm-2. 
The cover glass was placed on a closed flow-chamber. To prevent oxygen from entering 
the cell during the measurement under nitrogen there was a continuous flow of nitrogen 
gas through the holder. For the measurements in air, the sample was flushed thoroughly 
with ambient air and the sample was left for at least 15 minutes to reach a complete 
surrounding of the QDs by the ambient air.  
5.2.3 Surface modification 
The surface of the QD is very important with respect to the luminescence quantum 
yield. Surface defects are reported as the main sources for non-radiative recombination 
of an exciton. To improve the luminescence quantum yield of the QDs they are capped 
with a semiconductor material that has a limited lattice mismatch with respect to the QD 
core material, but that has a larger bandgap 11, 17. The capping reduces the surface 
defects and with that the number of non-radiative (surface related) recombination 
pathways. By these means the quantum yield for photon emission is improved and 
reported up to 50% at room temperature 16-18.  
When CdSe QDs are capped with a ZnS shell, the QDs are not water-soluble anymore. 
For use as markers in biological samples however the QDs are required to be water-
soluble. In that case an extra modification step is needed to make the QDs water-
soluble. One possibility is to overcoat the QDs with a silica layer 6. Other approaches 
use molecules with a sulfhydryl (i.e. mercapto) on one end and a carboxylic acid 7 or 
hydroxyl group 19 on the other. The molecules are coupled to the QD using the 
sulfhydryl group, while the other group provides the water-solubility and furthermore 
enables specific coupling of proteins to the QD. It should be noted that these QDs in 
water might not have the same high luminescence quantum yield as the QDs in a dry 
atmosphere.  
The CdSe QDs that were applied here were coated with a ZnS capping with a thickness 
of 4 or 7 monolayers as described in § 5.2.1. No additional modification has been 
carried out and the QDs are consequently not water-soluble.  
5.2.4 Experimental setup 
Fast spectral imaging was performed employing a confocal laser-scanning microscope 
(CLSM, Nikon PCM2000). The setup is described extensively in chapter 2. Light of 
468 nm or 477 nm from an Argon-Krypton mixed gas laser (Spectra Physics, 
2060-10SA) was used for excitation (power density on the sample 0.5-500 kW/cm2). 
The measurements were performed using the larger of the two pinholes of the CLSM 
(i.e. 50 µm) and a 60× oil immersion objective (NIKON, PlanApo, NA 1.4).  
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The two detection channels of the CLSM are coupled to the detectors by means of 
optical fibers. In the configuration applied here, one of the standard detectors (i.e. 
photomultiplier tubes) is replaced by a home-built spectrograph 20. In the spectrograph, 
a prism disperses the light (SF10-glass, 60mm equilateral), and a Peltier-cooled, back-
illuminated CCD camera is used for detection (Princeton Instruments, NTE/CCD 1340). 
The spectral resolution is wavelength-dependent, and varies between ~1.5 nm and 5.5 
nm (from 500 nm to 700 nm) in the measurements as presented here. The second 
standard photomultiplier tube is used to locate single QDs, employing a 590/60 
bandpass filter (Nikon). After positioning the laser beam on a single QD the emission 
light is coupled into the spectrograph and the spectra are recorded at 5-100 ms dwell 
time. The total measurement time ranged from 1-30 minutes. The experiments were 
performed in ambient air and in a nitrogen atmosphere.  
Data are corrected for background from the system and the sample by subtracting the 
average spectrum from time interval of the recording where the QD is not emitting. 
Data are corrected for the detection sensitivity of the setup using a calibrated tungsten 
bandlamp. The spectrum of the bandlamp is recorded and compared to the theoretical 
spectrum of a blackbody radiator of the same temperature. The spectra are fitted by a 
Lorentzian peak function 3 for quantification of the integrated intensity, the peak 
position and the peak width. 
5.3 Multi-state model of optically generated excitons 
5.3.1 Energy states in quantum dots 
The valence band and conduction band of a semi-conductor are separated by an energy 
bandgap. The bandgap in a quantum dot (QD) is larger than in the bulk material and is 
size-dependent (it increases with decreasing QD size). Furthermore, discrete, atomic 
like, energy levels are present in QDs. These phenomena can be understood in terms of 
the quantum confinement approach for carriers in the quantum dot (so called particle-in-
a-box approach) 3.  
The QDs that are used in the experiments in this thesis have a CdSe core of 
approximately 5 nm in diameter. The QDs are coated with a ZnS shell with an estimated 
thickness of 4 or 7 monolayers for batch 1 or 2, respectively. The bandgap of bulk CdSe 
is 1.84 and 1.74 eV at 0 and 300 K, respectively 5. The average radius of the CdSe-core 
(~2.5 nm) is smaller than the exciton Bohr radius for excitons in bulk CdSe (~4.9 nm3)∗. 
Therefore, the positions of the carriers in the QD are strongly confined. The range 
where the particle radius is smaller than the Bohr radius is also referred to as the strong 
confinement regime (see e.g. Gaponenko 3). 
In order to explain the observed reversible changes in the luminescence of the QDs, a 
model is presented here in which the creation and annihilation of electron-hole pairs is 
                   
∗ Here the particle radius is used to compare the quantum dot size with the Bohr radius. In the remainder 
of the thesis the QD size is defined by its diameter. 
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described. The model includes various states that an electron-hole pair can reach before 
it finally annihilates. 
Figure 5-3 shows a schematic overview of the different states that a QD can be in, with 
none, or one electron-hole pair, or ionized with one charge. In the ground state (labeled 
‘G’ in figure 5-3), the valence band is totally filled and the conduction band is empty 
(denoted by the gray and white color, respectively). Energy uptake by a quantum dot in 
the ground state, e.g. by photon absorption, can promote an electron from the valence 
band to the conduction band and create an electron-hole pair. For direct creation of an 
electron-hole pair the photon energy must be equal to or higher than the bandgap 
energy3. After excitation, rapid intra-band relaxation (<1 ps) takes place to the lowest 
excited state 21, 22. The created electron-hole pair in a quantum dot is commonly denoted 
as an exciton 3 and is labeled ‘E’ in figure 5-3. 
The exciton lifetime in a QD is between 1-100 nanoseconds and the electron-hole 
recombination can be radiative or non-radiative. If not averaged over long times, the 
line width of the emission spectrum results from homogeneous broadening 3, 23-25 and is 
consequently Lorentzian shaped. The homogeneous broadening is caused by phonon 
dephasing processes. The homogeneous line width is reported to increase approximately 
linear with the temperature and inversely quadratic with the QD size 23. The spectral 
resolution of the experimental setup may cause extra spectral broadening, in particular 
at low temperatures, where the line width of the QD emission is smallest.  
Structural defects in a QD are important sources of non-radiative recombination of 
excitons. The defects can occur internally and at the surface of a quantum dot. The 
surface defects are particularly important, because a large fraction reside on the surface 
of the QD. For a 5 nm diameter QD over 25% of the atoms reside on the surface.  
Defects in the QD can also trap a charge carrier in a sub-bandgap state 26-28. In 
figure 5-3 ‘D’ indicates the different states of a QD in which a charge carrier is trapped. 
The charges can be trapped internally or at the surface of the QDs, depending on the 
positions of the defects. The vertical positions of the trapped charge carriers between the 
valence and conduction band are chosen randomly and do not represent the actual 
energy levels of the different defect-states with respect to each other or the bandgap. 
It is expected that the trapping processes take place from the lowest excited state, as a 
consequence of the fast intra-band relaxation. The sub-bandgap trapped charges have 
lifetimes that are a few orders of magnitudes longer (microseconds) than the exciton 
lifetime and mostly recombine without radiation. However, radiative electron-hole 
recombination at QD defect-state also occurs 26-28. The defect-state related emission is 
red shifted, because the available energy of the trapped state is less than that of the 
exciton state. The lifetime of the defect related emission in QDs is typically in the 
microsecond range 29. 
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Besides the defect trapping states inside or at the surface of a QD one of the charges can 
also be trapped outside the QD. In this case an ionized QD remains (labeled by ‘I’ in 
figure 5-3). From measurements on QD solids, it was concluded previously that the 
ionization rate of the QD is lower than the intra-band relaxation 30, and as a 
consequence that the ionization starts from the lowest exciton state.  
For CdSe/ZnS QDs, the electron has a larger probability to be expelled than the hole. In 
(bulk) CdSe, the electron has a lower effective mass than the hole 1, 3. As a consequence, 
the electron wave function extends into the ZnS shell, while the hole wave function has 
negligible probability of spreading into the ZnS shell 1. In ionized CdSe/ZnS QDs the 
expelled charge is therefore mostly the electron. This has been confirmed empirically 
using electrostatic force microscopy 31. The intermittence in the luminescence was 
observed to correlate with the creation of a higher positive charge of the QD. 
In general, subsequent electron-hole pair creations in an ionized QD recombine non-
radiatively and the ionized QDs are not emitting light 10, 32. The ionized states have long 
lifetimes (milliseconds-seconds) and are observed as the intermittency in the exciton 
emission. They are therefore referred to as the “dark” or “off” states of the QD.  
The ionization is generally believed to be an Auger process 9, 10, 12, but evidence other 
ionization processes has been reported as well 11, 30, 33. In the Auger process two 
electron-hole pairs are present in the QD simultaneously. The recombination of one pair 
then supplies the energy that is necessary to excite one of the remaining charge carriers 
outside the QD 3. The requirement of two electron-hole pairs implies quadratic 
dependence of the ionization rate on the light intensity.  
However, several groups have reported linear dependence of the ionization rate on the 
excitation density 11, 30, 33, pointing out that the ionization occurs via a single electron-
hole pair. The energy that is required to move one of the charge carriers outside the QD 
can be supplied by phonons 11, suggesting that the ionization is a thermally activated 
process. Banin et al. 11 concluded the thermal contribution to the ionization of QDs from 
the linear relationship between the on-times of the QDs with the excitation density (0.1-
10 kW/cm2) and from the dependence of the blinking behavior on the temperature. 
Leatherdale et al. 30 report almost linear dependence of the number of free charge 
carriers outside the QDs on the light intensity in photoconductivity measurements on 
quantum dot solids. The linear relationship was observed down till excitation intensities 
as low as 2.5 mW/cm2. However, The systematic deviation of the data points from the 
linear fits in their paper suggest the presence of additional, higher-order dependence on 
the excitation density as well.  
The Auger and direct ionization processes do not longer depend quadraticly or linearly, 
respectively, on the excitation density when employing high excitation densities. At 
saturation the exciton state density does not increase anymore with the excitation 
density. This occurs when the excitation rate of the quantum dot (i.e. the excitation 
photon flux multiplied with the excitation cross-section) becomes larger than the inverse 
average lifetime of an electron-hole pair. As a result, the emitted intensity does not 
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further increase with increasing excitation rate. The direct ionization process from the 
exciton state behaves similarly. Furthermore, the Auger ionization rate becomes linear 
with the excitation rate, instead of the square dependence predicted at low excitation 
rates. In organic dyes that have long-lived triplet states it is the triplet state that causes 
the saturation 34. In analogy to this (long-lived) defect-states are expected to cause 
saturation before the exciton state does, when present.  
Because the process that leads to the off-state is assigned to photo-ionization of the QD 
the off-time intervals are related to the recombination of the ejected charge carrier with 
the ionized dot. The off-time distribution of ZnS coated CdSe QDs has been studied in 
detail in the past 32, 35, 36. A recent study by Kuno et al. 32 provided evidence for an 
inverse power law behavior of the off-time intervals, i.e. P(toff) ∝  toff-(1+a) . A good 
agreement between the experimentally observed off-time distribution over nine decades 
in probability density and five decades in time was observed, with 1+a = 1.6.  
The off-time interval distribution was observed to be excitation density independent 11, 
32. The most probable explanation for the inverse power law behavior is the existence of 
multiple ionization states and consequently a distribution of recombination rates 32. The 
same paper suggests that the most likely model for ionization and recombination is 
based on tunneling of charges.  
A consequence of the non-exponential behavior of the blinking is that the average on- 
and off-time are dependent on the experimental conditions, i.e. the recording time per 
spectrum and the total measurement time 32. 
5.3.2 State-density distribution and ionization of single quantum dots 
In this section a model is presented that describes the density of various states of a QD 
using the transition rates one state to another. The population distribution of the states 
can be applied to calculate the light output of a QD or model the ionization of a QD, 
including the influence of saturation. Figure 5-4 shows the states that are included in the 
model and the possible pathways from one state to another. The different defect and 
ionized states (‘D’ and ‘I’ states in figure 5-3) are each considered being a single state in 
the model.  
 
The model assumes that photon absorption by a QD in the ground state (G) can only 
bring the QD in exciton state (E). The actual state of the electron-hole pair on excitation 
is ignored, because it relaxes fast and efficiently to the lowest exciton state. From the 
exciton state the QD can return to the ground state, go to the defect-state (D) when a 
charge carrier is trapped or go to the ionized state (I) when a charge carrier is expelled 
from the core. After absorption of a second photon the QD can go to a bi-exciton state 
(E→E+E). From the defect-state the QD can return to the ground state, go to a ‘bi-
exciton defect-state’ (D+E) or go to the ionization-state (I) when one of the charge 
carriers is expelled. From the two bi-exciton states (E+E and D+E) the QD can return to 
the single exciton state, to the defect-state, or can be ionized. Ionization of the QD via a 
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bi-exciton state thus requires two electron-hole pairs to be present in the QD, as in the 
Auger model. 
The model is used to describe the population distribution of a QD states while ‘on’ and 
until it is ionized and therefore the return path(s) from the ionized state is (are) not 
included in this model. Because of its small probability, the ionization has negligible 
influence on the population distribution of the other states and is omitted from 
calculations. The ionization rate can still be extracted from a three state model that 
D
D+E
I
E+E
G
E
Energy
 
Figure 5-4. Model of the multiple states of a QD. The vertical position is a measure for the 
energy of the state (a higher position denotes a higher energy). The different states are: G: 
ground state, E: lowest excited state, D: defect-states, I: ionized states, E+E: bi-exciton state, 
D+E: bi-exciton-defect-state (i.e. defect-state after creation of a second electron-hole pair, 
contains one trapped charge and three free charges). The solid arrows denote transitions 
between states with photon absorption (upward arrows) or photon emission (downward 
arrows). Dashed lines denote transitions without photon emission. The transitions denoted by 
the curved, dotted arrows (E+E→D and D+E→E) are ignored in the three-state model.  
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includes only the ground state (G), exciton state (E) and defect-state (D) with some 
additional assumptions. Firstly the population of the bi-exciton states (E+E and D+E) is 
assumed to be negligible. This is plausible, because the recombination of additional 
created electron-hole pairs is fast 10, 37. The recombination of additional electron-hole 
pairs is enhanced, because each of the charge carriers can recombine with each of the 
two opposite charge carriers. Furthermore, the return paths from the bi-exciton states to 
the exciton and defect-states E+E→D and D+E→E (that are denoted by the two curved, 
dotted paths) are neglected, because they are expected to be less efficient than E+E→E 
and D+E→D. Under these assumptions the probabilities for the transitions E→E+E and 
D→E+D can be replaced by reduced probabilities that the bi-excitons are created 
followed by ionization of the QD. 
When the assumptions are not made, a five-state model is required to calculate the 
excitation rate dependence of the ionization. 
When the total number of dots is constant in time, the occupation density changes of the 
three states in time ( , andg e dN N N′ ′ ′ , for the ground, exciton and defect-states, 
respectively) can be written as follows: 
 
( )
( )
( ) ( )
e exc g R NR d e
d d e dR dNR d
g d e exc g R NR e dR dNR d
N k N k k k N
N k N k k N
N N N k N k k N k k N
′ = ⋅ − + + ⋅
′ = ⋅ − + ⋅
′ ′ ′= − − = − ⋅ + + ⋅ + + ⋅
 (5.1) 
In these equations kexc is the photon excitation rate from the ground state to the exciton 
state (G→E) and kR and kNR the radiative and non-radiative recombination rates from the 
exciton state (E→G). Furthermore, kd is the rate for entering a defect-state from the 
exciton state (E→D) and kdR and kdNR the radiative and non-radiative recombination 
rates from the defect-states back to the ground state (D→G). Two of the three equations 
of (5.1), plus the demand that the total number of dots is constant (Ng+Ne+Nd) and a 
boundary (or begin) condition are required to calculate the density of states. In a steady 
state situation the population densities of the states do not change in time and each of 
the equations of (5.1) can be put to zero. In this case, it follows directly from the second 
equation of (5.1) that the ratio of the exciton and defect-state densities is independent of 
the excitation rate: ( )d e d dR dNRN N k k k= + . When considering a single QD, the sum of 
the three state densities equals Ng+Ne+Nd=1 and the three state densities are the average 
times that the QD spends in each of the three states. The three densities can be 
calculated as a function of the transfer rates between the different states: 
 
( ) ( ) ( )
( ) ( ) ( )
1
dR dNR
e exc
d dR dNR exc d R NR dR dNR
d
d exc
d dR dNR exc d R NR dR dNR
g e d
k kN k
k k k k k k k k k
kN k
k k k k k k k k k
N N N
+
= ⋅
+ + ⋅ + + + ⋅ +
= ⋅
+ + ⋅ + + + ⋅ +
= − −
 (5.2) 
 Luminescence spectroscopy of single CdSe/ZnS quantum dots: Reversible properties 
  123 
At low excitation rates the two excited state densities are approximately proportional to 
the excitation rate and flattens off at higher intensities. Figure 5-5A shows the exciton 
and defect-state densities as a function of the excitation rate. The numbers used to create 
the curves are mentioned in the figure caption. At higher excitation rates, the occupation 
densities of these states may no longer be assumed proportional to the excitation rate 
and saturation is evident. The dotted line shows the intensity, in the case where no 
saturation would be present (i.e. also neglecting saturation caused by the exciton state 
lifetime). 
The thermally activated ionization is proportional to the state-density from which the 
QD is ionized. Therefore, similarly shaped curves are obtained as shown in figure 5-5A. 
The ionization rate kion via the bi-exciton state (E+E) consists of an excitation 
component and an Auger ionization rate kAu. The excitation rate to create the second 
electron-hole pair ( 2exck ) is proportional (though not necessarily equal) to that to create 
the first one (kexc) and therefore the ionization rate is proportional to the excitation rate: 
ion Au exck c k k= ⋅ ⋅ . The rate at which a QD enters the ionized state now becomes: 
 
( ) ( ) ( )
2
2
ion e ion e exc Au e exc Au
dR dNR
exc Au
d dR dNR exc d R NR dR dNR
N N k N k k N k c k
k kk c k
k k k k k k k k k
′ = ⋅ = ⋅ ⋅ = ⋅ ⋅ ⋅
+
= ⋅ ⋅ ⋅
+ + ⋅ + + + ⋅ +
 (5.3) 
Figure 5-5B shows the ionN ′  as function of the excitation rate using eqs. (5.2) and (5.3). 
The ionization rate goes from square dependence at low excitation rates to linear 
 
Figure 5-5. (A) Density of the exciton state (solid line) and defect-state (dashed line) as a 
function of the excitation rate. The dotted line denotes the exciton state density when no 
saturation would occur. (B) Ionization rate as a function of the excitation rate using an Auger 
model. The dotted line shows the ionization curve belonging to the non-saturation situation. 
The values that are used to calculate the curves are: an exciton lifetime of τexc = 20 ns 
(kR+ kNR = 5⋅107 s-1), a defect lifetime of τd = 1 µs (kdR +kdNR = 1⋅106 s-1), a defect trapping 
probability of 1% (kd = 5⋅105 s-1) and an ionization probability of kion = kexc⋅10-5. An excitation 
rate of 106 s-1 corresponds to an intensity of 0.4 kW/cm2, at 500 nm excitation wavelength and 
assuming an excitation cross-section of 10-15 cm2 14.  
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dependence at high excitation rates. The dotted line in figure 5-5B denotes the situation 
without saturation. The ionization starting from the (D+E)-state only differs by a 
constant factor from eq. (5.3). Which of the two ionization paths is dominant will 
depend on the different rates that are present in the system. 
The non-radiative recombination pathways from the exciton and defect-states may 
include terms that are dependent on external influences, like oxygen mediated 
recombination pathways from the exciton and/or defect-state. 
The three-state model cannot be applied when the dotted pathways of figure 5-4 are 
included, and a five-state model is required, that include the two bi-exciton states. The 
ratio of Ne and Nd now depends on the excitation rate. Dependent on which of the two 
pathways dominates, the exciton state density or defect-state density state will decrease 
at higher intensities. As a result, the ionization rates starting from (E+E) or (D+E) are 
differently shaped as well. The three-state model will be applied later to discuss 
intensity fluctuations that were observed in the QDs and to describe the influence of 
oxygen on the emission intensity of the QDs. 
5.4 Results and Discussion 
Luminescence spectra of individual CdSe/ZnS quantum dots from two batches were 
measured under different atmospheres and using different excitation intensities. The two 
batches differed in capping thickness. The estimated average capping thickness of batch 
1 and 2 amounted to 4 or 7 monolayers, respectively. Clear differences were observed 
between the emission spectra of the individual quantum dots, even for dots of the same 
batch and under the same atmosphere. The QDs differed not only in emission 
wavelength, but also in emission intensity and blinking behavior. Two colocalized QDs 
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Figure 5-6. (A) Spectrally resolved time 
trace of a CdSe/ZnS QD of batch 2 under 
nitrogen recorded with 100 ms dwell time 
using ~0.5 kW/cm2 excitation density at 
477 nm. The emission intensity is a 
stretched black-and-white representation 
and each vertical spectrum is the sum of 
25 successive spectra. (B) Detail from the 
start of the start of the time trace. Each 
vertical line is a single spectrum recorded 
in 100 ms. Note that the horizontal axes of 
the two figures use different units. 
 Luminescence spectroscopy of single CdSe/ZnS quantum dots: Reversible properties 
  125 
were already shown in chapter 2 (figures 2-11 and 
2-12). The two QDs emitted at different wavelengths 
and observed emission intensities were different as 
well. Figure 5-6 shows a plot of another QD in 
nitrogen. The wavelength is plotted vertically and the 
time is plotted horizontally. In the time interval of 
figure 5-6A it is seen that the dot emits for over 10 
minutes. The first eight seconds of the total interval is 
illustrated in figure 5-6B and shows blinking and 
variations in the emission intensity and the emission 
wavelength of the QD in time. 
The shape of the single dot emission spectra is 
described reasonably well by Lorentzian peaks, 
indicating that the broadening of the spectra is due 
homogeneous broadening. Figure 5-7 shows two 
measured emission spectra (symbols) of single QDs with their fitted Lorentz curves 
(solid lines). The fitted full width at half maximum (FWHM) of the emission peaks 16 
and 14 nm for the left and right spectrum respectively. Typically, the FWHM of the 
emission peaks amounted to 12-20 nm. Line widths of single QDs at room temperatures 
have been reported between 15-25 nm 8. Extrapolation to room temperature of the data 
from a theoretical study 23 predicted a line width of Γ≈5 nm for the QD size that we 
apply (5 nm in diameter). This difference is not understood. In the spectral shape we do 
not see a large contribution to the line width from inhomogeneous broadening. It might 
be that the linear dependence that was reported is not valid up to room temperature, or 
that the coefficients that were obtained from the paper do not accurately describe the 
line width for the QDs that were applied here. 
The line width might be broadened due to heating of the QD from the photon energy 
that is not emitted as light. Assuming a heat 
capacity of 1 Jg-1K-1 and a mass of 
approximately 10-18 g, the energy of 1 absorbed 
photon (500 nm) yields a temperature rise of 
0.4 K when conversed to heat. At high 
excitation rates, this can give a considerable 
heat production in a QD when the heat 
conduction to the surrounding air is poor. 
However, the theoretically linear relationship 23 
would predict unrealistically high temperatures 
to obtain the observed line widths. 
The fit procedure was carried out on the time 
traces of the single QD spectra to analyze the 
time-resolved properties. In figure 5-8 the 
 
Figure 5-7. Measured spectra 
of two single QDs (symbols) 
and the Lorentzian fit curves 
through the data points. The 
fits yielded for the left and right 
peak a FWHM of 16 and 14 nm 
respectively. 
 
Figure 5-8. Wavelength of the emission 
maximum (from the Lorentz fits) as a 
function of time for the QD of 
figure 5-6.  
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positions of the emission maxima of the QD of figure 5-6 are plotted as a function of 
time. It was already seen in figure 5-6B that the emission of the QDs was not constant 
in time. The next sections will elaborate on the variations that were observed in the 
emission wavelength (§ 5.4.1) and observed intensity (§ 5.4.2 - § 5.4.4) of the QDs in 
time. 
5.4.1 Random diffusion 
The distribution of the emission peak positions forms a 10-15 nm broad band (see 
figure 5-8). This was observed for the QDs both in air and in nitrogen. The distribution 
of the peak positions is in agreement with the low temperature measurements on 
spectral diffusion on single quantum dots 9-12. The random diffusion is further illustrated 
in the spectrally resolved time traces in figure 5-9 and the associate fitted positions of 
the emission maximums in figure 5-10. Clear variations in the position of the 
wavelength of the exciton emission are visible. The position of the emission maximum 
was often observed to be fairly constant during several frames and then jumped to 
another wavelength. This is particularly visible in figure 5-10A and C. Furthermore, a 
covariance between the spectral jumps and the intermittency of the emission seems 
present, in agreement with previously reported results 12. Though the intensity did not 
always drop to zero between jumps in the emission wavelength of figure 5-10A (see 
vertical dotted lines), the intensity drops strongly suggest that the QD was in the off-
state for a short period of time. Neuhauser et al. 12 assigned the spectral jumps to a 
change in the electronic environment of 
the QDs after the ionization and 
recombination of the QD. This may 
imply that the expelled and captured 
charge carriers are not the same. 
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Figure 5-9. Spectrally resolved time traces 
of different QDs at different excitation 
intensities. On top of each of the time 
traces the integrated intensity under each 
of the curves is plotted in a gray scale (A) 
at 0.5 kW/cm2 at 477 nm with a dwell time 
of 50 ms per spectrum; (B) at 5 kW/cm2 at 
477 nm with a dwell time of 10 ms per 
spectrum. The accolade shows an interval 
in which the dot is emitting at low, but 
rather constant intensity (C) at 20 kW/cm2 
at 468 nm with a dwell time of 5.2 ms per 
spectrum. Each vertical line is a single 
recorded spectrum.  
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5.4.2 Intensity fluctuations 
Besides the on/off behavior that will be discussed in § 5.4.4, the QDs also show 
variations in the intensity while on. On top of each time trace of figure 5-9 the 
integrated intensities under the recorded spectra is shown. The fitted (integrated) 
intensities are plotted figure 5-10. The light-output is clearly not constant but showed 
variations in time. After an interval where the QD emitted at an approximately constant 
light output, jumps to another intensity were observed. This shows clearly in 
figure 5-10B. 
The fluctuations are explained by changes in the symmetry of the electronic state of the 
QD that affects the oscillator strength for radiative transition 38. It was suggested that 
the creation of defects may alter the symmetry of the QD and that that part of the 
created defects might be reversible 38. A redistribution of the local electric fields around 
the QDs, which is also held responsible for the spectral jumps 12 may cause changes in 
  
Figure 5-10. (A, B and C) Intensities (upper 
panes) and wavelengths of the emission 
maximums (lower panes) of the spectrally 
resolved time traces of figure 5-9A, B and C, 
respectively. The vertical lines in (A) denote 
points in time where intensity drops 
accompany jumps in the emission intensity 
and wavelength of the QD. 
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the luminescence quantum yield. If this is the case, the covariance that was found 
between the luminescence intermittency and the spectral jumps 12 is also expected to 
occur between the intermittency or spectral jumps and the jumps in the intensity. 
Qualitatively, such a covariance seems visible between in the fitted times traces of the 
intensities and positions of the emission maximums. Future research will have to reveal 
whether the correlation can also be proved quantitatively. 
In terms of the transition rates between the different states that were used in figure 5-4 
and eq. (5.2), the influence of variations in those rates can be looked at closer to analyze 
the processes that influence the luminescence intensity. A change in the oscillator 
strength of the radiative transition will change the radiative recombination rate (kR, solid 
line in figure 5-4), the exciton state lifetime ( )( )=1E R NR dk k kτ + +  and the 
luminescence quantum yield ( )( )= R R NR dQ k k k k+ + . Because the numerator of the 
luminescence quantum yield changes faster than the denominator with kR, a reduced 
luminescence intensity will correlate with a longer luminescence lifetime of the QD 
(when the other rates are unchanged).  
A new (photo-induced) defect may affect both the non-radiative relaxations from the 
exiton state: i.e. recombination to the ground state (kNR, dashed line in figure 5-4, E→G) 
and entering of a defect-state (kd, E→D). Now, a lower luminescence intensity is 
accompanied by a shorter luminescence lifetime (when kR is unchanged).  
At excitation intensities around saturation, the change in the rate to enter a (long-lived) 
defect-state kd has an additional effect on the intensity. A larger probability to enter the 
defect-state does not only lead to a decrease in the intensity and exciton lifetime. At 
saturation it also interrupts the fast excitation-relaxation (G→E→G) process and gives 
an additional increase in the intensity. Moreover, if kd << kR+KNR a significant reduction 
in the intensity may be observed at saturation, while the fluorescence lifetime is hardly 
affected. The measurement of the exciton lifetime τE could reveal useful information on 
the background of the intensity variations.  
5.4.3 Influence of oxygen on the emission count rate 
The QDs were studies in two different atmospheres. This had much impact on the 
irreversible properties of the QD luminescence, as will be discussed in chapter 6. 
Another observation was that the CdSe/ZnS QDs emitted brighter in air than in 
nitrogen, i.e. higher detection count rates were observed in air than in nitrogen when the 
QDs were in the on-state. The higher emission count rates in air were significant for 
both batches, in spite of the rather large standard deviations (see table 5-1). The large 
standard deviations are explained by differences between the individual QDs, shot noise 
(the maximum observed intensities were considered, rather than the average intensities) 
and the position of the QD, i.e. the QD is not always exactly centered in the illumination 
focus, resulting in a reduced excitation rate and collecting efficiency.  
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Additional experiments 
were carried out at ~14, 
50 and 500 kW/cm2 for 
batch 2 and the results 
are presented in 
table 5-2. The difference 
at 14 kW/cm2 amounted 
to almost a factor of 3 
between air and nitrogen. 
At 50 kW/cm2 the 
difference was much 
smaller and at 500 
kW/cm2 the QDs under 
nitrogen or air yielded no significant difference in the emission count rates. The higher 
light output in air below 100 kW/cm2 can be explained by saturation kinetics of the 
QDs. A possible explanation of the higher light output in air below 100 kW/cm2 is an 
enhanced relaxation of the defect-states by oxygen (see figure 5-4: D→G). The lifetime 
of defect-states is typically ~1 µs 29. When a charge carrier is trapped in a defect-state, 
the normal absorption-emission cycles of the exciton (G→E→G) (with nanosecond 
lifetimes) is interrupted, until the trapped charge carrier recombines, radiatively or non-
radiatively and the QD relaxes to the ground state. 
The enhanced light output in the presence of oxygen by faster defect-state relaxation 
requires that the long-lived defect-state indeed causes saturation of the QDs. The 
excitation levels applied here are in the range where saturation of single QDs has been 
reported to occur, between 10-100 kW/cm2 14. To estimate whether saturation by a long-
lived defect-state is expected at the count rates that were reported here the average time 
interval between two photon emissions was compared with the defect-state lifetime. 
Detection count rates in the order of 105 counts/s were measured. This corresponds to 
average time intervals of 500 ns between subsequent photon emissions assuming a 5% 
overall detection efficiency of the setup. In this situation, the exciton relaxation E→D to 
a defect-state that has a microsecond lifetime will indeed reduce the number of emitted 
photons. An extra return path to the ground state (by oxygen) reduces the defect-state 
lifetime and will enhance the photon output. A similar situation has been reported for 
organic dye molecules where higher fluorescence light yields were measured by 
shortening of the triplet state by oxygen34, 39. Further support for the explanation is 
found in literature on other II-VI semiconductors like CdS and ZnS, where it has been 
established that oxygen can quench the defect related emission 40, 41. These 
measurements suggest an extra (non-radiative) relaxation path from the defect-state by 
oxygen and agree with the higher light output of the exciton emission in the presence of 
oxygen.  
Table 5-1. Maximum light output of QDs between batch 1 and 2 
in ambient air and dry nitrogen using ~20 kW/cm2 excitation 
density at 468 nm. 
 
Ambient n 
Detection count rate 
at 20 kW/cm2 
(photons/s) 
Nitrogen 4 (1.2 ± 0.7) ⋅ 105 
Batch 1 
Air 5 (2.0 ± 1.2) ⋅ 105 
Nitrogen 8 (1.8 ± 1.1) ⋅ 105 
Batch 2 
Air 14 (2.8 ± 1.8) ⋅ 105 
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The difference in light output of the QDs in air and dry nitrogen disappeared for the 
highest excitation density (500 kW/cm2). This indicates that the difference in the defect-
state lifetime in air and nitrogen has disappeared. At such high excitation intensities it is 
possible that the trapped state is annihilated after creation of a second electron-hole pair 
(D → D+E → E, see figure 5-4). This would yield a reduction of the defect-state 
lifetime at higher excitation intensities. A similar effect is obtained when the exciton in 
the defect-state absorbs a new photon removing the trapped charge carrier from the 
intra-band state. The shorter defect-state lifetime in the presence of oxygen reduces the 
probability to create a second electron-hole pair of a QD in air.  
For much lower excitation intensities (<0.1 kW/cm2) exactly the opposite behavior has 
been reported 42. QDs were followed while repetitive switching the ambient between 
argon and oxygen, observing lower luminescence intensities in oxygen. The decrease in 
the intensity in the presence of oxygen is most likely explained a reduction in the 
luminescence quantum yield. This result does not contradict the results that are 
presented here, because of the large difference in excitation intensities that were 
applied. An excitation density of 0.1 kW/cm2 at 500 nm excitation wavelength and 
assuming an excitation cross-section of 10-15 cm2 14 yields an average time of ~4 µs 
between two successive excitations of the QD. The average time between two 
excitations is not shorter than the defect lifetime (~1 µs) and the defect-state lifetime 
does hardly form a bottleneck for the exciton emission process. Therefore a reduction of 
the defect-state lifetime will hardly affect the light output at low excitation intensities.  
The increase in the detection count rate that is presented here suggests that the influence 
of the defect-state quenching is larger than the quenching effect on the exciton emission 
that is observed at low intensities. This is illustrated in figure 5-11, where two exciton 
density curves are shown. The dashed curve is calculated using higher non-radiative 
recombination rates from the exciton and defect-states, accounting for oxygen 
quenching of the exciton and defect-states. The exciton luminescence intensity equals 
the exciton state density (Ne), multiplied with the radiative recombination rate (kR). At 
low excitation rates the luminescence intensity is lower for the dashed curve (with 
oxygen), while it is higher at high excitation rates. Apparently the measurement that are 
Table 5-2. Maximum light output of QDs of batch 2 in ambient air and dry nitrogen using 
three different excitation intensities at 477 nm. 
Ambient n 
Detection count 
rate at 
14 kW/cm2 
(photons/s) 
n 
Detection count 
rate at 
50 kW/cm2 
(photons/s) 
n 
Detection count 
rate at 
500 kW/cm2 
(photons/s) 
Nitrogen 9 (0.5 ± 0.2) ⋅ 105 13 (1.3 ± 0.6) ⋅ 105 11 (2.0 ± 1.1) ⋅ 105 
Air 7 (1.4 ± 0.4) ⋅ 105 13 (1.9 ± 0.5) ⋅ 105 7 (1.6 ± 0.6) ⋅ 105 
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presented here are on the high excitation side of the crossing point between the curves, 
while the results by Koberling et al. 42 are on the low excitation side. 
 
Some of the time resolved spectral images showed a second emission band at the 
highest excitation density of ~500 kW/cm2 (figure 5-12). The peak was blue-shifted 
compared to the main exciton peak (i.e. a higher energy than the exciton emission 
band). There appeared to be a correlation between the on/off behavior of the second 
peak and the main peak: it was only visible when the main peak was strongly emitting. 
This suggests that the blue-shifted emission band is not caused by a second 
(independent) QD and that it is no fluorescence from the system. A second QD was 
expected to blink independently, as followed from measurements with 2 QDs present in 
the focus (see figure 2-9). Fluorescence from an element in the system (e.g. an optical 
filter) is unlikely, because no blinking in the signal would have been expected in that 
case. A possible physical explanation would be the occurrence of bi-exciton emission. 
The blue-shift could then be explained by the Pauli exclusion principle that states that 
Figure 5-11. Exciton state density as a 
function of the excitation density. The 
solid curve shows the calculation in 
dry nitrogen, with the same rates that 
were also used in figure 5-5. The 
dashed curve shows the result of a 
calculation, in which higher non-
radiative recombination kNR and kdNR 
rates are used to account for the 
influence of oxygen on the non-
radiative recombination. 
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Figure 5-12. (A) Spectrally resolved time trace of a QD of batch 2 using ~500 kW/cm2 at 
477 nm. (B) Average of several successive spectra of two different time intervals in which the 
second peak was visible. The vertical lines are included to show the energy difference between 
the two emission bands. 
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the two excitons cannot occupy the same energy level. Since the first exciton was 
already in the lowest energy state, the second exciton will have a higher energy.  
5.4.4 Blinking 
The blinking behavior of the QDs of batch 1 and 2 was analyzed by determining the on- 
and off-time distributions from the spectral time-traces. The exciton emission intensity 
was used as a means to distinguish between the on- and off-state of the QD. A threshold 
just above the background level was used to discriminate between the on- and off-state.  
A graph of the off-time duration distribution of one of the QDs in nitrogen is plotted in 
figure 5-13 on a single logarithmic scale. A single off-state with a constant 
recombination rate would have yielded an exponential decay of the off-time distribution 
and consequently a straight line (see figure 5-13). Here, a deviation from the straight 
line is visible at the shorter and longer off-time durations, in agreement with earlier 
reports 9, 11, 32. The deviation is explained by the existence of a distribution of off-states, 
rather than a single off-state and a distribution of off-states yields an inverse power law 
for the observed off-time distribution. 
To investigate whether oxygen or the capping thickness has influence on the blinking 
behavior of the QDs, the on/off time distributions were studied for various QDs from 
both batches both in air and in nitrogen. The results of the QD blinking analysis of the 
different batches and different atmospheres are not yet reliable, mainly due to artifacts 
in the data-analysis. Such artifacts result from variations in the recorded emission 
intensity and the emission intensity level that was used to distinguish between on and 
off. As can be seen by comparing figure 5-9A and B with figure 5-10A and B, frames 
are sometimes incorrectly assigned to be on or off, using a threshold to discriminate 
between on and off. The intensity drops between the wavelength and intensity jumps in 
figure 5-10A (see dotted vertical lines) strongly suggest that the QD has been off in 
between, while the analysis considers the QD to be on during the entire time interval 
from ~4.75-7.25 s. Oppositely, from the time resolved emission in figure 5-9B the QD 
appears to be emitting during the entire interval from 39.9-40.2 s, while the fit analysis 
of this time trace (figure 5-10) yields an off time in between. These errors are inherent 
 
Figure 5-13. Off-time distribution of a 
CdSe/ZnS QD of batch 1 in dry nitrogen 
with 6 ms dwell time, using ~20 kW/cm2 
excitation density at 468 nm. The 
straight line shows the best exponential 
fit through the data. 
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to the used techniques to measure and analyze the data. The recorded intensity depends 
on the fraction of time that the QD was emitting during the recording of a (single) 
spectrum. This will partly depend on the dwell time and excitation density. The analysis 
of the blinking behavior may be improved using a different setup that can use shorter 
dwell times to study the blinking behavior. Further improvement is expected using an 
analysis technique that includes the derivative of the intensity in time additional to the 
absolute intensity.  
Other variations that complicate the blinking analysis and that are difficult to exclude 
are the variations in light output of the QDs. The light output varies strongly from dot-
to-dot, is not constant in time (§ 5.4.2) and depends on the atmosphere (§ 5.4.3).  
It will be shown in chapter 6 that the QDs degrade in time during illumination. As a 
result of the degradation, the light output decreases in time. Furthermore, the 
degradation and the total recording time of the QDs depends on the atmosphere. This 
implies that the blinking behavior may change in time and that the fitted inverse power 
coefficients depend on the time interval that is analyzed. Indeed, the QDs appeared to be 
off for longer time intervals later in the recording of a QD. We have not been able to 
quantify this yet, but this will be assessed in future studies.  
5.5 Conclusion 
In this chapter, time-resolved fluorescence measurements were presented on single 
CdSe/ZnS core-shell quantum dots (QDs). The QDs show spectral diffusion at room 
temperature and large variations in the light output. A significant influence of the 
atmosphere is observed on the light output of the QDs. An increased emission count rate 
is observed for the QDs in air compared to nitrogen. This can be explained by 
quenching of the defect-state by oxygen in the regime where the long lifetime of the 
defect-states limits the maximum light output of a QD. During and between on-state 
intervals of the QD luminescence intensity fluctuations are observed that seem to 
covariate partly with spectral variations. Exciton lifetime measurements may provide 
valuable information on the mechanism that is responsible for the intensity variations. 
Finally, at very high excitation intensities (500 kW/cm2) a weak, blue-shifted emission 
band has been observed in addition to the normal exciton emission band. Possibly this 
emission band originates from bi-exciton emission. 
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6.1 Introduction 
The previous chapter was focused on reversible changes in the luminescence properties 
of single quantum dots (QDs). This chapter deals with irreversible (degradation) 
processes. Knowledge on the degradation of single QDs is important, because QDs have 
been suggested to use as luminescent labels in biological systems 1, 2. Until now, 
fluorescent (organic) dye molecules are most commonly used for luminescent labeling 
of biological systems, but QDs have some advantageous properties. The broad 
excitation spectrum and narrow emission spectrum have already been discussed in 
chapter 5. Furthermore, the QDs appear to be much more photostable than organic dye 
molecules. The degradation of single QDs differs from the degradation of (single) dye 
molecules. The degradation of single dye molecules occurs in general in a limited 
number of discrete steps before it becomes optically inactive. A photo-induced chemical 
reaction of a single molecule will in general change the energy level scheme of the 
molecule drastically. Moreover, after the first photo-induced reaction the molecule often 
becomes optically inactive. Consequently, the emission intensity drops back to zero in a 
single step. This single step behavior is often used as a fingerprint for the observation of 
single molecules 3-5. Even in the case that a new fluorescent product is formed with a 
photo-induced reaction (see second example in chapter 2) the fluorescent properties will 
change in discrete steps. QDs show a different behavior: Though the degradation itself 
takes place in discrete steps, the effect of each step may have only a small effect on the 
optical properties of the QDs. As a result the degradation shows up as a gradual process.  
In this chapter it will be shown that the optical properties QDs with a CdSe core and 
capped with ZnS change gradually upon illumination. The main observed changes are a 
decrease in the emission count rate in time and a systematic shift to shorter wavelengths 
(blue shift) of the emission maximum.  
To study the irreversible processes that take place in single CdSe/ZnS QDs the time 
evolution of the emission spectra was investigated at room temperature. The spectra 
were followed over time intervals up to 30 minutes and with a time resolution of 6 ms. 
The experiments were carried out in ambient air and in a nitrogen atmosphere and using 
QDs from two batches with different capping thicknesses.  
6.2 Materials and methods 
The CdSe/ZnS QDs that were used here were from the same two batches as the QDs 
that were used in chapter 5. Only the main points of the quantum dot synthesis, the 
experimental setup and sample preparation are described here. A more extensive 
description is found in chapter 2 (experimental setup) and chapter 5 (QD synthesis and 
sample preparation).  
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6.2.1 Quantum dot synthesis 
The ZnS-capped CdSe nanoparticles were synthesized by using a similar method as was 
described by Hines and Guyot-Sionnest 6. The synthesis was performed in heating 
trioctylphosphine oxide  (TOPO, 25 g). At a temperature of 360 °C Cd2+/Se2-/TOP stock 
solution was injected rapidly. The reaction mixture was allowed to cool to 300 0C and at 
this temperature Zn2+/S2-/TOP stock solution was added in five portions at 
approximately 20 s intervals. For batch 2 a larger amount of Zn2+/S2-/TOP was added 
than for batch 1, to form a thicker ZnS capping layer. The thickness of the capping layer 
was estimated to be 4 and 7 monolayers of ZnS for batch 1 and 2, respectively, based on 
the added amount of Zn2+/S2-/TOP. After the injection of Zn2+/S2-/TOP the reaction 
mixture was allowed to cool down to 100 °C and was kept at this temperature for one 
hour. The nanocrystals were precipitated by adding anhydrous methanol. The precipitate 
was collected by centrifuging, washed three times with anhydrous methanol and then 
dispersed in doubly distilled chloroform. The maximum emission wavelength in 
solution of both quantum dot batches was around 600 nm, corresponding to an average 
diameter of 5 nm of the QDs 7. The polydispersity in the two batches was about 50%, as 
was deduced from the rather broad emission spectrum of an ensemble measurement on 
QDs in solution.  
6.2.2 Sample preparation 
The microscope samples were prepared on cover glasses in a glove box under nitrogen. 
In these experiments, a small droplet of (diluted) QD solution was deposited and spread 
out on a cover glass. The sample was allowed to dry to the nitrogen ambient overnight.  
The final density was estimated at ~10-1 QD/µm2 under the microscope. The samples 
that were prepared by this method showed a considerable fraction of colocalized QDs, 
as observed by the spectral analysis of the measurements. Measurements that showed 
more than one QD in the detection volume were expelled from further analysis. The 
cover glass was placed on a closed flow-chamber. To prevent oxygen from entering the 
cell during the measurement under nitrogen there was a continuous flow of nitrogen gas 
through the holder. For the measurements in air, the sample was flushed thoroughly 
with ambient air and the sample was left for at least 15 minutes to reach a complete 
surrounding of the QDs by the ambient air.  
6.2.3 Experimental setup 
Fast spectral imaging was performed employing a confocal laser-scanning microscope 
(CLSM, Nikon PCM2000). Light of 468 nm from an Argon-Krypton mixed gas laser 
(Spectra Physics, 2060-10SA) was used for excitation (power ~20 kW/cm2). The 
measurements were performed using the larger of the two pinholes of the CLSM (i.e. 
50 µm) and a 60× oil immersion objective (NIKON, PlanApo, NA 1.4). One of the two 
standard detectors of the CLSM (i.e. photomultiplier tubes, PMTs) was replaced by a 
home-built spectrograph 8. Because the spectrograph uses a prism to disperse the light, 
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the spectral resolution was wavelength-dependent, and varies between ~1.5 nm and 5.5 
nm (from 500 nm to 700 nm) in the measurements that are presented here.  
The second standard PMT is used to locate single QDs, employing a 590/60 bandpass 
filter (Nikon). After positioning the laser beam on a single QD the emission light is 
coupled into the spectrograph and the spectra are recorded at 6 ms dwell time until the 
QDs are not visible anymore, which sets the total measurement time to range from 1-30 
minutes.  
Data are corrected for background from the system and the sample by subtracting the 
average spectrum from a time interval of the recording where the QD is not emitting. 
Data are corrected for the detection sensitivity of the setup using a calibrated tungsten 
bandlamp. The spectra are fitted by a Lorentzian peak function for quantification of the 
intensity under the spectrum, the peak position and the peak width. 
6.3 Results and Discussion 
The measurements on both QD batches were carried out in (dry) nitrogen and ambient 
air. To obtain information on the influence of the atmosphere and the thickness of the 
capping layer on degradation of the QDs, the emission spectra of in total about 40 
different dots were followed in time. 
6.3.1 Blue shift of the exciton emission spectrum 
In figure 6-1A a typical spectrally resolved time trace (duration ~80 s, with binning in 
time by 50 frames) is presented of a CdSe/ZnS QD of batch 1 in ambient air. The single 
QD initially emitted at 585 nm for a certain time (~20 s), but then the emission 
wavelength started shifting to the blue (‘blueing’). After a blue shift of about 45 nm the 
emission of the QD was not visible anymore. An enlargement of a small part within the 
time trace shows the blinking of the QD on the 6 ms time scale (figure 6-1B). 
Figure 6-1C shows spectra of the dot collected in 6 ms at three different times. The two 
spectra recorded at the later times are clearly blue shifted with respect to the initial 
wavelength. The luminescence intensity and peak position of the QD in figure 6-1 were 
derived from a Lorentz fit and are shown in figure 6-2 as a function of time. The 
difference in the emission maximum at the start and the end of the measurement (as 
obtained from the Lorentz fit) was used to quantify the blue shift. Again a broad band of 
fitted peak and large variations in the intensity values were observed, as discussed in 
§ 5.4.2. The variations in the emission wavelength and intensity were not due to shot 
noise. Additionally, part of the low values in the intensity can be explained by the 
blinking of the QDs that takes place during the recording time of a spectrum. The 
wavelength and intensity variations were observed for all QDs from both batches and 
both in air and nitrogen. The nature of these reversible wavelength and intensity 
variations was already discussed in chapter 5. The irreversible changes that were 
observed in addition (a blue shift in the emission wavelength and a reduction of the 
intensity in time) are discussed here. 
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Similar blue shifts as shown in figure 6-1 
were observed for most other QDs from 
batches 1 and 2. The average blue shifts of 
batch 1 and 2 amounted to approximately 
30 nm (see table 6-1), but the blueing of the 
QDs of batch 2 took place on a longer time 
scale. While for most QDs a behavior 
similar to that depicted in figure 6-1 was 
observed, in some cases an initial fast blue 
shift was observed (see figure 6-3).  
None of the QDs that were measured under 
nitrogen atmosphere showed a significant 
blue shift. The time-dependence of the 
fitted wavelength maximum for a QD in 
nitrogen atmosphere is depicted in 
figure 6-4.  
The observed differences between the time 
evolution of the emission spectra of single 
quantum dots in air and in nitrogen provide 
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Figure 6-1. (A) Spectrally resolved time trace of the luminescence of a CdSe/ZnS QD of batch 1 
in ambient air. The emission intensity is a stretched black-and-white representation and the 
spectra are binned in time by 50 frames in this graph. (B) Detail of the time trace, without 
binning in time (C) Spectra at different illumination times collected in 6 ms. 
 
Figure 6-2. Fitted intensity (upper trace) 
and emission maximum (lower trace) of the 
luminescence as a function of time for the 
QD of figure 6-1 in air.  
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convincing evidence that the observed blue shift of the emission is due to photo-
oxidation of CdSe. From the blue shift and the relation between the bandgap and the 
size of CdSe particles 7, 9 it is calculated that for a spherical particles the diameter 
decreases from about 5 nm to about 4 nm before the dot is completely bleached (see 
figure 5-1). A change in particle diameter of about 1 nm corresponds to photo-oxidation 
of almost two layers of CdSe from the surface. It is concluded from the absence of a 
blue shift that the active core size of the QDs was unaffected in the measurements that 
were carried out under nitrogen. 
In the present experiments the nature of the photo-oxidation product has not been 
analyzed. Oxidation of CdSe nanocrystals is known in literature. Under ambient 
conditions (even without intense excitation) surface oxidation of CdSe nanoparticles has 
been reported 7, 10, 11. The main oxidation product was suggested to be SeO2. For CdS 
photo-oxidation is well understood 12-14. Upon illumination CdS nanocrystals in solution 
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Figure 6-3. (A) Spectrally resolved time trace of 
the luminescence of a CdSe/ZnS QD of batch 1 in 
ambient air that initially shows a blue shift and 
then has a plateau. (B) fitted intensity (upper 
trace) and emission maximum (lower trace) of 
the luminescence as function of time. 
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Table 6-1. Blue shift, bleach time and total detected intensity of the luminescence of 41 
analyzed Quantum dots. Errors are the standard deviations of the distribution. 
 Ambient 
Number of 
QDs 
analyzed 
Blueing 
(nm) 
Time before 
bleaching (s) 
Total detected 
intensity (photons) 
Nitrogen 4 4 ± 5 775 ± 524 (0.66 ± 0.39)⋅ 106 
Batch 1 
Air 12 29 ± 17 140 ± 184 (0.34 ± 0.32)⋅ 106 
Nitrogen 9 2 ± 3 500 ± 333 (1.4 ± 0.8) ⋅ 106 
Batch 2 
Air 16 29 ± 10 214 ± 293 (0.84 ± 0.74) ⋅ 106 
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are photo-oxidized to Cd2+ and SO42-. For photo-oxidation of CdSe evidence for the 
formation of CdSeO3 has been found as well 13. In analogy with the photo-oxidation of 
CdS it is therefore more likely that CdSeO3 or CdSeO4 is the end product of the photo-
oxidation. 
For photo-oxidation of the CdSe core to take place, oxygen has to pass through the 
passivating ZnS layer, which has been grown on the CdSe nanocrystals. The 
observation that photo-oxidation occurs suggests that the ZnS layer is not a closed 
epitaxial layer, but rather a layer with boundaries, possibly at places where ZnS islands 
meet that started to grow at different places on the CdSe nanocrystal. At these 
boundaries oxygen can diffuse to the CdSe core inside the ZnS shell. For the thicker 
shell (batch 2) the oxidation rate is reduced due to the slower diffusion of oxygen to the 
CdSe core through a thicker ZnS shell. However, a thicker shell cannot explain a longer 
delay before the blue shift, because the air was allowed to surround the QDs for at least 
15 minutes before the first measurement in air. 
From the relation between the QD size and the emission wavelength 9, it was calculated 
that the shape of the blueing curve under air, in particular the initial plateau, cannot be 
explained if the oxidation rate is constant in time. This is illustrated in figure 6-5, in 
which the QD exciton emission maximum is plotted as a function of the volume. The 
curve is reproduced using the data by Mikulec et al. 9 and was already shown as 
function of the QD diameter in figure 5-1. The volume was calculated from the diameter 
of the QD, assuming spherical particles. The exciton emission maximum range of the 
QD that is shown figure 6-1 (585-540 nm) is plotted thicker. A constant oxidation rate 
in time would have yielded a gradual blue shift of the exciton emission starting at t=0, 
 
Figure 6-4. Fitted luminescence intensity (upper traces) and wavelength of the emission 
maximum (lower traces) of two CdSe/ZnS QDs in dry nitrogen. (A) Luminescence of a QD of 
batch 1 measured under the conditions described in the materials and methods of this chapter. 
(B) Luminescence of a QD of batch 2 with 100 ms dwell time using ~0.5 kW/cm2 excitation 
intensity at 477 nm. The spectrally resolved time trace of this QD is shown in figure 5-6. 
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with the shape shown thick in figure 6-5. The initial plateau in the observed curve that 
was followed after ~20 s by a blue shift of the emission indicated that the oxidation rate 
increased after ~20 s. This increase is not expected from a constant diffusion. 
Apparently, the accessibility of the core to oxygen increases in time. 
A possible mechanism for an increase in the accessibility and the delay before the blue 
shift assumes photo-induced oxidation of the ZnS shell. The oxidation products would 
then break down the lattice structure of the capping, making it more porous. When parts 
of the shell come off as a result of the more porous structure, sudden large accessibility 
of the core to oxygen is created. The degradation of the shell would thus create a 
growing interface of the CdSe core with the surrounding air. The (fast) oxidation of the 
core is delayed until the shell has degraded.  
Another explanation is that initially the core only oxidizes by oxygen that diffuses 
through the shell, and that the CdSe oxidation products rupture the ZnS shell. In this 
way better accessibility of the core to air is developed in time as well.  
The two suggested oxidation paths (shell oxidation vs. core oxidation with shell rupture) 
imply a different nature. The electron is most likely to be expelled from the core 7, 15 and 
the oxidation is expected to occur from a positively charged QD. If the oxidation starts 
at the shell, the electron that has left the QD core supposedly reacts with an adsorbed O2 
molecule at the ZnS-atmosphere interface to form O2-. A similar oxidation would then 
follow as was reported previously for ZnS QDs 13. If the oxidation starts directly at the 
CdSe core the expelled electron from the core is expected to be scavenged by an oxygen 
molecule that has diffused through the capping. Closer study of the QD constitution 
after illumination in air (i.e. the oxidation reaction products) is required to reveal 
whether the photo-oxidation takes place directly at the core or starts first at the capping.  
6.3.2 Bleaching of the exciton emission 
The QDs that were measured could only be followed for a limited period of time at 
room temperature. Only a few QDs in nitrogen were still (weakly) emitting after 30 
minutes of measurement. Besides the large fluctuations, a gradual decrease of the 
 
Figure 6-5. Photoluminescence emission 
wavelength as a function of the volume 
for CdSe quantum dots. The curve is 
made using data reported by Mikulec et 
al. 9. 
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emission count rate in time was observed for the QDs before the dots were totally 
bleached (see figure 6-2 to figure 6-4). Large differences are found between bleaching 
times for individual dots, in agreement with previous results 11. The results of the 
bleaching times are shown in table 6-1. It should be noted that part of the spread in the 
bleaching time might be the result of differences in the excitation light delivery at the 
sample between several experiments.  
The QDs of batch 1 were on average bleached within 2.5 minutes in air. The average 
time until the QDs of batch 2, with the thicker shell, were bleached in air was longer 
than for batch 1 (> 3.5 minutes). However, the difference was not significant (Student’s 
t-test16, p<0.05). A longer time scale of the bleaching of the batch 2 QDs in air may be 
expected based on the increased thickness of the passivating ZnS layer, similar to the 
slower blueing of the quantum dots. For the QDs of both batches the average bleaching 
times in nitrogen were significantly longer than in air (Student’s t-test, p<0.05). For the 
QDs in nitrogen the average bleaching time was longest for batch 1, but this difference 
was not significant (Student’s t-test, p<0.05).  
A longer time scale for the bleaching of the QDs of batch 1 in a nitrogen atmosphere 
(with the thinner shell) may be related to an increasing number of defects in the ZnS 
capping with increasing ZnS capping thickness. When the ZnS capping thickness 
exceeds 1.3 monolayers a decrease in the luminescence quantum yield has been 
reported with increasing capping thickness 7. This decrease was attributed to an 
increasing number of defects in the ZnS capping shell as the thickness of the capping 
layer increased. The most likely explanation that was suggested assumed that ZnS 
started growing ‘coherent’ with the core structure for thin layers, but became 
‘incoherent’ at larger a shell thickness. This was attributed to the strain caused by the 
lattice mismatch of CdSe and ZnS that leads to the formation of dislocations and low-
angle grain boundaries at a thicker capping thickness. 
 
The intensity decrease for the QDs in air can be partly explained by the size reduction of 
the QD core as a result of the photo-oxidation. A decreasing core size of the QD is 
reported to reduce the absorption cross-section of the QDs for dots smaller than 5 nm 17. 
Indeed, the intensity decrease is most clearly seen where the QDs in air were subject to 
the blue shift (see figure 6-2 and figure 6-3B). However, the reduction in the QD core 
size cannot explain the observed intensity decrease down to zero. Furthermore, an 
intensity decrease is observed for the QDs in nitrogen where no significant size 
reduction is observed, as concluded from the absence of a blue shift in the emission 
spectra of the QDs under nitrogen. It is more likely that the intensity decrease and 
bleaching are caused by the formation of lattice defects in the QDs, creating extra non-
radiative recombination pathways. Part of the created lattice defects might be 
annihilated again, which explains part of the intensity variations 18. However, defects 
that cannot be annihilated again can also be created in time and can in the end result in a 
complete quenching of the QD luminescence. 
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For the QDs in air, the defects are expected to be formed at the CdSe/CdSeOx interface 
as a result of the photo-oxidation. This is concluded from the simultaneous occurrence 
of the decrease in light output and the shift of the emission to shorter wavelengths. The 
involvement of the oxidation products can also explain the faster bleaching of the QDs 
in the presence of oxygen. 
The photobleaching under the nitrogen atmosphere occurred on a longer time scale and 
without a blue shift. In view of the high laser power (20 kW/cm2) photobleaching was 
not unexpected. Few materials are stable against photo-degradation under the presently 
used laser power. The nature of these photo-induced quenching defects is not clear. 
Auger processes may play a role. High-energy bi-exciton states may have sufficient 
energy to rearrange or break bonds in the CdSe or at the CdSe/ZnS interface, creating 
defects that give rise to additional non-radiative recombination paths for the excitons. 
From the absence of a blue shift it can be concluded that the defects do not cause a 
significant reduction in the (active) core volume. The longer time scale for the 
quenching in nitrogen shows that the efficiency of the photo-induced formation of 
quenching states in nitrogen is much lower than when photo-oxidation occurs.  
6.3.3 Total photon yield 
The total number of detected photons before bleaching (table 6-1) was not significantly 
different for the QDs in nitrogen and air (based on Student’s t-test 16, p<0.05), in spite 
of the difference in quenching times in the two atmospheres. One reason for this is the 
increased light output of the QDs in air. The shorter time before final bleaching of QDs 
in air is partially compensated for by the higher (initial) photon count rates in air. The 
higher emission count rates in air compared with nitrogen were already discussed in 
chapter 5 (§ 5.4.3). Furthermore, the average fraction of recorded frames in which a QD 
was emitting was slightly higher in air than in nitrogen. The average total detected 
number of photons was higher for batch 2 compared to batch 1, both in nitrogen and in 
air. However, only the difference between the two batches in air was found to be 
significant (Student’s t-test, p<0.05). Based on a collection efficiency of 5% for the 
detection system, the total number of photons emitted by a single dot of batch 2 at room 
temperature is estimated about 2×107 and over 108 for the most robust QDs. This is 
approximately an order of magnitude higher than what is observed for a stable organic 
dye molecule like Rhodamine (~106 photons) 5, 19, 20.  
6.4 Conclusion 
Irreversible changes in the luminescence of single CdSe/ZnS QDs have been 
investigated under continuous wave excitation in air and in a nitrogen atmosphere at 
room temperature. In a nitrogen atmosphere the emission spectra showed only the 
(reversible) random diffusion that was already discussed in chapter 5. In air the 
emission spectra showed a systematic, irreversible blue shift in addition to the random 
diffusion. The blue shift amounted to about 30 nm and is explained by photo-induced 
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oxidation of the CdSe core resulting in a decrease in the core diameter of ~1 nm. The 
decrease corresponds to the oxidation of two monolayers of CdSe. 
The QDs of both batches and both in air and in a nitrogen atmosphere are subject to 
photobleaching and emit for a limited amount of time. The time until total 
photobleaching of the QD emission occurs is significantly longer in nitrogen than in air. 
This indicates that photo-oxidation results in the formation of quenching centers at the 
CdSe surface. 
The total number of emitted photons before bleaching is not very different for the QDs 
in air and nitrogen atmosphere, mainly due to the higher (initial) emission intensity that 
is obtained from the QDs in air (see § 5.4.3). The higher number of photons that is 
obtained from a QD compared to that of a photo-stable organic dye reflects the higher 
photo-stability of the semiconductor QDs. The higher stability and the advantageous 
spectroscopic properties (i.e. the comparatively broad excitation and narrow emission 
spectra) make QDs for the application as luminescent labels in biological systems.  
6.5 Outlook 
In chapter 5 and 6 experiments have been discussed that were carried out on CdSe/ZnS 
QDs of different capping thickness. Furthermore, experiments have been carried out in 
two different atmospheres: in the presence or absence of oxygen (i.e. in air or in dry 
nitrogen, respectively). In general, analysis of more QDs is required to reveal whether 
some of the observed differences are significant or not. 
Furthermore, experiments are desirable to learn more about the mechanisms behind 
some of the observations. The determination of the QD constitution after photo-induced 
oxidation  (§ 6.3.1) is considered valuable to obtain more insight on the oxidation 
mechanism. The QD constitution may be determined from measuring binding energies 
in the crystal using X-ray photoelectron spectroscopy 7, 10 or vibrational energy levels 
using infrared or Raman spectroscopy 21, 22. To learn more about the reversible (§ 5.4.2 
and § 5.4.3) and irreversible (§ 6.3.2) intensity changes that have been observed, the 
measurement of the luminescence lifetime of single QDs may provide useful 
information. Lifetime experiments can reveal whether the intensity variations are the 
result of changes in the non-radiative or radiative relaxation pathways of the exciton 
state (see § 5.4.2). Useful information may also be obtained from the investigation of 
the QD blinking behavior and the influence of the environment and the degradation on 
it. 
In this thesis experiments have been discussed to learn more about the nature of the 
luminescence properties of single CdSe/ZnS QDs. Besides fundamental interest, 
knowledge on the nature of those properties can help to construct QDs that are even 
more photo-stable and show less blinking in time.  
Finally, QDs are considered promising to be applied as donor probes in FRET 
experiments. Theoretical work 23, 24 has predicted the possibility for FRET to occur 
between QDs and an organic matrix. Because the red tail in the emission spectrum that 
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is typical for organic dyes is absent for QDs, the overlap between the donor and 
acceptor emission spectra are greatly reduced. The reduced overlap in emission spectra 
makes detection of the FRET induced acceptor enhancement easier. The observed 
emission fluctuations in the QD luminescence may jeopardize the accurate 
determination of the FRET efficiency. However, in agreement with single molecule 
work 25, a covariance of the fluctuations in the donor and acceptor luminescence can 
serve as a fingerprint for the occurrence of FRET from a single QD to a single dye 
molecule. 
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ADP Adenosine diphosphate 
APD Avalanche Photo-Diode 
ATP  Adenosine triphoshate 
B-CCD Back-illuminated Charge 
Coupled Device 
CCD Charge Coupled Device 
CLSM Confocal Laser Scanning 
Microscope 
COS-1 Cell line derived from the 
green African Monkey 
CTB Cholera Toxin B-subunit 
Cy5 Cyanine-dye 5 
D Quantum dot with exciton 
in Defect state 
D+E Quantum dot with two 
excitons, of which one in 
Defect state 
E Quantum dot with exciton 
E+E Quantum dot with two 
excitons (bi-exciton) 
eCFP enhanced Cyan mutant of 
green Fluorescent Protein 
EGF Epidermal Growth Factor 
EGFR Epidermal Growth Factor 
Receptor 
eYFP enhanced Yellow mutant 
of green Fluorescent 
Protein 
F-actin Filamentous actin 
FITC Fluoresceinisothiocyanate 
FRET Förster Resonance Energy 
Transfer 
FWHM Full Width at Half 
Maximum 
GFP Green Fluorescent Protein 
G Quantum dot in Ground 
state 
GM1 Glycosphingolipid 
HMM Heavy Mero Myosin 
I Quantum dot in Ionized 
state 
I-CCD Charge Coupled Device 
equipped with an Image 
intensifier 
IVMA In Vitro Motility Assay 
MCS Monte Carlo Simulation 
NA Numerical Aperture 
PI4K Phosphatidylinositol 4-
Kinase 
PBS Phosphate Buffered Saline 
PDGF Platelet Derived Growth 
Factor 
PKB Protein Kinase B 
PKCζ Protein Kinase C ζ 
PMT Photomultipliertube 
QD Quantum Dot 
S/N Signal to Noise ratio 
SDS-PAGE Sodium Dodecyl Sulphate-
Polyacrylamide Gel 
Electrophoresis 
TMR Tetramethylrhodamine 
TOP Trioctylphosphine 
TOPO Trioctylphosphine oxide 
TPE Two-Photon Excitation 
TRITC Tetramethylrhodamine-
isothiocyanate 
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De onderwerpen die in dit proefschrift behandeld worden zijn fluorescentie en 
microscopie. Daarnaast wordt luminescentie van individuele halfgeleider-nanokristallen 
beschreven. Deze samenvatting bestaat uit een algemene inleiding voor niet-
vakgenoten, waarin de belangrijkste begrippen beschreven worden die aan bod komen 
in dit proefschrift en een overzicht van het proefschrift met daarin de doelstellingen en 
een samenvatting van de belangrijkste resultaten.  
Inleiding voor niet-vakgenoten 
Microscopie is een verzamelnaam voor diverse technieken waarmee voorwerpen 
bestudeerd worden die (veel) kleiner zijn dan één millimeter en met het blote oog niet of 
nauwelijks zichtbaar zijn. In optische microscopie, worden kleine voorwerpen 
(bijvoorbeeld cellen van 0,001-0,1 mm groot) met behulp van een lenzenstelsel sterk 
vergroot, om ze te kunnen bestuderen. Om in een monster bepaalde voorwerpen of 
bestandsdelen zichtbaar te maken, wordt dikwijls gebruik gemaakt van kleurstoffen die 
selectief hieraan binden. Een deel van de gebruikte kleurstoffen is fluorescerend en een 
aantal verschillende fluorescerende kleurstoffen is tijdens dit promotieonderzoek 
gebruikt om monsters te labelen. 
Het begrip fluorescentie is bij de veel mensen bekend, en voorbeelden van 
fluorescerende voorwerpen eveneens, zoals de felgroene of felgele markeerstiften om 
tekst te accentueren. Voor de verklaring van het begrip fluorescentie zijn de begrippen 
‘wit’ licht, absorptie en reflectie van belang. Wit licht is samengesteld uit alle kleuren 
van de regenboog: Van (ultra)violet, via blauw, groen, geel, oranje naar rood en 
infrarood. Een perfect wit voorwerp reflecteert, ofwel weerkaatst, al het licht dat erop 
valt, ongeacht de kleur van het licht. Een perfect zwart voorwerp absorbeert al het licht 
dat erop valt. Gekleurde voorwerpen absorberen slechts een deel van het licht en 
reflecteren de rest. Een groen gekleurd voorwerp absorbeert vooral andere kleuren dan 
groen, dat wordt gereflecteerd. De hoeveelheid groen licht dat door een groen voorwerp 
weerkaatst wordt kan echter nooit meer zijn dan de hoeveelheid groen licht dat door een 
wit voorwerp weerkaatst wordt (er wordt geen licht gecreëerd).  
Door in een monster selectief bepaalde stoffen met een kleurstof te labelen, ontstaat er 
een contrast tussen die stoffen en hun omgeving. Op deze manier kunnen de gelabelde 
stoffen selectief bestudeerd worden. In de praktijk werkt dit minder goed in 
microscopie. Monsters voor microscopie zijn in het algemeen zo dun dat maar een klein 
percentage van het opvallende licht geabsorbeerd wordt (vaak veel minder dan 1%). 
Hierdoor is het kleurcontrast als gevolg van absorptie laag. Dit is geïllustreerd in 
figuur 1. Hierin staat twee keer hetzelfde vierkant afgebeeld met daarin cirkels. Het 
vierkant stelt een monster voor en de cirkels (vijfenzeventig) de hoeveelheid 
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gereflecteerd licht van het monster. In het rechter vierkant zijn drie cirkels weggelaten, 
om aan te geven dat hierin iets meer licht geabsorbeerd is dan in het linker vierkant. 
Hoewel verschil aanwezig is, is het moeilijk zichtbaar (er is weinig contrast). 
Het gebruik maken van fluorescerende kleurstoffen is een alternatief om meer contrast 
te krijgen dan met enkel absorberende kleurstoffen. Een fluorescerend voorwerp 
absorbeert evenals een gekleurd voorwerp een bepaalde kleur(en) van het licht, maar het 
geabsorbeerde licht wordt voor een deel weer uitgezonden (geëmitteerd). De kleur van 
het uitgezonden licht is anders dan van het geabsorbeerde licht. Dit komt omdat een 
deel van de geabsorbeerde energie verloren gaat. Een voorwerp dat blauw licht 
absorbeert, kan vervolgens groen licht uitzenden en is groenfluorescerend. Hierdoor zal 
van dit groenfluorescerende voorwerp meer groen licht afkomen dan van een wit 
voorwerp. Dit geeft het voorwerp een felgroene kleur, zoals bij de eerder genoemde 
groene markeerstiften. Er bestaan veel verschillende fluorescerende moleculen die hun 
eigen karakteristieke kleur licht absorberen en uitzenden.  
Met behulp van een gekleurd filter is het mogelijk specifiek naar een bepaalde kleur 
licht te kijken of te detecteren. Een groen filter laat alleen groen licht door terwijl de rest 
wordt geblokkeerd. Met een groen filter kunnen voorwerpen bestudeerd worden die 
groen licht reflecteren of die groen fluoresceren. Door blauw licht te gebruiken voor de 
belichting in combinatie met een groen filter voor de detectie zijn alleen nog de 
fluorescerende voorwerpen zichtbaar die blauw licht absorberen en vervolgens groen 
licht uitzenden. Gereflecteerd blauw licht wordt immers niet door het groene filter 
doorgelaten en andere kleuren licht zijn niet aanwezig. Door in een monster selectief 
bepaalde stoffen met fluorescerende moleculen te labelen en de juiste filters te 
gebruiken, ontstaat er een contrast tussen de gelabelde stoffen en hun omgeving, dat 
over het algemeen veel groter is dan met behulp van niet-fluorescerende kleurstoffen. 
Dit is geïllustreerd in figuur 2, waarin hetzelfde vierkant van figuur 1 is weergegeven. 
De weggelaten cirkels uit figuur 1B zijn hierin opnieuw getekend, maar nu zwart 
opgevuld in plaats van open. De zwartgevulde stippen vallen direct op in de omgeving. 
Met fluorescentie wordt het contrast op een soortgelijke manier vergroot: Het 
Figuur 1. Schematische weergave van 
twee ‘monsters’ aangegeven door de 
vierkanten, die beide licht reflecteren, 
aangegeven door de open cirkels. In 
monster (B) is op drie plaatsen een 
cirkel weggehaald ten opzichte van 
monster (A), om aan te geven dat hier 
licht geabsorbeerd is. Omdat de afname 
van het aantal cirkels klein is, is het 
contrast (verschil) tussen de figuren A 
en B klein.  
A B
 
Samenvatting in het Nederlands 
154 
gecreëerde groene licht (van 0 naar 3) is 
gemakkelijker detecteerbaar dan de afname 
van het blauwe licht (van 75 naar 72). 
Mede vanwege de mogelijkheid om selectief 
contrast te genereren tussen bepaalde stoffen 
in een monster en hun omgeving wordt 
fluorescentie in de microscopie veelvuldig 
gebruikt in vakgebieden van de geneeskunde, 
biologie, scheikunde en natuurkunde. Er is 
dan ook een groot aantal tekstboeken, 
artikelen en conferenties over dit onderwerp. 
Door middel van het labelen van bijvoorbeeld 
eiwitten (belangrijke bouwstenen in 
biologische organismen waaronder het 
menselijk lichaam) met fluorescerende 
kleurstoffen zijn deze eiwitten te lokaliseren 
in cellen. Een andere toepassing van fluorescentie is het meten van ionconcentraties in 
cellen (bijvoorbeeld calcium of de zuurgraad). 
Nieuwe technieken worden nog steeds ontwikkeld, geïmplementeerd en gecombineerd 
in de fluorescentie microscopie, zoals fluorescentielevensduur metingen (dat is de 
bepaling van de gemiddelde tijd tussen absorptie en emissie van het licht), spectraal 
opgeloste (kleuropgeloste) metingen en de bestudering van individuele moleculen. De 
implementatie van nieuwe technieken kunnen het contrast van fluorescentiemetingen 
verhogen en daarmee de detectielimiet verbeteren voor het waarnemen van fluorescentie 
of verschillen in fluorescentie. Bovendien leveren geavanceerde technieken een 
significante bijdrage in het verkrijgen van kwantitatieve gegevens uit fluorescentie 
experimenten. 
Nieuwe technieken hebben eveneens bijgedragen aan een grotere detectiegevoeligheid. 
Dit is nuttig, omdat fluorescerende moleculen maar een beperkt aantal keer aangeslagen 
kunnen worden voordat ze kapot gaan. Dit degraderen van fluorescerende moleculen 
heet fotobleking en heeft dezelfde oorzaak als verkleuring van voorwerpen die aan licht 
bloot staan (zoals bij behang waar wel of geen schilderij voor hangt). Fotobleking kan 
het verrichten van kwantitatieve metingen aanzienlijk bemoeilijken in microscopie. In 
microscopische metingen is slechts een beperkt aantal fluorescerende moleculen 
beschikbaar en daarom is van elk molecuul veel licht nodig om voldoende signaal te 
krijgen. Om veel licht te krijgen worden het monster met een hoge lichtintensiteit en/of 
voor langere tijd bestraald. Dit verhoogt de kans dat een molecuul kapot gaat tijdens een 
meting. Behalve het meten met maximale gevoeligheid kan het gebruik van nieuwe, 
stabielere fluorescerende moleculen uitkomst bieden. Recente ontwikkelingen voor het 
labelen in biologische monsters omvatten ‘groenfluorescerende eiwitten’ (GFP: ‘Green 
Fluorescent Protein’) en luminescente deeltjes van halfgeleidermateriaal (zogenaamde 
 
Figuur 2. Hetzelfde monster van figuur 1, 
waarbij de weggelaten cirkels uit figuur 
1B weergegeven zijn als dichte stippen, 
om aan te geven dat het licht na absorptie 
met een andere kleur is uitgezonden. De 
dichte stippen zijn gemakkelijker 
detecteerbaar dan de weggelaten open 
cirkels dat wil zeggen: er is meer contrast. 
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halfgeleider-nanokristallen; in het Engels vaak aangeduid als ‘quantum dots’). Deze 
labels komen later in deze samenvatting uitgebreider aan de orde. 
Een techniek die een belangrijke rol speelt in dit proefschrift is Förster 
energieoverdracht (FRET: ‘Förster Resonance Energy Transfer’), genoemd naar de 
Duitse fysicus die dit fenomeen in de jaren veertig voor het eerst beschreef 1, 2. Het 
principe van energieoverdracht is dat een aangeslagen fluorescerend molecuul (donor) 
zijn energie niet verliest onder uitzending van licht, maar overdraagt aan een nabij 
gelegen tweede molecuul (acceptor). Hierdoor zal de uitgezonden hoeveelheid licht van 
het donor molecuul afnemen. Als de acceptor eveneens fluorescerend is zal deze licht 
uitzenden bij zijn karakteristieke golflengte. Als de donor bijvoorbeeld groen 
fluoresceert en de acceptor rood, dan zal er als gevolg van energieoverdracht minder 
groen licht uitgezonden worden en meer rood licht. 
Om energieoverdracht te krijgen moeten de donor en acceptor zich ongeveer 1-10 
nanometer van elkaar bevinden zijn (een nanometer is één miljoenste deel van een 
millimeter). Deze afstand is ongeveer even groot als de afmeting van veel eiwitten die 
belangrijk zijn in de biologie en geneeskunde. Dit maakt de techniek een krachtig 
hulpmiddel om aan de hand van het uitgezonden fluorescentielicht te bestuderen of 
bepaalde eiwitten aan elkaar gekoppeld voorkomen in cellen. Hoewel energieoverdracht 
tussen fluorescerende moleculen al zo’n vijftig jaar bekend is, is de toepassing in 
microscopie redelijk recent. 
Samenvatting van dit proefschrift 
De oorspronkelijke doelstelling van dit proefschrift was het verrichten van 
fluorescentiemetingen aan spiereiwitten onder de microscoop, om zodoende meer te 
weten te komen over het contractiemechanisme van de spier op moleculair niveau. Om 
op dit niveau aanvullende informatie over de spiercontractie te verkrijgen, bleek het 
noodzakelijk te zijn om geavanceerdere technieken te ontwikkelen. Het ontwikkelen en 
implementeren van nieuwe technieken en fluorescerende labels vormen daarom de basis 
van dit proefschrift, met als doel de kwaliteit van fluorescentie studies (waaronder 
FRET studies) in de microscopie te verbeteren, mede ten bate van spieronderzoek.  
 
In Hoofdstuk 1 wordt een algemene inleiding gegeven waarin kort ingegaan wordt op 
de fysica achter fluorescentie. Daarnaast worden diverse technieken beschreven 
waarmee fluorescentie gemeten kan worden en worden diverse types fluorescerende 
labels kort bediscussieerd, met een aantal algemene voor- en nadelen. In de laatste 
paragraaf wordt de doelstelling en samenvatting van dit proefschrift gegeven. 
Hoofdstuk 2 beschrijft een opstelling die tijdens het promotieonderzoek ontwikkeld is 
voor het meten van fluorescentiespectra in de microscoop. De opstelling is een 
spectrograaf, waarin het fluorescentielicht dat opgevangen wordt in de microscoop 
wordt gescheiden naar kleur om per kleur de intensiteit te meten. Voor de 
kleurscheiding wordt gebruik gemaakt van een glazen, driehoekig prisma, zoals 
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afgebeeld op de voorzijde van dit proefschrift. Met deze opstelling is het mogelijk om 
nauwkeuriger kleurveranderingen te bestuderen dan met methodes die gebruik maken 
van gekleurde filters. Met de opstelling is het mogelijk om energieoverdracht te 
bestuderen en de emissie van individuele halfgeleider-nanokristallen. Daarnaast is het 
mogelijk met de opstelling nauwkeurig kleurveranderingen op te sporen die het gevolg 
zijn van fotobleking. De spectrograaf vormt de basis voor de metingen die worden 
beschreven in de hoofdstukken 4, 5 en 6.  
In het tussenliggende hoofdstuk 3 wordt als enige geen gebruik gemaakt van de 
spectrograaf die in hoofdstuk 2 beschreven wordt. Hierin wordt een analysetechniek 
beschreven om veranderingen in de lichtintensiteit te beschrijven die het gevolg zijn van 
fotobleking. De analysetechniek maakt gebruik van computersimulaties, die met behulp 
van steekproeven een reeks gebeurtenissen beschrijven (Monte Carlo simulaties). Een 
simpel voorbeeld waarvoor Monte Carlo simulaties gebruikt kunnen worden is het 
berekenen van de kans dat de som van de ogen van twee dobbelstenen een bepaalde 
waarde aanneemt. Hiertoe genereert de computer ‘willekeurig’ een getal tussen 1 en 6 
voor elk van de dobbelstenen en telt de som der ogen op. Door dit proces vaak te 
herhalen kan de kans bepaald worden dat de som van de ogen een bepaalde waarde 
heeft. In hoofdstuk 3 wordt met computersimulaties een fluorescentie experiment 
gesimuleerd, waarbij de kansen berekend worden wat met de excitatie-energie gebeurt 
na absorptie: Zendt het molecuul licht uit, wordt de energie van het geabsorbeerde licht 
overgedragen naar een ander molecuul of gaat het molecuul kapot? Op deze manier zijn 
lichtintensiteiten (en veranderingen daarin) die gemeten zijn in experimenten 
gemodelleerd. Eén van de bevindingen uit de Monte Carlo Simulaties is dat de ruis in 
het gedetecteerde signaal van het monster hoofdzakelijk wordt veroorzaakt door 
variaties in het aantal labelmoleculen en niet door ruis in het aantal geabsorbeerde en 
geëmitteerde fotonen. Daarnaast is geverifieerd dat me een eenvoudige model de kans 
op energieoverdracht met redelijke nauwkeurigheid berekenend kan worden. 
De laatste drie hoofdstukken beschrijven toepassingen van de spectrograaf die in 
hoofdstuk 2 beschreven wordt. Hoofdstuk 4 beschrijft metingen die uitgevoerd zijn aan 
cellen (COS-1 cellijn) waarin eiwitten gelabeld zijn met GFP’s. De GFP’s komen van 
nature onder andere voor in kwallen (Aequorea victoria). Door gebruik te maken van 
speciale technieken (zogenaamde DNA recombinatie technieken) kunnen de GFP’s ook 
in cellen tot expressie gebracht worden waar ze van nature niet in voorkomen, al dan 
niet gekoppeld aan een ander eiwit. De cel zal uiteindelijk het gelabelde eiwit zelf gaan 
maken, en het celmembraan hoeft niet te worden beschadigd voor het fluorescent 
labelen van eiwitten. Het hoofdstuk beschrijft variaties in de fluorescentie die gemeten 
zijn aan een cyaankleurige variant van GFP. De verklaring van de variaties is dat ze 
vermoedelijk veroorzaakt worden door een koppeling van deze GFP moleculen aan 
elkaar (dimeervorming), wat een verandering in het absorptie en emissiespectrum tot 
gevolg heeft. Daarnaast zijn metingen verricht om energieoverdracht te meten tussen de 
cyaankleurige en een gele variant van GFP. Dit had ten doel om de koppeling van twee 
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eiwitten in cellen te bestuderen waarvan één eiwit gelabeld is met de cyaankleurige 
variant van GFP en de ander met de gele. Mede als gevolg van de variaties in de 
fluorescentie van de cyaankleurige GFP waren (eventuele) variaties in de fluorescentie 
als gevolg van energieoverdracht over het algemeen niet te onderscheiden in de ruis. 
In de hoofdstukken 5 en 6 worden fotofysische eigenschappen van halfgeleider-
nanokristallen beschreven. De halfgeleider-nanokristallen in dit proefschrift hebben een 
kern van cadmiumselenide en een schil van zinksulfide en ze hebben een diameter van 
1-10 nanometer. Ze hebben een aantal gunstige eigenschappen ten opzichte van de meer 
gangbare labelmoleculen. De emissie vindt plaats in een nauwe kleurband en is zeer 
helder (de luminescentie van enkele deeltjes in de microscoop is met het blote oog 
waarneembaar). Bovendien kan de kleur van het uitgezonden licht gevarieerd worden 
door de deeltjesgrootte te veranderen. De nanokristallen kunnen veel verschillende 
kleuren absorberen. Ze hebben echter ook een aantal nadelen. De gemeten 
luminescentie vertoont veranderingen in de tijd, waarvan de onderbrekingen in de 
emissie het meest opvallen, met als gevolg een aan/uit-knippergedrag. De gemeten 
veranderingen in de luminescentie-eigenschappen in de tijd zijn te verdelen in 
omkeerbare en onomkeerbare (ofwel degradatie) eigenschappen. De omkeerbare 
eigenschappen komen aan bod in hoofdstuk 5. Naast het aan/uit-knippergedrag 
vertoont de luminescentie van halfgeleider-nanokristallen omkeerbare fluctuaties in de 
lichtintensiteit en kleur. In hoofdstuk 5 wordt een model gepresenteerd om deze 
veranderingen te modelleren. 
Hoewel de halfgeleider-nanokristallen veel stabieler zijn dan meer fluorescente 
moleculen vertonen de nanokristallen eveneens degradatie. Diverse aspecten van de 
degradatie van de nanokristallen wordt beschreven in hoofdstuk 6. In de aanwezigheid 
van zuurstof leidt degradatie tot een kleurverschuiving van de luminescentie waarbij de 
nanokristallen ook geleidelijk minder licht uitzenden. In stikstof treedt geen 
kleurverschuiving op, maar neemt de hoeveelheid uitgezonden lichtintensiteit wel af in 
de tijd. De kleurverandering is het gevolg van oxidatie van de halfgeleider-
nanokristallen. 
 
Zoals blijkt uit de hoofdstukindeling komen in dit proefschrift diverse ontwikkelingen 
in luminescentie microscopie ter sprake die betrekking hebben op technische innovaties, 
analyse technieken en labelmoleculen (of deeltjes), die in de toekomst gebruikt kunnen 
worden voor onderzoek in de geneeskunde, biologie, scheikunde en natuurkunde. 
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