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Abstract
We study a Edgeworth-type refinement of the central limit theorem for
the discretizacion error of Itoˆ integrals. Towards this end, we introduce
a new approach, based on the anticipating Itoˆ formula. This alternative
technique allows us to compute explicitly the terms of the corresponding
expansion formula.
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1 Introduction
The Itoˆ integral for semi-martingales is defined as a limit of a random sequence
of Riemann-Stieltjes type sum. First it is defined as an L2 limit and then, the
∗Supported by the Spanish grant MTM2013-40782-P.
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limit is characterized also in terms of convergence in probability in a functional
sense. A natural question, from both theoretical and practical viewpoints, is
how close the limit and the Riemann-Stieltjes type sum are. The difference
between them, which we call the discretization error, should converge to 0 as
the time partition for the Riemann-Stieltjes sum becomes finer and finer. The
question is how fast it is and how a renormalized error behaves.
The first answer to this question was given by Rootze´n [9], where a central
limit theorem for the regular discretization error, that is, the discretization error
when the time partition is regular; 0, 1/n, 2/n, . . . was proven. The convergence
rate is
√
n and the limit distribution is mixed normal. The convergence holds
stably and the theory of stable convergences for discretized processes to condi-
tionally Gaussian processes was further developed by Jacod and Shiryaev [4].
The theory has remarkable applications to high-frequency data analysis; see
e.g. Aı¨t-Sahalia and Jacod [1] and Jacod and Protter [3]. The general theory
also enables us to treat irregular and stochastic time partitions for the Riemann-
Stieltjes sum; see Fukasawa [2]. In the context of mathematical finance, the dis-
cretization error corresponds to the discrete hedging error, which is inevitably
associated with the discretization of hedging strategies. The limit distribution
tells us how to quantify the risk of hedging by finite transactions that is usually
negleted in continuous-time financial modeling.
There are two directions for a refinement of the central limit theorem; the
large deviation theory and the theory of the Edgeworth expansion. The former
focuses the tail probability and gives a precise asymptotic formula in terms of
the so-called rate function. The latter focuses the behavior around the mean
and gives an expansion formula in terms of Hermite polynomials with coef-
ficients determined by moments. The former tends to give a more precise
approximation, while it requires to compute the rate function that is impossible
in many problems. The latter is often less precise; however it only requires to
compute moments that is usually feasible. Further, in the context of statistics,
the Edgeworth expansion provides a theoretical justification of some popular
computational techniques like the bootstrap; see Hall [5]. Unfortunaly, both
of the refinements are not directly applicable to the discrezation error of Itoˆ
integral because the limit distribution is in general not normal but only mixed
normal.
The theory of the Edgeworth expansion in mixed normal limit has recently
developed byYoshida [12] by extendinghismartingale expansion approach [10,
11] in normal limit. It turns out that the expansion formula involves entangled
anticipating effects described in terms of the Malliavin calculus. The Yoshida
theory provides a general framework and for each of concrete applications,
a non-negligble effort is still required to obtain an explicit expression of the
expansion terms. An application to the power variation of diffusion processes
is given by Podolskij and Yoshida [8].
The aim of this study is to give an explicit expansion formula for the regular
discretization error of Itoˆ integrals. We treat a far more restricted problem
than in Yoshida [12] and try to get a more explicit formula. For this purpose,
instead of just analyzing abstract terms given in Yoshida [12], we introduce a
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more systematic approach based on the anticipating Itoˆ formula, developed
by Nualart and Pardoux in [7]. This alternative approach is in a sense more
elementary and the appearance of Hermite polynomials is more natural.
2 Anticipating stochastic calculus
In this section we recall the basic results on the Malliavin calculus and the
anticipating stochastic calculus we use through the paper. For a more detailed
introduction to this subject we refer to [6].
Let T > 0 and (Ω,F ,P, {Ft}0≤t≤T) be an filtered probability space satisfying
the usual conditions which supports a standard Brownian motion W on [0,T].
We denote by E the expectation operator with respect to P, and denote by D
the Malliavin derivative operator with respect to W. More precisely, we will
assume a partial Malliavin structure (Ω,F ,P) = (Ω1 ×Ω2,F1 ⊗F2,P1 ⊗P2) with
(Ω1,F1,P1) being the Wiener space associated withW. It is well-known that D
is a closable operator from Lp(Ω) to Lp([0,T]×Ω), for any p ≥ 1. We will denote
byD1,p the domain ofD in Lp(Ω) . We also consider the iterated derivativesDn,
for n ≥ 1, whose domains will be denoted by Dn,p. The Sobolev norm of Dn,p
will be denoted by ‖ · ‖n,p. We will use the notation Ln,p = L2([0,T];Dn,p).
Given a process X ∈ L1,p,D+X andD−X will be the element of Lp([0,T]×Ω)
satisfying
lim
n→∞
∫ T
0
sup
s<t≤(s+ 1n )∧T
E[|DsXt −D+Xt|p]dt = 0 (1)
and
lim
n→∞
∫ T
0
sup
(s− 1n )∨0≤t<s
E[|DsXt −D−Xt|p]dt = 0 (2)
respectively. Moreover,wewill denote byL
1,p
+ andL
1,p
− the sets of suchprocesses
X in L1,p that admit D+X and D−X with (1) and (2) respectively.
The adjoint of the derivative operatorD, denoted by δ, is an extension of the
Itoˆ integral in the sense that the set L2a([0,T]×Ω) of square integrable and {Ft}-
adapted processes is included in the domain of δ and the operator δ restricted
to L2a([0,T]×Ω) coincides with the Itoˆ integral. Wewill make use of the notation
δ(u) =
∫ T
0
utdWt.
We recall that Ln,2 is included in the domain of δ for all n ≥ 1.
Proposition 2.1 (The Malliavin derivative of an Itoˆ process) Consider an Itoˆ process
of the form
St = S0 +
∫ t
0
S′udu +
∫ t
0
S′′udWu,
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where S0 is a positive constant and S
′, S′′ are adapted processes in L1,2. Then S ∈ L1,2
and for all 0 < r < t < T,
DrSt =
∫ t
r
DrS
′
udu + S
′′
r +
∫ t
r
DrS
′′
udWu.
The key tool for this work is the following anticipating Itoˆ formula; see
Theorem 3.2.4 of [6].
Theorem 2.1 Let S and A be processes of the form
St = S0 +
∫ t
0
S′udu +
∫ t
0
S′′udWu,
At =
∫ T
t
A′sds,
where S′, S′′ ∈ L2a([0,T] ×Ω) and A′ ∈ L1,2. Then, A ∈ L1,2− ,
D−Au =
∫ T
u
DuA
′
sds
and for any f ∈ C2
b
(R2) with
E

(∫ T
0
| f1,1(Au, Su)D−Au|d〈S,W〉u
)2 < ∞,
it holds
f (At, St) = f (A0, S0) +
∫ t
0
f1,0(Au, Su)dAu +
∫ t
0
f0,1(Au, Su)dSu
+
∫ t
0
f1,1(Au, Su)D
−Aud〈S,W〉u + 1
2
∫ t
0
f0,2(Au, Su)d〈S〉u
for all t ∈ [0,T], where
∫ t
0
f1,0(Au, Su)dSu =
∫ t
0
f1,0(Au, Su)S
′
udu + δ(1[0,t] f1,0(A, S)S
′′).
3 The statement of the main result
We consider the limit distribution of a normalized regular discretization error
of a stochastic integral
Znt =
√
n

∫ t
0
XsdYs −
∞∑
j=0
Xtn
j
(Ytn
j+1
∧t − Ytn
j
∧t)

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as n→∞, where tn
j
= j/n and X and Y are continuous Itoˆ processes of the form
dXt = Ξtdt + ΓtdWt, dYt = Θtdt + ΣtdWt, (3)
where Ξ,Θ, Γ,Σ are continuous processes adapted to the filtration {Ft}. We
further assume that the product ΓΣ is not identically zero and that Γ and Σ2
(the square of Σ) are also Itoˆ processes of the form
dΓt = Γˇtdt + ΓˆtdWt, dΣ
2
t = Σˇtdt + ΣˆtdWt, (4)
where Γˇ, Σˇ, Γˆ and Σˆ are adapted processes.
We will assume the following hypotheses:
(H1) For all p > 0, the adapted processes Ξ,Θ, Γˇ, Γˆ, Σˇ, Σˆ are in L4,p.
(H2) Θ and Σ belong to L
1,p
+ for all p > 2 and D
+Θ and D+Σ are continuous.
(H3) For any U ∈ {Ξ,Θ, Σˆ, Γˆ},
sup
t∈[0,T]
E[|Ut|4] < ∞, lim
n→∞ sup|s−t|≤ 1n
E[|Ut −Us|2] = 0.
Remark 3.1 All of the above assumptions are satisfied, for example, if Xt = gX(t,Wt)
and Yt = gY(t,Wt) for some C∞ functions gX, gY with all the derivatives being of at
most exponential growth. This is the case of discrete hedging for a European C∞ payoff
of at most polynomial growth under the Black-Scholes model.
Remark 3.2 Under (H1), Γ, Σ2, X and Y are adapted processes in L4,p for all p > 0.
Moreover, for all p > 0,
sup
t∈[0,T]
E[|Γt|p] + sup
t∈[0,T]
E[|Σt|p] < ∞.
We will also make use of the following notation
Vt =
1
2
∫ T
t
Γ2sΣ
2
sds.
Using Proposition 2.1, it is easy to see that V ∈ L1,p− for any p > 1 and
D−Vt =
1
2
∫ T
t
Dt
[
Γ2sΣ
2
s
]
ds.
Moreover,D−V and D
[
Γ2sΣ
2
s
]
∈ L1,p− for any s.
Now we can state the main result of this paper.
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Theorem 3.1 Under (H1), (H2) and (H3), for any f ∈ C∞
b
(R), we have
E[ f (ZnT)] =
∫
R
f (z)E[Qn(z)]dz + o(n
−1/2),
where
Qn(z) =
{
1 +
1√
n
{A1H1(z,V0) + A3H3(z,V0) + A5H5(z,V0)}
}
φ(z,V0),
Hk(z, t) =
(−1)k
φ(z, t)
∂k
∂zk
φ(z, t), k = 1, 3, 5,
φ(z, t) =
1√
2pit
exp
{
−z
2
2t
}
and
A1 =
1
2
∫ T
0
(ΞtΘt +D
+ΘtΓt)dt,
A3 =
1
4
∫ T
0
(
(ΞtΣt + ΘtΓt +D
+ΣtΓt)D
−Vt + ΓtΣt(D−)2Vt
)
dt +
1
6
∫ T
0
Σ3tΓ
3
tdt,
A5 =
1
8
∫ T
0
ΓtΣt|D−Vt|2dt.
This is an Edgeworth type expansion in that the expansion coefficients are
written in terms of the normal density andHermite polynomials. An important
difference from the classical Edgeworth expansion formula is that the limit
variance V0 is random. Due to this anticipating feature, the 5th order Hermite
polynomial appears in this first order expansion, while Hermite polynomials
of only up to 3rd order appear in the first order Edgeworth expansion in the
classical situation, that is, where V0 is deterministic. The 1st and 3rd order
Hermite polynomial terms represent, respectively, the bias and the skewness
of the limit distribution of O(n−1/2).
4 The outline of the proof
Let Xnt = X[nt]/n and
Vnt = n
∫ T
t
(Xs − Xns )2Σ2sds.
Then we have
Znt =
√
n
∫ t
0
(Xs − Xns )dYs, d〈Zn〉t = −dVnt . (5)
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For f ∈ C∞
b
(R), define
q(t, x) =
∫
f (z)φ(x − z, t)dz.
Note that q is the solution of the heat equation
q1,0 =
1
2
q0,2, q(0, x) = f (x), (6)
which in particular implies that q ∈ C∞
b
([0,∞)×R).
By (5), (6),(H1), (H2), (H3) and Theorem 2.1,
E[ f (ZnT)] = E[q(V
n
T,Z
n
T)]
= E[q(Vn0 , 0)] +
√
n
∫ T
0
E[q0,1(V
n
t ,Z
n
t )(Xt − Xnt )Θtdt]
+
√
n
∫ T
0
E[q1,1(V
n
t ,Z
n
t )D
−Vnt (Xt − Xnt )Σt]dt,
where
D−Vnt = n
∫ T
t
Dt
[
(Xs − Xns )2Σ2s
]
ds.
We will show in Lemma 6.1 that
E[q(Vn0 , 0)] = E[q(V0, 0)] + o(n
−1/2),
in Lemma 6.2 that
n
∫ T
0
E[q0,1(V
n
t ,Z
n
t )(Xt − Xnt )Θt]dt
→ 1
2
∫ T
0
E[q0,1(V0, 0)(ΞtΘt +D
+ΘtΓt)]dt +
1
2
∫ T
0
E[q1,1(V0, 0)D
−VtΘtΓt]dt
= E[q0,1(V0, 0)A1] +
1
4
E
[
q0,3(V0, 0)
∫ T
0
D−VtΘtΓt
]
dt
and in Lemma 6.3 that
n
∫ T
0
E[q1,1(V
n
t ,Z
n
t )D
−Vnt (Xt − Xnt )Σt]dt
→ 1
2
E
[
q1,1(V0, 0)
∫ T
0
(D−VtΞtΣt + (D−)2VtΣtΓt +D−VtD+ΣtΓt)dt
]
+
1
2
E
[
q2,1(V0, 0)
∫ T
0
|D−Vt|2ΓtΣt]dt
]
+
1
3
E
[
q1,1(V0, 0)
∫ T
0
Σ3tΓ
3
t dt
]
=
1
4
E
[
q0,3(V0, 0)
∫ T
0
(D−VtΞtΣt + (D−)2VtΣtΓt +D−t VtD
+ΣtΓt +
2
3
Σ3tΓ
3
t )dt
]
+ E[q0,5(V0, 0)A5].
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Since
q0,k(t, x) =
∫
R
f (z)
∂k
∂xk
φ(x − z, t)dz =
∫
R
f (z)Hk(z − x, t)φ(z − x, t)dz
for k = 0, 1, 2, . . . , the expansion claimed in Theorem 3.1 follows.
5 The approximating processes
This section is devoted to prove some results of the approximating processes
Vn and Zn that we will use through the paper. We recall the following lemma,
which will be repeatedly used in the sequel:
Lemma 5.1 Let p ≥ 1, p′ = p/(p − 1), F ∈ Lp([0,T] ×Ω) and G ∈ Lp′ ([0,T] ×Ω).
Denote their norms as
‖F‖p =
{∫ T
0
E[|Ft|p]dt
}1/p
, ‖G‖p′ =
{∫ T
0
E[|Gt|p′]dt
}1/p′
.
Then, for all n ∈N,
E
[
n
∫ T
0
∫ t
[nt]/n
|FsGt|dsdt
]
≤ ‖F‖p‖G‖p′ .
Proof: By Ho¨lder’s inequality,
E
[
n
∫ T
0
∫ t
[nt]/n
|FsGt|dsdt
]
≤ ‖G‖p′E
[∫ T
0
∣∣∣∣∣∣n
∫ t
[nt]/n
|Fs|ds
∣∣∣∣∣∣
p
dt
]1/p
.
Since n(t − [nt]/n) ≤ 1, by Jensen’s inequality,
E
[∫ T
0
∣∣∣∣∣∣n
∫ t
[nt]/n
|Fs|ds
∣∣∣∣∣∣
p
dt
]
≤ E
[∫ T
0
n
∫ t
[nt]/n
|Fs|pdsdt
]
.
Since [a] ≤ b if and only if a < [b] + 1 in general for a, b ≥ 0, [nt]/n ≤ s ≤ t is
equivalent to s ≤ t < ([ns] + 1)/n. Therefore by the Fubini theorem,
E
[∫ T
0
n
∫ t
[nt]/n
|Fs|pdsdt
]
= E
[∫ T
0
(1 + [ns] − ns)|Fs|pds
]
≤ ‖F‖pp.
////
Lemma 5.2 Under (H1) and (H3)
sup
|s−s′ |<δ
‖Σ2s − Σ2s′‖1,4 → 0
and
sup
|s−s′ |<δ
‖Σ2sΓ2s − Σ2s′Γ2s′‖1,4 → 0
as δ→ 0
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Proof: For the sake of simplicity we can assume that s > s′. Using (H1) we can
see that
DtΣ
2
s −DtΣ2s′ =
∫ s
s′
DtΣˇr + Σˆt1[s′ ,s](t) +
∫ s
s′
DtΣˆrdWr.
Then, (H3) allows us to show the first convergence. The second convergence is
treated similarly. ////
5.1 The stable convergence of Vn
The goal of this subsection is to prove Proposition 5.1 below, which is necessary
to prove Lemmas 6.1 and 6.2 in Section 6.
Lemma 5.3 Let us consider two processes Σ and Γ defined as in (4). Then, under
(H1),
√
n
(∫ T
0
(Γ2tΣ
2
t − Γ2[nt]/nΣ2[nt]/n)dt
)
converges to 0 in L1 as n→∞.
Proof : By the assumption on Γ and Σ, Γ2Σ2 is an Itoˆ semimartingale and so, of
the form
d(Γ2Σ2)t = αtdt + βtdWt
with α, β ∈ L2a([0,T]×Ω). By Lemma 5.1,
√
n
∫ T
0
∫ t
[nt]/n
αsdsdt→ 0
in L1. Further, denoting t j = t
n
j
∧ T,
nE

∣∣∣∣∣∣∣∣
∑
j
∫ t j+1
t j
∫ t
t j
βsdWsdt
∣∣∣∣∣∣∣∣
2 = n
∑
j
E

∣∣∣∣∣∣
∫ t j+1
t j
∫ t
t j
βsdWsdt
∣∣∣∣∣∣
2
= n
∑
j
E

∫ t j+1
t j
∫ t j+1
t j
∫ t
t j
βsdWs
∫ u
t j
βvdWvdudt

= 2n
∑
j
∫ t j+1
t j
∫ t
t j
∫ u
t j
E[β2v]dvdudt
= 2n
∫ T
0
∫ t
[nt]/n
∫ u
[nt]/n
E[β2v]dvdudt
= 2n
∫ T
0
∫ t
[nt]/n
(t − v)E[β2v]dvdt
≤ 2
∫ T
0
∫ t
[nt]/n
E[β2v]dvdt→ 0
by Lemma 5.1, which completes the proof. ////
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Proposition 5.1 Assume that hypotheses (H1) and (H3) hold. Then
√
n(Vn
0
−V0) is
uniformly integrable and
√
n(Vn0 − V0) →MN
(
0,
1
3
∫ T
0
Γ4tΣ
4
tdt
)
stably as n → ∞. In particular, for any uniformly bounded random variables Un, U
such that Un → U in probability,
E[
√
n(Vn0 − V0)Un] → 0.
Proof : We will denote t j = t
n
j
∧ T for brevity. Denote by Et j the conditional
expectation given Ft j . We will use C as a generic constant.
Vn0 − V0 =n
∫ T
0
(Xt − Xnt )2Σ2tdt −
1
2
∫ T
0
Γ2tΣ
2
tdt
=n
∑
j
∫ t j+1
t j

∫ t
t j
Ξudu

2
Σ2tdt + 2n
∑
j
∫ t j+1
t j
∫ t
t j
Ξudu
∫ t
t j
ΓudWuΣ
2
tdt
+ n
∑
j
∫ t j+1
t j
Γt j
∫ t
t j
dWu +
∫ t
t j
(Γu − Γt j )dWu

2
Σ2tdt −
1
2
∫ 1
0
Γ2tΣ
2
tdt
The sum of the last two terms can be written as
n
∑
j
Γ2t jΣ
2
t j
∫ t j+1
t j
(Wt −Wt j )2dt −
1
2
∫ 1
0
Γ2tΣ
2
tdt
+ n
∑
j
Γ2t j
∫ t j+1
t j
(Wt −Wt j )2(Σ2t − Σ2t j )dt
+ 2n
∑
j
Γt j
∫ t j+1
t j
(Wt −Wt j )
∫ t
t j
(Γu − Γt j )dWuΣ2tdt
+ n
∑
j
∫ t j+1
t j

∫ t
t j
(Γu − Γt j )dWu

2
Σ2tdt.
Step 1). First we show
√
n
n
∑
j
Γ2t jΣ
2
t j
∫ t j+1
t j
(Wt −Wt j )2dt −
1
2
∫ 1
0
Γ2tΣ
2
tdt

→MN
(
0,
1
3
∫ 1
0
Γ4tΣ
4
tdt
)
.
By Lemma 5.3, it suffices to show
√
n
∑
j
Γ2t jΣ
2
t j

∫ t j+1
t j
n(Wt −Wt j )2dt −
1
2n
 →MN
(
0,
1
3
∫ 1
0
Γ4tΣ
4
tdt
)
.
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The left hand side is equal to
2n3/2
∑
j
Γ2t jΣ
2
t j
∫ t j+1
t j
∫ t
t j
(Wu −Wt j )dWudt =:
∑
j
A j.
Since
Et j [A j] = Et j [A j(Wt j+1 −Wt j )] = 0
and
Et j [A
2
j ] =
1
3n
Γ4t jΣ
4
t j
,
the result follows from Jacod’s theorem of stable convergence. From this com-
putation, the uniform integrability is also clear.
Step 2). Next, we show
n3/2
∑
j
Γ2t j
∫ t j+1
t j
(Wt −Wt j )2(Σ2t − Σ2t j )dt
is uniformly integrable and converges to 0 in probability. The boundedness in
L2 is not difficult to see, from which the uniform integrability follows. Since
E

∣∣∣∣∣∣
∫ t j+1
t j
(Wt −Wt j )2
∫ t
t j
Σˇududt
∣∣∣∣∣∣
 ≤ n−3/2
√
E

∫ t j+1
t j

∫ t
t j
Γˇudu

2
dt

by the Cauchy-Schwarz inequality, we have
E

∣∣∣∣∣∣∣∣n
3/2
∑
j
Γ2t j
∫ t j+1
t j
(Wt −Wt j )2
∫ t
t j
Σˇududt
∣∣∣∣∣∣∣∣
 ≤ ‖Σˇ‖2√n → 0.
Therefore, it suffices to show
n3/2
∑
j
Γ2t j
∫ t j+1
t j
(Wt −Wt j )2
∫ t
t j
ΣˆudWudt→ 0
in probability. To see this, note that
E

∣∣∣∣∣∣∣∣n
3/2
∑
j
Γ2t jΣˆt j
∫ t j+1
t j
(Wt −Wt j )3dt
∣∣∣∣∣∣∣∣
2
≤ Cn3E

∑
j
Γ4t jΣˆ
2
t j
Et j


∫ t j+1
t j
(Wt −Wt j )3dt

2
 ≤ Cn
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by (H1) and (H3). Therefore, with the aid of (H3), it follows from
E

∣∣∣∣∣∣∣∣
∑
j
Γ2t j
∫ t j+1
t j
(Wt −Wt j )2
∫ t
t j
(Σˆu − Σˆt j )dWudt
∣∣∣∣∣∣∣∣

= E
[∣∣∣∣∣∣
∫ T
0
Γ[nt]/n(Wt −W[nt]/n)2
∫ t
[nt]/n
(Σˆu − Σˆ[nt]/n)dWudt
∣∣∣∣∣∣
]
≤ E
[∫ T
0
Γ4[nt]/ndt
]1/4
E
[∫ T
0
|Wt −W[nt]/n |8dt
]1/4
E
[∫ T
0
∫ t
[nt]/n
|Σˆu − Σˆ[nt]/n|2du
]1/2
≤ Cn−3/2 sup
0≤|s−t|≤1/n
E[|Σˆs − Σˆt|2]1/2 = o(n−3/2).
Step 3). Next, we look at
2n3/2
∑
j
Γt j
∫ t j+1
t j
(Wt −Wt j )
∫ t
t j
(Γu − Γt j )dWuΣ2tdt.
By a similar argument to the above, the problem reduces to showing that
2n3/2
∑
j
Γt jΣ
2
t j
∫ t j+1
t j
(Wt −Wt j )
∫ t
t j
∫ u
t j
ΓˆsdWsdWudt
converges to 0 in L2, where Γˆ is the diffusion coefficient of the continuous Itoˆ
process Γ. Since
Et j

∫ t j+1
t j
(Wt −Wt j )
∫ t
t j
∫ u
t j
ΓˆsdWsdWudt

=
∫ t j+1
t j
Et j

∫ t
t j
∫ u
t j
ΓˆsdWsdu
dt = 0,
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we have
E

∣∣∣∣∣∣∣∣2n
3/2
∑
j
Γt jΣ
2
t j
∫ t j+1
t j
(Wt −Wt j )
∫ t
t j
∫ u
t j
ΓˆsdWsdWudt
∣∣∣∣∣∣∣∣
2
≤ Cn3
∑
j
E
Γ2t jΣ4t j
∣∣∣∣∣∣
∫ t j+1
t j
(Wt −Wt j )
∫ t
t j
∫ u
t j
ΓˆsdWsdWudt
∣∣∣∣∣∣
2
≤ Cn2
∑
j
∫ t j+1
t j
E
Γ2t jΣ4t j (Wt −Wt j )2

∫ t
t j
∫ u
t j
ΓˆsdWsdWu

2dt
≤ Cn2E
[∫ T
0
(ΓΣ2)8[nt]/ndt
]1/4
E
[∫ T
0
|Wt −W[nt]/n |8dt
]1/4
× E

∫ T
0
∣∣∣∣∣∣
∫ t
[nt]/n
∫ u
[nt]/t
ΓˆsdWsdWu
∣∣∣∣∣∣
4
dt

1/2
≤ CnE

∫ T
0
∣∣∣∣∣∣∣
∫ t
[nt]/n
∣∣∣∣∣∣
∫ u
[nt]/t
ΓˆsdWs
∣∣∣∣∣∣
2
du
∣∣∣∣∣∣∣
2
dt

1/2
≤ Cn1/2E

∫ T
0
∫ t
[nt]/n
∣∣∣∣∣∣
∫ u
[nt]/t
ΓˆsdWs
∣∣∣∣∣∣
4
dudt

1/2
≤ Cn1/2E

∫ T
0
∫ t
[nt]/n
∣∣∣∣∣∣
∫ u
[nt]/t
Γˆ2sds
∣∣∣∣∣∣
2
dudt

1/2
≤ C
n
‖Γˆ‖24 → 0.
Step 4). Next, we observe that
n3/2
∑
j
∫ t j+1
t j

∫ t
t j
(Γu − Γt j )dWu

2
Σ2tdt
is negligible. This simply follows from
E[|Γu − Γt j |4] ≤ C|u − t j|2
and so, we omit the detail.
Step 5). It remains to show that the part involved with Ξ ;
n3/2
∑
j
∫ t j+1
t j

∫ t
t j
Ξudu

2
Σ2tdt + 2n
3/2
∑
j
∫ t j+1
t j
∫ t
t j
Ξudu
∫ t
t j
ΓudWuΣ
2
tdt
is negligible. The first term is easy to treat. For the second term, we first observe
that it can be approximated by
2n3/2
∑
j
∫ t j+1
t j
Ξt j(t − t j)Γt j (Wt −Wt j )Σ2t jdt
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by a similar argument as before. Then, using that
Et j

∫ t j+1
t j
Ξt j (t − t j)Γt j (Wt −Wt j )Σ2t jdt
 = 0,
we have
4n3E

∣∣∣∣∣∣∣∣
∑
j
∫ t j+1
t j
Ξt j (t − t j)Γt j (Wt −Wt j )Σ2t jdt
∣∣∣∣∣∣∣∣
2
= 4n3E

∑
j
∣∣∣∣∣∣
∫ t j+1
t j
Ξt j (t − t j)Γt j (Wt −Wt j )Σ2t jdt
∣∣∣∣∣∣
2

≤ 4n2
∑
j
E
Ξ2t jΓ2t jΣ4t j
∫ t j+1
t j
(t − t j)2(Wt −Wt j )2dt

= n2
∑
j
E[Ξ2t jΓ
2
t j
Σ4t j ](t j+1 − t j)4 → 0
since t j = t
n
j
∧ T. ////
5.2 Limit results for (Vn,Zn)
Lemma 5.4 Consider p > 1 and n ≥ 1 and assume that (H1) holds. Then Vn ∈ L1,p− ,
D−Vn ∈ L1,p and, for any α > 0 and β < 1 there exists a positive constant C such that
‖Vn‖1,p < Cnα, (7)
‖D−Vn‖1,p < Cnα (8)
and
‖DrVnt −DrVn0‖p < Cnα(t − r)β. (9)
Proof: We know that
Vnt = n
∫ T
t
(Xs − Xns )2Σ2sds.
Remark 3.2 gives us that Σ2 ∈ L1,q for every q > 1. On the other hand, Proposi-
tion 2.1, Burkho¨lder-Davis-Gundy inequality and Ho¨lder’s inequality give us
that, for every q > 1 and γ > 0, there exist a constant C > 0 such that
‖X − Xn‖1,q ≤ Cnγ−1/2. (10)
Now (7) results follows from a direct application of Ho¨lder’s inequaliy. A
similar argument gives us (8). Finally, we can write
DrV
n
t −DrVn0 = −n
∫ t
r
Dr[(Xs − Xns )2Σ2s ]ds,
which, jointly with Burkho¨lder-Davis-Gundy and Ho¨lder inequalities, gives us
(9). Now the proof is complete. ////
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Lemma 5.5 Assume that (H1) holds. Then, for every n > 1, there exists an adapted
and square integrable process Rn satisfying that
D−Vns = R
n
s + n
∫ T
s

∫ θ
[nθ]
n
Ds(Γ
2
rΣ
2
θ)dr
dθ, (11)
where, for any δ < 1, there exist two constants C and p > 1 such that, for any A ∈ D2,p
and s ∈ [0,T]
|E(ARns )| ≤ Cn−δ‖A‖2,p. (12)
Proof : Note that
D−Vns = 2n
∫ T
s
(Xθ − Xnθ)[Ds(Xθ − Xnθ)]Σ2θdθ
+n
∫ T
s
(Xθ − Xnθ)2DsΣ2θdθ.
Now, as
Ynθ := Xθ − Xnθ =
∫ θ
[nθ]
n
Ξτdτ +
∫ θ
[nθ]
n
ΓτdWτ
and
Unθ := Ds(Xθ − Xnθ) = 1[ [nθ]n ,θ](s)Γs +
∫ θ
[nθ]
n
DsΞτdτ +
∫ θ
[nθ]
n
DsΓτdWτ,
Itoˆ’s formula gives us that
D−Vns = 2n
∫ T
s
YnθU
n
θΣ
2
θdθ + n
∫ T
s
(Ynθ)
2DsΣ
2
θdθ
= 2n
∫ T
s
(Xθ − Xnθ)1[ [nθ]n ,θ](s)ΓsΣ
2
θdθ
+2n
∫ T
s

∫ θ
[nθ]
n
ΞτUˆ
n
τdτ
Σ2θdθ + 2n
∫ T
s

∫ θ
[nθ]
n
ΓτUˆ
n
τdWτ
Σ2θdθ
+2n
∫ T
s

∫ θ
[nθ]
n
DsΞτY
n
τdτ
Σ2θdθ + 2n
∫ T
s

∫ θ
[nθ]
n
DsΓτY
n
τdWτ
Σ2θdθ
+2n
∫ T
s

∫ θ
[nθ]
n
ΞτY
n
τdτ
DsΣ2θdθ + 2n
∫ T
s

∫ θ
[nθ]
n
ΓτY
n
τdWτ
DsΣ2θdθ
+2n
∫ T
s

∫ θ
[nθ]
n
ΓτDsΓτdτ
Σ2θdθ + n
∫ T
s

∫ θ
[nθ]
n
Γ2τdτ
DsΣ2θdθ
=: Rns + 2n
∫ T
s

∫ θ
[nθ]
n
ΓτDsΓτdτ
Σ2θdθ + n
∫ T
s

∫ θ
[nθ]
n
Γ2τdτ
DsΣ2θdθ
=: Rns + n
∫ T
s

∫ θ
[nθ]
n
Ds(Γ
2
τΣ
2
θ)dτ
dθ,
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where Uˆnτ = U
n
τ − 1[ [nθ]n ,θ](s)Γs. Now, using again the duality relationship and
Ho¨lder’s inequality it is easy to see that
|E(ARns )| ≤ Cn−1+
2
q ‖A‖2,p
for any p > q > 1. Now, taking q > 21−δ the proof is complete. ///
Lemma 5.6
lim
n→∞ n
∫ T
0
∫ u
[nu]/n
E
[
q1,1(V
n
0 , 0)(D
−Vns −D−Vs)ΘuΓs
]
dsdu = 0.
Proof : Lemma 5.5 gives us that
n
∫ T
0
∫ u
[nu]/n
E
[
q1,1(V
n
0 , 0)(D
−Vns −D−Vs)ΘuΓs
]
dsdu
= n
∫ T
0
∫ u
[nu]/n
E
[
q1,1(V
n
0 , 0)R
n
sΘuΓs
]
dsdu
+ n2
∫ T
0
∫ u
[nu]/n
E
q1,1(Vn0 , 0)


∫ T
s
∫ θ
[nθ]
n
Ds(Γ
2
τΣ
2
θ)dτdθ
 − 1nD−Vs
ΘuΓs
dsdu.
(12) gives us that the first term in the right-hand side of the above equatlity tends
to zero. On the other hand, for any s < θ, the process Ds(Γ2Σ2θ) is continuous
in Lp(Ω). Then, a direct application of Ho¨lder’s inequality gives us that the
second term tends to zero. Now the proof is complete. ////
Lemma 5.7
n
∫ T
0
E[q1,1(V
n
0 , 0)(D
−Vnt −D−Vt)(Xt − Xnt )Σt]dt→
1
3
E
[
q1,1(V0, 0)
∫ T
0
Σ3tΓ
3
tdt
]
.
Proof : We can make use of of the computations in the proof of Lemma 5.5 to
see that the leading terms should be
2n2
∫ T
0

∫ s
[ns]
n
E[q1,1(V
n
0 , 0)(Xs − Xns )ΓtΣ2s (Xt − Xnt )Σt]dt
ds
+n2
∫ T
0
E[q1,1(V
n
0 , 0)

∫ T
t
∫ s
[ns]
n
Dt(Γ
2
τΣ
2
s )dτds −
1
n
D−Vt
 (Xt − Xnt )Σt]dt.
By the duality relationship, the second term tends to zero. For the first one, we
have that its limit is
2 lim
n→∞n
2E
n∑
i=1
∫ ti+1
ti
∫ s
[ns]
n
E[q1,1(V
n
0 , 0)(Xs − Xns )ΓsΣ2s (Xt − Xnt )Σt]dtds
= 2 lim
n→∞n
2E
n∑
i=1
∫ ti+1
ti
∫ s
[ns]
n
E[q1,1(V
n
0 , 0)ΓsΣ
2
s
(∫ t
ti
Γ2rdr
)
Σt]dtds
=
1
3
lim
n→∞
E
[
q1,1(V
n
0 , 0)
∫ T
0
Σ3tΓ
3
tdt
]
,
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and this allows us to complete the proof. ////
The proofs of Lemmas 6.2 and 6.3 will be based on the following technical
result.
Lemma 5.8 Suppose that (H1) holds. Consider a real function f = qi, j, for some
i, j ≥ 0. Let p > 1. Then, for any α > 1/p, there exists C > 0 such that for any
A ∈ D2,p,
E
[(
f (Vnt ,Z
n
t ) − f (Vn0 , 0)
)
A
]
≤ Cnα− 12 ‖A‖2,p.
Proof: Using that f = qi, j solves the heat equation, a direct application of the
anticipating Itoˆ’s formula gives us that
Af (Vnt ,Z
n
t ) − Af (Vn0 , 0)
=
√
n
∫ t
0
A∂y f (V
n
s ,Z
n
s )(Xs − Xns )dYs
+
√
n
∫ t
0
A∂2xy f (V
n
s ,Z
n
s )D
−Vns (Xs − Xns )Σsds
+
√
n
∫ t
0
∂y f (V
n
s ,Z
n
s )DsA(Xs − Xns )Σsds. (13)
Then, taking conditional expectations we get
E
[(
f (Vnt ,Z
n
t ) − f (Vn0 , 0)
)
A
]
=
√
nE
[∫ t
0
A∂y f (V
n
s ,Z
n
s )(Xs − Xns )Θsds
+
∫ t
0
A∂2xy f (V
n
s ,Z
n
s )D
−Vns (Xs − Xns )Σsds +
∫ t
0
∂y f (V
n
s ,Z
n
s )DsA(Xs − Xns )Σsds
]
=:
√
n
∫ t
0
(Xs − Xns )Jsds, (14)
where
Js := A∂y f (V
n
s ,Z
n
s )Θs + A∂
2
xy f (V
n
s ,Z
n
s )D
−VnsΣs + ∂y f (V
n
s ,Z
n
s )DsAΣs.
Now, the duality relationship between the Skorohod integral and the Malliavin
derivative operator give us that
E
[(
f (Vnt ,Z
n
t ) − f (Vn0 , 0)
)
A
]
=
√
nE

∫ t
0
∫ t
[nt]
n
JsΞrdsdr +
∫ t
0
∫ t
[nt]
n
(DrJs)Γrdsdr

≤ n− 12+αE

∫ t
0
∫ t
[nt]
n
|JsΞr| 1αdsdr +
∫ t
0
∫ t
[nt]
n
|(DrJs)Γr| 1αdsdr

α
(15)
for any α > 1/p. Then, the result follows as a direct consequence of (H1),
Lemma 5.4 and Ho¨lder’s inequality. ////
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6 The leading terms
Now we are in a position to prove the limit lemmas.
Lemma 6.1 √
n
{
E[q(Vn0 , 0)] − E[q(V0, 0)]
}
→ 0
as n→∞.
Proof : By Taylor’s formula,
√
n
{
E[q(Vn0 , 0)] − E[q(V0, 0)]
}
= E[
√
n(Vn0 − V0)
∫ 1
0
q1,0(V0 + (V
n
0 − V0)s, 0)ds].
Since q1,0 is bounded, the result follows from Proposition 5.1. ////
Lemma 6.2
n
∫ T
0
E[q0,1(V
n
t ,Z
n
t )(Xt − Xnt )Θt]dt
→ 1
2
∫ T
0
E[q0,1(V0, 0)(ΞtΘt +D
+ΘtΓt)]dt +
1
2
∫ T
0
E[q1,1(V0, 0)D
−VtΘtΓt]dt
as n→∞.
Proof: We can write
n
∫ T
0
E[q0,1(V
n
t ,Z
n
t )(Xt − Xnt )Θt]dt
= n
∫ T
0
E
q0,1(Vnt ,Znt )

∫ t
[nt]
n
Ξrdr
Θt
dt + n
∫ T
0
E
q0,1(Vnt ,Znt )

∫ t
[nt]
n
ΓrdWr
Θt
dt
= n
∫ T
0
E
q0,1(Vn0 , 0)

∫ t
[nt]
n
Ξrdr
Θt
dt + n
∫ T
0
E
q0,1(Vn0 , 0)

∫ t
[nt]
n
ΓrdWr
Θt
dt
+ n
∫ T
0
E
(q0,1(Vnt ,Znt ) − q0,1(Vn0 , 0))

∫ t
[nt]
n
Ξrdr
Θt
dt
+ n
∫ T
0
E
(q0,1(Vnt ,Znt ) − q0,1(Vn0 , 0))

∫ t
[nt]
n
ΓrdWr
Θt
dt
=: T1 + T2 + T3 + T4.
Now,
T1 → 1
2
E
[
q0,1(V0, 0)
∫ T
0
ΞtΘtdt
]
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since
E
∣∣∣∣
∫ T
0
n
∫ u
[nu]/n
[q0,1(V
n
0 , 0)ΞsΘu]dsdu −
1
2
∫ T
0
[q0,1(V0, 0)ΞtΘt]dt
∣∣∣∣
≤ E
∣∣∣∣q0,1(Vn0 , 0)(
∫ T
0
n
∫ u
[nu]/n
ΘuΞsdsdu − 1
2
∫ T
0
ΞuΘudu
)∣∣∣∣
+
1
2
E
∣∣∣∣(q0,1(Vn0 , 0) − q0,1(Vn0 , 0))
∫ T
0
ΞtΘtdt
∣∣∣∣,
which tends to zero due to (H1), (H3), Lemma 5.1 and Proposition 5.1.
For the second term, by the duality between the Malliavin derivative and
the Skorohod integral,
T2 = n
∫ T
0
∫ u
[nu]/n
E[Ds[q0,1(V
n
0 , 0)Θu]Γs]dsdu
= n
∫ T
0
∫ u
[nu]/n
E
[(
q1,1(V
n
0 , 0)D
−VnsΘu + q0,1(V
n
0 , 0)DsΘu
)
Γs
]
dsdu
= n
∫ T
0
∫ u
[nu]/n
E
[(
q1,1(V
n
0 , 0)D
−VsΘu
)
Γs
]
]dsdu
+ n
∫ T
0
∫ u
[nu]/n
E
[(
q0,1(V
n
0 , 0)D
+
sΘu
)
Γs
]
dsdu
+ n
∫ T
0
∫ u
[nu]/n
E
[(
q1,1(V
n
0 , 0)(D
−Vns −D−Vs)Θu
)
Γs
]
dsdu
+ n
∫ T
0
∫ u
[nu]/n
E
[
q0,1(V
n
0 , 0)
(
D+s Θu −DsΘu
)
Γs
]
dsdu
Notice that (H1), (H2) and Lemma 5.6 imply that the last two terms in the above
equality tend to zero. Then, similar arguments as for T1 give us that
T2 → 1
2
∫ T
0
E[q1,1(V0, 0)D
−VtΘtΓt]dt +
1
2
∫ T
0
E[q0,1(V0, 0)D
+ΘtΓt]dt.
Let us study T3. We have that
T3 = n
∫ T
0
E
(q0,1(Vnt ,Znt ) − q0,1(Vn0 , 0))

∫ t
[nt]
n
Ξrdr
Θt
dt
= n
∫ T
0
E
∫ t
[nt]
n
(q0,1(V
n
t ,Z
n
t ) − q0,1(Vn0 , 0))ΞrΘtdrdt, (16)
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which tends to zero due to Lemma 5.8. For the last term,
T4 = n
∫ T
0
E
(q0,1(Vnt ,Znt ) − q0,1(Vn0 , 0))

∫ t
[nt]
n
ΓrdWr
Θt
dt
= n
∫ T
0
E

∫ t
[nt]
n
Dr
[
Θt(q0,1(V
n
t ,Z
n
t ) − q0,1(Vn0 , 0))
]
Γrdr
dt
= n
∫ T
0
E

∫ t
[nt]
n
(DrΘt) (q0,1(V
n
t ,Z
n
t ) − q0,1(Vn0 , 0))Γrdr
dt
+n
∫ T
0
E

∫ t
[nt]
n
[ΘtDr
(
q0,1(V
n
t ,Z
n
t ) − q0,1(Vn0 , 0))
]
Γrdr
dt
=: T14 + T
2
4. (17)
Using again (H1) and Lemma 5.8, we can easily check that T1
4
→ 0. Now,
T24 = n
∫ T
0
E

∫ t
[nt]
n
Θt
(
q1,1(V
n
t ,Z
n
t )DrV
n
t − q1,1(Vn0 , 0)DrVn0
)
Γrdr
dt
+n
∫ T
0
E

∫ t
[nt]
n
Θt
(
q0,2(V
n
t ,Z
n
t )DrZ
n
t
)
Γrdr
dt
= n
∫ T
0
E

∫ t
[nt]
n
Θt
(
q1,1(V
n
t ,Z
n
t ) − q1,1(Vn0 , 0)
)
DrV
n
t Γrdr
dt
+n
∫ T
0
E

∫ t
[nt]
n
Θtq1,1(V
n
0 , 0)
(
DrV
n
t −DrVn0
)
Γrdr
dt
+n
∫ T
0
E

∫ t
[nt]
n
Θt
(
q0,2(V
n
t ,Z
n
t )DrZ
n
t
)
Γrdr
dt
=: T2,1
4
+ T2,2
4
+ T2,3
4
. (18)
The same arguments as before, together with Lemma 5.4 gives us that T2,1
4
+
T2,2
4
→ 0. On the other hand,
DrZ
n
t
=
√
nDr
[∫ t
0
(Xs − Xns )Θsds +
∫ t
0
(Xs − Xns )ΣsdWs
]
=
√
n
[∫ t
r
Dr(Xs − Xns )Θsds +
∫ t
r
(Xs − Xns )DrΘsds
+ (Xr − Xnr )Σr +
∫ t
r
Dr(Xs − Xns )ΣsdWs +
∫ t
r
(Xs − Xns )DrΣsdWs
]
=: (Xr − Xnr )Σr +Hr,t. (19)
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Then
T2,3
4
= n
∫ T
0
E

∫ t
[nt]
n
Θt
(
q0,2(V
n
t ,Z
n
t )(Xr − Xnr )Σr
)
Γrdr
dt
+n
∫ T
0
E

∫ t
[nt]
n
Θt
(
q0,2(V
n
t ,Z
n
t )Hr,tΣr
)
Γrdr
dt. (20)
Using again the duality relationship we deduce that the first term in the right-
hand side of (20) tends to zero. Moreover, Bulkho¨lderDavis-Gundy andHo¨lder
inequalities give us that for any p > 1, γ < 1/2, ‖Hr,t‖p ≤ Lr(t − r)γ, for some
process L ∈ Lp. This allows us to complete the proof. ////
Lemma 6.3
n
∫ T
0
E[q1,1(V
n
t ,Z
n
t )D
−Vnt (Xt − Xnt )Σt]dt
→ 1
2
∫ T
0
E[q1,1(V0, 0)(D
−VtΞtΣt + (D−)2VtΣtΓt +D−t VtD
+ΣtΓt)]dt
+
1
2
∫ T
0
E[q2,1(V0, 0)|D−Vt|2ΓtΣt]dt + 1
3
∫ T
0
E[q1,1(V0, 0)Σ
3
tΓ
3
t ]dt
(21)
as n→∞.
Proof : We can write
n
∫ T
0
E[q1,1(V
n
t ,Z
n
t )D
−Vnt (Xt − Xnt )Σt]dt
= n
∫ T
0
E[q1,1(V
n
t ,Z
n
t )D
−Vt(Xt − Xnt )Σt]dt
+n
∫ T
0
E[q1,1(V
n
t ,Z
n
t )(D
−Vnt −D−Vt)(Xt − Xnt )Σt]dt
=: T1 + T2. (22)
Notice that T1 is similar to the term studied in Lemma 6.2, replacing q0,1 by q1,1
and Θt by D
−VtΣt. Then, the same arguments as in the proof of the previous
result give us that
T1 → 1
2
∫ T
0
E[q1,1(V0, 0)(Ξt(D
−VtΣt) +D−(D−VtΣt)Γt)]dt
+
1
2
∫ T
0
E[q2,1(V0, 0)D
−Vt(D−VtΣt)Γt]dt. (23)
21
This coincides with the first three terms in (21). For the second term
T2 =: n
∫ T
0
E[q1,1(V
n
0 , 0)(D
−Vnt −D−Vt)(Xt − Xnt )Σt]dt
+n
∫ T
0
E[(q1,1(V
n
t ,Z
n
t )) − q1,1(Vn0 , 0)(D−Vnt −D−Vt)(Xt − Xnt )Σt]dt
=: T12 + T
2
2. (24)
Lemma 5.7 gives us that T1
2
→ 13E
[
q1,1(V0, 0)
∫ T
0
Σ3tΓ
3
t dt
]
. The same arguments
as in the proof of this Lemma allow us to prove that T22 tends to zero. Now the
proof is complete. ////
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