We apply graph theory to nd upper and lower bounds on the channel capacity of a serial, binary, rewritable medium in which consecutive locations may not store 1's, and consecutive locations may not be altered during a single rewriting pass. If the true capacity is close to the upper bound, then a trivial code is nearly optimal.
Introduction
A serial, binary (0,1) memory is said to be read isolated if no two consecutive positions may store 1's; it is said to be write isolated if no two consecutive positions may be changed during rewriting. A read/write isolated memory (RWIM) is a binary, linearly ordered, rewritable storage medium obeying both restrictions.
Origin of the Problem
The rst restriction alone, no consecutive 1's, is typical of magnetic recording and has recurred in optical recording. The problem was rst studied by Freiman and Wyner 1], and a subcase by Kautz 2] ; they showed that the capacity was 0:694 . . . = log 2 bits per symbol, where is the larger characteristic root of the Fibonacci recurrence. The second restriction, no consecutive changes during rewriting, has arisen more recently in the context of bar codes 3] and rewritable optical discs 4], where again the capacity turns out to be log 2 . In this paper we consider the conjunction of these two restrictions. We compute some bounds on the channel capacity, discuss their relation to state-dependent encoding, and mention one simple code whose rate is surprisingly close to the upper bound.
Capacity
The set of all permissible binary memory con gurations can be considered to be a channel alphabet; for each alphabet symbol, the rewriting restrictions which symbols may succeed it. In this way the rewritable memory can be viewed over its lifetime as a noiseless communication channel, and a channel capacity, measured in bits per character, can be de ned 4, 5] . Let k be the size of the memory in binary symbols, let r be the lifetime of the memory in rewrite cycles, and let N(k; r) be the number of distinct sequences of r characters. Then the capacity of the memory, in bits per rewrite, is de ned to be 6] C k = lim r!1 1 r log 2 N(k; r) and the capacity of the read/write-isolated medium, in bits per symbol per rewrite, is de ned to be C = lim k!1 1 k C k By observing that N(k; r) is the number of distinct paths through a channel graph that describes permissible transitions among characters, Shannon showed in Ref. 6 ] that C k = log 2 k , where k is the largest (real) eigenvalue of the channel graph or of its associated adjacency matrix, and proved that capacity is an upper bound on the rate achievable by any coding scheme. The purpose of this paper is to derive expressions for the capacities C k and thus to bound C. 2 
Coding
The constructive coding problem for rewritable-memory has four variants 5], according to whether the encoder and decoder, respectively, are aware or not aware of the previous memory con guration. Awareness in this sense corresponds to the special case of statedependent encoding or decoding 1] in which the state of the system is identi ed with just the previous con guration. The case of greatest practical interest is encoder aware, decoder unaware, because the write mechanism can usually preview the memory before or during a write pass, while the read mechanism usually can not. Shannon's capacity de nition assumes unbounded message length (here an unbounded number of rewrite cycles,) which would correspond to the situation in which both encoder and decoder are aware not only of the previous con guration, but of all previous and future con gurations. As such, it gives an upper bound on code rates for all four cases of awareness as described above. Notice that in all four cases of awareness, a code rate of 0:5 bits/symbol is constructively achieved by xing alternate memory positions at 0 and freely writing and rewriting binary data in the non-xed positions.
Adjacency Matrix
We now describe the channel-adjacency matrix for read/write-inhibited memory. Let the size of the memory be k binary symbols, so that each character in the channel alphabet is a binary k-tuple. De ne a k-tuple to be proper if it has no consecutive 1's; it is well known that there are f k+2 proper k-tuples, where the f k form the Fibonacci sequence. Allowable successions between proper k-tuples is described by the symmetric binary adjacency matrix A k , whose rows and columns are labeled by proper k-tuples in lexicographic order, and whose (i; j) 
3 Bounds on Channel Capacity
In this section we use the recursive de nition of A k to derive expressions for k th order channel capacities C k and bounds on C. Since Shannon's de nition of capacity assumes block coding with arbitrarily large blocks (in our case, arbitrarily many generations of rewriting,) an upper bound will be valid for all four cases of awareness as discussed in the Introduction. On the other hand, when awareness entails a knowledge of only the single previous generation, a lower bound on C k may not be valid for any of the cases.
A Lower Bound
A lower bound on C can be found via the following theorem : 7] Theorem 2 (Collatz, Sinogowitz) Let Theorem 4 (Sims) Let A be a real symmetric matrix. Given a partition into blocks of sizes n i > 0, consider the corresponding blocking A = (A ij ) so that A ij is an n i n j block. Let e ij be the sum of the entries in A ij and put B = (e ij =n i ) (i.e., the average row sum in A ij .) Then the spectrum of B is contained within the segment between the smallest and largest eigenvalues of A.
It seems inviting to use Theorem 4 in conjunction with the decomposition of Equation 1, and indeed a single application improves the bound of Theorem 2 by a factor of about 3. But this constant factor disappears in the capacity computation; what is needed for a real change is the compounded e ect of an in nite sequence of factors.
Upper Bounds
A simple graph with n vertices and m edges has eigenvalues (1) (n) satisfying (1) Using this more complicated matrix recurrence, the recurrence for k becomes k 2 k?2 + k?3 , and the consequent bound on the capacity is 0:7787 . . ., better than above, but still much worse than the previously derived bound of 0:6017 . . .. The accumulating slack introduced by successive union bounds is obviously detrimental.
Numerical Results
The following table lists the matrix dimension f k+2 , the dominant eigenvalue k , and C k =k = 1 k log 2 k , capacity per symbol, as functions of memory size k. In this tabulation, although the numbers in the last column are not strictly decreasing, the odd-indexed sequence and the even-indexed sequence each does decrease, suggesting that the dominanteigenvalue sequence might be approximated by a weighted sum of two exponentials, for example, 4 Conclusion and Remarks C k , the capacity per rewrite generation, was de ned in terms of N(k; r), the number of legitimate sequences of r proper k-tuples. Since proper k-tuples cannot be freely concatenated to form nk-tuples, it follows that N(nk; r) N(k; r) n , C nk nC k and C nk =nk C k =k. Therefore the tabulated values of C k =k are upper bounds on C = lim k!1 C k =k, and the channel capacity of read/write-isolated memory must lie between 0.509 and 0.561. If in fact it is close to 0.509, the trivial rule \code only in alternate positions" gives a very e cient code. The simplicity of this coding rule would be remarkable in view of the apparent di culty of devising an e cient practical code for write-inhibited memory obeying just the single restriction \no consecutive changes. " 4] If we consider the case of realistic serial memories, like optical disc, there are two reasons why capacity is likely a loose upper bound on achievable code rates: First, as mentioned in the Introduction, the de nition of \capacity" contemplates encoding and decoding arbitrarily many write/read generations as a single message, whereas the practicalities of memory size and decoding delay prohibit such high orders of dependence. Second, even the rewriting and decoding from one memory con guration to the next is a spatially serial process in which dependencies used by the encoder and decoder are perforce local even within a single con guration.
As mentioned above, code blocks can not freely be concatenated without violating restrictions on consecutive 1's. However, the values tabulated above can be used to compute code rates asymptotically achievable under concatenation if the memory is partitioned into blocks and each block is bu ered from its spatial successor by an idle position. Thus n copies of a code of dimension k and rate d=k can be concatenated with bu ering to form a code of dimension nk and rate nd= n(k + 1) ? 1] (asymptotically d=(k + 1).) This is precisely the construction of the rate 1/2 code from the case k = 1.
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