A standard NaI(Tl) detector can be used in classroom experiments to measure radioactive source activities, once the detector peak efficiencies and geometric acceptances are known. Tables of peak efficiencies for 5.1 cm × 5.1 cm and 7.6 cm × 7.6 cm NaI(Tl) detectors, computed using the GEANT3 Monte Carlo code, are supplied. A Monte Carlo method to compute the geometric acceptance in a general way is also presented.
Introduction
The NaI(Tl) gamma detector is a popular detector, which is widely used in undergraduate radiation physics experimental courses. This type of detector can be used to measure radioactive source activities, provided the detector efficiency is known. The activity measurement by an absolute method is a highly pedagogic experiment, where experimental uncertainties must be under control in order to achieve a meaningful result. The main problems can be grouped into three categories: geometric acceptance, detector efficiency, and data analysis. The geometric acceptance should in principle be possible to compute if the source, detector and set-up dimensions are accurately known. For radioactive sources with finite dimensions the problem can became somehow mathematically complex [1] . A Monte Carlo algorithm [2, 3] capable of solving this problem is presented in this work.
Reliable detector intrinsic efficiency data are not usually provided by the manufacturers, leaving the potential user the task of measuring them with calibrated radioactive sources, or to compute them. The first option is not always possible in a teaching laboratory since calibrated radioactive sources are expensive, and several calibrated sources with different energy peaks should be available in order to cover a reasonably wide energy spread. Computation of the detector efficiencies thus looks very attractive. This task can be achieved using one of the presently available radiation Monte Carlo transport codes. In this work the GEANT3 [4] code was used to compute the 5.1 cm × 5.1 cm and 7.6 cm × 7.6 cm NaI(Tl) detector efficiency for several energies and detector-source distances.
Most of the radioactive sources used when teaching radiation physics are solid uncalibrated sealed sources. These are low cost radioactive sources, for which the manufacturers give typically [5] a 20% uncertainty on the nominal activity value. For some commonly used radioactive sources a more precise value (of the order of 5%) can be achieved in a careful experiment using the NaI(Tl) detector. How to accomplish this goal is explained in the following sections.
The activity measurement
The activity A of a radioactive source with N nuclei of a certain species is defined as the number of decays per unit time
where λ is the decay constant and d N is the variation of the number of nuclei of that species due only to decays. The experimental activity determination can be made by recording the photon detection rate R (number of photons detected per time unit) due to a particular transition with branching ratio B [6] . If the detection efficiency for these photons is ε, the source activity is given by [1] 
The total efficiency ε can be factorized into geometric acceptance and detector intrinsic peak efficiency terms [1, 7] . The geometric acceptance is given by the fraction of solid angle defined between the source and the detector, /4π. The detector intrinsic peak efficiency, ε peak , can be defined as the fraction of photons detected in the full-energy peak relative to the total number of photons incident on the detector. Thus one has for the source activity
The peak efficiency
The peak efficiency reflects the number of events detected in the total absorption peak over the total number of events impinging on the detector's window (or wall). It depends on several variables like the gamma energy, the detector characteristics (dimensions, shape, material, etc) and the source's relative placement. The peak efficiency of a system consisting of a source placed inside an infinite detector would be unity, because eventually all energy would be absorbed by the detector. Real systems almost never meet these requirements, but high peak efficiencies can still be obtained. As sketched in figure 1 , not all gammas will see the full detector thickness (for example the gamma emitted in the direction a). This effect will be less and less important as the source is placed further away from the detector. The best way to evaluate the peak efficiency is by means of a Monte Carlo code that computes the radiation transport through the detector material. Several codes (GEANT3 [4] , EGS4 [8] or PENELOPE [9] ) can be used for this purpose. As an example, the energy spectrum obtained with GEANT3 for a 662 keV gamma source ( 137 Cs) interacting with a 7.6 cm × 7.6 cm cylindrical NaI(Tl) detector is shown in figure 2 . Note the detector resolution, apparently too good, when compared to the typical NaI(Tl) spectrum where a resolution of 7% [10] would be expected. In fact the resolution that can be obtained from this simulated spectrum is the detector intrinsic resolution, due to the energy fluctuations, while the full resolution is affected by the instrumental resolution [1] introduced by the reading device (normally a photomultiplier tube) that reduces the overall resolution.
Based on these energy spectra, the peak efficiency can be computed as the number of events falling in the peak area N peak over the total number of generated events hitting the detector N tot
The total number of photons N tot is in general greater than the number of photons interacting within the detector, since some of them will pass through the detector without interaction.
Using the GEANT3 code, peak efficiencies have been computed for two of the most commonly used NaI(Tl) detectors in the classroom. They are the 5.1 cm × 5.1 cm and 7.6 cm × 7.6 cm detectors which are manufactured with an aluminium window of 0.05 cm thickness [10] . In tables 1 and 2 the peak efficiencies are presented for the two detectors for different incident photon energies and source-detector distances for an isotropic point source placed along the detector's central axis. For each table entry the number of total generated events N tot is 10 5 for energies in the range 15-1500 keV. The statistical efficiency uncertainty is smaller than 1% in almost all cases, and the relative error can be computed as 1/ N tot ε peak . This relative uncertainty is adequate for a classroom experiment since, as we shall see, the overall error will be dominated by the geometric acceptance uncertainty. The computed energy values ranging between 15 and 1500 keV cover all common radioactive sources available in the classroom. Since the peak efficiency values have a smooth variation both with energy and distance, the value for a particular set-up may be easily obtained by interpolating the table values. Nevertheless, note the rapid variation of peak efficiency near the 33.2 keV iodine K shell ionization energy. 
The geometric acceptance
For an arbitrary detector and isotropic point source the geometric acceptance can be defined as the fraction of solid angle subtended by the detector at the source position
where n is a unitary vector perpendicular to the detector surface at each point and r the vector linking the point source to a detector elementary area d A. For an extended source an extra integration must be carried out to cover all source points. For a cylindrical detector with a window of radius a and a point source located in the symmetry axis at a distance d from the detector, the solid angle can be computed as (see figure 3 ) 
For other detector or source geometries and placement the evaluation of the solid angle can be rather complicated [1] . As an alternative, the geometric acceptance can be numerically computed using a simple Monte Carlo (MC) algorithm. This method uses random numbers to compute the integral in equation (5) . For the sake of simplicity we will assume that both source and detector are cylinders (in practice a common situation), although the devised algorithm can easily be adapted to other geometries. The distance between the source face and the detector window is d and an offset x off between the two axes is assumed (see figure 4) . As an extra simplification, the origin of the reference frame is placed at the centre of the source face. Thus the centre of the detector window is placed at the point with coordinates (x off , 0, d).
The MC algorithm can be set as follows.
(1) Start a counter for the total number of event trials, N EV . Define the total number of events to be accepted in the detector window, N ACC . (2) Loop on N ACC (i.e., from 1 to N ACC ). If not return to step (3) else go to step (2).
Finally, compute the geometric acceptance as ε geo = N ACC /2N EV . Remember that the events were only generated in the forward hemisphere, but a true isotropic source would emit into 4π. The factor 2 in the geometric acceptance expression accounts for this fact.
The peak analysis
The final step needed to measure the source activity is to perform the peak analysis and extract the total number of events falling into the peak area. Two main questions have to be addressed at this point: background subtraction and definition of the peak limits. These two topics have some interdependency and must be handled with care. Peak background has three different origins in the case of a NaI(Tl) detector. The first is the electronic noise due to the photomultiplier tube. For typical tubes this is important in the ten to a few hundred kiloelectronvolt range. Second, one has the background due to radioactive sources [1] or cosmic rays. For instance, radon-222 descendants and potassium-40 can usually be seen in the energy spectra. These two contributions to the background can be subtracted from the spectra since their rate can be considered constant for practical purposes. A separate acquisition with no source should then be made. The third peak background has its origin in Compton scattering and the overlap with other peaks. This is an irreducible component and the standard way to subtract it is to fit the peak and background in some user-defined interval using some suitable combination of functions, like Gauss functions for the peaks and a polynomial or exponential function for the background. This procedure requires the use of dedicated fitting software which might not be available to students, complicating the analysis. An alternative approach is, whenever necessary, to fit the background a few channels before and after the peak with a simple function like a straight line [1] or an exponential, where a standard least squares fit method can be used [7, 11, 12] . Some care must also be taken when choosing the peak limits since this will affect the final peak area, and it is not always clear where to set the limits when peaks overlap. As a general prescription, assuming Gaussian peaks of standard deviation σ , the limits can be set at ±3σ around the peak centroid, which corresponds to 99.7% of the total peak area.
6. An example of activity measurements with a 5.1 cm × 5.1 cm detector
As an application example we started by measuring the activity of a calibrated 137 Cs source held by our laboratory. The source is housed in an aluminium case with 1.9 mm height and its activity on the day was 181.9 kBq. The source was centred with respect to the detector, and two acquisitions where made at two different distances from the detector. The nominal detector dimensions were assumed and for the geometric acceptance evaluation the source case half-height (0.95 mm) and the detector window thickness (0.5 mm) were added to the face-to-face source-detector distance. The background was acquired for a longer time interval than the 137 Cs spectra and after rescaling was subtracted from them. The statistical uncertainty introduced by the background subtraction is thus very small (also because the background contribution to the 137 Cs peak is small), but still it was taken into account in the final error propagation. Since the 662 keV peak is the highest energy peak in the 137 Cs spectrum (see figure 5 ), there is no need for further background subtraction.
The results obtained for the 662 keV peak (branching ratio B = 0.851 [13] ) for an acquisition time of 5 min and two source-detector distances are presented in table 3, and the spectra can be seen in figure 6 .
For the sake of simplicity only the statistical error on the peak integral has been considered, although this underestimates its value since, for instance, the influence on changing the peak limits is not taken into account. The geometric acceptance errors have been computed assuming a 0.5 mm uncertainty both in the detector radius and source-detector distance. The results in table 3 show a departure from the expected activity value, although they are compatible with that value within the uncertainties.
The geometric acceptance and peak efficiency have been computed assuming standard crystal dimensions, but real crystals are manufactured with tolerances that can reach 2 mm according to the manufacturer. A difference of 1 mm in the crystal radius would have a small impact on the peak efficiency, but could lead to a significant effect in the geometric acceptance. If one assumes a crystal radius of 2.45 cm, the geometric acceptances will be 0.0129 ± 0.0005 and 0.0399 ± 0.0015, leading to activity values of 181.1 ± 7.4 and 180.0 ± 7.0 kBq, in better agreement with the expected value. In order to test the correctness of the smaller crystal dimensions hypothesis, the activity of a different calibrated source was measured. This time a 60 Co source with the same type of aluminium case and an activity of 5.480 kBq on the day was used. The main gamma peaks have energies of 1173 and 1332 keV with branching ratios of 99.9% [13] . The results obtained, again for an acquisition time of 5 min and the same distances as before, are presented in table 4 and are in good agreement with the expected activity value.
Conclusion
In this work it has been demonstrated that activity measurements can be performed in the classroom using a standard NaI(Tl) detector. Relative uncertainties of the order of 5% can be attained in such a measurements, much better than the uncertainties provided by common uncalibrated radioactive sources. The primary source of error is the uncertainty in the geometric acceptance, due to dimension tolerances of the crystal. The systematic error can be partially corrected if a calibrated source is available. The geometric acceptance can be tuned by changing the used crystal size, allowing the measured activity to match the calibrated value. The main goal of the present work was to provide peak efficiencies for two common NaI(Tl) detector sizes, and a reliable method to compute geometric acceptances. Peak analysis was kept simple, appropriate to a straightforward classroom application.
