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Abstract— We consider a class of piecewise-deterministic
Markov processes where the state evolves according to a
linear dynamical system. This continuous time evolution is
interspersed by discrete events that occur at random times
and change (reset) the state based on a linear affine map. In
particular, we consider two families of discrete events, with
the first family of resets occurring at exponentially-distributed
times. The second family of resets is generally-distributed,
in the sense that, the time intervals between events are in-
dependent and identically distributed random variables that
follow an arbitrary continuous positively-valued probability
density function. For this class of stochastic systems, we provide
explicit conditions that lead to finite stationary moments, and
the corresponding exact closed-form moment formulas. These
results are illustrated on an example drawn from systems
biology, where a protein is expressed in bursts at exponentially-
distributed time intervals, decays within the cell-cycle, and
is randomly divided among daughter cells when generally-
distributed cell-division events occur. Our analysis leads to
novel results for the mean and noise levels in protein copy
numbers, and we decompose the noise levels into components
arising from stochastic expression, random cell-cycle times, and
partitioning. Interestingly, these individual noise contributions
behave differently as cell division times become more random.
In summary, the paper expands the class of stochastic hybrid
systems for which statistical moments can be derived exactly
without any approximations, and these results have applications
for studying random phenomena in diverse areas.
I. INTRODUCTION
Hybrid systems that couple continuous dynamics with
discrete random events are increasingly being used for study-
ing stochasticity across disciplines [1]–[11]. These systems
fall into the category of piecewise-deterministic Markov
processes (PDMPs) when the continuous dynamics is de-
terministic, and often modeled through differential equa-
tions [12]–[18]. Given their important and ubiquitous usage,
a wide range of analysis tools have been developed for
PDMPs [19]–[23]. While computing statistical moments is
straightforward for linear stochastic systems, any form of
nonlinearities within PDMPs leads to the non-trivial problem
of unclosed moment dynamics: time evolution of lower-
order moments depends on higher-order moments. Typically,
closure techniques [24]–[29], or constraints imposed by
positive semidefiniteness of moment matrices [30], [31] are
exploited to solve moments in such cases.
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Our prior work has identified classes of stochastic hybrid
systems, where time evolution of moments can be obtained
exactly without any approximations [32]–[34]. While much
of this work involves a linear continuous-time dynamical
system with a single family of random discrete events, here
we expand this work to consider families of discrete events,
and in particular events with memory that occur at non-
exponential time intervals. For these systems, we provide
exact analytical solutions for the first- and second-order
moments, and our approach can be generalized to derive any
arbitrary high-order moment (skewness, kurtosis, etc.).
As an interesting application, we use PDMPs to model
one of the most fundamental processes in cell biology:
production and decay of protein molecules in an individual
living cell. We propose a model that incorporates noise
in protein copy numbers from three different mechanisms:
random timing of cell-division events that reset the protein
levels by approximately half; random partitioning of protein
molecules between two daughter cells at the time of division,
and randomness in protein production that has been well
documented across organisms. Our analysis provides for the
first time, an exact formula for the mean and noise in protein
levels, and we discuss novel insights obtained from these
results. For example, in some parameter regimes making
cell-division times more random can reduce the extent of
random fluctuations in protein counts. We start by giving a
mathematical description for the PDMPs under investigation,
go on to provide results on statistical moments, and finally,
discuss their application on the biological example.
II. MODEL FORMULATION
The class of PDMPs under consideration have the follow-
ing ingredients:
1) Continuous dynamics: The states of the system x ∈
Rn×1 are governed by time-invariant ordinary differ-
ential equations (ODEs)
x˙(t) = aˆ+Ax, (1)
where vector a ∈ Rn×1 and matrix A ∈ Rn×n are con-
stant. While exact moment computations can be easily
extended to linear stochastic differential equations, we
prefer to work with ODEs for the sake of simplicity.
2) Exponentially-distributed resets: The first family of
resets occur at exponentially-distributed time intervals,
i.e., Poisson arrival of events. Let the mean time
interval in between these resets be denoted by 1/h1
where h1 is a constant. Then, the probability of an
event occurring in the next infinitesimal time interval
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(t, t + dt] is h1dt. Whenever these events occur the
state is reset based on a linear affine map
x 7→ J1x+R1, (2)
where J1 ∈ Rn×n and R1 ∈ Rn×1 are a constant
matrix and vector, respectively.
3) Generally-distributed resets: The second family of
resets occur in non-exponentially distributed time in-
tervals. Events occur at times ts, s ∈ {1, 2, . . .}, and
the time intervals
T s ≡ ts − ts−1 (3)
are independent and identically distributed (iid) ran-
dom variables that follow an arbitrary continu-
ous positively-valued probability density function f .
Whenever the events occur, the state is reset as
x 7→ x2+. (4)
We allow x2+ to be a random variable, whose average
value is related to its value just before the event as
〈x2+〉 = J2x+R2. (5)
Here 〈.〉 denotes the expected value operator, J2 ∈
Rn×n and R2 ∈ Rn×1 are a constant matrix and vector,
respectively. Furthermore, the covariance matrix of
x2+ is defined by
〈x2+x>2+〉 − 〈x2+〉〈x2+〉> = Q2xx>Q>2
+B2xC
>
2 + C2x
>B>2 +D2.
(6)
Here Q2 ∈ Rn×n, B2 ∈ Rn×n, C2 ∈ Rn×1 are
constant matrices. Moreover D2 ∈ Rn×n is a constant
symmetric matrix. The matrices Q2, B2, C2, and D2
can be used to incorporate constant or state-dependent
noise in x at the time of the reset [35]–[37].
Having mathematically defined the system, we next model
generally-distributed resets via a timer, and then provide our
main results on the statistical moments of x(t).
𝐱 = 𝐴𝐱 + 𝑎  
𝝉 = 1 
𝐱 ⟼ 𝐱2+ 
ℎ2(𝝉) 
ℎ1 
𝐱 ⟼ 𝐽1𝐱 + 𝑅1 
𝝉 ⟼ 0 
Fig. 1. Schematic of a PDMP with linear continuous dynamics and two
families of random resets. The two families of resets occurs at random
times and change the state based on the linear affine maps (2) and (4).
For the first reset, events happen at exponentially-distributed time intervals,
while for the second reset, time intervals are generally-distributed and drawn
from an arbitrary probability distribution function. The timing of the latter
family of resets is regulated by a timer τ that measures the time since the
last event, and the next event occurs at a hazard rate h2(τ ). In between
events, the state evolve according a linear time-invariant dynamical system.
III. DERIVING STATISTICAL MOMENTS
We recast the above PDMP as a state-driven process by
introducing a timer τ that measures the time since the last
generally-distributed event (Fig. 1). The timer increases with
time in between the events
τ˙ = 1, (7)
and resets to zero whenever a new generally-distributed event
occurs
τ 7→ 0. (8)
With this definition, one can define a timer-dependent hazard
rate that ensures the time interval T s between two succes-
sive generally-distributed events follows an arbitrary given
probability distribution function [38], [39]. In particular, let
the probability of event occurrence in the next infinitesimal
time (t, t+ dt] be h2(τ )dt, where
h2(τ) ≡ f(τ)
1− ∫ τ
y=0
f(y)dy
. (9)
Then, the time interval T s follows the probability density
function f , and τ ’s probability density function is given by
p(τ) =
1
〈T s〉e
− ∫ τ
0
h(y)dy (10)
where 〈T s〉 is the average time between generally-distributed
events (Appendix A). As expected, the function h2 becomes
timer independent (constant) for an exponential distribution
f , but is typically nonlinear for most distributions.
A. Steady-state mean level
To present the steady-state mean of x, we define the
following matrix and vector to simplify notation
Ax ≡ A+ h1(J1 − In)), aˆx ≡ aˆ+R1, (11)
where In is a n-dimensional identity matrix.
Theorem 1: Consider the PDMP given by the linear
continuous dynamics (1), and the two families of stochas-
tic events defined in (2)-(6). For this system, the steady-
state mean is finite, if and only if, all the eigenvalues of
J2
〈
eAxT s
〉
are inside the unit circle, and in this case
〈x〉 ≡ lim
t→∞〈x(t)〉 =
〈
eAxτ
〉 (
In −
〈
J2e
AxT s
〉)−1×(
R2 + J2
〈
eAxT s
∫ T s
0
e−Axraˆxdr
〉)
+
〈
eAxτ
∫ τ
0
e−Axraˆxdr
〉
,
(12)
where 〈.〉 denotes the expected value at steady-state.

The sketch of the proof is the following: We start by finding
the moment dynamics of the system in between generally
distributed events. Next, we solve moment dynamics for
initial condition corresponding to τ = 0 (value of the states
right after a generally distributed reset). Finally, taking mean
over all τ results in the steady-state mean of x. For a detailed
proof please see Appendix B. Note that in this theorem
we use the notation T s when we take expected value with
respect to T s (e.g.
〈
eAxT s
〉
) and we use τ when we take
expected value with respect to τ (e.g.
〈
eAxτ
〉
).
B. Steady-state noise level
To compute the second-order moments of x, our first step
is to transform the time evolution of xx> to a similar form
as in (1)
d
(
xx>
)
dt
=
dx
dt
x>+x
dx>
dt
= Axx>+xx>A>+aˆx>+xaˆ>.
(13)
We use vector representation of this equation by putting all
the columns of the matrix xx> into one vector. Vectorization
is a linear transformation which converts a matrix into a
column vector. Using vectorization, (13) can be rewritten as
dvec
(
xx>
)
dt
= (In⊗A+A⊗In)vec
(
xx>
)
+(In⊗aˆ+aˆ⊗In)x,
(14)
where ’vec()’ stands for vector representation of a matrix
and ⊗ denotes the Kronecker product. Since xx> ∈ Rn×n
then vec
(
xx>
) ∈ Rn2×1. Moreover note that vec(x) =
vec(x>) = x. Further in deriving this equation we used the
fact that for three matrices M1, M2, and M3
vec(M1M2M3) = (M
>
3 ⊗M1)vec(M2) (15)
[40]. In the next step, we define a new vector µ ≡[
x> vec
(
xx>
)>]> ∈ R(n+n2)×1, whose dynamics in
between events is governed via
dµ
dt
= aˆµ +Aµµ, (16)
where
Aµ ≡
[
A 0
In ⊗ aˆ+ aˆ⊗ In In ⊗A+A⊗ In
]
, aµ ≡
[
aˆ
0
]
.
(17)
Any time that an exponentially distributed event occurs,
vector µ resets as
µ 7→ Jµ1µ+Rµ1. (18)
where
Jµ1 ≡
[
J1 0
0 J1 ⊗ J1
]
, Rµ1 ≡
[
R1
vec(R1R
>
1 )
]
. (19)
Moreover, any time that a generally-distirbuted event occurs,
µ resets as
µ 7→ µ2+. (20)
Based on (6)
〈x2+x>2+〉 =〈x2+〉〈x2+〉> +Q2xx>Q>2
+B2xC
>
2 + C2x
>B>2 +D2.
(21)
Further from (5), 〈x2+〉〈x2+〉> can be written as
〈x2+〉〈x2+〉> = J2xx>J>2 + J2xR>2 +R2x>J>2 +R2R>2 .
(22)
By combining these two equations and using (15), 〈µ2+〉 is
given by
〈µ2+〉 = Jµ2µ+Rµ2, (23)
where
Jµ2 ≡
 J2 0B2 ⊗ C2 + J2 ⊗R2
+C2 ⊗B2 +R2 ⊗ J2 J2 ⊗ J2 +Q2 ⊗Q2
 ,
Rµ2 ≡
[
R2
vec(D2 +R2R
>
2 )
]
.
(24)
Deterministic dynamics (16), and stochastic resets (18)
and (23) are similar to (1), (2) and (5). Hence with a similar
analysis as in Theorem 1, the following theorem provides the
necessary and sufficient conditions for having finite second-
order moments of x. As done prior to Theorem 1, we define
Aµ ≡ Aµ + h1(Jµ1 − In2+n), aˆµ ≡ aˆ+Rµ1, (25)
where In2+n is a n2 + n dimensional identity matrix.
Theorem 2: Suppose that the states of the system given
by (1)-(6) satisfies Theorem 1. Then 〈xx>〉 is finite if and
only if all the eigenvalues of the matrix (J2 ⊗ J2 + Q2 ⊗
Q2)
〈
eAµT s ⊗ eAµT s〉 are inside the unit circle. In this limit
〈µ〉 ≡ lim
t→∞〈µ〉 =
〈
eAµτ
〉 (
In2+n − Jµ2
〈
eAµT s
〉)−1×(
Rµ2 + Jµ2
〈
eAµT s
∫ T s
0
e−Aµraˆµdr
〉)
+
〈
eAµτ
∫ τ
0
e−Aµraˆµdr
〉
.
(26)

The proof of this theorem is omitted due to space constraints.
IV. MODELING FLUCTUATIONS IN PROTEIN COPY
NUMBERS
Advances in experimental technologies over the last
decade have shown that the level of a given protein in an
individual cell is a stochastic process [41]–[46]. These fluc-
tuations in protein levels have been on one hand implicated
in corrupting functioning of genetic circuits [47]–[49], but
on the other hand can be beneficial in terms of creating
cell-to-cell phenotypic heterogeneity that is useful to the
cell population in changing environments [50]–[55]. Diverse
noise mechanisms are implicated in driving protein copy
number fluctuations, including i) synthesis of proteins in
stochastic bursts [56]–[59]; ii) random timing of cell-division
events that approximately halve the protein count, and iii)
randomness in partitioning of protein molecules between two
daughters at the time of division [60], [61].
Our prior studies in coupling protein synthesis with cell-
division events have either assumed a zero protein degra-
dation rate [32], [35], or modeled protein synthesis deter-
ministically [62]. Here we relax these system assumptions,
and show that the resulting model falls within the class of
PDMPs defined in Section II. Hence, direct application of
Theorems 1 & 2 to the model provide exact results for the
protein mean and noise levels with unique biological insights
CV 2 =
〈x2〉 − 〈x〉2
〈x〉2
=
Fluctuations contributed from noisy cell-cycle times︷ ︸︸ ︷
−8 (1− 14 〈e−2γT s〉) (1− 〈e−γT s〉)2 + 4γ〈T s〉 (1− 14 〈e−γT s〉2) (1− 〈e−2γT s〉)
8
(
1− 14 〈e−2γT s〉
) (−1 + 〈e−γT s〉+ 2γ〈T s〉(1− 12 〈e−γT s〉))2
+
Fluctuations contributed from random synthesis of protein︷ ︸︸ ︷
1− 12 〈e−γT s〉
8(1− 14 〈e−2γT s〉)
−3 + 8γ〈T s〉 − 〈e−2γT s〉(2γ〈T s〉 − 3)
−1 + 〈e−γT s〉+ 2γ〈T s〉(1− 12 〈e−γT s〉)
U
〈x〉
+
Fluctuations contributed from partitioning of protein molecules︷ ︸︸ ︷
b
1− 〈e−2γT s〉
1− 14 〈e−2γT s〉
1− 〈e−γT s〉
−1 + 〈e−γT s〉+ 2γ〈T s〉(1− 12 〈e−γT s〉)
1
〈x〉 .
(37)
A. Model formulation
Let scalar x(t) denote the protein population count
level inside a single cell at time t. Assuming Poisson
arrival of transcription events, protein production occurs at
exponentially-distributed time intervals with rate k. Each
synthesis event increases the protein count by U
x 7→ x+ U, (27)
where U can be interpreted as the “burst size”, and compar-
ing the above reset to (2) J1 = 1 and R1 = U . Further, we
assume that protein degradation is deterministic and follows
first-order kinetics
dx
dt
= −γx(t), (28)
where γ is the degradation rate. Our prior work has shown
that deterministic decay is a good approximation for large
enough protein burst sizes [63], [64]. We consider cell-
division as a generally-distributed event that changes protein
count as
x 7→ x2+, (29)
with the following statistics
〈x2+〉 = x
2
, (30a)
〈x22+〉 − 〈x2+〉2 = bx⇒ 〈x22+〉 =
x2
4
+ bx, (30b)
where b quantifies the extent of random partitioning [35].
Comparing (30) with (6), one can see that here J2 = 1/2,
B2 = b/2, C2 = 1, and R2 = Q2 = D2 = 0.
B. Statistical moments of the protein count
We aim to derive the mean and variance of protein count.
In the first step we define µ ≡ [x x2]>. Using (28), in
between the events, dynamics of µ follows (16) with
aˆµ = 0, Aµ =
[ −γ 0
0 −2γ
]
. (31)
Moreover, observing (27), the states of the system after
exponentially distributed synthesis events change according
to (18) with matrices
Jµ1 =
[
1 0
2kU 1
]
, Rµ1 =
[
kU
kU2
]
. (32)
Hence the matrices Aµ and aˆµ in (25) can be derived as
aˆµ =
[
kU
kU2
]
, Aµ =
[
−γ 0
2kU −2γ
]
. (33)
Further after division, protein count level follows (23) with
matrices
Jµ2 =
[
1/2 0
0 1/4
]
, Rµ2 = 0. (34)
With this setup we can use Theorem 2 to calculate the
moments of protein count up to order two. In Appendix C
we derived all the matrices and vectors needed to calculate
steady-state moments. Using them, the mean of protein count
can be written as
〈x〉 = kU
γ
− kU
2γ2〈T s〉
1− 〈e−γT s〉
1− 12 〈e−γT s〉
, (35)
where 〈T s〉 is the mean cell-cycle time. Furthermore, for a
protein whose half-life is considerably longer than the mean
cell-cycle time (γ → 0), the above formula simplifies to
〈x〉 = kU〈T s〉
(
3 + CV 2T
)
2
. (36)
Interestingly, equations (35) and (36) show that noisy cell-
cycle times increase the average number of proteins.
Moreover by having the second-order moment from The-
orem 2, we quantify the noise in protein counts using the
coefficient of variation (CV ) squared as shown in (37).
Note that this expression is divided into three components,
that represent noise contributions from noise in cell-division
times, bursty synthesis, and random partitioning of protein
molecules during cell division. Interestingly, while the first
two terms increase with increasing noise in cell-cycle times,
the noise contribution from molecular partitioning has an
opposite profile (Fig. 2B).
We further investigate how these different noise compo-
nents vary with the protein degradation rate. While noise
arising from random partitioning and cell-cycle times de-
crease as the protein stability decreased, noise from bursty
protein synthesis remains relatively constant (Fig. 2C). In
the limit of large degradation rate, the total noise in protein
levels reduces to
lim
γ→∞CV
2 = Noise from synthesis =
1
2
U
〈x〉 , (38)
Noise in cell-cycle times 𝐶𝑉𝑇
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Fig. 2. A) Illustration of a stochastic realization for the protein copy num-
bers in a single cell. Protein molecules are expressed in random bursts and
accumulate within the cell. Cell-division events occur at random times, and
at the time of division, protein molecules are randomly partitioned between
two daughters. B) Total noise in the level of a protein is decomposed into
three components: noise arising from bursty synthesis, random cell-cycle
times, and partitioning. While the first two noise components increase with
increasing noise in cell-cycle times, the noise contribution from partitioning
decreases. C) While noise from bursty synthesis remains almost constant
with respect to changes in the protein decay rate γ, noise contributions
from random cell-cycle times and partitioning decrease with increasing γ.
All noise levels are normalized to their value at CV 2T = 0 in part B and
γ = 0 in part C. For these plots cell-cycle times 〈T s〉 are assumed to
be gamma distributed and noise in the cell-cycle times is quantified by the
coefficient of variation squared CV 2T = 〈T 2s〉/〈T s〉2 − 1.
and is only affected by the randomness in the synthesis
process. Moreover, in the limit of stable protein (γ ≈ 0)
CV 2 =
Noise from cell-cycle times︷ ︸︸ ︷
1
27
+
4
(
9
〈T 3s〉
〈T s〉3 − 9− 6CV 2T − 7CV 4T
)
27 (3 + CV 2T )
2
+
Noise from partitioning︷ ︸︸ ︷
16b
3(3 + CV 2T )
1
〈x〉 +
Noise from synthesis︷ ︸︸ ︷
3CV 2T + 5
3(3 + CV 2T )
U
〈x〉 ,
(39)
where 〈T 3s〉 denotes the third-order moment of cell-cycle
time. This equation illustrates a key point - the noise in a
stable protein just depends on the first three moments of
the cell-cycle time. Note that even for deterministic cell-
cycle times, deterministic synthesis of molecules, and zero
partitioning errors (b = 0), noise is not zero, i.e. CV 2 =
1/27, and this residual term represents fluctuations in protein
levels (i.e linear increase with time and then division by half)
within a cell-cycle.
V. CONCLUSION
We have studied statistical moments for a class of PDMPs
with two families of resets, allowing the second family to
occur at generally-distributed time intervals. Exact solutions
of the first- and second-order moments were derived, and
applied to the biological problem of stochastic gene expres-
sion. Our analysis reports for the first time, formulas for
the mean and the noise in the level of a protein in terms
of underlying parameters and random processes, leading to
important insights illustrated in Fig. 2. This is straightforward
to expand these results to a system with multiple families of
resets, each having Poisson arrivals. However, having more
than one family of generally-distributed resets is convoluted
and will be the subject of future investigation. Finally, the
continuous dynamics here are governed via a set of linear
time-invariant ODEs. Our preliminary results show that some
classes of time-varying differential equations combined with
exponentially distributed events have closed moments. Com-
bining these systems with generally-distributed families of
resets is another direction of future research.
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APPENDIX
A. Probability density function of timer
Using forward Kolmogorov equation, the probability dis-
tribution of timer p(τ) at steady state is described through
∂p(τ)
∂τ
= −h(τ)p(τ), τ > 0, (40)
where τ is the dummy variable for τ . We start our analysis
by taking integral from both sides of (40)
∂p(τ)
∂τ
= h(τ)p(τ)⇒ p(τ) = p0e−
∫ τ
0
h(y)dy, (41)
where p0 is a normalization constants. It can be shown that
p0 = 1/〈T s〉 hence p(τ) can be written as
p(τ) =
1
〈T s〉e
− ∫ τ
0
h(y)dy. (42)
Note that the probability density function of τ is related to
probability density function of T s, but they are not equal. In
fact from (9) we have
f(τ) = h(τ)e−
∫ τ
0
h(y)dy. (43)
B. Proof of Theorem 1
We prove Theorem 1 in the following steps: we use for-
ward Kolmogorov equation to calculate the joint probability
distribution of timer τ and the vector of the states x. We use
this derivation to calculate the steady-state conditional mean
〈x|τ 〉. Finally we un-condition 〈x|τ 〉 to obtain 〈x〉.
Based on forward Kolmogorov equation, we have the
following for joint probability distribution of timer and the
states p(τ, x) in steady state
∂p(τ, x)
∂τ
+
∂
∂x
((aˆ+Ax)p(τ, x)) =
+ h1p(τ, J
−1
1 (x−R1))− h1p(τ, x)− h2(τ)p(τ, x), τ > 0,
(44)
where x is the vector of dummy variables for x. Further the
operator ∂∂x is defined as
∂
∂x
=
[
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xn
]
, (45)
which is a vector of partial derivative operators.
By having the joint probability distribution, we define
conditional mean 〈x|τ 〉 as
〈x|τ 〉 ≡ 〈x|τ = τ〉 = 1
p(τ)
∫ +∞
0
xp(τ, x)dx. (46)
Taking derivative with respect to τ from (46) results in
∂〈x|τ 〉
∂τ
=−
∂p(τ)
∂τ
p2(τ)
∫ +∞
0
xp(τ, x)dx
+
1
p(τ)
∫ +∞
0
x
∂p(τ, x)
∂τ
dx.
(47)
In order to calculate ∂〈x|τ〉∂τ we need the expression of
∂p(τ,x)
∂τ and
∂p(τ)
∂τ . Substituting these expressions from (44)
and (40) in (47) and after some algebraic steps we have
∂〈x|τ 〉
∂τ
= (aˆ+R1) + (A+ h1(J1 − In))〈x|τ 〉. (48)
Thus the conditional mean can be derived as
〈x|τ = τ〉 = e(A+h1(J1−In))τ 〈x|τ = 0〉
+ e(A+h1(J1−In))τ
∫ τ
0
e−(A+h1(J1−In))r(aˆ+R1)dr.
(49)
In order to calculate 〈x|τ = 0〉 we use equation (5) in the
main text. Note that in the time of a reset τ 7→ 0, hence in
the time of a reset x|τ = Ts 7→ x|τ = 0. It can be seen that
〈x|τ = 0〉 =
(
In − J2
〈
e(A+h1(J1−In))T s
〉)−1
(R2
J2
〈
e(A+h1(J1−In))T s
∫ T s
0
e−(A+h1(J1−In))r(aˆ+R1)dr
〉)
.
(50)
using equation (42) to uncondition (49) with respect to τ
results in (12) in the main text.
C. Deriving the mean and noise in protein count levels
Using the matrices introduced in (31)-(34), we built dif-
ferent terms in (26)
〈eAµT s〉 =
[ 〈e−γT s〉 0
2 kγ
(〈e−γT s〉+ 〈e−2γT s〉) 〈e−2γT s〉
]
,〈
eAµT s
∫ T s
0
e−Aµraˆµdr
〉
=
k
γ (1− 〈e−γT s〉)
k2〈U〉2
γ2 (
〈
e−2γT s
〉− 2 〈e−γT s〉+ 1)
+k〈U
2〉
2γ (1−
〈
e−2γT s
〉
)
 ,
(51)
and
〈eAµτ 〉 =
[ 〈e−γτ 〉 0
2 kγ
(〈e−γτ 〉+ 〈e−2γτ 〉) 〈e−2γτ 〉
]
,〈
eAµτ
∫ τ
0
e−Aµraˆµdr
〉
=
k
γ (1− 〈e−γτ 〉)
k2
γ2 (
〈
e−2γτ
〉− 2 〈e−γτ 〉+ 1)
+k〈U
2〉
2γ (1−
〈
e−2γτ
〉
)
 .
(52)
In the last step we express 〈e−γτ 〉 as a function of 〈e−γT s〉
〈
eAτ
〉
=
1
〈T s〉
∫ ∞
0
e−
∫ τ
0
h(y)dye−γτdτ (53)
= − 1
γ
1
〈T s〉
(
e−
∫ τ
0
h(y)dye−γτ
)∞
0
− 1
γ
1
〈T s〉
∫ ∞
0
h(τ)e−
∫ τ
0
h(y)dye−γτdτ
=
1
γ
1
〈T s〉
(
In −
〈
e−γT s
〉)
.
Similarly
〈e−2γτ 〉 = 1〈T s〉
1
2γ
(
1− 〈e−2γT s〉) . (54)
Putting everything back to the extension of equation (26), we
can calculate mean and the second-order moment of protein
count.
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