We describe a modified sequential probability ratio test that can be used to reduce the average sample size required to perform statistical hypothesis tests at specified levels of significance and power. Examples are provided for Z-tests, T-Tests, and tests of binomial success probabilities. A description of a software package to implement the tests is provided. We also compare the sample sizes required in fixed design tests conducted at 5% significance levels to the average sample sizes required in sequential tests conducted at 0.5% significance levels, and find that the two sample sizes are approximately the same. This illustrates that the proposed sequential tests can provide higher levels of significance using smaller sample sizes.
Introduction
Experimental science relies on the conduct of controlled experiments that test whether effects predicted by a scientific theory can be produced and measured in laboratory settings. Observational science is based on measuring outcomes as they occur naturally, without experimental intervention. In practice, measured outcomes from both observational studies and experiments are subject to random variation and measurement error, and for this reason hypothesis testing procedures must be employed to determine whether a hypothesized effect has or has not been observed in data. In the classical hypothesis testing paradigm, two types of errors are considered when making this assessment. Type 1 errors occur when the null hypothesis of "no effect" is rejected when the hypothesized effect does not exist. Type 2 errors occur when the null hypothesis is not rejected when the hypothesized effect does exist. To limit claims of false discovery, it is a common practice to design hypothesis testing procedures so that the probability of a Type 1 error (i.e., the significance level) is limited to be less than a pre-specified value, often taken to be α = 0.05.
Recent concerns over the replicability of scientific studies have led to calls to reduce the significance thresholds required for declaring a discovery from α = 0.05 to α = 0.005 [7, 2] . Such a policy change would have important ramifications. While it would improve the replicability of scientific claims of discoveries, it would also increase the costs of conducting studies and possibly reduce the number of true discoveries that are made.
The goal of this article is to propose new experimental designs that reduce the sample sizes required to achieve specified Type 1 and Type 2 errors. The new designs represent a modification of the Sequential Probability Ratio Test (SPRT) [21] and can be applied to many experiments conducted in the social and natural sciences. On average, the proposed design requires sample sizes that are approximately 1/2 of the sample size used in corresponding fixed designs when the null hypothesis of no effect is true, and requires sample sizes that are approximately 20% smaller when alternative hypotheses are true.
In contrast to fixed experimental designs, sequential testing procedures provide a rule for stopping an experiment after observing the outcome of individual experimental items or groups of items. After measuring a group of items, a sequential testing procedure specifies a rule that decides whether to (i) continue an experiment and collect additional observations, (ii) stop an experiment and reject the null hypothesis, or (ii) stop an experiment and accept the null hypothesis.
Perhaps the earliest and most widely known sequential testing procedure is the SPRT proposed by Wald [21] . The SPRT is based on comparing the likelihood ratio between a simple (i.e., point or precise) null hypothesis and a simple alternative hypothesis, and stopping an experiment as soon as the likelihood ratio strongly supports one of the two. More specifically, let x 1 , x 2 , . . . represent independent, identically distributed realizations from a distribution with density function f (x; θ) under both the hypotheses. Suppose the null hypothesis stipulates that θ = θ 0 and the alternative hypothesis that θ = θ 1 . Then the likelihood ratio statistic in favor of the alternative hypothesis based on n observations can be defined as
To simplify notation, we denote L(θ 1 , θ 0 ; n) by L n in what follows.
The SPRT proceeds by comparing L n , n = 1, 2, . . . , to constants A and B, A > B > 0, as data from individual items are collected. The procedure stops when
or equivalently when L n exits the interval (B, A) for the first time. If L n ≥ A, the null hypothesis is rejected; if L n ≤ B, the null hypothesis is accepted.
The values of A and B determine the Type 1 and Type 2 errors of the test.
An important property of the SPRT is that it requires, on average, fewer items to achieve its specified Type 1 and Type 2 errors than any other test having the same or smaller Type 1 and 2 errors.
As an aside, it is worth noting that Wald proposed two modifications of the SPRT to handle composite hypotheses. The "generalized SPRT" considers the ratio of the maximized likelihoods under the respective hypothesis akin to the generalized likelihood ratio test, whereas the "weighted SPRT"
replaces the maximized likelihood with an integrated likelihood with respect to certain weight functions for the respective hypothesis. The choice of the weight functions is a tricky issue and there are no known upper bounds on the maximal error probabilities for either method. There is also a substantial literature on a Bayesian decision theoretic treatment of the composite hypothesis testing problem aimed at minimizing the Bayes risk of a sequential test [17] . The Bayes risk is defined in terms of a prior distribution on the parameter space, the cost of collecting each observation, and a loss function on the parameter space associated with making an incorrect decision.
A common focus is on testing
exponential families, with a strict inequality implying an indifference zone between the two hypothesis. Using Laplace's integral approximation, the rejection regions for such tests can be connected to the generalized SPRT criterion [17, 3, 13, 10] .
A key limitation of the SPRT is that it requires the specification of both a null and alternative hypothesis. Specifying an alternative hypothesis is not required in classical hypothesis tests when only Type 1 error constraints have been imposed.
Another limitation of the SPRT is that the sample size required to complete an experiment cannot be bounded prior to the start of an experiment.
Regardless of the value of N, there is generally a non-zero probability that more than N units will be required before L n exits the interval (B, A). This feature of the SPRT complicates the practical design of experiments and is addressed in the modification proposed below. An early modification of the SPRT to address this difficulty was proposed in [1] , but that modification generally provides less statistical power than the modification that we propose.
From a practical perspective, there are many hypothesis testing contexts where it is not feasible to implement a SPRT. The SPRT cannot be applied in observational studies when subjects are not measured sequentially. Similarly, it cannot be applied when it is not possible to evaluate subjects as soon as they are treated. Such is the case in clinical trials of new disease therapies, which are often conducted at multiple treatment centers. Collation of data across centers can be time consuming, and it can be difficult to convene review boards. In addition, patient outcomes are often not known for months or even years after a treatment has been administered. To address these challenges, group sequential designs have been developed to allow for the evaluation of patient outcomes only after either a group of patients have been observed, or at scheduled interim analysis times. Readers interested in group sequential designs may refer to [14, 16, 5, 15, 11] . Seigmund [18, 19] provides detailed discussion on the termination of repeated significance tests for group sequential studies with a maximum sample size.
Method
We propose a modified SPRT (MSPRT) in which the maximum sample size of an experiment is fixed prior to the start of an experiment, and the alternative hypothesis used to define the rejection region of the test is derived from the size of the test α (Type I error), the maximum available sample size N, and the targeted Type 2 error β (equal to 1 minus the power). Given these values, the MSPRT is defined in a manner very similar to Wald's initial proposal.
To set the alternative hypothesis, we find the uniformly most powerful
Bayesian test (UMPBT) [8] Wald's test and are given by
If no decision has been reached after N items have been tested, the null hypothesis is rejected if the likelihood ratio exceeds a threshold, say γ, that has been determined numerically so as to control the specified type I error of the test. Given γ, the null hypothesis is accepted and the experiment is terminated if L N < γ. If L N ≥ γ, the alternative hypothesis is accepted. The design parameter γ is chosen to be as small as possible while still maintaining the specified size of the test, α. We refer to γ as the "Termination Threshold." Table 1 : UMPBT alternatives for one-sided tests. For Z and T tests, UMPBT alternative hypotheses have closed form expressions. For tests of proportions, randomized tests must be used to achieve exact Type 1 error control. A (non-randomized) MSPRT can be used to more accurately achieve Type 1 error control, but a mixture distribution is required as the alternative in this setting. This is a slight modification of the UMPBT point alternative as originally defined in [8] . Details and R code for obtaining explicit values for the alternative are described in the Supplementary Information and the Rpackage MSPRT. The 100(1 − α) th quantile of a standard normal distribution and central t-distribution with (N − 1) degrees of freedom are denoted by z α and t α;N −1 , respectively. σ denotes the known population standard deviation (sd) in a Z-test, where as s n refers to the sample sd (with divisor (n − 1)) based on n observations. Collect the first observation; set n = 1 In its original form, Wald's SPRT can be applied only to one-sided tests.
In contrast, the MSPRT can be extended for two-sided testing by simultaneously running two one-sided tests of size α/2. The test is terminated as soon as the stopping criteria for one of the one-sided tests is satisfied. If both tests continue to the maximum sample size N, then a common termination threshold γ is again determined so as to maintain the desired Type 1 error of the test. If L N < γ for both tests, the null hypothesis of no effect is accepted.
Otherwise the null hypothesis is rejected.
Code availability
Software required to implement the MSPRT is available from the CRAN R software depository at https://cran.r-project.org/web/packages/MSPRT/index.html.
Simulation Studies
This section illustrates the performance of the MSPRT through simulation studies. We examine tests for a binomial proportion, Z-tests and T-tests of size α = 0.05 and 0.005. Without loss of generality, we examine one-sided tests with alternative hypotheses of the form H 1 : θ > θ 0 . We also assume that the targeted power of the test is 80% (i.e., β = 0.2). We compare the MSPRT to standard fixed-design tests having the same size α, sample size N, and Type 2 error β = 0.2. For the fixed-design tests, we define θ a , the fixed-design alternative, as the alternative parameter value that provides the specified β. In Figure 4 we see that the discreteness of binomial data causes some non-monotonicity in the proportion of the maximum sample size that is required to reach a decision. This feature of the plot corresponds to the nonmonotonicity of power curves for fixed-design tests when sample sizes are increased. For a given a choice of N, the R-package MSPRT finds an "ideal" maximum sample size that accounts for this non-monotonicity. We refer to these values as the "effective sample sizes." Two features of these plots are noteworthy. First, for the lower Type 1 error of α = 0.005, the average sample size required by the MSPRT is less than 50% of the sample size required by the fixed-design test when the null hypothesis is true. This finding holds for all three tests. Second, under the alternative hypothesis, the average sample size required for the MSPRT is typically only 80% as large as the sample size required for a fixed-design test.
We next examine the potential benefit that the MSPRT could offer in offsetting the increase of sample size that would be incurred if the bar for declaring a "statistically significant" result was moved from p < 0.05 to p < 0.005. Specifically, we compare the sample sizes needed to achieve statistical significance at the 5% level in standard fixed-design tests to the average sample size needed to achieve statistical significance at the 0.5% level using the MSPRT.
If the null hypothesis is true, this comparison is straightforward. If not, care must be taken to make sure that the same alternative hypotheses are compared at both levels of significance under the fixed and MSPRT designs.
To make this comparison, we determine the θ * that achieves the targeted Type 2 error in a fixed-design test of size 0.05. For that θ * , we next determine the N * needed to achieve the same Type 2 error in a fixed-design test of size α = 0.005. We then define that N * to be the maximum sample size for the MSPRT.
Because the average sample size used in the MSPRT depends on whether the null or alternative hypothesis is true, and we are interested in the long run effect of implementing MSPRT over many experiments, it is useful to examine the effect on the total sample size as the proportion of true null hypotheses is varied. Recent research suggests that this proportion is likely to be in the range 0.80-0.95 [4, 9] . 
Discussion
The costs of conducting experiments to test hypothesized effects is often related directly to the number of items or subjects that are tested. When subjects can be tested sequentially, then the use of sequential testing procedures can dramatically reduce these costs. When experiments are designed to test effects that don't exist (i.e., the null hypothesis is true), then the use of the MSPRT can reduce sample sizes by 20-30% in 5% tests, and by over 50% in 0.5% tests.
In the context of improving the replicability of scientific studies, the use of MSPRT's can make the average costs of conducting tests at the 0.5% level approximately equal to the costs of conducting fixed-design experiments at the 5% level of significance.
Potential drawbacks for the implementation of MSPRT's are the firm requirement to specify the outcome variable and test statistic prior to the start of the experiment. Failure to insure that these quantities are clearly identified a priori would lead to additional opportunities for p-hacking; unethical researchers might apply MSPRT's to several outcome variables simultaneously, which would negatively impact the control of Type 1 errors. In addition, the conduct of MSPRT's requires that investigators perform statistical analyses after the acquisition of each subject's data. In some settings, this requirement might represent an unacceptable cost. From a purely statistical perspective, however, the statistical analyses required for the implementation of an MSPRT in standard settings is quite manageable and can be handled using the R-package MSPRT described in the Supplemental Information.
