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I. STATEMENT OF PROBLEM 
Let the velocity v of a rocket fired upwards from rest satisfy the 
differential equation 
2~’ = Mu - g - kv2 v(0) = 0, 
where u is the thrust, M is the reciprocal of the mass, g is the gravitational 
constant, k is a drag coefficient, and the prime denotes differentiation 
with respect to time. The thrust program u(t) is at our disposal. It is 
to be chosen from the class of functions piecewise C’ on the half infinite 
interval t > 0, subject to the constraint that B < II < A, where A and B 
are positive constants with A > B and A > g/M. The requirement 
A > g/M guarantees that the maximum thrust is sufficient to overcome 
the gravitational force. At a certain time, which we call the burnout 
time and denote by tb, the rocket will have consumed all of its fuel, and 
no more thrust can be delivered. Thus at t = tb control ends. We can 
express tb as the solution of the equation 
tb 
i 
udt = 6, 
0 
where b is a constant determined by the fuel capacity and other char- 
acteristics of the rocket. Our problem is choose a thrust program that 
maximizes the velocity at burnout. 
We reformulate the problem as an equivalent control problem in 
(t, II, y)-space as follows. Let z, and y be state variables determined by 
the system of differential equations 
11’ =L Mu - g - kv’ v(0) = 0, (1.1) 
y’ zzz u y(O) = 0, 
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where u is a control function that is piecewise C’ for t > 0, and satisfies 
the constraints 
O<B<u<A, (1.2) 
where rl > B and A > g/M. Because of (1.2)) the solution of (1 .l) will 
reach the manifold in (t, 11, y)-space defined by y = b in finite time. 
IfThen this occurs, the process terminates. Let fh and 11~ = r(fb) denote 
the values that t and ZI assume at the point at which the process ter- 
minates. The problem is to choose u so as to masimize zl(fJ. 
II. GENERAL THEORY 
The control problem just posed belongs to the following general class 
of control problems. Let x = (x1,. . . , x,) be an pz-dimensional vector, 
let 93 be a bounded region of (~2 + I)-dimensional (t, x)-space, and let 4V 
be a region of m-dimensional u-space. Let F be a p-dimensional manifold, 
0 < $ < n, of class C”, lying in 9, and given parametrically by equations 
t = t,(e), (2.1) 
Xi = Xii(O) i= 1,...,p, 
where 0 = (6,, . . . , 0,) ranges over an open cube X in p-space. Let 
f(t, N, u) and Gi (t, x, u), i = 1,. . . , n be real valued functions of class C” 
on a region containing 9 x % in its interior, and let Iz(19) be a real valued 
function of class C” on X. Let Y be a system whose state .V is determined 
by the system of differential equations 
xi’ = G$, x, u) xi&J = X0!, (2.2) 
where i = 1,. . ., 18 and (t,, x0) belongs to 9, closure of 9. 
Consider the class d of vector valued functions tb = u(t) that are 
piecewise C’ (each component ui of u is piecewise C’) on the projection 
of & on the t-axis, that have their range contained in ~39, and that satisf! 
the constraints 
Bi < ?&i(t) < A, i=l,...,m, (2.3) 
where Ai > Bi. Let &,, be the subclass of functions ,u in ,d such that 
if u is substituted into (2.2), then the resulting equation has a continuous 
solution x(t) with the following properties: (i) x(t) is interior to 9 for 
I,< t < t,, where (tr, x1) = (tr, x(2,)) is a point of 9; (ii) x(t) does not 
intersect 5 for any to < t < t,. A function u belonging to -02, will be 
called an admissible control, and the corresponding solution of (2.2) will 
be called an admissible Ibath. Note that an admissible path can have 
corners. 
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If do is not void, then the problem of optimal control is to find a 
function u* E dc, that masimizes (or minimizes) the functional 
J(u) = h(B) + 
I 
f(t, x, ad) dt 
. 
f” 
over all zl E do, where the integral is taken along the path corresponding 
to U, and B is the parameter value associated with (tr, x1) = (ti, z(Q). 
LVe call the function II* an optimal control, and the corresponding path, 
an optimal path. 
By adjoining equations x:, i = Ui to the system (2.2) and then 
eliminating u from the resulting system, we obtain a problem of Bolza 
as usually stated, except that we now have differential inequalities as 
added side conditions. The theory of the Bolza problem without the 
differential inequalities is quite extensive and well-known (see [l], [3]). 
Our problem with the differential inequalities as added ‘side conditions 
can be transformed into a problem without the added side conditions 
to which the theory is applicable. This is done by first writing the 
constraintsas.x~+i-B~>OandAi-~~+,>O,i=l,...,m. Then, 
we follow Valentine [6] and introduce additional variables ,ti and ;, b. 
means of the differential equations x: + , -- B, - (ti’)2 = 0 and 
‘4, - x;+i - (i’i’)’ = 0, i = 1,. . .) m. Appropriate results for the last 
problem can be translated back to the problem with constraints (see [S]), 
and then back to the original problem involving the control %t instead 
of the derivatives. In this way, we can obtain some necessary conditions 
that hold along an optimal path. These conditions are most convenientI> 
stated in terms of the function 
,I 
F(k x, u, &, 4 = & fO* ’ , r u) + 2 ki Gi(t, x, u). (2.4) 
i=l 
THEOREM 1: Let u* be an optimal control, let x* be the corres$onding 
optimal path, alad let K* be the correspondiz,o curve in 9. Then there exists 
a constant A,, 2 0, and an n-dimensional vector A(t) delined and continuaup 
OS [to, tlJ, swh that along X* the following hold. 
xi’(t) = FA,, (2.5) 
n,‘(t) = - F,; i = l,...,u, (2.6) 
I 
20 if 21, = A, 
Fug = o if 
I 
Bi< Ui< rii (2.7) 
<O if 14, = B, i= l,...,m 
F(t, x*,!“, A, *, A*) < fyt, .x*, u*, &*, A*,), 
for ellery ,u such that II = 24(f) for some a irz ~1,. 
(2.9) 
Equations (2.5) and (2.6) derive from the Euler equations. (Condition 
(2.7) derives from the Euler equations, the Clebsch condition, and the 
special form (3.3) of the constraints. The condition (2.9) derives from the 
\f-eierstrass condition. The necessary conditions of Theorem 1 have 
been stated in somewhat different form by Hestenes in an unpublished 
paper i2;; his results were obtained in the manner sketched. Equa- 
tions (24, (2.6) and condition (2.9) have been derived by arguments 
involving variations on u* bv Pontryagin and his students [5]. 
REM.~RK. If 5 is rl-dimensional and K* is not tangent to 5, then 
it can be shown that we may take I, = 1, and with this choice of A,,, 
the other multipliers are unique (i.e., K* is normal in this case). 
A solution of (2.5) and (2.6) corresponding to a u in .d, that satisfies 
(2.7) and (2.8) and lies in 9 will be called an extrental path. An extremal 
path will, in general, not be admissible, since it need not pass through 
(b x,,); an extremal path may have corners. In these terms, Theorem 1 
states that an optimal path is an extremal path. 
111. CHhRACTERIZATION OF EsTREM.~I> PATHS 
\Ve return to our special problem. \Ve first note that if an optimal 
control u* exists, then we must always have z!*(t) > 0 for all f > 0 along 
the corresponding path K*. Otherwise, we would have zt*(t,) = 0 for 
some 0 < f, < t,,*, where tb* denotes the burnout time for K*. The 
thrust program ii defined by ii(t) = ~*(t + tJ, 0 < t < fb* -- t, would 
result in a path (a, j) such that fi(tb* - f,) = v*(fb*), the maximum 
burnout velocity, and f(t,* - tl) < b. If we now take C(t) = d on the 
interval fb* - t, < t < 8, for the appropriate burnout time &, then it is 
readily seen by integrating the first equation (1.1) over fb* - t, < t < f,, 
with ,zd = A and initial condition z’(tb * - f,) =z z~*(f~*), that ii(&) > v*(tb*). 
This contradiction of the maximality of cl*(t,*), shows that o* > 0 must 
hold all along an optimal path. 
Thus, in our problem we may take the region 9 to be defined bb 
t > 0, 1’ > 0, v > 0. The terminal manifold .F is defined by 
t = 7, 7’ Tzz (T ~1 = b, (3.1) 
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where t > 0, o > 0, and b is constant. The point (t,, x,,) is the origin. 
The class -o(a is the class of piecewise C’ functions defined on t > 0 and 
satisfying (1.2). 
Since the normals to F all have direction numbers (0, 0, l), for an 
admissible path to be tangent to 9 at (7, o, b), we must have y’(t) = 0. 
But, from (1.1) we have that y’= u and from (1.2) we have that u > B > 0. 
Hence, the path cannot be tangent to F-. In particular, an optimal path 
cannot be tangent to F. Hence, since F is two-dimensional it follows 
from the Remark following Theorem 1, that along an optimal path, we 
may take A0 = 1 and obtain unique functions 5 and As. 
\T’e shall now characterize the extremal paths with A,, = 1. In the 
next section we shall select the extremal path that is the optimal path. 
The function f is identically zero, and the function k is cr in our case. 
The function F defined in (2.4) is 
F = L,(Mti - g - kv2) + A, u. 
The equations (2.5) are 
v’ = Mu - g - kv=, 
y‘ = u, 
(3.2) 
(3.3) 
and the equations (2.6) are 
2,’ = Bkvil,, 
a,’ = 0. 
The function F, is given by the formula 
(3.4) 
F, = A1 M + 1,. (3.5) 
Let us denote the extremal path terminating at (z, (T, b) by K(t, a) and 
let us denote the associated functions U, v, y, A,, A,, by u(t, t, a), 
z$, t, cr), etc. Then we may write the transversality conditions (2.8) as 
iZ,(Mzl - g - kc=) + 3y u = 0, (3.6) 
1 - 1, = 0, (3.7) 
where u = ~(t, t, a) and izi = A;(r, z, a), i = 1, 2. 
If we substitute (3.7) into (3.6) we obtain that 
A,&, z, a) = - M + (g + ka=)/+, z,u). (3.8) 
Substituting (3.8) and (3.7) into (3.5) shows that at the terminal point 
(7, u, b) of WC 4, 
Fu = (R + ku=)/+ z, 4. 
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From (1.2) we have that u 3 B > 0; Therefore, since g > 0 and k > 0, 
it follows that F, > 0 at (t, o, h). Hence it follows from (2.7) that 
1((7, t,(T) = -4. 
Equations (3.7) and (3.8) with ~(t, t, a) = A are terminal conditions 
for Eqs. (3.4). Hence, we have that all along K(t, a), 
A&, T, CT) = - M + (g + ka2)/A. (3.9) 
From (3.9) and (3.5) we now get that along K(t, a), 
F, = A, M - M + (g + ko2)/A (3.10) 
From (3.4) and the fact that v > 0, it is clear that for all U, 1, is an 
increasing function of t along K(t, 0). It therefore follows from (3.10) 
that F, decreases along K(t, o) as we traverse K(t, a) backwards from 
the terminal point. Hence, since F, > 0 at the terminal point, we either 
have F, > 0 all along K(z, o), or there exists a t = t,, with 0 < f, < T 
such that along K(7, o), F, < 0 for t < t,, F, > 0 for t > f,, and F, = 0 
at t = t,. This observation and (2.7) give the following characterization 
of K(t, Cl). 
LEMMA : Either u(t, t, (T) = A all along K(z, CT), or there is a t,, 
0 < t, < t such that alomg K(t, a) u(t, t, (T) = B fort < t, ad u(t, t, 0) = -4 
for t, < t < T. 
IV. DETERMINATION OF THE OPTIMAL PATH 
Let K* be an optimal path; by Theorem 1 it must be an extremal 
path. In this section we shall first examine those extremal paths that are 
also admissible, and shall then determine the admissible extremal path 
that is the optimal one. The results are summarized in Theorem 2 below. 
In our subsequent work we shall make no explicit use of the fact that an 
optimal path satisfies (2.9). This is because the linearity of F in zc and the 
conditions (2.7) imply (2.9). 
Let an extremal path having u = A all along the path be denoted 
by KA(t, a). We shall show that among the paths K,(t, (T) there is a 
unique admissible extremal path. Equation (3.3) for the velocity compo- 
nent v(t, t, cr) of a path K,(t, a) becomes 




This is an equation whose variables are separable, and whose solution 
can be written in the form 
(4.3) 
where 
p1 = (k/a,)ll” = [k/(MA - g)]ll”, 
A(4 = (1 - Pl4IP + Plh (4.4) 
a = 2(a, A)‘/2 = 2 [&VA - g)]‘l”. 
The multiplier A,@, t, o) along K,(t, a) can now be determined by 
substituting (4.3) into the first equation (3.4) and integrating, using (3.7). 
We get that along KA(t, o) 
&(f, t, 0) = e-f=--‘) 
i 
i + +1((T) ~(7 - f j 2 
1 + hkJ) 1 
f, < t < t. (4.5) 
If KA(r, o) is to be admissible, we must have t,, = 0 and y(0) = 0. 
It now follows from (3.1) and the second equation of (3.3) that if KA(t, o) 
is to be admissible, we must have t = tA, where 
T.~ = b/A. (4.6) 
Furthermore, we must have v(0) = 0. Hence we must have (T = gA, 
where oA is a root of ~(0, o, tA) = 0. From (4.3) we see that orl must 
satisfy 
1 - &(@A) earA = 0. (4.5) 
From (4.4), we now get that 
1 (e”‘A-1) 
a.4 = - 
PI (eaTA + 1)’ 
(4.8) 
Note that ~(0, o, tA) = 0 has a unique solution. 
From the preceding discussion it follows that the thrust program 
@) = A will result in an admissible path KA that terminates at (zA, uA, 6) 
and satisfies all of the requirements for an extremal path except perhaps 
(2.7). In particular, Eqs. (3.3) - (3.10) hold along KA with (t, o) replaced 
by (tA, aA), and F, is decreasing along KA as we traverse KA backwards 
from (rA, CA). Hence in order to show that (2.7) holds along KA (i.e., 
F,, > 0 along KA) it suffices to show that F,, > 0 at the initial point of K.4, 
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which is the origin. Since (3.3) - (3.10) hold along K.4 with (r, u) = (t.4, (T.~) 
then so do (4.1) - (4.5). Hence we may set t = 0, 0 = oS4 in (3.10), 
substitute (4.5) with (t, B) = (tA, crA), and use (4.6) - (4.8) in order to 





A(1 + e-a7-4)2. 
Hence F, > 0, and so KA is an extremal path. In fact KA = K(t.4, oA) 
is the unique admissible extremal with u G A. 
We now investigate whether there exist admissible extremal paths 
along which the control is u = B followed by u = A. We suppose for 
the moment that such a path exists and terminates at (t,,, cr,,). Let 
Kg(t,,, G,,) denote this path and let t, denote the value of t at which control 
changes from B to A. The existence of Ks(to, oO) implies that B > g/M; 
for otherwise, we should have v = 0 for 0 < t < t,. 
For t, < t < t,,, the velocity along KB(q,, CQ) is given by (4.3) and 
(4.4), and A1 is given by (4.5) with (r, o) = (TV, o,,). For 0 < t < t, the 
differential equation for the velocity is zj’ = n2 - kv*, with v(tJ = rlr, 
where 
a,=BM-g>O, 
Hence the velocity for 0 < t < t, is given by 
1 1 - 1+&‘2(oJ eptfl -f) 
zqt, To, UJ = - 




p2 = (k/a,)ll” = [k/(MB - g)]l/z, 
sl*h) = (1 - Pz%)l(l + P2”JP (4.11) 
a = Za, p2 = 2 [K(MB - g)]l/“. 
From (3.10), the requirement that F, = 0 at t, and from (4.2), we 
obtain 
Al(t,, a,,, to) = (MA)-l(al - k~,,~). (4.12) 
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From (3.1) and the second equation of (3.3), we get 
Bt,+A(z,-tJ=b. (4.13) 
From (4.10) and the requirement that for an admissible path z!(O) = 0, 
we get that 
1 - #2(vl) e@l = 0. (4.14) 
Equations (4.12) - (4.14) are three equations in the quantities ti, r,, o,. 
An admissible extremal path KB(r,,, a,) exists if and only if these equa- 
tions have a solution satisfying the inequalities t, > 0, a0 > 0 and 
b/A < z, < b/B. Note that the condition F,, -=z 0 for 0 < t < tl is 
automatically fulfilled by virtue of (4.12) and the monotonicity of Fe. 
We now show that the equations (4.12) - (4.13) do not have the desired 
solution, and hence there exists no admissible extremal path KB(rO, a,J. 
Set 
y = &VA 8 = aB/A, 
70 = A - P21 y1= Pl+ Par 
Q(Q = yo - Tl e- Bfz, 
YOe-@l - y 1 
If we now use (4.13) to write (r,, - tl) = (b - Bt,)/A, and successively 
substitute the second equations of (4.11) and (4.9) into (4.14), we 
obtain 
1L,(u,) = y-l e8”1L+,). (4.15) 
Combining this with the second equation in (4.4) gives 
a _ L Y - ebfl Q(4) 
O - ply + eata ii?( 
(4.16) 
If we substitute (4.5), (4.15) and (4.16) into (4.12) and use the first 
equation in (4.4), we obtain that t, must be a root of the equation 
(1 + Q(Q)2 - 4a,(MA)-IQ@,) = 0. (4.17) 
This equation, considered as a quadratic in Q, has discriminant equal to 
16a,(a, - MA)/M2 AZ. From (4.2) it is immediately seen that this 
quantity is negative. Thus (4.17) is zero for no real value of J2, and 
consequently has no real roots t,. 
We summarize -our results in the following theorem. 
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THEOREM 2. If an optimal control u* exists, the.11. it is u7tiyue nd is 
gizlen by ,u* = .-I. The correspoding burlrorct time is sA = bl.4, wa the 
corvespodng burrtout velocity is cA gi1-wa by (4.8). 
\f:e remark that the optimal control minimizes the burnout time. 
V. EXISTENCE OF OPTIMAL CONTROL 
Throughout our discussion, we have assumed the existence of an 
optimal control U* and corresponding path K*. \\‘e now show that this 
is indeed the case. To do this, we first enlarge our class do to the class .A?,+, 
by replacing the requirement that u be piecewise C’ by the requirement 
that 21 be measurable, and the requirement (1.2) by (1.1) almost ev- 
erywhere. It follows that every ,u E do+ is Lebesgue integrable. 
It follows from (3.3) that for all zc E &,,+ and all 0 < t < tb(zt), where 
t,(u) is the corresponding burnout time, the velocity zq(t, u.) will be less 
than SF MA dt, where tg = b/B. \Ve also get from (3.3) that for all 
26 in dO+ and almost all t in the interval 0 < t < f*(zl), il’(t, U) < Url. 
From (1.2) and (3.1) it follows that for all ‘16 in ,01,,+, rA < tb(u) < tB. Hence 
if we define u(t) = 0 and v(t, U) = u(t&), U) for t*(u) < t < rB, the 
bounds on v(t, U) and zl’(t, ZL) will hold on 0 < t < rg. It now follows 
from Ascoli’s Theorem that there is a sequence of functions T,,(t, .u) that 
converge uniformly to an absolutely continuous maximizing func- 
tion z?(t), whose burnout time & is the limit of the sequence tb(u,). For 
t > &,, c(t) = fi(&). Set G = (v’ + kz? + g)/M; clearly zi is integrable. 
If we write the first equation in (1.1) as an integral equation, we see 
immediately that the functions U%(t) = s 0 26, fit converge uniformly to 
Lr(t) = J$ G dt on LO, rB]. It therefore follows that since B < II, < ‘-1 
almost everywhere in each interval [0, tb(Un)] and tb(u,) -h &, that 
B < ,fi < A almost everywhere on [0, &I. Hence ti belongs to dO+. Thus, 
we have shown the existence of an optimal control in the class &,,‘. 
It can be shown (see [4], where an even more general situation is 
studied that an optimal control 27 in the class d,+ satisfies (2.5) - (2.i) 
almost everywhere and the condition (2.8). By arguments given in 
Sections III and IV, we conclude that ii = A, almost everywhere. \\‘e 
may clearly change the definition of 17 on a set of measure zero, and 
obtain that the function of class C’, U* = d, is: the optimal control. 
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