INTRODUCTION
The developing of face recognition system is quite difficult because human faces is quite complex, multidimensional and corresponding on environment changes. For that reason the human machine recognition of human faces is a challenching problem due the changes in the face identity and variation between images of the same due to illumination and viewing derection. The issues are how the features adopted to represent a face under environmental changes and how we classify a new face image based on the chosen representation. Computers that recognize human faces systems have been applied in many applications such as security system, mug shot matching and model-based video coding.
The eigenfaces is well known method for face recognition. Sirovich and Kirby [1] had efficiently representing human faces using principle component analysis. M.A Turk and Alex P. Pentland [2] developed the near real-time eigenfaces systems for face recognition using eigenfaces and Euclidean distance.
We develop a technique to extract features from an intensity image of human frontal face to represent the features using eigenfaces. Figure 1 shows the block diagram of our system. These advantages no face features being required, the ability to learn and later recognize new faces in an unsupervised manner and that it is easy to implement using neural network architecture.
Fig. 1: Face recognition system
The research is focused to develop the computational model of face recognition that is fast, simple and accurate in different environments. Therefore, in this paper the eigenfaces method is described and then it is demonstrated that the features vectors obtained from the eigenfaces can easily be used for classification and recognition. Eigenfaces method: The basic idea of eigenfaces is that all face images are similar in all configurations and they can be described in its basic face images. Based on this idea, the eigenfaces procedures [3] are as follows: a. We assume the training sets of images are 1 2 , , , m Γ Γ Γ with each image is ( ) d. By implementing the matrix transformations, the vectors matrix is reduced by:
where C is the covariance matrix and T is transpose matrix. e. Find the eigenvectors, mm V and eigenvalues, m λ from the C matrix using Jacobi method [4] [5] [6] [7] and ordered the eigenvectors by highest eigenvalues. Jacobi's method is chosen because its accuracy and reliability than other method [8, 9] . f. Apply the eigenvectors matrix, mm V and adjusted matrix, m Φ . These vectors determine linear combinations of the training set images to form the eigenfaces, k U by:
Instead of using m eigenfaces, m m < ′ which we consider the image provided for training are more than 1 for each individuals or class. m′ is the total class used. g. Based on the eigenfaces, each image have its face vector by:
and mean subtracted vector of size ( ) .
RESULTS AND DISCUSSION
The Code for eigenfaces is developed using Visual C++. The eigenvectors and eigenvalues play a major role in producing eigenfaces. The results obtained are compared with MATLAB and eigenvalues and eigenvectors java applet [10] .
The experiments have been conducted using the Olivetti Research Laboratory (ORL) database (Fig. 2) . Figure 3 shows the mean image after the transformation of training images. The eigenfaces result has been obtained (Fig. 4-6) .
From the Fig. 4 -6 each training session shows the variations of eigenfaces. In Fig. 4, 16 
experiments is conducted using more images, the eigenfaces becomes more whitening. Means, lesser images make the eigenfaces become darker and indistinct. Sirovich and Kirby evaluated a limited version of this framework on an ensemble of 115 images of Caucasian males digitized in a controlled manner, and found that 40 images were sufficient for a very good description of face images. The eigenfaces used for each training images and unknown images to determine its weight vectors to describe class identity (equation 5). These features are used for classification and recognize the unknown human face. Some previous work [2, 11] used these features to recognize unknown human face using euclidean distance. Table 1 , shows the example result of weight vectors for 16 images (8 classes with 2 images perclass).
The features vectors used into backpropagation neural network for classification and recognition human faces [3, 12, 13] . Before the learning phase, the previous feature vectors
T Ω is normalize to a range (0, 1) to meet the backpropagation neural network requirement, avoid computational problems and to facilitate learning [14] . Table 2 shows the normalize features (0, 1) from the original features in Table 1 .
The backpropagation neural network is used for the classification and recognition purposes. Table 3 shows the training results using neural network. In this experiment, 16 patterns are used, 8 inputs per-pattern, 5 hidden neurons, 3 output neurons, 0.9 for momentum, 0.7 for learning rate and the error were set to 0.001 for stopping condition.
In the recognition step, the identity of human face is determined if any network output error value is less 
CONCLUSION
In this study, we used the eigenfaces to represent the features vectors for human faces. The features are extracted from the original image to represents unique identity used as inputs to the neural network to measure similarity in classification and recognition. The eigenfaces has proven the capability to provide the significant features and reduces the input size for neural network. Thus, the network speed for recognition is raise.
