Conventional psychometric function (PF) estimation involves fitting a parametric, unidimensional sigmoid to binary subject responses, which is not readily extendible to higher order PFs. This study presents a nonparametric, Bayesian, multidimensional PF estimator that also relies upon traditional binary subject responses. This technique is built upon probabilistic classification (PC), which attempts to ascertain the subdomains corresponding to each subject response as a function of multiple independent variables. Increased uncertainty in the location of class boundaries results in a greater spread in the PF estimate, which is similar to a parametric PF estimate with a lower slope. PC was evaluated on both one-dimensional (1D) and two-dimensional (2D) simulated auditory PFs across a variety of function shapes and sample numbers. In the 1D case, PC demonstrated equivalent performance to conventional maximum likelihood regression for the same number of simulated responses. In the 2D case, where the responses were distributed across two independent variables, PC accuracy closely matched the accuracy of 1D maximum likelihood estimation at discrete values of the second variable. The flexibility and scalability of the PC formulation make this an excellent option for estimating traditional PFs as well as more complex PFs, which have traditionally lacked rigorous estimation procedures.
I. INTRODUCTION
Psychophysics accounts for the relationship between physical and perceptual processes by quantifying a subject's perceptions while a sensory stimulus feature is systematically altered. This relationship traditionally takes the form of a psychometric function (PF), which describes a subject's task performance as a function of a physical variable or variables. Psychophysical detection and discrimination tasks can be assigned a threshold below which successful task performance is considered unreliable and above which performance is considered reliable. Threshold estimation is perhaps the most common target of psychophysical queries because this value can be informative about the underlying sensory and perceptual processes. Estimation of the entire PF is also often of interest because it reveals additional details about these processes, although considerably more experimental data are required to do so (Treutwein, 1995) .
The problem of estimating PFs has been a subject of study for over 150 years (Fechner, 1860) . This focus has overwhelmingly been on unidimensional or one-dimensional (1D) PFs, however, where task performance is a function of a single physical variable. Except for adaptive methods seeking only thresholds (Levitt, 1971; Kollmeier et al., 1988; Treutwein, 1995; Leek, 2001) and the rare nonparametric approach (Miller and Ulrich, 2001; Zchaluk and Foster, 2009) , estimating a 1D PF has historically involved modeling it using an analytical equation that approximates the subject's probability of successful task performance as a function of stimulus intensity or discriminability. In the typical case, this function is assumed to be sigmoidal, with parameters of interest being a threshold a and a spread b. Multiple methods for accurately and efficiently estimating the 1D PF have been developed over the years, employing techniques such as maximum likelihood estimation, maximum a posteriori estimation, bootstrap resampling, and Markov chain Monte Carlo methods (Treutwein, 1995; Wichmann and Hill, 2001a,b; Kuss et al., 2005) .
Many if not most real-world psychometric phenomena of interest, however, are inherently multidimensional. One of the simplest relevant examples is pure-tone audiometry, a two-dimensional (2D) psychophysical test in which subjects' auditory detection thresholds are assessed using pure tones of various frequencies and intensities. Traditionally, these measures are reported via a threshold audiogram, which reflects adaptively estimated detection thresholds at 6-9 discrete frequencies (Hughson and Westlake, 1944; Carhart and Jerger, 1959) . The 2D PF across the full frequency range could provide additional useful information about hearing a) Electronic mail: dbarbour@wustl.edu but is rarely if ever estimated in any form, presumably because of the prohibitive amount of time that would be necessary to do so using even the most efficient conventional methods.
A small number of techniques has been developed to estimate particular multidimensional PFs, including the auditory filter (Patterson, 1976) and the threshold-versus-noise contrast function (Lesmes et al., 2006) . Much like standard techniques for 1D PF estimation, these approaches conceptualize their corresponding multidimensional PF as an analytical equation and then generate estimates of the equation parameters from subject response data. Many multidimensional PFs, however, cannot be parameterized effectively, or the rationale for such parameterization is weak because the true form of the underlying function is unknown. The pure-tone audiogram, for example, could theoretically take on a wide variety of shapes as a function of frequency. No research results about the mechanisms of ear function indicate that actual hearing thresholds as a function of frequency are constrained to a single parametric function class, such as polynomials.
To counter this longstanding limitation, the authors have recently developed an alternative approach for estimating generalized PFs that has numerous advantages over previously proposed procedures (Gardner et al., 2015b; Song et al., 2015) . This approach makes use of the Gaussian process (GP) (Rasmussen and Williams, 2006) , an effective tool for Bayesian inference that has been employed in some modern machine learning applications across various disciplines (Park et al., 2011; Markov and Matsui, 2013; De La Pava et al., 2015; Nielsen et al., 2015) . Focusing on the specific example of pure-tone audiometry, this paper first shows that Gaussian process classification (GPC), a nonparametric Bayesian method of performing probabilistic classification (PC), can accurately estimate a traditional 1D PF. The paper then extends the GPC framework to perform novel estimation of a relevant nonparametric 2D PF, the complete unilateral pure-tone audiogram.
II. BACKGROUND
A PF resulting from a detection or discrimination task maps the input domain to the success probability of a Bernoulli random variable (Treutwein, 1995) . This unobserved probability takes the form of a latent function where larger values indicate a higher probability of success. The conventional formulation for PF approximation is logistic regression, which results in a parametric, sigmoidal model of success probability. Numerous procedures exist for performing logistic regression (i.e., approximating the latent function by estimating model parameters), but they share similar limitations for multidimensional PFs with complex functional relationships. Alternatively, one may reformulate the problem not as one of logistic regression but instead as one of PC. In this reformulation the latent function reflects beliefs about the location of class boundaries, with shallower latent functions representing greater uncertainty about this belief than steeper latent functions. Numerous procedures exist for performing PC, with nonparametric models exhibiting a degree of flexibility appropriate for multidimensional PF approximation. The Bayesian method for updating posterior beliefs about the latent function given prior beliefs and observations is particularly well-suited for performing rigorous inference in a nonparametric PC formulation.
Bayesian inference begins by assigning a prior distribution over functions that encodes beliefs about which functions are expected a priori, as well as an observation model or likelihood that describes how observations are generated from the underlying function (Gibbs, 1998; Xiang and Fackler, 2015) . Given some observed data, Bayes' theorem can then be applied to derive a posterior probability, which updates the beliefs about the function to reflect both prior beliefs and the new information contained within the observations (Bayes and Price, 1763; Jaynes, 2003) . This posterior belief can be used to inform decisions by minimizing the posterior expected loss (Berger, 1985) .
An example of using the Bayesian method to perform inference on a latent function can be seen in Fig. 1 . Figure  1 (A) depicts a prior distribution over functions along with several sample functions drawn from the prior. Figure 1 (B) shows a posterior derived from that prior coupled with some observed data and a Gaussian error observation model. Notably, the uncertainty of the posterior has been considerably reduced around the observations, effectively limiting the space of possible functions to the subset that pass near the observed test samples.
The latent function prior can be modeled as a stochastic process with a mean function and a covariance function. Normally functioning ears, for example, have a physiology that transduces particular values of acoustic energy into neural signals across frequency and intensity. This physiology and standard audiological measurements of the physiology generate a reasonable prior belief for the mean function in this case (Carhart and Jerger, 1959; Von B ek esy, 1960 Von B ek esy, , 1963 Kiang et al., 1965; Levitt, 1971; Liberman, 1978; Geisler et al., 1985; Brant and Fozard, 1990; Leek, 2001 ). The mechanically linked sensory transduction apparatus of the ear generates a reasonable prior belief for covariation in sensory transduction to be continuous in frequency and intensity (Von B ek esy, 1960 (Von B ek esy, , 1963 Kiang et al., 1965) . Given particular mean and covariance functions, the maximum entropy distribution over the latent function is a GP FIG. 1 . Example of the Bayesian method applied to perform inference on a function. (A) Five sample functions drawn from a prior distribution on functions. (B) The posterior distribution after four samples (filled circles) are observed, along with five sample functions drawn from the posterior distribution. Solid lines denote the mean, gray shaded areas denote two standard deviations about the mean, and dotted lines denote single draws from the corresponding distributions. (Jaynes, 2003) . Queries into the physiology of individual hearing systems involve asking subjects to report whether a particular sound was detected (Carhart and Jerger, 1959; Levitt, 1971; Brant and Fozard, 1990; Leek, 2001) , which leads to stereotypical patterns in the query responses (i.e., the categorical behavioral observations interpreted as "heard" and "unheard") that are well-described by signal detection theory Swets, 1966, 1988) .
For a wide class of approximation and prediction problems, GPs can flexibly and efficiently represent prior beliefs about a latent function of interest. GPC represents a nonparametric framework through which to apply the Bayesian method of assigning posterior beliefs and therefore performing PC (Rasmussen and Williams, 2006) . This paper demonstrates the predictive power of GPC for approximating 1D and 2D PFs compared with traditional logistic regression.
A. GP estimation
Let f x ð Þ be a latent function on an arbitrary input space x 2 X. A GP is a mathematically convenient mechanism to encode prior knowledge about f that can be updated in light of observed data via Bayesian inference. Formally, a GP is defined as a collection of random variables, any finite subset of which jointly form a Gaussian distribution. Therefore, a GP is a particular case of a stochastic process. Like the multivariate Gaussian distribution, a GP is fully specified by its first two moments: a mean function l(x) and a positive semidefinite covariance function K x; x 0 ð Þ. The mean function accounts for the central tendency of the latent function while the covariance function accounts for the correlation structure of the latent function. Given l and K, the latent function f can be endowed with a GP prior distribution
Given a GP prior on f and some observations over the input space, a prediction can be performed about the behavior of f for unobserved inputs using Bayesian inference. Consider a set of n training observations
Þ and a set of unobserved test inputs X Ã on which inference is to be performed. Bayes' rule produces an expression for the joint posterior of the latent function at training and test inputs given the training observations:
The predictive posterior distribution can be determined by marginalizing out the nuisance training set latent variables and substituting Eq. (2):
By definition of the GP, the joint probability p f; f Ã jX; X Ã ð Þis multivariate Gaussian:
Once computed, the posterior distribution p f Ã jX; y; X Ã ð Þpro-vides information about the latent function f at the new input locations X Ã , taking into consideration the previously observed samples X; y ð Þ. The posterior mean and the posterior covariance on f provide information about the updated beliefs and the remaining uncertainty about the latent function.
B. Observation models
The observation model or likelihood p yjf ð Þ in Eqs. (2) and (3) describes the relationship between the latent function values f and observations y at training inputs X. In general, this can be any arbitrary model but is related to the definition of the latent function f to be inferred. In the standard regression case, the latent function f can be viewed as the underlying "true" behavior from which each observation is derived with some residual error. Under this model, each observed value y i can be realized by independently corrupting the true value of the latent function f x i ð Þ by zero-mean additive Gaussian error with variance r 2 , which produces the following expression for the likelihood:
The joint probability p f; f Ã jX; X (Xiang and Fackler, 2015) . Furthermore, this GP regression framework can be viewed as an extension of well-established Bayesian linear regression (Box and Tiao, 1992) to regression with an infinite number of basis functions (Williams, 1998) , thereby representing an extremely versatile method of approximating functions.
Classification problems, in which each input in a set X can be assigned to one of a finite set of N classes C 1 ; C 2 ; …; C N , represent another important type of function approximation particularly relevant for psychometrics. A special case of classification problems are binary classification problems with output values assigned to one of only two classes. Many psychometric tasks are designed with two possible responses, including the detection task used for the standard audiogram in which subjects indicate when they hear a tone (Carhart and Jerger, 1959; Kingdom and Prins, 2010) . Furthermore, any set of discrete responses can be subdivided into two subsets signifying either success or failure depending on task design. The current treatment therefore focuses on binary classification, but GP classification can readily be extended to multiple classes (Williams and Barber, 1998; Rasmussen and Williams, 2006) .
In the case of binary classification, observed outputs y can take on one of only two class identities: either 1 (success) or 0 (failure). The latent function f is not directly observed but is instead a hidden function that reflects the degree of class membership, where larger values of f generate higher probabilities of success. To obtain the probabilistic distribution p y ¼ 1jf ð Þ , f is transformed using a monotonically increasing sigmoid function U to constrain the resulting values to the range [0,1]. For a binary observation y i 2 y associated with a multidimensional input x i & X, this model takes the following form:
One convenient choice of U consistent with longstanding PF approximation (Kingdom and Prins, 2010 ) is the cumulative Gaussian (probit) function:
Þdz. This choice is appropriate because it constrains the range of outputs to the probabilistic range [0, 1] , with large positive f values producing output values near 1 and large negative f values producing output values near 0. Following Bayesian decision theory, class membership can be predicted by thresholding (Berger, 1985) . This technique can be viewed as a generalization of Bayesian probit regression (PR) (Rasmussen and Williams, 2006) .
As with the regression case, the predictive posterior distribution p f Ã jX; y; x Ã ð Þcan be expressed using Eq. (3) with an explicit sigmoidal observation model
Rather than the posterior distribution on the underlying latent function p f Ã jX; y; x Ã ð Þ , however, the classification scheme is typically interested in the posterior distribution of positive response probability p y Ã ¼ 1jX; y; x Ã ð Þ . Combining Eqs. (6) and (7) yields the probability of class identity for a test observation y
Unlike in the regression case defined by the Gaussian observation model [Eq. (5)], the sigmoidal observation model for classification in Eq. (6) makes the integrals in Eqs. (7) and (8) analytically intractable. Instead, this posterior distribution must be estimated, either by Monte Carlo sampling or using an approximation technique such as the Laplace approximation (Williams and Barber, 1998) or expectation propagation (Minka, 2001) . These techniques generate Gaussian approximations for the non-Gaussian distributions, after which the posterior distribution can be analytically computed for the probit likelihood [Eq. (6)]. The result is a GPC framework for implementing Bayesian inference on multidimensional PFs under a PC formulation.
C. Covariance functions and hyperparameters
The GP covariance function describes correlations between latent function values at different inputs and can be used to represent structure in information about f . While a covariance matrix K can always be specified numerically for a finite set of observations, a covariance function (or kernel) provides a general framework for encoding relationships between function values on an unrestricted input domain. The covariance function does not typically specify an exact form for the latent function f , but it can encode systematic relationships between function values for specific sets of inputs. Importantly, several common covariance functions can be effectively used to model behavior for a wide range of latent function shapes. One such example is the squared exponential (SE) covariance function
where s 2 represents the maximum covariance and ' represents a length constant. The covariance function value K x; x 0 ð Þ in this case is large when the values of x and x 0 are close and falls off with the square of the distance between them. The length constant ' acts as a normalization term to determine the distance needed for a particular change in covariance, effectively representing a measure of smoothness. The SE covariance function is very flexible because it simply specifies that, relative to ', function values at points near one another are highly correlated, while those at points far away are not. Therefore, it is able to represent a wide range of latent function shapes so long as they are generally smooth. Other covariance functions exist that can capture other latent function characteristics, such as linearity, periodicity, or chaotic behavior (Rasmussen and Williams, 2006; Duvenaud, 2014) .
Many covariance functions have associated parameters, such as the s and ' terms in Eq. (9). Similarly, many mean functions have associated parameters. These parameters of the mean and covariance functions (and not of the latent function itself) are called hyperparameters. Different choices of hyperparameters can have significant effects on latent function behavior. For instance, a large ' in Eq. (9) will result in a posterior that favors much smoother latent functions compared to a small '. Figure 2 shows three different unidimensional GP regression predictions for the same observed data set. Each GP utilizes a SE covariance function [Eq. (9)] but differs in length scale '. Note that short length scales allow for more fluctuations in the posterior mean while long length scales enforce more global smoothness.
It is sometimes sufficient to directly specify the hyperparameters h of the GP, assuming compelling prior knowledge. Often, however, hyperparameter values are not known a priori and must be estimated from the data. With a GP prior p fjx; h ð Þ¼ GP f ; l x; h ð Þ; K x; x 0 ; h ð Þ À Á , the quality of fit to the observed data can be quantified by computing the marginal likelihood, or the probability of observing the given data under the selected prior
which marginalizes out the unknown function values f.
Computing this integral falls under the same constraints described previously. One method of obtaining a "best fit" to the observed data is to choose a set of hyperparameters h that maximizes their log marginal likelihood log p yjX; h ð Þ. This is done by taking the partial derivative of the log marginal likelihood with respect to each hyperparameter: @=@h j À Á log p yjX; h ð Þ. For the case of classification, an approximation technique is used to estimate the log marginal likelihood, whose partial derivative is then computed. This best-fit hyperparameter selection process is an application of the second level in Bayesian hierarchical inference, in which the most appropriate model is chosen given the data (Jefferys and Berger, 1992; Gibbs, 1998; Xiang and Fackler, 2015) . Specific hyperpriors can be selected for hyperparameter distributions given compelling prior information, but the standard choice employed in the current work is a uniform hyperprior.
III. SIMULATION EXPERIMENT 1: 1D PF
In experiment 1, the performance of the GPC algorithm was evaluated for estimation of a traditional 1D PF. Computer simulations were conducted for a standard auditory detection task in which listeners are presented with pure tones of fixed frequency and are instructed to indicate when they detect a tone (Kingdom and Prins, 2010) . While this particular simulation represents a tone detection task, the development that follows is generic and therefore relevant to a wide variety of univariate psychometric tasks.
A. Methods
Simulation details
For each simulated auditory detection task, a stimulus of a particular intensity x i was presented, and a binary response (indicating whether or not the stimulus was detected) was collected from a simulated participant. The probability of simulated user responses was governed by a cumulative Gaussian PF of the following form (Kingdom and Prins, 2010) :
For each stimulus x i , the detection probability p x i ð Þ for that stimulus was computed from the PF. A simulated single draw from a Bernoulli distribution with success probability p x i ð Þ (success ¼ 1; failure ¼ 0) generated the binary response y i for that trial (Treutwein, 1995) . Following standard procedures for the method of constant stimuli (Fechner, 1860) , j different stimulus intensities were sampled k times each. This set of observed samples x i ; y i ð Þ n i¼1 È É ¼ x; y ð Þ was used to construct a PF estimate using the GPC technique described below.
GP framework
Because observations only discern whether a subject detects the stimulus, not the detection probability itself, the output variable y is the binary value 1 if the subject detects the stimulus and 0 otherwise. An approximation of the PF p y ¼ 1jx ð Þ is desired and can be obtained using the GPC framework, which allows for inference using binary observations. A GP prior is placed on the latent function,
, which is then transformed using an observation model p y ¼ 1jf ð Þ . In the case of the 1D PF, substantial prior information can be incorporated into the model. Standard techniques for 1D PF estimation parameterize the PF using a sigmoidal function that monotonically increases with stimulus intensity (Wichmann and Hill, 2001a; Kingdom and Prins, 2010) . A similar procedure can be incorporated into the GPC model by combining the forms of the covariance function and the observation model. For the latent function f , a linear covariance function is selected
where i is the intensity and s 2 is a scaling factor. This covariance function constrains the latent function f to only linear functions. When combined with a cumulative Gaussian observation model
ffiffiffiffiffi ffi 2p p dz;
the resulting probability function takes the form of a cumulative Gaussian function that monotonically increases with intensity. The mean function is selected to be l x ð Þ ¼ c, where c is a constant hyperparameter, because any deviation from the mean response can be effectively captured in the covariance function.
After observing a set of training stimuli and responses x; y ð Þ , the best-fitting set of hyperparameters h ¼ s; c ð Þ is computed by maximizing the log marginal likelihood log p yjx; h ð Þ. set of intensities (e.g., À20 to 120 dB in 1-dB increments), and f Ã represents the predicted latent function values at that set of intensities. The Laplace technique is used for approximation whenever necessary (Williams and Barber, 1998) .
Estimates for the threshold a and spread b of the PF are derived directly from the x-intercept and inverse slope of the predictive latent mean in order to compare with the results of PR. Passing the predictive latent mean through the observation model p y i ¼ 1jf i ð Þproduces the PF estimate in this case.
Evaluation
Estimation accuracy and reliability of the GPC framework to implement PC were evaluated for several psychometric and sampling parameters:
• Spread value. b values of 0.2, 0.5, 1, 2, 5, 10, and 20 dB/ percent were used to construct true PFs.
• Number of sampled intensities/number of repetitions at each intensity. In a standard method of constant stimuli, a fixed number of intensities is selected, and each intensity is sampled some number of times (Fechner, 1860) . With the maximum number of samples fixed at 200, the following divisions were evaluated separately: 200 intensities with 1 repetition per intensity, 100 intensities with 2 repetitions per intensity, 40 intensities with 5 repetitions per intensity, 20 intensities with 10 repetitions per intensity, and 10 intensities with 20 repetitions per intensity.
• Number of observed samples. To investigate the independent effect of total sample number on performance, sampling was conducted randomly without replacement for each set of intensities, and this process was repeated for the specified number of repetitions. For each parameter combination, then, each simulation was advanced one sample at a time and incrementally evaluated.
• Simulation repetition/threshold value. For each unique parameter combination, 4 independent simulations were conducted, resulting in 28 000 simulations overall. For each simulation, an integer value for threshold a was randomly drawn from the uniform distribution [30, 70] .
1D GPC experimental outcomes were compared with traditional parametric 1D PF inference using maximum likelihood PR (Nelder-Mead simplex method) (Nelder and Mead, 1965; Prins and Kingdom, 2009; Kingdom and Prins, 2010) , a standard technique for PF inference given a set of observations. Identical stimulus and response samples were used to train both PC and PR methods for each simulation. Estimation performance of both methods was evaluated by comparing estimated values for a and b with the known values of a and b used in the simulated PFs. Accuracy was quantified by computing the mean deviation of parameter estimates from the true values, while reliability was quantified by computing the variance of GP parameter estimates across all repetitions with identical parameter values. Nonparametric numerical values were also derived from the psychometric curve model to determine if such measures might differentiate the two methods in accuracy or reliability. The measures chosen were the 50% probability point and the 25%-75% interquartile range (Strasburger, 2001) . All statistical tests between PC and PR were performed using the Kolmogorov-Smirnov (K-S) test, Bonferroni corrected for multiple comparisons.
Goodness of fit to the observations was evaluated for both PC and PR using the Pearson v 2 statistic:
For intensity i i , p x i ð Þ is the proportion correct of the data, P i is the proportion correct of the model prediction, and N i is the number of trials at that intensity (Klein, 2001; Wichmann and Hill, 2001a) . The v 2 statistic can be interpreted as a weighted sum of squared residuals, with larger statistic values representing poorer fits. The significance of the v 2 statistic was evaluated by comparison to the chi-square distribution with J degrees of freedom, where J is the number of distinct intensities sampled.
Both PC and PR produced outlier trials for small sample numbers that disproportionately affected computation for the means and standard deviations. Following data collection from the simulations, these outliers were detected by thresholding at the 98th percentile (i.e., removing the 2% of scores farthest from the mean) across all trials and conditions for PC and PR independently. A total of 981 and 716 outliers were detected out of 28 000 total simulations each for the PR and PC runs, respectively, primarily from trials with fewer than 20 observed samples. These outliers were excluded from the computations of mean and standard deviations. Furthermore, any remaining trials using fewer than ten observed samples were omitted from these computations because of a generally poor performance at low sample numbers for both methods. four different numbers of observed samples (i.e., simulated subject responses) at fixed absolute intensity values. Identical observations were used for each method in each panel. Qualitatively and quantitatively, PC and PR perform very similarly, with systematically increasing estimation accuracy as the number of observed samples increases. Figure 4 shows the mean and standard deviation of absolute errors for a and b as a function of the number of observed samples, averaged across all 140 conditions and trials, for both PR and PC. As expected, the accuracy and reliability for both techniques increased with the number of samples. Little difference can be discerned for a estimates. For b estimates at lower sample numbers PC appears to be slightly less accurate or equivalently accurate yet more reliable than PR, although this difference disappears at higher sample numbers. Nevertheless, only 2 of 382 total comparisons showed statistically significant differences between PR and PC (p < 0.05, K-S test, Bonferroni corrected for multiple comparisons), consistent with the assessment that these two methods generally exhibit statistically indistinguishable performance.
Because the transition zone between detected and not detected is more difficult to estimate accurately for standard parametric estimators (Treutwein, 1995) , estimator performance was evaluated for larger versus smaller spreads as a function of b value. Figure 5 shows the mean and standard deviation absolute errors in a and b for each b value tested. In all cases both accuracy and reliability generally increase as a function of sample number. Large values of b decrease the accuracy of both PC and PR, however, particularly for lower numbers of observed samples. Overall, the trends for PC and PR are generally quite similar, revealing no consistent difference in estimator quality between the two methods.
Because a fixed number of samples can be distributed across intensity in different ways, the effect that the number of distinct intensities and the number of repetitions per intensity had on the performance of both estimators was evaluated. Figure 6 shows the mean and standard deviation of absolute errors in a and b for each number of trials per intensity. Both accuracy and reliability generally increase as a function of sample number. Again, overall estimator performance is quite similar between the two methods, with 0 of 1910 comparisons resulting in statistically significant differences for either a or b (p < 0.05, K-S test, Bonferroni corrected for multiple comparisons).
All the analysis described above was repeated for the numerical accuracy and reliability values of 50% point and interquartile range. Identical trends were observed for these measures, once again indicating that nonparametric GPC results in functionally indistinguishable estimator performance compared to parametric maximum likelihood PR for 1D PF estimation. These results are shown in Supplemental Figures S1-S3. statistically poor fits, while 201 of 28 000 PR simulations (0.72%) demonstrated statistically poor fits.
IV. SIMULATION EXPERIMENT 2: 2D PF
In experiment 2, the GPC framework was used to solve a relevant multidimensional psychometric problem. In this problem, a sequence of pure tones varying in both frequency and intensity is presented to a simulated listener, who is instructed to respond whenever a tone is detected. This task is similar to the task used for traditional pure-tone audiometry, but with two key differences: for this task, sampling does not necessarily proceed one frequency at a time, and sampling and prediction resolutions in both input feature dimensions are considerably higher. The goal of this work is to construct a general multidimensional PF estimator from recorded binary responses that can be used immediately for pure-tone audiometry and can be readily adapted to other multidimensional psychometric estimation problems.
Simulation details
To simulate the 2D psychometric field, an audiogram shape for each simulated participant was first defined. For each audiogram shape, approximation of 1 of 4 human audiometric phenotypes (Dubno et al., 2013) by spline interpolation and linear extrapolation formed a continuous threshold curve across frequency space. At each frequency, application of Eq. (11) generated a sigmoidal psychometric curve as a function of intensity, with the reported audiogram threshold value corresponding to the 70.7% detection probability point (Levitt, 1971) . The overall 2D PF is a combination of the audiogram shape across frequency and the sigmoidal 1D PF in intensity and provides the probability of detection p x i ð Þ for any input frequency/intensity pair x i ¼ x i ;i i ð Þ . As in the 1D case, the binary response y i (success ¼ 1; failure ¼ 0) can be generated by simulating one draw from a Bernoulli distribution with success probability p x i ð Þ. The set of observed frequency/intensity pairs was selected using a Halton sequence (Halton, 1964) , which provides a deterministic set of n well-spaced draws from the frequency/ intensity domain of interest. These observed samples x 1 ; y 1 ð Þ ; x 2 ; y 2 ð Þ ; …; x n ; y n ð Þ È É ¼ X; y ð Þ served as training observations for the GPC algorithm.
GP framework
The 2D PF inference problem seeks to estimate a subject's detection probability as a function of both the intensity and frequency of the presented stimulus. The probability p y ¼ 1jx ð Þis the quantity to be estimated, and a GP prior is placed on the latent function:
As in the 1D case, the dependence of detection probability on stimulus intensity is assumed to be a monotonically increasing sigmoidal function, which is captured using the linear covariance function [Eq. (12) ] in the intensity dimension. The dependence of the detection probability on frequency is not explicit, however, and will vary across subjects based on the shape of the audiogram. A reasonable assumption is that the overall PF is continuous along the frequency dimension with some smoothness. To reflect this behavior, a SE covariance function is selected for the frequency dimension. The full covariance function combines the linear covariance function in intensity and the SE covariance function in frequency
Here, s 1 and s 2 are scaling factors and ' is a characteristic length scale, which regulates the smoothness of the function with respect to frequency. Again, a constant mean function l x ð Þ ¼ c is selected for this GP. Given a set of observed samples X; y ð Þ, a set of bestfitting hyperparameters h ¼ s 1 ; s 2 ; '; c ð Þare again calculated by maximizing the log marginal likelihood log p yjX; h ð Þ.
FIG. 6. (Color online) Absolute error in estimates of (A)-(E) a and (F)-(J) b
as a function of number of observed samples for unidimensional PF estimation, separated by the number of intensities/number of repetitions per intensity distribution. Blue solid and red dashed lines denote mean absolute errors of the PR and PC estimates, respectively, and the matching shaded region designates one standard deviation above and below the mean. Each subplot corresponds to a distinct condition for number of intensities and number of repetitions per intensity.
Next, the posterior distribution p f Ã jX; y; X Ã ð Þis computed for a finely spaced grid of test samples X Ã across frequencyintensity space: 0.125 to 16 kHz in semitone increments for frequency and À20 to 120 dB in 1-dB increments for intensity.
Unlike the 1D case, the 2D case cannot readily specify a meaningful parametric form for the PF across all frequencies and intensities. At any fixed frequency x i , however, an analytical expression for the PF can be derived by finding the slope and x-intercept of the mean of the posterior latent function f at that frequency. Furthermore, the GPC method's estimate for the full PF can be computed by passing the posterior latent mean through the observation model p y i jf i ð Þ and can be numerically compared to the true PF. Once again, this procedure allows comparison to the results of PR.
Evaluation
The overall performance of the GPC framework was evaluated for a variety of psychometric and sampling parameters. Specifically, three parameters were manipulated:
• Audiogram shape. Older-normal, sensory, metabolic, and sensory þ metabolic audiogram profiles (Dubno et al., 2013) were used to fix simulation values of a at each frequency.
• Spread value. b values of 0.2, 0.5, 1, 2, 5, and 10 dB/%, assumed to be isotropic across all frequencies, were used to construct the PF.
• Number of observed samples. 20, 50, 100, 200, 500, and 1000 pairs (X,y) were used as observed data to condition the GP.
• Simulation repetition. For each unique parameter combination, 40 independent repetitions of GPC inference were performed, resulting in 5760 simulations overall.
Performance of the GPC framework was evaluated by comparing the GP parameter estimates of a and b with the known values of a and b from the simulated PF. Performance was evaluated by comparing parameter values at a fine grid of frequency values (0.25 to 8 kHz in semitone increments). Edge frequencies (0.125 to 0.25 and 8 to 16 kHz) were used to train the GP but not to evaluate prediction because previous work has shown that edge effects can increase GPC variability (Song et al., 2015) . Accuracy was evaluated by computing the mean deviation of parameter estimates from the true value, while reliability was evaluated by computing the variance of GP parameter estimates across all repetitions with the same true parameter values. Once again, accuracy and reliability were verified with two nonparametric numerical values: the 50% probability point and 25%-75% interquartile range.
Goodness of fit of the 2D GP posterior mean to the observations was evaluated using the Pearson v 2 statistic, as in the 1D case. For each frequency/intensity pair
ÞÞ was computed and compared to the chi-squared distribution with J degrees of freedom, where J is the number of frequency/intensity pairs sampled. Note that because the GP framework with a Halton sampling scheme does not typically repeat observations at identical input values, J usually equals the total number of observations.
Following data collection and inference from simulations, 4 inference results out of 5760 were detected as Figure 7(B) shows the GP prediction of a compared to the true values of a as a function of frequency, which demonstrates close agreement. Figure  7 (C) shows a sample "slice" of the posterior mean at x ¼ 1 kHz, superimposed with the true PF at that frequency. GPC performance closely matched the simulation ground truth. In this kind of 2D PF estimation, however, no standard psychometric estimation method exists with which to compare GPC performance. Figure 8 shows representative GPC behavior for each of the four archetypical audiogram phenotypes (Dubno et al., 2013) . In each case, 200 Halton samples achieved reasonable accuracy for parameter and numerical estimates.
Tables I-III summarize the accuracy and reliability of the 2D GP across all trials and conditions. Table I shows the mean and standard deviation of the absolute errors in a and b values, separated by total number of samples. As expected, accuracy and test-retest reliability for both parameters increase as a function of total number of samples. Tables II  and III show the mean and standard deviation of the absolute errors in a and b values separated by b value and audiogram shape, respectively. These two tables used only data collected with 200 Halton samples, which achieved a reasonable estimate for both parameters. As the b value increased, accuracy and test-retest reliability tended to decrease for a. Results across different audiogram shapes were similar for a and b. Numerical accuracy and reliability for the 50% point and interquartile range were again similar to the trends in a and b, respectively. These results are shown in Supplemental  Tables SI-SIII. 1 Across all 5760 2D GP simulations, the median v 2 statistic value was 1.96. After computing probability values on the chi-square distribution with the appropriate degrees of freedom for each simulation, 86 of 5760 trials, or 1.5%, demonstrated statistically poor fits at a significance level of p < 0.05, Bonferroni corrected for multiple comparisons.
V. DISCUSSION
Throughout the history of psychometrics, traditional methods of full PF estimation have almost always employed parametric regression. This paper has described a novel technique for estimating PFs using nonparametric PC with GPs and Bayesian inference. Simulations indicate that this technique is able to estimate standard 1D PFs with accuracy comparable to that of maximum likelihood PR. Despite representing a new form of psychometric inference, therefore, GPC is able to achieve as accurate results in traditional applications as perhaps the most commonly used psychometric estimator today.
The true value of this method, however, comes with applications to scenarios more complex than 1D PF estimation. The current work has also shown that GPC can accurately estimate a variety of 2D PF shapes within the same framework. Unlike other existing methods for multidimensional PF estimation (Patterson, 1976; Lesmes et al., 2006) , a parametric form need not be explicitly specified for the function, thereby imbuing this method with great flexibility to estimate arbitrarily shaped multidimensional PFs. This technique has been demonstrated for 1D and 2D functions, but it is straightforward to extend GPC to PFs spanning more dimensions.
For 1D PFs, GPC demonstrated the ability to accurately infer values for a and b across a number of distinct b values and sampling densities. Within approximately 30 samples, absolute estimation error for both a and b dropped to around 2 dB and 2 dB/%, respectively, with performance approaching 1 dB and 1 dB/%, respectively. Crucially, GPC demonstrated equivalent performance to the Nelder-Mead simplex method for maximum likelihood parametric PR, showing parity with a common current method.
The tremendous advantages of the GP technique only become evident in estimation of the 2D auditory PF. Even with a limited number of samples across the entire frequency/intensity range, GPC is able to produce accurate estimates of a and b. Within approximately 50 samples, the error in a drops below 5 dB (see Table I ), matching the reported accuracy for both manual and automated audiometric techniques having dramatically lower resolution (Fausti et al., 1990; Swanepoel et al., 2010; Mahomed et al., 2013) . That sufficient accuracy and reliability on this 2D estimation task can be achieved with a limited number of samples is largely attributable to the covariance function, allowing information to be shared across nearby frequencies. An advantage of the Halton sampling technique over traditional sampling techniques is that it does not repeat measurements at identical frequencies, up to the resolution limit along the frequency dimension. Instead, each observation influences the local PF estimate across frequency via the SE portion of the covariance function. This structure allows an observation to improve predictions at nearby frequencies within a domain specified by the characteristic covariance length scale.
An important point to keep in mind is that the GPC algorithm as implemented here for audiometry includes no information or assumptions about hearing itself. The only assumption about the shape of the full PF being estimated is that it is uniformly smooth along frequency and sigmoidal along intensity. Further development of the algorithm to speed convergence could incorporate reasonable constraints on hyperparameters or the final estimated function shape based upon the physics of sound transmission and known factors of cochlear function. Additionally, more informative prior mean functions could be generated by examining trends in typical human PFs.
Both the 1D sampling procedure and the 2D Halton sampling procedure used here are variants of the method of constant stimuli (Fechner, 1860) . This sampling approach was deliberately chosen in order to make comparisons between the methods more straightforward and to separate out the effects of estimator quality and sampling methodology. Most PF estimation procedures, however, use adaptive sampling techniques that sequentially select samples maximally informative for some utility function, such as maximizing the decrease in expected variance or entropy (KingSmith et al., 1994; Kontsevich and Tyler, 1999; Lesmes et al., 2006; Shen et al., 2014) . These existing adaptive techniques can readily be incorporated into the GPC framework, whereby the adaptive method is used to select the samples and the GP is used to perform inference on the PF. The Bayesian nature of GPC means that informative samples can be inferred directly from the posterior itself. Previous work has demonstrated adaptive sampling schemes using uncertainty sampling, information sampling, and active model selection (Gardner et al., 2015a; Gardner et al., 2015b; Song et al., 2015) , all of which can be implemented using the GP posterior distribution. The observation model p y ¼ 1jf ð Þchosen for the GP is a sigmoidal function that spans the entire range [0, 1] . Combined with the linear covariance function, this sigmoid implicitly assumes that false positive and lapse rates take values of 0. For detection tasks, these rates are generally close to 0, but failing to account for actual lapse rates can introduce bias into the estimate when lapses truly exist (Wichmann and Hill, 2001a) . The flexibility of the GPC framework makes it straightforward to incorporate lapse and false positive corrections into the observation model. This same flexibility makes extension to more than two possible subject choices and/or two alternative forced choice designs readily achievable.
The GPC technique as implemented here obtains point estimates for PF parameters a and b upon approximating the latent function f x ð Þ. A common need in Bayesian estimation, however, is to obtain a probability distribution on those parameters. PF estimation techniques typically use bootstrap and Monte Carlo resampling procedures to obtain these distribution estimates (Wichmann and Hill, 2001b) . In the GPC framework, PF parameter distributions can be obtained numerically by sampling from the posterior distribution (e.g., by Markov chain Monte Carlo methods) or by explicitly specifying parameters in the GP latent function itself (which is typically treated as purely nonparametric) and approximating the posterior distribution over these parameters (Rasmussen and Williams, 2006) .
The GPC formulation has distinct parallels with previous work in which the PF model was decomposed into "core" and "sigmoid" functions (Kuss et al., 2005; Frund et al., 2011) . In the case of GPC, the "core" function is the latent function f , and the "sigmoid" function is the likelihood function p y ¼ 1jf ð Þ . As in the previous work, each of these functions can be manipulated independently in GPC to reflect different psychometric properties. The advance offered by GPC, however, is that the latent function can represent a much wider variety of multidimensional PFs than is possible with existing frameworks.
VI. CONCLUSION
This paper describes a nonparametric Bayesian technique for estimating PC boundaries in unidimensional and multidimensional psychometric detection tasks. The specific Bayesian procedure implemented made use of GPC, a flexible yet powerful inference engine well-suited for approximating complex PFs. The accuracy and reliability of this technique were assessed using both 1D and 2D simulated audiometric functions, revealing accuracy comparable to standard parametric estimation techniques wherever such comparisons could be performed. Because of its inherent flexibility, this technique can be readily extended to approximate PFs outside of the auditory domain and can easily incorporate more input dimensions and more complex covariance functions and observation models. Adopting PC techniques will yield a host of advantages for general PF approximation relative to conventional parametric regression techniques without any apparent drawbacks.
