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Weak Hardy-Type Spaces Associated with Ball Quasi-Banach
Function Spaces I: Decompositions with Applications to Boundedness
of Caldero´n–Zygmund Operators
Yangyang Zhang, Songbai Wang, Dachun Yang ∗ and Wen Yuan
Abstract Let X be a ball quasi-Banach function space on Rn. In this article, the authors
introduce the weak Hardy-type space WHX(R
n), associated with X, via the radial maximal
function. Assuming that the powered Hardy–Littlewood maximal operator satisfies some
Fefferman–Stein vector-valued maximal inequality on X as well as it is bounded on both the
weak ball quasi-Banach function spaceWX and the associated space, the authors then estab-
lish several real-variable characterizations ofWHX(R
n), respectively, in terms of variousmax-
imal functions, atoms and molecules. As an application, the authors obtain the boundedness
of Caldero´n–Zygmund operators from the Hardy space HX(R
n) to WHX(R
n), which includes
the critical case. All these results are of wide applications. Particularly, when X := M
p
q (R
n)
(the Morrey space), X := L~p(Rn) (the mixed-norm Lebesgue space) and X := (E
q
Φ
)t(R
n) (the
Orlicz-slice space), which are all ball quasi-Banach function spaces but not quasi-Banach
function spaces, all these results are even new. Due to the generality, more applications of
these results are predictable.
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1 Introduction
It is well known that the classical Hardy space Hp(Rn) with p ∈ (0, 1], which was introduced
by Stein and Weiss [67] and further developed by Fefferman and Stein [23], plays a key role in
harmonic analysis and partial differential equations. These works [23, 67] inspire many new ideas
for the real-variable theory of function spaces. It is worth to pointing out that the real-variable
characterizations of classical Hardy spaces reveal the intrinsic connections among some important
notions in harmonic analysis, such as harmonic functions, maximal functions and square func-
tions. In recent decades, various variants of classical Hardy spaces have been introduced and their
real-variable theories have been well developed; these variants include weighted Hardy spaces
(see [64]), (weighted) Herz–Hardy spaces (see, for instance, [15, 26, 27, 52, 53]), (weighted)
Hardy–Morrey spaces (see, for instance [42, 62, 33]), Hardy–Orlicz spaces (see, for instance,
[41, 65, 70, 57, 75]), Lorentz Hardy spaces (see, for instance, [2]), Musielak–Orlicz Hardy spaces
(see, for instance, [44, 74]) and variable Hardy spaces (see, for instance, [20, 56, 76]). Ob-
serve that these elementary spaces on which the aforementioned Hardy spaces were built, such
as (weighted) Lebesgue spaces, (weighted) Herz spaces, (weighted) Morrey spaces, mixed-norm
Lebesgue spaces, Orlicz spaces, Lorentz spaces, Musielak–Orlicz spaces and variable Lebesgue
spaces, are all included in a generalized framework called ball quasi-Banach function spaces
which were introduced, very recently, by Sawano et al. [63]. Moreover, Sawano et al. [63]
and Wang et al. [71] established a unified real-variable theory for Hardy spaces associated with
ball quasi-Banach function spaces on Rn and gave some applications of these Hardy-type spaces
to the boundedness of Caldero´n–Zygmund operators and pseudo-differential operators.
Recall that ball quasi-Banach function spaces are a generalization of quasi-Banach function
spaces. Compared with quasi-Banach function spaces, ball quasi-Banach function spaces contain
more function spaces. For instance, the Morrey spaces are ball quasi-Banach function spaces,
which are not quasi-Banach function spaces and hence the class of quasi-Banach function spaces
is a proper subclass of ball quasi-Banach function spaces; see [63] for more details. Let X be a ball
quasi-Banach function space (see [63] or Definition 2.3 below). Sawano et al. [63] introduced the
Hardy space HX(R
n) via the grand maximal function (see [63] or Definition 6.1 below). Assuming
that the Hardy–Littlewood maximal function is bounded on the p-convexification of X, Sawano et
al. [63] established several different maximal function characterizations of HX(R
n). On another
hand, Coifman [18] and Latter [45] found the most useful atomic characterization of classical
Hardy spaces Hp(Rn), which plays an important role in developing the real-variable theory of
Hardy spaces. Sawano et al. [63] found that these atomic characterizations strongly depend on the
Fefferman–Stein vector-valued maximal inequality and the boundedness on the associated space
of the powered Hardy–Littlewood maximal operator. Another key tool used in [63] to deal with
the convergence of the atomic decomposition is the Herz space K
−n/p
p,q (R
n) with p, q ∈ (0, 1).
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Roughly speaking, one can embed X into K
−n/p
p,q (R
n) and, moreover, K
−n/p
p,q (R
n) does not contain
the constant function 1, which is crucial to the application of the Whitney decomposition theorem
in the proof of [63, Proposition 4.9].
Recall that, to find the biggest function space A such that Caldero´n–Zygmund operators are
bounded from A to WL1(Rn), Fefferman and Soria [22] originally introduced the weak Hardy
space WH1(Rn) and they did obtain the boundedness of the convolutional Caldero´n–Zygmund
operator with kernel satisfying the Dini condition from WH1(Rn) to WL1(Rn) by using the ∞-
atomic characterization of WH1(Rn). It is well known that the classic Hardy spaces Hp(Rn), with
p ∈ (0, 1], are good substitutes of Lebesgue spaces Lp(Rn) when studying the boundedness of
some Caldero´n–Zygmund operators. For instance, if δ ∈ (0, 1] and T is a convolutional δ-type
Caldero´n–Zygmund operator, then T is bounded on Hp(Rn) for any given p ∈ (n/(n + δ), 1] (see
[5]). However, this is not true when
p = n/(n + δ)
which is called the critical case or the endpoint case. Liu [49] introduced the weak Hardy
spaces WHp(Rn) with p ∈ (0, 1] and proved that the aforementioned operator T is bounded from
Hn/(n+δ)(Rn) to WHn/(n+δ)(Rn) via first establishing the ∞-atomic characterization of the weak
Hardy spaceWHp(Rn). Thus, the classical weak Hardy spacesWHp(Rn) play an irreplaceable role
in the study of the boundedness of operators in the critical case. Recently, He [32] and Grafakos
and He [31] further studied vector-valued weak Hardy space Hp,∞(Rn, ℓ2) with p ∈ (0,∞). In
2016, Liang et al. [47] (see also [74]) considered the weak Musielak–Orlicz type Hardy space
WHϕ(Rn), which covers both the weak Hardy spaceWHp(Rn) and the weighted weak Hardy space
WH
p
ω(R
n) from [59], and obtained various equivalent characterizations of WHϕ(Rn), respectively,
in terms of maximal functions, atoms, molecules and Littlewood–Paley functions, as well as the
boundedness of Caldero´n–Zygmund operators in the critical case. Meanwhile, Yan et al. [73]
developed a real-variable theory of variable weak Hardy spaces WHp(·)(Rn) with p(·) ∈ Clog(Rn).
Let X be a ball quasi-Banach function space on Rn introduced by Sawano et al. in [63]. In
this article, we introduce the weak Hardy-type space WHX(R
n), via the radial maximal function,
associated with X. Assuming that the powered Hardy–Littlewood maximal operator satisfies some
Fefferman–Stein vector-valued maximal inequality on X as well as it is bounded on both the weak
ball quasi-Banach function space WX and the associated space, we then establish some real vari-
able characterizations of WHX(R
n), respectively, in terms of various maximal functions, atoms
and molecules. Using the atomic characterization of HX(R
n), we further obtain the boundedness
of Caldero´n–Zygmund operators from the Hardy space HX(R
n) to WHX(R
n), which includes the
critical case. All these results are of wide applications and, particularly, when X := M
p
q (R
n) (the
Morrey space) introduced by Morrey [55] (or see Definition 7.1 below), X := L~p(Rn) (the mixed-
norm Lebesgue space) (see, for instance, [11, 36] or Definition 7.20 below) and X := (E
q
Φ
)t(R
n)
(the Orlicz-slice space) introduced in [78] (or see Definition 7.42 below), all these results are even
new.
To establish the atomic characterization of the weak Hardy-type space WHX(R
n), similarly to
[63], we find that it strongly depends on the Fefferman–Stein vector-valued maximal inequality
(see Assumption 2.15 below) and the boundedness on the associate space of the powered Hardy–
Littlewood maximal operator [see (4.15)]. Then, using the atomic characterization of WHX(R
n),
we further establish the molecular characterization of WHX(R
n). As applications, when X further
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satisfies (6.3) or (6.9) (the Fefferman–Stein vector-valued maximal inequality from X to WX),
we prove that the convolutional δ-type and the non-convolutional γ-order Caldero´n–Zygmund
operators are bounded form HX(R
n) to WHX(R
n) including the critical case p− = n/(n + δ) or
p− = n/(n + γ), with p− as in Assumption 2.15 below. Moreover, when X is the Morrey space
M
p
q (R
n), the mixed-norm Lebesgue space L~p(Rn) or the Orlicz-slice space (E
q
Φ
)t(R
n), we find that
all assumptions on X of this article in these cases hold true and hence all results obtained in this
article hold true and new even for these spaces.
Also, to limit the length of this article, applying these characterizations of WHX(R
n) in this
article, we in [72] establish various Littlewood–Paley function characterizations of WHX(R
n) and
prove that the real interpolation intermediate space (HX(R
n), L∞(Rn))θ,∞, between HX(Rn) and
L∞(Rn), isWHX1/(1−θ)(Rn), where θ ∈ (0, 1). These results in [72] are also of wide applications; par-
ticularly, when X := M
p
q (R
n) (the Morrey space), X := L~p(Rn) (the mixed-norm Lebesgue space)
and X := (E
q
Φ
)t(R
n) (the Orlicz-slice space), all these results are even new; when X := LΦω(R
n)
(the weighted Orlicz space), the result on the real interpolation is new and, when X := Lp(·)(Rn)
(the variable Lebesgue space) and X := LΦω(R
n), the Littlewood–Paley function characterizations
of WHX(R
n) obtained in [72] improve the existing results via weakening the assumptions on the
Littlewood–Paley functions; see [72] for more details. It is easy to see that, due to the generality,
more applications of these results obtained in both the present paper and [72] are predictable.
To be precise, this article is organized as follows.
In Section 2, we recall some notions concerning the ball (quasi)-Banach function space X and
the weak ball (quasi)-Banach function spaceWX. Then we state the assumptions of the Fefferman–
Stein vector-valued maximal inequality on X (see Assumption 2.15 below) and the boundedness
on the p-convexification of WX for the Hardy–Littlewood maximal operator (see Assumption
2.17). Finally, in Definition 2.18 below, we introduce the weak Hardy space WHX(R
n) via the
radial grand maximal function.
Under the assumption about the boundedness on the p-convexification of WX for the Hardy–
Littlewood maximal operator [see (4.15)], we establish various real-variable characterizations of
WHX(R
n) in Theorem 3.2 below of Section 3, respectively, in terms of the radial maximal function,
the grand maximal function, the non-tangential maximal function, the maximal function of Peetre
type and the grand maximal function of Peetre type (see Definition 3.1 below). If WX satisfies an
additional assumption (3.7) (namely, the WX-norm of the characteristic function of any unit ball
of Rn has a low bound), we then characterize WHX(R
n) by means of the non-tangential maximal
function with respect to Poisson kernels in Theorem 3.3 below. Moreover, the relations between
WX and WHX(R
n) are also clarified in this section.
Section 4 is devoted to establishing the atomic characterization of WHX(R
n). Under the as-
sumption that X satisfies the Fefferman–Stein vector-valued inequality and is ϑ-concave for some
ϑ ∈ (1,∞), we show that any f ∈ WHX(Rn) has an atomic decomposition in terms of (X,∞, d)-
atoms in Theorem 4.2 below. Recall that the atomic decomposition of Hp(Rn) with p ∈ (0, 1] was
obtained via a dense argument which does not work for the atomic decomposition of WHp(Rn)
due to the lack of a suitable dense subset of WHp(Rn). We have the same problem for WHX(R
n).
To overcome this difficulty, we obtain the atomic decomposition ofWHX(R
n) via using some ideas
from [13, 47, 73], namely, in the proof of Theorem 4.2, we need to use the global Caldero´n re-
producing formula in S′(Rn) (see Lemma 4.4 below), the generalized Campanato space, and the
Alaoglu theorem. To obtain the reconstruction theorem in terms of (X, q, d)-atoms (see Theorem
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4.7), we need to further assume that X is strictly r-convex for any r ∈ (0, p−), where p− is as in
Assumption 2.15, and the boundedness on the associate space of the powered Hardy–Littlewood
maximal operator (4.15), besides the Fefferman–Stein vector-valued inequality.
In Section 5, we establish the molecular characterization of WHX(R
n) in Theorems 5.2 and
5.3 below with all the same assumptions as in the atomic decomposition theorem (Theorem 4.2)
and the reconstruction theorem (Theorem 4.7). Since each atom of WHX(R
n) is also a molecule
of WHX(R
n), to prove Theorem 5.3, it suffices to show that the weak molecular Hardy space
WH
X,q,d,ǫ
mol
(Rn) is continuously embedded intoWHX(R
n) due to Theorems 4.2 and 4.7. To this end,
a key step is to prove that an (X, q, d, ǫ)-molecule can be divided into an infinite linear combination
of (X, q, d)-atoms. We show this via borrowing some ideas from the proof of [73, Theorem 5.3].
Section 6 is devoted to proving that both the convolutional δ-type Caldero´n–Zygmund opera-
tor and the non-convolutional γ-order Caldero´n–Zygmund operator are bounded from HX(R
n) to
WHX(R
n) in the critical case when p− = nn+δ or when p− =
n
n+γ
(see Theorems 6.5 and 6.6 below).
In this case, any convolutional δ-type or any non-convolutional γ-order Caldero´n–Zygmund oper-
ator may not be bounded on HX(R
n) even when X = Lp(Rn) with p ∈ (0, 1]. In this sense, the space
WHX(R
n) is a proper substitution of HX(R
n) in the critical case for the study on the boundedness
of some operators.
In Section 7, we apply the above results to the Morrey space, the mixed-norm Lebesgue space
and the Orlicz-slice space, respectively, in Subsections 7.1, 7.2 and 7.3.
Recall that, due to the applications in elliptic partial differential equations, the Morrey space
M
p
q (R
n) with 0 < q ≤ p < ∞ was introduced by Morrey [55] in 1938. In recent decades, there
exists an increasing interest in applications of Morrey spaces to various areas of analysis, such
as partial differential equations, potential theory and harmonic analysis (see, for instance, [3, 4,
16, 42, 46, 54, 77]). Particularly, Jia and Wang [42] introduced the Hardy–Morrey spaces and
established their atomic characterizations. Later, based on the Morrey space, various variants of
Hardy–Morrey spaces have been introduced and developed, such as weak Hardy–Morrey spaces
(see Ho [35]), variable Hardy–Morrey spaces (see [34]) and Besov–Morrey spaces and Triebel–
Lizorkin–Morrey spaces (see [62]). Observe that, as was pointed out in [63, p. 86], M
p
q (R
n) with
1 ≤ q < p < ∞, which violates (2.1) below (see [64, Example 3.3]), is not a Banach function space
as in Definition 2.1, but it does be a ball Banach function space as in Definition 2.3. In Subsection
7.1, We first recall some of the useful properties of Morrey spaces. Borrowing some ideas from
[69], we establish a weak-type vector-valued inequality of the Hardy–Littlewood maximal operator
M from the Morrey space Mp
1
(Rn) to the weak Morrey space WM
p
1
(Rn) with p ∈ [1,∞) (see
Proposition 7.16 below). From this and the results in [16, 34, 35], we can easily show that all
the assumptions of main theorems in Sections 3 through 6 are satisfied. Thus, applying these
theorems, we obtain the atomic and the molecular characterizations of weak Hardy–Morrey spaces
and the boundedness of Caldero´n–Zygmund operators from the Hardy–Morrey spaces to the weak
Hardy–Morrey spaces including the critical case.
The study of mixed-norm Lebesgue spaces L~p(Rn) with ~p ∈ (0,∞]n originated from Benedek
and Panzone [11] in the early 1960’s, which can be traced back to Ho¨rmander [36]. Later on,
in 1970, Lizorkin [50] further developed both the theory of multipliers of Fourier integrals and
estimates of convolutions in the mixed-norm Lebesgue spaces. Particularly, in order to meet the
requirements arising in the study of the boundedness of operators, partial differential equations and
some other fields, the real-variable theory of mixed-norm function spaces, including mixed-norm
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Morrey spaces, mixed-norm Hardy spaces, mixed-norm Besov spaces and mixed-norm Triebel–
Lizorkin spaces, has rapidly been developed in recent years (see, for instance, [17, 28, 58, 38,
39, 40]). Observe that L~p(Rn) when ~p ∈ (0,∞]n is a ball quasi-Banach function space, but, it
is not a quasi-Banach function space (see Remark 7.21 below). In Subsection 7.2, to establish
a vector-valued inequality of the Hardy–Littlewood maximal operator M on the weak mixed-
norm Lebesgue space WL~p(Rn) with ~p ∈ (1,∞)n (see Theorem 7.25 below), we first establish an
interpolation theorem of sublinear operators on the space WL~p(Rn). Then, via an extrapolation
theorem (see Lemma 7.34 below) which is a slight variant of a special case of [19, Theorem
4.6], we establish a vector-valued inequality of the Hardy–Littlewood maximal operator M from
L~p(Rn) to WL~p(Rn) with ~p ∈ [1,∞)n (see Proposition 7.33 below). Since all the assumptions
of main theorems in Sections 3 through 6 are satisfied, applying these theorems, we obtain the
atomic and the molecular characterizations of weak Hardy–Morrey spaces and the boundedness
of Caldero´n–Zygmund operators from the mixed-norm Hardy spaces to the weak mixed-norm
Hardy spaces including the critical case.
In Subsection 7.3, let q, t ∈ (0,∞) and Φ be an Orlicz function. Recall that the Orlicz-slice
space (E
q
Φ
)t(R
n) introduced in [78] generalizes both the slice space E
p
t (R
n) [in this case, Φ(τ) := τ2
for any τ ∈ [0,∞)], which was originally introduced by Auscher and Mourgoglou [7] and has
been applied to study the classification of weak solutions in the natural classes for the boundary
value problems of a t-independent elliptic system in the upper plane, and (E
p
r )t(R
n) [in this case,
Φ(τ) := τr for any τ ∈ [0,∞) with r ∈ (0,∞)], which was originally introduced by Auscher
and Prisuelos-Arribas [8] and has been applied to study the boundedness of operators such as the
Hardy–Littlewood maximal operator, the Caldero´n–Zygmund operator and the Riesz potential.
The Orlicz-slice space (E
q
Φ
)t(R
n) is a ball quasi-Banach function space, however, they may not
be a quasi-Banach function space [see Remark 7.43(i) for more details]. Moreover, Zhang et al.
[78] introduced the Orlicz-slice Hardy space (HE
q
Φ
)t(R
n) and obtained real-variable characteriza-
tions of (HE
q
Φ
)t(R
n), respectively, in terms of various maximal functions, atoms, molecules and
Littlewood–Paley functions, and the boundedness on (HE
q
Φ
)t(R
n) for convolutional δ-order and
non-convolutional γ-order Caldero´n–Zygmund operators. Naturally, this new scale of Orlicz-slice
Hardy spaces contains the variant of the Hardy-amalgam space [in this case, t = 1 and Φ(τ) := τp
for any τ ∈ [0,∞) with p ∈ (0,∞)] of Able´ and Feuto [1] as a special case. Moreover, the results
in [78] indicate that, similarly to the classical Hardy space Hp(Rn) with p ∈ (0, 1], (HEq
Φ
)t(R
n)
is a good substitute of (E
q
Φ
)t(R
n) in the study on the boundedness of operators. On another hand,
observe that (E
p
Φ
)t(R
n) when p = t = 1 goes back to the amalgam space (LΦ, ℓ1)(Rn) introduced
by Bonami and Feuto [9], where
Φ(t) :=
t
log(e + t)
for any t ∈ [0,∞), and the Hardy space HΦ∗ (Rn) associated with the amalgam space (LΦ, ℓ1)(Rn)
was applied by Bonami and Feuto [9] to study the linear decomposition of the product of the Hardy
space H1(Rn) and its dual space BMO(Rn). Another main motivation to introduce (HE
q
Φ
)t(R
n)
in [78] exists in that it is a natural generalization of HΦ∗ (R
n) in [9]. In the last part of this sec-
tion, we focus on the weak Orlicz-slice Hardy space (WHE
q
Φ
)t(R
n) built on the Orlicz-slice space
(E
q
Φ
)t(R
n), which is actually the starting point of this article. We first recall some of the useful prop-
erties of Orlicz-slice spaces. To obtain the atomic characterization of (WHE
q
Φ
)t(R
n), we only need
to show that the powered Hardy–Littlewood maximal operator is bounded on the weak Orlicz-
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slice space (WE
q
Φ
)t(R
n) (see Definition 7.44 below), because (E
q
Φ
)t(R
n), as a ball quasi-Banach
space, has been proved, in [78], to satisfy all the other assumptions appeared in Theorems 4.2 and
4.7. To this end, we first establish an interpolation theorem of Marcinkiewicz type for sublinear
operators on (WE
q
Φ
)t(R
n) (see Theorem 7.46 below). As a corollary, we immediately obtain the
vector-valued inequality of the Hardy–Littlewood maximal operator M on (WEq
Φ
)t(R
n). To prove
Theorem 7.46, differently from the proofs of [47, Theorem 2.5] and [73, Theorem 3.1], we cannot
directly apply the Fubini theorem. We overcome this difficulty by establishing a Minkowski type
inequality mixed with the norms of both the Lebesgue space L1(Rn) and the Orlicz space LΦ(Rn)
with the lower type p−
Φ
∈ (1,∞) (see Lemma 7.45 below). As an application, we obtain the
boundedness of Caldero´n–Zygmund operators from the Orlicz-slice Hardy space (HE
q
Φ
)t(R
n) to
(WHE
q
Φ
)t(R
n) in the critical case. To this end, applying Theorems 6.5 and 6.6, we only need to es-
tablish the Fefferman–Stein vector-valued inequality for the Hardy–Littlewood maximal operator
from (E
q
Φ
)t(R
n) to (WE
q
Φ
)t(R
n). We do this by borrowing some ideas from [78].
Finally, we make some conventions on notation. Let N := {1, 2, . . .}, Z+ := N ∪ {0} and
Z
n
+ := (Z+)
n. We always denote by C a positive constant which is independent of the main
parameters, but it may vary from line to line. We also use C(α,β,...) to denote a positive constant
depending on the indicated parameters α, β, . . . . The symbol f . g means that f ≤ Cg. If f . g
and g . f , then we write f ∼ g. We also use the following convention: If f ≤ Cg and g = h or
g ≤ h, we then write f . g ∼ h or f . g . h, rather than f . g = h or f . g ≤ h. The symbol ⌊s⌋
(resp., ⌈s⌉) for any s ∈ R denotes the maximal (resp., minimal) integer not greater (resp., less) than
s. We use ~0n to denote the origin of R
n and let Rn+1+ := R
n×(0,∞). If E is a subset of Rn, we denote
by 1E its characteristic function and by E
∁ the set Rn \E. For any cube Q := Q(xQ, lQ) ⊂ Rn, with
center xQ ∈ Rn and side length lQ ∈ (0,∞), and α ∈ (0,∞), let αQ := Q(xQ, αlQ). Denote by Q the
set of all cubes having their edges parallel to the coordinate axes. For any θ := (θ1, . . . , θn) ∈ Zn+,
let |θ| := θ1 + · · ·+ θn. Furthermore, for any cube Q in Rn and j ∈ Z+, let S j(Q) := (2 j+1Q) \ (2 jQ)
with j ∈ N and S 0(Q) := 2Q. Finally, for any q ∈ [1,∞], we denote by q′ its conjugate exponent,
namely, 1/q + 1/q′ = 1.
2 Preliminaries
In this section, we present some notions and preliminary facts on ball quasi-Banach function
spaces.
2.1 Ball quasi-Banach function spaces
Denote by the symbol M (Rn) the set of all measurable functions on Rn. Let us first recall the
notion of Banach function spaces; see, for instance, [12, Chapter 1, Definitions 1.1 and 1.3].
Definition 2.1. A Banach space Y ⊂ M (Rn) is called a Banach function space if the norm ‖ · ‖Y
is a Banach function norm, that is, for all measurable functions f , g and { fm}m∈N, the following
properties hold true:
(i) ‖ f ‖Y = 0 if and only if f = 0 almost everywhere;
(ii) |g| ≤ | f | almost everywhere implies that ‖g‖Y ≤ ‖ f ‖Y ;
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(iii) 0 ≤ fm ↑ f almost everywhere implies that ‖ fm‖Y ↑ ‖ f ‖Y ;
(iv) 1E ∈ Y for any measurable set E ⊂ Rn with finite measure;
(v) for any measurable set E ⊂ Rn with finite measure, there exists a positive constant C(E),
depending on E, such that, for any f ∈ Y ,
(2.1)
∫
E
| f (x)| dx ≤ C(E)‖ f ‖Y .
Remark 2.2. It was pointed out in [63, p. 9] that we sometimes describe the quality of functions
via some function spaces beyond Banach function spaces, for instance, Morrey spaces M
p
q (R
n)
with 1 ≤ q < p < ∞, which violates (2.1) (see [64, Example 3.3]). It is the point which motivated
Sawano et al. [63] to introduce a more general framework than Banach function spaces, ball
quasi-Banach function spaces.
For any x ∈ Rn and r ∈ (0,∞), let B(x, r) := {y ∈ Rn : |x − y| < r} and
(2.2) B :=
{
B(x, r) : x ∈ Rn and r ∈ (0,∞)} .
Definition 2.3. A quasi-Banach space X ⊂ M (Rn) is called a ball quasi-Banach function space if
it satisfies
(i) ‖ f ‖X = 0 implies that f = 0 almost everywhere;
(ii) |g| ≤ | f | almost everywhere implies that ‖g‖X ≤ ‖ f ‖X;
(iii) 0 ≤ fm ↑ f almost everywhere implies that ‖ fm‖X ↑ ‖ f ‖X;
(iv) B ∈ B implies that 1B ∈ X, where B is as in (2.2).
Moreover, a ball quasi-Banach function space X is called a ball Banach function space if the
norm of X satisfies the triangle inequality: for any f , g ∈ X,
(2.3) ‖ f + g‖X ≤ ‖ f ‖X + ‖g‖X
and, for any B ∈ B, there exists a positive constant C(B), depending on B, such that, for any f ∈ X,
(2.4)
∫
B
| f (x)| dx ≤ C(B)‖ f ‖X .
Recall that a quasi-Banach space X ⊂ M (Rn) is called a quasi-Banach function space if it
is a ball quasi-Banach function space and it satisfies Definition 2.3(iv) with ball replaced by any
measurable set of finite measure.
It is easy to see that every Banach function space is a ball Banach function space. As was
mentioned in [63, p. 9], the family of ball Banach function spaces includes Morrey type spaces,
which are not necessarily Banach function spaces.
For any ball Banach function space X, the associate space (Ko¨the dual) X′ is defined by setting
(2.5) X′ :=
{
f ∈ M (Rn) : ‖ f ‖X′ := sup
{
‖ f g‖L1(Rn) : g ∈ X, ‖g‖X = 1
}
< ∞
}
,
where ‖ · ‖X′ is called the associate norm of ‖ · ‖X (see, for instance, [12, Chapter 1, Definitions 2.1
and 2.3]).
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Remark 2.4. (i) By [63, Proposition 2.3], we know that, if X is a ball Banach function space,
then its associate space X′ is also a ball Banach function space.
(ii) A ball quasi-Banach function space Y ⊂ M (Rn) is called a quasi-Banach function space
(see, for instance, [63, Definition 2.4.7]) if, for any measurable set E ⊂ Rn with finite
measure, 1E ∈ Y .
The following Ho¨lder inequality is a direct corollary of both Definition 2.3(i) and (2.5) (see
also [12, Theorem 2.4]); we omit the details.
Lemma 2.5 (the Ho¨lder inequality). Let X be a ball Banach function space with the associate
space X′. If f ∈ X and g ∈ X′, then f g is integrable and
(2.6)
∫
Rn
| f (x)g(x)| dx ≤ ‖ f ‖X‖g‖X′ .
Similarly to [12, Theorem 2.7], we have the following conclusion, whose proof is a slight
modification of the one of [12, Theorem 2.7].
Lemma 2.6 (G. G. Lorentz, W. A. J. Luxembourg). Every ball Banach function space X coin-
cides with its second associate space X′′. In other words, a function f belongs to X if and only if
it belongs to X′′ and, in that case,
‖ f ‖X = ‖ f ‖X′′ .
Proof. Let X be a ball Banach function space. From this and [63, Proposition 2.3], we deduce
that X′ and X′′ are both ball Banach function spaces. Using this and Lemma 2.5 and repeating the
proof of [12, Theorem 2.7] via replacing Definition 2.1(iv) by Definition 2.3(iv), we then complete
the proof of Lemma 2.6. 
We still need to recall the notions of the convexity and the concavity of ball quasi-Banach
function spaces, which come from, for instance, [48, Definition 1.d.3].
Definition 2.7. Let X be a ball quasi-Banach function space and p ∈ (0,∞).
(i) The p-convexification Xp of X is defined by setting Xp := { f ∈ M (Rn) : | f |p ∈ X} equipped
with the quasi-norm ‖ f ‖Xp := ‖| f |p‖1/pX .
(ii) The space X is said to be p-concave if there exists a positive constant C such that, for any
sequence { f j} j∈N of X1/p, ∑
j∈N
‖ f j‖X1/p ≤ C
∥∥∥∥∥∥∥∥
∑
j∈N
| f j|
∥∥∥∥∥∥∥∥
X1/p
.
Particularly, X is said to be strictly p-concave when C = 1.
Now we introduce the notion of weak ball quasi-Banach function spaces as follows.
Definition 2.8. Let X be a ball quasi-Banach function space. The weak ball quasi-Banach function
space WX is defined to be the set of all measurable functions f satisfying
(2.7) ‖ f ‖WX := sup
α∈(0,∞)
{
α
∥∥∥1{x∈Rn : | f (x)|>α}∥∥∥X} < ∞.
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Remark 2.9. (i) Let X be a ball quasi-Banach function space. For any f ∈ X and α ∈ (0,∞),
we have 1{x∈Rn: | f (x)|>α}(x) ≤ | f (x)|/α for any x ∈ Rn, which, together with Definition 2.3(ii),
further implies that supα∈(0,∞)
{
α‖1{x∈Rn : | f (x)|>α}‖X
}
≤ ‖ f ‖X . This shows that X ⊂ WX.
(ii) Let f , g ∈ WX with | f | ≤ |g|. By Definition 2.3(ii), we conclude that ‖ f ‖WX ≤ ‖g‖WX .
Lemma 2.10. Let X be a ball quasi-Banach function space. Then ‖ · ‖WX is a quasi-norm on WX,
namely,
(i) ‖ f ‖WX = 0 if and only if f = 0 almost everywhere;
(ii) for any λ ∈ C and f ∈ WX, ‖λ f ‖WX = |λ|‖ f ‖WX;
(iii) for any f , g ∈ WX, there exists a positive constant C such that ‖ f + g‖WX ≤ C[‖ f ‖WX +
‖g‖WX]. Moreover, if p ∈ (0,∞) and X1/p is a ball Banach function space, then
‖ f + g‖1/p
WX
≤ 2max{1/p,1}
[
‖ f ‖1/p
WX
+ ‖g‖1/p
WX
]
.
Proof. It is easy to show (i) and (ii) and the details are omitted. We now show (iii). We first assume
that X1/p is a ball Banach function space for some given p ∈ (0,∞). Then, for any f , g ∈ WX and
α ∈ (0,∞), by Definition 2.7(i), (2.3) with X replaced by X1/p and the well-known inequality that
(a + b)1/p ≤ 2max{1/p−1,0}(a1/p + b1/p) for any a, b ∈ (0,∞), we have
‖ f + g‖WX ≤ sup
α∈(0,∞)
{
α
∥∥∥1{x∈Rn: | f (x)|+|g(x)|>α}∥∥∥X} = sup
α∈(0,∞)
{
α
∥∥∥1{x∈Rn: | f (x)|+|g(x)|>α}∥∥∥1/pX1/p
}
≤ sup
α∈(0,∞)
{
α
[∥∥∥1{x∈Rn : | f (x)|>α/2}∥∥∥X1/p + ∥∥∥1{x∈Rn: |g(x)|>α/2}∥∥∥X1/p]1/p
}
≤ 2max{1/p−1,0} sup
α∈(0,∞)
{
α
[∥∥∥1{x∈Rn: | f (x)|>α/2}∥∥∥1/pX1/p + ∥∥∥1{x∈Rn: |g(x)|>α/2}∥∥∥1/pX1/p
]}
≤ 2max{1/p,1}
 sup
α∈(0,∞)
{
α
∥∥∥1{x∈Rn : | f (x)|>α}∥∥∥1/pX1/p
}
+ sup
α∈(0,∞)
{
α
∥∥∥1{x∈Rn: |g(x)|>α}∥∥∥1/pX1/p
}
= 2max{1/p,1}
[‖ f ‖WX + ‖g‖WX] .
For the ball quasi-Banach function space, the same procedure as above leads us to the desired
estimate with the positive constant C depending on the positive constant appearing in the quasi-
triangular inequality of the quasi-norm ‖ · ‖X. This finishes the proof of Lemma 2.10. 
Remark 2.11. Let X be a ball quasi-Banach function space. Then, by the Aoki–Rolewicz theorem
(see, for instance, [29, Exercise 1.4.6]), one finds a positive constant ν ∈ (0, 1) such that, for any
N ∈ N and { f j}Nj=1 ⊂ M (Rn), ∥∥∥∥∥∥∥∥
N∑
j=1
| f j|
∥∥∥∥∥∥∥∥
ν
WX(Rn)
≤ 4
N∑
j=1
[∥∥∥| f j|∥∥∥WX]ν .
Weak Hardy-Type Spaces Associated with Ball Quasi-Banach Function Spaces I 11
Lemma 2.12. Let X be a ball quasi-Banach function space and { fm}m∈N ⊂ WX. If fm → f as
m →∞ almost everywhere in Rn and if lim infm→∞ ‖ fm‖WX < ∞, then f ∈ WX and
‖ f ‖WX ≤ lim inf
m→∞ ‖ fm‖WX.
Proof. For any k ∈ N, letting hk := infm≥k | fm|, then 0 ≤ hk ↑ | f |, k → ∞, almost everywhere in
R
n and hence, for any α ∈ (0,∞), 1{x∈Rn: |hk(x)|>α} ↑ 1{x∈Rn: | f (x)|>α} . Moreover, by Definition 2.3(iii)
and the definition of hk, for any α ∈ (0,∞), we have∥∥∥1{x∈Rn: | f (x)|>α}∥∥∥X = limk→∞
∥∥∥1{x∈Rn: |hk(x)|>α}∥∥∥X ≤ lim infm→∞ ∥∥∥1{x∈Rn: | fm(x)|>α}∥∥∥X .
This further implies that, for any α ∈ (0,∞),
α
∥∥∥1{x∈Rn: | f (x)|>α}∥∥∥X ≤ α lim infm→∞ ∥∥∥1{x∈Rn: | fm(x)|>α}∥∥∥X
≤ lim inf
m→∞ supα∈(0,∞)
{
α
∥∥∥1{x∈Rn: | fm(x)|>α}∥∥∥X} = lim infm→∞ ‖ fm‖WX,
which completes the proof of Lemma 2.12. 
From the definition of WX, Remark 2.11, Lemmas 2.10 and 2.12, it is easy to deduce the
following lemma and we omit the details.
Lemma 2.13. Let X be a ball quasi-Banach function space. Then the space WX is also a ball
quasi-Banach function space.
Remark 2.14. Let X be a ball quasi-Banach function space. By Lemma 2.13, we know that WX
is also a ball quasi-Banach function space. For any given s ∈ (0,∞), it is easy to show that Xs is
also a ball quasi-Banach function space. Thus, (WX)s and W(Xs) make sense and coincide with
equal quasi-norms. Indeed, for any f ∈ (WX)s, by Definitions 2.7(i) and 2.8, we have
‖ f ‖s(WX)s = ‖| f |s‖WX = ‖ f ‖sW(Xs).
2.2 Assumptions on the Hardy–Littlewood maximal operator
Denote by the symbol L1
loc
(Rn) the set of all locally integrable functions on Rn. The Hardy–
Littlewood maximal operator M is defined by setting, for any f ∈ L1
loc
(Rn) and x ∈ Rn,
(2.8) M( f )(x) := sup
B∋x
1
|B|
∫
B
| f (y)| dy,
where the supremum is taken over all balls B ∈ B containing x.
For any θ ∈ (0,∞), the powered Hardy–Littlewood maximal operatorM(θ) is defined by setting,
for any f ∈ L1
loc
(Rn) and x ∈ Rn,
(2.9) M(θ)( f )(x) :=
{
M
(
| f |θ
)
(x)
}1/θ
.
To establish atomic characterizations of weak Hardy spaces associated with ball quasi-Banach
function spaces X, the approach used in this article heavily depends on the following assumptions
on the boundedness of the Hardy–Littlewood maximal function on X1/p, which is stronger than
[63, (2.8)].
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Assumption 2.15. Let X be a ball quasi-Banach function space and there exists a p− ∈ (0,∞)
such that, for any given p ∈ (0, p−) and s ∈ (1,∞), there exists a positive constant C such that, for
any { f j}∞j=1 ⊂ M (Rn),
(2.10)
∥∥∥∥∥∥∥∥∥

∑
j∈N
[
M( f j)
]s
1/s
∥∥∥∥∥∥∥∥∥
X1/p
≤ C
∥∥∥∥∥∥∥∥∥

∑
j∈N
| f j|s

1/s
∥∥∥∥∥∥∥∥∥
X1/p
.
Remark 2.16. (i) Let X and p− be the same as in Assumption 2.15. Let
(2.11) p := min{p−, 1}.
Then, for any given r ∈ (0, p) and for any sequence {B j} j∈N ⊂ B and β ∈ [1,∞), by
Definition 2.3(ii), the fact that 1βB j ≤ [βnM(1B j )]1/r almost everywhere on Rn for any j ∈ N,
Definition 2.7(i) and Assumption 2.15, we have∥∥∥∥∥∥∥∥
∑
j∈N
1βB j
∥∥∥∥∥∥∥∥
X
≤
∥∥∥∥∥∥∥∥
∑
j∈N
[
βnM(1B j )
] 1
r
∥∥∥∥∥∥∥∥
X
= β
n
r
∥∥∥∥∥∥∥∥

∑
j∈N
[
M(1B j )
] 1
r

r∥∥∥∥∥∥∥∥
1/r
X1/r
(2.12)
≤ Cβ nr
∥∥∥∥∥∥∥∥
∑
j∈N
1B j

r
∥∥∥∥∥∥∥∥
1/r
X1/r
= Cβ
n
r
∥∥∥∥∥∥∥∥
∑
j∈N
1B j
∥∥∥∥∥∥∥∥
X
,
where the positive constant C is independent of {B j} j∈N and β.
(ii) In Assumption 2.15, let X := L p˜(Rn) with any given p˜ ∈ (0,∞). In this case, p− = p˜
and the inequality (2.10) becomes the well-known Fefferman–Stein vector-valued maximal
inequality, which was originally established by Fefferman and Stein in [24, Theorem 1(a)].
Assumption 2.17. Let X be a ball quasi-Banach function space. Assume that there exists r ∈
(0,∞) such thatM in (2.8) is bounded on (WX)1/r.
2.3 Weak Hardy type spaces
In what follows, we denote by S(Rn) the space of all Schwartz functions, equipped with the
well-known topology determined by a countable family of seminorms, and by S′(Rn) its topolog-
ical dual space, equipped with the weak-∗ topology. For any N ∈ N, let
(2.13) FN(Rn) :=
ϕ ∈ S(Rn) :
∑
β∈Zn+,|β|≤N
sup
x∈Rn
[
(1 + |x|)N+n
∣∣∣∣∂βxϕ(x)∣∣∣∣] ≤ 1
 ,
here and hereafter, for any β := (β1, . . . , βn) ∈ Zn+ and x ∈ Rn, |β| := β1 + · · · + βn and ∂βx :=
( ∂∂x1 )
β1 · · · ( ∂∂xn )βn . For any given f ∈ S′(Rn), the radial grand maximal function M0N( f ) of f is
defined by setting, for any x ∈ Rn,
(2.14) M0N( f )(x) := sup
{| f ∗ ϕt(x)| : t ∈ (0,∞) and ϕ ∈ FN(Rn)} ,
where, for any t ∈ (0,∞) and ξ ∈ Rn, ϕt(ξ) := t−nϕ(ξ/t).
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Definition 2.18. Let X be a ball quasi-Banach function space. Then the weak Hardy-type space
WHX(R
n) associated with X is defined by setting
WHX(R
n) :=
{
f ∈ S′(Rn) : ‖ f ‖WHX (Rn) :=
∥∥∥M0N( f )∥∥∥WX < ∞} ,
where M0
N
( f ) is as in (2.14) with N ∈ N sufficiently large.
Remark 2.19. (i) When X := Lp(Rn) with p ∈ (0, 1], the Hardy-type space WHX(Rn) coin-
cides with the classical weak Hardy space WHp(Rn) (see, for instance, [49, p. 114]).
(ii) By Theorem 3.2(ii) below, we know that, if the Hardy-Littlewood maximal operator M in
(2.8) is bounded on (WX)1/r and N ∈ [⌊ n
r
⌋ + 1,∞) ∩ N, then WHX(Rn) in Definition 2.18 is
independent of the choice of N.
3 Maximal function characterizations and relations betweenWX and
WHX(R
n)
The aim of this section is to characterize WHX(R
n) via radial or non-tangential maximal func-
tions. We begin with the following notions of the radial functions and the non-tangential maximal
functions.
Definition 3.1. Let ψ ∈ S(Rn), a, b ∈ (0,∞), N ∈ N and f ∈ S′(Rn).
(i) The radial maximal function M( f , ψ) of f associated to ψ is defined by setting, for any
x ∈ Rn,
M( f , ψ)(x) := sup
t∈(0,∞)
| f ∗ ψt(x)|.
(ii) The non-tangential maximal function M∗a( f , ψ) of f associated to ψ is defined by setting, for
any x ∈ Rn,
M∗a( f , ψ)(x) := sup
t∈(0,∞),|y−x|<at
| f ∗ ψt(y)|.
(iii) The maximal function of Peetre type, M∗∗
b
( f , ψ), is defined by setting, for any x ∈ Rn,
M∗∗b ( f , ψ)(x) := sup
(y,t)∈Rn+1+
|(ψt ∗ f )(x − y)|
(1 + t−1|y|)b .
(iv) The non-tangential grand maximal function MN,a( f ) of f is defined by setting, for any
x ∈ Rn,
MN,a( f )(x) := sup
ϕ∈FN (Rn)
sup
t∈(0,∞),|y−x|<at
| f ∗ ϕt(y)|.
(v) The grand maximal function of Peetre type, M∗∗
N,b
( f ), is defined by setting, for any x ∈ Rn,
M∗∗N,b( f )(x) := sup
ϕ∈FN (Rn)
 sup
(y,t)∈Rn+1+
|ϕt ∗ f (x − y)|
(1 + t−1|y|)b
 ,
where FN(Rn) is as in (2.13). When a = 1, we simply denote MN,a( f ) by MN( f ).
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The following theorem is the main result of this section, which presents the maximal function
characterizations of the space WHX(R
n).
Theorem 3.2. Let a, b ∈ (0,∞) and X be a ball quasi-Banach function space. Let ψ ∈ S(Rn)
satisfy
∫
Rn
ψ(x) dx , 0.
(i) Let N ≥ ⌊b + 1⌋ be an integer. Then, for any f ∈ S′(Rn),
(3.1) ‖M( f , ψ)‖WX . ‖M∗a( f , ψ)‖WX . ‖M∗∗b ( f , ψ)‖WX ,
(3.2) ‖M( f , ψ)‖WX . ‖MN( f )‖WX . ‖M⌊b+1⌋( f )‖WX . ‖M∗∗b ( f , ψ)‖WX ,
(3.3) ‖M∗∗b ( f , ψ)‖WX ∼ ‖M∗∗b,N( f )‖WX
and
(3.4) ‖M0N( f )‖WX ∼ ‖MN( f )‖WX ,
where the implicit positive constants are independent of f .
(ii) Let r ∈ (0,∞). Assume that b ∈ (n/r,∞) and the Hardy-Littlewood maximal operator M in
(2.8) is bounded on (WX)1/r. Then, for any f ∈ S′(Rn),
(3.5) ‖M∗∗b ( f , ψ)‖WX . ‖M( f , ψ)‖WX ,
where the implicit positive constant is independent of f . In particular, when N ≥ ⌊b + 1⌋, if
one of the quantities
‖M0N( f )‖WX , ‖M( f , ψ)‖WX, ‖M∗a( f , ψ)‖WX , ‖MN( f )‖WX ,
‖M∗∗b ( f , ψ)‖WX and ‖M∗∗b,N( f )‖WX
is finite, then the others are also finite and mutually equivalent with the positive equivalence
constants independent of f .
Proof. The proof of this theorem is similar to that of [63, Theorem 3.1]. For the convenience of
the reader, we present some details.
Let f ∈ S′(Rn). We first prove (i). From (i), (ii) and (iii) of Definition 3.1, it follows that, for
any x ∈ Rn,
M( f , ψ)(x) ≤ M∗a( f , ψ)(x) . M∗∗b ( f , ψ)(x),
which, together with Remark 2.9(ii), implies (3.1).
Moreover, by (i) and (iv) of Definition 3.1 again, we have, for any x ∈ Rn,
(3.6) M( f , ψ)(x) . MN( f )(x) . M⌊b+1⌋( f )(x).
In addition, from the proof of [30, Theorem 2.1.4(d)], we deduce that, for any x ∈ Rn,
M⌊b+1⌋( f )(x) . M∗∗b ( f , ψ)(x),
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which, together with (3.6) and Remark 2.9(ii), implies (3.2).
It is easy to see that, for any x ∈ Rn, M∗∗
b
( f , ψ)(x) . M∗∗
b,N
( f )(x), which, combined with [63,
Lemma 2.13], implies (3.3). By [73, Remark 3.6(i)], we know that there exists a positive constant
C such that, for any x ∈ Rn, C−1MN( f )(x) ≤ M0N( f )(x) ≤ CMN( f )(x), which, together with
Remark 2.9(ii), implies that (3.4) holds true. This finishes the proof of (i).
Now we prove (ii). It was proved in [63, P. 35] that, if r ∈ (0,∞) and br > n, then, for any
x ∈ Rn,
M∗∗b ( f , ψ)(x) .M(r)
 sup
t∈(0,∞)
|ψt ∗ f |
 (x) ∼ M(r)(M( f , ψ))(x),
which, combined with Remark 2.9(ii) and the assumption that M is bounded on WX1/r, further
implies that ∥∥∥M∗∗b ( f , ψ)∥∥∥WX . ∥∥∥M(r)(M( f , ψ))∥∥∥WX . ‖M( f , ψ)‖WX .
Thus, (3.5) holds true. This finishes the proof Theorem 3.2. 
For any t ∈ (0,∞), the Poisson kernel Pt is defined by setting, for any x ∈ Rn,
Pt(x) :=
Γ([n + 1]/2)
π(n+1)/2
t
(t2 + |x|2)(n+1)/2 ,
where Γ denotes the Gamma function.
Recall that f ∈ S′(Rn) is called a bounded distribution if, for any ϕ ∈ S(Rn), f ∗ ϕ ∈ L∞(Rn).
For any given bounded distribution f , its non-tangential maximal function N( f ), with respect to
Poisson kernels {Pt}t∈(0,∞), is defined by setting, for any x ∈ Rn,
N( f )(x) := sup
t∈(0,∞),|y−x|<t
| f ∗ Pt(y)|.
Theorem 3.3. Let X be a ball quasi-Banach function space satisfying Assumption 2.17. Assume
that there exists a positive constant C0 such that
(3.7) inf
x∈Rn
‖1B(x,1)‖WX ≥ C0.
Then f ∈ WHX(Rn) if and only if f is a bounded distribution and N( f ) ∈ WX. Moreover, for any
f ∈ WHX(Rn), ‖ f ‖WHX(Rn) ∼ ‖N( f )‖WX with the positive equivalence constants independent of f .
Proof. Assume that f ∈ WHX(Rn). By Assumption 2.17 and Theorem 3.2(ii), we know that, for
any given N ∈ [⌊ n
r
⌋ + 1,∞) ∩ N,
‖MN( f )‖WX(Rn) ∼ ‖ f ‖WHX (Rn).
It is easy to see that, for any fixed ϕ ∈ S(Rn), there exists a positive constant C(ϕ) such that
C(ϕ)ϕ ∈ FN(Rn) with FN(Rn) as in (2.13). Therefore, for any x ∈ Rn, M∗1( f ,C(ϕ)ϕ)(x) . MN( f )(x),
which, together with Definition 2.3(ii), Remark 2.9(ii), (3.7) and Theorem 3.2(ii), further implies
that, for any x ∈ Rn,
C(ϕ)|(ϕ ∗ f )(x)| ≤ inf|y−x|<1 M
∗
1( f ,C(ϕ)ϕ)(y) =
‖1B(x,1) inf |y−x|<1 M∗1( f ,C(ϕ)ϕ)(y)‖WX
‖1B(x,1)‖WX
(3.8)
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≤ ‖1B(x,1)M
∗
1
( f ,C(ϕ)ϕ)‖WX
‖1B(x,1)‖WX
.
‖MN( f )‖WX
C0
< ∞.
This means that f is a bounded distribution. Next, we show that N( f ) ∈ WX. From the proof of
[30, p. 72], we deduce that, for any N ∈ N and x ∈ Rn, N( f )(x) ≤ C(n,N)MN( f )(x), which implies
that N( f ) ∈ WX and ‖N( f )‖WX . ‖MN( f )‖WX ∼ ‖ f ‖WHX (Rn).
Now, assume that f is a bounded distribution and N( f ) ∈ WX. Then, by [66, p. 99] or [63,
p. 35], we know that there exists ψ0 ∈ S(Rn) with
∫
Rn
ψ0(x) dx = 1 such that, for any x ∈ Rn,
M( f , ψ0)(x) . N( f )(x), which, combined with N( f ) ∈ WX, Remark 2.9(ii), Assumption 2.17
and Theorem 3.2(ii), implies f ∈ WHX(Rn) and ‖ f ‖WHX (Rn) ∼ ‖M( f , ψ0)‖WX . ‖N( f )‖WX . This
finishes the proof of Theorem 3.3. 
Now, we discuss the relation between the spaces WX and WHX(R
n).
Theorem 3.4. Let X be a ball quasi-Banach function space and M in (2.8) bounded on (WX)1/r
for some r ∈ (1,∞). Then
(i) WX ֒→ S′(Rn).
(ii) If f ∈ WX, then f ∈ WHX(Rn) and there exists a positive constant C, independent of f ,
such that ‖ f ‖WHX (Rn) ≤ C‖ f ‖WX .
(iii) If f ∈ WHX(Rn), then there exists a locally integrable function g ∈ WX such that g rep-
resents f , which means that f = g in S′(Rn), ‖ f ‖WHX (Rn) = ‖g‖WHX (Rn) and there exists a
positive constant C, independent of f , such that ‖g‖WX ≤ C‖ f ‖WHX(Rn).
Proof. Observe that
ℓWX := sup{r ∈ (0,∞) : M is bounded on (WX)1/r} > 1.
Moreover, by Lemma 2.13, we know that the space WX is a ball quasi-Banach function space.
Thus, all assumptions of [63, Theorem 3.4] with X and HX(R
n) replaced, respectively, byWX and
WHX(R
n) are satisfied, from which we deduce all the desired conclusions of Theorem 3.4. This
finishes the proof of Theorem 3.4. 
4 Atomic characterizations
In this section, we establish the atomic characterization of WHX(R
n). Now we introduce the
notion of atoms associated with X, which origins from [63, Definition 3.5].
Definition 4.1. Let X be a ball quasi-Banach function space, q ∈ (1,∞] and d ∈ Z+. Then a
measurable function a on Rn is called an (X, q, d)-atom if there exists a ball B ∈ B such that
(i) supp a := {x ∈ Rn : a(x) , 0} ⊂ B;
(ii) ‖a‖Lq(Rn) ≤ |B|
1/q
‖1B‖X ;
(iii)
∫
Rn
a(x)xα dx = 0 for any α := (α1, . . . , αn) ∈ Zn+ with |α| ≤ d, here and hereafter, for any
x := (x1, . . . , xn) ∈ Rn, xα := xα11 · · · x
αn
n .
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Now we first formulate a decomposition theorem as follows.
Theorem 4.2. Let X be a ball quasi-Banach function space satisfying that, for some given r ∈
(0, 1) and for any { f j} j∈N ⊂ M (Rn),
(4.1)
∥∥∥∥∥∥∥∥

∑
j∈N
[
M( f j)
]1/r
r∥∥∥∥∥∥∥∥
X1/r
≤ C
∥∥∥∥∥∥∥∥

∑
j∈N
| f j|1/r

r∥∥∥∥∥∥∥∥
X1/r
,
where the positive constant C is independent of { f j} j∈N. Assume that X satisfy Assumption 2.17
and there exist ϑ0 ∈ (1,∞) and p ∈ (0,∞) such that X is ϑ0-concave and M is bounded on
X1/(ϑ0p). Let d ≥ ⌊n(1/p − 1)⌋ be a fixed nonnegative integer and f ∈ WHX(Rn). Then there exists
a sequence {ai, j}i∈Z, j∈N of (X, ∞, d)-atoms supported, respectively, in balls {Bi, j}i∈Z, j∈N satisfying
that, for any i ∈ Z,∑ j∈N 1cBi, j ≤ A with c ∈ (0, 1] and A being a positive constant independent of f
and i, such that f =
∑
i∈Z
∑
j∈N λi, jai, j in S′(Rn), where λi, j := A˜2i‖1Bi, j‖X for any i ∈ Z and j ∈ N,
with A˜ being a positive constant independent of i, j and f , and
sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖X
∥∥∥∥∥∥∥∥
X
. ‖ f ‖WHX (Rn),
where the implicit positive constant is independent of f .
Before showing Theorem 4.2, we recall some notions and establish some necessary lemmas.
Recall that f ∈ S′(Rn) is said to vanish weakly at infinity if, for any φ ∈ S(Rn), f ∗ φt → 0 in
S′(Rn) as t → ∞ (see, for instance, [25, p. 50]).
Lemma 4.3. Let X be a ball quasi-Banach function space. If f ∈ WHX(Rn), then f vanishes
weakly at infinity.
Proof. Let f ∈ WHX(Rn). By [10, Proposition 3.10], we know that, for any φ ∈ S(Rn), t ∈ (0,∞),
x ∈ Rn and y ∈ B(x, t), | f ∗ φt(x)| . MN( f )(y) . M0N( f )(y), where N ∈ N. Thus, there exists a
positive constant C(N), independent of x, t and f , such that
(4.2) B(x, t) ⊂
{
y ∈ Rn : M0N( f )(y) ≥ C(N)| f ∗ φt(x)|
}
.
On the other hand, by [63, Lemma 2.14], we find that 1 < X, which, together with the fact that
1B(x,t) ↑ 1, Definition 2.3(iii) and (2.7), implies that, for any x ∈ Rn, ‖1B(x,t)‖WX = ‖1B(x,t)‖X → ∞
as t → ∞. From this and (4.2), it follows that, for any x ∈ Rn,
| f ∗ φt(x)| ≤ inf
y∈B(x,t)
M0N( f )(y) ≤
‖1B(x,t)M0N( f )‖WX
‖1B(x,t)‖WX
≤ C(N)
‖M0
N
( f )‖WX
‖1B(x,t)‖WX
→ 0 as t → ∞,
which implies that f vanishes weakly at infinity. This finishes the proof of Lemma 4.3. 
In what follows, the symbol ~0n denotes the origin of R
n and, for any ϕ ∈ S(Rn), ϕ̂ denotes its
Fourier transform which is defined by setting, for any ξ ∈ Rn,
ϕ̂(ξ) :=
∫
Rn
e−2πixξϕ(x) dx.
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We also use the symbol C∞c (Rn) to denote the set of all infinitely differentiable functions with
compact supports, and the symbol ǫ → 0+ to denote ǫ ∈ (0,∞) and ǫ → 0.
Combining Caldero´n [14, Lemma 4.1] and Folland and Stein [25, Theorem 1.64] (see also [13,
p. 219] and [73, Lemma 4.6]), we immediately obtain the following Caldero´n reproducing formula
and we omit the details.
Lemma 4.4. Let φ be a Schwartz function and, for any x ∈ Rn \ {~0n}, there exists t ∈ (0,∞) such
that φ̂(tx) , 0. Then there exists a ψ ∈ S(Rn) such that ψ̂ ∈ C∞c (Rn) with its support away from ~0n,
φ̂ψ̂ ≥ 0 and, for any x ∈ Rn \ {~0n}, ∫ ∞
0
φ̂(tx)ψ̂(tx)
dt
t
= 1.
Moreover, for any f ∈ S′(Rn), if f vanishes weakly at infinity, then
f =
∫ ∞
0
f ∗ φt ∗ ψt
dt
t
in S′(Rn),
namely,
f = lim
ǫ→0+
A→∞
∫ A
ǫ
f ∗ φt ∗ ψt dt
t
in S′(Rn).
Let X be a ball quasi-Banach function space. For any q ∈ [1,∞) and d ∈ Z+, a locally integrable
function f on Rn is said to be in the Campanato-type space Lq,X,d(Rn) if
‖ f ‖Lq,X,d (Rn) := sup
Q
 |Q|‖1Q‖X
[
1
|Q|
∫
Q
∣∣∣ f (x) − PdQ f (x)∣∣∣q dx
] 1
q
 < ∞,
where the supremum is taken over all cubes Q on Rn and Pd
Q
denotes the unique polynomial
P ∈ Pd(Rn) such that, for any polynomial R ∈ Pd(Rn),
∫
Q
[ f (x) − P(x)]R(x) dx = 0 (see [56,
Definition 6.1]), here and hereafter, the symbol Pd(Rn) denotes the set of all polynomials with
order at most d.
The following lemma comes from [68, p. 83].
Lemma 4.5. Let d ∈ Z+. Then there exists a positive constant C such that, for any g ∈ L1loc (Rn)
and cube Q ⊂ Rn,
sup
x∈Q
∣∣∣PdQg(x)∣∣∣ ≤ C|Q|
∫
Q
|g(x)| dx.
Lemma 4.6. Let q ∈ [1,∞), d ∈ Z+ and X be a ball quasi-Banach function space. Assume that
there exists p ∈ (0,∞) such that M in (2.8) is bounded on X1/p. If p ∈ ( n
n+d+1
,∞) and f ∈ S(Rn),
then f ∈ Lq,X,d(Rn).
Proof. We first claim that there exists a positive constant C such that, for any two cubes Q1 and
Q2 with Q1 ⊂ Q2,
(4.3)
‖1Q2‖X
‖1Q1‖X
≤ C
[ |Q2|
|Q1|
]1/p
.
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Indeed, we have 1Q2 . [|Q2|/|Q1|]1/p[M(1Q1 )]1/p. By this, Definition 2.3(ii) and the assumption
that M is bounded on X1/p, we know that there exists a positive constant C, independent of Q1
and Q2, such that
∥∥∥1Q2∥∥∥X ≤
[ |Q2|
|Q1|
]1/p ∥∥∥[M(1Q1 )]1/p∥∥∥X .
[ |Q2|
|Q1|
]1/p ∥∥∥1Q1∥∥∥1/pX1/p ∼
[ |Q2|
|Q1|
]1/p ∥∥∥1Q1∥∥∥X .
That is, the above claim holds true.
For any f ∈ S(Rn), x ∈ Rn and cube Q := Q(x0, r) ⊂ Rn with (x0, r) ∈ Rn+1+ , to prove this
lemma, let
pQ(x) :=
∑
|β|≤d
∂β f (x0)
β!
(x − x0)β ∈ Pd(Rn).
Then, from Lemma 4.5 and the Ho¨lder inequality, it follows that[∫
Q
∣∣∣ f (x) − PdQ f (x)∣∣∣q dx
] 1
q
(4.4)
≤
[∫
Q
∣∣∣ f (x) − pQ(x)∣∣∣q dx
] 1
q
+
[∫
Q
∣∣∣PdQ(pQ − f )(x)∣∣∣q dx
] 1
q
.
[∫
Q
∣∣∣ f (x) − pQ(x)∣∣∣q dx
] 1
q
+
{
|Q|
[
1
|Q|
∫
Q
|pQ(x) − f (x)| dx
]q} 1q
.
[∫
Q
∣∣∣ f (x) − pQ(x)∣∣∣q dx
] 1
q
.
Now, if |x0| + r ≤ 1, namely, Q ⊂ Q(~0n,
√
n), then, by (4.4), the Taylor remainder theorem and
(4.3), we conclude that
|Q|
‖1Q‖X
[
1
|Q|
∫
Q
∣∣∣ f (x) − PdQ f (x)∣∣∣q dx
] 1
q
.
|Q|
‖1Q‖X
 1|Q|
∫
Q
∑
|β|=d+1
∣∣∣∣∣∣∂
β f (ξ(x))
β!
(x − x0)β
∣∣∣∣∣∣
q
dx

1
q
(4.5)
.
|Q|
‖1Q‖X
[
1
|Q|
∫
Q
|x − x0|q(d+1) dx
] 1
q
. |Q|1+(d+1)/n−1/p |Q(
~0n,
√
n)|1/p
‖1
Q(~0n,
√
n)
‖X
. 1.
If |x0| + r > 1 and |x0| ≤ 2r, then r > 1/3 and |Q| ∼ |Q(~0n,
√
n(|x0| + r))|. From Lemma 4.5, the
Ho¨lder inequality, the fact that | f (x)| . (1 + |x|)−n−ǫ for any x ∈ Rn and some given ǫ ∈ (1 + d,∞),
and (4.3), we deduce that
|Q|
‖1Q‖X
[
1
|Q|
∫
Q
∣∣∣ f (x) − PdQ f (x)∣∣∣q dx
] 1
q
.
|Q|
‖1Q‖X
[
1
|Q|
∫
Q
| f (x)|q dx
] 1
q
(4.6)
.
|Q|
‖1Q‖X
[
1
|Q|
∫
B(~0n,
√
n(|x0 |+r))
1
(1 + |x|)q(n+ǫ) dx
] 1
q
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.
 |Q(~0n, √n(|x0| + r))||Q|
1/p 1‖1
Q(~0n ,
√
n(|x0 |+r)‖X
. 1.
If |x0| + r > 1 and |x0| > 2r, then, for any x ∈ Q, we have |x| ∼ |x0| & 2/3 and 1 + |x0| ∼ |x0| + r.
By this, (4.4) and the fact that |∂γ f (x)| . (1 + |x|)−n−ǫ for any x ∈ Rn, |γ| = d + 1 and some given
ǫ ∈ (1 + d,∞), and (4.3), we find that
|Q|
‖1Q‖X
[
1
|Q|
∫
Q
∣∣∣ f (x) − PdQ f (x)∣∣∣q dx
] 1
q
.
|Q|
‖1Q‖X
 1|Q|
∫
Q
∑
|β|=d+1
∣∣∣∣∣∣∂
β f (ξ(x))
β!
(x − x0)β
∣∣∣∣∣∣
q
dx

1
q
(4.7)
. (1 + |x0|)−n−ǫ
|Q|
‖1Q‖X
[
1
|Q|
∫
Q
|x − x0|q(d+1) dx
] 1
q
.
|Q|1+(d+1)/n
‖1Q‖X
(1 + |x0|)−n−ǫ
.
|Q|1+(d+1)/n−1/p
(|x0| + r)n+ǫ−n/p
1
‖1
Q(~0n ,
√
n(|x0 |+r))‖X
. 1.
Combining (4.5), (4.6), and (4.7), we know that f ∈ Lq,X,d(Rn), which completes the proof of
Lemma 4.5. 
Now let us show Theorem 4.2.
Proof of Theorem 4.2. Assume that ψ ∈ S(Rn) satisfies supp ψ ⊂ B(~0n, 1) and
∫
Rn
ψ(x)xγ dx = 0
for any γ ∈ Zn+ with |γ| ≤ d. Then, by Lemma 4.4, we know that there exists φ ∈ S(Rn) such that
the support of φ̂ is compact and away from the origin and, for any x ∈ Rn \ {~0n},∫ ∞
0
ψ̂(tx)φ̂(tx)
dt
t
= 1.
Let η be a function on Rn such that η̂(~0n) := 1 and, for any x ∈ Rn \ {~0n},
η̂(x) :=
∫ ∞
1
ψ̂(tx)φ̂(tx)
dt
t
.
Then, by [13, p. 219], we know that such an η exists and η̂ is infinitely differentiable, has compact
support and equals 1 near the origin.
Let x0 := (2, . . . , 2) ∈ Rn and f ∈ WHX(Rn). For any x ∈ Rn and t ∈ (0,∞), let φ˜(x) := φ(x−x0),
ψ˜(x) := ψ(x + x0), F(x, t) := f ∗ φ˜t(x) and G(x, t) := f ∗ ηt(x). Then, due to Assumption 2.17 and
Theorem 3.2(ii), for any f ∈ WHX(Rn) and x ∈ Rn, we have
(4.8) M▽( f )(x) := sup
t∈(0,∞),|y−x|≤3(|x0 |+1)t
[|F(y, t)| + |G(y, t)|] ∈ WX,
and ‖M▽( f )‖WX ∼ ‖ f ‖WHX (Rn).
Then, by Lemmas 4.3 and 4.4, we know that
f (x) =
∫ ∞
0
∫
Rn
F(y, t)ψ˜t(x − y) dy dt
t
in S′(Rn).
Weak Hardy-Type Spaces Associated with Ball Quasi-Banach Function Spaces I 21
For any i ∈ Z, let Ωi := {x ∈ Rn : M▽( f )(x) > 2i}. Then Ωi is open and, by (2.7), we further find
that
(4.9) sup
i∈Z
{
2i
∥∥∥1Ωi∥∥∥X} ≤ ‖M▽( f )‖WX . ‖ f ‖WHX (Rn).
Since Ωi is a proper open subset of R
n, by the Whitney decomposition (see, for instance, [29,
p. 463]), we know that there exists a sequence of cubes, {Qi, j} j∈N, such that, for any i ∈ Z,
(i)
⋃
j∈N Qi, j = Ωi and {Qi, j} j∈N have disjoint interiors;
(ii) for any j ∈ N, √nlQi, j ≤ dist (Qi, j,Ω∁i ) ≤ 4
√
nlQi, j , here and hereafter, lQi, j denotes the side
length of the cube Qi, j and dist (Qi, j,Ω
∁
i
) := inf{|x − y| : x ∈ Qi, j, y ∈ Ω∁i };
(iii) for any j, k ∈ N, if the boundaries of two cubes Qi, j and Qi,k touch, then 14 ≤
lQi, j
lQi,k
≤ 4;
(iv) for any given j ∈ N, there exist at most 12n different cubes {Qi,k}k that touch Qi, j.
For any ǫ ∈ (0,∞), i ∈ Z, j ∈ N and x ∈ Rn, let
dist
(
x,Ω∁
i
)
:= inf {|x − y| : y ∈ Ωi} ,
Ω˜i :=
{
(x, t) ∈ Rn+1+ := Rn × (0,∞) : 0 < 2t(|x0| + 1) < dist
(
x,Ω∁
i
)}
,
Q˜i, j :=
{
(x, t) ∈ Rn+1+ : x ∈ Qi, j, (x, t) ∈ Ω˜i \ Ω˜i+1
}
and
bǫi, j(x) :=
∫ 1/ǫ
ǫ
∫
Rn
1
Q˜i, j
(y, t)F(y, t)ψ˜t(x − y)
dy dt
t
.
Then, by the proof of [13, pp. 221-222], we know that there exist positive constants C1 and C2
such that, for any ǫ ∈ (0,∞), i ∈ Z and j ∈ N, supp bǫ
i, j
⊂ C1Qi, j, ‖bǫi, j‖L∞(Rn) ≤ C22i, and∫
Rn
bǫ
i, j
(x)xγ dx = 0 for any γ ∈ Zn+ satisfying |γ| ≤ d. Moreover, for any ζ ∈ S(Rn), by the
Lebesgue dominated convergence theorem and
∑
i∈Z
∑
j∈N 1Q˜i, j = 1, we have〈∑
i∈Z
∑
j∈N
bǫi, j, ζ
〉
=
∫
Rn
ζ(x)
∑
i∈Z
∑
j∈N
∫ 1/ǫ
ǫ
∫
Rn
1
Q˜i, j
(y, t)F(y, t)ψ˜t(x − y)
dy dt
t
dx
=
∫
Rn
ζ(x)
∫ 1/ǫ
ǫ
∫
Rn
F(y, t)ψ˜t(x − y) dy dt
t
dx
and hence
(4.10) f = lim
ǫ→0+
∑
i∈Z
∑
j∈N
bǫi, j in S′(Rn).
Moreover, since, for any ǫ ∈ (0, 1), i ∈ Z and j ∈ N, ‖bǫ
i, j
‖L∞(Rn) ≤ C22i, {bǫi, j}ǫ∈(0,1) is bounded in
L∞(Rn). Then, by the Alaoglu theorem (see, for instance, [61, Theorem 3.17]), we find that there
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exist {bi, j}i∈Z, j∈N ⊂ L∞(Rn) and a sequence {ǫk}k∈N ⊂ (0,∞) such that ǫk → 0 as k → ∞ and, for
any i ∈ Z, j ∈ N and g ∈ L1(Rn),
(4.11) lim
k→∞
〈bǫk
i, j
, g〉 = 〈bi, j, g〉,
supp bi, j ⊂ C1Qi, j, ‖bi, j‖L∞(Rn) ≤ C22i and, for any γ ∈ Zn+ with |γ| ≤ d,∫
Rn
bi, j(x)x
γ dx =
〈
bi, j, x
γ1C1Qi, j
〉
= lim
k→∞
∫
Rn
b
ǫk
i, j
(x)xγ dx = 0.
Next we show that
(4.12) lim
k→∞
∑
i∈Z
∑
j∈N
b
ǫk
i, j
=
∑
i∈Z
∑
j∈N
bi, j in S′(Rn).
Indeed, by the facts that, for any i ∈ Z and j, k ∈ N, ‖bi, j‖L∞(Rn) . 2i, ‖bǫki, j‖L∞(Rn) . 2i and, for any
k ∈ N and γ ∈ Zn+ with |γ| ≤ d,
∫
Rn
bi, j(x)x
γ dx = 0 =
∫
Rn
b
ǫk
i, j
(x)xγ dx, we conclude that, for any
N ∈ N and ζ ∈ S(Rn),∑
|i|≥N
∑
j∈N
[∣∣∣∣〈bǫki, j, ζ〉∣∣∣∣ + ∣∣∣∣〈bi, j, ζ〉∣∣∣∣]
=
−N−1∑
i=−∞
∑
j∈N
[∣∣∣∣〈bǫki, j, ζ〉∣∣∣∣ + ∣∣∣∣〈bi, j, ζ〉∣∣∣∣] +
∞∑
i=N+1
∑
j∈N

∣∣∣∣∣∣
∫
C1Qi, j
b
ǫk
i, j
(x)
[
ζ(x) − PdC1Qi, jζ(x)
]
dx
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
C1Qi, j
bi, j(x)
[
ζ(x) − PdC1Qi, jζ(x)
]
dx
∣∣∣∣∣∣

.
−N−1∑
i=−∞
2i
∫
Rn
|ζ(x)| dx +
∞∑
i=N+1
∑
j∈N
2i
∫
C1Qi, j
∣∣∣∣ζ(x) − PdC1Qi, jζ(x)∣∣∣∣ dx.
Since d ≥ ⌊n(1/p − 1)⌋, it follows that p ∈ ( n
n+d+1
, 1), which, together with X1/(ϑ0p) = [X1/ϑ0 ]1/p,
the assumption that M in (2.8) is bounded on X1/(ϑ0 p) and Lemma 4.6, further implies that, for
any ζ ∈ S(Rn), ‖ζ‖L
1,X1/ϑ0 ,d
(Rn) < ∞. By this, the assumption that X1/ϑ0 is concave and ϑ0 > 1, we
further conclude that, for any k,N ∈ N and ζ ∈ S(Rn),∑
|i|≥N
∑
j∈N
[∣∣∣∣〈bǫki, j, ζ〉∣∣∣∣ + ∣∣∣∣〈bi, j, ζ〉∣∣∣∣](4.13)
. 2−N ‖ζ‖L1(Rn) +
∞∑
i=N+1
∑
j∈N
2i
∥∥∥1Qi, j∥∥∥X1/ϑ0 ‖ζ‖L1,X1/ϑ0 ,d(Rn)
. 2−N ‖ζ‖L1(Rn) + ‖ζ‖L
1,X1/ϑ0 ,d
(Rn)
∞∑
i=N+1
2i
∥∥∥1Ωi∥∥∥X1/ϑ0
. 2−N‖ζ‖L1(Rn) + ‖ζ‖L
1,X1/ϑ0 ,d
(Rn)
[
sup
i∈Z
2i
∥∥∥1Ωi∥∥∥X
]ϑ0 ∞∑
i=N+1
2−i(ϑ0−1)
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. 2−N ‖ζ‖L1(Rn) + 2−N(ϑ0−1) ‖ζ‖L
1,X1/ϑ0 ,d
(Rn) ‖ f ‖ϑ0WHX(Rn),
where the implicit positive constants are independent of k, N and f . Similarly, for any given N ∈ N
and ζ ∈ S(Rn), there exists a positive constant C(N,ζ) such that, for any k ∈ N,∑
|i|≤N
∑
j∈N
[∣∣∣∣〈bǫki, j, ζ〉∣∣∣∣ + ∣∣∣〈bi, j, ζ〉∣∣∣] ≤ C(N,ζ) < ∞.(4.14)
Therefore, using (4.13) and (4.14), repeating the argument similar to that used in [47, p. 651], we
find that (4.12) holds true.
For any i ∈ Z and j ∈ N, let Bi, j be the ball with the same center as Qi, j and the radius
5
√
nC1lQi, j ,
ai, j :=
bi, j
C22i‖1Bi, j‖X
and λi, j := C22
i
∥∥∥1Bi, j∥∥∥X .
Then, using the properties of bi, j, we know that ai, j is an (X,∞, d)-atom supported in the ball Bi, j
satisfying that {cBi, j} j∈N is finite overlapping for some c ∈ (0, 1] and, due to (4.12) and (4.10),
f =
∑
i∈Z
∑
j∈N λi, jai, j in S′(Rn). Similarly to (2.12), by (4.1), we conclude that∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
.
∥∥∥∥∥∥∥∥
∑
j∈N
1Qi, j
∥∥∥∥∥∥∥∥
X
.
From this and (4.9), we deduce that
sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖X
∥∥∥∥∥∥∥∥
X
∼ sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
. sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Qi, j
∥∥∥∥∥∥∥∥
X
. sup
i∈Z
2i
∥∥∥1Ωi∥∥∥X . ‖ f ‖WHX (Rn),
which completes the proof of Theorem 4.2. 
Next we present a reconstruction theorem.
Theorem 4.7. Let X be a ball quasi-Banach function space satisfying Assumption 2.15 for some
p− ∈ (0,∞). Assume that, for any given r ∈ (0, p) with p as in (2.11), X1/r is a ball Banach
function space. Assume that there exist r0 ∈ (0, p) and p0 ∈ (r0,∞) such that, for any f ∈ (X1/r0 )′,
(4.15)
∥∥∥M((p0/r0)′)( f )∥∥∥
(X1/r0 )′ ≤ C ‖ f ‖(X1/r0 )′ ,
where the positive constant C is independent of f . Let d ∈ Z+ with d ≥ ⌊n(1/p−1)⌋, c ∈ (0, 1], q ∈
(max{1, p0},∞] and A, A˜ ∈ (0,∞) and let {ai, j}i∈Z, j∈N be a sequence of (X, q, d)-atoms supported,
respectively, in balls {Bi, j}i∈Z, j∈N satisfying that,
∑
j∈N 1cBi, j ≤ A for any i ∈ Z, λi, j := A˜2i‖1Bi, j‖X
for any i ∈ Z and j ∈ N, the series f := ∑i∈Z∑ j∈N λi, jai, j converges in S′(Rn) and
sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖X
∥∥∥∥∥∥∥∥
X
< ∞.
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Then f ∈ WHX(Rn) and
‖ f ‖WHX (Rn) . sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖X
∥∥∥∥∥∥∥∥
X
,
where the implicit positive constant is independent of f .
To prove Theorem 4.7, we need the following useful technical lemma.
Lemma 4.8. Let r ∈ (0,∞), q ∈ (r,∞] and X be a ball quasi-Banach function space. Assume
that X1/r is a ball Banach function space and there exists a positive constant C such that, for any
f ∈ (X1/r)′, ‖M((q/r)′)( f )‖(X1/r)′ ≤ C ‖ f ‖(X1/r)′ . Then there exists a positive constant C such that, for
any sequence {B j} j∈N of balls, numbers {λ j} j∈N ⊂ C and measurable functions {a j} j∈N satisfying
that, for any j ∈ N, supp (a j) ⊂ B j and ‖a j‖Lq(Rn) ≤ |B j|1/q,∥∥∥∥∥∥∥∥∥
∑
j∈N
|λ ja j|r

1
r
∥∥∥∥∥∥∥∥∥
X
≤ C
∥∥∥∥∥∥∥∥∥
∑
j∈N
|λ j1B j |r

1
r
∥∥∥∥∥∥∥∥∥
X
.
Proof. By the definition of the associate space, the assumption that X1/r is a ball Banach function
space and Lemma 2.6, we have∥∥∥∥∥∥∥∥∥
∑
j∈N
|λ ja j|r

1
r
∥∥∥∥∥∥∥∥∥
r
X
=
∥∥∥∥∥∥∥∥
∑
j∈N
|λ ja j|r
∥∥∥∥∥∥∥∥
X1/r
=
∥∥∥∥∥∥∥∥
∑
j∈N
∣∣∣λ ja j∣∣∣r
∥∥∥∥∥∥∥∥
(X1/r)′′
= sup

∫
Rn
∑
j∈N
∣∣∣λ ja j(x)∣∣∣r g(x) dx : g ∈ (X1/r)′ such that ‖g‖(X1/r)′ = 1
 .
Then, from the Ho¨lder inequality, we deduce that, for any g ∈ (X1/r)′ with ‖g‖(X1/r)′ = 1,∫
Rn
∑
j∈N
|λ ja j(x)|r |g(x)| dx =
∑
j∈N
|λ j|r
∫
Rn
|a j(x)|r |g(x)| dx ≤
∑
j∈N
|λ j|r‖a j‖rLq(Rn)
∥∥∥g1B j∥∥∥L(q/r)′ (Rn)
≤
∑
j∈N
|λ j|r
∣∣∣B j∣∣∣r/q ∥∥∥g1B j∥∥∥L(q/r)′ (Rn)
≤
∑
j∈N
|λ j|r
∫
Rn
1B j(x)
[
M
(
g(q/r)
′)
(x)
]1/(q/r)′
dx =: K.
Applying Lemma 2.5 and the assumption thatM((q/r)′) is bounded on (X1/r)′, we conclude that
K .
∥∥∥∥∥∥∥∥
∑
j∈N
|λ j|r1B j
∥∥∥∥∥∥∥∥
X1/r
∥∥∥∥∥[M (g(q/r)′)]1/(q/r)′
∥∥∥∥∥
(X1/r)′
.
∥∥∥∥∥∥∥∥
∑
j∈N
|λ j|r1B j
∥∥∥∥∥∥∥∥
X1/r
‖g‖(X1/r)′ ∼
∥∥∥∥∥∥∥∥
∑
j∈N
|λ j1B j |r
∥∥∥∥∥∥∥∥
X1/r
,
which, together with Definition 2.7(i), further implies the desired conclusion. This finishes the
proof of Lemma 4.8. 
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Now we show Theorem 4.7.
Proof of Theorem 4.7. Let c ∈ (0, 1], q ∈ (p0, p0/r0] and {ai, j}i∈Z, j∈N be a sequence of (X, q, d)-
atoms supported, respectively, in balls {Bi, j}i∈Z, j∈N satisfying that, for any i ∈ Z,
∑
j∈N 1cBi, j ≤ A
with A being a positive constant independent of i, λi, j := A˜2
i‖1Bi, j‖X for any i ∈ Z and j ∈ N with
A˜ being a positive constant independent of i and j,
f :=
∑
i∈Z
∑
j∈N
λi, jai, j in S′(Rn),
and
sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
< ∞.
To prove f ∈ WHX(Rn), by the definition of WHX(Rn), it suffices to show that
sup
α∈(0,∞)
{
α
∥∥∥∥1{x∈Rn : M0
N
( f )(x)>α}
∥∥∥∥
X
}
. sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
.
For any fixed α ∈ (0,∞), let i0 ∈ Z be such that 2i0 ≤ α < 2i0+1. Then we write
f =
i0−1∑
i=−∞
∑
j∈N
λi, jai, j +
∞∑
i=i0
∑
j∈N
λi, jai, j =: f1 + f2.
Then it follows from Definition 2.3(ii) that∥∥∥∥1{x∈Rn: M0
N
( f )(x)>α}
∥∥∥∥
X
(4.16)
.
∥∥∥∥1{x∈Rn: M0
N
( f1)(x)>
α
2
}
∥∥∥∥
X
+
∥∥∥∥1{x∈Ai0 : M0N ( f2)(x)> α2 }
∥∥∥∥
X
+
∥∥∥∥1{x∈(Ai0 )∁: M0N ( f2)(x)> α2 }
∥∥∥∥
X
=: I1 + I2 + I3,
where Ai0 :=
⋃∞
i=i0
⋃
j∈N(2Bi, j).
For I1, by Definition 2.3(ii), we further decompose it into
I1 .
∥∥∥∥∥1{x∈Rn: ∑i0−1
i=−∞
∑
j∈N λi, jM0N (ai, j)(x)12Bi, j (x)>
α
4
}
∥∥∥∥∥
X
(4.17)
+
∥∥∥∥∥∥1{x∈Rn: ∑i0−1i=−∞∑ j∈N λi, jM0N (ai, j)(x)1(2Bi, j )∁ (x)> α4 }
∥∥∥∥∥∥
X
=: I1,1 + I1,2.
We first estimate I1,1. Let q˜ := q/p0 ∈ (1, 1/r0] and a ∈ (0, 1 − 1/q˜). Then, from the Ho¨lder
inequality, we deduce that
i0−1∑
i=−∞
∑
j∈N
λi, jM
0
N(ai, j)12Bi, j ≤
2i0a
(2aq˜
′ − 1)1/q˜′

i0−1∑
i=−∞
2−iaq˜
∑
j∈N
λi, jM
0
N(ai, j)12Bi, j

q˜
1/q˜
,
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where q˜′ := q˜/(˜q − 1). By this, Definitions 2.3(ii) and 2.7(i), q˜r0 ∈ (0, 1] and the fact that M0N( f ) .
M( f ) and the assumption that X1/r0 is a ball Banach function space, we conclude that
I1,1 .
∥∥∥∥∥∥1{x∈Rn: 2i0a
(2aq˜
′−1)1/q˜′
{∑i0−1
i=−∞ 2
−iaq˜[
∑
j∈N λi, jM0N (ai, j)(x)12Bi, j (x)]
q˜}1/q˜>2i0−2}
∥∥∥∥∥∥
X
. 2−i0 q˜(1−a)
∥∥∥∥∥∥∥∥∥
i0−1∑
i=−∞
2−iaq˜
∑
j∈N
λi, jM
0
N(ai, j)12Bi, j

q˜
∥∥∥∥∥∥∥∥∥
X
. 2−i0 q˜(1−a)
∥∥∥∥∥∥∥∥
i0−1∑
i=−∞
2(1−a)i˜qr0
∑
j∈N
[∥∥∥1Bi, j∥∥∥X M0N(ai, j)12Bi, j]q˜r0
∥∥∥∥∥∥∥∥
1
r0
X1/r0
. 2−i0 q˜(1−a)

i0−1∑
i=−∞
2(1−a)i˜qr0
∥∥∥∥∥∥∥∥∥

∑
j∈N
[∥∥∥1Bi, j∥∥∥X M(ai, j)12Bi, j]q˜r0

1
r0
∥∥∥∥∥∥∥∥∥
r0
X

1
r0
.
From q = p0q˜ and the boundedness ofM on Lq(Rn) and Definition 4.1(ii), it follows that, for any
i ∈ Z and j ∈ N,∥∥∥∥∥[‖1Bi, j‖XM(ai, j)]q˜ 12Bi, j
∥∥∥∥∥
Lp0 (Rn)
.
∥∥∥1Bi, j∥∥∥q˜X ∥∥∥M(ai, j)12Bi, j∥∥∥q˜Lq(Rn) . ∥∥∥1Bi, j∥∥∥q˜X ∥∥∥ai, j∥∥∥q˜Lq(Rn) . ∣∣∣Bi, j∣∣∣ 1p0 ,
which, combined with Lemma 4.8, (2.12) and (1 − a)˜q > 1, further implies that
I1,1 . 2
−i0 q˜(1−a)

i0−1∑
i=−∞
2(1−a)i˜qr0
∥∥∥∥∥∥∥∥∥
∑
j∈N
12Bi, j

1
r0
∥∥∥∥∥∥∥∥∥
r0
X

1
r0
. 2−i0 q˜(1−a)

i0−1∑
i=−∞
2(1−a)i˜qr0
∥∥∥∥∥∥∥∥∥
∑
j∈N
1cBi, j

1
r0
∥∥∥∥∥∥∥∥∥
r0
X

1
r0
. 2−i0 q˜(1−a)

i0−1∑
i=−∞
2[(1−a)˜q−1]ir0

1
r0
sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
. α−1 sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
.
This shows that
(4.18) αI1,1 . sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
.
To deal with I1,2, we first estimate M
0
N
( f ) on (2Bi, j)
∁. Let φ ∈ FN(Rn) and, for any i ∈ Z and
j ∈ N, let xi, j denote the center of Bi, j and ri, j its radius. Then, using the vanishing moments of ai, j
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and the Taylor remainder theorem, we have, for any i ∈ Z ∩ [i0,∞), j ∈ N, t ∈ (0,∞) and x ∈ Rn,
|ai, j ∗ φt(x)| =
∣∣∣∣∣∣∣∣
∫
Bi, j
ai, j(y)
φ
(
x − y
t
)
−
∑
|β|≤d
∂βφ(
x−xi, j
t
)
β!
( xi, j − y
t
)β dytn
∣∣∣∣∣∣∣∣(4.19)
.
∫
Bi, j
∣∣∣ai, j(y)∣∣∣ ∑
|β|=d+1
∣∣∣∣∣∂βφ (ξt
)∣∣∣∣∣
∣∣∣∣∣ xi, j − yt
∣∣∣∣∣d+1 dytn ,
where ξ := (x − xi, j) + θ(xi, j − y) for some θ ∈ [0, 1].
For any i ∈ Z, j ∈ N, x ∈ (2Bi, j)∁ and y ∈ Bi, j, it is easy to see that |x − y| ∼ |x − xi, j| and
|ξ| ≥ |x− xi, j|−|xi, j−y| & |x− xi, j|. By this, (4.19), the fact that φ ∈ S(Rn) and the Ho¨lder inequality,
we conclude that, for any i ∈ Z ∩ [i0,∞), j ∈ N, t ∈ (0,∞) and x ∈ (2Bi, j)∁,
|ai, j ∗ φt(x)| .
∫
Bi, j
|ai, j(y)|
|y − xi, j|d+1
|x − xi, j|n+d+1
dy(4.20)
.
(ri, j)
d+1
|x − xi, j|n+d+1
∫
Bi, j
|ai, j(y)|q dy
1/q |Bi, j|1/q′ . ∥∥∥1Bi, j∥∥∥−1X
(
ri, j
|x − xi, j|
)n+d+1
,
which implies that, for any x ∈ (2Bi, j)∁,
(4.21) M0N(ai, j)(x) .
∥∥∥1Bi, j∥∥∥−1X [M(1Bi, j )(x)] n+d+1n .
Observe that d ≥ ⌊n( 1
p
− 1)⌋ implies that p ∈ ( n
n+d+1
, 1]. Let r1 ∈ (0, nn+d+1 ) ⊂ (0, p), q1 ∈
( n
(n+d+1)r1
, 1
r1
) ⊂ (1,∞) and a ∈ (0, 1 − 1
q1
). From the Ho¨lder inequality, it follows that
i0−1∑
i=−∞
∑
j∈N
λi, jM
0
N(ai, j)1(2Bi, j)∁ ≤
2i0a
(2aq
′
1 − 1)1/q′1

i0−1∑
i=−∞
2−iaq1
∑
j∈N
λi, jM
0
N(ai, j)1(2Bi, j)∁

q1

1/q1
,
where q′
1
:= q1/(q1 − 1). By this, Definition 2.3(ii), (4.21), the definition of λi, j and the assumption
that X1/r1 is a ball Banach function space, we conclude that
I1,2 .
∥∥∥∥∥∥∥1{x∈Rn: 2i0a
(2
aq′
1−1)1/q
′
1
{∑i0−1
i=−∞ 2
−iaq1 [
∑
j∈N λi, jM0N (ai, j)(x)1(2Bi, j )∁
(x)]q1 }1/q1>2i0−2}
∥∥∥∥∥∥∥
X
. 2−i0q1(1−a)
∥∥∥∥∥∥∥∥
i0−1∑
i=−∞
2−iaq1
∑
j∈N
λi, jM
0
N(ai, j)1(2Bi, j)∁

q1
∥∥∥∥∥∥∥∥
X
. 2−i0q1(1−a)

i0−1∑
i=−∞
2(1−a)iq1r1
∥∥∥∥∥∥∥∥
∑
j∈N
[
M(1Bi, j )
] (n+d+1)q1r1
n
∥∥∥∥∥∥∥∥
X
1
r1

1
r1
.
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It is easy to see that
(n+d+1)q1r1
n
∈ (1,∞), n
(n+d+1)q1
∈ (0, r1) ⊂ (0, p) and (1 − a)q1 ∈ (1,∞). Then,
from Definition 2.7(i), (2.12) and
∑
j∈N 1cBi, j ≤ A, we further deduce that
I1,2 . 2
−i0q1(1−a)

i0−1∑
i=−∞
2(1−a)iq1r1
∥∥∥∥∥∥∥∥∥

∑
j∈N
[
M(1Bi, j )
] (n+d+1)q1r1
n

n
(n+d+1)q1r1
∥∥∥∥∥∥∥∥∥
(n+d+1)q1r1
n
X
(n+d+1)q1
n

1
r1
. 2−i0q1(1−a)

i0−1∑
i=−∞
2(1−a)iq1r1
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
1
r1

1
r1
. 2−i0q1(1−a)

i0−1∑
i=0
2[(1−a)q1−1]ir12ir1
∥∥∥∥∥∥∥∥∥
∑
j∈N
1cBi, j

1
r1
∥∥∥∥∥∥∥∥∥
r1
X

1
r1
. α−1 sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
,
which implies that
(4.22) αI1,2 . sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
.
By this, (4.17) and (4.18), we find that
(4.23) αI1 . sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
.
Next we deal with I2. Let r2 ∈ (0, p). Then, by (2.12), Definition 2.7(i), the assumption that
X1/r2 is a ball Banach function space and
∑
j∈N 1cBi, j ≤ A, we conclude that
I2 .
∥∥∥∥1Ai0 ∥∥∥∥X .
∥∥∥∥∥∥∥∥
∞∑
i=i0
∑
j∈N
12Bi, j
∥∥∥∥∥∥∥∥
X
.
∥∥∥∥∥∥∥∥
∞∑
i=i0
∑
j∈N
1cBi, j
∥∥∥∥∥∥∥∥
X
∼
∥∥∥∥∥∥∥∥

∞∑
i=i0
∑
j∈N
1cBi, j

r2
∥∥∥∥∥∥∥∥
1
r2
X
1
r2
.

∞∑
i=i0
∥∥∥∥∥∥∥∥
∑
j∈N
1cBi, j
∥∥∥∥∥∥∥∥
X
1
r2

1
r2
.

∞∑
i=i0
∥∥∥∥∥∥∥∥
∑
j∈N
1cBi, j
∥∥∥∥∥∥∥∥
r2
X

1
r2
.

∞∑
i=i0
2−ir2
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X

r2

1
r2
. sup
i∈N
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X

∞∑
i=i0
2−ir2

1
r2
. α−1 sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
,
which implies that
(4.24) αI2 . sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
.
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It remains to estimate I3. Recall that p ∈ ( nn+d+1 , 1] and hence there exists r3 ∈ ( np(n+d+1) , 1).
By Definitions 2.3(ii) and 2.7(i), the assumption that X
(n+d+1)r3
n is a ball Banach function space and
(4.21), we conclude that
I3 .
∥∥∥∥∥1{x∈(Ai0 )∁: ∑∞i=i0 ∑ j∈N λi, jM0N (ai, j)(x)> α2 }
∥∥∥∥∥
X
. α−r3
∥∥∥∥∥∥∥∥
∞∑
i=i0
∑
j∈N
[
λi, jM
0
N(ai, j)
]r3
1(Ai0 )
∁
∥∥∥∥∥∥∥∥
X
∼ α−r3
∥∥∥∥∥∥∥∥∥

∞∑
i=i0
∑
j∈N
[
λi, jM
0
N(ai, j)
]r3
1(Ai0 )
∁

n
(n+d+1)r3
∥∥∥∥∥∥∥∥∥
(n+d+1)r3
n
X
(n+d+1)r3
n
. α−r3

∞∑
i=i0
∥∥∥∥∥∥∥∥∥

∑
j∈N
[
λi, jM
0
N(ai, j)
]r3
1(Ai0 )
∁

n
(n+d+1)r3
∥∥∥∥∥∥∥∥∥
X
(n+d+1)r3
n

(n+d+1)r3
n
. α−r3

∞∑
i=i0
2
in
(n+d+1)
∥∥∥∥∥∥∥∥
∑
j∈N
[
M(1Bi, j )
] (n+d+1)r3
n
∥∥∥∥∥∥∥∥
n
(n+d+1)r3
X

(n+d+1)r3
n
.
Since n
(n+d+1)r3
∈ (0, p) ⊂ (0, 1), from Definition 2.7(i) and Assumption 2.15, it follows that
I3 . α
−r3

∞∑
i=i0
2
in
(n+d+1)
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
n
(n+d+1)r3
X

(n+d+1)r3
n
. α−r3 sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X

∞∑
i=i0
2
in(r3−1)
(n+d+1)r3

(n+d+1)r3
n
. α−1 sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
,
namely,
(4.25) αI3 . sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
.
By (4.16), (4.23), (4.24) and (4.25), we conclude that
‖ f ‖WHX(Rn) = sup
α∈(0,∞)
{
α
∥∥∥∥1{x∈Rn : M0
N
( f )(x)>α}
∥∥∥∥
X
}
. sup
α∈(0,∞)
α(I1 + I2 + I3) . sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
,
which completes the proof of Theorem 4.7. 
5 Molecular characterizations
In this section, we establish the molecular characterization of WHX(R
n). We begin with recall-
ing the notion of molecules (see [63, Definition 3.8]).
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Definition 5.1. Let X be a ball quasi-Banach function space, ǫ ∈ (0,∞), q ∈ [1,∞] and d ∈ Z+. A
measurable function m is called an (X, q, d, ǫ)-molecule associated with some ball B ⊂ Rn if
(i) for any j ∈ N, ‖m‖Lq(S j(B)) ≤ 2− jǫ |S j(B)|
1
q ‖1B‖−1X , where S 0 := B and, for any j ∈ N,
S j(B) := (2
jB) \ (2 j−1B);
(ii)
∫
Rn
m(x)xβ dx = 0 for any β ∈ Zn+ with |β| ≤ d.
Theorem 5.2. Let X and p be the same as in Theorem 4.2. Let d ≥ ⌊n(1/p − 1)⌋ be a fixed
nonnegative integer, ǫ ∈ (n + d + 1,∞) and f ∈ WHX(Rn). Then f can be decomposed into
f =
∑
i∈Z
∑
j∈N
λi, jmi, j in S′(Rn),
where {mi, j}i∈Z, j∈N is a sequence of (X, ∞, d, ǫ)-molecules associated, respectively, with balls
{Bi, j}i∈Z, j∈N and {λi, j}i∈Z, j∈N := {A˜2i‖1Bi, j‖X}i,∈Z, j∈N with A˜ being a positive constant independent
of f , i and j, and there exist positive constants A and c such that, for any i ∈ Z, ∑ j∈N 1cBi, j ≤ A.
Moreover,
sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖X
∥∥∥∥∥∥∥∥
X
. ‖ f ‖WX ,
where the implicit positive constant is independent of f .
Proof. Observe that every (X, ∞, d)-atom is also an (X, ∞, d, ǫ)-molecule. Thus, Theorem 5.2 is
a direct corollary of Theorem 4.2, which completes the proof of Theorem 5.2. 
Theorem 5.3. Let X be a ball quasi-Banach function space satisfying Assumption 2.15 for some
p− ∈ (0,∞). Assume that, for any given r ∈ (0, p) with p as in (2.11), X1/r is a ball Banach
function space and assume that there exist p+ ∈ [p−,∞) such that, for any given r ∈ (0, p) and
p ∈ (p+,∞), and any f ∈ (X1/r)′,∥∥∥M((p/r)′)( f )∥∥∥
(X1/r)′ ≤ C ‖ f ‖(X1/r)′ ,
where the positive constant C is independent of f . Let d ∈ Z+ with d ≥ ⌊n(1/p − 1)⌋. Let
q ∈ (max{p+, 1},∞], ǫ ∈ (n + d + 1,∞), A, A˜ ∈ (0,∞) and c ∈ (0, 1], and let {mi, j}i∈Z, j∈N be a
sequence of (X, q, d, ǫ)-molecules associated, respectively, with balls {Bi, j}i∈Z, j∈N satisfying that∑
j∈N 1cBi, j ≤ A for any i ∈ Z, {λi, j}i∈Z, j∈N := {A˜2i‖1Bi, j‖X}i∈Z, j∈N,
sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖X
∥∥∥∥∥∥∥∥
X
< ∞
and the series f :=
∑
i∈Z
∑
j∈N λi, jmi, j converges in S′(Rn). Then f ∈ WHX(Rn) and
‖ f ‖WHX (Rn) . sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖X
∥∥∥∥∥∥∥∥
X
,
where the implicit positive constant is independent of f .
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Proof. Let m be any given (X, q, d, ǫ)-molecule associated with some ball B := B(xB, rB), where
xB ∈ Rn and rB ∈ (0,∞). Without loss of generality, wemay assume that the center of the ball is the
origin. Then we claim that m is an infinite linear combination of (X, q, d)-atoms both pointwisely
and in S′(Rn).
To show this, for any k ∈ Z+, let mk := m1S k(B) with S k(B) as in Definition 5.1(i), and Pk be the
linear vector space generated by the set {xγ1S k(B)}|γ|≤d of “polynomial”. For any given k ∈ Z+, we
know that there exists a unique polynomial Pk ∈ Pk such that, for any multi-index β with |β| ≤ d,
(5.1)
∫
Rn
xβ [mk(x) − Pk(x)] dx = 0,
where Pk is defined by setting
(5.2) Pk :=
∑
β∈Zn+,|β|≤d
[
1
|S k(B)|
∫
Rn
yβmk(y) dy
]
Qβ,k
and, for any β ∈ Zn+ and |β| ≤ d, Qβ,k is the unique polynomial in Pk(Rn) satisfying that, for any
multi-indices β and γ with |β| ≤ d and |γ| ≤ d,
(5.3)
∫
Rn
xγQβ,k(x) dx = |S k(B)|δγ,β,
where δγ,β denotes the Kronecker delta, namely, when γ = β, δγ,β := 1 and, when γ , β, δγ,β := 0
(see, for instance, [68, p. 77]).
Using the polynomials {Pk}∞k=0, we decompose
m =
∞∑
k=0
mk =
∞∑
k=0
(mk − Pk) +
∞∑
k=0
Pk
pointwisely. First we show that
∑∞
k=0(mk − Pk) can be divided into an infinite linear combination
of (X, q, d)-atoms. For any k ∈ Z+, obviously, supp (mk − Pk) ⊂ S k(B) and it was proved in [68,
p. 83] that
sup
x∈S k(B)
|Pk(x)| . 1|S k(B)|
‖mk‖L1(Rn),
which, together the Ho¨lder inequality and Definition 5.1(i), implies that
(5.4) ‖mk − Pk‖Lq(Rn) ≤ ‖mk‖Lq(S k(B)) + ‖Pk‖Lq(S k(B)) ≤ C˜ ‖m‖Lq(S k(B)) ≤ C˜2−kǫ
∣∣∣2kB∣∣∣ 1q ‖1B‖−1X ,
where C˜ is a positive constant independent of m, B and k.
For any k ∈ Z+, let
ak :=
2kǫ‖1B‖X(mk − Pk)
C˜‖12kB‖X
and µk := C˜2
−kǫ ‖12kB‖X
‖1B‖X
.
By (5.4) and (5.1), it is easy to show that, for any k ∈ Z+, ak is an (X, q, d)-atom. Therefore,
(5.5)
∞∑
k=0
(mk − Pk) =
∞∑
k=0
µkak
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pointwisely is an infinite linear combination of (X, q, d)-atoms.
Now we prove that
∑∞
k=0 Pk can also be pointwisely divided into an infinite linear combination
of (X, q, d)-atoms. For any j ∈ Z+ and ℓ ∈ Zn+, let
N
j
ℓ
:=
∞∑
k= j
∫
S k(B)
mk(x)x
ℓ dx.
Then, for any ℓ ∈ Zn+ with |ℓ| ≤ d, by Definition 5.1(ii), we have
(5.6) N0ℓ =
∞∑
k=0
∫
S k(B)
mk(x)x
ℓ dx =
∫
Rn
m(x)xℓ dx = 0.
Therefore, from the Ho¨lder inequality and the assumption that ǫ ∈ (n + d + 1,∞), combined with
Definition 5.1(i), we deduce that, for any j ∈ Z+ and ℓ ∈ Zn+ with |ℓ| ≤ d,
|N j
ℓ
| ≤
∞∑
k= j
∫
S k(B)
∣∣∣mk(x)xℓ∣∣∣ dx ≤ ∞∑
k= j
(
2krB
)|ℓ| ∣∣∣2kB∣∣∣1/q′ ‖m‖Lq(S k(B))(5.7)
.
∞∑
k= j
2−k(ǫ−n−|ℓ|) |B|1+|ℓ|/n‖1B‖−1X . 2− j(ǫ−n−|ℓ|) |B|1+|ℓ|/n‖1B‖−1X .
Furthermore, by the proof in [68, p. 77], we know that, for any j ∈ Z+, β ∈ Zn+ with |β| ≤ d,
|Qβ, j| ≤ (2 jrB)−|β|, which, together with (5.7), implies that, for any j ∈ Z+, ℓ ∈ Zn+ with |ℓ| ≤ d and
x ∈ Rn,
(5.8)
∣∣∣S j(B)∣∣∣−1 ∣∣∣∣N jℓQℓ, j(x)1S j(B)(x)∣∣∣∣ . 2− jǫ‖1B‖−1X .
Moreover, by (5.2), the definition of N
j
ℓ
and (5.6), we conclude that
∞∑
k=0
Pk =
∑
ℓ∈Zn+,|ℓ|≤d
∞∑
k=0
|S k(B)|−1 Qℓ,k
∫
Rn
mk(x)x
ℓ dx(5.9)
=
∑
ℓ∈Zn+,|ℓ|≤d
∞∑
k=0
Nk+1ℓ
[
|S k+1(B)|−1 Qℓ,k+11S k+1(B) − |S k(B)|−1 Qℓ,k1S k(B)
]
=:
∑
ℓ∈Zn+,|ℓ|≤d
∞∑
k=0
bkℓ
pointwisely. From this, (5.8) and (5.3), it follows that there exists a positive constant C0 such that,
for any k ∈ Z+ and ℓ ∈ Zn+ with |ℓ| ≤ d,
(5.10)
∥∥∥bkℓ∥∥∥L∞(Rn) ≤ C02−kǫ ‖1B‖−1X and supp bkℓ ⊂ 2k+1B;
moreover, for any γ ∈ Zn+ with |γ| ≤ d,
∫
Rn
bk
ℓ
(x)xγ dx = 0. For any k ∈ Z+ and ℓ ∈ Zn+ with |ℓ| ≤ d,
let
µkℓ := 2
−kǫ ‖12k+1B‖X
‖1B‖X
and akℓ := 2
kǫbkℓ
‖1B‖X
‖12k+1B‖X
.
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By (5.3) and the definitions of bk
ℓ
and ak
ℓ
, we find that, for any γ ∈ Zn+ with |γ| ≤ d,
∫
Rn
ak
ℓ
(x)xγ dx =
0. Obviously, supp (ak
ℓ
) ⊂ 2k+1B. Thus, ak
ℓ
is an (X, ∞, d)-atom and hence an (X, q, d)-atom up
to a positive constant multiple. Moreover, we find that
(5.11)
∞∑
k=0
Pk =
∑
ℓ∈Zn+,|ℓ|≤d
∞∑
k=0
µkℓa
k
ℓ
pointwisely forms an infinite linear combination of (X, q, d)-atoms.
Combining (5.5) and (5.11), we obtain
(5.12) m =
∞∑
k=0
mk =
∞∑
k=0
(mk − Pk) +
∞∑
k=0
Pk =
∞∑
k=0
µkak +
∑
ℓ∈Zn+,|ℓ|≤d
∞∑
k=0
µkℓa
k
ℓ pointwisely,
which shows that any (X, q, d, ǫ)-molecule is an infinite linear combination of (X, q, d)-atoms
both pointwisely and in S′(Rn). Therefore, we have proved the above claim.
To show f ∈ WHX(Rn), it suffices to prove that, for any α ∈ (0,∞),
(5.13) α
∥∥∥∥1{x∈Rn: M0
N
( f )(x)>α}
∥∥∥∥
X
. sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖X
∥∥∥∥∥∥∥∥
X
,
where the implicit positive constant is independent of f and α.
For any given α ∈ (0,∞), we know that there exists an i0 ∈ Z such that 2i0 ≤ α < 2i0+1. Then
we decompose f into
f =
i0−1∑
i=−∞
∑
j∈N
λi, jmi, j +
∞∑
i=i0
∑
j∈N
λi, jmi, j =: f1 + f2.
By the fact that 1{x∈Rn : M0
N
( f )(x)>α} ≤ 1{x∈Rn: M0
N
( f1)(x)>α/2}+1{x∈Rn: M0N ( f2)(x)>α/2} and Definition 2.3(ii),
we have
(5.14)
∥∥∥∥1{x∈Rn: M0
N
( f )(x)>α}
∥∥∥∥
X
.
∥∥∥∥1{x∈Rn: M0
N
( f1)(x)>α/2}
∥∥∥∥
X
+
∥∥∥∥1{x∈Rn : M0
N
( f2)(x)>α/2}
∥∥∥∥
X
=: I1 + I2.
To deal with I1, we first need an estimate of M
0
N
(mi, j). By (5.4), (5.10) and (5.12), for any i ∈ Z
and j ∈ N, we have a sequence of multiples of (X, q, d)-atoms, {al
i, j
}l∈Z+ , supported, respectively,
in balls {2l+1Bi, j}l∈Z+ such that
∥∥∥∥ali, j∥∥∥∥Lq(Rn) . 2
−lǫ |2l+1Bi, j|1/q
‖1Bi, j‖X
and mi, j =
∑
l∈Z+ a
l
i, j pointwisely in R
n. Then, for any i ∈ Z ∩ (−∞, i0 − 1] and j ∈ N,
(5.15) M0N(mi, j) ≤
∑
l∈Z+
M0N(a
l
i, j) =
∑
l∈Z+
∑
k∈Z+
M0N(a
l
i, j)1S k(2lBi, j) =:
∑
l∈Z+
∑
k∈Z+
Jl,k,
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where S k(2
lBi, j) := (2
k+lBi, j) \ (2k+l−1Bi, j). From this, we deduce that
I1 .
∥∥∥∥∥1{x∈Rn: ∑i0−1
i=−∞
∑
j∈N λi, jM0N (mi, j)(x)>
α
2
}
∥∥∥∥∥
X
(5.16)
.
∥∥∥∥∥1{x∈Rn: ∑i0−1
i=−∞
∑
j∈N
∑
l∈Z+
∑2
k=0 λi, jJl,k(x)>
α
2
}
∥∥∥∥∥
X
+
∥∥∥∥∥1{x∈Rn: ∑i0−1
i=−∞
∑
j∈N
∑
l∈Z+
∑∞
k=3 λi, jJl,k(x)>
α
2
}
∥∥∥∥∥
X
=: I1,1 + I1,2.
For I1,1, by a similar argument to that used in the estimation of (4.18), we obtain
(5.17) αI1,1 . sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖X
∥∥∥∥∥∥∥∥
X
.
For I1,2, we first estimate every term Jl,k. By an argument similar to that used in the estimation of
(4.20), we conclude that, for any i ∈ Z, j ∈ N, l ∈ Z+, k ∈ [3,∞) ∩ Z+ and x ∈ S k(2lBi, j),
Jl,k(x) .
∫
2l+1Bi, j
|y − xi, j|d+1
|x − xi, j|n+d+1
|ali, j(y)| dy1S k (2lBi, j)(x)(5.18)
.
(2l+1ri, j)
d+1
(2lri, j)n+d+1
‖ali, j‖Lq(Rn)|2l+1Bi, j|1/q
′
1S k(2lBi, j)(x)
.
2−l(n+ǫ)−k(n+d+1)
rn
i, j
‖1Bi, j‖X
|2l+1Bi, j|1S k(2lBi, j)(x) ∼
2−lǫ−k(n+d+1)
‖1Bi, j‖X
1S k(2lBi, j)(x).
Let r ∈ ( n
n+d+1
, p). By Definition 2.7(i), we have ‖1{x∈Rn : M0
N
( f2)(x)>α}‖X = ‖1{x∈Rn : M0N ( f2)(x)>α}‖
1/r
X1/r
.
This, together with Definition 2.3(ii), (5.15), (5.18), the assumption that X1/r is a ball Banach
function space, (2.12) and the fact that ǫ ∈ (n + d + 1,∞), implies that
αI1,2 . α
1−1/r
∥∥∥∥∥∥∥∥
i0−1∑
i=−∞
∑
j∈N
∑
l∈Z+
∞∑
k=3
2i2−lǫ2−k(n+d+1)1S k(2lBi, j)
∥∥∥∥∥∥∥∥
1/r
X1/r
. α1−1/r
∑
l∈Z+
∞∑
k=3
2−lǫ2−k(n+d+1)
i0−1∑
i=−∞
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1S k(2lBi, j)
∥∥∥∥∥∥∥∥
X1/r

1/r
. α1−1/r
∑
l∈Z+
∞∑
k=3
2−lǫ2−k(n+d+1)2
n(k+l)
r
i0−1∑
i=−∞
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X1/r

1/r
. α1−1/r sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X

i0−1∑
i=−∞
2i(1−r)

1/r
. sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
.
By this, (5.16) and (5.17), we conclude that
(5.19) αI1 . sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
.
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Next we turn to estimate I2. To this end, by (5.15) and Definition 2.3(ii), we know that
I2 .
∥∥∥∥∥1{x∈Rn: ∑∞i=i0 ∑ j∈N∑l∈Z+ ∑2k=0 λi, jJl,k(x)> α4 }
∥∥∥∥∥
X
+
∥∥∥∥1{x∈Rn: ∑∞i=i0 ∑ j∈N∑l∈Z+ ∑∞k=3 λi, jJl,k(x)> α4 }
∥∥∥∥
X
(5.20)
=: I2,1 + I2,2.
We first deal with I2,1. For any q˜ ∈ (0, 1), we have
∞∑
i=i0
∑
j∈N
∑
l∈Z+
2∑
k=0
λi, jM
0
N(ai, j)1S k(2lBi, j) ≤

∞∑
i=i0
∑
j∈N
∑
l∈Z+
2∑
k=0
[
λi, jM
0
N(ai, j)1S k(2lBi, j)
]q˜
1/q˜
.
Let r ∈ ( n
n+d+1
, p) and choose q˜ ∈ (0, 1) such that rq˜ > n
n+d+1
. By Definition 2.3(ii), λi, j :=
A˜2i‖1Bi, j‖X, and the assumption that X1/r is a ball Banach function space, we conclude that
I2,1 . 2
−i0 q˜
∥∥∥∥∥∥∥∥
∞∑
i=i0
∑
j∈N
∑
l∈Z+
2∑
k=0
[
λi, jM
0
N(ai, j)1S k(2lBi, j)
]q˜∥∥∥∥∥∥∥∥
X
∼ 2−i0 q˜
∥∥∥∥∥∥∥∥
∞∑
i=i0
2i˜q
∑
l∈Z+
2∑
k=0
∑
j∈N
[
‖1Bi, j‖XM0N(ai, j)1S k(2lBi, j)
]q˜∥∥∥∥∥∥∥∥
X
. 2−i0 q˜

∞∑
i=i0
2i˜q
∑
l∈Z+
2−lrǫq˜
2∑
k=0
∥∥∥∥∥∥∥∥
∑
j∈N
[
2lǫ‖1Bi, j‖XM0N(ai, j)1S k(2lBi, j)
]rq˜∥∥∥∥∥∥∥∥
X1/r

1/r
∼ 2−i0 q˜

∞∑
i=i0
2i˜q
∑
l∈Z+
2−lrǫq˜
2∑
k=0
∥∥∥∥∥∥∥∥∥

∑
j∈N
[
2lǫ‖1Bi, j‖XM0N(ai, j)1S k(2lBi, j)
]r0q˜
1/r
∥∥∥∥∥∥∥∥∥
r
X

1/r
.
Let p0 := q/q˜. Then p0 ∈ (p+,∞) and, from this and the boundedness ofM on Lq(Rn), we deduce
that, for any i ∈ Z, j ∈ N and k ∈ {0, 1, 2},∥∥∥∥∥[2lǫ ∥∥∥1Bi, j∥∥∥X M0N(ai, j)1S k(2lBi, j)]q˜
∥∥∥∥∥
Lp0 (Rn)
. 2lǫq˜
∥∥∥1Bi, j∥∥∥q˜X ∥∥∥M0N(ai, j)∥∥∥q˜Lq(Rn) . ∣∣∣1Bi, j ∣∣∣1/p0 .
By Lemma 4.8, (2.12), the fact that
∑
j∈N 1cBi, j ≤ A and q˜ ∈ (0, 1), we further conclude that
I2,1 . 2
−i0 q˜

∞∑
i=i0
2i˜q
∑
l∈Z+
2−lrǫq˜
∥∥∥∥∥∥∥∥∥

∑
j∈N
12l+1Bi, j

1/r
∥∥∥∥∥∥∥∥∥
r
X

1/r
. 2−i0 q˜

∞∑
i=i0
2i˜q
∑
l∈Z+
2−lrǫq˜2(l+1)n
∥∥∥∥∥∥∥∥∥

∑
j∈N
1cBi, j

1/r
∥∥∥∥∥∥∥∥∥
r
X

1/r
. 2−i0 q˜

∞∑
i=i0
2ir(˜q−1)

1/r
sup
i
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
. α−1 sup
i
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
,
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which implies that
(5.21) αI2,1 . sup
i
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
.
To estimate I2,2, for any a ∈ (0, 1), we also have
∞∑
i=i0
∑
j∈N
∑
l∈Z+
∞∑
k=3
λi, jJl,k ≤

∞∑
i=i0
∑
j∈N
∑
l∈Z+
∞∑
k=3
(
λi, jJl,k
)a
1/a
.(5.22)
Then, by Definition 2.3(ii), (5.22), (5.18) and λi, j := A˜2
i‖1Bi, j‖X , we know that
I2,2 ≤
∥∥∥∥∥1{x∈Rn: ∑∞i=i0 ∑ j∈N∑l∈Z+ ∑∞k=3[λi, jJl,k(x)]a>2i0a}
∥∥∥∥∥
X
. 2−i0a
∥∥∥∥∥∥∥∥
∞∑
i=i0
∑
j∈N
∑
l∈Z+
∞∑
k=3
(
λi, jJl,k
)a∥∥∥∥∥∥∥∥
X
. 2−i0a
∥∥∥∥∥∥∥∥
∞∑
i=i0
2ia
∑
l∈Z+
∞∑
k=3
2−laǫ2−ka(n+d+1)
∑
j∈N
1S k(2lBi, j)
∥∥∥∥∥∥∥∥
X
.
Let r ∈ ( n
n+d+1
, p). We choose a ∈ (0, 1) such that ar > n
n+d+1
. From Definition 2.7(i), the
assumption that X1/r is a ball Banach function space, (2.12), ar(n+d+1)−n > 0 and ε > n+d+1,
we further deduce that
I2,2 . 2
−i0a

∞∑
i=i0
2ira
∑
l∈Z+
∞∑
k=3
2−larǫ2−kar(n+d+1)
∥∥∥∥∥∥∥∥

∑
j∈N
1S k(2lBi, j)

r∥∥∥∥∥∥∥∥
X1/r

1
r
. 2−i0a

∞∑
i=i0
2ira

∑
l∈Z+
∞∑
k=3
2l(n−arǫ)2k[n−ar(n+d+1)]

∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
r
X

1
r
. 2−i0a

∞∑
i=i0
2ira
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
r
X

1
r
. 2−i0a

∞∑
i=i0
2−ir(1−a)

1
r
sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
. α−1 sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
,
which implies that
αI2,2 . sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
.
This, combined with (5.21) and (5.20), implies that
αI2 . sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
1Bi, j
∥∥∥∥∥∥∥∥
X
.
By this, (5.14) and (5.19), we know that (5.13) holds true and hence complete the proof of Theorem
5.3. 
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6 Boundedness of Caldero´n–Zygmund operators
In this section, as an application of the weak Hardy type space WHX(R
n), we establish the
boundedness of Caldero´n–Zygmund operators from the Hardy type space HX(R
n) to WHX(R
n).
We begin with recalling the notion of the Hardy type space HX(R
n) (see [63, Definition 2.22]).
Definition 6.1. Let X be a ball quasi-Banach function space. The Hardy space HX(R
n) associated
with X is defined to be the set of all f ∈ S′(Rn) such that
‖ f ‖HX(Rn) :=
∥∥∥M∗∗b ( f , ψ)∥∥∥X < ∞,
where M∗∗
b
( f , ψ) is as in Definition 3.1(iii) with b sufficiently large and ψ ∈ S(Rn) satisfying∫
Rn
ψ(x) dx , 0.
In what follows, we assume that the ball quasi-Banach function space X satisfies the following
assumption: For some θ, s ∈ (0, 1], there exists a positive constant C such that, for any { f j}∞j=1 ⊂
M (Rn),
(6.1)
∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
M(θ)( f j)
]s
1/s
∥∥∥∥∥∥∥∥∥
X
≤ C
∥∥∥∥∥∥∥∥∥

∞∑
j=1
| f j|s

1/s
∥∥∥∥∥∥∥∥∥
X
.
Let X be a ball quasi-Banach function space satisfying (6.1) for some θ, s ∈ (0, 1]. Let d ≥
⌊n(1/θ − 1)⌋ be a fixed integer and q ∈ (1,∞]. Assume that, for any f ∈ M (Rn),
(6.2)
∥∥∥M((q/s)′)( f )∥∥∥
(X1/s)′ . ‖ f ‖(X1/s)′ ,
where the implicit positive constant is independent of f . The atomic Hardy space H
X,q,d
atom (R
n) is
defined to be the set of all f ∈ S′(Rn) such that f = ∑ j∈N λ ja j in S′(Rn), where {λ j} j∈N is a
sequence of non-negative numbers and {a j} j∈N is a sequence of (X, q, d) atoms as in Definition 4.1,
and
‖ f ‖
H
X,q,d
atom (R
n)
:= inf

∥∥∥∥∥∥∥∥∥

∑
j∈N
[
λ j1B j
‖1B j‖X
]s
1
s
∥∥∥∥∥∥∥∥∥
X
 < ∞,
where the infimum is taken over all the decompositions of f as above.
The following atomic characterization of HX(R
n) comes from [63, Theorems 3.6 and 3.7].
Lemma 6.2. Let θ, s ∈ (0, 1], q ∈ (1,∞] and d ≥ ⌊n(1/θ − 1)⌋ be a fixed integer. Assume that X is
a ball quasi-Banach function space satisfying (6.1), (6.2) and that X1/s is a ball Banach function
space. Then HX(R
n) = H
X,q,d
atom (R
n) with equivalent quasi-norms.
Next, let us recall the notion of absolutely continuous quasi-norms; see, for instance, [63,
Definition 2.5].
Definition 6.3. For a ball quasi-Banach function space X, its quasi-norm ‖ · ‖X is called an ab-
solutely continuous quasi-norm if ‖1E j‖X ↓ 0 whenever {E j}∞j=1 is a sequence of measurable sets
satisfying E j ⊃ E j+1 for any j ∈ N and
⋂∞
j=1 E j = ∅.
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Remark 6.4. Let q and X be as in Lemma 6.2. Assume further that X has an absolutely continuous
quasi-norm. Then, by [63, Remark 3.12], we know that the subspace HX(R
n) ∩ Lq(Rn) is dense in
HX(R
n).
Recall that, for any given δ ∈ (0, 1], a linear operator T is called a convolutional δ-type
Caldero´n–Zygmund operator T (see, for instance, [5]) if T is a linear bounded operator on L2(Rn)
with kernel k ∈ S′(Rn) coinciding with a locally integrable function on Rn \ {~0n} and satisfying
that, for any x, y ∈ Rn with |x| > 2|y|,
|k(x − y) − k(x)| ≤ C |y|
δ
|x|n+δ
and, for any f ∈ L2(Rn), T f = p. v. k ∗ f .
The boundedness from HX(R
n) toWHX(R
n) of convolutional δ-type Caldero´n–Zygmund oper-
ators is stated as follows.
Theorem 6.5. Let θ, s, δ ∈ (0, 1] and q ∈ (1,∞). Assume that X is a ball quasi-Banach function
space having an absolutely continuous quasi-norm and satisfying (6.1), (6.2) and Assumption
2.17. Assume that X1/s is a ball Banach function space. Let T be a convolutional δ-type Caldero´n–
Zygmund operator. If there exists a positive constant C0 such that, for any α ∈ (0,∞) and any
sequence { f j} j∈N ⊂ M (Rn),
(6.3) α
∥∥∥∥∥1{x∈Rn : {∑ j∈N[M( f j)(x)] n+δn } nn+δ >α}
∥∥∥∥∥
X
n+δ
n
≤ C0
∥∥∥∥∥∥∥∥
∑
j∈N
| f j|
n+δ
n

n
n+δ
∥∥∥∥∥∥∥∥
X
n+δ
n
,
then T has a unique extension on HX(R
n) and, moreover, there exists a positive constant C such
that, for any f ∈ HX(Rn),
‖T f ‖WHX(Rn) ≤ C ‖ f ‖HX(Rn) .
Proof. Let θ, s and d be as in Lemma 6.2 and f ∈ HX(Rn) ∩ Lq(Rn). Then, by the proof of [63,
Theorem 3.7], we find that there exist a sequence of (X, q, d)-atoms, {a j} j∈N, supported, respec-
tively, in balls {B j} j∈N := {B(x j, r j) : x j ∈ Rn and r j ∈ (0,∞)} j∈N and a sequence {λ j} j∈N of
positive constants such that
(6.4) f =
∑
j∈N
λ ja j in L
q(Rn)
and ∥∥∥∥∥∥∥∥∥

∑
j∈N
[
λ j1B j
‖1B j‖X
]s
1
s
∥∥∥∥∥∥∥∥∥
X
. ‖ f ‖HX(Rn).
From the fact that T is bounded on Lq(Rn) (see, for instance, [21, Theorem 5.1]) and (6.4), we
deduce that
T ( f ) =
∑
j∈N
λ jT (a j)
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holds true in Lq(Rn), namely, T f for any f ∈ HX(Rn) ∩ Lq(Rn) is well defined. Let ψ ∈ S(Rn)
satisfy
∫
Rn
ψ(x) dx , 0. Then, to prove Theorem 6.5, by Assumption 2.17 and Theorem 3.2(ii), we
only need to show that, for any f ∈ HX(Rn),
(6.5) ‖M(T f , ψ)‖WX . ‖ f ‖HX(Rn),
where M(T f , ψ) is as in Definition 3.1(i) with f replaced by T f .
For any α ∈ (0,∞), by Lemma 2.10(iii) and Remark 2.9(i), we have
α
∥∥∥1{x∈Rn: M(T f ,ψ)(x)>α}∥∥∥X
≤ α
∥∥∥1{x∈Rn: ∑ j∈N λ jM(Ta j ,ψ)(x)>α}∥∥∥X
. α
∥∥∥∥1{x∈4B j: ∑ j∈N λ jM(Ta j,ψ)(x)> α2 }∥∥∥∥X + α
∥∥∥∥1{x∈(4B j)∁: ∑ j∈N λ jM(Ta j ,ψ)(x)> α2 }
∥∥∥∥
X
.
∥∥∥∥∥∥∥∥
∑
j∈N
λ jM(Ta j, ψ)14B j
∥∥∥∥∥∥∥∥
X
+ α
∥∥∥∥1{x∈(4B j)∁: ∑ j∈N λ jM(Ta j ,ψ)(x)> α2 }
∥∥∥∥
X
=: I + II.
We first estimate I. Observing that M(Ta j, ψ) .M(Ta j) and a j ∈ Lq(Rn), by the fact that T is
bounded on Lq(Rn) (see, for instance, [21, Theorem 5.1]) and the size condition of a j, we conclude
that ∥∥∥M(Ta j, ψ)∥∥∥Lq(Rn) . ∥∥∥M(Ta j)∥∥∥Lq(Rn) . ∥∥∥Ta j∥∥∥Lq(Rn) . ∥∥∥a j∥∥∥Lq(Rn) . |B j|1/q‖1B j‖X ,
which, combined with Lemma 4.8, (6.1) and [63, Theorem 3.6], implies that
I .
∥∥∥∥∥∥∥∥∥

∑
j∈N
[
λ j14B j
‖1B j‖X
]s
1
s
∥∥∥∥∥∥∥∥∥
X
.
∥∥∥∥∥∥∥∥∥

∑
j∈N
[
λ j1B j
‖1B j‖X
]s
1
s
∥∥∥∥∥∥∥∥∥
X
. ‖ f ‖HX (Rn).(6.6)
To deal with the term II, for any t ∈ (0,∞), let k(t) := k ∗ ψt with ψt(·) := t−nψ(·/t). By
[73, p. 2881], we know that k(t) satisfies the same conditions as k. From this, together with the
vanishing moments of a j, the Ho¨lder inequality and the size condition of a j, we deduce that, for
any x ∈ (4B j)∁,∣∣∣M(Ta j, ψ)(x)∣∣∣ = sup
t∈(0,∞)
|ψt ∗ (k ∗ a j)(x)| = sup
t∈(0,∞)
∣∣∣k(t) ∗ a j(x)∣∣∣
≤ sup
t∈(0,∞)
∫
Rn
∣∣∣k(t)(x − y) − k(t)(x − x j)∣∣∣ ∣∣∣a j(y)∣∣∣ dy
.
∫
B j
|y − x j|δ
|x − x j|n+δ
|a j(x)| dy .
rδ
j
|x − x j|n+δ
‖a j‖Lq(Rn)|B j|1/q′
.
rn+δ
j
|x − x j|n+δ
1
‖1B j‖X
.
[
M(1B j )(x)
] n+δ
n 1
‖1B j‖X
.
This shows that, for any x ∈ (4B j)∁,∣∣∣∣M(Ta j, ψ)(x)1(4B j)∁(x)∣∣∣∣ . [M(1B j )(x)] n+δn 1‖1B j‖X .
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Therefore, by this and (6.3), we find that
II . α
∥∥∥∥∥∥∥1{x∈Rn: ∑ j∈N λ j‖1Bj ‖X [M(1Bj )(x)] n+δn > α2 }
∥∥∥∥∥∥∥
X
(6.7)
.
α
2
∥∥∥∥∥∥∥1{x∈Rn: [∑ j∈N λ j‖1Bj ‖X {M(1Bj )(x)} n+δn ] nn+δ >( α2 ) nn+δ }
∥∥∥∥∥∥∥
n+δ
n
X
n+δ
n
.
∥∥∥∥∥∥∥∥
∑
j∈N
λ j1B j
‖1B j‖X

n
n+δ
∥∥∥∥∥∥∥∥
n+δ
n
X
n+δ
n
.
∥∥∥∥∥∥∥∥∥

∑
j∈N
[
λ j1B j
‖1B j‖X
]s
1
s
∥∥∥∥∥∥∥∥∥
X
. ‖ f ‖HX (Rn).
Finally, combining (6.6) and (6.7), we conclude that, for any α ∈ (0,∞),
α
∥∥∥1{x∈Rn: M(T f ,ψ)(x)>α}∥∥∥X . ‖ f ‖HX(Rn),
namely, (6.5) holds true. This, together with Remark 6.4 and a dense argument, then finishes the
proof of Theorem 6.5. 
Recall that, for any given γ ∈ (0,∞), a linear operator T is called a non-convolutional γ-order
Caldero´n–Zygmund operator if T is bounded on L2(Rn) and its kernel
k : (Rn × Rn) \ {(x, x) : x ∈ Rn} → C
satisfies that there exists a positive constant C such that, for any α ∈ Zn+ with |α| ≤ ⌈γ⌉ − 1 and
x, y, z ∈ Rn with |x − y| ≥ 2|y − z|,
(6.8)
∣∣∣∂αxk(x, y) − ∂αxk(x, z)∣∣∣ ≤ C |y − z|γ−⌈γ⌉+1|x − y|n+γ
and, for any f ∈ L2(Rn) having compact support and x < supp f ,
T ( f )(x) =
∫
supp f
k(x, y) f (y) dy.
Here and hereafter, for any β ∈ (0,∞), the symbol ⌈β⌉ denotes the minimal integer not less than β.
For any given m ∈ N, an operator T is said to have the vanishing moments up to order m if,
for any a ∈ L2(Rn) having compact support and satisfying that, for any β ∈ Zn+ with |β| ≤ m,∫
Rn
a(x)xβ dx = 0, it holds true that
∫
Rn
xβT (a)(x) dx = 0.
We now have the boundedness of non-convolutional γ-order Caldero´n–Zygmund operators
from HX(R
n) toWHX(R
n) as follows.
Theorem 6.6. Let θ, s, δ ∈ (0, 1]. Assume that X is a ball quasi-Banach function space having
an absolutely continuous quasi-norm and satisfying (6.1), (6.2) with q = 2 and Assumption 2.17.
Assume that X1/s is a ball Banach function space. Let γ ∈ (0,∞) and T be a non-convolutional
γ-order Caldero´n–Zygmund operator having the vanishing moments up to order ⌈γ⌉ − 1 satisfying
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⌈γ⌉ − 1 ≤ n(1/θ − 1). If there exists a positive constant C0 such that, for any α ∈ (0,∞) and any
sequence { f j} j∈N ⊂ M (Rn),
(6.9) α
∥∥∥∥∥1{x∈Rn: {∑ j∈N[M( f j)(x)] n+γn } nn+γ >α}
∥∥∥∥∥
X
n+γ
n
≤ C0
∥∥∥∥∥∥∥∥
∑
j∈N
| f j|
n+γ
n

n
n+γ
∥∥∥∥∥∥∥∥
X
n+γ
n
,
then T has a unique extension on HX(R
n) and, moreover, there exists a positive constant C such
that, for any f ∈ HX(Rn),
‖T f ‖WHX(Rn) ≤ C ‖ f ‖HX(Rn) .
Remark 6.7. (i) Recall that, for any given δ ∈ (0, 1], a linear operator T is called a non-
convolutional δ-type Caldero´n–Zygmund operator T if T is a linear bounded operator on
L2(Rn) and there exist a kernel k on (Rn × Rn) \ {(x, x) : x ∈ Rn} and a positive constant C
such that, for any x, y, z ∈ Rn with |x − y| > 2|y − z|,
|k(x, y) − k(x, z)| ≤ C |y − z|
δ
|x − y|n+δ
and, for any f ∈ L2(Rn) having compact support and x < supp f ,
T ( f )(x) =
∫
supp f
k(x, y) f (y) dy.
Observe that, when γ := δ ∈ (0, 1], the operator T in Theorem 6.6 coincides with a non-
convolutional δ-type Caldero´n–Zygmund operator. Therefore, the operators in Theorem 6.6
include non-convolutional δ-type Caldero´n–Zygmund operators as special cases. By this,
we know that the critical index of non-convolutional δ-type Caldero´n–Zygmund operators
is n
n+δ (see Remark 7.19 for more details).
(ii) Theorems 6.5 and 6.6 obtain the boundedness of convolutional δ-type and non-convolutional
γ-order Caldero´n-Zygmund operators from HX(R
n) to WHX(R
n). Since, for any q ∈ (2,∞),
the boundedness of non-convolutional γ-order Caldero´n-Zygmund operators on Lq(Rn) can
not be guaranteed by our assumptions on T , Assumption (6.2) for some q ∈ (1,∞) in Theo-
rem 6.5 is weaker than (6.2) with q = 2 in Theorem 6.6.
Proof of Theorem 6.6. By an argument similar to that used in the proof of Theorem 6.5, to show
Theorem 6.6, it suffices to prove that, for any α ∈ (0,∞) and f ∈ HX(Rn) ∩ L2(Rn),
(6.10) α
∥∥∥∥∥1{x∈Rn: ∑ j∈N λ jM(Ta j ,ψ)(x)1(4Bj )∁ (x)> α2 }
∥∥∥∥∥
X
. ‖ f ‖HX (Rn),
where, for any j ∈ N, λ j, a j and B j are the same as in the proof of Theorem 6.5.
For any given j ∈ N, we first estimate M(Ta j, ψ), which is as in Definition 3.1(i) with f
replaced by Ta j. By the vanishing moments of T and the fact that ⌈γ⌉ − 1 ≤ n(1/θ − 1) implies
that ⌈γ⌉ − 1 ≤ d, we know that, for any j ∈ N, t ∈ (0,∞) and x ∈ (4B j)∁,
∣∣∣ψt ∗ T (a j)(x)∣∣∣ ≤ 1
tn
∫
Rn
∣∣∣∣∣∣∣∣ψ
(
x − y
t
)
−
∑
|β|≤⌈γ⌉−1
∂βψ(
x−x j
t
)
β!
(y − x j
t
)β∣∣∣∣∣∣∣∣ |T (a j)(y)| dy(6.11)
42 Yangyang Zhang, SongbaiWang, Dachun Yang andWen Yuan
=
1
tn
∫
|y−x j |<2r j
+
∫
2r j≤|y−x j |<
|x−x j |
2
+
∫
|y−x j |≥
|x−x j |
2

×
∣∣∣∣∣∣∣∣ψ
(
x − y
t
)
−
∑
|β|≤⌈γ⌉−1
∂βψ(
x−x j
t
)
β!
(y − x j
t
)β∣∣∣∣∣∣∣∣ |T (a j)(y)| dy =: I1 + I2 + I3.
For I1, the Taylor remainder theorem guarantees that, for any j ∈ N and y ∈ Rn with |y − x j| <
2r j, there exists ξ1(y) ∈ 2B j such that
I1 .
1
tn
∫
|y−x j |<2r j
∣∣∣∣∣∣∣∣
∑
|β|=⌈γ⌉
∂βψ
(
x − ξ1(y)
t
)∣∣∣∣∣∣∣∣
( |y − x j|
t
)⌈γ⌉
|Ta j(y)| dy,
which, together with the Ho¨lder inequality and the fact that T is bounded on L2(Rn), further implies
that, for any t ∈ (0,∞) and x ∈ (4B j)∁,
I1 .
1
tn
∫
|y−x j |<2r j
tn+⌈γ⌉
|x − x j|n+⌈γ⌉
|y − x j|⌈γ⌉
t⌈γ⌉
|Ta j(y)| dy(6.12)
.
r
⌈γ⌉
j
|x − x j|n+⌈γ⌉
‖Ta j‖L2(Rn)|B j|1/2 .
r
n+⌈γ⌉
j
|x − x j|n+⌈γ⌉
1
‖1B j‖X
.
For I2, from the Taylor remainder theorem, the vanishing moments of a j, ⌈γ⌉−1 ≤ ⌊n(1/θ−1)⌋ ≤
d, (6.8) and the Ho¨lder inequality, it follows that, for any z ∈ B j, there exists ξ2(z) ∈ B j such that,
for any t ∈ (0,∞) and x ∈ (4B j)∁,
I2 .
∫
2r j≤|y−x j |<
|x−x j |
2
|y − x j|⌈γ⌉
|x − x j|n+⌈γ⌉
(6.13)
×

∫
B j
∣∣∣a j(z)∣∣∣
∣∣∣∣∣∣∣∣k(y, z) −
∑
|β|≤⌈γ⌉−1
∂
β
yk(y, x j)
β!
(z − x j)β
∣∣∣∣∣∣∣∣ dz
 dy
∼ 1|x − x j|n+⌈γ⌉
∫
2r j≤|y−x j |<
|x−x j |
2
|y − x j|⌈γ⌉
×
∫
B j
∣∣∣a j(z)∣∣∣
∣∣∣∣∣∣∣∣
∑
|β|=⌈γ⌉−1
∂
β
yk(y, x j) − ∂βyk(y, ξ2(z))
β!
(z − x j)β
∣∣∣∣∣∣∣∣ dz dy
.
1
|x − x j|n+⌈γ⌉
∫
2r j≤|y−x j |<
|x−x j |
2
|y − x j|⌈γ⌉
∫
B j
∣∣∣a j(z)∣∣∣ |z − x j|γ|y − x j|n+γ dz dy
.
r
γ
j
|x − x j|n+⌈γ⌉
∫
2r j≤|y−x j |<
|x−x j |
2
1
|y − x j|n+γ−⌈γ⌉
dy‖a j‖L2(Rn)|B j|1/2 .
r
n+γ
j
|x − x j|n+γ
1
‖1B j‖X
.
For I3, by the vanishing moments of a j, ⌈γ⌉ − 1 ≤ ⌊n(1/θ − 1)⌋ ≤ d, (6.8) and the Ho¨lder
inequality, we know that, for any z ∈ B j, there exists ξ3(z) ∈ B j such that, for any t ∈ (0,∞) and
x ∈ (4B j)∁,
I3 ≤
∫
|y−x j |≥
|x−x j |
2
∣∣∣∣∣∣∣∣
1
tn
ψ
(
x − y
t
)
−
∑
|β|≤⌈γ⌉−1
∂βψ(
x−x j
t
)
β!
(y − x j
t
)β
∣∣∣∣∣∣∣∣(6.14)
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×

∫
B j
∣∣∣a j(z)∣∣∣
∣∣∣∣∣∣∣∣k (y, z) −
∑
|β|≤⌈γ⌉−1
∂
β
yk(y, x j)
β!
(
z − x j
)β∣∣∣∣∣∣∣∣ dz
 dy
.
∫
|y−x j |≥
|x−x j |
2
∣∣∣∣∣∣∣∣
1
tn
ψ
(
x − y
t
)
−
∑
|β|≤⌈γ⌉−1
∂βψ(
x−x j
t
)
β!
(y − x j
t
)β
∣∣∣∣∣∣∣∣
×
∫
B j
∣∣∣a j(z)∣∣∣
∣∣∣∣∣∣∣∣
∑
|β|=⌈γ⌉−1
∂
β
yk(y, x j) − ∂βyk(y, ξ3(z))
β!
(
z − x j
)β∣∣∣∣∣∣∣∣ dz dy
.
∫
|y−x j |≥
|x−x j |
2
|ψt (x − y) | +
∣∣∣∣∣∣∣∣
1
tn
∑
|β|≤⌈γ⌉−1
∂βψ(
x−x j
t
)
β!
(y − x j
t
)β∣∣∣∣∣∣∣∣

×
∫
B j
∣∣∣a j(z)∣∣∣ |z − x j|γ|y − x j|n+γ dz dy
.
∥∥∥a j∥∥∥L2(Rn) ∣∣∣B j∣∣∣1/2
 r
γ
j
|x − x j|n+γ
∫
|y−x j |≥
|x−x j |
2
|ψt(x − y)| dy
+
∑
|β|≤⌈γ⌉−1
r
γ
j
∫
|y−x j |≥
|x−x j |
2
1
|x − x j|n+|β|
1
|y − x j|n+γ−|β|
dy
 . r
n+γ
j
|x − x j|n+γ
1
‖1B j‖X
.
Combining (6.11), (6.12), (6.13) and (6.14), we obtain, for any x ∈ (4B j)∁,
∣∣∣M(Ta j, ψ)(x)∣∣∣ = sup
t∈(0,∞)
∣∣∣ψt ∗ Ta j(x)∣∣∣ . r
n+γ
j
|x − x j|n+γ
1
‖1B j‖X
.
[
M(1B j )(x)
] n+γ
n 1
‖1B j‖X
,
which implies that ∣∣∣∣M(Ta j, ψ)(x)1(4B j)∁(x)∣∣∣∣ . [M(1B j )(x)] n+γn 1‖1B j‖X .
Therefore, by (6.9) and an argument similar to that used in the estimation of (6.7), we conclude
that
α
∥∥∥∥1{x∈(4B j)∁: ∑ j∈N λ jM(Ta j ,ψ)(x)> α2 }
∥∥∥∥
X
.
α
2
∥∥∥∥∥∥∥1{x∈Rn: [∑ j∈N λ j‖1Bj ‖X {M(1Bj )(x)} n+γn ] nn+γ >( α2 ) nn+γ }
∥∥∥∥∥∥∥
n+γ
n
X
n+γ
n
.
∥∥∥∥∥∥∥∥∥
∑
j∈N
λ j1B j
‖1B j‖X

n+γ
n
∥∥∥∥∥∥∥∥∥
n+γ
n
X
n+γ
n
. ‖ f ‖HX (Rn).
This shows that (6.10) holds true and hence finishes the proof of Theorem 6.5. 
7 Applications
In this section, we apply all above results to three concrete examples of ball quasi-Banach
function spaces, namely, Morrey spaces, mixed-norm Lebesgue spaces and Orlicz-slice spaces,
respectively, in Subsections 7.1, 7.2 and 7.3.
44 Yangyang Zhang, SongbaiWang, Dachun Yang andWen Yuan
7.1 Morrey spaces
We begin with recalling the notion of Morrey spaces.
Definition 7.1. Let 0 < q ≤ p < ∞. The Morrey space Mpq (Rn) is defined to be the set of all
measurable functions f such that
‖ f ‖Mpq (Rn) := sup
B∈B
|B|1/p−1/q‖ f ‖Lq(B) < ∞,
where B is as in (2.2) (the set of all balls of Rn).
The space M
p
q (R
n) was introduced by Morrey [55]. Furthermore, the following Fefferman–
Stein vector-valued maximal inequalities for M
p
q (R
n) hold true (see, for instance, [16, 34]), which
shows that the Morrey space M
p
q (R
n) satisfies Assumption 2.15.
Lemma 7.2. Let 0 < q ≤ p < ∞. Assume that r ∈ (1,∞) and s ∈ (0, q). Then there exists a
positive constant C such that, for any { f j}∞j=1 ⊂ M (Rn),∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
M( f j)
]r
1/r
∥∥∥∥∥∥∥∥∥
[M
p
q (R
n)]1/s
≤ C
∥∥∥∥∥∥∥∥∥

∞∑
j=1
∣∣∣ f j∣∣∣r

1/r
∥∥∥∥∥∥∥∥∥
[M
p
q (R
n)]1/s
.
where [M
p
q (R
n)]1/s denotes the 1
s
-convexification of M
p
q (R
n) as in Definition 2.7(i) with X and p
replaced, respectively, by M
p
q (R
n) and 1/s.
Now we recall the notion of the weak Morrey space WM
p
q (R
n).
Definition 7.3. Let 0 < q ≤ p < ∞. The weak Morrey space WMpq (Rn) is defined to be the set of
all measurable functions f such that
‖ f ‖WMpq (Rn) := sup
α∈(0,∞)
{
α
∥∥∥1{x∈Rn: | f (x)|>α}∥∥∥Mpq (Rn)
}
< ∞.
Remark 7.4. Let 0 < q ≤ p < ∞. The weak Morrey space WMpq (Rn) is just the weak Morrey
spaceMq,∞u (Rn) in [35] with u(B) := |B|1/q−1/p for any B ∈ B, where B is as in (2.2).
The following Fefferman–Stein vector-valued maximal inequalities for WM
p
q (R
n) hold true
(see, for instance, [35, Theorem 3.2]), which shows that the Morrey space M
p
q (R
n) satisfies As-
sumption 2.17.
Lemma 7.5. Let 0 < q ≤ p < ∞. Assume that r ∈ (1,∞) and s ∈ (0, q). Then there exists a
positive constant C such that, for any { f j}∞j=1 ⊂ M (Rn),∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
M( f j)
]r
1/r
∥∥∥∥∥∥∥∥∥
[WM
p
q (R
n)]1/s
≤ C
∥∥∥∥∥∥∥∥∥

∞∑
j=1
∣∣∣ f j∣∣∣r

1/r
∥∥∥∥∥∥∥∥∥
[WM
p
q (R
n)]1/s
,
where [WM
p
q (R
n)]1/s denotes the 1
s
-convexification of WM
p
q (R
n) as in Definition 2.7(i) with X and
p replaced, respectively, by WM
p
q (R
n) and 1
s
.
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Similarly to [34, Lemma 5.7] and [64, Theorem 4.1], we can easily show the following conclu-
sion and we omit the details here.
Lemma 7.6. Let 0 < q ≤ p < ∞, r ∈ (0, q) and s ∈ (q,∞]. Then there exists a positive constant C
such that, for any f ∈ M (Rn),∥∥∥M((s/r)′)( f )∥∥∥
([M
p
q (R
n)]1/r)′ ≤ C ‖ f ‖([Mpq (Rn)]1/r)′ ,
where ([M
p
q (R
n)]1/r)′ is as in (2.5) with X := [Mpq (Rn)]1/r.
Now we introduce the notion of the weak Morrey Hardy space WHM
p
q (R
n).
Definition 7.7. Let 0 < q ≤ p < ∞. The weak Morrey Hardy space WHMpq (Rn) is defined to be
the set of all f ∈ S′(Rn) such that ‖ f ‖WHMpq (Rn) := ‖M0N( f )‖WMpq (Rn) < ∞, where M0N( f ) is as in
(2.14) with N sufficiently large.
Remark 7.8. Let 1 < q ≤ p < ∞. By Lemma 7.5, we conclude that, for any r ∈ (1, q),M in (2.8)
is bounded on (WM
p
q (R
n))1/r, which, combined with Theorem 3.4, implies that WHM
p
q (R
n) =
WM
p
q (R
n) with equivalent norms.
By Lemma 7.5 and Theorem 3.2(ii), we obtain the following maximal function characteriza-
tions of the weak Morrey Hardy space WHM
p
q (R
n).
Theorem 7.9. Let 0 < q ≤ p < ∞, and ψ ∈ S(Rn) satisfy
∫
Rn
ψ(x) dx , 0. Assume that b ∈
(n/q,∞) and N ≥ ⌊b + 1⌋. For any f ∈ S′(Rn), if one of the following quantities∥∥∥M0N( f )∥∥∥WMpq (Rn) , ‖M( f , ψ)‖WMpq (Rn) , ∥∥∥M∗a( f , ψ)∥∥∥WMpq (Rn) , ‖MN( f )‖WMpq (Rn) ,∥∥∥M∗∗b ( f , ψ)∥∥∥WMpq (Rn) , ∥∥∥M∗∗b, N( f )∥∥∥WMpq (Rn) and ‖N( f )‖WMpq (Rn)
is finite, then the others are also finite and mutually equivalent with the implicit positive equiva-
lence constants independent of f .
Remark 7.10. Let 0 < q ≤ p < ∞ and p = q. Then we know that Mpq (Rn) = Lq(Rn) and
WM
p
q (R
n)(Rn) = WHq(Rn), where WHq(Rn) denotes the classical weak Hardy space, and the
characterizations of WHq(Rn) in terms of all the maximal functions except for M∗∗
b
( f , ψ) and
M∗∗
N,b
( f ) in Theorems 7.9 were obtained in [47, Theorems 2.10 and 2.11] or [73, Theorem 3.7
and Corollary 3.8] as a special case. Moreover, in this case, Theorem 7.50 widens the range of
N ∈ (n
q
+ n + 1,∞) ∩ N in [73, Theorem 3.7 and Corollary 3.8] into N ∈ [⌊ n
q
+ 1⌋,∞) ∩ N.
Using Lemmas 7.2, 7.5 and 7.6 and Theorems 4.2 and 4.7, we immediately obtain the atomic
characterization of WHM
p
q (R
n) (see Theorem 7.11 below) and the molecular characterization of
WHM
p
q (R
n) (see Theorem 7.13 below) as follows.
Theorem 7.11. Let 0 < q ≤ p < ∞. Assume that r ∈ (max{1, q},∞) and d ∈ Z+ satisfying
d ≥ ⌊n( 1
min{1,q} − 1)⌋. Then f ∈ WHM
p
q (R
n) if and only if
f =
∑
i∈Z
∑
j∈N
λi, jai, j in S′(Rn) and sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖Mpq (Rn)
∥∥∥∥∥∥∥∥
M
p
q (R
n)
< ∞,
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where {ai, j}i∈Z, j∈N is a sequence of (Mpq (Rn), r, d)-atoms supported, respectively, in balls {Bi, j} i∈Z
j∈N
such that, for any i ∈ Z,∑ j∈N 1cBi, j ≤ A with c ∈ (0, 1] and A being a positive constant independent
of f and i, and, for any i ∈ Z and j ∈ N, λi, j := A˜2i‖1Bi, j‖Mpq (Rn) with A˜ being a positive constant
independent of f and i.
Moreover, for any f ∈ WHMpq (Rn),
‖ f ‖WHMpq (Rn) ∼ inf
supi∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖Mpq (Rn)
∥∥∥∥∥∥∥∥
M
p
q (R
n)
 ,
where the infimum is taken over all decompositions of f as above and the positive equivalence
constants are independent of f .
Remark 7.12. We should point out that, when q ∈ (0, 1] and r = ∞, Theorem 7.11 was obtained
by Ho [35, Theorems 4.2 and 4.3].
Theorem 7.13. Let p, q, r and d be the same as in Theorem 7.11, and ǫ ∈ (n + d + 1,∞). Then
f ∈ WHMpq (Rn) if and only if
f =
∑
i∈Z
∑
j∈N
λi, jmi, j in S′(Rn) and sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖Mpq (Rn)
∥∥∥∥∥∥∥∥
M
p
q (R
n)
< ∞,
where {mi, j}i∈Z, j∈N is a sequence of (Mpq (Rn), r, d, ǫ)-molecules associated, respectively, with balls
{Bi, j}i∈Z, j∈N such that, for any i ∈ Z,
∑
j∈N 1cBi, j ≤ A with c ∈ (0, 1] and A being a positive constant
independent of f and i, and, for any i ∈ Z and j ∈ N, λi, j := A˜2i‖1Bi, j‖Mpq (Rn) with A˜ being a
positive constant independent of f , i and j.
Moreover, for any f ∈ WHMpq (Rn),
‖ f ‖WHMpq (Rn) ∼ inf
supi∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖Mpq (Rn)
∥∥∥∥∥∥∥∥
M
p
q (R
n)
 ,
where the infimum is taken over all decompositions of f as above and the positive equivalence
constants are independent of f .
Remark 7.14. Let 0 < q ≤ p < ∞ and p = q. In this case, for any τ ∈ (0,∞), r ∈ [1,∞] and
d ∈ Z+, any (Mpq (Rn), r, d)-atom and any (Mpq (Rn), r, d, ǫ)-molecule just become, respectively, a
well-known classical atom (see, for instance, [51, Definition 1.1] or [66, p. 112]) and a well-known
classical molecule (see, for instance, [37, Definition 1.2] with X := Lq(Rn)). In this case, Theorem
7.11 was obtained by [47, Theorem 3.5] and [73, Theorem 4.4] as a special case; Theorem 7.13
was obtained by [47, Theorem 3.9] and [73, Theorem 5.3] as a special case.
Now, we recall the notion of Morrey Hardy space HM
q
p(R
n) as follows.
Definition 7.15. Let 0 < q ≤ p < ∞. The Morrey Hardy space HMpq (Rn) is defined to be the set
of all f ∈ S′(Rn) such that ‖ f ‖HMpq (Rn) := ‖M0N( f )‖Mpq (Rn) < ∞, where M0N( f ) is as in (2.14) with
N sufficiently large.
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To obtain the boundedness of Caldero´n–Zygmund operators from HM
p
q (R
n) to WHM
p
q (R
n),
we need the following vector-valued inequality of the Hardy–Littlewood maximal operator M in
(2.8) from M
p
1
(Rn) toWM
p
1
(Rn).
Proposition 7.16. Let p ∈ [1,∞) and r ∈ (1,∞). Then there exists a positive constant C such that,
for any { f j} j∈N ⊂ Mp1 (Rn),∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
M( f j)
]r
1
r
∥∥∥∥∥∥∥∥∥
WM
p
1
(Rn)
≤ C
∥∥∥∥∥∥∥∥∥

∞∑
j=1
| f j|r

1
r
∥∥∥∥∥∥∥∥∥
M
p
1
(Rn)
.
Proof. Let B := B(x0,R) ⊂ B with x0 ∈ Rn and R ∈ (0,∞), where B is as in (2.2) (the set of all
balls of Rn). For any given j ∈ N, we decompose f j into
f j = f
(0)
j
+
∞∑
k=1
f
(k)
j
,
where f
(0)
j
:= f j12B and, for any k ∈ N, f (k)j := f j12k+1B\2kB. From this and the Minkowski
inequality, we deduce that

∞∑
j=1
[
M( f j)
]r
1
r
≤

∞∑
j=1
[
M( f (0)
j
)
]r
1
r
+
∞∑
k=1

∞∑
j=1
[
M( f (k)
j
)
]r
1
r
.
For any given λ ∈ (0,∞), we find that∥∥∥∥∥1{x∈Rn: {∑∞j=1[M( f j)(x)]r } 1r >λ}
∥∥∥∥∥
L1(B)
≤
∥∥∥∥∥1{x∈Rn: {∑∞j=1[M( f (0)j )(x)]r } 1r >λ/2}
∥∥∥∥∥
L1(B)
+
∥∥∥∥∥1{x∈Rn: ∑∞k=1{∑∞j=1[M( f (k)j )(x)]r } 1r >λ/2}
∥∥∥∥∥
L1(B)
.
∥∥∥∥∥1{x∈Rn: {∑∞j=1[M( f (0)j )(x)]r } 1r >λ/2}
∥∥∥∥∥
L1(B)
+ λ−1
∥∥∥∥∥∥∥∥∥
∞∑
k=1

∞∑
j=1
[
M( f (k)
j
)
]r
1
r
∥∥∥∥∥∥∥∥∥
L1(B)
.
∥∥∥∥∥1{x∈Rn: {∑∞j=1[M( f (0)j )(x)]r } 1r >λ/2}
∥∥∥∥∥
L1(B)
+ λ−1
∞∑
k=1
∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
M( f (k)
j
)
]r
1
r
∥∥∥∥∥∥∥∥∥
L1(B)
=: I + II.
From the Fefferman–Stein vector-valued inequality (see [24, Theorem 1(2)]), it follows that
I . λ−1
∥∥∥∥∥∥∥∥∥

∞∑
j=1
∣∣∣∣ f (0)j ∣∣∣∣r

1
r
∥∥∥∥∥∥∥∥∥
L1(Rn)
∼ λ−1
∥∥∥∥∥∥∥∥∥

∞∑
j=1
∣∣∣ f j∣∣∣r

1
r
∥∥∥∥∥∥∥∥∥
L1(2B)
.
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For any given j, k ∈ N and x ∈ B, it is easy to find that
M( f (k)
j
)(x) = sup
t>0
1
|B(x, t)|
∫
B(x,t)
| f (k)
j
(y)| dy
∼ sup
t>2kR
1
|B(x, t)|
∫
B(x,t)
| f (k)
j
(y)| dy .
(
2kR
)−n ∫
Rn
| f (k)
j
(y)| dy.
From this and the Minkowski inequality, we deduce that, for any k ∈ N and x ∈ B,

∞∑
j=1
[
M( f (k)
j
)(x)
]r
1
r
.

∞∑
j=1
[(
2kR
)−n ∫
Rn
∣∣∣∣ f (k)j (x)∣∣∣∣ dx
]r
1
r
.
(
2kR
)−n ∫
Rn

∞∑
j=1
∣∣∣∣ f (k)j (x)∣∣∣∣r

1
r
dx .
(
2kR
)−n ∥∥∥∥∥∥∥∥∥

∞∑
j=1
∣∣∣ f j∣∣∣r

1
r
∥∥∥∥∥∥∥∥∥
L1(2k+1B)
,
which implies that
II . λ−1
∞∑
k=1
|B|
(
2kR
)−n ∥∥∥∥∥∥∥∥∥

∞∑
j=1
∣∣∣ f j∣∣∣r

1
r
∥∥∥∥∥∥∥∥∥
L1(2k+1B)
∼ λ−1
∞∑
k=1
2−kn
∥∥∥∥∥∥∥∥∥

∞∑
j=1
∣∣∣ f j∣∣∣r

1
r
∥∥∥∥∥∥∥∥∥
L1(2k+1B)
.
By the estimates of I and II, we conclude that
|B| 1p−1
∥∥∥∥∥1{x∈Rn: {∑∞j=1[M( f j)(x)]r } 1r >λ}
∥∥∥∥∥
L1(B)
. λ−1
∞∑
k=0
2
− kn
p |2k+1B| 1p−1
∥∥∥∥∥∥∥∥∥

∞∑
j=1
∣∣∣ f j∣∣∣r

1
r
∥∥∥∥∥∥∥∥∥
L1(2k+1B)
. λ−1
∞∑
k=0
2
− kn
p
∥∥∥∥∥∥∥∥∥

∞∑
j=1
∣∣∣ f j∣∣∣r

1
r
∥∥∥∥∥∥∥∥∥
M
p
1
(Rn)
∼ λ−1
∥∥∥∥∥∥∥∥∥

∞∑
j=1
∣∣∣ f j∣∣∣r

1
r
∥∥∥∥∥∥∥∥∥
M
p
1
(Rn)
.
This finishes the proof of Proposition 7.16. 
Applying Proposition 7.16, Lemmas 7.2 and 7.6, Theorems 6.5 and 6.6, we immediately obtain
the following boundedness from HM
p
q (R
n) toWHM
p
q (R
n) of both convolutional δ-type and γ-type
Caldero´n–Zygmund operators, respectively, as follows.
Theorem 7.17. Let q ∈ (0, 1] and p ∈ (0,∞) with q ≤ p, and δ ∈ (0, 1]. Let T be a convolutional
δ-type Caldero´n–Zygmund operator. If q ∈ [ n
n+δ , 1], then T has a unique extension on HM
p
q (R
n)
and, moreover, there exists a positive constant C such that, for any f ∈ HMpq (Rn),
‖T f ‖WHMpq (Rn) ≤ C‖ f ‖HMpq (Rn).
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Theorem 7.18. Let q ∈ (0, 1] and p ∈ (0,∞) with q ≤ p, and γ ∈ (0,∞). Let T be a γ-type
Caldero´n–Zygmund operator and have the vanishing moments up to order ⌈γ⌉ − 1. If ⌈γ⌉ − 1 ≤
n(1
q
− 1) ≤ γ, then T has a unique extension on HMpq (Rn) and, moreover, there exists a positive
constant C such that, for any f ∈ HMpq (Rn),
‖T f ‖WHMpq (Rn) ≤ C‖ f ‖HMpq (Rn).
Remark 7.19. Let 0 < q ≤ p < ∞ and p = q. In this case, we know that Mpq (Rn) = Lq(Rn)
and WM
p
q (R
n) = WLq(Rn). Thus, by Theorem 7.17, we recover that the convolutional δ-type
Caldero´n–Zygmund operator T is bounded from H
n
n+δ (Rn) to WH
n
n+δ (Rn), which is just [49, The-
orem 1] (see also [47, Theorem 5.2] and [73, Theorem 7.4]). Here, n
n+δ is called the critical index.
Also, by Theorem 7.18, we recover that any γ-order Caldero´n–Zygmund operator is bounded from
H
n
n+γ (Rn) to WH
n
n+γ (Rn), which is a special case of [73, Theorem 7.6]. Yan et al. [73] pointed out
that the critical index of γ-order Caldero´n–Zygmund operators is n
n+γ
.
7.2 Mixed-norm Lebesgue spaces
We begin with recalling the notion of mixed-norm Lebesgue spaces.
Definition 7.20. Let ~p := (p1, . . . , pn) ∈ (0,∞]n. The mixed-norm Lebesgue space L~p(Rn) is
defined to be the set of all measurable functions f such that
‖ f ‖L~p(Rn) :=

∫
R
· · ·
[∫
R
| f (x1, . . . , xn)|p1 dx1
] p2
p1 · · · dxn

1
pn
< ∞
with the usual modifications made when pi = ∞ for some i ∈ {1, . . . , n}.
The space L~p(Rn) was studied by Benedek and Panzone [11] in 1961, which can be traced back
to Ho¨rmander [36]. From the definition of ‖ · ‖L~p(Rn), it is easy to deduce that the mixed-norm
Lebesgue space L~p(Rn) is a ball quasi-Banach function space. Let ~p := (p1, . . . , pn) ∈ [1,∞]n.
Then, for any f ∈ L~p(Rn) and g ∈ L ~p′(Rn), it is easy to know that∫
Rn
| f (x)g(x)| dx ≤ ‖ f ‖L~p(Rn)‖g‖L ~p′ (Rn),
where ~p′ denotes the conjugate vector of ~p, namely, for any i ∈ {1, . . . , n}, 1/pi + 1/p′i = 1.
This implies that L~p(Rn) with ~p ∈ [1,∞]n is a ball Banach function space, which is not a Banach
function space (see the following remark).
Remark 7.21. It is worth pointing out that L~p(Rn) with ~p ∈ [1,∞]n may not be a Banach function
space. For instance, let ~p := (2, 1) and n := 2. In this case, L~p(Rn) = L(2,1)(R2). Let
E :=
⋃
m∈N
[m,m + 1/m] × [m,m + 1/√m].
Then it is easy to show that |E| < ∞, but
‖1E‖L(2,1)(R2) =
∫
R
[∫
R
1E(x1, x2) dx1
] 1
2
dx2 =
∑
m∈N
∫ m+1/√m
m
[∫ m+1/m
m
dx1
] 1
2
dx2 = ∞.
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Thus, L(2,1)(R2) does not satisfy Definition 2.1(iv), which means that L(2,1)(R2) is not a Banach
function space.
Furthermore, the following Fefferman–Stein vector-valued maximal inequalities for L~p(Rn)
hold true (see, for instance, [39, Lemma 3.7]), which shows that the mixed-norm Lebesgue
space L~p(Rn) satisfies Assumption 2.15. For any ~p := (p1, . . . , pn) ∈ (0,∞)n, we always let
p− := min{p1, . . . , pn} and p+ := max{p1, . . . , pn}.
Lemma 7.22. Let ~p ∈ (0,∞)n. Assume that r ∈ (1,∞) and s ∈ (0, p−). Then there exists a positive
constant C such that, for any { f j}∞j=1 ⊂ M (Rn),∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
M( f j)
]r
1/r
∥∥∥∥∥∥∥∥∥
[L~p(Rn)]1/s
≤ C
∥∥∥∥∥∥∥∥∥

∞∑
j=1
∣∣∣ f j∣∣∣r

1/r
∥∥∥∥∥∥∥∥∥
[L~p(Rn)]1/s
,
where [L~p(Rn)]1/s denotes the 1
s
-convexification of L~p(Rn) as in Definition 2.7(i) with X and p
replaced, respectively, by L~p(Rn) and 1/s.
Now we introduce the weak mixed-norm Lebesgue space WL~p(Rn).
Definition 7.23. Let ~p ∈ (0,∞)n. The weak mixed-norm Lebesgue space WL~p(Rn) is defined to
be the set of all measurable functions f such that
‖ f ‖WL~p(Rn) := sup
α∈(0,∞)
{
α
∥∥∥1{x∈Rn: | f (x)|>α}∥∥∥L~p(Rn)} < ∞.
Let T be an operator defined on M (Rn). Then T is called a sublinear operator if, for any
f , g ∈ M (Rn) and any λ ∈ C,
|T ( f + g)| ≤ |T ( f )| + |T (g)| and |T (λ f )| = |λ||T ( f )|.
The interpolation theorem of operators on the mixed-norm Lebesgue space L~p(Rn) is stated as
follows.
Theorem 7.24. Let ~p ∈ (1,∞)n. Let r1 ∈ ( 1p− , 1) and r2 ∈ (1,∞). Assume that T is a sublinear
operator defined on Lr1~p(Rn) + Lr2~p(Rn) satisfying that there exist positive constants C1 and C2
such that, for any i ∈ {1, 2} and f ∈ Lri~p(Rn),
(7.1) ‖T ( f )‖WLri~p(Rn) ≤ Ci‖ f ‖Lri~p(Rn),
where ri~p := (rip1, . . . , ripn) for any i ∈ {1, 2}. Then T is bounded on WL~p(Rn) and there exists a
positive constant C such that, for any f ∈ WL~p(Rn),
‖T ( f )‖WL~p(Rn) ≤ C‖ f ‖WL~p(Rn).
Proof. Let f ∈ WL~p(Rn) and
λ := ‖ f ‖WL~p(Rn) = sup
α∈(0,∞)
{
α
∥∥∥1{x∈Rn: | f (x)|>α}∥∥∥L~p(Rn)} .
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We need to show that, for any α ∈ (0,∞),
α
∥∥∥1{x∈Rn: |T f (x)|>α}∥∥∥L~p(Rn) . λ
with the implicit positive constant independent of α and f .
To this end, for any α ∈ (0,∞), let
f (α) := f1{x∈Rn: | f (x)|>α} and f(α) := f1{x∈Rn : | f (x)|≤α}.
We claim that
(7.2)
∥∥∥ f (α)∥∥∥
Lr1~p(Rn)
. α (λ/α)1/r1
and
(7.3)
∥∥∥ f(α)∥∥∥Lr2~p(Rn) . α (λ/α)1/r2 .
Assuming that this claim holds true for the moment, then, by the condition that T is sublinear and
(7.1), we conclude that, for any α ∈ (0,∞),
α
∥∥∥1{x∈Rn : |T ( f )(x)|>α}∥∥∥L~p(Rn)
. α
∥∥∥1{x∈Rn : |T ( f (α))(x)|>α/2}∥∥∥L~p(Rn) + α ∥∥∥1{x∈Rn: |T ( f(α))(x)|>α/2}∥∥∥L~p(Rn)
∼ α
∥∥∥1{x∈Rn : |T ( f (α))(x)|>α/2}∥∥∥r1Lr1~p(Rn) + α ∥∥∥1{x∈Rn: |T ( f(α))(x)|>α/2}∥∥∥r2Lr2~p(Rn)
. α1−r1
∥∥∥ f (α)∥∥∥r1
Lr1~p(Rn)
+ α1−r2
∥∥∥ f (α)∥∥∥r2
Lr2~p(Rn)
. λ.
This implies that ‖T ( f )‖WL~p(Rn) . ‖ f ‖WL~p(Rn), which is the desired conclusion.
Therefore, it remains to prove the above claim. To prove (7.2), by the Minkowski inequality,
we have ∥∥∥∥∥∥ | f
(α)|/α
(λ/α)1/r1
∥∥∥∥∥∥
Lr1~p(Rn)
=
∥∥∥∥∥
∫ ∞
0
1{y∈Rn: [| f (α)(y)|/α]r1> λτα } dτ
∥∥∥∥∥
1
r1
L~p(Rn)
.
{∫ ∞
0
∥∥∥∥1{y∈Rn: [| f (α)(y)|/α]r1> λτα }
∥∥∥∥
L~p(Rn)
dτ
} 1
r1
.
{∫ α/λ
0
∥∥∥∥1{y∈Rn: [| f (α)(y)|/α]r1> λτα }
∥∥∥∥
L~p(Rn)
dτ
} 1
r1
+
{∫ ∞
α/λ
· · · dτ
} 1
r1
=: I1 + I2.
By the definition f (α) and Definition 7.23, it is easy to see that
I1 .
{∫ α/λ
0
∥∥∥1{y∈Rn: | f (y)|>α}∥∥∥L~p(Rn) dτ
} 1
r1
.
{
α
λ
∥∥∥1{y∈Rn: | f (y)|>α}∥∥∥L~p(Rn)
} 1
r1
. 1.
As for I2, from the definition f
(α), Definition 7.23 and 1
r1
> 1, it follows that
I2 .
{∫ ∞
α/λ
∥∥∥∥1{y∈Rn: | f (y)|>α[ λτα ]1/r1 }
∥∥∥∥
L~p(Rn)
dτ
} 1
p1
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.

∫ ∞
α/λ
α−1 (λτα
)− 1
r1
 λ dτ

1
r1
. 1.
Combining the estimates for I1 and I2, we then obtain (7.2).
To prove (7.3), by a proof similar to the estimation of (7.2), we have
∥∥∥∥∥∥ | f(α)|/α(λ/α)1/r2
∥∥∥∥∥∥
Lr2~p(Rn)
.
{∫ α/λ
0
∥∥∥∥1{y∈Rn: [| f(α)(y)|/α]r2> λτα }
∥∥∥∥
L~p(Rn)
dτ
} 1
r2
+
{∫ ∞
α/λ
· · · dτ
} 1
r2
=: II1 + II2.
From the definition f(α), Definition 7.23 and 0 <
1
r2
< 1, we deduce that
II1 .
{∫ α/λ
0
∥∥∥∥1{y∈Rn: | f (y)|>α[ λτα ]1/r2 }
∥∥∥∥
L~p(Rn)
dτ
} 1
r2
.

∫ α/λ
0
α−1 (λτα
)− 1
r2
 λ dτ

1
r2
. 1.
Observe that, when τ ∈ (αλ ,∞), (| f(α)|/α)p2 ≤ 1 < τλα and hence II2 = 0, which, together with
the estimate for II1, implies (7.3). Thus, we complete the proof of our claim and hence of Theorem
7.24. 
We also need the following Fefferman–Stein vector-valued maximal inequality onWL~p(Rn).
Theorem 7.25. Let ~p ∈ (1,∞)n and s ∈ (1,∞). Then there exists a positive constant C such that,
for any sequence { f j} j∈N ⊂ M (Rn),∥∥∥∥∥∥∥∥∥

∑
j∈N
[M( f j)]s

1
s
∥∥∥∥∥∥∥∥∥
WL~p(Rn)
≤ C
∥∥∥∥∥∥∥∥∥

∑
j∈N
| f j|s

1
s
∥∥∥∥∥∥∥∥∥
WL~p(Rn)
.
Proof. Let { f j} j∈N be a given arbitrary sequence of measurable functions and, for any measurable
function g and x ∈ Rn, define
A(g)(x) :=

∑
j∈N
[M(gη j)(x)]s

1
s
,
where s ∈ (1,∞) and, for any i ∈ N and y ∈ Rn,
η j(y) :=
f j(y)
[
∑
j∈N | f j(y)|s]1/s
when
∑
j∈N
| f j(y)|s

1/s
, 0,
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and η j(y) := 0 otherwise. By the Minkowski inequality, we conclude that, for any λ ∈ C and
g1, g2 ∈ M (Rn),
A(g1 + g2) ≤ A(g1) + A(g2) and A(λg) = |λ|A(g).
Thus, A is sublinear. For any ~p ∈ (1,∞)n and s ∈ (1,∞), from Lemma 7.22, we deduce that∥∥∥∥∥∥∥∥∥

∑
j∈N
[M( f j)]s

1
s
∥∥∥∥∥∥∥∥∥
L~p(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
j∈N
| f j|s

1
s
∥∥∥∥∥∥∥∥∥
L~p(Rn)
.
Using this, we know that, for any given r1 ∈ ( 1min{p−
Φ
,q} , 1) and r2 ∈ (1,∞) and any h ∈ M (Rn),
‖A(h)‖WLri ~p(Rn) =
∥∥∥∥∥∥∥∥∥

∑
j∈N
[M(hη j)]s

1
s
∥∥∥∥∥∥∥∥∥
WLri~p(Rn)
≤
∥∥∥∥∥∥∥∥∥

∑
j∈N
[M(hη j)]s

1
s
∥∥∥∥∥∥∥∥∥
Lri~p(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
j∈N
|hη j|s

1
s
∥∥∥∥∥∥∥∥∥
Lri~p(Rn)
∼ ‖h‖Lri~p(Rn),
which implies that the operator A is bounded on WLri~p(Rn), where i ∈ {1, 2}. Now, taking g :=
[
∑
j∈N | f j|s]1/s, then, by Theorem 7.24, we conclude that∥∥∥∥∥∥∥∥∥

∑
j∈N
[M( f j)]s

1
s
∥∥∥∥∥∥∥∥∥
WL~p(Rn)
= ‖A(g)‖WL~p(Rn) . ‖g‖WL~p(Rn) ∼
∥∥∥∥∥∥∥∥∥

∑
j∈N
| f j|s

1
s
∥∥∥∥∥∥∥∥∥
WL~p(Rn)
,
which completes the proof of Theorem 7.25. 
By [39, Lemma 3.5] and [11, Theorem 1.a], we can easily obtain the following conclusion and
we omit the details here.
Lemma 7.26. Let ~p ∈ (0,∞)n, r ∈ (0, p−] and s ∈ (p+,∞]. Then there exists a positive constant
C such that, for any f ∈ M (Rn),∥∥∥M((s/r)′)( f )∥∥∥
([L~p(Rn)]1/r)′ ≤ C ‖ f ‖([L~p(Rn)]1/r)′ ,
where ([L~p(Rn)]1/r)′ is as in (2.5) with X := [L~p(Rn)]1/r .
Now we give the notion of the weak mixed-norm Hardy space WH~p(Rn).
Definition 7.27. Let ~p ∈ (0,∞)n. The weak mixed-norm Hardy space WH~p(Rn) is defined to be
the set of all f ∈ S′(Rn) such that ‖ f ‖WH~p(Rn) := ‖M0N( f )‖WL~p(Rn) < ∞, where M0N( f ) is as in
(2.14) with N sufficiently large.
Remark 7.28. Let ~p ∈ (1,∞)n. By Theorem 7.25, we conclude that, for any r ∈ (1, p−), M in
(2.8) is bounded on (WL~p(Rn))1/r , which, combined with Theorem 3.4, implies that WH~p(Rn) =
WL~p(Rn) with equivalent norms.
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By Lemma 7.25 and Theorem 3.2(ii), we obtain the following maximal function characteriza-
tions of the weak mixed-norm Hardy space WH~p(Rn).
Theorem 7.29. Let ~p ∈ (0,∞)n and ψ ∈ S(Rn) satisfy
∫
Rn
ψ(x) dx , 0. Assume that b ∈ (n/p−,∞)
and N ≥ ⌊b + 1⌋. For any f ∈ S′(Rn), if one of the following quantities∥∥∥M0N( f )∥∥∥WL~p(Rn) , ‖M( f , ψ)‖WL~p(Rn) , ∥∥∥M∗a( f , ψ)∥∥∥WL~p(Rn) , ‖MN( f )‖WL~p(Rn) ,∥∥∥M∗∗b ( f , ψ)∥∥∥WL~p(Rn) , ∥∥∥M∗∗b, N( f )∥∥∥WL~p(Rn) and ‖N( f )‖WL~p(Rn)
is finite, then the others are also finite and mutually equivalent with the implicit positive equiva-
lence constants independent of f .
Using Lemmas 7.22, 7.25 and 7.26, and Theorems 4.2 and 4.7, we immediately obtain the
atomic characterization ofWH~p(Rn) and the molecular characterization ofWH~p(Rn), respectively,
as follows.
Theorem 7.30. Let ~p ∈ (0,∞)n, r ∈ (max{1, p+},∞) and d ∈ Z+ with d ≥ ⌊n( 1min{1,p−/max{1,p+}} −
1)⌋. Then f ∈ WH~p(Rn) if and only if
f =
∑
i∈Z
∑
j∈N
λi, jai, j in S′(Rn) and sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖L~p(Rn)
∥∥∥∥∥∥∥∥
L~p(Rn)
< ∞,
where {ai, j}i∈Z, j∈N is a sequence of (L~p(Rn), r, d)-atoms supported, respectively, in balls {Bi, j} i∈Z
j∈N
such that, for any i ∈ Z,∑ j∈N 1cBi, j ≤ A with c ∈ (0, 1] and A being a positive constant independent
of f and i, and, for any i ∈ Z and j ∈ N, λi, j := A˜2i‖1Bi, j‖L~p(Rn) with A˜ being a positive constant
independent of f and i.
Moreover, for any f ∈ WH~p(Rn),
‖ f ‖WH~p(Rn) ∼ inf
supi∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖L~p(Rn)
∥∥∥∥∥∥∥∥
L~p(Rn)
 ,
where the infimum is taken over all decompositions of f as above and the positive equivalence
constant is independent of f .
Theorem 7.31. Let ~p, r and d be the same as in Theorem 7.30, and ǫ ∈ (n + d + 1,∞). Then
f ∈ WH~p(Rn) if and only if
f =
∑
i∈Z
∑
j∈N
λi, jmi, j in S′(Rn) and sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖L~p(Rn)
∥∥∥∥∥∥∥∥
L~p(Rn)
< ∞,
where {mi, j}i∈Z, j∈N is a sequence of (L~p(Rn), r, d, ǫ)-molecules associated, respectively, with balls
{Bi, j}i∈Z, j∈N such that, for any i ∈ Z,
∑
j∈N 1cBi, j ≤ A with c ∈ (0, 1] and A being a positive constant
independent of f and i, and, for any i ∈ Z and j ∈ N, λi, j := A˜2i‖1Bi, j‖L~p(Rn) with A˜ being a positive
constant independent of f , i and j.
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Moreover, for any f ∈ WH~p(Rn),
‖ f ‖WH~p(Rn) ∼ inf
supi∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖L~p(Rn)
∥∥∥∥∥∥∥∥
L~p(Rn)
 ,
where the infimum is taken over all decompositions of f as above and the positive equivalence
constants are independent of f .
Now, we recall the following notion of the mixed-norm Hardy space.
Definition 7.32. Let ~p ∈ (0,∞)n. The mixed-norm Hardy space H~p(Rn) is defined to be the set
of all f ∈ S′(Rn) such that ‖ f ‖H~p(Rn) := ‖M0N( f )‖L~p(Rn) < ∞, where M0N( f ) is as in (2.14) with N
sufficiently large.
To discuss the boundedness of Cladero´n–Zygmund operators from H~p(Rn) to WH~p(Rn), we
need the following vector-valued inequality of the Hardy–Littlewood maximal operatorM in (2.8)
from L~p(Rn) toWL~p(Rn).
Proposition 7.33. Let ~p ∈ [1,∞)n and r ∈ (1,∞). Then there exists a positive constant C such
that, for any { f j} j∈N ⊂ M (Rn),∥∥∥∥∥∥∥∥∥

∑
j∈N
[
M( f j)
]r
1
r
∥∥∥∥∥∥∥∥∥
WL~p(Rn)
≤ C
∥∥∥∥∥∥∥∥∥

∑
j∈N
| f j|r

1
r
∥∥∥∥∥∥∥∥∥
L~p(Rn)
.
To prove Proposition 7.33, we need the following extrapolation theorem, which is a slight
variant of a special case of [19, Theorem 4.6] via replacing Banach function spaces by ball Banach
function spaces. Recall that an A1(R
n)-weight ω (see, for instance, [29, Definition 7.1.1]) is a
locally integrable and nonnegative function satisfying that
[ω]A1(Rn) := sup
B∈B
1
|B|
∫
B
ω(x) dx
[∥∥∥ω−1∥∥∥
L∞(B)
]
< ∞,
where B is as in (2.2).
Lemma 7.34. Let X be a ball Banach function space and p0 ∈ (0,∞). Let F be the set of all pairs
of nonnegative measurable functions (F,G) such that, for any given ω ∈ A1(Rn),∫
Rn
[F(x)]p0ω(x) dx ≤ C(p0,[ω]A1(Rn))
∫
Rn
[G(x)]p0ω(x) dx,
where C(p0,[ω]A1(Rn))
is a positive constant independent of (F,G), but depends on p0 and [ω]A1(Rn).
Assume that there exists q0 ∈ [p0,∞) such that X1/q0 is a Banach function space andM is bounded
on (X1/q0 )′. Then there exists a positive constant C such that, for any (F,G) ∈ F ,
‖F‖X ≤ C‖G‖X.
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Proof. We observe that a key fact used in the proof of [19, Theorem 4.6] is that, if X is a Banach
function space as in Definition 2.1, then X = X′′ with the same norms. However, if X is just a
ball Banach function space as in the lemma, by Lemma 2.6, we know that this fact also holds true.
Thus, using this fact and repeating the proof of [19, Theorem 4.6], we then complete the proof of
Lemma 7.34. 
We still need the following weak-type weighted Fefferman–Stein vector-valued inequality of
the Hardy–Littlewood maximal operator M in (2.8) from [6, Theorem 3.1(a)].
Lemma 7.35. Let ω ∈ A1(Rn) and r ∈ (1,∞). Then there exists a positive constant C, depending
on p0 and [ω]A1(Rn), such that, for any α ∈ (0,∞) and { f j} j∈N ⊂ M (Rn),
α
∫
Rn
1{y∈Rn: {∑ j∈N[M( f j)(y)]r } 1r >α}(x)ω(x) dx ≤ C
∫
Rn
∑
j∈N
∣∣∣ f j(x)∣∣∣r

1
r
ω(x) dx.
Proof of Proposition 7.33. For any given r ∈ (1,∞), let
F :=

α1{y∈Rn: {∑ j∈N[M( f j)(y)]r} 1r >α},
∑
j∈N
∣∣∣ f j∣∣∣r

1
r
 : α ∈ (0,∞), { f j} j∈N ⊂ M (Rn)
 .
Then, by Lemma 7.35, we conclude that, for any given ω ∈ A1(Rn) and any (F,G) ∈ F ,
(7.4)
∫
Rn
F(x)ω(x) dx .
∫
Rn
G(x)ω(x) dx.
Let ~p ∈ [1,∞)n. From [11, Theorem 1.a] and [39, Lemma 3.5], it follows that M as in (2.8) is
bounded on (L~p(Rn))′. By this and (7.4), applying Lemma 7.34 with p0 := 1 and the fact that
L~p(Rn) is a Banach function space, we conclude that, for any (F,G) ∈ F , ‖F‖L~p(Rn) . ‖G‖L~p(Rn).
Thus, for any { f j} j∈N ⊂ M (Rn),∥∥∥∥∥∥∥∥∥

∑
j∈N
[
M( f j)
]r
1
r
∥∥∥∥∥∥∥∥∥
WL~p(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
j∈N
| f j|r

1
r
∥∥∥∥∥∥∥∥∥
L~p(Rn)
,
which completes the proof of Proposition 7.33. 
Applying Proposition 7.33, Lemmas 7.26 and 7.25, Theorems 6.5 and 6.6, we immediately ob-
tain the boundedness from H~p(Rn) toWH~p(Rn) of both convolutional δ-type and γ-type Caldero´n–
Zygmund operators, respectively, as follows.
Theorem 7.36. Let ~p ∈ (0,∞)n and δ ∈ (0, 1]. Let T be a convolutional δ-type Caldero´n–Zygmund
operator. If p− ∈ [ nn+δ , 1], then T has a unique extension on H~p(Rn) and, moreover, there exists a
positive constant C such that, for any f ∈ H~p(Rn),
‖T f ‖WH~p(Rn) ≤ C‖ f ‖H~p(Rn).
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Theorem 7.37. Let ~p ∈ (0, 2)n and γ ∈ (0,∞). Let T be a γ-type Caldero´n–Zygmund operator
and have the vanishing moments up to order ⌈γ⌉ − 1. If ⌈γ⌉ − 1 ≤ n( 1
p− − 1) ≤ γ, then T has a
unique extension on H~p(Rn) and, moreover, there exists a positive constant C such that, for any
f ∈ H~p(Rn),
‖T f ‖WH~p(Rn) ≤ C‖ f ‖H~p(Rn),
where C is a positive constant independent of f .
7.3 Orlicz-slice spaces
We begin with the notions of both Orlicz functions and Orlicz spaces (see, for instance, [60]).
Definition 7.38. A function Φ : [0,∞) → [0,∞) is called an Orlicz function if it is non-
decreasing and satisfies Φ(0) = 0, Φ(t) > 0 whenever t ∈ (0,∞) and limt→∞ Φ(t) = ∞.
An Orlicz function Φ is said to be of lower (resp., upper) type p with p ∈ (−∞,∞) if there
exists a positive constant C(p), depending on p, such that, for any t ∈ [0,∞) and s ∈ (0, 1) [resp.,
s ∈ [1,∞)],
Φ(st) ≤ C(p)spΦ(t).
A function Φ : [0,∞) → [0,∞) is said to be of positive lower p (resp., upper) type if it is of
lower (resp., upper) type p for some p ∈ (0,∞).
Definition 7.39. Let Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type
p+
Φ
. The Orlicz space LΦ(Rn) is defined to be the set of all measurable functions f such that
‖ f ‖LΦ(Rn) := inf
{
λ ∈ (0,∞) :
∫
Rn
Φ
( | f (x)|
λ
)
dx ≤ 1
}
< ∞.
Remark 7.40. (i) Let Φ be an Orlicz function with positive lower type p−
Φ
and positive upper
type p+
Φ
. In what follows, for any given s ∈ (0,∞), let Φs(τ) := Φ(τs) for any τ ∈ (0,∞).
Then Φs is also an Orlicz function with lower type sp
−
Φ
and upper type sp+
Φ
. Moreover, for
any measurable function f such that | f |s ∈ LΦ(Rn), we have∥∥∥| f |s∥∥∥
LΦ(Rn)
= ‖ f ‖s
LΦs (Rn)
.
(ii) Let Φ be as in (i) of this remark. By [78, Lemma 2.5], we may always assume that Φ is
continuous and strictly increasing. Let Φ−1 be the inverse function of Φ. Observe that, for
any x ∈ Rn and t ∈ (0,∞),
(7.5) ‖1B(x,t)‖LΦ(Rn) =
[
Φ−1
(
|B(x, t)|−1
)]−1
=
[
Φ−1
(
εnt
−n)]−1 =: C˜(Φ,t)
is independent of x ∈ Rn, where εn denotes the volume of the unit ball of Rn.
We also recall some notions on the Young function. A convex function Φ : [0,∞) → [0,∞)
is called a Young function if Φ is non-decreasing, Φ(0) = 0 and limt→∞ Φ(t) = ∞. For any
Young function Φ, its complementary function Ψ : [0,∞) → [0,∞) is defined by setting, for any
y ∈ [0,∞)
Ψ(y) := sup {xy − Φ(x) : x ∈ [0,∞)} .
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Remark 7.41. Let Φ be an Orlicz function with lower type p−
Φ
∈ [1,∞) and positive upper type
p+
Φ
. By [60, p. 67, Theorem 10], we know that LΦ(Rn) is a Banach space.
The following notion of Orlicz-slice spaces was introduced by Zhang et al. [78], which is
a generalization of the slice spaces proposed by Auscher and Mourgoglou [7] and Auscher and
Prisuelos-Arribas [8].
Definition 7.42. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. The Orlicz-slice space (E
q
Φ
)t(R
n) is defined to be the set of all measurable
functions f such that
‖ f ‖(Eq
Φ
)t(Rn)
:=
{∫
Rn
[‖ f1B(x,t)‖LΦ(Rn)
‖1B(x,t)‖LΦ(Rn)
]q
dx
} 1
q
< ∞.
Remark 7.43. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
.
(i) By [78, Lemma 2.28], we know that the Orlicz-slice space (E
q
Φ
)t(R
n) is a ball quasi-Banach
space. It is worth pointing out that (E
q
Φ
)t(R
n) with q ∈ (1,∞) and p−
Φ
∈ (1,∞) may not be
a Banach function space. For instance, let t := 1, q := 1, n := 1 and Φ(τ) := τ2 for any
τ ∈ [0,∞). In this case, by [78, Proposition 2.12], we know that (Eq
Φ
)t(R) and ℓ
1(L2)(R)
(see, for instance, [1]) coincide with equivalent norms. Let
E :=
⋃
m∈N
[m,m + 1/m2].
Then it is easy to show that |E| < ∞, but
‖1E‖(Eq
Φ
)t(R)
∼ ‖1E‖ℓ1(L2)(R) ∼
∑
k∈Z
‖1E‖L2(Qk) ∼
∑
k∈N
1/k = ∞,
where Qk := k + [0, 1) for any k ∈ Z. Thus, ℓ1(L2)(R) does not satisfy Definition 2.1(iv),
which means that ℓ1(L2)(R) is not a Banach function space.
(ii) Let Φ(τ) := τr for any τ ∈ [0,∞) with any given r ∈ (0,∞). Then (Eq
Φ
)t(R
n) and (E
q
r )t(R
n)
from [7, 8] coincide with equivalent quasi-norms. Moreover, in this case, if q ∈ (0, r],
for any f ∈ (Eqr )t(Rn), then f ∈ Lq(Rn) and ‖ f ‖Lq(Rn) ≤ ‖ f ‖(Eqr )t(Rn); if r ∈ (0, q], for any
f ∈ Lr(Rn) ∪ Lq(Rn), then f ∈ (Eqr )t(Rn) and ‖ f ‖(Eqr )t(Rn) ≤ min{‖ f ‖Lr(Rn), ‖ f ‖Lq(Rn)}. Thus,
‖ f ‖Lp(Rn) = ‖ f ‖(Epp )t(Rn) for any p ∈ (0,∞); see [78, Proposition 2.11].
Definition 7.44. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. The weak Orlicz-slice space (WE
q
Φ
)t(R
n) is defined to be the set of all
measurable functions f such that
‖ f ‖(WEq
Φ
)t(Rn)
:= sup
α∈(0,∞)
{
α
∥∥∥1{x∈Rn : | f (x)|>α}∥∥∥(Eq
Φ
)t(Rn)
}
< ∞.
To establish a Fefferman–Stein vector-valued inequality on (WE
q
Φ
)t(R
n), we need first to es-
tablish an interpolation theorem, in the spirit of the Marcinkiewicz interpolation theorem. To this
end, we now establish the following Minkowski type inequality.
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Lemma 7.45. Let t ∈ (0,∞) and Φ be an Orlicz function with lower type p−
Φ
∈ (1,∞) and positive
upper type p+
Φ
. Suppose that a measurable function F is defined on Rn × Rm. If, for almost every
x ∈ Rn, F(x, ·) ∈ L1(Rm) and, for almost every y ∈ Rn, F(·, y) ∈ LΦ(Rn), then∥∥∥∥∥
∫
Rm
|F(·, y)| dy
∥∥∥∥∥
LΦ(Rn)
≤
∫
Rm
‖F(·, y)‖LΦ(Rn) dy.
Proof. Let Φ be as in the lemma and Ψ the complementary function of Φ. By [60, p. 61, Proposi-
tion 4 and p. 81, Proposition 10], we have∥∥∥∥∥
∫
Rm
|F(·, y)| dy
∥∥∥∥∥
LΦ(Rn)
∼ sup
{∣∣∣∣∣
∫
Rn
∫
Rm
|F(x, y)| dyg(x) dx
∣∣∣∣∣ : g ∈ LΨ(Rn) such that ‖g‖LΨ(Rn) = 1
}
.
From the Fubini theorem and [60, p. 58, Proposition 1], it follows that∣∣∣∣∣
∫
Rn
∫
Rm
F(x, y) dyg(x) dx
∣∣∣∣∣ ≤
∫
Rn
∫
Rm
|F(x, y)||g(x)| dy dx =
∫
Rm
∫
Rn
|F(x, y)||g(x)| dx dy
.
∫
Rm
‖F(·, y)‖LΦ(Rn) ‖g‖LΨ(Rn) dy ∼
∫
Rm
‖F(·, y)‖LΦ(Rn) dy,
which implies the desired conclusion. This finishes the proof of Lemma 7.45. 
The interpolation theorem of operators on Orlicz-slice spaces is stated as follows.
Theorem 7.46. Let t ∈ (0,∞), q ∈ (1,∞) and Φ be an Orlicz function with positive lower type
p−
Φ
∈ (1,∞) and positive upper type p+
Φ
. Let p1 ∈ ( 1min{p−
Φ
, q} , 1) and p2 ∈ (1,∞). Assume that
T is a sublinear operator defined on (E
p1q
Φp1
)t(R
n) + (E
p2q
Φp2
)t(R
n) satisfying that there exist positive
constants C1 and C2, independent of t, such that, for any i ∈ {1, 2} and f ∈ (EpiqΦpi )t(R
n),
(7.6) ‖T ( f )‖(WEpiq
Φpi
)t(Rn)
≤ Ci‖ f ‖(Epiq
Φpi
)t(Rn)
,
where Φpi (τ) := Φ(τ
pi ) for any τ ∈ [0,∞) and i ∈ {1, 2}. Then T is bounded on (WEq
Φ
)t(R
n) and
there exists a positive constant C, independent of t, such that, for any f ∈ (WEq
Φ
)t(R
n),
‖T ( f )‖(WEq
Φ
)t(Rn)
≤ C‖ f ‖(WEq
Φ
)t(Rn)
.
Proof. Let f ∈ (WEq
Φ
)t(R
n) and
λ := ‖ f ‖(WEq
Φ
)t(Rn)
= sup
α∈(0,∞)
{
α
∥∥∥1{x∈Rn: | f (x)|>α}∥∥∥(Eq
Φ
)t(Rn)
}
.
We need to show that, for any α ∈ (0,∞),
α
∥∥∥1{x∈Rn: |T f (x)|>α}∥∥∥(Eq
Φ
)t(Rn)
. λ
60 Yangyang Zhang, SongbaiWang, Dachun Yang andWen Yuan
with the implicit positive constant independent of α, f and t.
To this end, for any α ∈ (0,∞), let
f (α) := f1{x∈Rn: | f (x)|>α} and f(α) := f1{x∈Rn : | f (x)|≤α}.
We claim that
(7.7)
∥∥∥ f (α)∥∥∥
(E
p1q
Φp1
)t(Rn)
. α (λ/α)1/p1
and
(7.8)
∥∥∥ f(α)∥∥∥(Ep2q
Φp2
)t(Rn)
. α (λ/α)1/p2 .
Assuming that this claim holds true for the moment, then, by the condition that T is sublinear and
(7.6), we conclude that, for any α ∈ (0,∞),
α
∥∥∥1{x∈Rn: |T ( f )(x)|>α}∥∥∥(Eq
Φ
)t(Rn)
. α
∥∥∥1{x∈Rn: |T ( f (α))(x)|>α/2}∥∥∥(Eq
Φ
)t(Rn)
+ α
∥∥∥1{x∈Rn: |T ( f(α))(x)|>α/2}∥∥∥(Eq
Φ
)t(Rn)
∼ α
∥∥∥1{x∈Rn: |T ( f (α))(x)|>α/2}∥∥∥p1(Ep1q
Φp1
)t(Rn)
+ α
∥∥∥1{x∈Rn: |T ( f(α))(x)|>α/2}∥∥∥p2(Ep2q
Φp2
)t(Rn)
. α1−p1
∥∥∥ f (α)∥∥∥p1
(E
p1q
Φp1
)t(Rn)
+ α1−p2
∥∥∥ f (α)∥∥∥p2
(E
p2q
Φp2
)t(Rn)
. λ.
This implies that ‖T ( f )‖(WEp
Φ
)t(Rn)
. ‖ f ‖(WEp
Φ
)t(Rn)
, which is the desired conclusion.
Therefore, it remains to prove the above claim. To prove (7.7), by Lemma 7.45, we have
∫
Rn
∥∥∥∥∥∥ | f
(α) |/α
(λ/α)1/p1
1B(x,t)
∥∥∥∥∥∥
p1q
L
Φp1 (Rn)
dx

1
p1q
=

∫
Rn
∥∥∥∥∥∥∥∥
∫ [| f (α) |/α]p1
[λ/α]
0
dτ1B(x,t)
∥∥∥∥∥∥∥∥
q
LΦ(Rn)
dx

1
p1q
.
{∫
Rn
[∫ ∞
0
∥∥∥∥1{y∈Rn: [| f (α)(y)|/α]p1> λτα }1B(x,t)
∥∥∥∥
LΦ(Rn)
dτ
]q
dx
} 1
p1q
.

∫ ∞
0
[∫
Rn
∥∥∥∥1{y∈Rn: [| f (α)(y)|/α]p1> λτα }1B(x,t)
∥∥∥∥q
LΦ(Rn)
dx
] 1
q
dτ

1
p1
.

∫ α/λ
0
[∫
Rn
∥∥∥∥1{y∈Rn: [| f (α)(y)|/α]p1> λτα }1B(x,t)
∥∥∥∥q
LΦ(Rn)
dx
] 1
q
dτ

1
p1
+
{∫ ∞
α/λ
· · · dτ
} 1
p1
=: I1 + I2.
From the definition of f (α), Definition 7.44 and (7.5), we deduce that
I1 .

∫ α/λ
0
[∫
Rn
∥∥∥1{y∈Rn: | f (y)|>α}1B(x,t)∥∥∥qLΦ(Rn) dx
] 1
q
dτ

1
p1
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.
αλ
[∫
Rn
∥∥∥1{y∈Rn: | f (y)|>α}1B(x,t)∥∥∥qLΦ(Rn) dx
] 1
q

1
p1
. C˜
1
p1
(Φ,t)
,
here and hereafter, C˜(Φ,t) is the same as in (7.5). As for I2, by the definition f
(α), Definition 7.44,
(7.5) and 1
p1
> 1, we conclude that
I2 .

∫ ∞
α/λ
[∫
Rn
∥∥∥∥1{y∈Rn: | f (y)|>α[ λτα ]1/p1 }1B(x,t)
∥∥∥∥q
LΦ(Rn)
dx
] 1
q
dτ

1
p1
.

∫ ∞
α/λ
α−1 (λτα
)− 1
p1
 [λC˜(Φ,t)] dτ

1
p1
. C˜
1
p1
(Φ,t)
.
From (7.5) and the estimates for I1 and I2, we then deduce (7.7).
To prove (7.8), by a proof similar to the estimation of (7.7), we have
∫
Rn
∥∥∥∥∥∥ | f(α)|/α(λ/α)1/p2 1B(x,t)
∥∥∥∥∥∥
p2q
L
Φp2 (Rn)
dx

1
p2q
.

∫ α/λ
0
[∫
Rn
∥∥∥∥1{y∈Rn: [| f(α)(y)|/α]p2> λτα }1B(x,t)
∥∥∥∥q
LΦ(Rn)
dx
] 1
q
dτ

1
p2
+
{∫ ∞
α/λ
· · · dτ
} 1
p2
=: II1 + II2.
From the definition f(α), Definition 7.44, (7.5) and 0 <
1
p2
< 1, we deduce that
II1 .

∫ α/λ
0
[∫
Rn
∥∥∥∥1{y∈Rn: | f (y)|>α[ λτα ]1/p2 }1B(x,t)
∥∥∥∥q
LΦ(Rn)
dx
] 1
q
dτ

1
p2
.

∫ α/λ
0
α−1 (λτα
)− 1
p2
 [λC˜(Φ,t)] dτ

1
p2
. C˜
1
p2
(Φ,t)
.
Observe that, when τ ∈ (αλ ,∞), (| f(α)|/α)p2 ≤ 1 < τλα and hence II2 = 0, which, together with
the estimate for II1 and (7.5), implies (7.8). Thus, we complete the proof of our above claim and
hence of Theorem 7.46. 
Moreover, we can establish the following vector-valued inequality of the Hardy–Littlewood
operator M in (2.8) on (WEq
Φ
)t(R
n), which shows that (E
q
Φ
)t(R
n) satisfies Assumption 2.17.
Proposition 7.47. Let t ∈ (0,∞), q, s ∈ (1,∞) and Φ be an Orlicz function with positive lower
type p−
Φ
∈ (1,∞) and positive upper type p+
Φ
. Then there exists a positive constant C, independent
of t, such that, for any sequence { f j} j∈N ⊂ M (Rn),∥∥∥∥∥∥∥∥∥

∑
j∈N
[M( f j)]s

1
s
∥∥∥∥∥∥∥∥∥
(WE
q
Φ
)t(Rn)
≤ C
∥∥∥∥∥∥∥∥∥

∑
j∈N
| f j|s

1
s
∥∥∥∥∥∥∥∥∥
(WE
q
Φ
)t(Rn)
.
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Proof. Let { f j} j∈N be a given arbitrary sequence of measurable functions and, for any measurable
function g and x ∈ Rn, define
A(g)(x) :=

∑
j∈N
[M(gη j)(x)]s

1
s
,
where s ∈ (1,∞) and, for any i ∈ N and y ∈ Rn,
η j(y) :=
f j(y)
[
∑
j∈N | f j(y)|s]1/s
when
∑
j∈N
| f j(y)|s

1/s
, 0,
and η j(y) := 0 otherwise. It is easy to see that, by the Minkowski inequality, for any λ ∈ C and
g1, g2 ∈ M (Rn),
A(g1 + g2) ≤ A(g1) + A(g2) and A(λg) = |λ|A(g).
Thus, A is sublinear. For any p−
Φ
, q, s ∈ (1,∞), from [78, Theorem 2.20], we deduce that
∥∥∥∥∥∥∥∥∥

∑
j∈N
[M( f j)]s

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
j∈N
| f j|s

1
s
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
Using this, we know that, for any given p1 ∈ ( 1min{p−
Φ
,q} , 1) and p2 ∈ (1,∞) and any h ∈ M (Rn),
‖A(h)‖(WEpiq
Φpi
)t(Rn)
=
∥∥∥∥∥∥∥∥∥

∑
j∈N
[M(hη j)]s

1
s
∥∥∥∥∥∥∥∥∥
(WE
piq
Φpi
)t(Rn)
≤
∥∥∥∥∥∥∥∥∥

∑
j∈N
[M(hη j)]s

1
s
∥∥∥∥∥∥∥∥∥
(E
piq
Φpi
)t(Rn)
.
∥∥∥∥∥∥∥∥∥

∑
j∈N
|hη j|s

1
s
∥∥∥∥∥∥∥∥∥
(E
piq
Φpi
)t(Rn)
∼ ‖h‖(Epiq
Φpi
)t(Rn)
,
which implies that the operator A is bounded on (WE
piq
Φpi
)t(R
n), where i ∈ {1, 2}. Now, taking
g := [
∑
j∈N | f j(y)|s]1/s, then, by Theorem 7.46, we conclude that
∥∥∥∥∥∥∥∥∥

∑
j∈N
[M( f j)]s

1
s
∥∥∥∥∥∥∥∥∥
(WE
q
Φ
)t(Rn)
= ‖A(g)‖(WEq
Φ
)t(Rn)
. ‖g‖(WEq
Φ
)t(Rn)
∼
∥∥∥∥∥∥∥∥∥

∑
j∈N
| f j|s

1
s
∥∥∥∥∥∥∥∥∥
(WE
q
Φ
)t(Rn)
,
which completes the proof of Proposition 7.47. 
Now we introduce the notion of weak Orlicz-slice Hardy spaces.
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Definition 7.48. Let t, q ∈ (0,∞), N ∈ N and Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type p+
Φ
. The weak Orlicz-slice Hardy space (WHE
q
Φ
)t(R
n) is defined to be the
set of all f ∈ S′(Rn) such that M0
N
( f ) ∈ (WEq
Φ
)t(R
n) and, for any f ∈ (WHEq
Φ
)t(R
n), let
‖ f ‖(WHEq
Φ
)t(Rn)
:=
∥∥∥M0N( f )∥∥∥(WEq
Φ
)t(Rn)
,
where M0
N
( f ) is as in (2.14) with N sufficiently large.
Remark 7.49. Let t ∈ (0,∞), q ∈ (1,∞) and Φ be an Orlicz function with positive lower type
p−
Φ
∈ (1,∞) and positive upper type p+
Φ
. By Proposition 7.47, we conclude that, for any r ∈
(1,min{q, p−
Φ
}), M in (2.8) is bounded on ((WEq
Φ
)t(R
n))1/r, which, combined with Theorem 3.4,
implies that (WHE
q
Φ
)t(R
n) = (WE
q
Φ
)t(R
n) with equivalent norms.
Applying Proposition 7.47 and Theorem 3.2(ii), we directly obtain the following maximal func-
tion characterizations of the weak Orlicz-slice Hardy space (WHE
q
Φ
)t(R
n).
Theorem 7.50. Let t, a, b, q ∈ (0,∞). Let Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type p+
Φ
. Let ϕ ∈ S(Rn) satisfy
∫
Rn
ϕ(x) dx , 0. Assume that b ∈ ( n
min{p−
Φ
, q} ,∞)
and N ≥ ⌊b + 1⌋. For any f ∈ S′(Rn), if one of the following quantities∥∥∥M0N( f )∥∥∥(WEq
Φ
)t(Rn)
, ‖M( f , ϕ)‖(WEq
Φ
)t(Rn)
,
∥∥∥M∗a( f , ϕ)∥∥∥(WEq
Φ
)t(Rn)
, ‖MN( f )‖(WEq
Φ
)t(Rn)
,
∥∥∥M∗∗b ( f , ϕ)∥∥∥(WEq
Φ
)t(Rn)
,
∥∥∥M∗∗b, N( f )∥∥∥(WEq
Φ
)t(Rn)
and ‖N( f )‖(WEq
Φ
)t(Rn)
is finite, then the others are also finite and mutually equivalent with the positive equivalence con-
stants independent of f and t.
To establish the atomic characterization of weak Orlicz-slice Hardy spaces, although [78,
Lemma 4.3] and Proposition 7.47 ensure that (E
q
Φ
)t(R
n) satisfies Assumption 2.15 and Assumption
2.17, we still need the following three lemmas, which are just, respectively, [78, Lemmas 4.3, 4.4
and 5.4].
Lemma 7.51. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let ϑ ∈ (0,min{p−
Φ
, q}]. Then (Eq
Φ
)t(R
n) is a strictly ϑ-convex ball quasi-
Banach function space as in Definition 2.7(ii).
Lemma 7.52. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let r ∈ (max{q, p+
Φ
},∞] and s ∈ (0,min{p−
Φ
, q}). Then there exists a
positive constant C(s,r), depending on s and r, but independent of t, such that, for any f ∈ M (Rn),
(7.9)
∥∥∥M((r/s)′)( f )∥∥∥
([(E
q
Φ
)t(Rn)]1/s)′
≤ C(s,r) ‖ f ‖([(Eq
Φ
)t(Rn)]1/s)′ ,
here and hereafter, [(E
q
Φ
)t(R
n)]1/s denotes the 1
s
-convexification of (E
q
Φ
)t(R
n) as in Definition 2.7(i)
with X := (E
q
Φ
)t(R
n) and p := 1/s, and ([(E
q
Φ
)t(R
n)]1/s)′ denotes its dual space.
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Lemma 7.53. Let t ∈ (0,∞), q ∈ (0, 1] and Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type p+
Φ
∈ (0, 1]. Then there exists a nonnegative constant C such that, for any
sequence { f j} j∈N ⊂ (EqΦ)t(Rn) of nonnegative functions such that
∑
j∈N f j converges in (E
q
Φ
)t(R
n),∥∥∥∥∥∥∥∥
∑
j∈N
f j
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
≥ C
∑
j∈N
∥∥∥ f j∥∥∥(Eq
Φ
)t(Rn)
.
Using Proposition 7.47, Lemmas 7.51, 7.52 and 7.53 and Theorems 4.2, 4.7, 5.2 and 5.3, we
immediately obtain the following atomic characterization of (WHE
q
Φ
)t(R
n) (see Theorem 7.54
below) and the following molecular characterization of (WHE
q
Φ
)t(R
n) (see Theorem 7.55 below).
Theorem 7.54. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Let p+ := max{1, p+Φ, q} and assume that r ∈ (p+,∞) and d ∈ Z+ with
d ≥ ⌊n( 1
min{p−
Φ
/p+ ,q/p+,1} − 1)⌋. Then f ∈ (WHE
q
Φ
)t(R
n) if and only if
f =
∑
i∈Z
∑
j∈N
λi, jai, j in S′(Rn) and sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖(Eq
Φ
)t(Rn)
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
< ∞,
where {ai, j}i∈Z, j∈N is a sequence of ((EqΦ)t, r, d)-atoms supported, respectively, in balls {Bi, j}i∈Z, j∈N
such that, for any i ∈ Z,∑ j∈N 1cBi, j ≤ A with c ∈ (0, 1] and A being a positive constant independent
of f and i, and, for any i ∈ Z and j ∈ N, λi, j := A˜2i‖1Bi, j‖(Eq
Φ
)t(Rn)
with A˜ being a positive constant
independent of f and i.
Moreover, for any f ∈ (WHEq
Φ
)t(R
n),
‖ f ‖(WHEq
Φ
)t(Rn)
∼ inf
supi∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖(Eq
Φ
)t(Rn)
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
 ,
where the infimum is taken over all decompositions of f as above and the positive equivalence
constant is independent of f and t.
We also have the following molecular characterization of (WHE
q
Φ
)t(R
n).
Theorem 7.55. Let t, q, Φ, r and d be the same as in Theorem 7.54, and ǫ ∈ (n + d + 1,∞). Then
f ∈ (WHEq
Φ
)t(R
n) if and only if
f =
∑
i∈Z
∑
j∈N
λi, jmi, j in S′(Rn) and sup
i∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖(Eq
Φ
)t(Rn)
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
< ∞,
where {mi, j}i∈Z, j∈N is a sequence of ((EqΦ)t, r, d, ǫ)-molecules associated, respectively, with balls
{Bi, j}i∈Z, j∈N such that, for any i ∈ Z,
∑
j∈N 1cBi, j ≤ A with c ∈ (0, 1] and A being a positive constant
independent of f and i, and, for any i ∈ Z and j ∈ N, λi, j := A˜2i‖1Bi, j‖(Eq
Φ
)t(Rn)
with A˜ being a
positive constant independent of f , i and j.
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Moreover, for any f ∈ (WHEq
Φ
)t(R
n),
‖ f ‖(WHEq
Φ
)t(Rn)
∼ inf
supi∈Z
∥∥∥∥∥∥∥∥
∑
j∈N
λi, j1Bi, j
‖1Bi, j‖(Eq
Φ
)t(Rn)
∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
 ,
where the infimum is taken over all decompositions of f as above and the positive equivalence
constants are independent of f and t.
We now recall the notion of Orlicz-slice Hardy spaces introduced in [78].
Definition 7.56. Let t, q ∈ (0,∞) and Φ be an Orlicz function with positive lower type p−
Φ
and
positive upper type p+
Φ
. Then the Orlicz-slice Hardy space (HE
q
Φ
)t(R
n) is defined by setting
(HE
q
Φ
)t(R
n) :=
{
f ∈ S′(Rn) : ‖ f ‖(HEq
Φ
)t(Rn)
:= ‖M( f , ϕ)‖(Eq
Φ
)t(Rn)
< ∞
}
,
where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0. In particular, when Φ(s) := sr for any s ∈ [0,∞) with
any given r ∈ (0,∞), the Hardy-type space (HEqr )t(Rn) := (HEqΦ)t(Rn) is called the slice Hardy
space.
Recall that the centered Hardy–Littlewood maximal operator Mc is defined by setting, for any
locally integrable function f and x ∈ Rn,
(7.10) Mc( f )(x) := sup
r∈(0,∞)
−
∫
B(x,r)
| f (x)| dy.
In what follows, for any r ∈ (0,∞), f ∈ L1
loc
(Rn) and x ∈ Rn, let
−
∫
B(x, r)
f (y) dy :=
1
|B(x, r)|
∫
B(x,r)
f (y) dy.
To obtain the boundedness of Caldero´n–Zygmund operators from (HE
q
Φ
)t(R
n) to (WHE
q
Φ
)t(R
n),
we need to establish the following Fefferman–Stein vector-valued inequality from (E
q
Φ
)t(R
n) to
(WE
q
Φ
)t(R
n).
Proposition 7.57. Let t ∈ (0,∞), q ∈ [1,∞), r ∈ (1,∞) and Φ be an Orlicz function with positive
lower type p−
Φ
∈ [1,∞) and positive upper type p+
Φ
. Then there exists a positive constant C,
independent of t, such that, for any { f j} j∈Z ⊂ M (Rn),∥∥∥∥∥∥∥∥∥

∑
j∈Z
[
M( f j)
]r
1
r
∥∥∥∥∥∥∥∥∥
(WE
q
Φ
)t(Rn)
≤ C
∥∥∥∥∥∥∥∥∥

∑
j∈Z
| f j|r

1
r
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
Proof. Let α ∈ (0,∞) and r ∈ (1,∞). For any sequence { f j} j∈Z ⊂ M (Rn) and x ∈ Rn, we claim
that ∥∥∥∥∥1{y∈B(x,t): {∑ j∈Z[Mc( f j)(y)]r } 1r >α}
∥∥∥∥∥
LΦ(Rn)
(7.11)
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. α−1
∥∥∥∥∥∥∥∥∥

∑
j∈Z
| f j|r

1
r
1B(x,2t)
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
+
∥∥∥1B(x,t)∥∥∥LΦ(Rn) 1{y∈Rn: {∑ j∈Z[M(−∫B(·,t) | f j(z)| dz)(y)]r} 1r > α2 }(x),
where Mc is as in (7.10) and the implicit positive constant is independent of { f j} j∈Z, x, α and
t ∈ (0,∞).
To show this, we write∥∥∥∥∥1{y∈B(x,t): {∑ j∈Z[Mc( f j)(y)]r} 1r >α}
∥∥∥∥∥
LΦ(Rn)
.
∥∥∥∥∥∥1{y∈B(x,t): {∑ j∈Z[sups∈(0,t] −∫B(y,s) | f j(z)| dz]r} 1r > α2 }
∥∥∥∥∥∥
LΦ(Rn)
+
∥∥∥∥∥∥1{y∈B(x,t): {∑ j∈Z[sups∈(t,∞) −∫B(y,s) | f j(z)| dz]r} 1r > α2 }
∥∥∥∥∥∥
LΦ(Rn)
=: I + II.
For I, since B(y, s) ⊂ B(x, 2t) whenever s ∈ (0, t] and y ∈ B(x, t), from the Orlicz Fefferman–Stein
vector-valued inequality in [43, Theorem 1.3.1] or in [74, Theorem 2.1.4], it follows that
I ∼
∥∥∥∥∥∥1{y∈B(x,t): {∑ j∈Z[sups∈(0,t] −∫B(y,s) | f j(z)|1B(x,2t)(z) dz]r} 1r > α2 }
∥∥∥∥∥∥
LΦ(Rn)
.
∥∥∥∥∥1{y∈Rn: {∑ j∈Z[M( f j1B(x,2t))(y)|]r } 1r > α2 }
∥∥∥∥∥
LΦ(Rn)
. α−1
∥∥∥∥∥∥∥∥∥

∑
j∈Z
| f j|r

1
r
1B(x,2t)
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
.
As for II, observe that, for any ξ, z ∈ Rn, ξ ∈ B(z, t) if and only if z ∈ B(ξ, t) and, moreover, if
z ∈ B(y, s) and ξ ∈ B(z, t) with s ∈ (t,∞), then ξ ∈ B(y, 2s). Besides, note that y ∈ B(x, t) and
s ∈ (t,∞) imply that x ∈ B(y, 2s). From these observations, we deduce that
II ∼
∥∥∥∥∥∥1{y∈B(x,t): {∑ j∈Z[sups∈(t,∞) −∫B(y,s) −∫B(z,t) | f j(z)| dξ dz]r} 1r > α2 }
∥∥∥∥∥∥
LΦ(Rn)
.
∥∥∥∥∥∥1{y∈B(x,t): {∑ j∈Z[sups∈(t,∞) −∫B(y,2s) −∫B(ξ,t) | f j(z)| dz dξ]r} 1r > α2 }
∥∥∥∥∥∥
LΦ(Rn)
.
∥∥∥∥∥1{y∈B(x,t): {∑ j∈Z[M(−∫B(·,t) | f j(z)| dz)(x)]r } 1r > α2 }
∥∥∥∥∥
LΦ(Rn)
.
∥∥∥1B(x,t)∥∥∥LΦ(Rn) 1{y∈Rn: {∑ j∈Z[M(−∫B(ξ,t) | f j(z)| dz)(y)]r} 1r > α2 }(x).
This proves the above claim.
Using (7.11), for any t ∈ (0,∞) and any given q ∈ [1,∞), we further obtain∫
Rn
[
1
‖1B(x,t)‖LΦ(Rn)
∥∥∥∥∥1{y∈B(x,t): {∑ j∈Z[Mc( f j)(y)]r} 1r >α}
∥∥∥∥∥
LΦ(Rn)
]q
dx
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. α−q
∫
Rn
 1‖1B(x,t)‖LΦ(Rn)
∥∥∥∥∥∥∥∥∥

∑
j∈Z
| f j|r

1
r
1B(x,2t)
∥∥∥∥∥∥∥∥∥
LΦ(Rn)

q
dx
+
∫
Rn
1{y∈Rn: {∑ j∈Z[M(−∫B(·,t) | f j(z)| dz)(y)]r } 1r > α2 }(x) dx
=: III + IV.
Since the closures of both B(~0n, 2t) and B(~0n, t) are compact subsets of R
n with nonempty interiors,
it follows that there exist N ∈ N and {x1, . . . , xN} ⊂ Rn, independent of t, such that N . 1 and
B(~0n, 2t) ⊆
⋃N
m=1 B(xm, t). Thus, by this, (7.5) and the translation invariance of the Lebesgue
measure, we conclude that
III ∼ α
−q
C˜
q
(Φ,t)
∫
Rn
∥∥∥∥∥∥∥∥∥

∑
j∈Z
| f j|r

1
r
1B(x,2t)
∥∥∥∥∥∥∥∥∥
q
LΦ(Rn)
dx
.
α−q
C˜
q
(Φ,t)
N∑
m=1
∫
Rn
∥∥∥∥∥∥∥∥∥

∑
j∈Z
| f j|r

1
r
1B(x+xm ,t)
∥∥∥∥∥∥∥∥∥
q
LΦ(Rn)
dx
.
α−q
C˜
q
(Φ,t)
∫
Rn
∥∥∥∥∥∥∥∥∥

∑
j∈Z
| f j|r

1
r
1B(x,t)
∥∥∥∥∥∥∥∥∥
q
LΦ(Rn)
dx
. α−q
∫
Rn
 1‖1B(x,t)‖LΦ(Rn)
∥∥∥∥∥∥∥∥∥

∑
j∈Z
| f j|r

1
r
1B(x,t)
∥∥∥∥∥∥∥∥∥
LΦ(Rn)

q
dx,
where C˜(Φ,t) is the same as in (7.5), which further implies that
(7.12) III
1
q . α−1
∥∥∥∥∥∥∥∥∥

∑
j∈Z
| f j|r

1
r
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
.
It turns to estimate IV. By the Fefferman–Stein vector-valued inequality from Lq(Rn) to WLq(Rn)
with q ∈ [1,∞) (see [24, (1) and (2) of Theorem 1]), for any α ∈ (0,∞), we have
IV
1
q . α−1
∥∥∥∥∥∥∥∥∥

∑
j∈Z
[
−
∫
B(·,t)
| f j(z)| dz
]r
1
r
∥∥∥∥∥∥∥∥∥
Lq(Rn)
.
Let r′ := r
r−1 . Then there exists {b j} j∈Z ∈ ℓr
′
, with ‖{b j} j∈Z‖ℓr′ = 1, such that
∫
Rn

∑
j∈Z
[
−
∫
B(x,t)
| f j(z)| dz
]r
q
r
dx =
∫
Rn
∑
j∈Z
b j−
∫
B(x,t)
| f j(z)| dz

q
dx.
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From [60, p. 13, Proposition 1], we deduce that, for any ball B(x, t), Φ−1(|B(x, t)|)Ψ−1(|B(x, t)|) ∼
|B(x, t)|, where the positive equivalence constants are independent of x and t. This, together with
the Ho¨lder inequality and (7.5), further implies that
∫
Rn
∑
j∈Z
b j−
∫
B(x,t)
| f j(z)| dz

q
dx .
∫
Rn
−
∫
B(x,t)
∑
j∈Z
| f j(z)|r

1
r
∑
j∈Z
br
′
j

1
r′
dz

q
dx
.
∫
Rn

∥∥∥∥∥∥∥∥∥
∑
j∈Z
∣∣∣ f j∣∣∣r

1
r
1B(x,t)
∥∥∥∥∥∥∥∥∥
LΦ(Rn)
‖1B(x,t)‖LΨ(Rn)
|B(x, t)|

q
dx
.
∫
Rn

1
‖1B(x,t)‖LΦ(Rn)
∥∥∥∥∥∥∥∥∥
∑
j∈Z
| f j|r

1
r
1B(x,t)
∥∥∥∥∥∥∥∥∥
LΦ(Rn)

q
dx.
Thus,
IV
1
q . α−1
∥∥∥∥∥∥∥∥∥

∑
j∈Z
| f j|r

1
r
∥∥∥∥∥∥∥∥∥
(E
q
Φ
)t(Rn)
,
which, combined with (7.11) and (7.12), then completes the proof of Proposition 7.57. 
Applying Proposition 7.57, Theorems 6.5 and 6.6, we directly obtain the following bound-
edness from (HE
q
Φ
)t(R
n) to (WHE
q
Φ
)t(R
n) of both convolutional δ-type and γ-type Caldero´n–
Zygmund operators, respectively, as follows.
Theorem 7.58. Let t ∈ (0,∞), q ∈ (0,∞), δ ∈ (0, 1] and Φ be an Orlicz function with positive
lower type p−
Φ
and positive upper type p+
Φ
. Let T be a convolutional δ-type Caldero´n–Zygmund
operator. If min{p−
Φ
, q} ∈ [ n
n+δ , 1], then T has a unique extension on (HE
q
Φ
)t(R
n) and, moreover,
there exists a positive constant C, independent of t, such that, for any f ∈ (HEq
Φ
)t(R
n),
‖T f ‖(WHEq
Φ
)t(Rn)
≤ C‖ f ‖(HEq
Φ
)t(Rn)
.
Theorem 7.59. Let t ∈ (0,∞), q ∈ (0, 2), γ ∈ (0,∞) and Φ be an Orlicz function with positive
lower type p−
Φ
and positive upper type p+
Φ
∈ (0, 2). Let T be a γ-type Caldero´n–Zygmund operator
and have the vanishing moments up to order ⌈γ⌉ − 1. If ⌈γ⌉ − 1 ≤ n( 1
min{p−
Φ
, q} − 1) ≤ γ, then T has
a unique extension on (HE
q
Φ
)t(R
n) and, moreover, there exists a positive constant C, independent
of t, such that, for any f ∈ (HEq
Φ
)t(R
n),
‖T f ‖(WHEq
Φ
)t(Rn)
≤ C‖ f ‖(HEq
Φ
)t(Rn)
.
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