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In this paper we demonstrate a computational method to solve the inverse
scattering problem for a star-shaped, smooth, penetrable obstacle in 2D. Our
method is based on classical ideas from computational geometry. First, we ap-
proximate the support of a scatterer by a point cloud. Secondly, we use the
Bayesian paradigm to model the joint conditional probability distribution of
the non-convex hull of the point cloud and the constant refractive index of the
scatterer given near field data. Of note, we use the non-convex hull of the point
cloud as spline control points to evaluate, on a finer mesh, the volume poten-
tial arising in the integral equation formulation of the direct problem. Finally,
in order to sample the arising posterior distribution, we propose a probability
transition kernel that commutes with affine transformations of space. Our find-
ings indicate that our method is reliable to retrieve the support and constant
refractive index of the scatterer simultaneously. Indeed, our sampling method
is robust to estimate a quantity of interest such as the area of the scatterer. We
conclude pointing out a series of generalizations of our method.
1 Introduction
In this paper we demonstrate a computational method to solve the inverse scat-
tering problem for a star-shaped, smooth, penetrable obstacle in 2D. Broadly
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speaking, inverse problems in physical systems are statistical inference problems
restricted by an initial and/or boundary value problem for a partial differential
equation. Consequently, inverse problems are difficult since the quantity to be
inferred is defined in a function space, while data is finite and noisy. Stuart [1]
studied conditions for the well-posedness of the Bayesian formulation of inverse
problems. Recently, Christen [2] showed that that the Bayesian formulation of
inverse problems is well posed under more general conditions. In either case,
Bayesian inverse problems defined on function spaces have two main difficulties:
the computationally efficient representation of the function to be estimated and
the sampling of a posterior measure defined on an infinite-dimensional space.
Although there are many theoretical approaches to overcome this issues [3, 4, 1],
the development of competitive computational methods for inverse problems re-
mains a very active research field.
We rely on classical computational geometry methods to deal with the issues
of function representation and sampling. First, instead of posing the problem
in an infinite dimensional setting, we approximate the support of each scatterer
using a point cloud [5]. The rationale of our approach is that the direct problem
has a finite rank property [6], i.e., the Frechet derivative of the mapping from
scattering obstacle to near field is a compact operator, and its singular values
have zero as a limit point [7]. Secondly, we use the Bayesian paradigm to model
the joint conditional probability of the non-convex hull of the point cloud and
the scatterer constant refractive index given measurements of the near field (in
the remainder of this paper, we shall refer to this conditional probability as the
posterior distribution). Of note, we use the non-convex hull of the point cloud
as spline control points to evaluate, on a finer mesh, the volume potential arising
in the integral equation formulation of the direct problem. Finally, in order to
sample the arising posterior distribution, we construct a probability transition
kernel based on moves that commute with affine transformations of space. This
property, first introduced by Christen and Fox [8], implies that the performance
of the Markov Chain Monte Carlo (MCMC) method is independent of the aspect
ratio of anisotropic distributions.
The outline of the paper is as follows. In Section 2, we introduce the direct
scattering problem and propose a numerical solution. Section 3 is devoted to
the representation of the shape of an obstacle based on a point cloud. This
representation uses the α-shape algorithm and allows us to parameterize the
obstacle shape with a parameter and a cloud of points. In Section 4, we present
the Bayesian formulation of the inverse problem. The solution of the inverse
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problem is the posterior probability distribution. Thereby, an affine invariant
MCMC method to sample the posterior distribution is designed. Numerical
results and discussion are presented in Section 5. Finally, Section 6 summa-
rizes our findings, pointing out limitations and possible generalizations of our
inference method.
2 The direct scattering problem
In this Section we describe the direct scattering problem and propose a method
for its numerical solution. We refer the reader to [7] for a more detailed dis-
cussion about the mathematical formulation of the scattering problem for a
penetrable obstacle.
Let us assume that the scatterer D ⊂ R2 is bounded and penetrable. If the
incident wave is a plane wave, the acoustic scattering problem can be cast as
the following problem for the Helmholtz equation (see [7]),
∆u(x) + k2(b(x) + 1)u(x) = 0 in R2,
u(x) = ui(x) + us(x),
lim
r→∞ r
(
∂us(x)
∂r
− ikus(x)
)
= 0,
(1)
where u is the total field, ui(x) = eikx·d is the incident field, us(x) is the
scattered field, r = |x|, and k is the wavenumber. The refractive index is
assumed to be constant on D,
b(x) =

b, x ∈ D
0, x ∈ R2 −D
for b ∈ R, b 6= −1.
The Helmholtz equation is equivalent to the Lippmann-Schwinger equation
u(x) = ui − k2
∫
D
Φ(k|x− y|)b(y)u(y)dy, (2)
where
Φ(r) = − i
4
H
(1)
0 (r) (3)
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and H(1)0 is the Hankel function of the first class of order zero.
2.1 Numerical solution of the direct scattering problem
In order to obtain an efficient solution of the forward model, we approximate
the volume potential in equation (2) using a corrected trapezoidal rule. The
correction coefficients are calculated in [9]. Taking the first correction coefficient
c1, we obtain a fourth order approximation
uj,h = u
i
j,h − h2k2
∑
l∈Z2N
Φj−l,hbl,hul,h +O(h4), j ∈ Z2N (4)
where Z2N = {j ∈ Z2 : 0 ≤ jk ≤ N, k = 1, 2},
Φj,h =

Φ(k|j|h) j 6= 0
Φj,h = β1 j = 0,
β1 = − i4 + 12pi
(
ln
(
hk
2
)
+ γ + c1
)
, and γ = 0.5772156649015328606 . . . is Euler’s
constant.
The discrete approximation of equation (2) can be written in matrix form
(KD,b + I)uh = u
i
h. (5)
Note that KD,b is a sparse matrix that depends on the obstacle and the
refractive index. Of note, we can readily index the entries where the matrix is
different from zero using the definition of b. Thus, the matrix structure allows
us to solve the system efficiently (5). In Figure 1, we compare computational
times to solve the Lippmann-Schwinger equation numerically using equation (5)
with the numerical solution of Vainikko [10]. It is apparent that the method
introduced above is considerably faster than the method of Vainikko.
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Figure (1) Comparison of computational times between (in seconds) the
method of Vainikko (red) and the method propose (blue) for solving the
Lippmann-Schwinger equation with the configuration depicted in Example 1
of Section 5.
3 Point cloud approximation of a scatterer
Given a point cloud in two or three dimensions, many methods of computational
geometry are available to represent its boundary [11, 12, 13, 14, 15]. The struc-
tural simplicity of these representations allows efficient handling for geometric
deformations and topology changes. The results of this paper are based on these
ideas. In order to construct this representation, we use the α-shape algorithm
that computes the non-convex hull of a set of points in the plane. This algorithm
produces a polygonal hull (α-shape) that depends on the value of a real param-
eter (called α). To obtain a smooth boundary, we interpolate on the points that
define the α-shape with a third order B-spline. B-splines are used due to its
local stability properties on the control points, see Figure 3 (a), (b). Palafox et
al. [16] introduced this procedure to estimate the boundary of a smooth sound
obstacle from far field data. A detailed description of the algorithm is as follows:
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Algorithm 1 Spline interpolation of the non-convex hull of a point cloud in 2D
Data: Let us Q = {pi}mt=1 a set of m points within the domain of the problem,
Q ⊂ G ⊂ R2, and α a positive real number.
Output: A third order B-spline using the point cloud non-convex hull as
control points.
Step 1. Compute the α-shape of Q, denoted by Sα(Q), using the α-shape
algorithm [5].
Step 2. If Sα(Q) is a valid polygon (i.e non-empty, non-self-intersected and
non-disconnected):
Compute ΓQ,α interpolating the points that define the polygon Sα(Q) with a
third-order B-spline.
Of note, the α-shape algorithm uses the Delaunay triangulation with vertices
Q to compute Sα(Q) (see Figure 2 (a)).
Figure (2) Part (a) shows the α-shape (green), the interpolating spline (blue),
ΓQ,α, with α = 0.4, and the correspondent Delaunay triangulation (grey). In
part (b) shows ΓQ,α for different values of α.
The algorithm defined above accounts for a well defined mapping from Q
and parameter α to a boundary ΓQ,α. Indeed, the polygon Sα(Q), and thus the
smooth boundary ΓQ,α, is uniquely determined by Q. The positive parameter
α determines how non-convex the smooth boundary ΓQ,α is (see Figure 2 (b)).
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Figure (3) Part (a) shows the interpolating spline ΓQ,α, with α = 0.5, when
a boundary point is perturbed, while part (b) shows the case when an interior
point is perturbed. Local stability of the representation is apparent.
4 Bayesian Formulation of the Inverse Problem
In the inverse scattering problem, the task is to estimate the shape of the scat-
terer D and the refractive index b given some available observations, e.g., near
field data observed at some points of the domain G. The scattered field is ob-
tained from several incoming plane waves with different directions d. We shall
formulate the inverse problem in a finite dimensional space using the parametric
representation of the obstacle described above. Thereby, the parameter space
to be estimated is θ = (Q,α,b).
We shall pose the inverse scattering problem using the Bayesian approach.
This formulation allows us restating the inverse problem as “...a well-posed ex-
tension in a larger space of probability distributions..." [17]. The solution of the
inverse problem is the posterior probability distribution.
Let us consider the following additive noise pointwise observation model:
dj := u(xj) + ηj , j = 1, . . . ,M., (6)
where {xj}Mj=1, is the set of points at which the scattered field is observed,
ηxj ∼ N(0, σ2) is additive noise, and dj noisy observations. Concatenating all
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the observation, one can rewrite (6) as
d := F (θ) + η (7)
with F := [u(x1), . . . , u(xM )] denoting the mapping from the shape of D (de-
fined by Q and α) and the refractive index b to the noise free observables, η
being normally distributed as N (0, σ2I), and d = [d1, . . . ,dM ]T .
The Bayesian solution to our inverse problem is [17]
pi(θ|d) = L(d|θ)pi(θ)
pi(d)
. (8)
where the likelihood is given by the noise distribution (7),
L(d|θ) = (2piσ)−M/2 exp
−12 ∑
xj
∣∣∣∣∣∣∣∣dj − u(xj)σ
∣∣∣∣∣∣∣∣2
 (9)
assuming independent measurements. This function shows how measurements
affect knowledge about θ.
The prior distribution expresses the information about θ independent of the
measurements d. In our case, it is modeled as follows:
1. The refractive index b, the point cloud Q and the shape parameter α are
taken as independent parameters; therefore
pi(θ) = pi(Q)pi(b)pi(α).
2. Uniform distributions for Q and α are imposed, as a default selection.
Consequently, the prior probabilities pi(Q), pi(α) are constant on the do-
main G.
3. The choice of a gamma distribution for b is motivated by the applica-
tion of the inverse scattering problem in elasticity imaging methods. The
refractive index represents the Young modulus [18]. In this manner, the
refractive index is assumed as a positive parameter.
b ∼ Gamma(k˜, λ˜). (10)
The resulting posterior distribution is explored using MCMC method with
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Metropolis Hastings (MH) by generating a Markov chain with equilibrium dis-
tribution (8). In the next Section we propose a the probability transition kernel
to implement the MH algorithm.
4.1 An affine invariant probability transition kernel
By construction, the performance of the Metropolis-Hastings (MH) algorithm
depends on a proposal probability distribution used to construct the proba-
bility transition kernel. Often, proposal probability distributions are gradient
informed [4, 3]. However, there is a class of derivative-free proposals, first in-
troduced by Christen and Fox [8], for arbitrary continuous distributions and
requires no tuning, that gives rise to “...an algorithm that is invariant to scale,
and approximately invariant to affine transformations of the state space...”. This
property implies that the performance of the MCMC method is independent of
the aspect ratio of anisotropic target distributions.
In Daza et al. [19], a MCMC method with the affine invariant property was
used to approach the inverse scattering problem in an inhomogeneous medium
with a convex obstacle. In this paper we build on previous results introducing
an affine invariant proposal also for the α parameter of the non-convex hull of
a point cloud. This proposal is defined from the circumradius of the Delaunay
triangulation of the point cloud at the iteration t. The circumradius is used for
two reasons: it contains information about the scale of the space and the α-
shape is obtained with decision criteria that involve the radius of the Delaunay
triangulation (see details in [5]).
The probability transition kernel for the parameter space θ(t) =
(
Q(t), b(t), α(t)
)
,
where Q(t) = {p(t)i }mi=1 is given by
K(θ(t), θ(t+1)) =
4∑
i=1
wiqi(θ
(t), θ(t+1)),
and wi is the weight to choose the proposal qi. Thus, the new proposal is defined
as follows:
1. Point move: Move randomly a single point p(t)k ∈ Q(t) = {p(t)i }mi=1
p
(t+1)
k = p
(t)
k + u−k
9
where u−k ∼ U(−d¯−k, d¯−k), and d¯−k is the mean of the pairwise distances
|p(t)j − p(t)l | for j 6= l, p(t)j , p(t)l ∈ Q(t) \ {p(t)k }.
2. Translate move: Move randomly the point cloud
p
(t+1)
i = p
(t)
i + u, for 1 < i < m
where u ∼ U(−d¯, d¯), and d¯ is the mean of the pairwise distances
|p(t)j − p(t)l |, for j 6= l , p(t)j , p(t)l ∈ Q(t).
3. b move: We move the refractive index b using its prior distribution (10)
b ∼ pi(b).
4. α move: The move for the α-shape parameter is defined as follows:
α(t+1) =
1
2
α(t) +
1
2
U(rmin, rmax) (11)
where rmin, rmax are the minimum and maximum circumradius of the Delau-
nay triangulation, respectively. The α value is taken in [rmin, rmax], because
for values of α ≥ rmax the α-shape of Q is the convex hull and for values of
α ≤ rmin the α-shape is the set of points Q.
The instrumental proposals for the obstacle boundary (1-2) are symmetric be-
cause when computing the pairwise distances without the point p(t)k in the point
move, we produce a symmetric proposal on the MCMC method. Similarly, when
the translation move is chosen, the entire cloud is moved with the same direction
u, and therefore the proposal is also symmetric [20]. A detailed description of
the algorithm is as follows:
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Algorithm 2 Point Cloud Metropolis-Hastings Random Walk
Data: θ0 = (Q0,b(0), α0). Q(0) = {p(0)i }mi=1 uniformly distributed on G.
Number of samples tmax
Output: A prescribed number of samples of the posterior distribution (8)
obtained with the affine invariant sampler.
Step 1. Take t = 0. Compute the energy
Energy(θ(t)) = − log L(d|θ(t))− log pi(b(t)).
Step 2. Update θ(t+1) randomly choosing one of the moves:
1. Move a point p(t)k ∈ Q(t),
p
(t+1)
k = p
(t)
k + u−k
2. Move every point in Q(t) = {p(t)i }mi=1,
p
(t+1)
i = p
(t)
i + u
3. Draw b(t+1) ∼ Gamma(k˜, λ˜)
4. Move α,
α(t+1) = 0.5α(t) + 0.5U(rmin, rmax)
Step 3. Compute
ρ = Energy(θ(t))− Energy(θ(t+1))
and accept the proposal with probability e−ρ.
Step 4. t = t+ 1
Step 5. Go back to Step 2 if t < tmax, else stop.
5 Numerical results and discussion
In the examples presented below we recover a star-shaper scatterer defined by
x(t) = (1.5 sin(t), cos(t) + 0.65 cos(2t)− 0.65), 0 ≤ t ≤ 2pi. (12)
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Of note, scatterer (12) was introduced by Kirsch [21] and is often used in
the inverse scattering literature as a benchmark. Recovering scatterer (12) is
challenging for two reasons: first because it is non-convex and secondly, because
it possesses detailed structures (the wings) that are small compared with the
scale of the whole figure. In the setting for our numerical examples we take
fixed refractive index b = 25. Furthermore, we use the area of the scatterer as
a quantity of interest to explore the robustness of our inference method.
Data is measured at grid points of the numerical domain. In order to avoid
the inverse crime we solve the direct scattering problem with the method intro-
duced by Vainikko [10] to create synthetic data. We add Gaussian noise with
mean zero and standard deviation σ = 0.012, i.e., the signal to noise ratio (SNR)
is 100.
We propose a design on the distribution of the incident field over the unit
circle. This design involves incident fields in two wavenumbers (k = 1, k = 5).
We take eight incident wave directions uniformly distributed
di =
(
cos
(
2pi
8
i+ ζ
)
, sin
(
2pi
8
i+ ζ
))
, i = 1, ..., 8. (13)
In directions d2i, i = 1, . . . , 4, the incident field is applied with wavenumber
k = 5 and in the other directions with wavenumber k = 1. Data is assumed
independent, then the likelihood is given by
L(d|θ) = (2piσL)−M/2 exp
−12 ∑
xj
∣∣∣∣∣
∣∣∣∣∣dLj − uL(xj)σL
∣∣∣∣∣
∣∣∣∣∣
2
+
+ (2piσH)
−M/2
exp
−12 ∑
xj
∣∣∣∣∣
∣∣∣∣∣dHj − uH(xj)σH
∣∣∣∣∣
∣∣∣∣∣
2
 ,
where uL and uH denote the scattered field for the wavenumbers kL = 1 and
kH = 5 respectively.
In Example 1 we take ζ = 0 for the configuration of the incident field di-
rections (13). The mesh of the numerical domain is N = 40 and h = 0.02. In
Example 2 we explore the robustness of our method by rotating the direction of
the incident fields with respect to Example 1. Finally, in the third example we
verify that by refining the mesh in the solution of the direct problem, the results
improve accordingly. All numerical experiments were performed in python. For
the sake of reproducibility, all code is available in Github.
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Figure (4) Trace plot of the logarithm of the posterior distribution with a
burn-in of 50,000 iterations. It is apparent that the MCMC sampling is at
equilibrium.
Example 1.
We computed 2,000,000 samples of the posterior distribution. Figure 4 shows
a trace plot of samples of the logarithm of the posterior distribution at equilib-
rium, indicating convergence in measure of the MCMC method. On the other
hand, histograms of the prior and posterior distributions of both, the refractive
index b and the area of the obstacle are shown in Figure 5. True values are
shown for comparison.
In order to show that the results obtained in Example 1 are independent of
the directions of the incident field, in the next example we repeat the numerical
experiment except that none of the incident directions coincide with an axis of
symmetry of the obstacle.
Example 2.
We consider the same setting of Example 1, except that the directions in the
incident field are rotated letting ζ = pi6 . Figure 6 compares histograms of both,
the refractive index b and the area of the obstacle obtained in Examples 1 and
2.
Finally, Example 3 illustrates the effect of using a finer mesh in the numerical
solution of the direct problem. As expected, the variance of both, the refractive
index b and the quantity of interest decreases if the mesh is reduced.
Example 3.
In this example, the configuration is taken as in Example 1, and we refined
the mesh taking N = 80, h = 0.01. We computed 1,000,000 samples of the
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Figure (5) Parts (a) and (c) show the prior distribution in cyan, the posterior
distribution in blue, and the true value in green of both, the area of the scatterer
and the refractive index for Example 1. Parts (b) and (d) show a close up along
the horizontal axis near the true values.
Figure (6) For examples 1 and 2; posterior distributions of the scatterer area
and (b) the refractive index.
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Figure (7) Example 3; posterior distributions of the scatterer area and (b) the
refractive index.
posterior distribution. Histograms of the posterior of both, the refractive index
b and the area of the obstacle are shown in Figure 7 together with the respec-
tive results of Example 1. As before, the true values are shown for comparison.
Figure 8 summarizes the retrieval of the scatterer in all examples above. Numer-
ical evidence suggest that the posterior distribution is insensitive with respect
to a rotation of the direction of the incident fields. On the other hand, there
is a trade off between precision and computational cost as expected. Table 1
compares the true value, maximum a posteriori and conditional mean of our
quantity of interest. All estimators are correct with roughly two digits. Of
note, the area of the true scatterer was computed with the same resolution of
the point cloud interpolation.
We may discuss the results of this manuscript as follows: we have introduced
a method, based on standard ideas of computational geometry, capable of si-
multaneously recovering both, the support and constant refractive index of a
star-shaped scatterer. In Figures 4 through 8 and Table 1, we offer numerical
evidence of the robustness of our method using a star-shaped scatterer com-
monly used as benchmark in the literature of inverse scattering problems under
a particular data design.
On the other hand, although our method does accomplish the task of reliably
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solving the inverse problem, it is computationally expensive. We remark that
our method is derivative free. We believe that further research on affine invariant
proposals is justified i.e., a natural extension is to explore the performance of
derivative informed proposals of the probability transition kernel that fulfill the
affine invariant property. In general, we believe that it might be possible to
further extend the idea of axiomatically imposing geometric properties on move
proposals for the probability transition kernel, such as moves that commute
with affine transformations of space, and then introducing examples of moves
that fulfill those conditions.
Area of the scatterer
True value Conditional Mean Maximum a posteriori
4.68× 10−2 4.66× 10−2 4.60× 10−2 Example 1
4.64× 10−2 4.53× 10−2 Example 2
4.63× 10−2 4.51× 10−2 Example 3
Table (1) All estimators are correct with roughly two digits. Of note, the area
of the true scatterer was computed with the same resolution of the point cloud
interpolation.
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(a) Example 1 (b) Example 2
(c) Example 3
Figure (8) Numerical evidence in Examples 1 and 2 suggests that the posterior
distribution is insensitive with respect to a rotation of the direction of the inci-
dent fields. On the other hand, Example 3 indicates there is a trade off between
precision and computational cost as expected.
6 Conclusions
In this paper we have demonstrated a reliable method to approximate the so-
lution of the inverse scattering problem in the case of penetrable obstacles. Of
note, we can recover simultaneously the support and constant refractive index of
the scatterer. Our results are based on standard ideas of computational geome-
try, which is a very active area of computer science with numerous applications.
We consider that our findings are amenable to numerous extensions.
We believe that future work should be directed towards improving the effi-
ciency of the method in terms of computational cost. Three possible research
avenues, not necessarily in order of importance, are as follows. First, explore the
performance of derivative informed proposals of the probability transition kernel
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that fulfill the affine invariant property. Second, defining a delayed acceptance
method on the frecuency (lower wavenumber and higher wavenumber) spaces
with two stages; the lower-model with a coarse mesh and the higher-model with
a fine mesh. Finally, another approach might be, changing the number of points
in the cloud in each level (delayed acceptance), for instance adding points in the
cloud, taking more points for the interpolation of the point cloud.
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