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ABSTRACT 
In 1955 Beurling showed that the Riemann hypothesis is equivalent to a closure 
property of a certain class of functions in L2[0, 11. In 1975, Ryavec obtained explicit 
zero free regions for t(s) in the critical strip; those regions depend on the norms of 
certain linear functionals in such a way that if those norms are unbounded, the 
Riemann hypothesis holds. In fact, as Bombieri later remarked, the converse is also 
true. As this paper demonstrates, the set, W, of these linear functionals can be written 
naturally as the countable nested union of certain subsets, W,, and the extremal 
norms on these subsets form a strictly increasing sequence, one which is unbounded 
if and only if the Riemann hypothesis is true. We further show that the nth extremal 
norm can be reinterpreted as a certain surface to volume ratio in n dimensions. The 
form of these ratios suggests that the nth extremal norm is on the order of 6-a 
conjecture reinforced by an extensive computer study. This study almost certainly 
reveals the extrema for cases n = 2,3,4,5, although these are still unsolved problems. 
1. INTRODUCTION 
In 1955 Beurhng showed [2] that the Riemann hypothesis (for the 
Riemann zeta function) is equivalent to a closure property of a certain class 
of functions in L2[0, 11. To see what Beurling did, we need some definitions 
concerning a certain subspace of L’[O, 11. So let (x) denote the fractional 
function; i.e., (x} = z (mod l), 0 <(z) Q 1 (see Section 41, and let W denote 
the linear subspace, in L2, of functions 
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where the ak are real numbers and the t, further satisfy 1 > t, > 0, and N is 
any positive integer. Next, let T be the linear functional on W given by 
N 
T+ = c aktk, 
k=l 
and let us denote the kernel of T by 
A special case of a theorem of Beurling is 
THEOREM (Beurling) [2]. The Riemann hypothesis is true if and only if 
ker T is dense in L2[0, l] with respect to the L2 norm. 
In 1975, Ryavec [5] obtained explicit zero free regions for l(s) in the 
critical strip, which depend on the norm of T, so that, if T is unbounded 
on W, then the Riemann hypothesis holds. Subsequently, in unpublished 
form, Bombieri noted that one could readily deduce, from the argument of 
Beurling’s theorem, that the Riemann hypothesis is true if and only if T is 
unbounded on W. Thus, let 4 E W, Tc$ = 1, and let {4,], 4, E ker T, be a 
sequence with 114 -d,]] + 0. Th en 1= T(4 - 4,) Q llTll~11~ - 4,II shows 
that T is unbounded on W C L2. 
It should be mentioned that a variation of the Beurling approach to the 
Riemann hypothesis has been treated in [l]. We also mention the papers 13, 
4 of Roesler, which treat the Riemann hypothesis as an eigenvalue problem. 
In this paper we consider the action of T on the subsets W, C W2 C 
w,c *** of W, where 
We let T, denote the restrictions 
T,, = Tlw,, 
and we remark that, from what has been said above and from the obvious fact 
that the llT,,ll are nondecreasing, the Riemann hypothesis is true if and only if 
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In this paper we are primarily concerned with the norms llT,,ll, and we 
prove several results. In Theorem 3, it is shown that the llT,ll are strictly 
increasing, a result which depends on the functional equation of the zeta 
function, but from which no specific rate of increase of the llT,ll could be 
deduced. 
In the same theorem it is also shown that for each rr = 1,2,3,. . . , there is a 
4, E W,, with ll~$,ll = 1, such that 
llT”ll = T,4,, 
and the t t 1, 2,. . ., t, used in forming the extremal c$, are distinct and the 
largest of them equals 1. Hence, we can assume that 1 = t, > t, > t, > . . * > 
t, > 0 in the extremal 4,. In addition, extensive numerical calculations 
indicate that each t, is rational, which will be discussed later. 
As to the norms, llT,ll, Theorem 1 asserts that they can be viewed as the 
extreme values of surface to volume ratios 
where the J(t,u) will be specified later, and where B” is the box of side 
length 2, 
B”={u=(ul )....) u,):-l<t+l}. 
We mention the B” now because it is the geometric nature of Theorem 1 
which gives at the moment the only clue to the rate of growth of the llT,ll. 
For large 12, most of the volume of B” is near the boundary, so that if J(t, u) 
is roughly the same size on 8B” as it is inside for some t = (t,, t,,..., t,), 
then we might expect that 
= 2n*2”-’ 
2” =n. 
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It has been verified numerically that for 1~ rr Q 12, 
llZ',,ll" a 3.60n, 
and there is even a hint that llT,,ll”/n goes to infinity with n. 
2. MINIMIZATION BY MATRIX INVERSION 
Since 
llT,,ll = sup T,&, 
11411 =  
we have 
llTnll-2 = T $$ 1 114112, 
n 
(1) 
and it is the latter approach that we shall take to begin the estimation of the 
llT,,ll. That is, we shall first fix t = (t,,. . .,t,) with 1 > t, > t, > . . . > t, > 0, 
and then calculate the minimum of ll~$ll~ subject to T,c#J =1. This step 
minimizes 114112 with respect to the a,, . . . , a,; and when that is done, we will 
consider the infimum over the vectors t (in the range specified above). 
So with t fixed as above, we write 11411” as a quadratic form in a = 
(a 1,. . . , a,): 
= &jukMjk 
where M is the n by n matrix with entries 
= Mkj. (2) 
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We quote a standard result that the minimum of the quadratic form ]]4]1’, 
subject to the linear constraint (a, t) = 1, is given by 
min ]]4]]2 = 
1 
(a,t)= 1 (t,M-‘t) ’ 
It follows from (1) and (3) that 
]]T,]lP2 = inf ’ 
t (t,M-‘t) ’ 
or, alternatively, that 
llT,,112= sup(t,M-‘t). 
(3) 
(4) 
It is Equation (4) that is essentially the starting point of this paper. 
3. TABLES 
Before turning to Theorem 1, we make some remarks about the expres- 
sion (t, M-‘t), which plays a central role in the study of ]]T,]]. First of all, it 
was shown in [5] that for each choice of t = (t,,. . . , t,) with the 1 > t, > 0 
distinct, M = [M.k] is positive definite, so that M-’ exists and (t, M-‘t) is 
defined. Also in 1 51 it was shown that 
(t,M-‘+ k ti, 
k=l hk 
(5) 
where A, > A, 2 *. . > A, > 0 are the eigenvalues of M and e,, . . ., e, a 
corresponding basis of orthonormal eigenvectors of Euclidean n-space. 
Now either the left or the right side of (5) can be used to compute ]]3,]]. 
That is, if you are interested in a numerical search over a range of t, you can 
use either a program that inverts the symmetric matrix M, or another 
program that undertakes an evaluation of its spectrum. Of course both 
approaches begin with the inner products in (21, and that is where the bulk 
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TABLE 1 
n (t, M-b) (t, M-+)/n t 
1 3.84 3.84 1 
2 8.13 4.06 (I, a> 
3 10.80 3.60 (1, ;,a> 
4 16.42 4.10 (I,$, t> k) 
5 21.93 4.39 (1, :, :, +, $) 
6 29.91 4.98 (I, ;, 9, +, +, ;> 
7 36.23 5.18 (I, g., 3, ;, +, $, +) 
8 40.09 5.01 (1 ) _K! 4 2 111’) 
131r 5’ 37 2,3,J) 7 
9 43.01 4.78 (1 z 1P0 12” 2 i L i ‘) 
r3,)13,,*49,3,2,3,5,7 
10 46.38 4.64 (1 7 z 120 120 12” 1 i i 1 
25’ 13,’ 149r l63’3J 2,s) 5) 
‘) 
7 
of the computer time and the most productive shortcuts are concentrated. 
The resulting data were used to construct Figure 1 (Section 5) and Table 1. 
Explanation 
The vectors appearing in the column headed t are those for which 
(t,M-‘t) was the largest of those calculated in the computer search. The 
corresponding values of (t,iW’t) and (t, M-‘t)/n therefore constitute 
lower bounds for 11T,,11’ and llT,l12/ n, respectively. For n = 1 it is known 
that t = 1 and llT,l12 equals th e reciprocal of ln 2 r - 1 - y = 0.26066. . . ; i.e., 
llT,f = 3.84. It is virtually certain that llT,ll” = (t, M-‘t) when t = (1, $), but 
no proof has been found [see Figure 1 in Section 5 for a graph of (t, M- ’ t)]. 
The listed values of (t, M-It) for n = 3,4,5 are also likely extremal and equal 
to llT3[12, llr4’,112, llTsl12, respectively; but in the n = 6 case, the vector (1, g, i, i, 
i, i> probably does not produce llT6,112, but a value of (t, M-‘t) quite close. 
This might be interesting to pursue numerically, if only to investigate the 
possibility that it is the reciprocals of primes which are appearing at the tail 
end of the extremal t as n grows. 
We note that Table 1 was assembled from data calculated by a program 
that inverted M. Then the extremal data were recalculated via the spectrum 
of M, and it was found that, as n increases, most of the size of (5) comes 
from the term having the smallest eigenvalue, A,, and that the next largest 
contributor is the term corresponding to the largest eigenvalue (see Table 2). 
Finally, it should be pointed out that it is difficult to see how to proceed 
in the theoretical investigation of llT,,l12 by way of the inversion of M, or 
through its spectrum, which brings us to the alternative formulation of 
(t, M- ‘t) of Theorem 1 already mentioned in the introduction: a ratio of 
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TABLE 2 
(t> ex (tTeJ2 
n llT”l12 -; % of total 
*, 
p; % of total 
A, 
2 8.13 1.68; 20.6% 6.46; 79.4% 
3 10.80 2.15; 19.93% 8.64; 80.05% 
4 16.42 1.58; 9.6% 14.83; 90.3% 
5 21.93 1.29; 5.9% 20.49; 93.5% 
6 29.91 1.35; 4.5% 27.82; 93.0% 
surface to volume integrals. Theorem 1 is a special case of Theorem 2, which 
is applicable to a wide range of quadratic minimizations. 
4. THEOREMS 
DEFINITION 1. Let B” denote the n-dimensional box 
For any u, t E B” we define J(t, U) by 
if all uj # 0, 
j,k=l 
ifany uj=O. 
THEOREM 1. Given t, with 1 > t, > t, > *. . > t, > 0, and given 
(t, M-‘t) and J as defined above, then 
1 
min,.t=111~l12 
= (t,A4-9) 
s(t) =-- 
v(t) ’ 
138 
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and 
v(t) =jsnJ”(t>u)du. 
Proof. The main part of the proof is to show that 
(6) 
where I” c B” is the unit box in B” with positive coordinates, 0 < uj < 1. 
Once (6) has been established, the theorem follows from the brief argument 
below: 
=2-” 12, 
/ aB" 
while 
so that 
We now turn to the proof of (6). Recall that (t, M- ‘t) is the reciprocal of 
the minimum of the quadratic form (a, Ma) subject to (a, t) = 1. Using the 
method of Lagrange multipliers, put 
Q(a,A)=(a,Ma)+h(a*t-l), 
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and note that at the minimum we have 
0 = aa_ = 2 c akMjk + htj (l<j,<n), 
3 k=l 
(7) 
The system of equations (7) shows that at the minimum, 
()= 2 ajE=2 k Mjkajak+A 2 aktk 
j=l 3 j,k=l k=l 
=2(a,Ma)+A, 
so that 
2 
(t,M-‘t) = 
min,O,ij=t(a, Ma) = 
-- 
A ’ 
Solving the system of equations (7) by Cramer’s rule yields 
2 
__= 
h det M ’ 
We recall the well-known result that the determinant of a Gram matrix is 
[Gram’s paper is in Crelle 1881, and the above formula is apparently due to 
Andrkieff in 1883 (see Miur, History of the Theory of Determinant-s).1 Thus 
detM=~/D’.../Illdu,.,.du,, 
0 
(8) 
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ik 
Also 
with 
which gives easily 
Combining (8) and (9), we have (61, provided we adopt one small convention 
regarding the fractional function {xl. If each tk < 1, then the numerator of(G) 
is true with no changes, but in the case when some tk = 1, say t, = 1, the 
expression 
would be zero on the face u, = 1 of I”, whereas J should have the value 1 
there. So in order to preserve the notation /(t,u) as it stands, we assume the 
fractional function is left continuous at the integers rather than right continu- 
ous; then (1) = 1. With that convention, the theorem is proved. n 
The following definitions will be used in stating Theorem 2. 
DEFINITION. Let L2 = L2(%R) denote the space of real valued functions 
on the measure space YR which are square integrable with respect to a 
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measure p. Further, let fi,fi,. . . ,f, be functions from L2 with 
Mjk = /,fi.fk dP 
= (fjyfk) 
= Mkj. 
We shall assume the n by n matrix 
is nonsingular. Since M is a Gram matrix, the nonsingularity means that the 
quadratic form 
=(a,Mu) 
is positive definite. Given a vector t = (t,, . . . ,t,) with distinct, nonzero 
components, we wish to give an expression for the minimum of (a, Mu) 
subject to a - t = 1. This is the content of Theorem 2. 
DEFINITION. Given fk(u) E L2 as above, let D, N be the n by n 
matrices defined by 
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THEOREM 2. Given fk E L2 as defined above, then 
The proof of Theorem 2 is essentially the same as that of Theorem 1. In 
Theorem 2 fk(u) replaces {tk /u), ID( replaces J2(t,u), IN( re- 
places J2(t,u>,,=1, and (Z,CL) pl re aces the unit interval under Lebesgue 
measure. The result itself generalizes (6) and has an interesting application 
to the estimation of the ordinate of the first zero of the zeta function. 
THEOREM 3. The norms llT,,ll are strictly increasing with n = 
1,2,3 ,..., and for each n there is a 4, E W,, with II4,II = 1 such that 
llT,,ll = T,4,. 
Moreover, the t,, 1 > t, > 0, informing this extremal 4, are distinct, and the 
largest is equal to 1. 
Proof. The proof is divided into three parts: 
Part 1. Assume that an extremal 4, exists with all t,, 12 t, > 0, 
distinct. Then we show that t, = 1. 
Part 2. Next, we show that (t, M-‘t) can be defined as a continuous 
function on the unit box, (t = (t,, . . . , t,): 13 t, > O), in which case (t, M-It) 
achieves its maximum value for each n. Thus, there is a 4,, ll4,ll = 1, with 
llT,,ll = Tn4,. 
Part 3. Finally, given t = (t,, , . . , t,), we show there exists a t’= 
(t 1,. . . , t,,~), 1 > t, > 0, for which 
(t’,M-‘(t’)t’)>(t,M-‘t) 
[This is the point at which the hmctional equation of l(s) is used.] We note 
that r # tk, 1~ k < n, for if they were equal, then 
(t’,M-‘(t’)t’)=(t,M-‘t), 
by the argument in Part 2. 
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It follows that the ]]T,]] are increasing, and the extremal c$, are found at t 
for which the t, are distinct. Beyond t, = 1, nothing is known about the 
extremal t, although it is likely the tk are rational. 
Proof of Part 1: We assume without loss of generality that 1 > t, > t, > 
... >t,>O,andshowthatfor t;‘>c>l, 
(c&M-‘(ct)ct)>(t,M-9). 
Hence, [IT,]] is achieved at a 4, having t, = 1. 
So choose a vector, a = (a,, . . . , an), with a. t = 1, such that 
(t,M-‘f)-l=kl( +( :})2du. 
Make the substitution v = cu, dv = cdu. It follows that 
(t,M-‘t)i=ct( +~)i’dv 
>i,‘( + $))2dv 
= (ct,M-‘(ct)ct)_l. 
Proof of Part 2: The function (t, M - ‘t ) is defined and continuous at those 
t = (t,, . . . ) t,), 12 t, > 0, with t, distinct (see [2]). But if either (i) two t, are 
equal or (ii) some t, is zero, then M is singular, so that (t, M- ‘t) is not 
defined at every point of the unit box. 
However, the minimum over a = (a,, . . . , a,) of the quadratic form ]]4]12, 
subject to u. t = 1, is defined and equal to 
(i,M-'(i)t)-', 
where Z is the vector formed from the distinct, nonzero components of t. 
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This is how we shall define (t, M- ‘t) in the singular cases. [And we put 
(t, M-It) = 0 if all the components of t are zero.] 
What we have left to show, then, is that the limiting values agree at the 
singular vectors; i.e., if t’=(t, ,..., t,,~), t =(t, ,..., t,) with l> t,, T > 0 
distinct, then 
lim (t’,MP1(t’)t’)=71~mk(t’,M-1(t’)t’) 
T-O+ 
= (t, M-b), 
and (t, M-‘t) is a continuous function on a compact box, I”, with a maxi- 
mum. 
We will verify the first limit 
lim (t’,M-‘(t’)t’)=(t,M-‘t). 
7+0+ 
The verification of the other limit is similar. Thus, choose T > 0 small and 
use (6) to express 
(t’, M-‘( t’)t’) = 
(n +l)jl”+l~u,+,=1~J2(t’,~) du 
jrn+,J2( t’,u) du ’ 
Now expand the determinants, J, in the numerator and denominator around 
the rightmost column, the one with T in it. Then square and integrate, and 
note that the integrals of the squared terms dominate the integrals of the 
cross terms as r + O+. That is, 
=7 
= CT + o(T2), 
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After relabeling variables appropriately, we obtain 
(t’, M-‘(t’)t’) = 
n(n+l)~l($q(u =liJ2(t,u)dzl+O(~210g27) 
(n+l)~1(~}2dul;~Jyt,u)du+o(T~log’r) . 
Dividing numerator and denominator by 
and letting 7 + O+, we obtain (t, M-'t) as the limit. 
Proof of Part 3: Fix t and choose 
with Z * t = 1, so that 
Define a new function 
l-x 7 
‘u(u) = rifJ+ - - 
7 ( j u ’ 
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where 0 < T < 1. Notice that 
TV=1 
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for all real x. We wish to show that there are T and x for which 
Suppose not. Then the minimum 
min lITlIz = 11~112 --m<x<m 
occurs when x = 1 for all r. We will deduce a contradiction. To do this, 
notice that 
ll’l+ = Ax2 + Bx + C, 
where 
with a minimum at 
B 
*=-xi 
= 1 
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by assumption. Hence, for 0 < r < 1, 
which implies 
where B(T) is a bounded, continuous function of r 2 1. 
Now transform the latest equation, with 0 < Re s < 1: 
Evaluating the left hand side of (lo), we have, for 0 < Re s < 1, 
= 11 - 12 
As for I,, 
147 
(10) 
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where we have substituted r = uy, dr = udy. Then letting u = tkvpl, du = 
- tkc2 dv in each of the outer integrals, we have 
I, = t iikt~jgX{v}v-l-rdv~m{ y} ys-‘dy 
k=l 
As for I,, 
=~1k~~ii,ct,v}v-2jm~s-2{~v} d7dv 
0 
where we let u = v-l, du=-v-‘dv. Ifwefurtherlet rv=y, vdT=dy, 
then 
12 = k iiktk]lv-l~m( ;) 
s-2 
k=l 0 
d$ 
since a* t = 1. Thus, (10) can be written in the form 
- =-+23(s). 
1 S 
(11) 
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As B(s) is analytic for Re s < 1, this last equation holds for all s f 0 within 
Res<l. 
If Xii, z 0, we would have a contradiction right away, because then the 
left side has a second order pole at s = 0, while the pole on the right side is 
simple. In any event, we can use the functional equation of C(s) to obtain a 
contradiction. Take s = 1 - 2m, with m some large positive integer. The 
functional equation in unsymmetric form is 
so that 
5(1-2m) =2.( -1)m(27r)-2mI(2m)~(2m). 
Put s = 1 - 2m in (11). Then the left hand side of (11) becomes 
2( -1)“(2a)-2” I(2mM2m) 5(2m) 
2m [ 
2m Cii&p+ & , 1 
which is unbounded as m + 03 due to the factor I’(2 m>. But the right side of 
(11) goes to zero as m --em, a contradiction. This finishes the proof of Part 3, 
as well as the proof of Theorem 3. W 
5. GRAPHS 
An approximation to the graph of (t, M-‘t) in the n = 2 case may be 
found in Figure 1, where t =(1,1/x) and x runs from $$ to ?$ in 
increments of $. The rest of the curve is interpolated linearly. It appears 
that x = 4 is the maximizing abscissa, and it was an unfulfilled goal to prove 
this true. Cusps are visible, apparently at rational vectors with small denomi- 
nators. Recalling Theorem 1, we write 
(t,M-‘t) =G, 
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FIG. 1. 
It has been shown that both S(t) and V(t) are nondifferentiable, with local 
minima, at all rational x > 1. The denominator always seems to win, however, 
with the ratio having a maximum at rational x. 
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