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Ce mémoire s'insère dans le cadre de travail proposé par n: FISETTE ((1)) 
fournir un environnement logiciel perrnettant la vérification de certaines 
propriétés des progrannnes - à savoir les assertions 
(conditions pré-post et invariants, essentiellement) - pendant leur exécu-
tion: 
Nous rappelons que ce cadre de travail visait essentiellement la classe des 
différents progrannnes du cours "SEMINAIRE DE PROGRAMMATION" donné en 
1ère licence et que c'est dans ce contexte bien détenniné que D~ FISETTE a 
défini un langage formel permettant l'expression des assertions~ 
Comme il s'avère quasiment impossible qu'un langage formel puisse exprimer 
directement (sans progrannnation) TOUTE assertion écrite en langage normal, 
l'expression des assertions sera GENERALEMENT réduite, pour des progrannnes 
compliqués, à une activité de progrannnation~ 
o. 
Donc, D~ FISETTE a finalement défini un langage de PROGRAMMATION d'assertions 
(baptisé L2) et ce langage a pennis cornme on le verra, une traduJ.i.on directe 
de la grande majorité des assertions de la classe des programmes citée plus 
haut. 
Les limites inhérentes à ce langage proviennent naturellement de .la nécessité 
de passer par une fonnalisation de ces assertions et aussi du fait que, 
d'après le théorème de Rice, il existe des assertions qui ne sont pas calcu-
lables ! ((2)). 
Pour permettre une expression plus ou moins aisée des assertions, ce langage 
devrait en plus manipuler d'autres concepts beaucoup plus riches que ceux 
du langage de progrannnation dans lequel le programme à vérifier est écrit 
(ce langage est baptisé Ll). Aussi y trouve-t-on des opérations et structu-
res de données plus complexes comme les SUITES et ENSEMBLES et, toutes les 
manipulations possibles, aussi complexes soient-elles, de toutes sortes_ af-
férentes à ces structures~ 
Il a semblé que ces nouvelles structures de données devaient, avant de 
commencer à songer à l'implémentation de ée langàgè~ retenir toute notre at-
tention: 
c'est pour cela que le présent mémoire est écrit; il étudie essentiellement 
certaines implémentations ,.de ces structures de données, celles des suites et 
des ensembles d'entiers, de caractères et de booléens. 
On admettra, après avoir étudié dans leurs détails algorithmiques les différen-
tes assertions contenues dans le cours mentionné plus haut et traduit ces as-
sertions dans le langage L2, qu'il est certain que leur vérification pen-
dant 1 1 e écution pose d 1 énonnes problèmes de coüts; 
principal~~ent, cette vérification prend, dans la majorit é des cas beaucoup 
pl us de temps que le proe,r amme lui- même . 
1. 
Il ét~it donc impératif , dans une perspective de contrôle de ces coüts, de 
recherc11er des implémentations efficaces de ces sui tes et ensembles et des 
méthodes perfonnantes de réal isation des différentes opérations qui ne gon-
flent pas considérablement le temps d'exécution et qui ne sont pas de grosses 
consorrnnatrices de l'espace mémoire. 
La pre~ière partie de ce mémoire est consacrée au rappel des éléments impor-
tants du langage L2. 
On ~, trouvera da..11s la deuxième partie : 
- la définition des structures de représentation finalement proposées, 
- ~s règles de traduction des différentes primitives de L2 en pascal et 
- la gestion dynamique de la Mémoire. 
Enfin, la troisième partie concernera essentiellement les mesures et les tests~ 
2. 
I I . RAPPEL 
D. FISETTE s'est donc livré dans son mémoire à une construction pr ogressive, 
par des exemples de plus en plus compliqués, des concepts de ce langage de-
vant permettre l'expression des assertions. 
Ce travail de définition devrait se faire sur base d ' un langage (habituel) 
de progranmiation déterminé (donc, Ll). L'auteur de la définition de L2 a uti l i sé 
corrnne langage Ll une partie de LSD80 ((8)) qui, tout en ressemblant for t à 
pascal est moins riche que lui. 
D. FISETTE est parti des notions élémentaires de tableau et de variable sim-
ple pour la construction de ce langage. Il a crée à partir de ces éléments 
de base des concepts qui, tout en étant suffisanunent généraux 
(en vue d'extension à d'autres problèmes) pennettent une traducti on aisée de 
la classe de problèmes considérée. 
Nous rappelons que la traduction des assertions en ce l angage f onnel est 
d'une manière générale une activité de prograrranation. 
* Dans sa démarche vers une définition compl ète du L2, on s ' est aperçu 
que ces concepts devaient être très riches, 
plus riches gue ~ de la partie du LSDSO consi dér Pe . 
On y trouvera donc des opérateurs et des structures de données , absents 
dans LS D80, comme l'exponentiation, la f actorielle, l es sui tes et ensem-
bles, des opérations multiples et complexes sur ces st ructures, ••• 
~~ En plus de types de variables admis par LSD80 ( enti er, caract ère, bool éen) , 
on t rouvera dans L2 six nouveaux types: 
type suite d ' entiers, tn,e suite de car actères, type suite de boolé~ns , 
t ype ensemble d'entiers, type ensemble de c aract ères et t ype ensembl e de 
booleéns. 
En outre, on augmentera le type entier de 2 valeurs suppl émentaires 
zmin et zmax (respectivement moins infini et iJlus i nfini). 
~~ Les inst ructi ons de 12 sont : 
- une partie des instruct i ons de LSD80, syntaxiquement et sémantiquement 
((S)), 
l' instructi on let qui synt axiquement s 1 écrit 
let var be exp 
où exp est une expression d'un type quelconque et var, une variable. 
La sémantique est: déclaration de la variable var 
3. 
(de même type que le type de l'expression exp) et 
affectation de la valeur (si elle est déterminée) de 
l'expression "exp" à la variable "var". 
Comme les assertions font souvent référence à des valeurs (des variables) 
autres que les valeurs courantes, cette instruction servira à mémoriser 
ces valeurs, 
la fonction def qui s ' écrit: 
def (liste d ' expression de désignation de variables ou de t ableaux). 
Elle est, comme le souligne D. FISETTE, la précondition UNIVERSELLE 
de toute assertion traduite en L2. 
En langage nonnal, toutes les variables d'une assertion sont supposées 
avoir reçu une valeur; 
en langage formel, cette su!_)po si t ion doi t ?. tre exol · ci.tement v~rifiée. 
Dans l'instruction def (a), 
si a est une variable simple, alors def (a) est -rrai si 11a. 11 é-\ ét é 
initialisé; faux sinon; 
si a est un tableau alors def(a) est vrai si tous les él éments 
ont été initialisés; faux sinon, 
- la pseudo-instruction variant et la fonction term dont les syntaxes 
sont: variant (id,"exp1",exp2) et 
~ (id) qui 
sont utiles pour vérifier la terminaison des programmes 
(contenant au moins une boucle). 
Variant spécifiera l'expression arithmétique expt, appelé le variant, 
qui estJa quantité qui décroitra, à chaque tour de boucle, au 
moins de exp2, qui est une autre expression arithmétique 
(une constante fixée). Id sera le nom du variant correspondant à 
la boucle. 
Tenn vérifiera, par l'intermédiaire de "id" que la valeur actuelle 
du variant (exp1) a bien décru de la valeur de exp2 au moins, 
par rapport à sa valeur pr écédente (de expt). 
* Dans le langage L2, la partie déclarative des variables n'est pas dif-
férente de celle de LSDSO, elle est simplement augmentée des nouveaux 
types ci t és ci-avant. 
* L'intrusion des structures de do1mées plus complexes, à savoir les sui-
tes et les ensembles a, d'un côté, facilité pleinement certains types 
de raisonnements courants en démonstration des progrannnes mais elle a _ 
obligé, de l'autre côté, l'auteur de 12 à construire des expressions 
SIMPLES et convenant à leur manipulation. 
Nous pourrons classer en gros, ces expressions de base en 2 catégories 
les expressions de génération des suites et ensembles et, 
les expres.sions de manipulation de ces suites et ensembles. 
4. 
Nous parlerons, dans ce rappel, plus spécifiquement des suites et ensem-
bies d'entiers, la gén~ralisation étant évidente pour les suites et ensem-
bles d'autres types. 
A. fu...::pres~ions De Génération Des Suites Et Ensembles 
De même qu'il faut qu'une variable existe et ait une valeur avant de 
l'utiliser dans une expression, il est aussi évident que pour utiliser 
les éléments d'une suite ou d'un ensemble, il faut les avoir crées 
auparavant. 
On peut générer ces structures 
soit à partir des valeurs des variables ou des tableaux du program-
me 11, 
soit à partir d'autres suites et ensembles qui existent déjà. 
a. Toute expression contenant les facteurs CexpJ ou {exp} génère res-
pectivement une suite ou un singleton composé du seul élément qui 
est issu de 1 1 évaluation de 1 1 expression 11 exp 11 
(exp est une expression arithmétique quelconque) . 
b. Toute expression contenant les facteurs [expl •• exp21 ou {expl •• exp2} 
(soit vl la valeur r ésultant de l'évaluati on de 1 1 e:>q)res-
sion ari thJT1 étique expl , 
soi v2 l a valeur résultant de 1 1 Pvaluation de 1 1 eÀ--pres-
sior. ari thmétique exp2) 
5. 
générera respectivement une suite ou un ensembl e dont les él éments 
sont ceux de l ' intervalle vl •• v2 . 
c. Toute expression contenant les facteurs [tab [expl •• exp2]]ou 
,Ctab (expl •• exp2J} générera, 
avec vl corrnne l'évaluation de l'expression arithmétique 
expl et v2 comme l'évaluation de l'expression arithmé-
tique exp2, 
d'abord la suite [vl •• v2] et ensuite, 
dans le premier cas, la suite composée de s seuls éléments du tableau 
tab dont les indices sont spécifiés dans l'in-
tervalle vl •• v2 et, 
dans le deuxi ème cas, l'ensemble composé des seuls éléments du ta-
bleau tab dont les indices sont spécifiés dans 
l ' i ntervalle vl •• v2. 
d. Toute expre ssion de la forme Ctabl ou {tab} exprime respectivement 
la génération d'une suite ou d'un ensemble contenant tou s les 
éléments du tableau tab. 
e. Soit Sk, l ' expression de désignation d 'une suite, alors toute expres-
de la fonne ttab {Sk]J ou {tab (Skl} générera respectivement la sui te 
ou l'ensemble composé des seuls éléments du tableau tab dont les 
indices sont les éléments de Sk . 
Avec Xl et X2 étant n'importe quelle exp es sion si~nal~e aux points 
a , b, c , d et e (ci-dessus) , c'est-à-dire n'importe quelle expression de 
d~signation de suite ou d ' ensemble, 
- l'expression CONCAT (Xl,X2) génère la suite issue de la concaténa-
tion Xl I X2, 
Xl et X2 doivent être des expressions de type suite; 
- l'expression rn'.IO!\ (Xl,X2) génère l'ensemble issu de l 'union 
Xl U X2 , 
Xl et X2 doivent être des expressions de ty-pe ensem-
ble; 
6. 
- l'expression I NTZR (Xl,X2) exprim~ la génération de 1 1 ense~~le issu 
de 1 1 jntersection Xlr\X2 , 
Xl et X2 doi vent être des expressions de type ensemble; 
- l'expression DIFFER (Xl,X2) générera l ' ensemble issu de la diffé-
rence Xl \ X2, 
Xl et X2 étant des expressions de type ensemble; 
- les eÀ"'Pressions [ id of Xl lbexp] ou {id of x1 tbexp} créeront respec-
tivement la suite ou l ' ensemble issu des éléments 
id de Xl pour lesquels bexp(id) est vrai , 
bexp étant une espression booléenne et Xl, une 
expression de désignation d 'une suite; 
la pse~do- instruction let pourrR aussi être utilisée pour générer 
des sui tes ou des ensembles, 
ainsi let XO be Xl générera : 
0 la suite XO si Xl est une expression de type suite et , 
0 l ' ensemble XO si Xl est une expression de type ensemble . 
En respectant les types, les expressions de base précitées peuvent 
être combinées pour pr oduire des expressions pl us complexes . 
7. 
A. Expressions De 11anipulation Des Suites Et Des Ensembles 
Pour simplifier la lecture de ce paragraphe, supposons que les suites 
et les ensembles visés par les différentes manipulations existent 
déjà, il s'agira alors d'y faire r éférence au moyen de l eurs variables 
de désignation 
Sk et Sj, pour les suites, 
Ek et Ej, pour les ensembles . 
a. Expressions de type entier 
1. ~ (min) f2!: i d in Ek of aexp(x); 
avec id, un identificateur de même type que l es él éments de Zk et, 
aexp(x), une expression arithmétique entière fonction de x, 
c ette expression donne le maximum (minimum) de l' ensemble des 
valeurs de l'expression aexp (id) quann i d puise successi vement 
toutes ses valeurs dans Ek; 
2. ~ (prod) for id in Sk .2f aexp(x); 
avec id et aexp(x) ayant les mê~es si ~nifica~ i -~s ~,e ~1-~ s~!s, 
ce te expres si n f urni t a sorrnne (produit ) de t utes l~s valeurs 
de l' expres sion aexp (id.) quand i d puise successivement toutes 
ses valeurs dans Sk; 
3. first (Sk) renvoie le pr emier él ément de Sk si Sk f ~; 
4. long (Sk) donne la longueur de Sk ; 
5. l ast (Sk) renvoie l e dernier élément de Sk si Sk f ~; 
6. card (Ek) renvoie IEkl; 
7. elt (Ek ) fournit un élément quelconque de Ek si Ek f ~; 
8. max (=--:k ) donne l' él ément maxi mum de Zk si Ek f ~; 
9 . min (Ek) donne l' élément minirm.lID de "Sk si Ek f ~; 
b. Expressions de type booléen 
1~ for all id !_!l Ek : bexp(x); 
cette expression est vraie ssi bexp(id) est vrai 
quelle que soit la valeur de l'identificateur i d 
8. 
(de même type que les éléments de Ek) puisée dans Ek, bexp(x) 
étant donc une expression booléenne fonction de x; 
2. there e,ûsts id~ Ek: bexp(x); 
cette expression est vraie ssi il existe une valeur de id 
(un identificateur de même type que les éléments de Ek), 
lorsque celui-ci puise toutes ses valeurs dans Ek, pour laquelle 
bexp(id) est vrai, 
bexp(x) étant une expression booléenne:fonction de x; 
3. empty (Sk), cette expression est vraie si long (Sk) = O; 
4. empty (Ek), cette expression est vraie si Ek = ~; 
5. égal (Sk,Sj), cette expression est vraie si Sk = Sj; 
6. égal (Ek,Ej), cette expression est vraie si Ek = Ej ; 
7. ssuite (Sk,Sj), cette expression est vraie si Sk est une sous-
suite de Sj; 
8. segment (Sk,Sj), cette expression est vraie si Sk est un 
segment de Sj; 
9. pennut (Sk,Sj), cette expression est vraie si Sk est une permu-
tation de Sj (et vice versa); 
10. nréfixe (Sk,Sj), cette expression est vraie si Sk est un , pr e-
fixe de Sj; 
11. suffixe (Sk,Sj), cette expression est vraie si Sk est un suf-
fixe de Sj; 
12. tricrois (Sk), cette expression est vraie si Sk est trié en 
ordre croissant; 
13. tridec (Sk), cette expression est vraie si Sic est trié en 
ordre décroissant; 
9. 
14. tristrcrois (Sk), cette expression est vraie si Sk est trié en 
ordre strictement croissant; 
15. tristrdec (Sk), cette expression est vraie si Sk est trié en 
ordre strictement décroissant; 
16. inclus (Ek,Ej), cette expression est vraie si Ek Ç Ej. 
c. E."q)ressions de typ~ suite 
1. ~ (Sk), cette expression renvoie la suite Sk sans son dernier 
élément si Sk / ~; 
2. tail (Sk), cette expression renvoie la suite Sk sans son premier 
élément si Sk / ~-
c. Exemples 
Illustrons l ' utilisation de ce langage dans 2 programmes concrets . 
0n trouvera d' autres programmes plus compliqués dans le dernier 
chapitre (TESTS) du présent mémoire . 
10 . 
1 . SPECIFICATION Soient a [ l .. n] un vecteur d ' entiers trié par ordre 
croi ssant (n ~ 0) et x, une variable entière possé-
dant une valeur. 
On doit affecter à la variable i 
ORGANIGRAMME 
Ini t •.••....• •• 
Pré •••••• •• •••• 
Variant •••• • ••• 
Inv •.• ••••••... 
Te:r,n • •••••••••• 
i !: n 
Post •••• • •••••• 
0 le plus petit entier i tel aue 1 ~ i ~ n et 
0 0 
a [ i ] ~ x , s I il existe un tel entier, 
0 
0 la valeur n+l sinon . 
0 
N 
a [i ] ',:: X 
i -. i+l 
LES ASSERTIO.'S TRAllJITES EN L2 P!'JJVENT ETRE 
• ~ 'H T : def (x, a) ; 
*PRE: !il données be (x, a1 ; tri erais ( [ al); 
*VARIANT : variant (boucle, "n-i" , 1); 
* I NV : 1 ~ i ~ n and~ all j !_!! !1 •• i-ll: {a[jJ < x) and 
égal ( données, [ x, aJ); 
* TERM: tenn (boucle); 
11. 
•~ POST : !il ens be {j in {1 •• nl! a [ j J ~ x}; égal ( données , [ x, a]) and 
(empty (ens) ~ i=n+l) and 
(!!.21 (empty (ens)) > i=min (ens)) 
2 . SPECI7ICATION 
ORGANIGRAMME 
rn t •••.••••.•. 
Pré •••••••••••• 
Soit un vecteur d 'ent iers a[O •• n ] (n ~ 0) et 
soit une variable entière x, initi~lisée; 
il s ' agit d ' aff ecter à la variable y la valeur 
du polynôme de degré n (qui a pour coefficients 
les éléments de a) évalué en la valeur de x . 
k - 0 
y- a tOJ 
Variant •••••••• 
Inv •••••••••••• 
Teiill. • •• • ••••••• 
k=n 
Post ••••••••••• 
k - k+l 
y ~ r :-x+a [ k J 
12. 
LES ASSERTIONS TRAOOITES EN L2 PEUVENT ETRE 
* I NIT: def (x,a); 
*PRE : let a be [al ,• let x be x• 
-o- -o- ' 
*VARIANT: variant (boucle, "n- k" , 1) ; 
* I NV : 0 ~ k ~ n and :x=x and égal (a , Ca]) and 
- o- 0 -
y=sum for i ~ [O •• k] .2f_ (aül~ix-:H'~k-i); 
* TERM ~ (boucle); 
* POST x=x and égal (a , [al) and 
o- 0 -
y=sum for i in [O •• n l of (a [i] -¾xl:"*n-i) • 
-- - - ' 
13. 
III. STRUCTU RES DES DONNEES 
1 • GENERALITES 
On voit directement que l ' on pourrait profiter des avantages offerts 
par les structures de tableau et de pointeur: 
en effet, à notre avis, en jouant sur les combinaisons de ces deux élé-
ments, on devrait pouvoir trouver des structures des données plus ou 
moins adéquates pour les suites et ensembles. 
14. 
Le pointeur sera nécessaire pour exprimer essentiellement la dimension 
dynamique des suites et des ensembles (la taille de ceux-ci pouvant cons-
tannent varier) et, le tableau pourra essentiellement servir à ranger les 
éléments des suites et à stocker ceux des ensembles. 
Il est généralement difficile de construire, à partir de ces deux él éments 
une repésentation efficace qui soit la plus proche de la définition ma-
thématique de l ' ensemble, 
c-à-d une représentation qui n'aurait aucune notion d 1ordrP- sous-j acente 
et dont le temps d'accès à ses différ ent s él éments, quasi ment négligea le, 
serait le même; mais quand les él éments à enr egistrer sont connus et l eur 
nombre est petit (cfr représentation de l'ensemble de caractères), on 
pourrait approcher cette définition mathématique à l'aide de la t ahle de 
présence. 
Cette difficulté est une des raisons pour l esquelles nous déciderons 
que tout ensemble sera toujours représenté par une structure triée . 
L'optique adoptée sera d'examiner deux types de structures : 
- un premier, consommant la place mémoire nécessaire pour stocker ses ~l é-
ments, et 
- un deu..xième pouvant, dans certains cas où les él ément s à r eprésenter se 
succèdent d'UNE CERTAINE Mk1IERE (ces cas sont tr ès nombreux dans le 
cours de séminaire rle programmation donné en 1ère licence ) épargner de 
la place mémoire, 
et J 1 0tudier dans les 2 cas comment se comportent le t emp s d' exécut i on, 
l'occupation de la mémoire et la complexi t é de r édaction des algorithmes. 
La technique de la table de présence (cfr re r é sentation de s ensembles 
en pascal) nous sera très utile pour r eprésenter les ens embles de ca-
r actères et ceux de booléens . 
Nous croyons que tout e organi sation des éléments à r epr ésenter 
15. 
( en arbre, .~.) autre qu ' une organisation en "succession normale "de ces 
él éments serait i nefficace pour notre propos et s' adaptera dif f icile-
ment al.L~ différent es opérations ~xécutables sur les suites et les ensem-
bles . 
Il nous serait finalement très dif fici le de définir avec l es stnct ur es 
de donné ,. . no' t <' , ::-urni t '.m L·ngage COJ>llîl_ le pascal, une autr e repr é-
sentation (plus efficace en temps et en consorronation pl ace mémoire) des 
suites et des ensembles qui ne t i endrait pas directement ou i ndirect ement 
d ' une des structures mentionnée s plus ~a.ut ou de s deux . 
Pour les 2 t y-;i es de r P. ésent at i ons qu ' on envi sqgera, nous ne pr éciser~ns 
t out ~s les r ègles de traduct ion des primitives de 12 en pa scal qu ' en ce 
qui concerne le s sui t~s et l es ensenbles d 1 nti ers ; le s q;,1 t r es r ègles cl e 
t raduction dans l e s cas de s suites de car ~ct ~res et de booléens s 1en 
dédui sant aisément, il n ' y a donc aucun i ntér êt à 1y at t arder ; quelque s 
r ègles seul ~ ent seront données en c~ qui c ncer ne les ensembl es de 
caract èr es et de booléens . 
Pour exprimer ces r ègles , nous utiliser ons un pseudo-langage , s::i..n s par -
tie d6clarative (pour la facilit é d ' expres si on), r oche de ~ascal . 
16. 
2. REPRESENTATION ETALEE 
La représentation étalée sera une structure qui consorranera au tant de 
pl aces mémoire qu ' il y a d'élément s pour la suite ou l' ensemble à repré-
senter, donc chacun de ces éléments sera PHYSIQU~,ŒNT repr ésenté . 
Elle sera comme suit : 
comp elem 
123 ••••••• k • • ••••••••• • m 







array [1 •• m] .2f. X; 
Aensuite 
suiv 
X peut êt re le t ype entier, caract èr e ou bool éen. 
Règles de représentation : 
... 
Le s v (v > O) différents éléments de la suite ou de l ' ensemble à 
représenter seront stockés dans rv; ml ( 0 ) stn.lctures de t ype 
ensuite, ni plus ni moins . Le t ableau "elem" de chaque structu-
re "ensuite" composant l a r epré sentation de la suite ou de l' en-
semble comportera exact ement rn élément s sauf éventuellement celui 
de la derni ère structure, auquel cas il aura ses rrrl~ rv; ml -v 
derniers él éments vides . 
- comp précisera le nombre d ' éléments se trouvant dans le tableau "elem", 
- m sera un paramètre qui définira la taille du tableau "elem", ce para-
mètre pourra être un él ément i nt ére ssant dans le raffinement de cette 
représentation; en effet, selon les valeurs qu'il peut prendre, on ob-
servera diff ér entes valeurs pourJe temps d ' exécuti on et pour l' espace 
mémoire consormné, 
- suiv donnera acc ès :tu r este éventuel de la suite 0 1.1 de l ' ensemble . 
( 0 ) i - fx l est une expression telle que 
i=x si x es t entier, 
i= (partie entière de x ) + 1 ~inon . 
.'ous donnons ci-après un ensemble de règles systématiques possibles 
pour traduire en pascal les différentes opérations et manipulations sur 
les suites et les ensembles . 
Ce seront donc finalement des procédures et des fonctions que pourrait 
suivre un interpréteur ~ g. 
A. SUITES D'ENTTERS 
17 • 
Il suffit de loger tous les éléments devant constituer la suite dans 
des structures de type "ensuite" (cfr page 16). 
Soit p, le pointeur du début de la représentation de la suite non vide 
ainsi créée, lez-ème élément de cette suite sera obtenue corrnne suit: 
w--z; 
i-rz/m1; 
w-w - ((i-1) 
j-1; 
tant que j < i 
"A- m); 
faire j ~- :f . suiv; 
J-J + 1 
le z-ème élément de la suite est p" .elem[w]. 
Dans les pseudo-algorith;~1es qui suivent ci-de ssous, l es !_:iaramètres 
et les arguments pet q sont l e s pointeurs de d~hut des suites dési-
gnées par Sk et Sj. Ces pseudo-al gorithmes seront accompagnés si né-
cessaire d'une brève explicaû.on lorsque la tra~uction ne nous parait 
pas évidente. 
Notons toutefois qu'une suite d'enti~rs est vide ssi l e pointeur cor-
responda..~t est nil . 
1. Expressions De Manipulation Des Suites d' •ntiers 
................................................ 
a. "SllfPTY (Sk) : vérifie si la suite Sk est~, 
fonction ~PTY (p) : booléen; 
début 
E2;, p "=f nil alors empty-faux 
sinon empty - vrai 
fin 
b. FI RST JSk) : renvoie le 1er él ément de la suit e Sk. 
Précondition: p / nil, 
fonction FIRST (p) : entier; 
début 
first- p"' .elem lll 
fin 
c. ~ _(Sk) : donne !ski, 
f onction LONG (p) : entier; 
ùébut 
1-0 




d. ~ (~k) : renvoie le dernier él ément de la suite Sk . 
Pr écondition: p i nil, 
f onction LAST (p) : entier; 
debut 
t ant gue p"'.suiv / nil f aire 
last- p"' .elem p"' .camp 
fin 
18 . ( 0) 
e. ~ (Sk, Sj) : teste si les suites Sk et Sj sont égales, 
fonction : GAL (p, q) : booléen; ( 0 ) 
début 
eg - vrai 
tant gue pi= nil ~ q i= nil ~ eg 
faire i - 1 
p".comp et eg 
18 . ( 1) 
tant que i ~ 
faire 
!
si p".elem(iJ i= q".elem[iJ 
alors eg - faux 
sinon i - i+l 
si i > p" . comp alors p_:p".suiv 
si i > q" . comp alors q_q".suiv 
si p i= nil ou q fnil alors eg - faux ( 00 ) 
si eg alo-rs egal -- vrai 
- sinon egal - faux 
fin 
f. PZIDlUT (Sk , Sj) vérifie si Sk et Sj sont des pem.utations l 1une 
de l ' autre. 
Si 1 1on doit directement travailler sur les repré~entat i ::,::s ie 
ces deux suites Sk et Sj, r espectivement des l ongueurs met n, 
qui ne sont généralement pas triées, 
alors o~ ne peut pas avoir une complexité t héorique en t emp s 
de moins de f5 (mn). 
On décidera alors, en vue de rendre cette fonction plus facile, 
de trier d ' abord (par un tri rapide, le quicksort par exemple) 
les représentations de ces suites à l'aide d'une structure 
intermédiaire (tableau); 
on pourrait ainsi n ' avoir qu'une complexité théorique d'en-
viron e' (m log m) (si m ~ n). 
Soit donc SORT (p, table, i), une proc édure 
qui transfonne la représentation de la suite (d'entiers) 
dont le pointeur de début est p en nn tableau 11 table" 
d'entiers (cfr fonction FOIDITAB page 21 ), 
qui trie ce tableau et 
qui met la longueur de ce tableau dans la variable entière i, 
alors la fonction PEfilVT peut se présenter comme sui t : 
( 0 ) : é'-1 p i nt ae vue esthétique et temps d I exéc tien, nous avons préféré 
cette version à la version r 6cur sive ! 
( 00 ) : c~ test sert essentiellement à detecter l es cas où la suite ~k se-
rait un pr éfixe de la suite Sj (ou vice versa) mais n ' aurai ent pas 
la même longueur. 
fonction PEfilIDT (p , q) 
début 
perm - vrai 
SORT (p, tabl, il) 
SORT (q, tab2, i2) 
i-1 
booléen; 
si il =/ i2 alors perm _. faux 
sinon tant gue i ~il!!, perm 
faire si tabl ( iJ =/ tab2 [ i1 
_tl perm alors pernrut - vrai 
sinon pernrut - faux 
fin 
- alors penn - faux 
sinon i - i + 1 
g. SSUITE (Sk, Sj ) : v érifie si Sk est une sous-suite de Sj 
f onction SSUITE (p, q) : booléen; 
début 
i -1 
.:; - 1 
tant eue p =/ nil et q =/ ni l 
18 . ( 2) 
f aire t antqu e j ~ q". comp e t p" . elen [iJ 
faire j - j +1 
=/ q" . elem[ j 1 
si j > q" . camp alors I q ..- q" .suiv 
j - 1 
i .- i + l sinon 
s i i > p" .camp 
- al ors i - 1 
p -- p" . suiv 
j - j + 1 
si p =_nil alors s suite .- vrai 
sinon s sui te - f alL"'C 
f in 
si j > q" .camp 
alors j - 1 
q - q" .sui v 
h. SEGMENT (Sk, Sj) : vérifie si Sk est un segement de Sj, 
Définissons CO~IPAR (p, i , s , j) comme une fonction booléenne 
qui renverrait "vrai " si partant de l ' élément s" . elem j de 
Sj , on trouve l a même succession d ' éléments que ceux de Sk 
dont le pointeur ëst; comme on l 1a0.ejactI't,p: -- - -
Cette fonction pourrait être définie connne suit 
fonction COMPAR (p, i, s , j) : booléen; 
rl.ébut 
eg - vr ai 
tant que p f nil !:,! s f nil !:,! eg 
f aire si p" . elem [ i J i= s "' . elem Cj J 
- alors ~g - faux 
sinon i - i + 1 
tS. (3) 
si i > p"' . comp alors ,P- p"' . suiv 
i - 1 
j - j + 1 
si j > s"' . comp alors 1s - s"' . suiv 
j - 1 
si p =# nil alors eg - falL"< 
si eg alors compar - vrai 
- sinon compar - faux 
fin 
Soient p, i , set j; 
si une telle sucession d ' éléments existe à partir de 1 1Pl~ment 
s"' . elem j dans Sj , on aura comparé ces éléments, indiqu~s 
schématiquement ci- dessous par des flèches à traits discontinus, 
deux à deux avec ceux de Sk: 
9 ( Sj) 
(Sk ) 
La fonction SEŒŒNT pourrait alors c'ltre 






si d2 >,. dl 
alors E.!, d'.2=,0 alors 1 ~ 1 
d-faux 
1S.( .i ) 
tant que 1 ~ d2-d1+1 ou d=f :rnx ( 0 ) 
faire a.-cmrPAR (r, 1, q, j ) 
1-1 + 1 
j-j + 1 
si j q".comp 
alors ,<J.-q" .suiv 
J -- 1 
si d alors seg-vrai 
sinon ~eg - vrai 
si seg alors segment - vrai 
sinon segment -faux 
fin 
i. I'RJi'..FIXE (Sk, Sj) : vérifie si Sk est un préf ixe de Sj, 
Soit la fonction CO. lP AR définie ci-avant ( cfr page 18 . ( 3)) , 
l '.'.. fo11c ticn r :~~i:t'ï' l~{.:., ~ourrait simplement ê t r e 
fonction PREFIXS (p, ci ) : booléen; 
Mbut 
pr&fixe -Cm.iPAR (p, 1, q, 1) 
fin 
------------------(0) le test 1 ~ d2-dl+l permet de sortir de la boucle dès que l e nombre 
ci 1 6lérnents dans Sj (à partir de 1 1 éH.ment q" .dem [ j] jusqu' à l a f in 
de la représentation de la suite) devient infér i eur au nombre d ' é l ~-
mcnts dans Sk~ 
j . SUFFIXE (Sk, Sj ) : vérifie si Sk est un suffixe de Sj , 
Un des moyens de réal iser cette opération est d ' abord de 
passer, s ' il y a lieu, les (LO.rG (q) - LOt G (p)) él0ments 
de Sj (cfr pr océdur e PASSER ci-desscus) pour ne comparer en-
suite ~ue l es (LONG (p )) éléments 1e Sk avec les 
(LONG (p) ) derniers éléments de Sj . 
procédure PASSER (q, j 1 a) ( 0 ) 
début 
tant que d ~ 1 fai r e j _ j + 1 
& j > q" . camp alors I q - q". suiv 
j - 1 
fin 
Soit la fonction CO, IPAR définie ci- avant (cfr page 18. (3)) , 
alors l a fonction SUFFIXE pourrait être: 
fonction SUFFI'CE (p , q) : booléen ; 
début 
d ..- LONG (q) - LONG (p) 
si d ~ 0 c?.lors i - 1 
fin 
j - 1 
si d > 0 alors PASSER (q, j, d) 
suffixe - CŒIPAR (p , i , q , j) 
sinon suffixe - famc 
18. ( 5) 
k . TfJ:CROIS (Sk ) : vérifie si Sk est une suite triée en ordre croissant , 
fonction TRICROIS (~) : booléen ; 
début 
tric - vrai 
maxval - zmin 
tant que p f nil ~ tric 
faire i 4-- 1 
tant que i ~ p" . camp ~ tric 
faire si IlléL"<..'"Yal t n" . elem [ i ] 
- alors si ~al < p" • ele.~ [ i] 
- alors ma:>.."Val ._ p" . elem [ il 
i -i + 1 
sinon tri c - f atL'< 
~ 1. > p" • co :p aÏors p -- p" • sui v 
si tric alors trierais - vrai 
sI'nori tricrois - f atL--c 
fin 
( 0 ) d re1'résente la différence Lo.;c (q) - L ,:G (p) . 
--------
1 . TfilSTRCROIS (Sk) vérifie si Sk est une m1ite triP.e en ordr 
st ricten ent croissant , 
fonction TRISTRCTOIS (p ) : booléen; 
début 
tr.1.sc - vrai 
maxval - zmin 
tant que p =f nil !!_ trisc 
faire i - 1 
tant gue i 
faire 
~ pA.comp et trisc 
si maxval < p" .elem ( i l 
- alors lmaxval --- p" . elem [ i ] 
i - i + 1 
sinon tri se.- faux 
si i > p" . comp alors P - pA .suiv 
si trisc alors tristrcrois - vrai 
sinon tristrcrois - faux 
fin 
m. TRIDEC (Sk) : vé r ifie si Sk - St 1.me suite triée en or dre dé -
croissant , 
fonction TRIDEC (p) : bool éen ; 
début 
trid - vrai 
minval - zma.."C 
tû..-rrt: que p f nil !!_ trid 
faire i - 1 
tant que i 
faire 
et trid 
>,,. p" . elern [ iJ 
18 . (6) 




si minval > n " . el em [iJ 
- alors minval - p". elern [ i l 
i - i + 1 
sinon 
si .1. > p".ccmp alors 
si trid alors tridec -- vrai 
sir.on tridec -. faux 
fin 
trid - faux 
P - P" . suiv 
n . Tin:STRDEC (Sk) : vérifie si Sk est une suite triée en ordre 
strictement décroissant , 
fonction TIUSTRDEC (p) : booléen; 
début 
trisd - vrai 
minval - zmax 
tant que p =/- nil ~ trisd 
faire i - 1 
tant que i 
faire 
~ pA . comD et t risd 
si minv~l> p" • elem [ i J 
- alors I r.ùnval - p" • elem t i J 
i - i + 1 
sinon 
si i > pA . comp alors 
si tri sd alors tristrdec - vrai 
sinon tri strdec - faux 
fin 
trisd - faux 
p4- pA .suiv 
o . §!!!! ~ <id> .!l!, Sk .2[ <>1,r-arith > : calcul de la sonune 
expr- arith (id) pour tout i d €. Sk, 
expr- arith étant une fonction de x : expr-arith (;.;:), 
fonction SU.FOR (p, id, expr-arith) : entier; 
début 
s -- 0 
tant que p =/- nil faire i - 1 
tant gue i , p " .comp 
18. ( 7) 
faire I id - pA . elem [ i J 
s -- s + expr- ari th 
i .- i + 1 
(id) 
st.mûor - s 
fin 
P - PA . suiv 
p . PROD FOR <id > I N Sk OF <: e}.-pr-arith > : calcul du produit 
- - - - TT expr- arith (id) pour tout id €. Sk, 
expr- arith étant une fonction de x : expr-arith (x) , 
fonction PRO:JFOR (p, i~, expr - arith) : entier; 
début 
v - 1 
tant gue p =/- nil fa're 
prodfor - v 
fin 
i - 1 
tant gue i ~ p" . comp 
faire lid - ( .elem r i~ 
v - V ·c eÀ.-pr- arith 
i - i + 1 




2 .• Expressions Génératrices Des Suites d'Entiers 
••••••••••••••••••••••••••••••••••••••••••••• 
Remarque (i) L'expression [sk,Sj] ou CONCAT (Sk, Sj) pourrait 
être vue sous différents aspects quant à la manière 
de construire la suite résultante. 
Soit E, l'expression dans laquelle se trouve l'expres-
sion CONCAT (Sk, Sj) 
-11- on pourrait l'interpréter comme 
Sk-CONCAT (Sk, Sj) (1) 
ou 
Sj-CONCAT (Sk, Sj); 
dans (1) par exemple, on rattacherait Sj à Sk et on 
renverrait le pointeur p de la suite Sk. 
Avantage: Cela est accompli par une opération sim-
ple et rapide. 
Inconvénient: Nécessite une opération de dP-tache-
ment des suites et une utilisation 
des compteurs de références ((3)), ((4)) 
si l'on doit accéder aux seuls élé-
ments de Sk ou de Sj après l'évalua-
tion de E, 
-11- on pourrait 1 1 interpréter comme une opération géné-
rant une 3ème suite (Sr) différente de Sk et de Sj : 
Sr- CONCAT (Sk, Sj), 
on renverrait donc le pointeur r de cette troisième 
suite. 
Avantage: Clarté et facilité de programmation; les 
2 suites Sk et Sj restant inchangées. 
Inconvénient: Consommation de la place mémoire. 
Grâce à sa clarté, nous choisirons cette dernière inter-
prétation. 
(ii) Les autres expressions [exp], [exp1 •• exp2J, [tabl, 
[tab (SkJ], ••• ne posent aucun problème spécial. 
- . .... , 
Pour toutes les ex.pressons de génération, nous utiliserons la fonction 
FORMSUIT (expr) ci-dessous dont la spécification est 
de produire la représentation étalée de l a suite 
demand~e en fonction de 1 1expression de génération 
11 expr11 et de renvoyer le pointeur r de début de la 
suite ainsi construite (cfr page 20.(o)). 
Pour ne pas encombrer inutilement cette fonction, nous supposerons 
que toutes les variables ont été correctement initialisées et laisse-
rons de côté tous les contrôles qui ne nous intéressent pas directe-
ment. 
Soient r, suite et lien trois variables de type ensuite (cfr page 16). 
fonction FOfü!SUIT (expr) 
DEOO T 
Aensuite; 
~ expr .2f. 




rA • elem ( 1 J - v 
r" .camp -1 
r A. suiv -nil 
fonnsuit - r 
fin 
[ expl •• e:,,,_1)2 ] début 
v - cvaluation (expl) 
w - évaluation ( exp2) 
r-nil 
si v ~ w ~ new (suite) 
r _. suite 
lien - ·suite 
répéter j - 1 
~gue j ~ m !!. V, w faire I ~uit~" . elem r j ]- v 
J-J + 1 
fonnsuit .- r 
fin 
v-v + 1 
suite A .camp - j - 1 
si v ~ w alors lnew (suite) 
]ien" .suiv -suite 
lien - suite 
sinon suiteA .suiv- nil 







[ tab] début 
r - nil 
{ g = borne inférieure du tableau tab } 
{ d = borne supérieure du t abl eau tab } 
si g ~ d alors new (suit e ) 
r - suite 
lien - suite 
f n nsuitc - r 
fin 
répéter j - 1 
rn que j , m et g ~ d faire suit e" . elem [ j 1-tab t g l 
- - j - j + 1 
g - g + 1 
suite" . cornp -- j - 1 
si g ~ d alors new (sui.te) 
liP.n" . suiv - suite 
lien - suite 
sinon suite" . suiv -- nil 












f irstime -vrai 
~ que p =/ nil faire ~ que j ~ m ~ i ~ p" . comp faire 
si r =/ nil ~ 
formsuit .... r 
fin 
si j > m alors suite".comp - j - 1 
l ouer- vrai 
j - 1 
si i > p" . comp alors I P - p". suiv 
i-1 
1 
si j =/ 1 alor s sui te" . comp ._ j - 1 
sui te" • sui v - ni.l 
{P est le pointeur de Sk} 
si louer alors new (suite ) 
si f·rstime 
alors I r - sui te 
fir stime - faux 
sinon lien" . suiv -- suite 
lien --- sui te 
louer-faux 
suite" . elem C j J - tab C p" . elem Ci ]1 
j_j + 1 











f irstime - vrai 
louer-vrai 
~ que p y: nil 
faire ~ gue j ~ rn et i ~ p" ~ comp 
faire- id-p" .elem (i1 
g_ bexp (id) alors 
i-i + 1 
si j > ~ alors suite" :coriïp -j - 1 
louer-vrai 
j_l 
si i>p".comp ~ 1p-p".suiv 
i-1 




si louer alors new (suite) 
si firstime 
-~1r-suite 
f irstime -- faux 
sinon lien". sui v _suite 
lien- suite 
louer-faux 
suite" .elem t j] -p" .elem [i] 
j-j + 1 
{Pest le pointeur de la suite Sk} 












firstime - vrai 
{p est le pointeur de la suite Sk} 
{q est le pointeur de la suite Sj} 
s-p 
réuéter ~ que s f: nil 
faire ~ que j ~ ra ~ i $ s" .camp 
faire ~ louer alors new (suite) 
si firstime 
lien - suite 
louer-faux 
alors Ir- suite 
firstime - faux 
sinon lien" .suiv- suite 
sui te" .elem C j J - s" .elem Ci] 
i-i + 1 
j-j + ·1 
si j ~ m ~ 1 suite" .comp -j - 1 
louer-vrai 
j - 1 
~ i > s" .comp ~ f s - s". sui v 
i-1 
si r =/ nil ~ si cpt = 2 alors I si j =/ 1 alors suite" .comp- j - 1 
suite" .suiv- nil 
cpt-cpt + 1 
s-q 
jusqu'à ce que cpt '> 2 
fonnsuit -- r 
fin 
3. ,\utres Expressions 
.................. 
TAIL (Sk) et HEAD (Sk) : 
Soit FO&\!TAB (p, table), une fonction dont la spécification est 
- de transformer la représentation de la suite pointée par p 
en un tableau "table" et, 
- de r envoyer la longueur de ce tableau 
fonction FOIDfTAB (p, table) : entier; 
début 
i - 0 
~ gue p f nil faire for j:=1 to pA.comp 
do i ~ i + 1 
table t i 1 - pA .elem ( j 1 
j - j + 1 
P - PA . suiv 
formtab -i 
~, 
soit la fonction FOID!SUIT comme spécifiée page 19, 
TAIL (Sk) qui renvoie l ' adresse r de la queue de Sk (Sk sans son 
premier élément) pourra s ' écrire comme suit: 
fonction TAIL (,) : Aensuite; 
début 
k - FORJ 'TAB (p , table) 
tail- FORJ.!SUIT ( ( table t 2 •• k J] ) 
fin 
HEAD (Sk) qui renvoie l'adresser de la têt e de Sk (Sk sans son 
dernier élément) pourra se traduire corrmie suit: 
fonction HEAD (p) : Aensui te; 
début 
<- FOnMTAB (p, table) 
head - FORMSUIT ( C table [ 1 •• k - 1 ] ] ) 
fin 
21. 
B. SUITES DE CARACTERES 
Etant donné c, l'ensemble des caractères défini dans la définition 
du langage LSD8O ((8)). 
Se limitant strictement aux opérations pennises sur les caractères, 
on pourrait, en utilisant les primitives ORD et CHR induire toutes 
les modifications adéquates sur les algorithmes déjà développés pour 
les sui_~e.s _d 1entiers, 
alors, il n 1est pas du tout intéressant de mettre dans ce mémoire 
les pseudo-algorithmes définis pour les suites de caractères. 
C. SUITES DE BOOLEENS 
22. 
Etant donné l'ensemble B = {true, false}, la logique des algorithmes 
déjà développés pour les suites d'entiers reste valable pour les sui-
tes de booléens et avec 1 1aide des fonctions ORD et CHR, il n'y a 
aucune difficulté à y apporter les aménagements adéquats. Dès lors, il 
serait inutile d'inclure dans ce mémoire tous les pseudo-algorithn:es 
développf8 pour ces suites de booléens. 
23 . 
D. ENSD !BLES D1ENTIERS 
On aura pratiquement les mêmes pseudo-algorithmes que pour les suites 
d 'entiers mais on pourratt en plus apporter une certaine amélioration 
dans les expressions de manipulation, surtout au point de vue de la 
complexité temporelle, en profitant du fait que les représentations 
de s ensembles sont des structures toujours tri ées. 
Dans la traduction de chaque expression de L2 capable de générer un 
ensemble d'entiers, on y trouvera, s ' il :,- a lieu, un processus qui 
trierait les él éments de la représentation de l ' ensemble en question. 
Soient pet q, les point eurs sur l es représentations des ensembles 
désignées respectivement par Ek et Sj . :1otons qu 1un ensemble d ' entiers 
est vide si et seulement si le pointeur correspondant est nil. 
24 . ( 0) 
1. Expressions De Manipulation Des Ensembles d 1Entiers 
•.•.•••.•..•••....•.....••..••.•...••..•••......... 
a. EGAL (Ek, Ej ) teste si Ek et Ej sont égaux, 
cfr fonction EGAL (Sk, Sj ) page 18 . (1) 
b . C.\RD (Ek ) renvoie IEk l, 
cfr fonction LONG (Sk) page 18 . (0) 
c . E}.[PTY (Bk) teste si Ek est 0, 
cfr fonction a !PTY ( Sk) ... age 1S. ( O) 
d. ZLT (Ek) renvoie un élém~nt de "'.::c . 
Convenons-nous de renvoyer, par ~xcr.lple , toujours le 
premier ~l ément de l a représentation ù~ l' ensemble. 
Pr écondition: p f nil, 
f onction ELT (p) : booléen; 
début 
elt- p" .ele"1 [ 11 
fin 
e. I NCW S (~k, Ej) : t e ste s i i k Ej 




m gue p =f nil !!, q =f nil 
~~ . (1) 
(o) 
faire m que i ~ p". com il j ~ q".comp 
faire si p" . elem (il = q". ele!!'. t j ) 
a ors li - i + 1 
.i - j + 1 
si. ·: n j - j ..L 1 
si i > p". comp alors 1p -- p". suiv 
i -1 
si j > q" . comp alors I q _ c(. suiv j - 1 
s i ,:, = nil alors inclus - vrai 
- 4 
sinon inclus - faux 
fin 
f. ~ (Ek) renvoie i f ë;k tel que i > j -;, ur tnut j E. Bk , i f j , 
f nction ~-r i\X (p) : entier ; 
0but 
si p = nil alors ma,"'C - z'1in 
fin 
sinon I ant que p" . suiv =f n;l fai re 
max - p" . elem [ p" . compl 
g . ~ (Bk ) : ren·iOie i E ~k tel que i < j :1our tout j E. =-:k , i =I- j , 
fo nction lŒN (p) : enti er ; 
Jé ut 
si p = nil alors min - zmax 
sinon min - p" • elem C 11 
fin 
( 0 c 0ttc ,~rsion est pr éférable à la version récursiYe car lle est rieilleu-
r-e en ".:em!)s 1cx ' cution ! 
h . ~ ~ <id '> IN Ek OF <.e.xpr-arith > : calcul de 
ma,~ {expr-arith (id)} 
rour tout id t Ek, 
fonction :,L-\..'Œ' OR (p, id, ~ pr-arith) : entier; 
début 
maxi - zmin 
rn gue p =/= nil faire i -1 
tant "'.le i 
- ~ f aire 
, p".comp 
id - p" . elem Ci J 
k- expr-arith (id) 
24 . (2) 
si maxi< k alors maxi - k 
i-i + 1 
maxf or - maxi 
fin 
P - P" .suiv 
i . ~ ~ <id> IN Zk OF <e.xpr-arith> calcul de 
min { e.xpr-arith (id) } 
pour tout id ~ ~k, 
fonction . ŒNFOR (p, id, expr- arith) : entier; 
début 
mini - zmax 
rn que p =/= nil faire i -.. 1 
minfor - mini 
fin 
~ que i ~ p" . comp 
faire id - p" . elem C' i l 
k - expr-arith (id) 
p - p" . suiv 
si mini > k alors mini - k 
i-i + 1 
24.( 3) 
renvoie "vrai" si 
bexp (id)= vrai pour tout id f Zk, 
fonction FORALL (p, id, bexp) : booléen; 
début 
frl ... vrai 
rn gue p f nil il frl 
faire i-1 
rn gue i , p" . c mp il f rl 
faire id - p" .elem [ i1 
v -- bexp (id) 
P - P" . suiv 
si frl alors forall - vrai 
sinon forall - faux 
fin 
si v=faux alors 
sinon 
k . THERE ~XIXTS <id > IN Sk <(bexp)> renvoie "vrai" si 
frl - famc 
i - i + 1 
bexp (id)= vrai oour au moins 
un id €. Ek, 
fonction THEREXISTS (p, id, be:,q,) : booléen; 
dél:ut 
t he..-"C - faux 
rn gue p f nil il thex = faux 
faire i +- 1 
rn gue i ~ p".comp il thex = fa ux 
faire id - p" .elern Cil 
v - bexp (id) 
p _ p" .suiv 
si thex alors therexists - vrai 
sinon therexists - faux 
fin 
si v=vrai alors thex - vrai 
sinon i - i + 1 
2. Expressions Génératrices Des Ensembles D1Entiers 
••••••••••••••••••••••••••••••••••••••••••••••••• 
Définissons TRIER (table, n), une fonction qui trie 
(rapidement) le tableau "table" de taille net qui 
ren.voie le pointeur r de la représentation étalée de 
l'ensemble (trié) issu de ce tableau. 
Les expressions {exp}, .(~1 •• exp2} et {id of Ek I bexp} auront 
rigoureusement les mêmes pseudo-algorithmes que ceux des expres-
sions de génération des suites (expl, [exp1 •• exp2J et 
25. 
[id of Sk I bexi:il respectivement; elles fourniront toujours en effet, 
des représentations (d'ensembles) triées. 
Dans les autres cas, pour des raisons, d'efficacité, on ne gardera 
pas les mêmes pseudo-algorithmes que ceux définis pour les suites. 
Il est plus rapide de produire d'abord un tableau dans lequel 
les opérations de!!:!, et d'élimination des copies pourron~ être 
directement accomplies. 
Donc, on ne peut pas brutalement annexer ces deux opérations à 
la fin des pseudo-algorithmes développés pour les suites d'entiers 
pour produire ceux des ensembles, auquel cas, on devra passer par 
une opération supplémentaire et inutile de formation de tableau 
(cfr fonction FORMTAB page 21) avant d'appliquer les deux opéra-
tions (de tri et d'élimination des copies). 
Plus précisement, dans la fonction TRIER (table, n), on trouvera 
( cf r page 27 ) 
- le tri proprement dit qui sera accompli par 
QSORT (table, li, ls) dont la spécification 
trier les éléments table(lil, table(li+ll, . 
la procédure 
sera 
... , tablefls] du 
tableau "table" (li~ ls) par un tri rapide en ordre croissant; 
- l'élimination des copies qui sera acc~~pl,ie par la fonction 
EUMINER (table, n) dont la spécification est: 
-J~ d'éliminer toute copie dans le tableau "table" de taille n, 
trié et 
* de renvoyer une valeur i, entière de sorte que les éléments 
de ce tableau qui étaient tels que: 
table r 1] ~ table(21 t . . . . . . t table ( n] 
deviennent tels que : 
table (11' <. table[2J' < .••.• < table [il' (avec i ~ n) et 
{ table [ll, table [2], • • • , table [nl} = 
{table [11 1 , table [2J 1 , ••• , table [il '}; 
26. 
- la génération de 1 1ens~mble demandé qui sera faite par la fonc-
tion GENERER (table, g, d). 
Celle-ci fournira le pointeur r de lare résentation étalée 
de l 'ensemble des éléments du tableau "table" dont l es indices 
sont compris dans l'intervalle ( g •• dJ 
Soient r, s, ens, lien des variables de type ensuite (cfr page 16), 
pour toutes les ex:pressi ns de génération, nous utiliserons 
la fonction FORMENS (expr) dont la spécification est : 
produire la représentation étalée de l'ensemble de-
mandé en fonction des Ji:: érentes expressions "expr" 
de génération et de r envoyer le !)Ointeur r de Mbut 
de l'ensemble ainsi gPnéré (cfr nao-e 
• 0 28. (0) ) . 
Pour des r aisons de clarté, nous supposerons qu e tou t es les va-
riables ont : té correctement initialisées et laisserons de côté 
tous les contrôles qui ne nous intéressent pas directement . 
fonction ELI~ITNER (table, n) 
début 
i - 2 
j _ 1 
entier; 
rn que i ~ n faire si table t j l =/- table L i J 
- a lors lj - j + 1 
i - i + 1 
si n > 0 alors eliminer - j 
sinon eliminer - 0 
fin 
table C jJ- table Ci 1 
fonction GENERER (table, g, d) : Aensuite; 
début 
si g ~ d alors louer - faux 
new (ens) 
r - ens 
lien - ens 
r épéter j _ 1 
~ que j ~ m ~ g ~ d 
f aire ~i l ouer 
27. 
alors new (ens) 
lienA. suiv_ ens 
li ~n - ens 
l0uer - faux 
ensA.elem [ j J .- tab [ g] 
j - j + 1 
g - g + 1 
ensA. camp - j - 1 
~ g ~ d alors l ouer -- vrai 
sinon ensA. suiv _ nil 
jusqu ' à ce que g > d 
sinon 
générer - r 
fin 
r _ nil 
fonction TRIER (table , n) Aensuite; 
d'but 
SORT (table, 1, n) 
trier - GENERER (table, 1, ~LU. '.:BER (table, n )) 
f in 
fonction FOPJŒNS ( expr) 
DElllT . 
-
~ expr .2f. 
{tab t SkJ} : début 
J - 0 
Aensuite 
~ que p =f 1ùl ~ i-1 
~ gue i ~ pA 0 comp faire ,j-j + 1 
table [jJ- tab ~ pA .elem Ci J1 
i-i + 1 
p - p" .suiv 
{tab} 
{Sk } 
formens - TIUER ( table, j) 
fin 
début 
forn1ens - TRIER ( tab, n) 
fin 
Mbut 
J - 0 
~ que p f nil ~ 
P - p" .suiv 
f ormcns -THIEn (table, j) 
fi.n 
( 0 ) n es t la taille du tableau "tab" 
(o) 
~ p" . comp ~ 1 j - j +. 1 
table C JJ - p" .elem [i) 







{exp} cfr [exp] page 20. (0) où l 1instruction "formsuit-r" sera remplacée par l 1instruction "fonnens -r" 
{expl •• exp2} 
INTER (Ek, Ej) 






~ ~ p =f nil il q =f nil faire 
fo:nnens -GENERER (table, 1, k) 
fin 
~ que i ~ p" .comp il j ~ q" .comp 
faire si p" .elem [il= q":elem [j1 
- - alors k-k + 1 
- table [ kJ _p" ~elem [i) 
i-i + 1 
j--.j+l 
sinon si p" .elem Ci) < .q" .elem tj. J 
- alors i - i + 1 
-sinon j - j + 1 
si i > p" • comp alors I i - 1 -
p - p" .suiv 
§1 j > q" .comp alors I j .-1 
q_q".suiv 
(o) 
( 0 ) : il est évident que dans ce cas, le tableau "table" n'a pas besoin d 1être trié! 
U.'Imr ( E -, Ej) 
D.FF' f.11 ( ;.ï:k, Ej) 
FI 1 
Mbut 
J - 0 
Cpt - 1 
s - p 
rénéter rn gue s =f nil faire 
cpt ... cpt + 1 
s - q ju squ'à ce que 
formens - TIU ER 
fin 
début 
k - 0 
i - 1 j _ 1 
cpt '> ?. 
(table, j) 
j -1 
rn 9u e i , sA.comp faire 
s - sA . suiv 
lj _ j+l . table [ j 1- sA .elem ( iJ i - i + 1 
~ que p -/- ni.l !!, q =f nil faire t ant quP i 
- faire 
~ pA. comp et j ~ qA .comp 
s i PA .elem[il < qA . elem ( j J 
- alors le -- k + 1 
t able C kJ_ pA . elem [i] 
i -i + 1 
sinon si pA.elem [ i J ~ qA. elem [ j 1 
- alors j - j + 1 
si on J i -. i + 1 
j - j + 1 
si j > p" .corn:) ~ ,i ... 1 
p - p" .suiv 
si j > qA . corn;' alors I j _. 1 
q _ q,.. .suiv 
.!!!!!, que p =f nil ~ ~ guc i ~ pA .comp faire k - k+l 
- table Ck J _ p" .elem [ïJ 
i-i + 1 
si i > pA . comp nlors I i - lA . 
p - p .su1.v 
formens - GENER:Zl (table, 1, k) ( 00 ) 
fin 




( 0 ) cette façon de faire est, pour la primitive UNION, beaucoup moins 
longue que le parcours parallèle des représentations, comme cela 
est fait pour INTER. 
( 00 ) le tableau "table" n ' a pas besoin d'être trié, il est déjà 
en ordre strictement croissant! 
28 . ( 3) 
E. ENSE!-lDLl.:S DE CARACTERES 
L'ensemble de type ensemble de caractères sera r~présenté par une 
seule structure de type ensc (ci-dessous) où le tableau "elem" 
est un tableau de booléens et sa taille sera z, le cardinal de 
l ' ensemble C (cfr page 22). 
Cette idée nous est suggérée par la façon dont le type SET est im-
plémenté en pascal ((4)). 
entier; 
Cn aura donc : 
~ ensc = record 
comp 




123 •••• i ••..•••• z 
avec k : 1 ~ k , z; 
soit p, le pointeur sur la représentation d ' un ensemble de caractè-
res , sa signification sera 
29 . 
si 1 ~ i , z alors le caractère (représenté par i) t représentation 
de l'ensemble si pA.elem [i] est vrai .2!!_ 
le caractère (représenté pari) 4 représentation 
de l'ensemble si pA .elem [il est faux; 
k étant le cardinal de l'ensemble {PA.elem[j] = vrai pour tout j l~j~z}. 
Ce faisant, on évite essentiellement de passer par la phase de tri 
à chaque opération susceptible de modifier le nombre d'éléments dans 
l'ensemble (nous rappelons que les ensembles devaient toujours ~tre 
des représentations triées). 
La réalisation des différentes primitives en pseudo-algorithmes selon 
cette représentation ne pose aucune espèce de problème; plusieurs 
primitives seront manifestement plus efficaces dans leur implémenta-
tion car on n'aura à manipuler qu'une seule structure. 
Dans le souci de rendre les algorithmes définis sur cette implémen-
tation beaucoup plus simples, nous conviendrons de représenter l'en-
semble de caractères~ par une structure où les z éléments sont 
~ "faux". 
30. 
Ainsi, soient r et ens deux variables de type ensc, pour générer par 
exemple les ensembles INTER (Ek, Ej) et DIFFER (Ek, Ej), nous pourrions 
respectivement avoir 





~ gue i ~z faire 
ens"' .comp - k 
fin 





~ gue i *z faire 
ens"' .comp - k 
fin 
si p"'.elem [i1 et q"'.elem [iJ 
- alors I ens-:0:-elem Ci] ~vrai 
k-k + 1 
sinon ens"' .elem [ i] ... faux 
i- i + 1 
si p"'.elem (iJ et not (q"'.elem Ci1) 
- alors I ens-:0:-eïëiii Ci1 _ vrai 
k-k + 1 
sinon ens"'. elem ( i1 - faux 
i-i + 1 
F. ENSEMBLES DE BOOLEENS 
Ces ensembles n'ont aucune utilité pratique. 
Théoriquement, on peut tenir le m~e raisonnement que celui utili-
sé pour les ensembles de caractères en définissant le type: 
!Il?! ensb = record 
comp: entier; 
elem: array r1 •• 2J of booléen 
~-
31. 
On aurait pu très bien, en vue de rendre certains pseudo-algorithmes 
sur les suites et ensembles d'entiers plus clairs, définir une primiti-
ve d'accès à l'élément suivant conme par exemple: 
procédure NEXT (p, i); 
déhlt 
i-1. + 1 




avec conme précondition: p # nil 
(pétant une variable de type ensuite (cfr page 16) et i, une variable 
entière qui est l'indice du tableau "elem"). 
3. REPRESENTATION COMPACTEE 
Elle sera une représentation qui, dans certains cas économisera de 
l'espace mémoire. 
Elle pourra ~tre considérée conme une amélioration de la représentation 
étalée, au point de we de la conso1llll8.tion de la mémoire, par le fait 
qu'elle prendra en compte CERTAINES RELATIONS, à savoir essentielle-
ment: 
* progression ou régression par incrément de +1 ou de -1 
32. 
(sur les éléments dans le cas de suites et ensembles d'entiers ou 
sur le rang des éléments dans le cas de suites et ensembles de 
caractères ou de booléens) et 
* répétition d'éléments 
pouvant exister entre deux ou plusieurs éléments successifs panni les 
différents éléments devant constituer la suite ou l'ensemble à représen-
ter. 




nature binf b · 
-Ln:__J ___ su~1-=j • 
DI exprimera 2 types d I intervalles binf •• bsup : 
binf < bsup ou binf > bsup, dans le cas des entiers, 
ORD (binf)<ORD (bsup) ou ORD (binf)>ORD (bsup), dans les 
cas des caractères et des booléens; 
nature val rep suiv 
-Li~J __ I l. 
DR signifiera que l'élément (val) est répété successivement 
"rep" fois, avec rep 1; 
-eu:• 
1 
comp I elem Isu~v 1 • 1 .. . ' . . . · 1'1 
DS signifiera qu 1il s'agit des éléments quelconques ne présen-
tant ni la caractéristique (1), ni la caractéristique (2)• 
ces éléments seront stockés dans le tableau elem (array è1 •• mJ), 
cfr représentation étalée page 16. 
33. 
34. 
A. SUITES ET ENSEMBLES D'ENTIERS 
On utilisera les types suivants 
~ nat = (DS, DI, DR); 
ensuite= record 
suiv : "'ensuite; 
case nature : nat of 
--i5I (binf, bsup: entier); 
DR (val, rep: entier); 
DS: (comp: entier; elem : array (1 •• m] of entier) 
~-
Ainsi, par exemple, la suite 5,1,9,1 •• 100,101,8,8 sera représentée 
conme suit : 
Nous aurions pu éviderrment envisager d'autres relations 
(progression par pas:> 1, ••• ) mais nous nous limiterons à celles 
mentionnées plus haut car elles sont les plus visibles dans le cours 
de "Séminaire de Programmation". 
Le compactage devra donc être accompli à chaque opération suscepti-
ble de modifier le nombre d'éléments dans la représentation d'une 
suite ou d'un ensemble. 
Il est évident que pour les ensembles, on ne pourra jamais avoir 
ni de cas II DR 11 , ni de cas II DI II avec binf > bsup. 
On remarque donc que si panni les éléments à représenter, il y a 
des segments assez longs d'éléments présentant les cas (1) ou (2) 
(cfr page 32), le gain en place mémoire est appréciable. 
Nous donnons ci-apr_ès des règles de traduction des différentes pri-
mitives L2 en pseudo-algorithmes dans la représentation compactée, 
accompagnées éventuellement d'une explication dans les cas où 
le raisonnement présenté n'était pas évident. 
L'algorithme de FORMATION et de COMPACTAGE des suites et ensembles 
(fonction FORCOMP) qui est le moteur de cette représentation aura 
conme spécification: 
créer la représentation compactée des suites et des 
ensembles et, 
en renvoyer le pointeur. 
35. 
Toutes les opérations de manipulation des suites et des ensembles 
seront, coIIIIle on l e verra, directement exécutables sur cette représen-
tation compactée sans structure intennédiaire, sauf pour 
PEm.tJT (cfr page 18.(1)) pour les mêmes raisons que dans la représen-
tation étalée~ 
Les différents éléments qui constituent le résultat d'une opéra-
tion quelconque de génération seront envoyés à cet algorithme de 
fonnation et de compactage des suites et des ensembles (FORCOMP) 
en vue de parfaire l'opération, et pour cela, nous envisageons deux 
possibilités: 
soit l'envoi direct de ces éléments un par un (au fur et à mesure 
qu'ils sont fournis par l'opération de génération) sans 
utilisation d'une structure intermédiaire de stockage de ces 
éléments, 
opérations de GENERATION des suites et des ensembles 
(directement exécutables sur la représentation compactée) i=------
FORCOMP 
' 
suite ou ensemble 
(en représentation compactée) 
--------
Ceci exige que FORCOMP puisse être doté de plusieurs points 
d'entrée et être déclenché ou quitté en des endroits autres que 
son point d'entrée ou de sortie nonnal, respectivement; 
soit l'utilisation d'une structure intennédiaire de stockage 
de ces éléments, à savoir un tableau, 
opérations de GENERATION des suites et des ensembles 
(directement exécutables sur la représentation compactée) 
1 TABILUJ J 
FORCOMP 
l 
suite ou ensemble 
(en représentation compactée) 
Vu la simplicité de cette deuxième possibilité, nous proposons de 
l'adopter, 
surtout que certaines opérations inhérentes aux représentations des 
ensembles (TRI, ELIMINATION D:ES COPIES, ••• ~) pourront inmédiatement 
être accomplies dans ce tableau~ 
La spécification précise de la fonction FORCOMP (espèce, a, g, d) 
(cfr page 39) sera alors: 
36. 
de créer la représentation compactée des éléments du tableau a dont 
les indices E [g;.d] et d'en renvoyer le pointeur r si la valeur 
de la variable "espèce" vaut 11t 11 ou 
de créer la représentation compactée des éléments E[g~ 1d] et d 1en 
renvoyer le pointeur r si la valeur de la variable "espèce" 
est "i". 
La fonnation et le compactage des suites et ensembles se feront 
selon les règles suivantes: 
37. 
* soit i, un indice du tableau a [g.·~d] qui est la structure in-
tennédiaire de stockage des éléments des représentations : g, i ~ d, 
(i) si a [i] =a. [i+l] alors il s'agit du cas de répétition d'élé-
ments, il faut contrôler si les éléments 
suivants vérifient cette condition 
en faisant i - i + 1, 
on s•arr~tera et on notera le nombre 
d'éléments remplissant cette condition 
quand il n'y a plus d'éléments ou s'il 
existe un i tel que a [i] f a [ i+t], 
(ii) si a [i] = a [i+t]+t alors il s'agit d'un intervalle crois-
sant, il faudra noter a [i] 
conme borne inférieure de cet inter-
valle et vérifier successivement si 
les éléments suivants remplissent 
cette même condition en faisant i .- i + 1, 
on s I arrêtera et on notera a [ i] 
conme borne supérieure de cet interval-
le quand il n'y a plus d'éléments 
(i = d + 1) ou s'il existe uni: 
a [i] fa [i+l] +1, 
(iii) si a [iJ = a[i+l] -1 alors il s'agit d'un intervalle décrois-
sant, il faudra noter a [ i] conme 
borne inférieure de cet intervalle et 
vérifier successivement si les élé-
ments suivants remplissent cette même 
condition en faisant i~i + 1, on 
s'arrêtera si i = d + 1 ou s'il 
existe uni : a [i J f a [i+l] -1 et 
on notera a [i1 come borne supérieure 
de cet intervalle décroissant, 
(iv) si a [i] fa [i+l] fa [i+l ]+1 fa [i+1J -1 
alors il s 1agit d'un élément a [i] ne présentant au-
cune des caractéristiques (i), (ii) et (iii), 
il suffit alors de vérifier si les éléments suivants 
remplissent cette condition, auquel cas on les stockera 
(avec a[iJ ) dans un ou plusieurs tableaux "elem" 
(cfr représentation étalée) · quand i > d ou s 1il existe 
uni: a (i] = a [i+ll ou 
a [i] = a [i+l] +1 ou 
a [i] = a [i+l] -1 
* soit i, un indice du tableau intermédiaire de stockage des éléments 
i = d, 
alors il suffit de mettre cet élément (a [i] ) dans un tableau 
11elem" (cfr représentation étalée). 
Ces règles étant données, la fonction FORCOMP formera et compactera 
toute suite ou tout ensemble d'!!!'!! fil D'UNE SFlJLE FACON ~ AMBIWITE. 
Dès lors, différentes représentations définiront différents ens~ 
bles (ou suites) et deux représentations identiques déterminent 
le même ensemble (ou la m&te suite). 
Soient r, struct et lien des variables de type "ensuite" 
(cfr page 34), FORCOMP pourrait se présenter conne suit: 
fonction FORCOMP (espèce, a, g, d) : Aensuite; 
début 
r-nil 
case espèce of 
iTt: !!, g ~ alors new ( struct) 
r_ struct 
structA .suiv-nil 
!!, g.: d !!2.!:! 1 structA ~nature - di 
struct". binf - g 
struct": bsup - d 
sinon struct" .nature - ds 
f irstime .- vrai 
!!!!!, que g~ d faire 
struct" .comp -1 
structA ~elem t 11.,.g 
preced _ a [ gJ 




C - •s 1 
si preced + 1 = a Cg + 1 1 
- alors c- 1c 1 
sinon si preced - 1 = a t g + 1 1 
alors c - •d 1 
sinon si preced = a C: g + 1 J 
alors c -•r• 
sinon c ,_. • s • 
new ( struct) 
si firstime alors r-struct 
firstirne - faux 
sinon lien" • sui v - struct 
lien .... struct 
case c of 
"'f'ct: g- g + 1 
borne- a Cg] 
g_g + 1 
!!!!!, gue g ~ d _!!! borne + 1 = a [ g1 faire 
struct" .nature - di 
structA. binf _. preced 
struct" ~ bsup - borne 
: .. /.~. 
borne-a [ g1 









g-g + 1 
borne-a (gJ 
g-g + 1 
~ gue g ~ d ll borne - 1 = a C gJfaire I borne - a Cg] 
g ,._g + 1 
struct" ~nature -di 
struct" ~ binf - preced 
struct" • bsup - borne 
g+- g + 2 
k-2 
~ que g,d ~ preced = a Cg1faire 1k-k + 1 
g~g + 1 
struct" ~nature -dr 
struct" ~ val- preced 
struct" ~rep- k 
1s 1 : cfr représentation étalée 
struct"'. sui v _. nil 




------------------·---------------------·--------------( 0 ) : cas où 1 1on construit une suite ou un ensemble avec les éléments de l'intervalle g •• d 
Dans le cas où 1 1on doit construire une suite ou un ensemble avec les 
il s 1agira d'abord de repérer (00 ) de quelle succession d'éléments il 
* progression par pas de +1 ( 1c 1 ) 
* progression par pas de -1 ( 1d 1 ) 
* répétition ( 1r 1 ) 
* quelconque ( 1s 1 ) 
ensuite de construire effectivement la structure correspondante 
* progression par pas de +1 






éléments a g, a g+l 
est question: 
et, 
, ••• • , a d , 
en attachant les différentes structures construites (000 ) pour fournir la structure finale demandée (-) 
41.(0) 
1. Expressions De Manipulation Des Suites Et Ensembles D'Entiers 
............................................................. 
a. EMPTY (Sk) et EMPTY (Ek) : cfr page 18.(0) 
b. FIRST (Sk) : (précondition : p f nil) 
fonction FIRST (p) : entier; 
début 
case pA.nature of 
- di : first':.- pA. binf 
dr first - pA. val 
ds : first - pA .elem [1] 
fin 
c. ~ (Sk) : 




~ gue p -f nil 
faire case PA.nature of 
"'7i 1 -1+ ABS (pA. binf - pA. bsup) + 1 
dr : 1 - 1 + pA • rep 
ds: 1 _1 + pA.comp 
p._ PA .suiv 
long-1 
fin 
d. CARD (Ek) cfr LONG (Sk) ci-dessus, mais il est évident qu'ici, 
on n'aura ni le cas "dr", 
ni le cas "di" avec binf > bsup 
e. ~ (Sk) : (précondition p f nil) 
fonction LAST (p) : entier; 
début 
~ gue p""suiv f nil faire p - p"" .suiv 
case p"".nature of 
-di : last ;:-p"" .bsup 
dr : last -P"" .val 
ds : last _ p"" .elem [p"" .comp] 
fin 
f. !!!!i (Ek) : 
fonction MIN (p) : entier; 
début 
,& p # nil alors case p"".nature of 
-di : min_ °j?.binf 
ds : min _ p"". elem ( 11 
sinon min - zmax 
fin 
g. ~ (Ek) : 
fonction MAX (p) : entier; 
début 
41.(1) 
!!!. p f nil alors tant que p"" .suiv f nil faire p.- p"" .suiv 
'ëasë p"".nature of 
-di : max-p"" .binf 
ds : max- p"" .elem [p"" .compJ 
sinon max - zmin 
fin 
h. !!::! (Ek) : (préconditi on p f nil) 
fonction ELT (p) : entier; 
début 
case p"".nature of 
-di : elt -P"" .binf 
ds : elt _ p"" .elem [ 11 
fin 
i. TRIDEC (Sk) : 




~ gue p =, nil ~ trid 
faire case PA.nature of 
-di . A~bnf Ab : si p. i <p. sup 
41.(2) 
- alor s trid 4- faux 
si non si mval ~ pA.binf 
- alors si mval > pA. binf 
- alors mval--pA. bsup 
ds: 
dr 
sinon trid -faux 
~ p".comp et trid 
si mval ~ pA .elem Ci 1 
- alors si mval > p" .elem [ il 
sinon 
si mval ~ pA. val 
- alors 
mval -- p". elem [ i 1 
i-i + 1 
trid-faux 
alors si mval > pA.val 
- alors mval - pA. val 
sinon trid - faux 
P- p" .suiv 
si trid alors tridec -vrai 
sinon tridec _faux 
fin 
j. TRISTRDEC (Sk), TRICROIS (Sk) et TRISTRCROIS (Sk) : 
les algorithmes correspondants sont construits sur la même lo-
gique que celle de TRIDEC (Sk) ci avant, il suffit d'y apporter 
les aménégements adéquats 
(cfr TRISTRDEC (Sk), TRICROIS (Sk) et TRISTRCROIS (Sk) dans la 
representation étalée). 
41.(3) 
k. ~ ~ <id> !!!, Sk 9!:_ <expr-arith> 
fonction PROIFO! (p, id, expr-arith) entier; 
début 
v~l 
!!!!! gu~ p "f nil 
faire case p"'.nature of 
prodfor_ v 
fin 
di: si p"'.biiT~ p"'.bsup 
- alors for id -p"' .binf to p"' .bsup 
- do v- v * expr-arith (id) 
sinon for id -- p"'. binf downto p"'. bsup 
- do v --v * expr-arith (id) 
ds : 1 for id-1 to p"' .comp 
- do v ::-v * expr-arith (p"' .elem [id) ) 
dr: 1k-expr-arith (p"'.val) -!Hl- p"'.rep 
v-v*k 
P- p"' .suiv 
1. ~~<id> !!!, Sk 2!_ <expr-arith> 
fonction SUMFOR (p, id, expr-arith) : entier; 
début 
s-0 
tant 1u~ p "f nil - aire case p"'.nature of 
sumfor---s 
fin 
di: si p"'.binr< p"'.bsup 
ds 
alors for id - p"'. binf to p"'. bsup 
- do s _ s + expr-arith (id) 
sinon for id - p"'. binf downto p"'. bsup 
- do s- s + expr-arith (id) 
lfor id_ 1 to ?.comp - do s ...._s + expr-arith (p"' .elem [id 1 ) 
dr : 1k- expr-arith (p"' .val) * p"' .rep 
s- s + k 
P-P"' .suiv 
m. ~ !.Q!! <.id~ ,!! Ek 1!:, <expr-arith>: 




fa..1.re case p".nature of 
- di : for id-. p". binf to p". bsup 
- ,22 'k .-expr-arith (id) 
si max < k alors max ..- k 
41.(4) 
ds : lfor id -t to p" .comp 
- ~ ,k.-expr-arith (p" .elem (id] ) 
si max < k alors max .- k 
A -p.- p .su1.v 
maxfor~ max 
fin 
n. MIN FOR <id> IN Ek OF <expr-arith> : 
iiiêÏiie """raisonnement queMAXFOR ci-dessus, 
les instructions "max - zmin", 
"si max < k alors max- k" et 
"maxfor_ max" seront respectivement remplacées 
par les instructions "min - zmax", 
"si min > k alors min_ k" et 
"minfor- min". 
o • .EQ! ~ <id'> ,!! Ek : <(bexp)> 
fonction FORALL (p, id, bexp) : booléen; 
début 
f _vrai 
tant 1u~ p =/: nil et f - a..1.re case ?".nature of 
---a'i : id-p"7t;inf 
tant Ïrl id ~ p". bsup et f 
- re si bexp (Îd) = faux 
- alors f ~ faux 
sinon id_ id+ 1 
ds : id _l 
.!!!!!, que id~ p" .comp ~ f 
faire si bexp (p" .elem Cid])= faux 
P-P" .suiv 
si f alors f orall - vrai 
sinon f orall ._faux 
fin 
- alors f - faux 
sinon id-id + 1 
p. THERE EilSTS id !! ~ : (bexp) 




~ qu~ p =f nil ~ t = faux 
faire case PA.nature of 
~ : id._ p~binf 
41.(5) 
~ que id~ p"'.bsup et t = faux 
faire si bexp (iëij' alors t-- vrai 
- sinon id .... id + 1 
ds : id - 1 
tant que id ~ p"' • comp et t = faux 
- faire si bexp (?.elem Cid 1) 
- alors t _ vrai 
sinon id _id + 1 
p _p"' .suiv 
si t alors therexists _ vrai 
sinon therexists ._ faux 
fin 
q. ~ (Sk, Sj) : 
fonction EGAL (p, q) : booléen; 
· début 
eg_vrai 
tant que p =f nil ,!!! q =f nil ,!!! eg 
'l'arre si p"'.nature =f qA.nature 
aiors eg_ faux 
sinon case p"'.nature of 
~s: si p"'.comp =f qA.comp 
aiors eg _ faux 
sinon i- 1 
(o) 
~ que eg ,!!! i, p"' .comp 
faire si p"' .elem [iJ=f q .... elem C.i] 
- alors eg -faux 
sinon i-i + 1 
di : l !i p"' .binf =f q"' .binf ~ 
p"'.bsup =f q"'.bsup 
alors eg _ faux 
dr si p"'.val =f q"'.val ou 
- p"'.rep =f q"'.rep -
alors eg_ faux 
p.,_p"' .suiv 
q _q"' .suiv 
si p =f nil ou q =f nil alors eg_ faux 
-- -si eg alors egal- vrai 
- sinon egal-faux 
fin 
____ , ________ , ___ _ 
( 0 ) : nous préférons cette version à la version récursive car elle est meilleu-
re au point de vue temps d'exécution! 
r. PREFIXE (Sk, Sj) : 
fonction PREFIXE (p, q) booléen; 
dérut 
1.-t• J·-t• , ,
ft -vrai; f2 -vrai; 
f3- vrai; f4-vrai; 
pref-vrai 
tant que p =/: nil et q =/: nil et pref 
'laire case p".natÜre of -
-aI : .!!!, ft a.Iors 1ft -faux 
kt - p". binf 
un-kt 
ds : un ... p" .elem [i) 
dr !!, f2 alors lf2 --faux 
k2-t 
un-p" .val 
case q".nature of 
---ar : !!, f 3 alors I f3 - faux 
k3 - q". binf 
deux_. k3 
ds : deux - q" .elem [j) 
dr : !!, f4 alors lf4- faux 
k4-1 
deux-q" .val 
si un=/: deux (2) 
âlors pref - faux 
sinon case p".nature of 
41.(6) 
(1) 
-aI : si p". bI'iif < p". bsup 
alors 1kt -kt + t 
!!, kt> p". bsup alors I p _ p". suiv 
fl -vrai 
sinon I kl -kt - 1 
!!, kl < p" .bsup alors I P- p" •8':1iv 
ft_ vrai 
ds : 1 i -i + 1 
si i > p" .comp alors I P- p" .suiv 
i-1 
dr : 1 k2 - k2 + 1 
'
.!!!, k2 > p" .rep alors I p - p". suiv 
f2 _ vrai 
di : si q". bin:f < q". bsup 3 
case q" .nature of ( )
1 alors lk3- k3 + 1 
ds 
!!, k3 >q" .bsup alors I q _q" .suiv 
f3-vrai 
sinon I k3 -- k3 - 1 
~ k3< q" ~bsup 
j _j + 1 
alors I q-. q" .suiv 
f3-vrai 
!!, j > q" .comp alors I q_ q" .suiv 
j_l 
dr I k4- k4 + 1 
!!, k4 > q" .rep alors I q _ q" .suiv 
f4-vrai 
si p nil alors pref - faux 
~ pref alors préfixe _ vrai 
sinon préfixe _ faux 
fin 
( 0 ) Encore une fois, nous avons dft choisir: 
l'algorithmique de PREFIXE proposée ici, bien que longue 
(car elle fait une comparaison élément par élément) est 
cependant 
- la plus rapide (au point de we exécution) de tous les 
algorithmes (de PREFIXE) qui ont été développés, 
- claire et très simple, 
- très générale; elle n'a, en effet pas besoin de tester 
41. ( 7) 
les différents cas particuliers que cache cette primiti-
ve dans la représentation compactée. 
Exemple de cas particulier: 
Une suite Sk peut être préfixe d'une autre suite 
Sj et être de "nature" différente, 
4 1 81 1 N IL ! est un préfixe de 
.___-'ëc:.:OoHHPp":::::=:==:===':;-j---
Di 8 4 ! MIL 1 • 
• Un progranme qui ne comparerait pas tous les élé-
ments un par un serait obligé de tester la possi-
bilité d'avoir ce cas~ 
(1) : les 2 éléments à comparer sont mis dans les variables 
~ et deux, 
(2) : la comparaison 
(3) la détermination des adresses des 2 éléments suivants à 
comparer. 
s. EGAL (Ek, Ej) : même chose que EGAL (Sk, Sj) sauf qu'on n'aura 
pas ici ni le cas "dr", ni le cas "di" avec 
binf > bsup. 
t. PERMUT (Sk, Sj) : Soit la procédure SORT (p, table, i), 
cfr page 18.(1), où la fonction FORMTAB serait 
enrichie des cas "dr" et "di 11 ( cfr page 44 ) , 
alors la traduction de cette primitive dans la 
représentation compactée est la même que celle 
de la représentation étalée. 
41.(8) 
u. INCIDS (Ek, Ej) 
fonction INCIDS (p, q) : booléen; 
dérut 
1. - 1; j -1; g -3 
fl -- vrai; f 2 -vrai 
tant gue p =/ nil et q =/ nil 
l'aI're · .!!! g = 3 alors case p" .nature of 
~ : I .!! f 1 aÎOrs If 1-faux kl _ p"' • binf 
un-kl 
ds : un- p"' .elem [i] 
si g = 2 ou g = 3 alors case q"'~nature of 
- - di : Ill f2 alors I f2 -faux 
si un =/ deux alors g - 2 
- sinon g-3 
k2 _q"' .binf 
deux-k2 
ds : deux_. q"' .elem r: j 1 
si g = 3 alors case p"'.nature of 
- di:I kl-kl +1 
.!!! kl > p"' • bsup alors I p _ p"'. sui v 
fl -vrai 
ds : i-i + 1 
,E;_ i > p" .comp alors l P- p"' .suiv 
i_l 
si g = 2 ou g = 3 alors case q"'.nature of 
- - di": k2 .._ k2 +1 
si k2 > q"' .bsup 
- alors I q _q"' :suiv 
f2- vrai 
ds : j _j + 1 
si j > q• .comp 
- alors 19-- q"' .suiv 
J-1 
.!!! p = nil alors inclus - vrai 
inclus._ faux sinon 
fin 
v. SSUITE (Sk, Sj): en ajoutant les cas "dr" et "di" (binf>bsup) 
à l'algorithme de INCIDS (ci-dessus), on obtien-
dra la traduction de SSUITE. 
w. SUFFIXE (Sk, Sj ) et SEGMENT (Sk, Sj) : en enrichissant les fonc-
tions SUFFIXE et SEGMENT de la représentation étalée des cas 
"dr" et "di" et en procédant conmie dans PREFI XE (rep. compactée), 
ces 2 fonctions booléennes ne causent aucun problème dans lare-
présentation compactée malgré leur longueur. 
2. Expressions De Génération Des Suites Et Ensembles D'Entiers 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Soit la fonction TRIER (table, n) dont la spécifi cation est: 
- de trier (en quicksort, par exemple) le tableau "table" de 
taille net, 
- de renvoyer le pointeur r de la représentation compactée de 
l'ensemble (triée) fonné des éléments de ce tableau, 
fonction TRIER (table, n) : Aensuite; 
début 
QSORT (table, 1, n) 
k- EUMINER ( table, n) 
trier - FORCOMP ( 1t 1 , table, 1, k) 
fin 
(cfr QSORT page 25 et EUMINER page 27), 
alors, l~s fonctions FORMSUIT (expr) (cfr page 20.(0)) et 
FORMENS (expr) 
sont: 
(cfr page 28.(0)) dont les spécifications 
de produire la représentation compactée, respectivement 
42. 
de la suite et de l'ensemble demandés en fonction des 
différentes expressions "expr" de génération et d'en renvo-
yer le pointeur r, 
( dans lesquelles, pour des raisons de clarté, nous supposerons 
que toutes les variables ont été correctement initialisées et 
laisserons de côté tous les contrôles qui ne nous intéressent 
pas directement) deviendraient: 
fonction F0RMSUIT (expr) 
DEIIJT 
"ensuite; 
~ expr of 
[tab] : !début 
fonnsuit -F0RCOMP 
fin 
( 1t 1 , table, 1, n) 
-
[exp] : cfr représentation étalée page 20.(0) 
[expl •• exp2] 
[tab [ SkJJ 
début 





~ que p-=/ nil faire case p".nature of 
ëll": !!, p". binT':: p". bsup alors !.2! i.-p".binf !2, p".bsup !!2, 1j-j + 1 . 
table Cj1-tab [1] 
for i-p" .binf downto p" .bsup sinon 
- do )j_j + 1 
- table [ jJ _ tab [i) 
dr: l!.2! i-1 !2. p" .rep 22. Jj_j + 1 
table CjJ--tab [p" .val) 
ds : lf.2!: i-1 !2. p" .cornp 22, ,j_j + 1 
p p".suiv 
fonnsuit- F0RC0MP ( 1t', table, 1, j) 
fin 






[id 2f_ Sk I bexp] 





!!!!! gue p f nil ~ case p"".nature of 
di: si p"". binf< p"". bsup ~ for i-p" .binf to p" .bsup 
ds: 
dr: 
~ .2. bexp (iJ alors I j _j + 1 
table lj]_i 
sinon for i - p". binf downto p". bsup 
~ .2, bexp (i) alors I j _j + 1 
table r jl .-i 
for i-1 to p" .comp do si bexp (p" .elem [i] ) 
- - - - alors I j - j + 1 
table (jJ- p" .elem [ i J 
.2, bexp (p" .val) alors f.2! i .... 1 !2, p" .rep ~ 1j--j + 1 
table [ jJ -P". val 
P-P"" .suiv 






répéter !!!!,! gue s f nil ~ case s".nature of 
dl"": .2, s"" 0 binr.c:: s"" .bsup alors for i.,..s"" .binf to s" .bsup 
- do ,j-j +1 
- table t j]_i 
sinon for i-s"" .binf downto s"" .bsup 
- do ,j_j + 1 
- table [jJ-i 
dr : f.2! i -1 !2. s"" • rep i!2 1 j - j + 1 
table (j]_ s"" .val 
for i-1 to s"".comp dol· j_j + 1 
- table ( j] _ s"" .lem (i] 
ds 
s- s" .suiv 
cpt_ cpt + 1 
s-q 
jusgu I à ce que cpt > 2 
fonnsuit -FORCOMP ( 1t 1, table, 1, j) 
fin 
fonction F0RMENS (expr} Aensuite 
DEIIJT 
~ expr 2f. 
{exp}: cfr représentation ét~lée page 28.(1) 








(n étant la taille du tableau tab) 
~ que p-=/- nil faire case PA.nature of 
dI': ~ pA.birT< pA.bsup alors f2.!: i - PA .bi nf ~ pA .bsup ,!!2. lj_j + 1 
table CjJ-i 
for i_ pA .binf downto pA .bsup do lj __ j + 1 sinon 
- - table l j] --i 
dr: ,j-j+l 
table [j]_p"' .val 
ds : 1!2.!: i-1 ~ pA .comp ,!!2. j _j + 1 
table Cjl -PA .elem [iJ 
P- PA .suiv 
fonnens - TRIER (table, j) 
fin 
.(tab [Sk]} même traduction algorithmique que tab Sk (cfr page 43.(0)) mais l'instruction 








!!!!,! ~ p =, nil ~ case p"'.nature of 
dI"': !2! i-p"":,iinf 12 p"' .bsup ,22. !!, bexp (i) alors I j - j + 1 
table [ j) ... i 
ds : for i - 1 to p" .comp do si bexp (p"' .elem [ il ) alors f j - j + 1 
- - - - tabletj].,.p" .elem ( il 
P-P"' .suiv 
fonnens-FORCOMP ('t 1, table, 1, j) 
fin 




répéter ~ que s =, nil faire case 
cII 
s".nature of 
for i-7.binf to s" .bsup do jj ..._j + 1 
- - - table CjJ _i 
ds : for i_l to s"' .comp do I j_j + 1 
- - - table (j] _ s" .elem [iJ 
cpt- cpt + 1 
s-q 
jusqu I à ce que cpt > 2 








INTER (Ek, Ej) : début 
filf.f.ill! (Ek, Ej) 
FIN 
L-1; j..,_t; 1-0; g-.3 
ft-vrai; f2-vrai 
~ gue p -f nil ~ q -f nil 
faire !!_ g = 1 ~ g = 3 alors case p".nature of 
di : 1 si fl alors I fl-faux 
- kt_ p" ~binf 
!!, g = 2 ~ g = 3 alors 
un-kl 
ds : un -p" .elem ti1 
case q".nature of 
di : !!_ f2 alors I f2- faux 
k2 _ q" .binf 
ds 
si un = deux alors g - 3 
- - 1-1 + 1 
deux-k2 
deux_ q" .elem (j J 
table (lJ _un 
~ 1 !!_ un < deux alors g_ 1 
sinon g_2 
si g = 1 ou g = 3 alors case p".nature of 
- - di: l kt-kl +7' 
!!_ kt > p". bsup alors 
ds i-i + 1 
1 
p _ p" .suiv 
fl-vrai 
!!_ i > p" .comp alors j P- p" .suiv 
i-1 
!!, g = 2 ~ g = 3 alors case q".nature of 
~: k2--k2 +1 
ds 
fonnens-FORCOMP (•t•, table, 1, 1) 
fin 
!!_ k2 > q" ~bsup alors I q_ q" ~suiv 
f2 _vrai 
j _j + 1 
si j > q" .comp alors 19--q" ~suiv 
J-1 
en se basant su INTER ci-dessus et DIFFER de la représentation étalée (cfr page 28.(2)), il 
n 1y a aucun problème à construire le pseudo-algorithme de DIFFER dans la représentation 
compactée. 
44. 
3. Autres Expressions 
•••••••••••••••••• 
Soit la fonction FORMTAB (p, table) de même spécification que celle 
définie page 21 mais enrichie des cas "dr" et "di": 
fonction FORMTAB (p, table) : entier; 
début 
1.-0 
tant que p f nil 
1'aire case p"'.nature of 
ds : 1 !.2!: j_t :§: p• .camp _22 i_i + 1 
table [ i1 - p"' ~elem [ j] 
j_j + 1 
di : si p"' .binf < p"' .bsup 
- alors f2.!: j,_ p"' ~binf !2 p"' .bsup ~-, i-i +. 1 . 
table [ 1.J _ J 
sinon for j __ p"'.binf downto p"'.bsup 
- do1i-i+l 
- table [i)_j 
dr : 1!2.!: j_l !2 p"' ~rep ~ li _i + 1 
table tiJ - p"' .val 
p - p"' .suiv 
fonntab-i 
fin, 
alors, les fonctions TAIL et HEAD deviendraient 
fonction TAIL (p) : "'ensuite; 
début 
k - FORMTAB (p, table) 
tail _ FORCOMP ( •t 1, table, 2, k) 
fin 
fonction HEAD (p) : "'ensuite; 
début 
k _ FORMTAB (p, table) 
head _ FORCOMP ( •t 1, table, 1, k - 1) 
fin 
B. SUITES DE CARACTERES 
Soit l'ensemble C déjà évoqué page 22, les règles développées 
(en représentation cornpactée) pour les suites d'entiers restent va-
lables pour les suites de caractères. 
Les modifications à y apporter viendraient essentiellement de la 
nécessité de "mnnéraliser" les caractères pour pouvoir effectuer 
certaines opérations (dans les primitives de génération, de manipu-
lation et dans FORCOMP); 
45. 
l es fonctions ORD et CHR sont donc un secours utile. Ces modifications 
étant évidentes, il n'est pas, par conséquent intéressant d'écrire 
dans ce mémoire les pseudo-algorithmes modifiés pour ces suites de 
caractères. 
C. ENSEMBLES DE CARACTERES 
Il serait plus intelligent de garder la même structure unique que 
celle utilisée pour les ensembles de caractères en représentation 
étalée (cfr page 29). 
Elle est efficace en temps et, en général, économique en consomma-
tion de l'espace mémoire. 
D. SUITES ET ENSEMBLES DE BOOLEENS 
Les ensembles de booléens, comne on l'a déjà dit, n'ont aucune uti-
lité pratique. Théoriquement, on pourrait adopter la même structure 
que pour la représentation étalée des ensembles de booléens (cfr page 31). 
Les suites de booléens seront implémentées de la même manière que les 
suites d'entiers en représentation cornpactée; les modifications à y 
apporter seront les mêmes que celles apportées aux algorithmes de la 
r eprésentation étalée des suites de booléens (cfr page 22). 
Il serait cependant inefficace d'utiliser le cas "di" dans la représen-
tation compactée des suites et ensembles de booléens car ce cas repré-
sentera systématiquement une plus forte consom:na.tion de la place 
mémoire par rapport à la représentation étalée. 
Il serait plus clair pour certains pseudo-algorithmes développés 
d'avoir une primitive d'accès à l'élément suivant conme par exemple: 
procédure NEXT (p, i); 
début 
g_faux 
case pA.nature of 
~s :1i-i+r 
si i > pA .comp alors g ~ vrai 
di : j! pA. binf < pA. bsup alors I i +- i + 1 
si i > pA .bsup 
sinon 
1
r_ i - 1 
!!_ i<.p"' .bsup 
dr : 1 i_i + 1 
si i > p"' .rep alors g-vrai 
!!, g alors! P-P"' .suiv 
case p"'.nature of 
ds, dr : i-1 -
di : i-p"' .binf 
fin 






IV. GESTION DYNAMIQUE DE LA MEMOIRE 
Les instructions de L2 risquant à tout moment de consonuner un espace de 
mémoire aussi grand que 1 1on veut, on voudrait alors pour tout program-
me L2 ne conserver à chaque instant que la mémoire (occupée par les sui-
tes et les ensembles) strictement nécessaire. 
Pour la gestion de l'utilisation dynamique de la mémoire, on utilise gé-
néralement deux méthodes: 
le garbage collector ou 
la libération imnédiate. 
Dans le cadre de ce travail, nous opterons pour le second procédé 
47. 
qui est plus facile car d 1une part, nous savons en scrutant les divers pro-
gramnes testés, les structures qui deviennent irmtiles et encombrantes 
pour la mémoire et d'autre part, nous nous contentons seulement d'évaluer 
la place strictement nécessaire à tout moment. 
Mais, dans un contexte beaucoup plus général, c'est plutôt la première 
méthode qui correspondrait le mieux à cette gestion. 
Il faudrait donc, pour ce qui nous concerne, reconnaitre les structures 
qui sont devermes obsolètes et les libérer pour récupérer de la place 
mémoire. 
Pour chaque programne L2, il pourra être nécessaire, pour mieux se rendre 
compte de cette activité dynamique de la mémoire, d'en fournir un tracé 
graphique dont l'abscisse serait les différents moments d'allocation et de 
désallocation et dont 1 1ordonné donnerait cette quantité de mémoire 
(occupée) strictement nécessaire. On tiendrait donc finalement la compta-
bilité des allocations et des libérations des !!!21! de mémoire utilisés 
par les suites et les ensembles. 
La libération des structures (représentations des suites et des ensembles) 
se fera !2!! (juste) après ou avant 1 1exécution de l'expression E qui a 
demandé ou qui demande 1 1allocation, si la suite ou l'ensem-
ble qui a été crée n 1a plus aucune raison d'exister, 
soit à la fin du programme L2 sinon. 
On sait donc, dans certains cas, exécuter automatiquement la libération car 
on connait les expressions qui laissent des structures vieillies après leur 
exécution: 
48. 
* d'une manière générale, toute place mémoire occupée par une suite ou 
par un ensemble provenant des facteurs: 
11!_!! (expl •• exp2] ", "!_!! {expl •• exp2} ", 
"2!, (expl •• exp2] ", "2!, {expl •• exp2} ", 
" [ expl •• exp2] ", " { expl •• exp2} ", 
"(exp]", "{exp}" 
(exp, expl et exp2 étant des expressions arithmétiques) 
contenus dans une expression de génération E, sera récupérée après l'exé-
cution de celle-cï~ 
Ex: - l'ensemble {expl •• exp2} crée par l'expression 
"!.2!: ,!!! i !_!! { expl •• exp2} : bexp" 
sera détruit (et sa place récupérée) après l'exécution de celle-cii 
- la place mémoire occupée par les suites (expt •• exp2] et (exp3 •• exp4] 
dans 1 1 expression 11 • •. •. CONCAT ( [ expl •. exp2] , [ exp3 • • exp4] ) 
sera libérée après l'exécution de celle-ci; 
- dans l'expression 11 •••• EGAL ( { expl} , { exp2} ) ", les ensem-
bles {expl} et {exp2} n'auront plus aucune raison d'exister après 
son exécution; 
- l'espace mémoire occupé par la suite [expt •• exp2] dans l'expres-
sion " •• •• id 2!, [expl •• exp2] 1 bexp " 
sera récupéré après l'exécution de cette expression, 
* soit V, tout ensemble ou toute suite crée par une expression de géné-
ration E dépourvue du "signe d'assignation", alors la place occupée par 
V peut être récupérée sans problème après l'exécution de E; 
Ex: - quelles que soient les expressions de type ensemble Ek, Ej, Ei 
et El, les ensembles Ek \ Ej et Ei VEl produits par 1 1 expression 
11 
.~ •• ~ (DIFFER (Ek, Ej), UNION (Ei, El)) ••• 11 peuvent 
disparaitre après l'exécution de celle-ci; 
- quelles que soient les expressions de type suite Si, Sk, Sj, Sl 
et Sm, les suites Sk I Sj et Sl I Sm produites par l'instruction 
"Si:= CONCAT (CONCAT (Sk, Sj), CONCAT (Sl, Sm)) 
peuvent disparaitre sans problème après l'exécution de cette ins-
truction, les expressions de génération Sk I Sj et Sl I Sm étant 
dépourvues du signe d • assignation ":=", 
* la pseudo-instruction!!! est aussi susceptible de produire un nombre 
considérable de structures impertinentes, ce sera le cas si elle se 
trouve dans une boucle. 
Dans ce cas, la libération et la récupération se feront avant l'exécu-
tion de ladite instruction1 en effet, dans la boucle 
l{a} !!!ao-2! taJ 
49. 
l'ensemble ou la suite a0 ne peut être libéré que juste avant l'exécution 
de 1 1instruction let, 
a0 pouvant être manipulé partout ailleurs en ( 0 ), ( 00 ) et (ooo). 
Il pourrait alors être très intéressant, dans ce cas, d'inclure la procé-
dure de la désallocation dans la traduction algorithmique de cette instruc-
tion. 




(Sk et Ek étant des variables de désignation de suite et d'ensemble, 
respectivement) se trouvant dans une boucle peuvent devenir aussi des 
gaspilleurs en puissance; on pourra théoriquement tenir le même raisonne-
ment que pour!!!• 
La récupération de 1 1espace mémoire occupé par les suites et ensembles gé-
nérés en d'autres situations que celles qui viennent d'être citées 
ne pourra s'accomplir qu'avec une parfaite connaissance du progranme L2 
en vue de localiser ceux que l'on n'a pas besoin de garder jusqu'à la fin 
de celui-ci. 
V. PRINCIPES DE COMPARAISON 
Pour cette comparaison, il s'agira finalement de se lancer sur un exer-
cice de "Perfonna.nces et Mesures" et de définir d'une manière précise 
les critères de la campagne de mesures. 
Pour définir ces critères, nous examinerons essentiellement trois domai-
nes: 
- l'utilisation de la mémoire, 
- le temps d'exécution, 
- la progranmation des différentes primitives de L2. 
Coume D. FISETTE ((1)) l'a déjà souligné, le reproche principal fait à 
ce type de langage est essentiellement sa complexité en temps pendant 
l'exécution. Les critères sur le temps d'exécution selon les différen-
tes représentations seront donc nos critères majeurs, 
cela revient à dire que lorsque la méthode de choix (simple ou d'analyse 
llD.llticritère) que l'on proposera ne pourra pas se décider sur la seule 
base de ces critères, elle fera alors intervenir les autres critères 
(des autres domaines) de perfonnance, c-à-d ceux de l'utilisation de la 
mémoire et de la programmation des différentes primitives de L2. 
so. 
1. UTIUSATION DE LA MEMOIRE 
L'utilisation de la mémoire par les structures de représentation 
des suites et des ensembles doit donc, co11111e on vient de le cons-
tater retenir notre attention~ 
Il est donc utile de connaitre le comportement de cette utilisa-
tion dans chacune des deux représentations; 
celles-ci, par rapport à leur définition consonnneront la place 
mémoire strictement nécessaire pour stocker les éléments des suites 
et des ensembles qu'elles doivent représenter. 
Cette consonmation nous fournit principalement trois critère: 
la consonmation totale de mots de mémoire utilisés par les repré-
sentations des suites et ensembles. Ce sera le critère le plus 
important dans ce domaine, 
51. 
- la consonmation moyenne (par demande de génération) de mots de mé-
moire utilisés par les structures de représentation des suites et 
des ensembles. Ce critère sera nécessaire si notre choix ne peut 
s'exercer valablement sur la seule consonnnation totale, 
la consonmation maximale de mots de mémoire alloués aux différentes 
demandes de génération des représentations des sui tes et ensem-
bles. On se basera sur ce critère lorsque les consonmations totale 
et moyenne ne nous permettront pas d'opter pour une représentation. 
2. TEMPS D 'EXEClJ TI ON 
Soient Pet~, respectivement le progranme Ll et le progranme L2 
correspondant, 
si tl est le temps d'exécution de Pet 
t2 est le temps d'exécution de })lf-1 
52. 
alors (t2 - tl) / tl sera le critère le plus important dans le choix 
de la (des) structure(s) d'implémentation des suites et ensembles 
pour L2~ 
Lorsqu'il sera difficile d'opter pour une structure d'implémentation 
sur la seule base de ce critère, on se toumera alors vers le 
deuxième critère de ce domaine, à savoir ll• 
On s'attend dans la plupart des cas, w la complexité temporelle 
théorique des progranmes L2 testés à ce que (t2 - tl) / tl >>1. 
3~ PROGRAMMATION DES DIFFERENTES PRIMITIVES DE L2 
La programmation en pascal des différentes primitives dans la repré-
sentation étalée a été dir ecte et n'a présenté aucune difficulté 
particulière grâce à sa structure unique et plate~ 
53. 
La principale amélioration que 1 1on y a apportée était de remplacer 
la récursivité utilisée dans la plupart des fonctions booléennes 
(conme EGAL, SUFFIXE, •• : ) par un bouclage et cela, lorsque la ver-
sion récursive était moins efficace (en temps d'exécution) que la 
version par bouclage: 
La traduction en pascal de ces mêmes primitives en représentation 
compactée est presque complètement calquée sur celle des primitives 
en représentation étalée: Elle était en général 2 ou 3 fois 
plus longue qu'en étalée 
(dans certaines primitives, conme SUFFIXE et SEGMENT, la prés.ence 
des 3 cas: DR, DI et DS était plut6t embêtante au point de vue 
amélioration et recherche d'efficacité) mais elle pennettait plus 
de finesse et de richesse dans l'utilisation des instructions pascal 
(dans la primitive TRISTRCROIS par exemple, dans le cas DI, le seul 
élément que 1 1on a besoin de tester est~; 
dans la primitive PROJFOR, pour avoir le produit des éléments, 
dans le cas_!!, il suffit de faire val~rep)~ 
Il nous manque cependant une mesure contm1ne pour la définition et 
l'appréciation des critères de choix des structures d'implémenta-
tion dans ce domaine: 
Les différences de prograD111ation n'étant pas trop énonnes, nous pré-
férons donc de ne pas définir de critère ici (qui ne manquera pas 
d'introduire une certaine subjectivité) et de faire plut6t parler 
les critères mesurables des autres domaines. 
En résumé, notre choix de la (des) structure(s) de représentation des 
suites et des ensembles pouvant nous donner satisfaction sera exercée 
en fonction des 5 critères suivants: 
54. 
1. temps d'exécution t2 du progranme L2 (progranme de base+ assertions) ••• CRl 
2. rapport (t2 - tl) / tl ••••••••·•••••••••••••••••~.~~•~••••~•••••~••••••••:CR2( 0 
tl étant le temps d'exécution du progranme Ll 
(progranme de base sans assertions), 
t2 étant le temps d'exécution du progranme L2 
(progranme de base avec assertions) 
3. nombre moyen de mots de mémoire par demande de génération 
(des suites et ensembles)~•••••••••••~~; •• ::~ •••••• : ••• ~ •••••••• : •• :.: •••• CR3 
4. nombre total de mots utilisés par le programme L2 •••• :•••••••••••••••••••CR4 
5. nombre maximum de mots de mémoire par suite ou ensemble généré .:: •••••••• CRS. 
Le critère CRl sera exprimé sous fonne de rrm:ss.cc où 
mn est le nombre de minutes, 
ss, le nombre de secondes et 
cc, le nombre de centièmes de secondes. 
Le citère CR2 sera un réel r positif (en général, r > 1) ~ 
Si 1 1on considère que chaque variabl e (variable simple, élément de tableau, 
pointeur, :, •• ) prend 1 mot de mémoire de 4 octets, 
alors les critères CR3, CR4 et CRS seront exprimés en nombre de mots de mé-
moire de 32 bits: 
- pour la représentation étalée (cfr page 16), une structure consommera 
un nombre de mots égal à m + 2, 
- pour la représentation compactée (cfr page 32), une structure consommera 
* dans le cas "di", 4 mots de mémoire, 
* dans le cas "dr", 4 mots de mémoire et 
* dans le cas "ds", m + 2 mots de mémoire. 
( 0 ) : si tl = 00:00.00, on posera le rapport (t2 - tl) / tl = t2 
55. 
FONCTIONS ET PROCEilJRF.S DE PRISE DE MESURES 
----
Selon ce qui a été signalé dans la partie concernant la Gestion Dynamique 
de la mémoire, les programnes testés affichent le tracé de la consommation 
de .la mémoire en donnant à chaque moment! (abscisse du graphique) de l'al-
location et de la libération la quantité totale !2,! (ordonné du graphique) 
de la mémoire utile conso11111ée 
(cfr procédure CMEM page 78.(6) et exemple de graphique page 78.(13) 
La fonction GENERER, pour la représentation étalée (cfr fonction ALLOUER 
page 7ff.(6) ) et la fonction FORCOMP, pour la représentation compactée 
calculent le nombre (nb) de mots de mémoire utilisés pour la génération 
d'une suite ou d'un ensemble; 
avec nmot = la taille du tableau "elem" et n = un entier ~ 0 indiquant le 
nombre de fois que la primitive NEW est appelée 
* pour la représentation étalée, nb = n * (nmot + 2), 
* pour la représentation compactée, 
nb = n * (nmot + 2) s'il s'agit d'un cas "ds" et 
nb = 4 * n s'il s'agit d'un cas "dr" ou d'un cas "di"; 
le moment effectif de l'appel de la primitive NEW détennine le moment t 
de l'allocation. 
Une fois que la représentation de la suite ou de l'ensemble est créée, ces 
2 fonctions calculent finalement la quantité totale(= tot + nb) et le 
nombre.!!!, des suites et ensembles déjà crées(= ef + 1). 
Connaissant les expressions de génération qui laissent des structures vieil-
lies après leur exécution (cfr gestion dynamique de la mémoire), il a été 
automatiquement placé dans chaque programne testé, aux endroits adéquats, 
une instruction de libération. La fin de la procédure de libération 
(cfr procédure UBERER page 78.(6) ) indiquant le moment! de la libéra-
tion; 
soit h le nombre de mots de mémoire libérés, on fera alors tot --tot - h. 
La moyenne de nombre de mots de mémoire par suite ou ensemble généré sera, 
à la fin du programne L2, simplement tot / ef (cfr page 78 . (11) ). 
Le maxi.mwn de nombre de mots par suite ou ensemble est, à tout instant, 
nbll- = max { nb } (cfr ( 0 ) page 78.(7) ) . 
) . 
56. 
Pour avoir le temps d'exécution d'un progranme donné P, il suffit: 
- de relever le temps CPU (en msec), soit T, indiqué par l'horloge CLOCK 
(cfr procédure INIT page 78.(3) ), 
- d'exécuter Pet 
- de relever de nouveau le temps CPU (clock), soit~; 
le temps d I exécution de P est alors (~ - T) msec ( cfr page 7 8. (3) ) 
que nous avons transfonné sous fonne de "mirutes, secondes et centièmes de 
secondes" (cfr ( 0 ) p~ge 78.(3) ). 
VI. TESTS 
A. DEMARCHE 
Il a fallu au départ envisager un certain nombre de progrannnes Pi* 
(Pi* = Pi VAi où Pi est un progrannne Ll et Ai, l'ensemble des asser-
tions correspondantes). 
Ces Pi* devaient être variés et les plus représentatifs possible de la 
classe des assertions envisagées (celles du cours de "Séminaire de pro-
grantnation"), 
variés et représentatifs tant du point de we de la complexité des 
assertions, des structures de données utilisées 
- variables, tableaux, suites, ••• - que du point de we des ty;pes 
d'opérations qui y sont effectuées. 
Ensuite pour chaque paire (Pi, Pi*), on a calculé les valeurs des dif-
férents critères pour chacune des 2 représentations. 
Dès cet instant, résultats en main, nous avons considér é que nous nous 
trouvions devant une activité de choix nrulticritère, c-à-d devant un 
problème de classement ((5)), il faudrait en tout cas, quelle que soit 
la méthode employée, exercer son choix en fonction des différents cri-
tères, un choix qui ne devrait pas trop contredire les différentes 
"importances" attribuées aux différents critères. On a déjà fait re-
marquer que ces critères n'avaient pas le même poids de décision 
notre activité de choix partira des critères CR2 et CRl et ce, pour la 
simple raison qu'un palliatif hardware ou software peut être plus faci-
lement trouvé pour combler le manque d'espace mémoire que pour diminuer 
le temps de réponse. 
57. 
Avec les risques que de telles démarches empiriques (( 6)) comportent, 1 . • sont G\.c.cOrnf ~ 
on ne pourrait se fier très fort aux résultats que si l es testsvsur un 
nombre beaucoup plus grand de progrannnes. Nous espérons qu'avec notre 
échantillon de progranmes, la tendance de choix qui se profilera restera 
valable pour tout autre échantillon de progranmes L2 (de type des asser-
tions visées ici). 
Nous gardons constanment à l'esprit qu'après avoir effectué le(s) choix, 
i l sera toujours possible d'y apporter une certaine amélioration, surtout 
en temps d'exécution en essayant d'introduire d' autres structures inter-
médiaires de données (cfr PERMlJT) dans les traducti ons des primitives les 
moins perfonnantes, ce qui pourrait induire d'autres techniques de program-
mation plus efficaces. 
1. Origine Des Résultats 
Après avoir étudié dans tous leurs détails tous les programnes du 
cours de séminaire de progranma.tion, nous avons retenu, sur base 
de la complexité (essentiellement, longueur de l'ensemble des 
assertions, difficulté de leur rédaction et, 
variétés de primitives L2 utilisés) 
58. 
pour notre campagne de mesures les programnes suivants et croyons 
qu'ils constituent un noyau représentatif des assertions dévelop-
pées dans ce cours: 
(i). TRIVECT: tri simple d'un tableau a d'entiers en ordre crois-
sant. 
Nous le choisissons essentiellement pour son grand 
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TRI (a [1], a [1 + 1]) 
1-1+1 
______ .,,, ____________ -· ·--- ------·--- -·-- ~--- - - ------·--------·-
Assertions exprimées en L2 
PROGRAMME P : 
- INITP: ~ (a); 
- P~ : ,k! a0 ~ [a]; 
- VARIANTP: variant (x, "k", 1); 
- INVP: tricrois ( [o, k, n]) ~ permut ([a], a
0
)~ 
tricrois ( [a [k+l •• n] ]) ~ 
for ail i ~ {1 •• k} : 
(for all j ~{k+l •• n}: (a (i]~a [j] )); 
- TEru.;, _: ~ (x) 
- POSTP : permut ( [a] , a
0
) ~ tri crois ( [a] ) 
PROGRAMME PA : 
- INIT PA:~ (a, k); 
- P~A : ,ill a 1 ~ [a]; ~ k1 ~ k; tricrois ( [1, k, n] ) 
- VARIANTPA: variant (y, "k-1", 1); 
- INVPA : tricrois ( [1, 1, k]) ~ pernut ( [a], a 1) ~ 
60. 
a [1] = !!:!! ( {a [1 •• 1]}) ~ suffixe ( [a [1+1 •• n]], a 1) 
~ k = k 1; 
- TEfili>A : ~ (y); 
- POSTPA : permut ( [a], a 1) ~ a [k] = max ( {a [1 .. k]} ) ~ 
suffixe ( [ a [1c+1 •• n)], a 1) ~ k = kl 
61. 
(ii). COMPACT: Etant donné 2 tableaux a [1:n], b [t:p] 
de type entier et m, une variable entière, l'exécu-
tion du prograDllle aura conune effet de modifier les 
contems du tableau b et de la variable m de sorte 
que: 
- m~p, si la compactée de la suite des valeurs des 
éléments de a possède plus de p éléments; 
- O ~m ~P, sinon; dans ce cas, la suite des valeurs de 
b [t."~m1 = compactée de la suite des valeurs de a. 
Soit la suite S = (v1,v1, ••• ,v2,~ •• ,v2, ~ ••••• ~~ ••• , 
vm, · •••• , vm), 
alors la compactée de S où 
vl f v2 f •••••••• f vm est la suite 
C = (11,v1,12,v2, ••••••••••• ,Im,vm) où 
li= longueur du segment (vi, vi, •••• , vi}. 
(cfr examen séminaire de progranmation, aoftt 1982). 
Ce progranme illustre bien le principe que l'activi-
té de vérification des assertions (pendant l'exécu-
tion) sera généralement une activité de progranmation 
et qu 1il s'agira souvent, en vue de pennettre une 
vérification aisée de trouver des opérateurs 
beaucoup plus puissants que ceux dont on dispose 
dans la définition de L2~ Ces puissants opérateurs 
seront en général construits sous fonne des fonctions L2 
à partir des expressions de base de L2 et de Ll. 
Organigranme 
p<2 QY. n=O 
0 




INIT ••• ~:.·.: •••• ~. 
PRE •••• ;~• ·.•~·--~.: 
b [1] -1 l b ( 21--a [lJ i .-1 
m-p + 1 m-2 
VARIANT.~ •••••• 
INV •• ~-~. ;. ~•: ••• 
TERM~ •: • • ~ • • •·• • 
i = n 
0 
POST •• · •••• ~ ••••• 
62. 
N 
a [i] -/- a li+l] 1--N __ _ 
0 
m >p N 
0 
b [m-1 ] .-b [m-1] +1 
i_i + 1 
b [m-11-1 
b [m].- a [i+l] 
Assertions exprimées en L2 




~(a]; n'>O; p~2; 
- VARIANT: variant (boucle, "n-i", 1); 
and 
-
égal ( [b [1 .. mJ], [compact (a [1~.i])] ); 
- TERM : ~ (boucle); 
- POST : ((égal (a
0
, (a] )) and 
-
(((m= p + 1) !!!!! (long (compact (a [1.~nJ ))>p)) 2! 
63. 
((m~p) !!!!! (égal ( [b [1~.m]], [compact (a [1 .. n])J ))))); 
où compact (a ( i;.j J ) est une fonction L2 qui renvoie la compactée 
de la suite des éléments a (i], a (i+l], ••• , a [j] et qui 
pourrait être définie coDllle suit: 
fonction COMPACT ( a, i, j ) : Aensuite; 
début 
c ClJ-1 
C [21-a [ iJ 
m-2 
!!!!! que i ::f j faire si a [ i J = a ( i + 1] 
- alors I c ( m - 1] -- c (m - 1] 
i-i + 1 
sinon m_ m + 2 
C [m - lJ-1 
c [m] - a i + 1 
i-i + 1 
+ 1 
compact -FORCOMP ( 1t 1 , c, 1, m) _2!!, GENERER (c, 1, m) 
fin 
(iii)~ lli!,: renvoi de la valeur v ! étant donné une valeur en-
tière v positive. 
Organigranme 
INIT~.~~ :,::.î· ~ 
PRE••••••••••• 
z-1 
VARIANT: •• ·~-••• 
INV.: •• '••••••• 





Ce progranme (fonction) illustre l'utilisation d'un 
opérateur itératif~ 
65. 
Assertions traduites en L2 
- INIT : ill (v); 
- PRE: let v be v; v ~ O; 
- o-
- VARIANT: variant (boucle, "v - y", 1); 
- INV : v = v and tricrois ( [o, y, v]) _and z = fact2 (y); 
0 --------
- TERM: !!:!!!! (boucle); 
- POST v = v and z = fact2 (v); 
0 
où fact2 (v) est une fonction L2 qui pourrait être définie de la 
façon suivante : 
fonction FACT2 (v) : entier; 
début lfact2-prodfor i ~ [1 .. v].2!, (i) fin 
-
(iv): COMMUNE: affectation à la variable entière x du plus 
petit élément commun à 3 tableaux d'entiers 
a, b etc (de tailles respectives m, net p) 
en ordre strictement croissant. 
Nous choisissons ce programne à çause de sa 




INIT~. ::-. : ·: ·.·. ~ 
'. 4 ' • 
PRE •••• • ••• ••·• 
VARIANT.::~.:. 
INV ~.: •• : ~ •• ;~ 
TERM·. ~ •·• • ~,.. ~·. ·. 
=b[j]=c[kJ N 
0 
x - min (a [i] , b [ j l , c [kJ ) 
a.Ci]= X N 
b(j]= x N 
j_ j + 1 
C [k] = X N 
POST •• : •••• ~ •• 
Assertions traduites en L2 
- INIT: ~ (a, b, c ) ; 
- PRE : ~ a
0 
!?! {a} ; ~ b0 !?! {b} ; ,!!! c0 ~ {c} ; 
tristrcrois ( Ca] ); tristrcrois ( [b 1 ); tristrcrois ( Cc J ); 
inter (a, inter (b, c )) f ~; 
0 0 0 
- VARIANT: variant (boucle, "m + n + p - (i + j + k)", 1); 
- INV : 1 ~ i ~ m ~ 1 ,j ~ n ~ 1 ~ k ~ p ~ 
inter ( {a [·r~·~i-1]}, inter ( {b [1:~j-lJ}, {c [1 •• k-1]})) = ~ 
and 
-
!!:!:! ( {a (1 •• i-lJ, b [1 •• j-1], c [1 •• k-1]}) 
!!2;,!! ( {a [iJ, b [jJ, c [k]}) 
- TERM _; ~ (boucle); 
- POST: x = !!2;,!! (inter ( a0 , inter ( b0 , c0 )); 
(v). CONTRACT: soit un tableau a 1:n d 1entiers en ordre crois-
sant, il s 1agit de modifier le contenu du tableau 




!NIT~ .·u ~:~ ~ ~ -~ •1 
P.RE. • • • • •·• .-.~.~. 
i-1 
j~l 
b [1J_a [1] 
VARIANT·.:·.~~ •• 
' 1. ' ' '•' 
TER}.{ •••••••••• 
i = n N 
POST~'•.: ••• · •• ~ 
(1,j\Sn) soit trié en ordre strictement crois-
sant et contienne, sans répétitions, la suite des 
valeurs a [11, a [2 ], .~., a [n1 • 
b [j] = a i 
0 
N 
j_j + 1 
b [j]_a [i] 
Assertions traduites en L2 
- INIT: ~ (a); 
- PRE : let a be [a 1 ; n ) 1; 
- 0 -
- VARIANT: variant (boucle, "n - i", 1); 
- INV: 1 ~j ,i~n and tristrcrois ( [b [1.~j] 1) and 
- ---- -
égal ({b [i~-~j]}, {a [1~·.i]}) ~ 
égal ( (a] , a
0
); 
- TERM: ~ (boucle); 
- POST : 1 ~ j ~ n and 
-
tristrcrois ( [b [1 •• j]]) 
égal ( { b [ 1 •• j J } , {a} ) and 




!NIT.:~ : •••••• 
VARIANT •• :.·.;. 
INV •••• ~ ••••• ~ 
TERM~ • ~ • •: • • • • 
(vil. PERWTAT: permutation d'un tabeau a (1:nJ d'entiers de 
telle façon que ses éléments < 0 soient à gauche 
et ses éléments ~O soient à droite. 
Organil!anme 




i_i + 1 
POST •• : ••••• · •• 
a [i] -- a [ jJ 
i-. i + 1 
j _j 1 
71~ 
I 
Assertions traduites en L2 
- INIT: déf (a); 
-
- PRE : let a be ( a J • 
- 0 - , 
- VARIANT: variant (boucle, "j - i + l", 1); 
- INV : tricrois ( [1, i, j + 1, n + 1] ) and 
-
penrut ( Ca] , a
0
)~ 
for ail k in {1~-~i-1} : (a [k] < 0) ~ 
for ail k in {j+t~·~n} : (a [k] ~ O); 
- TERM !. !2!!! (boucle); 
- POST: penrut ( (aJ, a0 ) ~ 
there exists q _!!! { 0~ ~n} : 
(for ail k in {1;:q } : (a [k] ~ 0) ~ 
(for all k in {q+t~.n} : (a [ k1 .) O)); 
72. 
7'r. 
(vii)-. PLATEAUX : manipulation des plateaux d'un tableau a [1:n] 
d'entiers et 
affectation: 
- du nombre de plateaux de a [1:n] à la varia-
ble np, 
- de la longueur du plus grand plateau de a [ 1 :n 1 
à la variable maxlp 
sans modifier le tableau a [1:n] 
Un plateau est un intervalle [i:jJ Ç [1:n] 
tel que: 
- i ,j, 
- a [i1 = a [i+l] = --~· ••••• .'. = a [j] , 
- -:i intervalle [ i : j ] tel que f.A O 0 
[i: j] C [i : j ] ( [ i: j J # [i : j ) ) et 
0 0 0 0 
a [i] = a [i +1] = ·: ~.~.~:~ •• ~~~ •• ~=a [j 0 ] • 0 0 
En vue de rendre leur vérification plus aisée, ce 
prograJJllle n'utilise quasiment que des assertions de 
haut niveau construites au moyen des fonctions 12 
utilisant des primitives disponibles dans les 
langages 11 et 1Z~ 
Organi~~ 






VARIANT~-.·. • : •• 
INV. ~ ;;:-~ •••• ~ 
TEm{~ •• ~ : • •••• 
i = n 
0 
POST.~ •• : ••••• 
N 
a [i] = a [i+lJ 
0 
ldp-ldp + 1 
maxlp +- max (maxlp, ldp) 
i._ i + 1 
N 




Assertions traduites en L2 
- INIT: _ill (a); 
- PRE : let a be [a] ; n '> 0; 
- o-
- VARIANT: variant (boucle, "n - i", 1); 
- INV : tricrois ( (1, i, n]) ~ np = nbplat (a, i) ~ 
maxlp = maxplat (a, i) ~ ldp = ldplat (a, i) 
- TERM: ~ (boucle); 
- POST: np = nbplat (a, n) ~ 
maxlp = maxplat (a, n) ~ égal ([a], a0 ) 
où nbplat (a, i), maxplat (a, i) et ldplat (a, i) sont des fonc-
tions respectivement définies conme suit: 
fonction NBPLAT (a, i) : entier; 
dél:ut 
nbpiât~card ( {j _!E {1 •• i} 1 j =/= 1 ~ a [j-1]=/= a [j]}) 
fin, 
calcul du nombre de plateaux de a t1 •• i) 
fonction LDPLAT (a, i) : entier; 
ens.-{j !,!l Ü .. i} 1 j =/= 1 >a [j-1) =/= a [j]} 
1 
dél:ut 
maxplat max for j in ens of 
(max ( { k in{j •• i}-1 
for a1l 1 ~ {J~.k} : (a [1] = a [ j] ) } ) - j + 1) 
fin 
calcul de la longueur du plus grand plateau de a [ 1 •• i] 
fonction LDPLAT (a, i) : entier; 
début 
ldptât -i - max ( {j in {1~·~i} 1 j =/= 1 -==> a [j-11 'fa [j] }) + 1 
fin 
calcul de la longueur du dernier plateau de a 1~ .i 
76. 
(viii)~ DYCHO: étant donné un tableau a (t:n1 d'entiers trié 
Organigramne 
INIT •• -~·;. ·;. ~. 
PRE~.· •• ·~.-~•~• 
VARIANT.~ •• · •• 




POST ....... ~ 
en ordre croissant et x, un entier qui est la clé 
de recherche; il s'agit de faire une recherche 
dychotomique de x dans a et d'affecter à la varia-
ble c: - la valeur 11true" six€ a [t:n1 ou 
- la valeur 11false" sinon~ 
i~g+d.2!.!2 
X a ( il N 
0 g4-i + 1 
X = a [i] N 
0 
c ..... true 
77. 
Assertions traduites en L2 
- INIT: fil (a); 
- PRE: let a be Ca],· tristrcrois (a),· - 0 - __ ......,________ 0 
- VARIANT: variant (boucle, "d - g + 111 , 1); 
- INV : 1~gsn+l and 0 ,d,n and 
- -
for ail j ,!!! {t •• g-1} : (a [j] <: x) and 
-
for ail j ,!!! {d+l •• n} : (a Cj J '> x); 
- TERM : ~ (boucle); 
- POST égal (a
0
, [ a J ) and c = inclus ( {x}, {a}); 
78. ( 0) 
2. Quelques Exempl~ de Progr~!! Traduits~ Pascal 
REMARQUES GENERALES : 
a. Dans un environnement où un interpréteur de 12 existe, ce qui 
suppose que l'on ait déjà analysé syntaxiquement et sémantique-
ment le langage 12, la traduction en pascal des différents pro-
granmes testés ne causerait aucun problème. 
Dans notre environnement où un tel interpréteur est absent, 
le problème principal était celui de la diversité des fonnes 
osso~ 
de paramètr~e même fonction (ou à une même procédure) 
au sein d'un programne détenniné. 
Dans ce cas, nous avons simplement considéré qu'une telle fonc-
tion (ou procédure) n'a qu'un seul paramètre, et qui est une 
cha!ne de caractères; nous avons alors défini une 
procé~e d'analyse (locale) de la chaine. 
Corrme il était IMPORTANT pour nous de CONSERVER dans la program-
mation en pascal l'écriture "NATUREILE" des paramètres des pri-
mitives des différentes assertions dans la traduction 12, 
cette manoeuvre a souvent été nécessaire, sinon il aurait été 
long et difficile à exprimer autrement. 
A part ce problème de la diversité des fonnes des paramètres, 
nous ne croyons pas avoir eu une difficulté quelconque dans 
cette traduction 
chaque progranme étant littéralement fonné d'un ensemble 
des pseudo-algorithmes adéquats. 
Corrme ces pseudo-algorithmes sont dans un langage proche de 
pascal, il n'y a vraiment eu aucun autre problèmeJ 
ainsi, nous espérons avoir mis dans les explications des pro-
gramnes qui suivent tout raisonnement qui ne nous paraissait 
pas clair. Ces progranmes ont été choisis arbitrairement. 
b. Pour la traduction de la pseudo-instruction LET et de la 
primitive DEF, nous avons défini une fonction booléenne uni-
que (DEFLETT pour les tableaux et DEFLETV pour les variables 
simples), ce faisant, nous évitons de définir deux fonctions 
différentes, surtout que DEF est nécessairement suivi de LET 
- pour un tableau a de taille n, DEFLETT (a, n, a
0
) est vrai 
et aura crée la suite ou l'ensemble a 
0 
si tous les éléments de a ont été initialisés; 
il est faux et n'aura crée ni suite ni ensemble, 
sinon; 
78. ( 1) 
- pour un élément simple quelconque k de type entier, caractère 
ou booléen, DEFLETV (k, k1) est vrai et aura déclaré 
la variable k1 initialisée à la valeur de k, si 
celui-ci a été initialisé; 
il est faux et n'aura déclaré aucune variable sinon. 
c. La tenninaison des programmes à l'aide de la fonction TERM et 
de la pseudo-instruction VARIANT s'accomplit comme suit 
(k étant la valeur de la fonction de tenninaison avant 
d'entrer dans la boucle et 1, la quantité dont doit décrot-
tre k à chaque passage dans la boucle) : 
- 'la procédure VARIANT (k, 1 :entier; var expl, exp2 
* initialisera expl à k + 1 et 
entier) 
* initialisera exp2 à l• 
' 
- la fonction TERM (k 
vérifiera: 
entier; var expl, exp2 entier) booléen 
si k + expl > expl, auquel cas, elle renvoit "faux" 
car la valeur actuelle k de la fonction 
de tenninaison est au moins égale à la 
valeur précédente expl de la même fonc-
tion; 
si k + exp2 ~ exp 1, auquel cas elle renvoit "vrai" 
car la valeur actuelle k de la fonction de 
78.(2) 
tenninaison est différente de la valeur 
précédente expl de la même fonction 
au moins de "exp2 11 unités; 
dans ce cas, elle assignera à expl la 
valeur de k. 
Remarquons que la valeur k de la fonction de tennin&ison est 
toujours connue avant l'entrée de la boucle1 donc dans VARIANT, 
au lieu .d'initialiser expl à zmax co11111e le préconise D. FISETTE, 
il suffit de l'initialiser à k + la quantité dont décroitra k 
à chaque passage dans la boucle. 
DI ANE> - -
DIAN E> 
DIANE>type time.pas 
[ e~vi ronme n t('time. e nv ' )J 
module time(output ) ; 
type t y p e .... d -3 t e = p ,3 C k e d :;ir r -3 y C 1 •• 1 1 ] 0 f C h° -3 r ; 
{ exemple :'14:20:25.98' } 
s t .:1 r t .... d .3 te : type .... d ::1 t f? ; 
{ temps reel quand le pro9rammme demarre} 
s t :ar t ____ t i me: i nte3er; 
{ e n milliseconde s } 
{ t emps consomme de puis l e lo9in quand } 
{ o n demarre le programme } 
78. (3) 
{--------- -------------- - --------------------- ----------------------------- -d-J 
f 1Jnc t i cm CONVE RI ( .:a .... d -'3t e: type .... i:hte) : in te 9e r ; 
{ convertit une date a la quantite cor- } 
{ respondante en millisecondes } 
var t:inte9er; 
begin 
t:=ard(.:1 .... d .3 t e C l 1 J ) - 48 . 
' t:=t + (ord(::1 d -3teC lOJ )-- 48) -A l O; 
.... 
t:=t + (ord(:3 d .:1te[8J) 43) .-~ 100 ; 
.... 
t:=t + (ord(.3 d :3te[ 7 J) -- 48) -A J. 00 0 ; 
t:=t + (ord(.3 .... d .:3 t e C 5 J ) - 48) -J,,, 6000 ; 
t:=t + (ord(.3 d-:1teC4J) -- 48) 1 60000; 
.... 
;s; 
t : =t + <ord (.3 ,fateC2J) - 43) -A 360000; 
.... 
t:=t + (ord(.3 d .:1teClJ) - 48) -A 3600000; 
conve rt . - t -},; 10 . . -
' E·nd; {----- --------------------- --- -- ------------- -- ---- --- --------------- ---------} 
C g l o b .3 l J p r oc e d •J r e IN I T .... T I ME ;: 
beg i r, 
end; 
{ memorisation du temps reel et du } 
{ temps cpu quand le programme demarre } 
T I ME (sta rt ... ~ate>; 
sta rt ti me: =clock 
{-------------------------- ·---------------------------------------------------} 





{ e c r it le temps cpu consomme par le 
{ processus c ourant et le temp s reel 
{ Celapsed time) ecoule depuis le be9in 
{ d•J proces sus 
c p •J .... t üi e : i nt e '.3 e r ; 
{ temps cpu c~nsamme par le proces s us 
{ courant en millisecond es 
e l -3 p se d .... t i me : i nt e 9 e r ; 
{ t e m p ·;; r e e 1 e .-::: o u 1 e d e p 1J i s s t -'3 r t .... d .3 te 
now ____ d .:1te: type ____ d:at e; 
{ temps reel maintenant 
cpu _~ime:=clock - star t ... ~ime ; · 










c 1 .3 p se d .... t i me : = CON VERT ( n •J w .... d .:1 t e ) - CON 1.J E R T ( s t -3 r t .... d -'3 t e ) ; 
write('le temps cpu est : ' ); 
~-J r i te < c p 1J .... t i me d i v GO O O O : 2 , ' : ' ) ; 
if (cpu __ time mod 6 0000)/100 0 < 10 then wr ite('0'>; 
w r i te ( C c pu ... t i me m o ,j 6 0 0 0 0 ) / ]. 0 0 0 ~ 2 : 2 , ' con·::; o mm•? en 1 ) ; 
write(el apsed __ time div 60000 :2, ' : '); 
if (e lap se d ___ ti me mod G00 00 )/ 1000 < 10 then write(' O' ); 
~-Jrite( (e l -Jp;e:•d ____ time mod 60000)/1000 :2:2) 
{ le Load etant e9al 3 } 
-{ el -'3psed ____ tü\e/cpu ___ _ tim P} 
(o) 
EXPLICATION J!!. PROGRAMME COMMUN& (ETALEE) 
- l 1instruction TRISTRCROIS ( 1 [ x 1 1) vérifie donc 
si la suite que 11on peut générer à partir du tableaux est 
en tri strictement croissant. 
On aurait pu définir cette fonction comme: 
78. (4) 
fonction TRISTRCROIS (cl: char; var t: tableau; c2: char):booléen, 
auquel cas, 1 1appel se ferait conme suit: 
TRISTRCOIS ( t[ ', a, ' ]1) ou 
fonction TRISTRCROIS (var t: tableau; n: entier) : booléen; 
(n étant la taille du tableau t) auquel cas, l'appel 
se ferait conme suit: 
TRISTRCROIS (a, n). 
Dans le 1er cas, nous trouvons que l'appel n'est pas conmode 
pour l'utilisateur. 
Dans tous les cas, on s'éloigne de l'écriture utilisée dans 
la traduction des assertions en L2. 
On a alors eu recours à la manoeuvre citée dans les remarques 
générales. Ce qui a permis une notation plus claire et plus 
proche de la traduction des assertions en L2. 
- Dans la fonction de type pointeur INTER (' {e
0
} , {e1}, {e2} 1) 
oü e
0
, e1 et e2 sont des expressions d'ensembles, 
une autre fonction de type pointeur INTERSEC (p, q) est 
déclarée (pet q étant des pointeurs sur des représentations 
des ensembles). 
Soient r le pointeur de la représentation de l'ensemble issu 
de l'expression e, 
0 
s le pointeur de la représentation de l'ensemble issu 
de l'expression e1, 
t le pointeur de la représentation de l'ensemble issu 
de 1 1èXpression e2 
alors, INTERSEC (r, INTERSEC (s, t)) est le pointeur de lare-
présentation de 1 1 ensemble e
0 
I"'\ e1 n er 
Nous pouvons voir qué INTER (' { e
0
}, {e1}, {e2} 1) ne 
sert qu'à analyser la chaine de caractères qui constitue son 
argument, qui peut être de deux fonnes différentes, 
et à passer à la fonction INTERSEC des arguments de type 
pointeur issus des résultats de l'analyse de la chaine. 
Nous pensons qu'il aurait été compliqué de vouloir respecter 
la notation utilisée dans la traduction des assertions en L2 et 
de définir directement une fonction INTERSEC à deux arguments 
de type pointeur: 
78. (5) 
- La fonction MIN accepte plusieurs formes d'arguments, alors l'analyse 
dans le cas MIN ( 1 {a [i] , b [j J, c [k]} '), 
* reconnaitra la chaine, 
* formera un tableau avec les éléments a [ i 1, b [ j] , c [ kl, 
* triera ce tableau, 
* éliminera toute copie de ce tableau et 
* générera l'ensemble demandé (dont le pointeur est p) 
à partir de ce tableau; 
la fonction MIN proprement dite n'aura plus qu'à trou-
ver le mininn.un de la représentation de l'ensemble dont 
le pointeur est p, 
dans le cas MIN ( 1INTER (a , b , c ) 1 ), 0 0 0 
* reconnaitra la chaine, 
* fera appel à la primitive INTER; 
soit p, le pointeur de la représentation de l'ensemble 
intersection, la fonction MIN n'aura plus qu'à trouver le 
mininn.un de la représentation dont le pointeur est p. 
'\ .. 
OIANE >type ecommune.pas 
[ INHER II ( 'T IME. EN'-.J') J 
pro9ram COMMUNE (input, output>; 
{ 
r 






label 1, 2, 3, 5, 6, 7, 10, 40 ; 
ccnst nma ~=GO; tma x =lOOO; ch= 3 7; zmin=-999999999; zmax=999999999; 
1"1 0 V ,3 1 :: 9 9 9 9 9 'J 9 9 9 j 
t, y p e t .3 b 1 Ei -::1 1J = .3 r r :a y C l • • n nn :-: J · o f i n t e 9 e r ; 
packar = packed array Cl •• ch] of char; 
•.,1 e r s = - en su i te ; 
en ·; •J i te = r et o r· d 
inte 13er; co 1np 
efem : array [l .. tmaxJ of inte9er; 
s1J i v vers 
e nd; 
var a, b, c tableau; 
n m o t , n b , e f , n .3 1 , .3 d d i t , q m .3 :-: , .3 e :< p 1 , .3 e :-: p 2 , .3 e :< p 3 , .3 e :< p 4 , ;-: , 
i, j, k, 1, m, n, p : inte9e r ; 
struct, :::10, bO, cO, lp, lq: •,1ers; (---------------------------------------------- ------------------------------}! 
procedure CMEM (nb : integer >; 
•.1 a r i , •.; 
begi n 
~rite l n; write('*'>; v:=nb div 3; 
if v >O t hen be3in for i:=l to v do write(' ' ); write('k',' ') end 
f.>nd ï, 
.- --- - ------------- -------------- - ----------- - -------------------------- ------} 
~ro~~dure ALLOUER (var nb : integer >; · 1 
L,eg .L 1, 
new (struct> ; 1 
nb:=nb+addit; nal:=nal+addit: 
CMEM Cnb ) 
1 E~ nd; 
~rocedure-LIBERER(debut_:_vers;-var-nb-:-inte9er>;---------------------------~ 
var i inte9er; deb : vers; 
beg:ir, 
i : =O; 
while debut <> nil da be9in 
i : =i • l; deb::debut: 
debut:=debut-.sui v ; disp c se ( d e ~ ) 
end; 
if i >O then be9in 
t•:•nd; 
nb := nb-Cii't: .3ddit ) ; 
CMEM ( r1b) 
end; 
r , 
~- ------------------ - ----------- - --------------------------------------------J 
procedure LIRE (var a, b, c 
·.•:,ni: int E:•3er; 
bP ·3:l n 
l p: =nil; lq: ~nil: 
m:=10; n:=10; p: =10 ; 
t ::1ble:au) ;: 
f or i :=l ta m do i f i=lO then ~[iJ: ~20 e lse a [ iJ: = i ; 
fer i:=l ton do btiJ: = iA2 ; 
f or i:=l ta p do if i=lO then c[iJ:= 20 else cCiJ: : i~2+1; 
re p 01.:3t 
wr i te ( 1 d,::,nnez 
if nmot 
la t a i lle Jes suites et e nsembles ' ); readln(nmot>; 
t he n writeln(' t aille t r op 3rande •. • .•... . ' ) 
writ e ln ; 
until nmot <= t~ax; 
addit:=nmot+2; writeln; 
writeln('en ordonne, * e9ale envir on 
for i:=l to 75 do write('~ '); 
nb:=O; ef:=O; nal:=O; qmax:=O 
€~ n d ; 
3 mot;:; memoire'); writeln; 
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{-------------------------------------- ------ -------------------------------} 
procedure ECRIRE; 
v:ar i tnteger; 
begin 
l. TBERER < .30, nb) ; 
LIBERER (bO,nb); 
LIBERER (cO~nt,); 
LIBERERClp,nb>; LIBERER<lq,nb ); 
writeln; writeln; wri teln; 
writeln ('l''element minimum commun ( en etalee) aux 3 ~ecteurs est : ',x) 
end; {----------- ------------------- -------------- -- ---------- ------ --------------} 
function GENERER . <exp : char; var t : tableau; 9, d : inte9er) vers; 
var j, qm : integer; r, lien : vers; 
be •3 :i.n 
r:.-=nil; qm:=O; 
if 9 <= d then begin 
generer:=r; 
ALLOUER(nb>; qm:=qm+addit; r:=struct; lien:-=struct; 
1°epe.:1t j : =l\'. 
while (j(=nmot) and (3(=d) do 
be9in 
if e x p='i' t hen struct-.elem[jJ:=9 
else struct- .elem[ jJ:=t[gJ; 
9:= ,3+1; j:=j+l 
€1nd; 
s truct-.comp:=j-1; 
if g ( =d then begin 




else struct-.suiv .- nil 
1.mt i 1 9 >d 
end; 
if r <> nil then begin ef:=ef + l; if qm>qmax then qmax:=qm end ( 0 ) 
end; {---------------------------------- ------------------------------------------} 
function CHIFFRE (chn : packar; var v : inte~er) : i nteger; 
var chif : integer; 
begin 
chif := O; 
while (v ( =ch) and (chn[vJ <> ' ' ) ~n d (chn[~J <> ', ' ) and (chn[vJ <>'J' ) and 
(chn[vJ( > ' .') and (chn[vJ <>'}' ) 
do begin 
chi f :=(chif*lO) + (ord(chn[v]) - 43); 
v:=v+ l 
end; 
chiffre := ch if 
1:.? nd; {----------------------------------------------------------------------------} 
procedure PARSEUR (chn : packar; var v~w 
var ip : integer; 
bt:!'::i :i. ri 
integer; var u : tab le~u)~ 
whil2 (~< =ch) and (chn[vJ <> 'J ' ) and (c hn[~J (>' ') and (chn[ v J <>'}') 
do 2 ase chn[vJ of 
1 0 ~ !' I 1 / , / 2 / t .~ 3 / t I 4 / ' :' 5 / ' / 6 / 1 1 7 / ~ I 8 / ~ / 9 / begin 
~-J := w + l ; 
u[wJ .- CHIFFRECchn, v) 
er1 d ;: 
·- -
1
-i r , -,- j ·1 -; -,-k 1·-; 1 l 1, 1 n1-, ;·,ri'·-;'!:>' 
1,.;::=w+l; 
c::1-~ e chn[vJ of 
I i / : i p : :: i: 
/ j I . ip j . . . - ~ 
, k , . ip . - k ; 
" 
. -
, l I . ip - 1 . . . , 
, m, . ip . - m ; M . -
, n , . ip . - r, ; . . 
, p / . ip . - p . Ill -•• 
end; 
V: :=: v + 1; 
if (chnCvJ='+') or <chn[vJ='-') 
then case chn[vJ of 
'+' : be•3in 
v:=v+l; 
78.(8) 




b (:0• 9 in 
v:::::v+l; 
u[wJ:=ip - CHIFFRE (chn,v 
end 
•':! 1 s e 1..: C w J : = i p 
~?.nd; 
E·nd; 
I I I I • 
. , , . v:=v+l 
{---- ----------------------------------------- -------------------------------} 
f u n c t i o n D E !: L E T T ( v .:1 r .:1 : t -3 b 1 e -:1 u ; n : i n t e '3 e r ; ·•· -,H d e b •.J t : v e r ·s ) : b o o 1 e ::, r; ~ 
var i : integer; def : boolean; 
l::,e·3in 
.j e f : = t r u e ; 
:i. : ,=]. ;. 
while (i(=n> and (def) do if aClJ=noval then def:=false 
f:'l·se i:==:i+l: 
if def then begin deflett:=true; debut := GENERER C' t',a,l, ~) end 
else begin deflett:=false; debut:= nil end 
en ci ; {----------------------------------------------------------------------------} 
procedure VARIANT(k, 1 integer; var expl, exp2 : integer>; 
be9in expl:=k + l; exp2:=l end; {----------------------------------------------------------------------------} 
function TERM(k : integer; var expl, exp2 : inte9er) : boolean; 
beg i r, 
if k+exp2 > expl then term:=false else · begin expl:=k; term:=true end 
end; {----------------------------------------------------------------------------} 
procedure ELIMINER(var t : tableau; var k : integer >; 
v::ir i, j 
be •3 i r, 
i : = 1 ; 
j: = 1 ; 
integer; 
while i<=k do begin 
if t[jJ <> t[iJ then begin 
i:=:L -t1 
en d; 
if k >O then k:==j 
1··-= ·; .J.1• 
- · .J · ~, t[jJ:=t[iJ 1?nd; 
L----- ------ - -------------------- --- ---- ------------ - --------- -- ------ - --- :--} 
procedure PARTIT(u, v : i~te9er; var t : tableau; var p : integerl; 
l,jbel 1, 2, 3; 
var i, j, x : in te ger; 
bt-: ~7:iiri 
i:==u; 
:-::=t Cij ; 
• 1: if i=j then begin t[iJ:=x; p:=i; goto 3 end 
else if t[jJ >=x then be9in j:=j-1; 9oto 1 end 
else be9in t[iJ:=t[jJ; i:=i+l; 9oto 2 end; 
2: if i=j then begin t[iJ:=x; p:=i; goto 3 end 
78. (9) 
else if t[iJ<=x then begin i:=i +l; gate 2 end 
else be9in t[jJ:=t[iJ; j:=j-1; gate 1 end; 
3: f:~ nd; {------------------------ ----------------------------------------------------} 
prccedure TRIQ(u, v : inte9er; var t : tableau>; 
var p : i.nte9er; 
begin if u<v then be9in PARTIT<u , v , t,p ) ; TRIQ(u,p-1,t); TRIQ(p+l,v,t) end end; {------------ ----------------------------------------------------------------} 
procedure QSORT(var t : tableau; li, 1s : inte9er); 
var u, v : in t e9er; 
beg in 
l,J : :_c 1 i ; 
v~=l ~:i; 
TRIQ< u ,v,t) 
end; {----------------------------------------------------------------------------} 
f un c t i or, IN TE R ( ch n : p .3 c k -'3 r ) · : v e r s v 
v a r z z , v , w , h , •3 , d , l i b : i nt e 9 E:· r ; de bu t . : 
abc : char; u : tableau; 
array [1 •• 3] of vers; 
,. 
,.-
: vers: funct ion INTERSEC(dp, dq : vers) 
var v, w, z : inte9er; r, lien : 
b egin 
vers; louer, f"ir;;time boole:,rn; 
v:=l; w:=l; z:=l; lib: = lib+l; 
r:=nil; louer:=true; firstime:=true; 
while (dp <>nil) and Cdq< >nil) 
do begin 
while Cv<=dp-.6omp) and 





if louer then be9in 
ALLO UER ( nb); 




else lien-. s uiv:=struct; 
lien:=st ru c t; 
lo u(~r: =f .3ls(~ 
f? n d; 
struct-.elem[zJ:=dp-.elem[vJ; 
z:=z+l; v:=v+l; w:=w+l 
er,d 
- } I 
else if dp-.elem[ v J < dq-.elem[w] then v:=v+l else w:=w+l 
if v > dp-.comp then be9in v:=l; dp:=dp-.suiv end; 
if w > dq-.comp then begin w:=1; dq:=dq-.suiv end; 
if z > nmot then be9in louer:=true; struct-.comp:=z-1; z:=l en ~ 
e nd; 
if r <> nil then be g in 
if z <> 1 then struct-.çomp :=z- 1; 
struct-.suiv : =ni l 
i-?nd; 
if lib=l then lp:=r else lq:=r; 
intersec . - ..... . -·' 
{-· 
be•3:i.n 
z z : =~1; v: =3; 1 ib: == O; 
while Cv< =c h) and (chn[vJ <~ ' ') d a 
c.:,1,~ i:? ci1n[ •..;J of 
'} l : 1v•: :::\.1+ J :: 
} 
·- -· · - - - - · - ~ :-"!' 
,-(f' : f; e 9 i n - -· - .. -· --- --- - - - - - -- - - -~---- --------------·-- ----
c:,:1se chn[v-1] o f 
'a': debutCz=J:=aO; 
'b': debutCzzJ: =bO; 
'c ': debut[zzJ:=cO 
<-:-in d ; 
v:=v +3; zz: =zz+l 
c-:~nd ;: 
' [ ' : be9iri 
ab c := chn[v-lJ; 
v:=v+l; w:=O; h:=o; 
PA RSEUR (chn,v,w,u> ; 
9:= u[l]; 
d:= u[2J; 
c::1 -:;e :abc of 
'a': f or w:= 9 ta d 
'b': for w:= 9 to d 
'c': for w:= 9 to d 
<,~nd; 
do be9in 
do be·3 in 




debut[zzJ:= GENERER ('t',u,1,h) 
f~nd ;: 
I I • 
' 
be·3i n v:=v+3; ~===zz+l end; 
/ ] , : I,,': ·:a I,,' + 1 
f:-ind; 
LIBERERClp,n b); LIBE RER(lq,nb >; 
h+l; IJ [ i1] : = .3 [w J end ; 
h+l; u[hJ:= b C ~J J end; 
h+l; lj [ h J : = c[w] end 
inte r:= INTERSEC <debut[lJ, INTERSEC ( debut[2J~debut[3J)); 
if CdebutClJ<>aO> and CdebutClJ<>bO) and (debut[lJ<>cO) 
then LIBERER (debut[lJ,nb>; 
if (debut[2J <>a0) and (d e but[2J () b0) and (debut[2J<>cO) 
then LIBERER ( debutC2J,nb> ; 
if (debut[3J <>a 0) and (debut[3J <>b 0) and (debut[3J <>c0) 




function TR IS TRCROIS(chn : packar) : boolean; 
var debut,deb: verr;;; tr,;;;t: boole:an; v, mv:31: integer; 
begin 
C-3se chn[2J of 
_, .-3 ' : d •? b lj t : = G E rŒ R E R < ' t ' ~ -3 ~ 1 t m ) ; 
_,b': deb1Jt:=GENE RER ('t',b,1,r, >;: 
'c ': debut:=GENERER C't ' ,c,l,p) 
E·nd ; 
d e b : =de b 1J t ; 
tr ·st:=truf:.' ; 
if dGb1Jt <> nil then be9in 
mv al:=debut-.elem[lJ; v:=2; 
while (debut <> nil) and (trst) do 
bF!!•) j_ :··, 
Pnd : 
while (v(=debut~.ccmp) and (trst) do 
if mval < debut-.elem[vJ 
mval:=deb u t~ .elem[v :; 
.:-1: ==v+l 
ië~ n d 
else trs t := false; 
debut:=debut-.suiv; v:=1 
1::.·nd 
if trst the n tristrcrois:= tru e else tristrcrois:=false; 
L U:ER ER < deb, nb) 
end; 
{------ - - ------------ --- --- - --------------------------- ------ --------------) 
f unc tion MAX( chn : pack3r) inle se r; 
var Jebut , d eb : vers; u, uu : tabl ea u; nbre, v , w, h : integer; abc: char; 
I::, t? 3 :i. r, 
h: ::: 0; 
fo"r v: 0-= l ta i -·-1 
:for v:=l ta j-1 
fo r v::-:::1 ta k -1 
QSORT (Ul.J,l,h); 
E L I M IN E R ( lj lj , h ) ; 
do be3in fw• • .,;;.. h+l; 11 • -
do be3in h:= h+l 
do begin i1: = j7+ 1 
d,?but := GENERER < 't ' ,u1J,l yh); 
deb : = de t:iu t; 
m ::~ :< ~ := :-~ 1n i n ; 





,-1u[h T : =· .3[vr er,~j - --- -- ------ - - - --
I.JU [ h]: = b [ v ] e nd 
lj I.J [ h] : = c[v: end 
~~ h i 1 e de b, J t'"' • '::i u i v < > n i 1 do de b •.J t : =de but'"' • s 1J i v ; 




_ , __ - - - - - - --- -
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{--------------------------------- ------------------------------------------} 
function TR OU VEMIN<9, 
l:1 f~ 3in 
i f d}h then b89in d:= 
if 9 >d then be3in 9:= 






h:= d-i1; j•-1 • - d-h end; 
d:= 3-d; "3: = 3-d e n d; 
{------------------------------- ---------------------------------------------} 
function MIN<chn : packar) 
var v, w : inte9er; p : vers; u, uu : table~u; tbool:boolean; 
b e·::J:i. r-1 
if chn[l]='{' then ~e9in 
t b o o 1 : -= t r 1J e ; 
V: :-:: 3; 
w : =O; 
1,1hile chn(vJ<> I 'l I , · do c3se ch nCvJ of 
' C ' : b e t:.\ :L ti 
v:=v+l; PARSEUR Cc hn,v,w,u > 
E•nd; 
uu [lJ:= .3[u[1JJ~ 
u u [ 2 J : :::: b [ 1.J C 2 J J ; 
u I.J [ 3 J : = c C u C 3 J J ; 
G S O F< ! ( u lj , 1 ~ w ) ; 
ELIMINER (uu,w );: 
/ J / : 
I I • , 
,"0 n d ;: 
p :==GENERER ('t' 1 uu,l, q) 
(-:-:· nd 
el se be gi n 
p:= INTER(' aO,bO,cO 
tbool: =fa1 1,;r:, 
end; 
if p<> nil then min := ~-.elem[lJ 
2 l se min := zmax; 




/ \ " / 7 
{------------------------------------- .----- -- ------------------------------} 
procedure FINALE; 
v :;3r moy 
be 1J i r, 
if e f =O then moy:=O el3e moy: =n al div ef; wr:Lt eln; writel n ; 
WTiteln('avec ' ,nmot,' comme ta~lle du tableau elem,'>; 
µ riteln( 'la moyenne de mats alloues pour les s u ites et ense mble s est ', moy >; 
wri teln( ' le nombr e total de mot~ alloues pour s uit es et en s embles ~st ',nal>; 
wr ite ln('le nbre ma x de m~t s allc~es d''l coup pour s uites et ens. est ', qma x) : 
SHO l•J Tlr'iE;; 
writeln: ~ritel n; writeln; 
writeln('fin du progra mm e') 
,,,:, n d; 
(--- - --- - ----- - - - ----- ------------ - - ---- -- -- ----------- -- - -- ------ -------- -- - ] 
{ .3s ·:;-l 
{ .3ss-2 
L ::_ .l< E ( 1 , f., ,-c 1 ; 
IN IT ____ T IME ;: 
} if not ((m >O) and <n>O) and <p>O) and 
CDEFLETT<a,rn,aO)) and 
<DEFLETI(b,n,bO)) and 
(DEFLETT(c,p,cO))) then goto l; 
} if not CCTRISIRCROIS( ' [aJ 
CTRISIRCROISC'[bJ 
<TRISTRCROIS<'CcJ 
then goto 2; 
78.(12) 
, ) ) 
/ ) ) 
/ ) )) 
,:;jl"I( 
-:in ,: 
{ ass-3} if net <INTER(' aO,bO,cO 
then g c:,to 3; 
'> <> niJ.) 
i:=l;: 
j : = l ; 
k: =l; · 
} VARIANI(m-iTn-j+p-k,l,aexpl,aexp2>; { .355-4 
10: { ::i·ss .... 5 } if not C ( l < = i ) .1 n d ( i < = m ) -:lrl d ( l < = j ) .,ff, d ( j < =-= n ) ::rn ,::1 
(l<.":0ak) .3nd Ck<=p) .3nd 








{ ,355-6 } if not 
if not 
<MAX<'{a[l •• i-lJ,b[l •• j-lJ,cCl •• k-lJ} 
MIN{'{a[iJ,b[jJ,cCkJ} 
then goto 5; 
<TERM<m-i+n-j+p-k,aexpl,aexp2)) then goto G; 
( ( .3[ i J=b[ j J) :,rnd 
Cb[jJ=c[kJ)) then be9in 
/ ) < 
/ ) ) ) 
x :=TROUUEMIN (aCiJ,b[jJ~cCkJ>; 
:-::= .:1[iJ ;: 
if a[iJ=x then i:=i+l; 
if b[ j J=x then j:=j+l; 
if c[kJ=x then k:=k+l; 
goto 10 
end; 
. .,, '=' - "/ J i f n Q t ( :-: = M I N < ' I N T E R ( 1 0 , b 0 , c 0 ) / ) ) 
then •Jota 7 ;: 
ECRIRE; 
FINALE; 








w r i t e l , .. , ( ' 1 ' ' .3 s s e r t i o n 
writeln( ' l ' 'assertion 
writeln('l''assertion 
writeln('l''assertion 
writeln( 'l' ' .3ssertion 









n' 'est p.1s verifiee'); 
n,. 'est P-3 ·=- 'v'•?rifiee'); 
n'' s• st P-3S verifiee'); 
n' ' est p-3S verifiee'); 
n''est p-3S verifiee'); 




















D I1;NE > 
DIANE > 
D It-, >JE> 
DIANE> 
D Ir~NE> 
DIANE >run ecommune 
donnez 1~ t3ill e des suites et e ns emble s G 
e n ordonne, * e 9ale environ 3 mot s mem oire 
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l'element minimum co mmun (en et alee) aux 3 vecteurs est 
avec G comme t aille du tableau elemr 
la moyenne de mots alloues pour les suites et ensembles est 
le nombre t otal de mots alloues pour suites et ensembles est 
1 (-~ n b r- 2 m .3 :-: d •? m a t s :::1 1 1 o 1..1 2 s d ' l c o 1.J p p o u r ·; ;.i i t •:? ·::· e t e n s • e s t 






. , 'ï 
·.J .. -.. 
f in d !..t pr 0•3r .::1mn1e 
78. ( 17) 
EXPLICATION fil PROGRAMME CONTRACT (ETALEE) 
- L'argument de la fonction TRICROIS étant unique et simple, 
nous avons pu directement définir la fonction TRICROIS (p) 
avec p, un argument de type pointeur, et garder la notation 
utilisée lors de la traduction des assertions en L2~ 
- Conne l'argument de la fonction TRISTRCROIS n 1a qu'une fonne, 
on aurait pu, tout en voulant garder la notation originale 
de l 1utilisateur, définir cette fonction conune suit : 
fonction TRISTRCROIS (cl . char; var t . tableau; c2: char; . . 
il . integer; cJ : packed array [1~.2J . . 
' i2 . integer; c4 . packed array [1 •• 2J ) . . 
ou si on n'attachait aucune importance à cette notation, on 
aurait pu la définir conne suit: 
fonction TRISTRCROIS (var t : tableau; i, j : integer)~ 
- La fonction EGAL acceptant diverses fonnes d'arguments, il 
78.(18) 
était impératif, selon notre point de vue de recourir à la manoeu-
vre citée dans les remarques générales; 
de cette façon, au moment de l'appel: 
* elle analyse d'abord la cha1ne de caractères pour découvrir 
à quelle fonne d'argument elle a affaire, 
* ensuite, s 1il s'agit des arguments de type ensemble, alors 
elle détennine les 2 ensembles après àvoir trié leurs repré-
sentations et y avoir éliminé les copies éventuelles 
(soient pet q, les pointeurs de leurs représentations respec-
tives) et 
s'il s 1agit des arguments de type suite, alors elle détennine 
simplement les 2 suites (soient pet q les pointeurs de leurs 
représentations respectives, 
* enfin, elle passera les 2 arguments pet q à la fonction 
EGALITE (p, q) (qui est définie dans la fonction EGAL) qui 
détennine finalement si la suite ou l'ensemble (dont la repré-
sentation est pointée par p) est égal à la suite ou à l'ensem-
ble (dont la représentation est pointée par q). 
üI!1i,IE> 









D I/1NE > 







D It-1NE > 
DIA NE > 
DIANE> 
t1 It,N E > 
D I1~1NE > 
DIANE > 
D !ANE "> 
OIANE>type econtract.pas 
CINHERIT( ·' TIME.ENV' )J 





c ontr.3ction d'un 
l -3bel 1, 3, 4~ ':, 20, 80, 40;: 
vecteur en et.;,lee 
co nst nmax=GO: tmax=lOOO; ch=20: noval =~99999 9 99; 
type tableau= array [l •. nmaxJ of integer; 
packar = packed array Cl •. chJ af c ha r ; 




·~-; I.J i \l 
end; 
var a , b : t ableau; 
integer; 
~r ray [l •• tma xJ af integer; 
ver ·,; 
nm o t, nb, ef , nal, addit, qm ~x, ae x pl, aexp2, aexp3, aexp4, 
i, j, k, 1, m, n, p : inte se r; 
st ruct, aO : vers; 




procedure CMEM (nb : inte ger>; 
'•' :;;, r i , '·-' : i n t e 9 e r- ; 
i:-. e,.:i:i.n 
uriteln; wr-i te(' *'>; v:=nb div 3; 
"i f . ., :·•. 0 +, i1 e n ~:, e ·3 1 n f o r i ~ = l t c ',' da w r· i t e ( ' ' ) ; w r i t e ( 1 -J.-.. ' , 1 ' ) ,:;, n d 
{---- ---- - --------------------- ---- ------- ------ - ----------------------------} 
procedure ALLOUER (var nb : i nte ger): 
l::•F!';} i r, 
n•? W (s +, ruct ); 
~b: =nb+addit; nal:=n~l+~dd it ~ 
CMEM(ribi 
e nd; (----- -------- ---------- ------- --------- -- ------- -- ---------------- ··----------
pro cedure LIBEtER(debut : ve r : ; var nb : ~~ t eger); 
va r 1 inle9er; deb vers; 
bE••::1:i.n 
:i.:::.0 0; 
while d9but <> nil da begin 
i f i >O then begin 
i:=i+l; deb:=debut: 
debut:=debut-.suiv; dispos e(deb) 
end: 
nb := nb-(i~addit ): 




procedure LIRE (var a : tableau); 
,.;::u i i nteger; 
bt:•gin 
writeln; writ~('introduisez la taille du vect eur a contracter '); readln(n >; 
for i:=l ton do a[iJ:=n; 
repe .:it 
write('donne~ la taille des suites et ensembles '); readln(nmot>; writeln; 
if nmot > tmax then writeln('taille trop grande ••••••.. . ') 
until nmot <= tmax; 
addit:=nmot+2; writeln; 
writeln ( 'en o r donne, * e3ale environ 3 mots memoire'>; 
f o r i : = 1 t o 'i' 5 d o w r i t e ( ' A ' ) ·; 
nb;=O; ef:=O; nai:=O; qmax:=O 
end; 
writeln; 
{-- -------- -- ---------------------------- ---- ----- - ------ - -------------------} 
procedure ECRIRE (var b : tableau; n : in teger>; 
var i : inte'3er~ 
b(0gin 
LIBERER (.30, nb) ~ 
writeln; writeln; writeln; writeln ( 'le vecteur contracte (e n eta lee) est '); 
for i:=l ton do writeC' ',b[iJ) 
ri nd; 
~- ---------------------------------------------------------------------------} 
function GENERER (exp : _char; var t : tableau; 3, d : integer) : ver s; 
var j, qm : integ e r; r, lien : ver s: 
be9in 
x•:=nil; qm: ,=O; 
if 9 <= d then begin 
':!<':'ne rer- : :::,r :.: 
ALLOUERCnb>; qm:=qm+addit; r:=struct; li en:=struct; 
repe.3t j:=0 1; 
whil e (j(=nmct) and ( 9 (= d) da 
be~1in 
if ex p ='i ' th en struct-.elem[jJ:=g 
else struct-.e1em[jJ:=t[9J; 
,:3: = •3+1; j : =j+::. 
,,,nd; 
st ruct-.comp: =j-1; 
if 9<=d the n be3in 
AL LOUERCnb); qm :=qm+addit; 
lien-.suiv:=struct : 
l .L r:?n: =s t :r uct 
f:-nd 
t? l ::; i·? ·"5 7, .• -. IJ c t ~-. '=· u i '.' . -- ri i 1 
u r, t i 1 :::, : · ,::! 
'.? r-1 ,::1 ; 
if r n il ~h eG b ~gin e f:=ef ~ l; if qru~qm~x then qmax:=qm e nd 
(--- ------------ -- --- ---- --- ---- - -- ------ ----------------------------------- -} 
functio n CHIFFRE (ch n : packar; var v 
var chi f : integer; 
l:.,E·':3:Î.1""1 
r:·h:i. f : ·;-.: r): 
in'le 'JE.'l' :.: 
1;Jhi "L i,? (v<=ci,) .:1nd (chn[vJ<.>' ') .3nd (c hn[vJ<>-',') .3nd ( chn[vJ <>'l' ) · :::1n~:l 
(chn[vJ< > '.') and Cchn[vJ< > '}') 
do begin 
c h i f : = ( c h i f :,L; l O ) + ( o r d ( c h ri [ v J > - 4 8 ) ; 78 • ( 21) 
V: ::: v+ 1 
end; 
chiffre := chi:f 
E!nd; (----- ------- -------- --- ·--------------- ------ ---------- ---- --------- -- ------} 
procedure PARSEUR (chn 
var ip : integer; 
begin 
packar; var v,w : int~ge;; var u : tableau) ; 
while Cv <=chl and (chn[v J <>' J ' > ~nd (chn[vJ <> ' ') and (chn[vJ<>'}') 
do case chn[vJ of 
' O', 'l', '2 ' , '3', '4', '5' 1 16 1 , '7', 18 1 , '9' be3 i r1 
uCwJ := CHIFFRE(chn, v>; 
w := w + ]. 
'i', 'j' , 'k. ' , 'l' , 'rn' , 'r,', 'p ' 
r~nd ;: 
be3in 
c :::1se chn [v] of 
, i / : i p • -· i ; 
/ j / : i p : = j ; 
I k I . i p . 
I l I . ip . 
I m ! . ip . 
I n I . ip . 
I p I . ip . 














... ' Il); 
n; 
p 
tf Cchn[vJ='+') or (chn[v J=' -') 
then case chn[vJ af 
1 + 1 : be'.-3ir-i 
v~=v+ l ; 
u[wJ:=ip + CHIFFRE Cchn,v) 
I I ✓ ·' • 




I • t, E.' '] j_ r·: 
•,1:= v+l; 
uCwJ:=ip - CHIFFRE 
(? nd 
E~ls1? u[w]:::.0 ip; 
w::=:w + l 
,~nd; 
(chn,v) 
{-------------------------------------------------- -------------- ------------} 
function DEfLEIT ( va r a : tabl eau; n : integer; var debut : ver s) boolea n ; 
var i : integer; def : boolean; 
b e'; i r·, 
def:=tru.-0; · 
:i. : = 1; 
while <i <=n) and ( def) do if aCiJ=novar then ~ef~=false 
""' l;; e '. :=j+ J.; 
if def th e n be9in deflett: =true; debut := GENERER ( 't',a~l~n ) end 
e lse tagin deflett:=fals2; debut:= nil end 
{------------ -------- --------- ----- -- -- - ------- --------- --- ----------------- -} 
procedure VARIANICk, l inte9er; var e xp l~ exp2 : integer ) : 
begin expl : =k + l; exp2:=l en~: 
:- --- - ----------- - -------------------- ---------------------------- - ----------} 
functic~ TbRM(k inte9er; var exp l ~ e x p: : inte9er ) : _boolean: 
beg i r1 
if k+e x p2 ) e x pl the n terrn:=false e :s e b ~g in e x p l :=k; t er m:=true end 
(-;)nd y 
[- - -- - ------------ - -------------------- -- ---- - -------------------- - ----------} 
fun è t -i on T R I CR O I S ( de b Ï.J t : ver ·;;; ) : . b o u 1 e :,rn ;: 
var tr : boolean; rnval, v : inte9er; 
bt• 13 i :-: 
t r := true; 
if debut <> nil th en be9in 
mv ~l:= debut-. a lem[lJ; v:~2; 
while (debut <> nil) and (tr) do 
be ·3in 
end; 
while (v<=debut-.cornp) and ( tr) do 
if mval > debut-. ele m[vJ 
th en tr := f : slse 
else bP~::in 
if mval < debut-.elemCvJ 
t hen mval:=debut-.elem [ vJ; 
v: =v+l 
E~n d; 
debut:=debut-.su i v; v :=l 
if tr then tricrois:=true else tricrois:=false 
t" n d; 
78. (22) 
{----------------------------------------------------------------------------} 
function IRISTRCROIS<chn : packar) : boolean; 





de but := GENER ER ('t'~b,u[lJ,u[2J); 
d e b : =de b 1.J t ; 
t;:-st: 0.:.true; 
if debut <> nil then be9in 
mval:=debut~.elemClJ; v:=2; 
while (debut --.-_-> nil) and (t rst) do 
be3in 
t?nd; 
whi le ( v( =debut ~ . co mp) and ( trst) do 
i f mval < d ebut -.el e m[vJ 
the n be3in 
mval: ~d ebut-.elem[vJ; 
v: :::: v+J 
er,d 
el ~e trst := false; 
debut: =debut-.suiv; v:=l 
i:? nd 
if trst then tristrcrois:=true else tristrcrois:=false; 
LIBERER (deb,nb) 
end; {---------------------------------------------------------------------------- J· 
procedure ELIMINER(var t : t a bleau ; var k : intege r ); 
var ~ , j inte ger; 
be ·3in 
i : = l ; 
j : = 1 ;: 
while i (= k do b egin 
if t[jJ <> t[iJ then beg in j := j +l; t[jJ:=t[iJ e nd ; 
:i. :=i+l 
end; 
i f k > 0 t h e r1 k : = j 
f~ n d: (---- ----------- ------· - --- -------- ··----- - ---- --- ------- - -------- --- ------ -- -1 
procedu~e PARTITCu, v : inte ger; var t : tablea u; va~ p : integer ); 
labe l l, ::, 3: 
var i, j, x : i ~t ege r; 
t:, eg i r1 
.i. ·: -= I.J: 
;-: : = t [ i ] ; 
1: i f i=j then begi n t[iJ:=x; p:=i; goto 3 end 
e lse if t[jj ) =x then begi n j:=j-1; 3o t o l e n d 
else begin t[iJ:=t[jJ; i:=i+l; goto 2 end; 
~ - if i=j then begin t[iJ:=x; p:=i; goto 3 en d 
e lse if t[iJ <=~ then begin i:=i+l; ~oto 2 end 




procedure TRIQ(u, Y : integer; var t : tablea u>; 
v:u p : inte•3t:::•r; 
begin if u<v then be9in PARTII<u,v,t,p>; TRIQ(u,p-1,t>; TRIQ(p+l,v,t> end end; {--~---------------- ---------------------------------------------------------} 
procedure QS0RT(var t : tableau; li, 1s : integer> ; 
var u, v : integer; 
begin 
1..1:=l :i ;: 
v: 0-::ls; 
T R I !] ( IJ , V ' t ) 
end; {------------------------- --------------------------~------------------------} 
fun~tion EGAL(chn : packar) ; bool ea n; 
var u : tableau; w, 9, v, h, d integer; virgule : boolean; 
a b : char; dO, dl : vers; 
{-
function EGALITE(dO, dl : ve rs ) 
va r d : integer; eg : boolean ; 
be 13in 
E)•3 ~= tr ue; 
bool E-:-:1n ; 
1.ih ile (d0 <>n:i.l) :1nd (dl<>nil ) :;,nd ( e ,3) 
do be•3in 
d : = 1 ; 
while ( d (= d•-.comp) and (eg) do if d0- . ele m[d J <> dl-.elem[dJ 
the n e3 : =f:Jl·:; c1 
(-:-: l '.:: . .-2 d:=d+l; 
if d> do-.comp t hen d 0 : =d0 ~ . s ui v; 
if d ) dl-.crH1p then dl~ =dl-.s•Jiv 
(i~ r, d; 
i ~ (dO<> nil) or (dl <> nil ) then eg:=f~lse; 




virg u le:=f : ilse; · 
,, • =') Il 
"' • ...J !·' 
while <v<=ch) and (chn[vJ<>' ') Jo 
c .Jse chn[vJ of 
'1' : be 13 in 
if (c hn[v-l] =' a ' ) or (chn[v-lJ= 'b ') 
then if not(virg ule) 
dO . - GENERER . - ( / t I 1 -:t ' l then if chnCv-lJ='a' then 
el -se 
e lse if chn[v-lJ= ' b' then 
('J 1 :: P. 
v: =i....l+l 
,::o 




: b t: -3 in 
:=, b : ,:-:: c h r1 [ •,., - l J ; 
v::=v+l; 
w: = l : 
PARS EUR (chn;v,w,u); 
c:;3se chn[lJ o:f:' 
,. { 1 : b(•?g in 
'3 ~ = • ..: [ l J 
,j: =u [ 2 J 
dl . -
dl --. 
GENERER ( / t .' 




1 n ) 
~ n ) 
' n > 
V f': ) " i, 
h :: == 1 ;: 
C -3 Se .::Jb of 
' a' : for w:=9 ta d da begin u[hJ:= a [wJ ; h:=h+l e nd; 
' b': for w:=9 to d do begin u[ h J:=b[~J; h:=h+l en d 
•-" nd; 
h := h-J. ; 
US ORT (u,l,h); 
ELIMINER <u,h ) ; 
if not ( vir9ule> the n dO := GENERER ('t',u,l,h) 
e lse dl := GENERER ( ' t',u,l,h) 
e ,-, ,:1; 
' [ ': if not <vir9~le) 
t he n if -:2 b ='-::1 ' 
e nd 
e nd; 






dO . -. -
dl . -. -
dl . ·-. -
, ' : begin v:=v +J; v irgule:=true e n d; 
':a','b ' : v: =v+l; 
'O ': be9in dl:=aO; v:=v+l e nd; 





if (chnC v - l J=•~ • ) or (chn[v-l]='b') 
the n b t:~3i n 
c.::1s e ch n[v-1 J of 
1 ::1 ': for i1:=l tan do u[ h J:=a [ hJ , 
'b ' : far h:=l tan do u [hJ :=b Ch J 
t~ nd ; 
n :=; o R T < 'J , 1 , h ) ; 
ELIMINE R ( u , h )~ 
C't',~ , uClJ,uC2J) 
('t',b,uClJ,u[2J> 
( , t, / ' -3 ' u [ l ] ' IJ C 2 ] ) 
('t',b,u[lJ,uC2J) 
if not Cv irgule) th en dO . - GENERE R C' t',u , l, h) 
e l -~e d l.- CE NERE F~ ( ' t',u, l , h) 
v:::::v +l 
i::i nd 
p n,::I ~ 
e g.:il := EG AL ITE ( dO, dl ); 
if dO <> aO then LIBERER (dO , nb ); 
i f dl< > aO then LIBERER Cdl , nb) 
<-:~ nd ~ 
78~(24) 
{------ ------------ -- ---------------- -------------- --------------------------} 
pr ocedure FIN ALE ; 
v ac mo y : integer; 
begin 
i f ef =O then mcy: =O e lse mo y : =nal div ef; wri teln ; writel n; 
~ r iteln ( ' avec ' ,nmot, ' c o mme ta i lle du tablea u e : e m,' >; 
wri te ln ( ' la moyenn e de mots alloue s pour l es s u i tes et en s embles e st ' , moy); 
u ri teln ( 'le nom b re total de mots all o ue s pour su it es et en se mbles est ' ,nal>; 
write ln ( 'le n b re ma x de mots all o ues d '' l co u p pour sui te s et e ns . e s t ' ,qma x) 
SHOW TIME; 
writ el n ; ~rit eln; writeln; 
wr it e ln ( 'f i n du pro9 r~m me' ) 
.-:_,n d ; 
{-- ---- - - --- - --- -- --- - - - --- - - - - - - - ----- - - -- - - ----- - --- - -- - ---- - -- -- - -- - - - --- - ~-
!::,e9:i. n 
{ :iss -1 
LHŒ (.:i) ; 
I N l 'f ____ T I ME ;: 
if no t (Cn >=l > 6nd CDEFLEtI Ca~ n ~aO )) a n d 
· CTRIC ROI S <a O) ) ) t he n 9ot a l; 
:i. ~ :::: l ;.: 
j :: -=: :i. ; 
b[ lJ: =.:i [ lJ ;: 
{ ass-2} VARI ANT <n-i,l , ~e x pl , a exp 2) ; 
30: { ass ___ ) J if no t ( Cl <= j ) ~nd Cj< =i ) an d Ci <=~ > and 
CTRI SI RC~O IS('[ b[ l .. jJJ ')) an d 
'EGAL C' { b [l . . jJ ~·, {~ [ ! .. iJ} 'l) an d 
( E G À t < -' -C :::1 j -, ,:1 0 i ) ) ) . t , , \'? n ·:3 0 t ci··:~ :: . -·. - - - . 
t i1 e r, •3 .::; t o 4 ; { ass- 4 } if not ( ! ERM<n-i,3expl ,a e xp2)) 
if i =n then goto 20; 
i:= i+l; 78.(25) 








if b[jJ= a [ i J then 9oto 30; 
j :=j+ ~; 
b [ jJ := : :sCiJ; 
13o to 3 0 ;: 
} if n~t ((l <=j ) .3r,d ( j <>: n) .3nd 
<TRI STRCROIS< ' CbCl •• jJJ 
CEGALC'{b[l • • j J},{a} 
<EGAL( '[ :aJ, .JO 
E CI~ IRE ( t,, j); 
FI NALE; 
go to 40; 
writeln; wri t eln( ' l ' ' as s ertion 
wr iteln; writeln( ' l' ' assertion 
writ e l n; writeln (' l' 'ass e r tion 






' ) ) .3nd 
')) .3nd 
'))) then 9oto 5; 
n ' 'est p:as v e rifiee'>; 
n''e ·st p.3s verifiee'); 
n' ' e st p .35 v e rifiee'); 
n' ' e ·s t p.3s verifiee ' >; 
goto 40; 
go to 40 ;: 
'3ûto 40; 
(--- -- ----------------- -------- ------------ -------- ----------------- ---------} 
OIA NE> 
DIA NE > 
DIANE > 
DIANE > 
D ! ,~NE> 
DI ANE> 





OI ANE>ru n e co nt ra c t 
Lntro ~uis ez la tail le du v8 ct e ur a c on t r acte r 10 
~on nez la tail l e de s s uit es et e nse mbl e s 5 
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la vecteur contracte (e n etalee) est • 
10 
avec 5 comme t3ille du tableau e lem, 
la moyenne de mots alloues pour les sui tes et ensembles est 
le no mb re total de mots a lloues pour suites et ensembles est 
le nbre ma x de mets alloues d'l coup pour s uites et ens. est 
le t e mps cpu e s t : 0:00.39 conso mme en 0:19.01 
:f i r1 d u p r o -3 r -3 m m e 
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EXPLICATION l!!. PROGRAMME COMPACT (COMPACTEE) 
- Les arguments de la fonction EGAL étant exprimées sous fonnes 
diverses dans la traduction des assertions en L2, il était 
plus facile de faire appel à la manoeuvre expliquée dans les 
remarques générales~ 
Cette fonction, dans laquelle la fonction bool éenne EGALITE 
est déclarée 
* analyse la chaine pour découvrir s 1il s'agit du cas 
EGAL (a
0
, ( a ) ) ou du cas 
EGAL ( [ b [i1·;.i21] , [ COMPACT (a [ i 3~ :i 4 ] ) ] ) ; 
cette analyse fournira 2 pointeurs pet q qui seront le début 
de la représentation de la 1ère suite et celui de la 2ème 
suite respectivement, 
* et passera les 2 pointeurs pet q à la fonction EGALITE 
qui vérifiera effectivement si les 2 représentations de 
suites sont égales. 
- Pour la fonction LONG, nous avons préféré recourir à la même 
manoeuvre (celle citée dans les remarques générales). 
Cette fonction 
* fait appel à la fonction COMPACT (x [ i 1 •• i 2 ] ) qui renvoit 
un pointeur p représentant la suite qui est la compactée 
de x [i1• ~i2J et 




pro9ram COMPACT (input, output>; 
( 
{ co~pacta9e d'un vecteur en compactee 
{ 
label 1, 2, 4, 5, 7, 3, 10, 20 1 30, 40, 50; 
const nmax=GO; tmax=lOOO; ch=28; quat=4; noval=999999999; 
typ~ tableau= array [l •• nmaxJ of inte9e r; 
packar = packed array Cl •• chJ of char; 
nat = (ds, dr, di); 
vers= -ensuite; 
ensuite= record 
s uiv vers; 
case nature : nat of 
di (bi, bs : inte9er>; 
dr : (val, rep : inte9er>; 
78.(29) 
ds (camp : integer; elem: array Cl •• tmaxJ of inte9er) 
end; 
var a, b : tableau; 
nmot, nb, ef, nal, addit, aexpl, qmax, aexp2, i, j,k, l, m, n, p : inte9e 
struct, aO : vers; {----------------------------------------------------------------------------
procedure LIRE <var a : tableau; var p : inte9er>; 
var i inte9er; 
be9in 
writeln; wri~e('intraduise= la taille du v~cteur ' 'a'' a campacter '>; 
readln< n >; 
:for i:=l ton do aCiJ:=n; 
writeln ; 
writ e <'entre= la taille du vecteur ' 'b' ' de co mpactage ') ; readln(p); 
' for i:=l to nmax do b[iJ:= nav a l; 
repeat 
write('donne= la taille des suit e s et ensembles '>; readln(nmot>; writeln; 
if nmot > tma x then writeln('taille tr o p grande ....... . . ') 
until nmot <= tmax; 
addit:=nmot+2; writeln; 
writeln('en ordonne, * e9ale en v iron 3 mats memoire'>; writeln; 
for i:=l to 75 do write('~ ') ; 
_nb: ~o; ef:=O; n~l:=o; qmax: =O 
end ; 
} 
{---------------------------------- ----- --------------------- ----------------. 
procedure CMEM (nb : integer>; 
var i, v i n te9er; 
!beg i n 
' wri t eln; write('~' >; v:=nb div 3; 
i f v> O t hen begin for i:=l to v do write ( ' '); write('~', ' ') end 
· end; 
~---- ----------------- ----- -- ----- ----------------------- ----------- -- -------
f unction FORCDMP (exp : char; var a : tableau; 3, d : intege~) : ver s; 
v ar c : char; 
;tr~ct, li e n, r vers; 
firstime, louer, ok : boolean; 
pr eced, j , k, bor ne , qm : inte9er ; 
· b e 9in 
r : =nil; qm: =O ; 
c ase ex p o f 
'i ' : if 3 <=d then ~ ' we91n 
ne w(stru ct) ; r:=struc ~; sti uct-.suiv:=nil; 
if g<d then b eg i n 
s t r u c t-.n~t ur~ : =di: 
· t ,. : be3 i r, 
s tr uct - • bs::::: d; 
nb:=nb+quat; nal:=nal+quat;qru:=qm+ quat; 
CMEM (nb) 
end 
el ·,:; e be 1J in 
struct-. nature:=ds; 
s truct-.comp: = l; 
str uct - .eleru [l J:= g; 
78. (30) 
nb: =nb +a ddit; nal:=nal+addit; qm:=q m+addit; 
CMEM (nb ) 
2nd 
firstim e := true; 
while '3 <= d 
do be•3in 
px-ece d := .3[ '.:i J; 
if g +l > iJ 
then c : = 's' 
else if preced+l = a[9+ l J 
th en c := ; c' 
e l s e :f preced-1 = a[9+lJ 
th ,?n c := ' d' 
else i f preced = a[9+lJ 
' r ' th•?.n c • ·-
el ~~ e c · ·- ,_, .. .. - ~ :· 
rii~w(struct); 
if firstime then begin r := struct ; fi rstime .- false end 
el s e lien-. s ui v . - s truct ; 
:lien : 0-= ·:;; tr uct; 
C -35(? C Of 
'c' be '.:iin 
·: J: ::::1:3+ 1; 
borne := .3 [ 3 J; 
3:c-=g+l; 
while C9< =d) an d (borne+l~a[gJ) do be9in 
bor ne: = .:3[ ,3]; 
s truct-.nature := di; 
str u c t-.bi := prece d ; 
st ruct-.bs := born e~ 
~J:::::~1+1 
end : 
nb : =nb+quat; na l:=n al+q~at; q ru: =qm+quat ; CMSM (n b) 
c,~n d; 
' d' begin 
g : =g+ 1; 
·.:, o r n 1~ : = .3 [ 3 J ; 
'J:0=-J+l; 
while (g<= d) and Cborne-1=3[9]) do be3in 
borne:=.3[,3J; 
str uct-.nature : = di ; 
str uct-.b i := preced; 
s truct- .b s := b orne; 
~-l: :::: -:;+l 
•ë0 nd :,  
n b :: '"' n b + q , F:i t ; n ::'! 1 : :::: n -~i 1 + q_ , J .3 t ; q m : = q m + q 1J .:1 t ~ C M E M ( n b ) 
<·:-:•r:d :: 
,.r , bP•3 :Ln 
t., . ... , :i. 1 e ( ·3 < ·::: d ) ::n, d ( p r- e ce d = -c:a [ ·3 J ) do be ·3 in k : = k + 1 ; ·3 : = ·3 + 1 .0 n d ; 
st ruct ~ .nature := dr; 
s truct- .val := preced; 
struc t - . rep : = k; 






ok := true; j := l; struct- .nature: =ds; 
lo1Jer := :f ::':lli,, e; 78. (31) 
nb:=nb +addit; nal:=nal+addit; qm:=qm+addit; CMEM (nb); · 
while (3 ( =d) and (o k) 
du if 7:1=d 
lhe n beg i ï 1 
if louer the n be9in 
ne w ( str·uct); 
lien-.suiv :=struct; 
lie n~ : :struct; 
s truct-.nature:=d s ; 
loue r := f.Jlse; 
nb:=nb +addi t; nal:=nal+addit; 
CMEM (nb); qm: :::: qm+add it 
end; 
s tr uct-.elem[j] := a[gJ; 
'.:i:·:=9+ 1; j :-= j+l 
end 
i::! l s e !,.j î, i 1 e ( 3 < d ) .:1 n d ( o k. ) 
d D !::, E-! 3 i n 
ak:= (a[gJ <> a[g+lJ+l) and (a [9J (> a[9+l]-l) anc 
C ::1 [ '3 J ,·:: ::,- ::1 [ '3 + l J ) ; 
i f Cl k t Îl \? n b e '3 i r1 
if louer then be9in 
rH·:!1,J (s truct); 
lien -.suiv :=struct~ 
l:i.en :=struct; 
struct - .nature:=ds; 
louer:= f .Jl ·::;f?, 
r-1 b : = n b + -:1 d d :~ t ; • 
n ::31 :=n.3l+ .3ddit; 
qm: =qm+ .3 dd i t ;: 
CM EM (rd:,) 
(•:-:• r1 d; 
st ruct-. elem[jJ .- a[g J ; 
';j :=·3+1; 
j:=j+l; 
"~ j>nmot then begin 
er:d 
Pnd; 
if j<>l then struct-.comp := j-1 
~?n ,::1 
louer := true; 
i;truct- .comp: == 
.1 • - l 
::::· r·1 d 
.; - , . 
,J .!. ~· 
:!. f r .:·:> . , n 1 .1. then begin 
forcomp := x' 
e nd; 
-::; truct-. ,;ui··' := nil; 
ef:=ef+l; if qm >qm ax then qma x:=qm 
(~nd; 
{------------ - --------- --- -- ------- ------ ---------- ------ --- ---------- ------- J 
procedure LIBERER(debut : vers; var nb : inte ger); 
v~r i integer ; deb vers; 
1::, ;:.-, '.J :i. n 
i : ::-a O : 
~hi le d2 but <> nil da begin 
deb:=debut: 
,j E• b 1..1 t : :::: ,:je !:, U t .. , . '.', 1..1 :i ·.• :: 
-- ,::· 3 <,; '°2--a e 1::, -·~ • Î I .i t, IJ :f ~? - 0-t' 
di , dr: i:=i +quat; 
d s : i : = i + -,:i d d i t, 
(-:i nd ; 
d is p ,:Jse(deb) 
f~ n d ; 
if i > O then b eg i n 
t-::•nd ; 
, .. , b .. -- n b - i ; 
CME M(n b) 
l'=i n d 
78~(32) 
{--- - --------------- - - ------- -- - -- -------- --- - --------------------------- ----} 
function CHIFFRE (ch n pac kar; var v inte9er) inte9er; 
v ar c hif 
be ']in 
c hif :-= O; 
int,? ger; 
while <v <=c h) ::1nd (chn[vJ <> ' ') .3nd (chn[vJ <> ',' ) .3nd ( chn[vJ <> ' J') .:,nd 
(ch n[vJ <> '.') and (chn[vJ <> '} ' ) 
do begin 
c hif: ~ <chif*lO) + Cord(chn[vJ) - 48); 
v := v+l 
e nd ; 
chiffre := ch i :f 
,.-~ nd; {-- -- --- ----- - ------ - ------- - ----- - -- - - - - ---- -- -- - - --- -- - --------------- - -- - -} 
procedure PARSEUR (ch n : packar; var v,w : inte9er; var u table a u )~ 
v ar ip : i nt ~ 9er; 
!:,e3 :i n 
whil e (v( =ch) a nd ( chn[vJ ( > ' :' ) a nd (c hn[vJ <>' ') and ( ch n[vJ <> '} ') 
do c ase ch n[vJ o f 
..- ,J ., ., ' l', '2 ' ~ ' 3', .., 4 ' , ' 5 1 ,, 1 6 1 , ,· 7, ., -' 8' ., ' SI ' begin 
' i ' , ' j ' , ' k ' , ' 1 ' , ' m ' r ' r, ' , ' p ' 
.' " v :: :::: • ...- + l 
f:~nd ; 
u[ wJ . - CHIFFRE Cch n, v l ; 
w . - w + 1 
end; 
b1:?9 :in 
c:::1s E· c hn[vJ of 
/ i / : i p : : : i; 
, j / : i p : = j ; 
' k' : i p . -· k; 
' ].-': ip . - 1 ; 
·m·': i p .. -··· m~ 
'n': i p .. - n ; 
' p ' : i p ~::: p 
.::;., n d ; 
,..,: == v+l; 
f ( ch n[vJ='+' ) o r (chn[v]='- ' ) 
t h en case chn[ vJ of 
'+ ' b e gin 
'./ :: ==\.-'+ 1 ~: 
u[ wJ : = i p + CHIFF RE (c hn, v 
en d ; 
b t:• r::: i ri 
v:::= •- 1+ 1; 
u[ wJ:= ip - CHIFFRE Cc hn , v 
en (.l 
e l s t? !J [ w J : = i p ~ 
1,J ::::·~~ +1 
{-------- -------- ------------ -- --- ----- --- --------- ------------ -- -- -- --- -- ---) 
:f u n ,::· t i. 'J r, D E F.' L E T T 
i::,e •3 :i. r, 
( .... -3 r-
d e f 
-3 : t :,i b l e ::1 ' .J ; ri v .3 r de b u t vers ) 
b ool e ::; n; 
def:= t ru t-, ; 
:i. : ::: l ; 
'"hi le ( i < = n ) .3 n d ( de f ) do if .3 [ i J =nov .3 l t :, en de f : = f :;i J. se 
t.,lse i::=i+l; 
if def t hen be9in deflett:=tru 2 ; debut := FORCOMP ('t',a,1,n) ~nd 
~ l s e begin deflett:=false; d~b ut:= n il end 
end; 
78.(33) 
{-- -- --- ---- - ----------------- - -- ----- - --------------------------------------] 
pr o cedure VARIANT<k, 1 · : integer; var expl, exp2 : inte ger); 
begin expl:=k + 1; exp2:=l end; {-- -- ---------------------------- - -------------- ----- ----- -------------------} 
function TERM(k : inte3er; var expl, e xp2 : integer) : boolean; 
b 0•3in 
if k+ e x p2 > e xp l then term:=false else begin e xpl :=k; term:=true end 
end; {----------------------------------------------------------------------------} 
function COMPACT(var a,uu:tableau; i,j:inte9er):ver s; 
v.,n h:integer; 
be 1Jin 
U IJ [ 1] : :::: ). ; 
IJ U [ 2 ] : = -3 [ :i. ] ; 
h:=2; 
while i < j do if a[iJ=a[i+lJ then begin 
1.1 u C h - l J : = u 1 .1 : h - 1 J + 1 ; 
:i. : c:: i + :t 
i::  n d 
e l se be ':":! in 
u u C h - 1 J : :s· 1 ;: 
I.J IJ [ h] : -::: .J [ i ·. ' ~ 
:i. :: == i + 1 
end; 
comp :~ct: =FORCOMP ( 't', uu ~ 1, h) 
e nd; {------------------------------------ --- ---------- -------------------- ----- -J 
function LONG Cchn:packar : :integer; 
var l ~v ,w:integer; ~a but,qq: vers; u,uu:tJbleau; 
be•3in 
>.1::::: 2; w:=l; 
while chn[vJ<>'[' do v:=v+l; v:~v+l; PAR SEUR ~chn,v, w,u); 
debut:=COMPACT ( a,uu,u[lJ,u[2J); qq:=debut ; 
1 : = 0 ; 
while debut <>ni l do begin 
lon3 := 1; 
L I f:iEF<ER ( qq, nb) 
end ; 
cas e de but-.natur e of 
di: begin 
i : =debut -.bi -debut- . bs; 
if i<O then i:=O-i;l:=l+i+l 
er, d; 
dr: 1: ~l +debut-.rep ; 
d s : 1:=l+debut-.c • rnp 
e nd; 
d e b u t ; = d ,:~ t, u t - . :; u i './ · 
01nd; 
{---- - ------- ------- --- ----- -- - -- ------ - -- --------------- - ----------- - --- -- --} 
procedure ECRIRE (var b 
v .] r i 1 j , c 1 i rit, E• '3 E· r :: 
be 9:i :--, 
-~ -:1 b 1 e .3 IJ ; '-.' ::1 r.- n , m i p 
LI LE RER CaO , nb ) ; wri t 2 l n ; writeln: 
if n= O then writeln (' rien a 2o mpacter ••••• , m 
,
0,,1 •::;,== be•3in 
···· ·' 1 l;i ) 
i. f m > t:i +, h e n w r i +, e 1 n ( ' +, r o p p e •J d e p l .:1 c e d .3 n s t, , m 
j :== m;: 
=',m ); 
~rite ln (: voici ( ~n ca mpac t ee ) le compac t age ' ) ; 1.,.;r· iteln; r::l:=l; 
do if dO-.elem[vJ <> dl-.~lem[vJ then e9:=false -
else ·-.1:=v+l 
e nd ; 
di: i f CdO-.bi <> dl-.bi) or (dO-.bs<~dl-.bs) then e9: =false; 1 
end; 






i f cl=G then begin 





function EGAL(chn : packar) : boolean ; 
var 9, d, h, v, w : integer; 
dO, dl : vers; u, uu : tabl ea u; 
{- } 
function EGALITE(dO, dl : vers ) : bo olea n; 
var v: integer; eg:boole ~n; 
begin 
e 9: = t r 1.1 e; 
while CdO <> nil ) and ( dl <> nil) and (eg) 
do if d•-.nature< >dl~.na t ure 
then eg:=f .3lse 
el s e begin 
case d•-.nature of 
ds: if d•-.comp <> dl-.com p 
t,hen eg:= f.3lse 
else begi.r , 
V: :::: l ; 
while (e9) 3nd Cv <=d•- . comp) 
do if d•-.elem[vJ <> dl-.~lem[v] then e9:=fal se -
else v:=v+l 




Cd•- .bi <> dl-.bi) or 
(d•- . v al <> dl-. val) 
ca se d•-.nature of 
d s: begin 
dO:=d•- .suiv: 
(d•-.bs<~ dl-.bs) ~he n eg:=false; 
or (d• -.rep< >dl-.rep) the n e9: =fa]~~ 
if v ) dl-.comp then dl:=dl-.suiv 
f.~ n d; 
di,dr: begin dO:=dü-.suiv; dl:=dl '~ .suiv end 
e 1-1d 
end; 
if (dO< >nil) or (dl <> nil) th en eg:=false; 
if eg then egalite: =t rue else egalite:=fals e 
end; 
{-
be ·.3i n 
v:=4; 
if chn[vJ='[' then begin 
dO: =-,:10; 
,:jl :=FORCOMP ('t' ,.3, :., n ) 
en d 
e l se begin 
1.-.1:= 1; 
PARSEUR Cch n, v ,w,u >; 
dO :=FORCOMP ('t' ,b,u[ lJ,u [2J); 
while chn[~J <>'C ' do v:=v +l; 
while chn[ v J <>' [' d o v : =v+l ; 
v::= v+l; ,,-1 :=l; 
PARSEUR (chn,v,u vu>; 
dl : = COMPACT (a,uu,uC1:,uC2J) 
f~nd; 
e3al:= EGALITE ( dO, d l> ; 
} 
if dO <> aO t~~n LIBERER (dO,nbJ; 
if dl<> aO then LIBERER Cdl,nb ) 
t: nd; {----------------------------------------------------------------------------} 
proced1Jre FINALE; 78.(35) 
var moy: inte9er; · 
begin 
if ef=O then moy:=O else moy:=nal div ef; writeln; writeln; 
writeln('avec ',nmot,' comme taille du tableau el e m,'); 
writeln('la moyenne d~ mots alloues pour les suites et ensembles est ',moy>; 
writeln('le nombre total de mots alloues pour suites et e nsembles est ',nal> ; -
writ e ln('le nbre max de mots alloues d' ' l c oup pour suites et e ns. est ' ,q max ) 
SHOW __  T IME; 
writeln; writeln; writeln; 
writeln('fi n du programme') 
end; {----------------------------------------------------------------------------} 
be gin 
L IRE < -'3 , p ) ;· 
INI! TIME': 
.... 1 { ass-1} if nat <<n >=O> and (p >=O)) then goto 1; 
i f <n >O> and (p >= 2) 
then begin 
{ ass-2} if not CDEFLETT<a,n,aO)) then 9oto 2; 
b[lJ:=1;: 
{ :~-ss -3 } 
10:{ 
-3SS 4 } 
.... 
{ ,355-5 '\. ., 
b[2J:= .3[lJ; 
::. : = 1 ; 
ni:= 2; 
VARIANTCn-i,l,aexpl, aexp2); 
if not ((l ( =i) and Ci ( =n) a nd ( l ( =m) and <m< =p) a nd 
> (EGAL ( '[b[l .. mJJ,[COMPACTCa[l .• iJ)J'))) then 9oto ~: 
if not CTERM<n-i,aexpl,ae xp 2) ) then gate 5; 
if i <n thf:~n 
i-2nd 
E·l s e be•3i n 
if .::1[iJ =.3[i+lJ 
then b (~ •:3 1.n 
b[ni-lJ : = b[m-lJ+l; 
i:: =:i.+l ; 
·3oto 10 
~-:~ r, d 
E• lse be g in 
m: = m+ '.2: 
if m<=p then begin 
b[m .. -lJ:= l; 




el se 3oto :-:r) 
c0nd 
else go t o 30 
if n=O t,hen m:=O · 
,?!s e m::::p+l; 
•3ot o 50 
end; 
20:{ ass-7} if not ((m>= p+l ) and 
(LO NG ('[COMPACT Ca[ l .• nJ)J 
( EGAL ( , ::10, [ :;,J 
3ot o 5 0; 
') >p ) a nd 
')) ) then gota 7~ 
30:{ ass-8} if net ( Cm<=p ) a nd 
F Ii'U1LE ; 
·3oto 40; 
<EGA LC 1 [b[l .. mJJ,CCOMPACT(a [l •. nJ ) J' )) and 
<EGAL('30,C3J '))) then goto 8; 
l · wr1tJe1n; wr 1teln( ' 1 ' asser t ion ver 1. 1ee , •30 o 1 1 ÎI ·es t p .:is 
2 writeln; writeln('l'' .3·5s\?r tion v,?rifiee') , 3oto 40 ; -2 n ' 'e ·:;; t P -'3S 
4 writeln; writ e ln('l''assertio n verifiee'>; gate 40; 4 n''est P-'3S 
5 writeln; writeln('l' ' .:3ssertion verifiee'); goto 40~ -5 n' 1 •? ·5t P -3S 
7 writeln; writeln('l''assertion 7 n''est pas verifiee'>; 90\0 40; 
8 writeln; writel n ('l''assertion 8 n''est pa s veri fiee '); 
40: end. 78.(36) {----------------------------------------------------------------------------} 
DIANE> 
D I {iNE> 








OI ANE >run kcompact 
tntrGduisez la taille du vecteur •~• a compacter 10 
ï1 1·, t r e z 1 .3 t ·"' i 1 1 e d •J v e c t e , J r ' b ' d e c 1.J m p .3 c t .3 9 e 2 
~onnez la taille des suites et ensembles 4 
en ordonne, A egale environ 3 mots me moire 
* AAAA* A* AA~AAAAAAAAA*A*AAAAA*AAAAAAAAAA**AAAAAAAAAAAAAAAAAAAAAk-AAAAAA~AAAAA 
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voici (en compactee) le compactage • 
10 10 
avec 4 comme t aill e du tableau elem, 
la moyenne de mots . alloues pour les suite s et ensembles est 
le nombre total de mots alloues pour suites et ensembles est 
le nbre max de mots alloues d'l c~up pour suites et ens. est 






Le paramètre principal dans les 2 représentations (étalée et compactée) 
est la longueur !!!!2,! du tableau elem. 
Notre campagne de mesures s'est déroulée comme suit 
pour les programnes dont l'input est constitué d'un ou de plusieurs ta-
bleaux : 
1. nous avons fixé la longueur moyenne de ces tableaux à K (un entier), 
79. 
2. pour chacun de ces 8 progranunes, nous avons testé quelques pernrutations 
remarquables de ces tableaux; 
ces pennutations remarquables sont intuitivement celles qui risquent 
surtout de causer des temps d'exécution moins intéressants, vu qu'elles 
susceptibles, si on étudie les différents prograrranes testés, soit: 
* de générer le plus grand nombre de suites ou d'ensembles 
(cfr par exemple CO~MJNE (page 80), Ml utilise la fonction INTER le 
plus grand nombre de fois) et/ ou 
* de générer les plus longues suites ou les plus grands ensembles 
(cfr par exemple CONTRACT (page 80), Kl générera toujours les plus 
longues suites dans la fonction TRISTRCROIS) et/ ou 
* de passer un nombre maxinru.m de fois dans::Jes boucles principales 
en exécutant toutes les instructions (ou presque toutes) de ces 
boubles (cfr par exemple DYCHO (page 80), Dl et D2 passeront au point 
de bouclage un nombre m.axinn.un de fois qui est d'environ 
f log2 (K + 1)1 ) , 
3. pour chacune de ces pennutations remarquables, nous avons considéré 
pour nmot les valeurs: 1, 4, 7, 10, ••• , K, K+3, 2K, SK, 10K, SOK, lOOK. 
Le pas de 3 au départ de ces valeurs n'est pas un hasard; nous avons, 
en effet, remarqué qu'en général le temps d'exécution principalement, 
n'accusait pas de différences sensibles entre 1 et 1 + 2 si 1 est 
une valeur de nmot, et que les différences devenaient sensibles au-
delà de 1 + 2; 
nous avons considéré que: 
"une variation < 10 centièmes de secondes n'est pas sensible" 
(cfr tableau O), 
4. nous avons enfin retenu les plus mauvaises valeurs des différents 
critères, elles se trouvent dans les tableaux I et II. 
. 
Le tableau I donne ces valeurs par critère et par test et, 
le tableau II les fournit par critère seulement. 
80. 
Les pennutations remarquables que 1 1on a testées sont 
* pour DYCHO : 
la clé de recherche x se trouve soit en 1ère position, soit en derniè-
re position du tableau a [1 •• K] ••••••••••••••••••••••••••••• Dl 
la clé de recherche x ne se trouve pas dans le tableau 
a [1 •• K] 
•••••••••••••••••••••••••••••••••••••••••••••••••••• 
D2 
* pour PLATEAU X 
tableau a [ 1 •• K) tel que 
a [ i J = a [ j J pour tout i et tout j • • • • • • • • • • • • • • • • • • • • • • • • • • Ll 
tableau a [ 1 •• K J tel que 
a [ i] =/= a [ i + 1 J pour tout i : 1 ~ i < K •••••••••••••••••••••• L2 
* pour TRIVECT : 
* 
tableau en ordre strictement croissant•••••••••••••••••••••••••• Tl 
tableau totalement non trié••••••••••••••••••••••••••••••••••••• T2 
tableau en ordre strictement décroissant•••••••••••••••••••••••• T3 
pour COMPACT . . 
tableau a [1 • • KJ totalement non trié 
••••••••••••••••••••••••• 
tableau a [1 •• KJ 
tableau en ordre 
tel que 
strictement 
tableau en ordre strictement 








* pour COMMUNE: 




* pour CONTRACT 
tableau en ordre strictement croissant •••••••••••••••••••••••••• Kl 




pour PERKJTAT . . 
tableau a [ 1 •• K] . pour tout i l~i~K - 1, on a . 
a (i] .,> 0 et a (i + 1] < 0 
(ou a [i J < 0 et a [i + 1] ~ 0) ••••••••••••••••••••••••••• Pl 
( 0 ) : code des tests 
- pour les progranmes dont l'input est constitué des entiers, nous 
avons simplement testé les valeurs nmot = 1, 4, 7, 10, •••• sur 
les combinaisons (de ces entiers) susceptibles de produire princi-
palement des temps d'exécution moins bons: 
* pour FACT: - nous avons considéré l'entier ile plus grand tel que 
81. 
sa factorielle soit acceptable par la machine•••••••• Fl. 
Cela a donc été fait pour les deux représentations. 
Nous pensons avoir accordé un maximum de temps et d'intérêt à l'améliora-
~ et à la simplification des algorithmes des différentes primitives, 
par conséquent, nous croyons que toute amélioration que 1 1on pourrait 
ultérieurement apporter à ces algorithmes (tout en respectant les parti-
cularités et les exigences des différentes représentations, sans introduc-
tion d'autres structures intennédiaires de données) ne modifiera pas 
nos conclusions d'une manière sensible. 
PEru.tJTAT (étalée) PERWTAT 
~ODES TESTS NMOT CRl CR2 CR3 CR4 CR5 CRl CR2 
Pl 1 b:00.30 .10 12 411 . 30 0:00.16 16 
4 b:00.13 13 10 333 18 0:00.08 8 
7 b:00.11 11 8 270 18 0:00.08 8 
10 0:00.10 10 12 396 12 0:00.08 8 
13 ):00.10 10 15 495 15 0:00.08 8 
20 ):00.10 10 22 726 22 0:00.08 8 
50 ):00.10 10 52 1716 52 0:00.08 8 
100 b:00.10 10 102 3366 102 0:00.08 8 
'iOO b:00.10 10 502 16566 502 0:00.09 9 
1000 0:00.10 10 1002 33066 1002 0:00.08 8 































COMWNE (étalée) COM}.(JNE (compactée) 
CODES TESTS NMOT CRl CR2 CR3 CR4 CRS CRl CR2 CR3 
Ml 1 0:00.97 97 19 1935 54 0:00.64 64 9· 
4 0:00.41 41 12 1254 30 0:00.33 33 7 
7 0:00.35 35 14 1404 27 0:00.24 24 8 
10 0:00.27 27 15 1488 24 0:00.24 24. 9 
13 0:00.27 27 18 1815 30 0:00.24 24 11 
20 0:00.27 27 26 2552 22 0:00.24 24 15 
" 
50 0:00.27 27 62 6032 52 0:00.24 u 1.1 
100 0:00.27 27 121 11628 102 0:00.24 24 64 
500 0:00.27 27 600 58232 502 0:00.24 24 309 
1000 0:00.26 26 1198 116232 1002 0:00.25 25 615 






























CONTRACT (étalée) CONTRACT (compactée) CONTRACT (Ll) 
CODES TESTS NMOT CRl CR2 CR3 CRA CR'i CRl CR2 CR3 CR4 CRS TEMPS D1EXEClJTim 
Kl 1 o:oo. i;o 50 21 Q.t,Ç 10 0:00.12 12 3· 177 4 
4 0:00.19 19 9 594 18 0:00.10 10 4 186 6 
7 0:00.14 14 13 621 18 0:00.10 10 4 195 9 
10 0:00.10 10 13 585 13 0:00.10 10 . 4 204 12 
, 
13 0:00.10 10 15 675 g 0:00.10 10 4 213 l'i 0:00.00 
20 0:00.10 10 22 990 22 0:00.10 10 5 234 22 
50 0:00.11 11 52 2340 52 0:00~10 10 7 324 52 
100 0:00.11 11 102 4590 102 0:00.10 10 10 474 102 
i;oo 0:00-10 10 _,02 22'i90 502 0:00.10 10 37 1674 502 
1000 0:00.10 10 1002 45090 1002 0:00.10 10 70 3174 1po2 
K2 1 0:00. 27 27 10 459 30 0:00.09 9 3 147 4 
4 0:00 . 14 14 9 414 18 0:00.09 9 5 246 6 
7 0:00 . 11 11 11 513 18 0:00.09 9 7 345 9 
10 0: 00.10 10 12 540 12 0:00~09 9 9 444 12 
11 () olV\_ 1() 10 g 67Ç g 0:00.09 9 12 543 15 
0:00.00 
?" 
" ·"" 1" 1() ?? 00() ?? 0!00-00 Q 17 774 22 
50 0:00. 10 10 52 2340 52 0:00.10 10 39 1764 52 
100 0:00.10 10 102 4590 102 0:00~ 10 10 75 3414 102 
i;oo 0:00.10 10 502 22590 502 0:00.12 12 369 16614 502 
1000 O!"" 11 11 1002 .tf.ÇO()O 1002 0:00.11 11 735 33114 1002 00 ~ 
• 
tableau 0 :tableau pri ncipal des résultats de la campagne de mesures où K = 10. 
PLATEAUX (étalée) PLATEAUX (comoactée) Pl.A'rl?AHY (T 1' 
CODES TESTS NMOT CRl CR2 CR3 CR4 CR5 CRl CR2 CR3 CR4 CR5 TEMPS D1EXECUTIŒ 
L1 l O!nn 1 A 1,f 1n ?.?R •· 'ln {)!"" 'oc:: i; 1 76 .d. 
4 0:00~09 9 8 192 18 0:00.05 5 5 112 6 
7 0:00.07 7 10 234 18 0:00.05 5 6 148 9 
10 0:00~06 6 12 264 12 0:00~05 5 8 184 12 
13 0:00.06 6 15 330 15 0:00.05 5 10 220 15 
0:00:00 
20 0:00.06 6 22 484 22 0:00.05 5 13 304 22 
50 0:00.06 6 52 1144 52 0:00.05 5 30 664 52 
100 0:00.06 6 102 2244 102 0:00.05 5 57 1264 102 
500 0:00.06 6 502 11044 502 0:00~05 5 275 6064 502 
1000 0:00:06 6 1002 22044 1002 0:00:05 5 548 12064 lQ.02 
L2 1 0:00.25 25 3 66 3 0:00:11 11 3 66 3 
4 0:00.11 11 6 132 6 0:00.08 8 6 132 6 
7 0:00 . 09 9 9 198 9 0:00.05 5 9 198 9 
10 0:00 .07 7 12 26A 12 0:00.06 6 12 264 12 
13 0 :00 .06 6 15 330 15 0:00.06 6 15 330 15 0:00.00 
20 0:00.06 6 22 484 22 0:00.05 5 22 484 22 
50 0:00.07 7 52 1144 52 0:00.06 6 52 1144 52 
100 0:00.06 6 102 22.d.A 102 0:00.06 6 102 2244 102 
500 0:00.06 6 502 11044 502 0:00.05 5 502 11044 502 
00 
1000 0:00.06 6 1002 22044 1002 0:00.05 5 1002 22044 1002 V1 • 
' 
tableau 0 tableau principal des résultats de la campagne de mesures où K = 10. 
DYCHO (étalée) DYCHO (compactée) DYCHO (Ll) 
CODES TESTS NMOT CRl CR2 CR1 CRA r.RÇ r.R1 r.R? r.R1 r.RA r.Rr: rEMPS ntF,YRC,JTTnN 
Dl 1 0:00~16 16 21 129 30 0:00.03 3 3. 23 4 
4 0:00.05 5 14 84 18 0:00~03 3 4 26 6 
7 0:00.05 5 15 90 18 0:00.03 3 4 29 9 
10 0:00.03 3 12 72 12 0:00~03 3 5 32 12 
13 0:00~04 4 15 90 15 0:00~03 3 5 . 35 15 
0:00.00 
20 0:00.04 4 22 132 22 0:00.03 3 7 42 22 
50 0:00.04 4 52 312 52 0:00~03 3 12 72 52 
100 0:00~03 3 102 612 102 0:00~04 4 20 122 102 
i;oo 0:00.0.1 .1 li02 .1012 li02 0:00.01 1 87 li22 Ç02 
1000 0:00·.04 4 1002 6012 1002 0:00~05 5 170 1022 1002 
D2 1 0:00.14 14 26 156 30 0:00.03 3 4 24 4 
4 0:00.06 6 16 96 18 0:00~04 4 4 24 4 
7 0:00·~05 5 16 99 18 0:00.04 4 4 24 4 
10 0:00.04 4 12 72 12 0:00.04 4 4 24 4 
13 0 :00.04 4 15 90 15 0:00.04 4 4 24 4 0:00~00 
20 0:00.04 4 22 132 i2 0:00~04 4 4 24 4 
50 0:00~04 4 52 312 52 0:00.04 4 4 24 4 
100 0:00~04 4 102 612 J02 0:00.04 4 4 24 4 
çoo 0:00.04 4 c;o2 3012 502 0:00.04 4 4 24 4 
,t 100? h"1? 1 nn? 0 ! "" (),4 
00 
1000 0•"" nA ,1 ,1 ?A A . °' • 
tableau 0 tableau principal des résultats de la campagne de mesures où K = 10. 
COMPACT 'étalée) COPACT (compactée) COMPACT (Ll) 
CODES TESTS NMOT CRl CR2 CR3 CR4 CR5 CR1 CR2 CR3 CR4 CR5 TEMPS D'EXECUTION 
Cl 1 0:00.52 51 35 840 60 0:00~51 50 31. 722 51 
4 0:00.15 14 19 456 30 0:00~18 17 24 596 42 
7 0:00~12 11 18 450 27 0:00~11 10 29 700 48 
10 0:00~10 9 19 432 26 0:00:09 8 35 856 60 
13 0:00~06 5 21 510 30 0:00.06 5 42 . 1030 72 0:00~01 
20 0:00~06 5 22 528 22 0:00~06 5 59 1436 100 
50 0:00.06 5 52 1248 52 0:00.06 5 132 3176 220 
1no Ch00-06 ç 102 2448 102 0:00~06 5 253 6076 420 
500 0:00:06 5 502 12048 502 0:00.06 5 1219 29276 2020 
1000 0:00.06 5 1002 24048 1002 0:00~06 5 2428 58276 4Q20 
C2 1 0:00~15 15 8 192 30 0:00~06 6 5 132 6 
4 0:00.08 8 7 168 18 0:00.07 7 5 132 6 
7 0:00.07 7 9 234 18 0:00.06 6 7 196 9 
10 0:00~06 6 12 288 12 0:00~07 7 10 240 12 
13 0:00.06 6 15 36o 15 0:00:06 6 12 20A g 0:00.00 
20 0:00.06 6 22 528 22 0:00.06 6 17 420 22 
50 0:00~07 7 52 1248 52 0:00~07 7 40 960 52 
100 0:00.06 6 102 2448 102 0:00.07 7 77 1860 102 
500 0:00.06 6 502 12048 502 0:00.07 7 377 9060 502 
1000 0:00.06 6 1002 24048 1002 0:00.06 6 752 18060 1002 00 
'-l 
• 
tableau O tableau principal des résultats de la campagne de mesures où K = 10. 
COMPACT (étalée) COMPACT (compactée) COMPACT (Ll) 
~ODES TESTS INMOT CRl CR2 CR3 CR4 CRS CRl CR2 CR3 CM CRS TEMPS D'EXECUTION 
C3 1 0:00~54 54 35 840 6o 0:00.36 16 21i . 618 1il 
4 0:00.16 16 19 A ,6 30 0:00~11 11 20 .d.Q2 16 
7 0:00~11 11 18 .d.t;O 27 0:00~11 11 19 .47.4 30 
10 0:00.05 5 18 432 24 0:00~ 11 11 22 528 36 
5 21 510 30 0:00~11 11 21 
. 510 27 ~ 13 0:00.05 O:OO·,OO 
20 0:00.07 7 22 528 22 0:00.11 11 26 636 34 
50 0:00.01, 5 52 1248 52 0:00.12 12 49 1176 64 
100 0:00~07 7 102 2448 102 0:00.12 12 86 2076 114 
500 0:00.07 7 502 12048 502 0:00.12 12 386 9276 514 
1000 0:00.08 8 1002 24048 1002 0:00.12 12 761 18276 10J4 
C4 1 O:oo.i;r; SS 1, 8.d.O 60 0:00.A1 A1 11 7,4~ 0 
4 0:00.15 15 19 456 30 0:00.18 18 19 428 38 
7 0:00.11 11 18 450 27 0:00.11 11 18 420 35 
10 0:00 . 07 7 18 432 24 0:00.11 11 21 424 44 
13 0: 00 .09 9 21 .SlO 30 0:00.13 11 2r; .d.72 ,1 0:00~00 
20 0: 00.08 8 22 528 22 0:00.11 11 26 520 52 
50 0:00.08 8 52 1248 52 0:00~11 11 59 1416 112 
100 0:00~08 8 102 2448 102 0:00~12 12 113 2316 212 
500 0:00.08 8 502 12048 502 0:00.11 11 ,A6 l.d.116 1012 
1000 0:00.08 8 1002 24048 1002 0:00~11 11 1088 26116 2012 00 00 
• 
tableau O: tableau principal des résultats de la campagne de mesures où K-= 10. 
TRIVECT (étalée) TRIVECT (compactée) TRIVECT (Ll) 
CODES TESTS NMOT î!R1 î!R? î!R".! î!RA r.R~ r.R1 r.R?. r.R'l r.RA r.D~ TF.MPS nlF.YF.r.lTTT()J 
Tl 1 O:Ol'.76 175 14 3489 30 0:01~20 119 5 1257 9 
4 0:00~85 84 9 2292 18 0:00.62 61 i; 1.326 10 
7 0:00~73 72 10 2673 18 0:00.62 61 6 1599 13 
10 0:00~65 64 12 2(}1i2 12 0:00~62 61 · 7 1872 16 
13 0:00~66 65 15 3690 15 0:00.62 61 8 ·2145 19 
0:00~01 
20 0:00.66 65 22 5412 22 0:00~62 61 11 2782 26 
50 0:00.66 65 52 12792 52 0:00.62 61 22 5512 56 
100 O:oo.67 66 102 25092 102 0:00.62 61 40 10062 106 
500 0:00~66 65 502 123492 502 0:00~62 61 188 46462 506 
1000 0:00~66 65 1002 246492 1002 0:00.62 61 373 91962 1006 
T2 1 0:01.69 169 14 3489 30 0:01~01 101 7 1867 30 
4 0:00 ~80 80 9 2292 18 0:00.83 83 7 1858 20 
7 0:00 . 70 70 10 2673 18 0:00.70 70 9 2308 26 
10 0:00. 61 6.1 12 2(}1i2 12 0:00.61 61 11 2776 32 
13 0:00~ 62 62 15 3690 15 0:00.61 61 13 3289 38 0:00.00 
20 0: 00.62 62 22 5412 22 0:00.61 61 18 4486 52 
50 0:00.62 62 52 12792 52 0:00.61 61 39 9616 112 
100 Ot00.61 61 102 21i0(}2 102 0:00 ~61 61 70 17346 212 
('(\(\ {)o{\(\ . h? f..? C'"2 1?1AQ2 ~02 0!00 :61 61 1 lil 86tï66 1012 
1000 0:00.62 62 1002 246492 1002 0:00~61 61 699 172066 2012 00 
'° • 
tableau O tableau principal des résultats de la campagne de mesures où K = 10~ 
TRIVECT (étalée) TRIVECT (compactée) 
CODES TESTS NMOT CR1 CR2 CR3 CR4 CRS CRl CR2 
T3 1 0:01.77 176 14 3489 30 o:or:18 117 
4 o:oo:83 82 Q 22Q2 18 O:oo-66 6t; 
7 0:00.71 70 10 2678 18 0:00.66 65 
10 0:00.69 68 12 2952 12 0:00.66 65 . 
13 o:oo.68 67 15 3690 15 0:00:67 66 
20 O:oo·.68 67 22 5412 22 o:oo':66 65 
50 0:00~69 68 52 12792 52 0:00'.67 66 
100 0:00.69 68 102 25092 102 o:oo:66 65 
500 0:00'~68 67 502 123492 502 0:00~66 65 
1000 o:oo.68 67 1002 246492 1002 0:00~66 65 
table·au 0 tableau pri ncipal des résultats de la campagne de mesures où K = 10: 
CR3 CR4 
5 1416 



























F ACT (étalée) FACT (compactée) FACT (11) 
CODES TESTS NMOT CRl CR2 CR3 CR4 CR5 CRl CR2 CR3 CR4 CR5 FACT (Ll) 
Fl 1 0:00.29 29 17 609 48 0:00.24 24 6 . 212 9 . 
4 0:00'.11 11 10 366 24 0:00~13 13 5 188 10 
7 0:00.09 9 12 423 27 0:00~07 7 7 242 13 
10 0:00:06 6 14 492 24 0:00.07 7- 8 29l 16 
13 0:00~06 6 16 570 30 0:00.07 7 10 350 19 0:00~00 
20 O:oo.05 5 22 748 22 0:00.07 7 14 47t 26 
50 0:00.06 6 52 1768 52 0:00~06 6 29 lOH 56 
100 0:00.06 6 102 3468 102 0:00.07 7 56 19H 106 
500 0:00~06 6 502 17068 502 0:00.06 6 268 91H 506 
1000 0:00~05 5 1002 34068 1002 0:00.07 7 532 1811( 1Q06 
tableau O : tableau principal des résultats de la campagne de mesures·. 
. 
PROGRAMMES ET ETALEE 
·COMPACTEE 
CODES TESTS CR1 CR2 CR3 CR4 CRS CRl CR2 CR3 CR4 CRS rt p) 
a-
1--' 




T2 0:01.69 169 1002 246492 1002 0:01.01 101 699 172066 2012 .. 
rt rt 
p) p) 










C2 0:00.15 15 1002 24048 1002 0:00.09 9 752 18060 1002 p) '1 '1 Clh 
0 ~ 















. rt ~ 
CONTRACT: Kl 0:00.50 50 1002 45090 1002 0:00.12 12 70 3174 1002 Cl) 0 Cil ~ 
rt '1 
• Cil 
K2 0:00.27 27 1002 45090 1002 0:00.12 12 735 33114 1002 1--' 0 
en 
PEru.tJTAT : Pl 0:00.30 30 1002 33066 1002 0:00.16 16 367 12128 2008 'd 1=' 
Cil 




L2 0:00.25 25 1002 22044 1002 0:00.11 11 1002 22044 1002 1-'• Cil 
Cl) 
Cil 
FACT : Fl 0:00.29 29 1002 34068 1002 0:00.24 24 532 18116 1006 g-
DYCHO · : Dl 0:00-16 16 1002 6012 1002 0:00.05 5 170 1022 1002 
\Ô 
N 
D2 0:00.14 14 1002 6012 1002 0:00.06 6 4 24 4 • 
ETALEE COMPACTEE 93. 
PERMUTAT CRl 0:00.30 0:00.16 
CR2 30 16 
CR3 1002 367 
CR4 33066 12128 
CRS 1002 2008 
COMMUNE CR1 0:00.97 0:00.64 
CR2 97 64 
CR3 1198 6tti 
CR4 116232 71370 
CRS 1002 1006 
FACT CRl 0:00.2Q 0:00.2A 
CR2 29 24 
CR3 1002 532 
CR4 34068 18116 
CRc; 1002 1006 
TRIVECT CRl 0:01.77 0:01.01 
CR2 176 101 
r.R1 1002 699 
CR4 246492 172066 
CRS 1002 2012 
COMPACT CRl 0:00.55 0:00.51 
CR2 c;5 50 
CR3 1002 2428 
CR4 24048 58276 
CRS 1002 4020 
CONTRACT CR1 0:00.50 0:00.12 
CR2 50 12 
CR1 1002 71c; 
CR4 45090 33114 
CRS 1002 1002 
PU,'l'F.AIJX CR1 O:Oo.2c; 0:00. 11 
CR2 25 11 
CR3 1002 1002 
CR4 22044 22044 
CRS 1002 1002 
DYCHO CRl 0:00.16 0:00.06 
CR2 16 6 
CR3 1002 170 
CR4 6012 1022 
CRS 1002 1002 
B. CONTROLE DE LA TAILLE "NMOT" 00 TABLEAU "ELEM" 
Il a été évidemnent très intéressant de connaitre les valeurs de nmot 
autour desquelles étaient produits les plus petits temps d'exécution 
(tableau III) et les plus p~tites consoIIIIlations de la place mémoire 
par les suites et les .ensembles (tableau IV). 
PROGRAMMES L2 ETALEE COMPACTEE 
TRI-VECT . Tl 10 4 . 
T2 13 10 
T3 10 4 
COMPACT : Cl 13 13 
C2 10 1 
C3 10 4 
c4 10 4 
COMMUNE : Ml 10 7 
CONTRACT . Kl 10 4 . 
K2 7 1 
PERMUTAT . Pl 10 4 . 
PLATEAUX . Ll 10 1 . 
L2 13 7 
FACT : Fl 10 7 
DYCHO . Dl 10 1 . 
D2 10 1 
tableau III les différentes valeurs de "nmot" à partir desquelles le 
temps d'exécution (CRt ou CR2) devie t mininrum (K étant à 10 
pour les progranmes dont l'input est constitué d 1un ou de 
plusieurs tableaux). 
94'. 
-furant notre campagne de mesures, nous avons testé d'autres valeurs de 
la longueur K des tableaux, à savoir: 5, 15, 20, 30, 50, 100, 500 
et 1000 et, il en est toujours ressorti deux faits importants 
95. 
1. A l'intérieur de chaque test, pour K = 10 par exemple et pour la 
représentation étalée, l'allure du temps d'exécution en fonction des 
valeurs de nmot, quand on n'imprime pas le graphique de l'activité de 
la mémoire, est en général de la forme suivante . : 
PROGRAMMES L2 ETALEE COMPACTEE 
TRIVECT : Tl 4 1 
T2 4 4 
T1 A 1 
COMPACT . Cl 10 4 . 
C2 4 1 
C3 10 7 
c4 10 7 
COMMUNE : Ml 4 4 
CONTRACT : Kl 10 1 
K2 4 1 
PERMJTAT : Pl 7 7 
PLATEAUX . Ll 1 1 . 
12 4 1 
FACT . Fl 4 4 . 
DYCHO . Dl 4 1 . 
D2 4 1 
tableau IV les différentes valeurs de "nmot" à partir desquelles la 
consonmation totale (CR4) de la place mémoire est minimale 
(K étant 10 pour les progranmes dont l'input est constitué 





le mininrum se présentant au plus t8t en moyenne : 
., 
3 fois sur 10 à la valeur nmot = 13, 
8 fois 10 ' la valeur nmot = 10, sur a 
2 fois sur 10 à la valeur nmot = 7, 
1 fois sur 10 à la valeur nmot = 4, 
0 fois sur 10 à la valeur nmot = 1 
(f (nmot) = oo, si nmot = 0 évidemment); 
on remarque donc que le mininrum du temps d'exécution est souvent 
atteint à partir de nmot = 10 (cfr tableau III). 
Comme il est évident que le temps d'exécution dépend entr'autres de 
la longueur de la chaine des structures "ensuite", le plus petit temps 
d'exécution ne se produira presque jamais à la valeur nmot = 1 
(pour K > 1) w que la chaine est de longueur maximale pour cette va-
leur. 
Toujours en représentation étalée, 
pour K = 201 les valeurs de nmot fournissant les temps d'exécution les 
plus intéressants conmencent à apparaitre autour de 201 
pour K = 30, les plus petites val eurs de nmot donnant les temps d'exécution 
les plus petits sont fort concentrées autour de 30 et, 
pour K = 50 1 c'est la valeur nmot = 50 qui produit souvent les plus pe-
tits temps d'exécution. 
Nous pouvons donc nous appuyer sur cette expérience et affinner d'une 
manière générale que le mininnun chi temps d'exécution, dans la représen-
tation étalée est presque à coup sftr atteint quand nmot = K, 
auquel cas, la longueur de la chaine des structures "ensuite" est 
minimale; 
il s'agit certainement d'une RECHERCHE INVARIABLE du nombre mini-
mum de chainages par rapport au nombre d'éléments (d'une manière 
générale) dont on doit générer une représentation (étalée) de suite 
ou d'ensemble. 
Donc, en vue de pennettre un accroissement des perfonnances 
(temps d'exécution) de cette représentation, !!!!!2.! devrait ~tre fixé 
en fonction de la longueur K des t ableaux {si, étant bien entendu, des 
suites ou des ensembles doivent ~tre consti tués à l'aide des struc-
tures "ensuite" avec les K données de ces tableaux lors de la vérifi-
cation des assertions). 
La représentation compactée étant un peu plus vigilante sur la suc-
cession des éléments à représenter dans une suite ou un ensemble 
présente quasiment la même fonction (que ci-avant) mais avec les 
valeurs de nrnot (à partir desquelles sont produits les plus petits 
temps d'exécution) glissant de plus en plus vers la gauche en 
fonction: 
- du nombre d'éléments se succédant par pas de"+ l" et, 
du nombre d'éléments se succédant par pas de"- l" et, 
du nombre d'éléments répétés 
97. 
dans le tableau (d 1où naitra une représentation de suite ou d'ensemble). 
Appelons succession remarquable une sucession d'éléments par pas de 
+ 1 ou - 1, ou d'éléments répétés; 
- pour K = 10, les plus petites valeurs de nrnot fournissant les plus 
petits temps d'exécution sont fort concentrées autour de 4, si 
tous les éléments du tableau fonnent une succession remarquable, 
autour de 10, sinon; 
pour K = 20, le minimum des temps d'exécution est souvent visi-
ble à partir de nrnot = 4, si tous les éléments du tableau fonnent 
une succession remarquable, 
à partir de nrnot = 20, sinon; 
pour K = 50, ce même minimum apparait en général à partir de 
nmot = 4, si tous les éléments du tableau fo nnant une succession 
remarquable, 
à partir de nrnot = 50, sinon. 
Pour K = 20 par exemple, les deux allures extrêmes sont 
temps d'exécution 
temps d'exécution 
________ .._ ____________ nmot 
20 
si tous les éléments du tableau ne fonnent pas 
une succession remarquable. 
\ 





si tous les éléments du tableau fonnent une succes-
sion remarquable. 
Que les différents éléments du tableau se présentent dans un ordre 
intéressant pour la représentation cornpactée ou non, nous remarquons 
encore que les plus petits temps d'exécution sont à attendre autour 
de nmot détenninant les chainages les moins longs, c-à-d 
nmot = 
K - (nombre d'éléments fonnant une succession remarquable). 
Par exemple 
le test C2 (cfr page 80), conme on peut le remarquer, n'a pas très 
souvent utilisé dans la génération des structures de représenta-
tion de ses suites et ensembles le cas "ds", il est donc clair 
que la chaine de ses structures "ensuite" soit dé jà minimum à 
nmot = 1 et qu'elle le reste quel que soit nmot 
(cfr tableau 0 page 87); 
on peut remarquer que le test Cl (cfr page 80) n'a presque uti-
lisé que des cas~ dans la génération des représentations de 
ses suites et ensembles; 
ici, les seules valeurs de nmot détenninant une chaine minimale 
99. 
sont celles qui sont t elles que nmot 10 (cfr tableau III page 94). 
On voit donc que _tl les autres facteurs dont dépend le temps de répon-
se ne sont pas très prépondérants, alors le temps d'exécution est qua-
siment fonction de la longueur de la chaine des structures "ensuite". 
Si 1 1on désire visualiser le graphique de l'activité dynamique de la 
mémoire, guelle gue ~!!,représentation et surtout quand 
nmot >~K, la courbe du temps d'exécution prend la fonne suivante: 
temps d'exécution 
car conrne l'impression de la valeur correspondante à chaque valeur de 
l'abscisse dans ce graphique, qui est en général très long, dépend de 
nmot, 1 1exécution de la procédure imprimant ce graphique se fait sentir 
doucement mais sOrement dans le temps de réponse final. 
2. Pour la représentation étalée, la consoI11I1ation de l'espace mémoire, 
surtout la consorrunation totale (CR4) (cfr tableau IV page 95) suit 
la fonction suivante: 
consonmation totale 
de mots de mémoir e 
f 
--------------------nmot 
avec le minimum de la consonmation totale de mots de mémoire apparais-
sant en général 
- pour les valeurs de nmot € [4, 10] avec K = 10, 
- pour les valeurs de nmot € [8, 15] avec K = 15, 
- pour les valeurs de nmot €. [11, 20] avec K = 20, 
- pour les valeurs de nmot € [17, 30] avec K = 30, 
- pour les valeurs de nmot € [30, 50] avec K = 50. 
Pour la représentation compactée, si les K éléments du tableau ne for-
ment pas une succession remarquable, alors la consorrunation totale mi-
nimale de l'espace mémoire est atteinte à peu près aux mêmes valeurs 
de nmot que pour la représentation étalée. 
Si les K éléments du tableau constituent tous une succession remarqua-
ble, la consoJIITléltion de l'espace mémoire suit la fonction: 
consommation totale 
de mots de mémoire 
100. 
avec la consommation totale minimale apparaissant, pour K = 5, 10, 15, 
20, 30, 50, 100, 500 et 1000, 
à la valeur de nmot = 1. 
Nous pouvons constater, pour la représentation étalée, qu'étant don-
né K: 
- une très petite valeur de nmot, soit nl, entraine un accroissement 
du nombre de structures "ensuite" dans la chaîne; 
de ce fait, le nombre de mots de gestion de la structure, à savoir 
C0MP et SUIV augmente, ce qui accroît finalement le nombre total 
de mots de mémoire consonmés; 
- une très grande valeur de nmot, soit n2, entraine malgré le petit 
nombre de structures "ensuite", un accroissement du nombre de 
mots inutiles dans le tableau "elem", ce qui augmente finalement 
le nombre total de mots de mémoire consonmés. 
Donc, la consommation totale minimale sera atteinte à une valeur v 
de nmot telle que v E. [nl, n2] • 
Pour la représentation compactée, on voit que quand tous les éléments 
du tableau (à partir desquels on devra générer des suites ou des en-
sembles en vue de la vérification des assertions) se succèdent à son 
avantage, ce mininn.un apparait toujours à nmot = 1, ce qui est évident 
car pour nmot ~ 1, elle fait sO.rement une consommation inutile des 
mots étant donné qu'elle n'a presque pas besoin de structures de 
nature "ds". 
Un autre aspect du problème est de savoir dans quelle mesure K 
est un paramètre adéquat pour caractériser la complexité des program-
mes au point de vue temps d'exécution. 
On pourrati ainsi découvrir éventuellement au-delà de quelle taille K 
des tableaux, il devient carrément trop coftteux d'utiliser le langage 
L2 pour la vérification des assertions pendant l'exécution. 
Les résultats obtenus avec nmot fixé (à 10) et une variation de K sont 
repris dans les tableaux V et VI pour les 2 r epr ésentations, dans le 
tableau VII pour les programmes sans assertions. 
101. 
~ 5 10 15 20 30 50 100 500 1000 
TRIVECT : Tl 0:00.50 0:00.65 0:01.00 0:02.79 0:09.30 0:49.75 9:53~44 »40: 52.28 * 
T2 0:00.47 0:00.63 0:00.89 0:02.49 0:08.11 0:41.59 8:18.31 :»39:49.76 * 
. 
T3 0:00.52 0:00.69 0:01.01 0:03.57 O: 10.53 0:48.58 8:38.74 .»41: 53.17 * 
COMPACT . Cl 0:00.04 0:00.10 0:00.13 0:00.19 0:00.27 0:00.47 0:02.82 0:28.61 1:52.00 . 
. 
C2 0:00.04 0:00.06 0:00.08 0:00.13 0:00.13 0:00.17 0:00.34 0:03.14 0:10.42 
C3 0:00.03 0:00.05 0:00.09 0:00.17 0:00.26 0:00.48 0:01.42 0:28.56 1:51.59 
c4 0:00.03 0:00.07 0:00~10 0:00.18 0:00.26 0:00~46 0:01.42 0: 28 ~57 1:51.59 
COMMUNE: Ml 0:00.15 0:00.27 0:00.29 0:00.1'i 0:00.89 0:02.60 0: 11.26 5:24~74 24:06.06 
CONTRACT: Kl 0:00.10 0:00.10 0:00.11 0:00.14 0:00.28 0:01.00 0:05.21 6:22.18 20:08.00 
K2 0:00.10 0:00.10 0:00.11 0:00.11 0:00.19 0:00.56 0:02.58 3:08.12 14:47.41 
PERMUTAT : Pl 0:00.05 0:00.10 0:00.15 0:00.15 0:00.24 0:00.61 0:00.67 1:17~77 5:30.31 
PLATEAUX . Ll 0:00.02 0:00.06 0:00~06 0:00.20 0:00.30 0:00.50 0:02.52 3:08.90 9:51.78 . 
L2 0:00.02 0:00.07 0:00~07 0:00.12 0:00.24 0:00.50 0:02.53 3:07.59 9:49.11 
DYCHO . Dl 0:00.01 0:00.03 0:00.06 0:00.09 0:00.10 0:00.09 0:00.11 0:00~30 0:00.64 . 
, 
D2 0:00.02 0:00.04 0:00.06 0:00.09 0:00.09 0:00.09 0:00.11 0:00.32 0:00.68 
tableau V temps d'exécution avec nmot fixé (à 10) et une variation de K pour la représentation étalée. 
les temps marqués 
par* dans TRIVECT 





p~ 5 10 15 20 
TRIVECT : Tl 0:00.34 0:00~62 0:01. 15 0:02.67 
T2 0:00.23 0:00~61 0:01.02 0:02.40 
T3 0:00.36 0:00.66 0:01.20 0:02.71 
COMPACT . Cl 0:00.07 0:00.08 0:00.08 0:00.08 . 
C2 0:00.03 0:00.07 0:00.05 0:00~07 
C3 0:00~10 0:00.11 0:00.11 0:00.12 
c4 0:00.10 0:00.11 0:00.12 0:00.12 
COMMUNE : Ml 0:00~14 0:00.24 0:00.25 0:00~37 
CONTRACT: Kl 0:00.06 0:00.10 0:00.12 0:00.17 
K2 0:00.08 0:00.09 0:00.11 0:00~15 
PERMUTAT . Pl 0:00.08 0:00~08 0:00.08. 0:00~08 . 
PLATEAUX . Ll 0:00.01 0:00.05 0:00·.05 0:00.05 . 
L2 0:00.03 0:00.06 0:00.06 0:00.06 
DYCHO . Dl 0:00.02 0:00.03 0:00.03 0:00.03 . 
D2 0:00.02 0:00.03 0:00~04 0:00.04 
30 50 100 
0:09.22 0:49~45 9:45.32 
0:08.57 0:43.48 7:35.05 
0:08.74 0:44.32 8:15.67 
0:00.09 0:00~40 O:OC78 
0:00.07 0:00~14 0:00.26 
0~00.11 0:00~45 0:01~80 
0:00.16 0:00.50 0: 01 .84 
0:00.92 0:02~65 0:10.78 
0:00.39 0:01~00 0:04.68 
0:00.25 0:00~61 0:02.58 
0:00.16 0:00.57 0:02.38 
0:00.05 0:00~07 0:00.23 
0:00:01 0:00.09 0:00.23 
0:00.02 0:00.03 0:00.05 
0:00.05 0:00.05 0:00:05 
500 1000 
>>44:05.46 * 















les temps marqués 
par * dans TRI VECT 




tableau VI temps d'exécution avec nmot fixé (à 10) et une variation de K pour la représentation compactée. .. 
p~ 
5 10 15 20 30 50 100 
TRIVECT : Tl 0:00.00 0:00.01 0:00.01 0:00.01 0:00.01 0:00.01 0:00.05 
T2 0:00.00 0:00.00 0:00.00 0:00.00 0:00.00 0:00.00 0:00~03 
T3 0:00~00 0:00.01 0:00.01 0:00~01 0:00.01 0:00~00 0:00~05 
COMPACT : Cl 0:00.01 0:00.01 0:00.01 0:00.01 0:00.02 0:00.02 0:00~10 
C2 0:00.00 0:00~00 0:00.00 0:00~00 0:00.00 0:00.00 0:00~00 
C3 0:00.00 0:00.00 0:00~01 0:00.01 0:00~01 0:00.03 0:00~10 
c4 0:00.00 0:00.00 0:00.00 0:00~03 0:00.03 0:00~04 0:00.13 
COMMUNE : Ml 0:00.00 0:00.00 0:00.00 0:00.01 0:00.02 0:00~02 0:00~02 
CONTRACT: Kl 0:00.00 0:00.00 0:00.01 0:00.01 0:00.02 0:00.02 0:00.02 
K2 0:00.00 0:00.00 0:00.00 0:00.00 0:00.00 0:00.00 0:00.01 
PERMUTAT . Pl 0:00.00 0:00.00 0:00.00 0:00.00 0:00.00 0:00.01 0:00~06 . 
PLATEAUX . Ll 0:00.00 0:00.00 0:00~00 0:00.00 0:00.00 0:00~00 0:00.00 . 
L2 0:00.00 0:00.00 0:00.00 0:00.00 0:00.00 0:00.00 0:00.01 
' 0:00~00 0:00~00 0:00~00 DYCHO . Dl 0:00.00 o~oo.oo 0:00.00 0:00.00 . 
D2 0:00.00 0:00.00 0:00 0 01' 0:00.00 0:00.01 0:00.00 0:00.01 





































On voit dans les tableaux V, VI et VII que le rapport (t2 - tl) / tl 
devient de plus en plus important et accroit d'une manière généra-
lement exponentielle pour un petit accroissement de K: 
CR2 
Par exemple: 
- pour T3, en compactée, pour K = 10, CR2 était 65; 
pour K = 100, CR2 = (8:15.67 - 0:00~05) / 0:00.05 = 9912.4 
- pour Ml, en étalée, pour K = 10, CR2 était 27; 
pour K = 1000, CR2 = (24:06.06 - 0:00.11) / 0:00.11 = 13145. 
Dans les deux structures de représentation: 
* la plupart des programnes qui construisent un grand nombre de suites 
et/ ou d'ensembles (cfr COMMUNE, CONTRACT, PERMUTAT) accusent 
des temps d'exécution énonnes aux alentours de K = 500 
(K = 50 nmot); 
* les programnes qui construisent un très grand nombre de structures 
"ensuite" accusent des temps d'exécution mauvais déjà autour de 
K = 100 (K = 10 nmot)~ 
C1est le cas de TRIVECT (surtout qu'il s'agit en plus d1un tri sim-
ple); 
105. 
-11- les progranmes qui construisent relativement peu de suites et / ou 
d'ensembles (cfr DYCHO, COMPACT) donnent encore des temps de ré-
ponse acceptables jusqu'à K = 1000 ou 2000 (K = 100 nmot ou 
200 mnot)J 
D'une mnière générale, on peut donc dire que les temps de réponse 
conmencent à devenir mauvais ( 1 mirrute) au delà de K = 10 mnot. 
Il n'a pas été utile d'ajouter dans ce mémoire tous les autres 
résultats provenant des autres valeurs de K (15, 20, 30, 50, 100, 500 
et 1000)~ Cela aurait été long et fastidieux à lire. 
Tous les traits essentiels et généraux ont été, nous l'espérons, 
mis en évidence avec la publication des résultats de K = 10~ 
Rappelons finalement que plus de 6000 tests ont été faits durant notre 
campagne de mesures, 
nous croyons donc que nous pouvons accorder une certaine confiance à 
à ces chiffres et aux conclusions qui en résulteront car aucune re-
présentation n'a été privilégiée dans un sens ou dans un autre. 
106. 
C. METHODE DE CHOIX 
Puisque notre but est de trouver la (les) représentation(s) pouvant 
nous donner satisfaction selon les j critères cités et qui n'ont 
pas tous le même poids de décision, on aurait pu utiliser une des 
méthodes d'analyse nmlticritère, ELECTRE I par exemple ((5)), 
mais avec les chiffres que nous avons, nous pouvons remarquer que 
cela n'en vaut pas la peine. 
107. 
Ca ne serait pas nécessaire de se braquer sur chaque petite différen-
ce dans nos tableaux des chiffres~ 
Ce qui est intéressant, c'est de cerner la tendance générale, 
celle-ci nous est fournie par le tableau II (page 93), tableau 
qui résume d'une manière éclatante tout notre travail de test 
La représentation compactée est à coup sftr celle qui consonme 
le moins de place mémoire. 
On peut, en effet remarquer que même si 1 1on fournit des ta-
bleaux où il n'y a pas de succession remarquable à un progranme 
L2 (dont l'input est constitué des tableaux), la représentation 
compactée consonme en général moins de mémoire car souvent 
indépendanment des tableaux à l'entrée, dans la plupart des pro-
granmes, on trouve beaucoup d'assertions générant des représenta-
tions des suites et des ensembles au moyen des expressions 
[bi •• bs] et {bi •• bs} (bi et bs étant des expressions arithméti-
ques). Et si ces intervalles sont (très) longs, la consommation 
de la représentation compactée en mots de mémoire sera toujours 
la plus petite. 
Ce qui s'est passé avec COMPACT (cfr Cl et C4 pages 87 et 88) 
en ce qui concerne cette consonmation est très spécial 
(consonmation en compactée > consonunation en étalée); 
en effet, si on regarde ce programme (L2), on ne manquera pas 
de voir que dans la boucle principale, quel que soit le tableau 
fourni à l'input, la représentation cornpactée n'utilise presque 
pas ses instruments d'économie de la mémoire ("di" et "dr") : 
par exemple, 
la compactée de (1, 1, 1, 1, 1) est la suite (5, 1), qui ne cons-
titue pas une succession remarquable, 
108. 
la compactée de la suite (5, 6, 7, 8) est la suite 
(1, 5, 1, 6, 1, 7, 1, 8), ce qui ne constitue pas non plus une 
succession remarque; dans ces deux cas, la consonmation en compac-
tée est la même que celle de la représentation étalée; 
mais la compactée de la suite (1, 2, 3, •••) consonmera pres-
que toujours plus de mots mémoire en représentation compactée 
qu'en représentation étalée~ 
Avec les test publiés dans ce mémoire (K = 10), les différen-
ces dans les temps d'exécution ne sont pas perceptibles d'une 
manière franche; 
bien que l'écart-type des valeurs des critères CR1 et CR2 de 
la représentation étalée soit plus important que celui des valeurs 
des mêmes critères dans la représentation compactée, on peut 
dire que ces 2 représentations sont équivalentes. 
109. 
Toutefois, leurs plus mauvaises valeurs (des critères CRl et CR2) se 
trouveront systématiquement dans la représentation étalée~ 
Mais, avec l'augmentation de K, on peut remarquer que ces diffé-
rences deviennent perceptibles (à part le phénomène du programne 
COMPACT, cfr les colonnes K = 1000 des tableaux V et VI) et la 
représentation compactée affiche systématiquement le temps de 
réponse le moins mauvais. 
Finalement, nous croyons que ce qui fait la puissance de lare-
présentation compactée c'est la capacité quasi-pennanente de 
pouvoir traiter TOOTE ou PARTIE de la représentation de la suite 
ou de l'ensemble sans faire d'accès supplémentaires à la mémoire, 
cela représente, si les autres paramètres dont dépend le temps de 
réponse restent stables, un gain de temps appréciable par rapport 
à la représentation étalée, surtout si les successions remar-
quables sont longues; 
alors que pour la représentation étalée, on doit, pour pouvoir dis-
poser des éléments de la structure faire autant d'accès que la 
longueur du tableau "elem". 
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