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第1章 序論
　本章では、始めに本稿の全体の流れについて述べ、その後、本研究の背景、目的、
実装と評価、想定サービスについて述べ、最後に本稿の構成を述べる。
1.1 はじめに
計算機の処理速度向上や安価なストレージ、家庭への通信インフラ整備によって、
ADSLをはじめブロードバンド接続によるコンテンツ配信が行われつつある。しか
し現状ではグローバルなネットワークにおいてファイルサイズの大きいマルチメディ
アコンテンツを配信するには十分な状況とはいえず、配信効率 (ネットワーク負荷軽
減・大容量ファイルの転送遅延改善・ストリーミング安定配信など)を高めるために最
適化されたネットワークとして、コンテンツ・デリバリ・ネットワーク（以降、CDN
と表記）が構築、運用されている。CDNではコンテンツを効率よく配信するために
キャッシュ、ルーティング、コンテンツ管理手法などを最適化する。CDNインフラを
利用したコンテンツ配信サービスの例として、Akamai Technologies [14]社はキャッ
シュ技術などを最適化した高速ネットワークで繋がるサーバ群を有して成功を収め
ており、今後こうしたコンテンツ配信モデルの需要はさらに高まっていくと考えら
れる。
一方、ピア・ツー・ピア (Peer to Peer、以降 P2Pと表記)環境ではNapster [18]に
始まったGnutella [17]やWinny [19]、Freenet [8]などのコンテンツ共有アプリケー
ションが個人ユーザ間で利用されている。これらのサービスはTTL(Time to Live)
でクエリー制御することによって、正常機能するネットワーク上に配置されるコン
テンツすら確実に発見できると保障せず、さらにインデックス管理の面で帯域を消
費するなどによってスケーラビリティを確保できない。これに対してPureなP2P環
境で利用可能な分散ハッシュテーブル (DHT:Distributed Hash Table) [1]、 [2]、 [3]、
[4]、 [7]、 [12](第 1.2節を参照)を利用する方法が注目されている。
筆者は、このようなP2Pコンテンツ管理手法を最適化することで、CDNについて近
年行われているサーバネットワーク構築以外の手段を提供できると考えている。
そこで本研究では、PureP2P環境を対象とした、戦略的なコンテンツ管理を可能と
するルーティングアルゴリズムを提案する。具体的には、実ネットワーク上の地理
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情報やノード間の距離情報を収集し、それをノードの IDに反映させたDHTを提案、
実装する。本稿では、提案手法の概念や実装方法について述べた後で、実験・考察
を述べ、結論を述べる。
1.2 研究背景
DHTは、P2P環境で位置非依存なGUIDを用いて構築したオーバレイネットワー
ク上でクエリールーティングすることによって位置透過的なコンテンツ発見 (分散
コンテンツ発見)を可能とするもの (第 3章参照)で、ユーザは欲しいコンテンツの
GUIDを入力することで正常機能するネットワーク上に存在するコンテンツを得る
ことができる (図 1.1参照)。ここで、コンテンツ発見のオーバレイネットワークで
のホップ数は一般的に最大O(logN) (N:ノード数)だと知られている [10]。またイン
デックスを分散配置する機構 (第 3章参照)によって、ノードの動的参加・脱退への
柔軟な対応 (第 3.3節参照)や、ネットワーク負荷集中の回避 (第 3.5節参照)を実現す
る。Tapestry [1]やPastry [2]などはスパニングツリーを応用してクエリー制御する
ことでこれを実現している。
C ontents Requester
C ontents G UID={9876}
C ontents Itself
[9876]
[9876]
[3456]
[0123]
[2345]
[2345]
[3456]
sear
ch
DHT Network(P2P based network)
Q uery C ontents with G UID
G et C ontents Itself
C ontents Holder
Search Process
図 1.1: DHTにおけるGUID入力によるコンテンツ取得
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1.3 研究目的
Tapestryをコンテンツ配信に用いると戦略的なサービスを実現できるが、コンテ
ンツ管理について様々な問題が挙げられる。具体的には以下の項目について施策を
立てる必要があると考える。
α 特定コンテンツへのホットスポット回避
β 災害等で一斉にノードがネットワーク脱退によるコンテンツ消滅回避
γ ユーザのアクセス効率向上
Tapestryのような DHTを利用することでネットワーク上に存在するコンテンツを
確実に発見できるようになるが、αのように、特定コンテンツへのアクセス集中が
起こる可能性がある。Tapestryではこれについて施策を実装しているが (第 2.2節参
照)、これはホットスポット発生を検知する手法であり、ホットスポット発生前に戦
略的に配置する施策を用いるべきだと考える。βについては、例えばコンテンツ配信
プロバイダがDHT上でシステム運用することを考えれば、コンテンツのアベイラビ
リティを高めるために必要な施策であり、γについても βと同例を考えると、ユーザ
へのコンテンツ配信遅延の削減、ネットワーク負荷軽減等に必要な施策だと考える。
そこで本研究の最終目標は、これらのコンテンツ管理に関わる問題を解決する戦略
を考える上で、戦略に用いる有用な情報を提供できるオーバレイネットワークを構
築することである。評価については、オーバレイネットワークが有効な情報を提供
する精度を測る。
1.4 研究の実装と評価
本研究では、前節で挙げた問題の解決に 2つの指針を掲げる。
α 　実ネットワークの地理情報やノード間の距離情報を考慮した ID付けを行った
ノードでDHTを構成する
β 　Tapestryで実現されているルートノード (第 3.5節参照)という機構を応用して
情報収集
Tapestryでは、隣接ノード同士の関係性として、ランダムに生成されるハッシュ値
のプレフィックス一致桁数を用いていたが、このハッシュ値にノードの関係性を埋め
込むことで、隣接ノード間に明確な関係性を定義したオーバレイネットワークを構
築することができる。αは具体的には、ノードの存在位置を一定区域ごとに分けて
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ID付けすることを目指す。これによって、例えば全ネットワークで均等にコンテン
ツを配置する、などということが可能になる。βを実装することで、ルートノードが
DHTネットワークの状況を把握でき、戦略的な行動を取ることが可能になる。上記
2点を実装したシステム、Zone Overlay Networkを構築し、これを利用した分散コ
ンテンツ発見アルゴリズム Zone-DHTを実装する。
このように Zone-DHTは実ネットワーク位置情報を反映したオーバレイネットワー
ク上で情報収集することによって戦略的な手法を実行できる点が従来DHTに対する
優位性として挙げられる。
Zone-DHTの評価としては以下の実験を行う。
• 隣接ノードの関係性をどれだけ示せているかを測定する
• 各ノードがオーバレイ上のノードの隣接情報を収集する精度を測定する
1.5 研究の想定サービス
　本研究が想定する環境について以下に列挙する。
• 映像などのマルチメディアコンテンツをインターネットを介して配信するサー
ビスを想定
• システムストレージとしてサービス提供を望むユーザの固定端末を使用し、ユー
ザはストレージの一部をネットワークに公開する
• DHTネットワークを使用
1.6 論文の構成
　本稿は以下の 7章からなる。
第 1 章　序章
本論文の概要、目的、構成について述べる。
第 2 章　関連研究
従来の関連研究を紹介し、本研究との相違点を述べる。
第 3 章　Tapestryオーバレイの解説
提案手法の説明に先がけTapestryオーバレイの機構を簡単に説明する。
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第 4 章　地理属性を考慮した Zone-DHTとその応用
提案手法の実現方法について述べる。
第 5 章　実装
提案手法の実装について述べる。
第 6 章　評価と考察
提案手法の評価を行い、その結果を考察する。
第 7 章　結論
本稿の結論と、本研究の今後の課題を述べる。
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第2章 関連研究
　本章では、コンテンツ配置に関する従来研究を幾つか紹介し、それらと本研究の
相違点について述べる。
2.1 Yan Chen等の研究、Coral、Akamai
Yan Chen等 [5]は、Webサイトのコンテンツレプリケーションについてプル型
(Un-cooperative Pull、クエリー状況から必要に応じて作成されるコンテンツ配置)と
プッシュ型 (Cooperative Push、ユーザのアクセスパターンなどから事前にコンテン
ツ配置)に分類し、この優劣を比較しており、プッシュ型の方が戦略的な配置が可能
で、通信コストや管理コストが制御できることや、新規投入コンテンツについてア
ベイラビリティなどを改善できる、と示している。また、「分散した全Webコンテン
ツレプリカから全てのクライアントへの距離のうち最も近距離の総和を最小にする」
という目標が数式で表されており、本研究の参考にできる。しかしここでは、Web
コンテンツ全般を対象としており本研究のマルチメディアコンテンツを想定すると
サーバのストレージ容量や通信料などがボトルネックになる。またサーバネットワー
クを想定しており、本研究の PureP2P環境と異なる。Coral [7]やAkamai [14]も同
様である。
2.2 Tapestry ホットスポット回避
Tapestry [4]は、環境変化を検知して自立的に自己組織を最適化することを 1つの
目的としており、その意味でホットスポットが発生した際の施策、hotspot cacheを
提案している。具体的には特定コンテンツに短期間に多数クエリーされると、それ
らは最終的にクエリールーティングの到達地であるルートノード (3.5節参照)とコン
テンツホルダに集中するので、これに対してコンテンツが常に自身へのクエリー数
を監視し、集中が起こった場合にルートノードに報告することで、ルートノードが
適当なノードに対してレプリカを生成する。これはYan Chen等の研究 [5]でいうプ
ル型レプリケーションであり、あらかじめ戦略的なプッシュ型コンテンツ配置を実現
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させる本研究とは異なる。
2.3 中内らの研究
中内らの研究 [9]では、関連コンテンツをスケーラブルかつ高速に発見するために
オーバレイネットワーク上で関連コンテンツを近隣に配置するアルゴリズム、CDHT、
を提案している。本研究とテーマは異なるが、ここで用いられる階層型GUIDの思
想は本研究に参考になる。
2.4 Jeﬀreyの研究
Jeﬀrey [13]はChord [12]オーバレイネットワークトポロジを最適化する手法として
クラスタリングを提案しているが、このような最適化が本研究で提案する Zoneルー
トノードの機能拡張として提案できる可能性がある。
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第3章 Tapestryオーバレイの解説
　本研究ではTapestryオーバレイを応用してシステムを実装する。そこでまず本章
では、従来DHTとしてTapestryのアルゴリズムを解説する。
3.1 概要
DHT では、全てのコンテンツとノードにそれぞれユニークな GUID（Globally
Unique Identiﬁers）、NodeIDが割り当てられる。GUID にはコンテンツ名のハッ
シュ値などが用いられる。NodeIDには IPアドレスやMACアドレスのハッシュ値が
割り当てられる。ハッシュ関数には、SHA-1などのハッシュ関数を用いる。こうし
て定義されたノードを用いてNodeIDに基づいてP2Pオーバレイネットワーク1が構
築される。このネットワークにおいて、各ノードはクライアントもしくはコンテン
ツをストレージに保持したコンテンツサーバ (以降、コンテンツホルダと表記)、も
しくはメッセージ中継ハブとして動作する。コンテンツホルダ情報は、コンテンツ
のGUIDと一致するかもしくは一番近いNodeIDを持つノードによって管理され (第
3.5節参照)、ユーザがコンテンツをクエリーする際には、このノードにメッセージを
送信することによってコンテンツを発見する。ここで位置非依存なNodeID、GUID
を用いてクエリールーティングを行うことにより、位置透過的、複製透過的コンテ
ンツ発見が可能となる。コンテンツ発見に必要なオーバレイネットワーク上のホッ
プ数は一般的に最大O(logβ N) (β:NodeIDの一桁がとり得る値の数、N:ノード数)だ
と知られている。
3.2 リンク構造
各ノードは、通信先ノードの NodeIDに数値が近くなっていくようにメッセージ
処理するルーティングテーブルを持つ。テーブルには自身の NodeIDと上位桁の一
1オーバレイネットワークとは、各サービスやアプリケーションの目的に応じた繋がり方を実現す
るネットワークのことを指し、ここでは IPネットワーク上に構築される論理ネットワークのことで
ある。
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致 (0≤i≤([NodeID桁数]-1))によってレベル (L[i + 1])分けされた論理リンク情報を
持つ。図 3.1はGUID、NodeID共に 16進数 4桁で表す場合のリンク構造の例を示し
ている。各レベルには、一桁の数値がとり得る値 (この場合だと 16通り)の数のノー
ドを格納できる。
7321
9A07
8EA3912A
0C A6
9602 5642
91DA
L1
L2L1
L4
L1
L2 L1 L3
9123
一致桁数は赤字で表示
図 3.1: リンク構造例 (NodeID[9123])
3.3 ルーティング
本研究のルーティングアルゴリズムがベースとする、Tapestryのルーティングア
ルゴリズムを示す。
Tapestry上でのルーティングは、一言で言うと、ID空間の中でそのノードのNodeID
に次第に近くなっていくようなリンクを通過する、と言える。具体的には、経路上
の各ノードにおいて、メッセージ送信先ノードのNodeIDと一致するプレフィックス
桁数が 1ずつ増加するようなノードが、メッセージ転送先としてテーブルから選択
される。このメッセージ経路を、NodeID[CA12]からNodeID[5027]へのメッセージ
送信を例にして説明すると、メッセージは
NodeID[CA12]→NodeID[5DA5]→NodeID[505C]→NodeID[5021]→NodeID[5027]
という経路を辿る (図 3.2参照)。このようなルーティング手法を本稿ではTapestry
ルーティングと呼ぶことにする。Tapestryオーバレイの特長として、ノードの動的
参加・脱退への柔軟な対応が挙げられるが、障害などによってノードが突然脱退さ
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[5027]関係
メッセージパス
509A
5027
5021
C A12
L1
L2
L3
L3
L4
505A
L4
68C 4
L1
L4
メッセージ送信ノー ド
-送信先[5027]-
L2
5DA5
505C
502A
5A7C
他リンクパス
50AE
L4
L3
502C
一致桁数は下線で表示
図 3.2: Tapestryのルーティング例
れた場合にも目的のコンテンツが発見できることを図 3.3に示す。先ほどのネット
ワークにおいてNodeID[5DA5]が障害等によって突然ネットワークから脱退した場
合でも、目的ノードに到達できる例を示している。このように、NodeID[CA12]が
NodeID[5DA5]の脱退を検知しても、代替ノードにメッセージを送信することで目的
ノードに到達できる。
3.4 スタビライズ処理
Tapestryオーバレイでは、ノードの生存を定期的に確認するため、ルーティング
テーブルに登録されているノードに対して定期的にビーコンを送信する (以降、スタ
ビライズ処理と表記)。
3.5 ルートノードによるコンテンツ管理
コンテンツホルダ情報はコンテンツのGUIDと一致するかもしくは一番近いNodeID
を持つノードによって管理される。これをルートノードと呼ぶ。ルートノードを利
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[5027]関係
メッセージパス
5027
5021
L3
L4
505A
L4
68C 4
L1
L4
メッセージ送信ノー ド
-送信先[5027]-
L2
5DA5
505C
502A
5A7C
他リンクパス
50AE
L4
L3
502C
一致桁数は下線で表示
C A12
L1
L2
5E3A
障害等によって
ノード[5DA5]が脱退
図 3.3: 突然のノード脱退時のルーティング例
用したコンテンツ管理手法について説明する。
3.5.1 クエリールーティング
クエリールーティングはルートノードにTapestryルーティングによってクエリー
送信することで行われる。ルーティングは、ルートノードに到着するかその手前で
目的のコンテンツを発見するまで継続される (図 3.4参照)。ここで、ルートノードま
で到着しても目的のコンテンツを発見できない場合、そのコンテンツはネットワー
クに存在しないということが分かる。尚、このルートはスパニングツリーを形成す
るルーティングアルゴリズムが用いられている。
3.5.2 パブリッシュルーティング
クエリーをルートノードまで中継するノードはそれぞれ、自身でコンテンツホル
ダ情報 (以下、インデックスと表記)を収集しており、それは [コンテンツホルダ識別
情報、GUID]の組で構成される。この情報は、コンテンツホルダがネットワークに
自身の情報を定期的に登録する、パブリッシュ動作の際に収集される。パブリッシュ
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5DA5
リクエスタ
[5027]をクエリー
ルートノー ド
リクエスト １．  [5027]コンテンツホルダを
知っていればリクエスト転送
２．  ルートノー ドへ向けリクエス
ト中継
[5027]コンテンツホルダに
リクエスト転送する
505C
509A
5027
3290
コンテンツ
[5027]
5932 コンテンツ
[5027]
5021
C A12
図 3.4: Tapestryのクエリールーティング
動作ではメッセージをTapestryルーティングによってコンテンツのルートノードに
向かって送信する。この経路は、コンテンツホルダがクエリーを送信した場合と同
経路を辿る。このときパブリッシュメッセージを中継するノードは、自身にインデッ
クスを登録する（図 3.5参照）。このようにインデックスはネットワークに分散配置
される。以降本稿では、クエリーの際にリクエスタからルートノードに到着するま
での経路でメッセージを中継するノードをキャッシュノードと呼ぶことにする。
3.6 Tapestryにおける各ノードの役割
Tapestryにおいてのノードの役割としては、ルートノード、キャッシュノード、コ
ンテンツホルダ、リクエスタが挙げられるが、実際にネットワークを構成する各ノー
ドの能力は等しく、ノードはNodeIDによって各コンテンツに対して様々な役割を担
うことになる。
12
ルートノー ド
パブリッシュ
メッセージ 5027
509D
、 、ルートノー ドと それまでの経路上ノー ドは 
コンテンツホルダとコンテンツの識別情報を格納
599A
50EE
5021
5024
3290
5932
コンテンツ
[5027]
コンテンツ
[5027]
図 3.5: Tapestryのパブリッシュルーティング
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第4章 地理属性を考慮した
Zone-DHTと
戦略的コンテンツ配置への応用
本研究では、各ノードについて近隣ノードとの距離情報を考慮した ID付けを行う
オーバレイネットワーク、Zone Overlay Network(Zone-DHT)を提案、構築し、オー
バレイ上でノード情報を収集して戦略的コンテンツ配置 (Zone Overlay Replication)
を実現する。そこで本章では、Zone Overlay Network及び Zone Overlay Replication
アルゴリズムの内容を述べる。
4.1 Zone Overlay Network
本節では、Zone Overlay Networkアルゴリズムについて述べる。
4.1.1 概要
Zone Overlay Networkとは、従来のTapestryオーバレイの応用として、物理ネッ
トワークの位置情報やノード間の距離情報を考慮した ID付け行ったオーバレイのこ
とである。具体的には、各ノードにあらかじめZONE判定距離情報を持たせ、通信の
際に取得したノード間の距離がその区分に収まる場合に、それらの存在地域が同一で
あることを示す ID付けを行い、ネットワークを脱退・再参加させる機構を持つ。こ
れによって、実ネットワーク的に近距離に位置するノードのクラスタ (Zone Cluster、
以降 ZONEと表記)がオーバレイ上に生成される。各ノードはこうした処理を繰返
すことで最終的に自身の所属すべき ZONEへ参加する。このような位置情報を考慮
したオーバレイとTapestryオーバレイとの構造的な違いを図 4.1を用いて解説する。
図 4.1において真中のネットワーク図は、オーバレイ参加ノードの物理ネットワーク
で、仮に三拠点のノードがオーバレイに参加することを示し、上下のネットワーク図
は、ノードがオーバレイに参加した際の論理ネットワーク構成例を示している。上図
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は、Tapestryオーバレイに登録されることで物理ネットワークとは無関係にノード
がリンクされることを示している。このようなネットワークでは、隣接ノード同士の
関係性が定義ができない。しかし下図のような、完全にノード地理情報を把握した
Zoneオーバレイでは、論理ネットワーク位置を参照しても自身に一番近いノードを
発見できるような構造になる。これによって例えばある ZONEでホットスポットを
発見した場合に同ZONEや同傾向が予測できる別ZONEに複製配置する、などの戦
略的コンテンツ管理が可能になる。尚、Zoneオーバレイでは、自身の近くのノード
を発見できるが、Tapestryオーバレイと同様に他にも様々なネットワーク上のノー
ドが登録される。
4.1.2 NodeID
各ノードは以下のような ZONE情報を反映した階層型NodeIDを持つ。
NodeID = {ZONE ID,UID}
ここで ZONE IDは ZONEを一意に識別するもので、ZONE生成時のノードのうち
いずれかのUIDを使用する。UIDは全オーバレイ上でノードを一意に識別するもの
で、IPアドレスやMACアドレスなどを使用する。
どのZONEにもあらかじめ登録されないノードがオーバレイに参加する場合は、DE-
FAULT ZONE所属ノードとして NodeIDを登録される。DEFAULT ZONEについ
ては後述する第 6章において、DEFAULT ZONEを一つだけ定義した場合と複数定
義した場合で、NodoeIDに偏りが発生するか、比較している。
Zone-DHTでは、ZONE生成 (第 4.2.2節参照)の際に新 ZONEに所属するどちらか
のノードのUIDの ZONE IDとして登録する。このときUIDを全オーバレイ上で一
意な値にすることで、ZONE IDも必ず一意となる。
4.1.3 ZONEルートノード
前節のような ID付けを行うことで、Tapestryにおけるコンテンツルートノードの
仕組みを利用して、各ZONEにルートノード (以降、ZONEルートノードと表記)を
定義できる。ZONEルートノードのNodeIDは以下のように定義する。
ZONEルートノードのNodeID = {ZONE ID,ZONE ID}
ZONEルートノードは、Tapestryのルーティング機構を活用するので固定ノードと
して用意する必要はない。つまりTapestryルーティングのように、ネットワークの状
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Tapestry O verlay
物理ネットワーク
Zone O verlay
物理ネットワーク
C
C
C
C
C
C
ノー ド
近距離
を示す
C
C
C
コンテンツ
[C]
ZO NE1
ZO NE2
ZO NE3
図 4.1: Tapestryオーバレイと Zoneオーバレイのネットワーク構造比較
16
況変化に応じてZONEルートノードも動的に変更される、という機構を用いる。例え
ば ZONE生成時の ZONEルートノードは、構成ノードのうち完全一致するNodeID
を持ついずれかのノードによって存在する。その後このノードがネットワークから
脱退した場合でも、ZONEルートノードの NodeIDに近い NodeIDを持つノードが
ZONEルートノードとなる。この ZONEルートノードは、ZONEに関する情報取得
や ZONE参加時のメッセージ送信先として活用される (第 4.3参照)。
4.1.4 ZONE IDマスクルーティング
Zoneオーバレイでは、Tapestryルーティングを実行するときに ZONE IDをマス
クして Tapestryルーティングを開始することで自 ZONE範囲内だけに絞ったルー
ティング処理を実行できる (図 4.2参照)。ここで ZONE内のノードを発見する場合、
以下の最大ホップ数で目的ノードに到達できる。
logβ ZN(ZN : ZONE構成ノード数)
O wn Zone C luster
O ther Zone C lusters
31D5
360D
4326
AC 32
9061
7C 60
1192
3121
ZO NE_ID[50]以下の
プレフィックス一致検定を
開始することで
メッセージは自ZO NEのみ巡回
5027
505C
50A5
5012
50D5
下線部がZO NE_IDxxxx
図 4.2: ZONE IDマスクによる ZONE内ルーティング
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4.2 ZONE管理手法
本節では、前節で述べたZone Overlay NetworkにおけるZONEの管理手法につい
て述べる。
4.2.1 ZONE参加
各ノードは、自身の所属 ZONE(以下、自 ZONEと表記)を実ネットワークにおい
てより正確なものへと変更するために、通信の際に通信先ノードとの距離 (ホップ数
やパケットのRTTなど)を計測する。このとき、通信ノード間の距離があらかじめ
定義した ZONE判定条件を満たした場合にZONE参加処理が実行される。処理手順
は以下である。
1. 自身のZONE IDを参加ZONEのZONE IDとして、オーバレイを脱退・再参加
する (以降、このようにNodeIDを変更してオーバレイに再参加する処理をノー
ドリバイズと表記。ノードリバイズ処理の詳細については第 5.2.1節参照)
2. ZONE IDマスクルーティングによってZONEルートノードに参加メッセージを
送信
2番目について、ZONEルートノード以外の ZONE参加ノード (以降、ZONE構成
ノードと表記)に対しても参加通知を行える。
4.2.2 ZONE生成
通信ノード間の距離があらかじめ定義した ZONE判定条件を満たし、かつどちら
もDEFAULT ZONEに所属する場合に、ZONEは生成される。このときどちらかの
ノードが ZONEルートノードに指名される。ZONEルートノードが自身の UIDを
ZONE IDとしてノードリバイズすることで新 ZONEが生成される。ZONE生成の
通知を受けた相手ノードは ZONEへの参加処理を実行する。
4.2.3 ZONE併合
ZONE生成処理はノード間で計測された距離情報を用いるので非同期に実行され
る。その過程では、本来 1つのZONEであるべきネットワークに複数の ZONEが生
成される状況 (図 4.3参照)が想定される。図の状況において、両 ZONE構成のード
のうち 1組が、通信において互いの距離が ZONE判定条件を満たすことを知ったと
き、ZONE併合処理が開始され、2つの ZONEは合わさる。併合先としては、併合
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処理に要するネットワーク負荷や時間を削減するために参加ノード数が多い ZONE
に併合する。併合後 ZONEの ZONE IDは併合先のものを使用する。
またここで、併合処理と同様に、距離情報が動的に変更されるものであれば ZONE
の分離という手法も考えられる。
ZO NE_ID[50]
実ネットワークにおいて
距離区分を満たすノー ド群
ZO NE_ID[3A]
DEFAULT_ZO NE所属ノー ド
図 4.3: 実ネットワークで ZONE判定条件を満たすノード群に複数 ZONEが存在
4.3 ZONE情報の収集
本節では、ZONE情報の収集手法について解説する。
ノードリバイズによってZONE生成、ZONE消滅が起こるが、これらはオーバレイ上
の全ノードが自身に一番適した ZONEに属するまで続けられる。そこで各ノードは
最新のZONE情報を収集する。このときZONE情報を、ノードの所属するZONE(以
下、自ZONE)と他ZONEに分類し、別の収集処理を行う。収集フェーズを分けるこ
との優位性は、ZONE IDマスクルーティングによってZONE情報収集に要するネッ
トワーク負荷を軽減できることにある。
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4.3.1 自・他ZONE情報の収集
自 ZONE、他 ZONE情報の具体的な収集方法を、図 4.4を例に説明する。図中に
おいて、大きい円はオーバレイ全体、小さい円はオーバレイ上の一つの ZONE、矢
印はノード間の通信、矢印上のメッセージは通信に添付される ZONE情報を示して
いる。
O wn ZO NE Node
O wn Zone C luster
R
7.O therUpdate
10. O wnUpdate
4.O wn Update
1.Join
2.O ld
8.O ld
3.Ratest
9.Ratest
5. O therUpdate
6. O therUpdate
Join Node
O ther ZO NE Node
O ther Zone C lusters
ZO NE RootnodeR
図 4.4: 自・他 ZONE情報の収集
処理 1 ZONEにノードが参加する。参加メッセージが送信される。
処理 2,3 参加メッセージを受信したZONEルートノードは、自身のルーティングテー
ブルや ZONE情報に参加ノード情報を加える。
処理 4 ZONEルートノードは自身の持つルーティングテーブルと自ZONEの情報を
参加ノードへと返す。この時点で参加ノードについてはZONEルートノードと
参加ノードからの経路上に存在していた ZONE構成ノードしか知らない。
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所属 ZONE ID[2F3D]
NODE ID
B23A
3590
A412
・
・
表 4.1: 所属 ZONEの情報
処理 5,6 各 ZONE構成ノードは、任意のタイミングでコンテンツ配信に関するルー
ティング等によって任意のノードと通信する。その際、他 ZONE情報を通信相
手から取得し、自身の情報に加える。
処理 7 ZONE構成ノードは ZONEルートノードに対して自 ZONEの更新情報を要
求する (以降、ZONEスタビライズ処理と表記)。その際自身の持っている他
ZONEの情報やルーティングテーブルを添付する。ここで送信メッセージは、
ZONE IDマスクルーティングを用いることで、ZONE構成ノードに対して自
身の収集情報を提供する機会を与えることができる。ZONEスタビライズ処理
は定期的に実行される。
処理 8,9 ZONEスタビライズメッセージを受信した中継ノードもしくはZONEルー
トノードはメッセージから相手ノードの情報を取得し、自身のZONE情報に存
在しない情報を追加する。
処理 10 ZONEルートノードは自身の持つ自 ZONEの情報を ZONEスタビライズ
処理実行ノードへと返す。ZONEスタビライズ処理実行ノードは、この時点で
ZONE参加ノードの存在を知ることができる。
ZONEルートノードは、ZONEスタビライズ処理が行われることで全 ZONE構成
ノードの情報を定期的に収集できる。この情報を別テーブルで持つ場合、それは例
えば表 4.1のようなデータ構造になる。ここで、ZONEをコンテンツ配置に応用する
ためにコンテンツホルダ情報やストリームに関する情報を載せても良い。
4.3.2 削除リスト
ZONE情報は併合処理などによって、以前の ZONE情報は無効になる。この状況
への対処として各ノードはZONE IDの削除リストを持つ。各ノードが自身の持つ削
除リストに登録されている ZONE IDの ZONE情報を無効情報とすることで、オー
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バレイ全体から無効情報を削除できる。
削除リストへの ZONE IDの追加処理は、自身の所属する ZONEが併合などによっ
て削除される場合、ZONE構成ノードが削除リストにそのZONE IDを加えることで
行われる。その後削除リストは、ノードが通信の際に自身の削除リストを添付する
ことで、オーバレイ上に伝達される。削除リストを受信したノードは、リスト中の
ZONE IDを自身の有効な ZONE IDリスト及びルーティングテーブルから削除し、
最後にリスト中の全 ZONE IDを自身の削除リストに加える。
4.3.3 ZONE情報の不整合
ZONEスタビライズ時に ZONEルートノードが障害などの理由でオーバレイから
脱退している場合、IDが ZONEルートノードに一番近いノードに到着する。その
ノードは、自身が ZONEルートノードでないにも関わらずZONEスタビライズメッ
セージが自身以降に転送されない場合に ZONEルートノードがダウンしていると分
かる。
ZONE中の任意のノードが何らかの理由でダウンした場合には、ZONEルートノー
ドにて定期的に ZONE構成ノード情報をリフレッシュすることで対応できる。
4.4 Zone Overlay Networkの性質
本節では、前節で述べた仕様のネットワークの持つ性質について述べる。
4.4.1 Tapestryルーティング中のNodeID更新
Zoneオーバレイでは、各ノードは ZONEが変更される度にノードリバイズ処理に
よってオーバレイに再参加を繰返す。ここで各再参加処理によって、オーバレイ上に
存在する全ノードのルーティングテーブルの該当エントリが有効でなくなる。ZONE
変更が頻繁に実行される状況では、Tapestryルーティングが正しく行われない可能
性がある。
そこでZoneオーバレイでは、古いNodeIDを参照したメッセージが宛先ノードへ到
着すると、到着ノードは自身のNodeIDと比べて古いNodeIDを参照していると判定
し、送信先ノードへテーブルエントリのリフレッシュとTapestryルーティングのや
り直しを求める。この動作によってTapestryルーティングは正しく実行できる。
Tapestryルーティング中にNodeIDを更新することによる長所は、正しいルーティ
ングが実行され、かつルーティングテーブルエントリがリフレッシュされることであ
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る。短所は最大ルーティングステップが一般的に知られる O(logβ N) (β:NodeIDの
一桁がとり得る値の数、N:ノード数)以上の値を取ることである。Zoneオーバレイ
では ZONE変更処理の負荷が収束していくことを考慮し、本手法を適用する。
4.4.2 削除によるZONE情報量の変化
第 4.3.2節で述べた削除リストについて、削除リストを添付した先のノードでの
ZONE IDリストの情報量変化を考えると、以下列挙した内容から、通信において交
換する ZONE情報には必ず削除された ZONE IDと新 ZONE ID情報が含まれてい
るので、各ノードが持つ ZONE情報の情報量は保たれる (図 4.5参照)。
• 削除された ZONEの構成ノードは全て同一の新 ZONEへと所属変更している
こと
• ノードは ZONE変更の際に自身の所属を新 ZONE IDに変更し、削除された
ZONE IDを削除リストに追加すること
ZO NE_ID[50]
ZO NE_ID[3A]
+Deletelist[3A]
+ZO NE_IDlist[50]
+Deletelist[3A, ...]
+ZO NE_IDlist[50, ...]
図 4.5: 削除リストへの追加と通信によるリスト更新
4.5 Zone Overlay Replication
前節のように管理される ZONEをコンテンツ配置に応用して、オーバレイ上に均
等にコンテンツを配置するアルゴリズム、Zone Overlay Replicationについて述べる。
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コンテンツホルダ ZONE情報
ZONE ID NODE ID ZONE ID
2F3D B23A 11C3
3AD8 3590 2F3D
5281 A412 5281
・ ・ ・
表 4.2: Zone Overlay Replicationで用いるテーブル
4.5.1 概要
Tapestryオーバレイにおいて各コンテンツのルートノードは、コンテンツホルダ
のパブリッシュ処理 (第 3.5.2節参照)の際にコンテンツホルダの情報を全オーバレイ
から収集可能である。コンテンツホルダによるパブリッシュルーティングや、ノード
が障害でダウンするなど正常でない場合を除いて、ノードが所持コンテンツを削除
する際に送信される削除通知によって、ルートノードは最新のコンテンツホルダ情
報を知りえる。本手法ではこれに ZONE情報を組み合わせる (表 4.2参照)ことでコ
ンテンツホルダの存在しない ZONEを発見し、複製配置を実行する。このとき、あ
らかじめ ZONE間の距離を計測しておくことで、配置先ZONEにより近いコンテン
ツホルダから複製処理を実行できる。
4.5.2 コンテンツ配置のローカリティ
複製配置の際に、各 ZONEルートノードにZONE構成ノード総数などの情報を問
い合わせることで、各 ZONE構成ノード数に応じた複製個数などを最適化すること
ができる。
プル型コンテンツ配置として hotspot cache(第 2.2節参照)と本手法を比較すると、前
者では局所的に発生するホットスポットをその場で解決するだけなのに対して、後
者では、局所的に発生したホットスポットについて他の地域でも同様の傾向が想定
できる場合に、地理的に別の地域に複製をあらかじめ配置することが可能である。
このようにZONEを利用したコンテンツ配置によって、各 ZONEの複製個数等を自
律的に最適化することが可能になる。また本手法では戦略的なプッシュ型コンテンツ
配置を実現することから、同数のコンテンツをランダム配置することに比べて、ホッ
トスポット発生回避や局所的な災害時等の状況でのコンテンツ消滅回避、ユーザの
アクセス効率向上の点で効果を挙げられると考える。
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第5章 実装
本章では、前章で述べたZoneオーバレイの実装について解説する。具体的には、オー
バレイ上の情報の定義、ZONE管理、情報収集について延べ、最後に Zone Overlay
Replicationについて述べる。尚、本章で挙げる処理フローでは、処理の大枠を示す
ためにTapestryルーティング中のNodeID更新処理は示さない。
5.1 Zoneオーバレイ上の情報定義
本節では、Zoneオーバレイに参加するノードのモジュール構成とZONE情報の構
成について述べる。
5.1.1 ノードのモジュール構成
前章で述べたZone Overlay Network参加ノードは以下のモジュールで構成される。
α Tapestryルーティングテーブル
β 自身の ZONE情報 (ZONE IDとNodeID)と ZONEスタビライズ機能
γ オーバレイ上の ZONEリスト
δ コンテンツを保存するストレージ
 ルートノードモニタリングと戦略的コンテンツ配置機能
ζ 自身の識別情報 (IPアドレスやMACアドレスなど)
η 全ての通信において自身の動的な識別情報を添付する機能
αはルーティングに必要である。βは自身の ZONE情報を把握するものである。γは
オーバレイ上に存在する ZONEリストを管理するもので、これを利用してノードの
地理情報を把握する。δは自身がコンテンツを保持するサーバとして機能するために
必要である。は、自身がコンテンツのルートノードであった場合に、そのコンテン
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ツの配置戦略を行うためのものである。ηについて、ノードは自身の識別情報とし
て静的情報と動的情報を持っている。前者は ζにあたり、後者は所属する ZONEが
変更されるという意味で、βにおける自身の ZONE情報 (ZONE IDとNodeID)であ
る。オーバレイ上の通信によって適切な ZONEを発見するために、自身のそのとき
の ZONE情報を添付している。
5.1.2 ZONE情報の構成
各ノードが保持する ZONE情報は、所属 ZONEと所属以外の ZONE情報に分け
られるが、これらは以下の要素から構成される。
α ZONE IDをキーにした ZONE情報リスト
β ZONE IDの削除リスト
βについては、他ノードとの情報交換によって自身が知ることのできた ZONE情報
だけを含む。ZONE情報リストは以下の要素から構成される。
α 自身の ZONE ID
β ZONEに所属するノードリスト
尚 βについては、所属以外の ZONEについては ZONE IDだけを持ち、自身の所属
ZONEだけ持つ。つまり、所属ZONEのノード情報をZONE内で共有する。これに
よって、自身が ZONEルートノードである場合に全オーバレイ上からのZONE構成
に関する要求に応答できる。
ZONEに所属するノードリストには、ZONE構成を識別するための以下の情報が含
まれる。
α ノード識別情報 (IPやMACアドレスなど)
β タイムスタンプ管理による所持コンテンツリスト
γ タイムスタンプ管理によるサーバ・クライアント状態情報
β、γについてはタイムスタンプで管理にすることで情報に一貫性を持たせてある。
ZONE情報を通信先ノードから受信したノードは、相手の ZONE情報を自身に加え
る (以下、ZONE情報マージと表記)際に自身のノード情報を更新するかどうかの基
準としてタイムスタンプ値が自身の値より最近のものであるかチェックできる。Zone
Overlay Replicationにおいて βはコンテンツ配置先決定の際にそのノードを除外す
べきか決定するために使用される。γは βより優先度を低くするものの、同様に条件
の 1つとして使用される。
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5.2 ZONE管理手法
本節では、ZONE管理に関する処理フローについて解説する。始めに ZONE情報
を変更する際に必ず行われるノードリバイズについて解説し、その後 ZONE管理手
法について解説する。
5.2.1 ノードリバイズ
まず始めにノードリバイズとは、ノードが一度オーバレイを脱退し、自身のNodeID
を変更して再度オーバレイに参加する処理のことと定義する。本節では、この処理
フロー (第 4.2.1節参照)について解説する (図 5.1参照)。
ノー ドリバイズ開始
新ZO NE_IDから
自身のNodeID修正
所属ZO NEの
ZO NE_IDを修正
コンテンツの
登録削除メッセージを送信
ルーティングテーブル初期化
自身がルートノー ドの
コンテンツインデックス情報を
新ルートノー ドに移送
新テーブルに元の内容から
挿入可能なエントリを移動
自身の所属ZO NEの情報を
新ZO NEに移動
コンテンツのパブリッシュ実行
ノー ドリバイズ終了
オーバレイ脱退フロー
オーバレイ再参加フロー
オーバレイ脱退開始
オーバレイ脱退完了
オーバレイ再参加開始
オーバレイ再参加完了
図 5.1: ノードリバイズフロー
ノードリバイズで重要な点は、オーバレイ上でノードを一意に識別するNodeID(=ZONE ID,
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UID)が変更されることである。オーバレイではノードのNodeIDによってルーティ
ング経路やコンテンツルートノードが設定されるので、同処理の際に変更前NodeID
がネットワークから消滅することによる影響を小さくするべきである。このような
方針でNodeIDを無効にする処理をオーバレイ脱退処理と呼び、新しいNodeIDを有
効にすることをオーバレイ再参加処理と呼ぶとき、ノードリバイズはこれら 2つの
フェーズに分けられる。
脱退処理では以下の二点に対処する。
1. 自身の保持するコンテンツについてのキャッシュ情報が無効情報になること
2. ルートノードの持つインデックスが無効になること
前者については、パブリッシュメッセージと同経路で登録削除メッセージを送信し
てインデックスをオーバレイ上から削除することで対応する。このときメッセージ
はコンテンツルートノードに対してTapestryルーティングによって送信される。後
者については、自身がルートノードを努めている場合、そのインデックスを自身が
NodeIDを変更した後のルートノードに向けて送信する。この処理は、ルートノード
がオーバレイ上で唯一、全コンテンツホルダのインデックスを管理している、とい
う意味で重要である。
再参加処理では NodeIDが変更されることによるルーティングテーブルの最初期化
と自身の ZONE情報の修正が行われる。ルーティングテーブルの再初期化では、以
前のNodeID時のテーブルエントリのほとんどが無効になる。よってこのとき、自身
がZONEを生成した場合でなければ ZONE参加処理でテーブルエントリを増大させ
る処理を行う (第 5.2.2節参照)。
5.2.2 ZONE参加
処理フローでは、ノードリバイズした後で、ZONE IDマスクルーティングによっ
て ZONEルートノードへの参加メッセージ送信が行われる (図 5.2参照)。この処理
フローを、参加ノードの視点でシークエンス図 5.3で示した。
参加処理の目的は 2つ、ルーティングテーブルのエントリを増加させることと、自
ZONEに関する情報を取得することであるが、Tapestryルーティング中の全ての中
継ノードからルーティングテーブルを、ZONEスタビライズ処理によって自 ZONE
の情報を収集している ZONEルートノードから自 ZONEに関する情報を得る。こ
こで ZONE参加メッセージを受信した各ノードは、自身のルーティングテーブルと
ZONE情報に参加ノード情報を追加する。
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ZO NE参加開始
ZO NE参加メッセージを
ZO NEマスクルーティングで開始
ZO NE参加終了
ZO NEリバイズフロー
ZO NEルートノー ド処理
メッセージ中継ノー ド処理開始
メッセージ中継ノー ド処理終了
メッセージ中継ノー ド処理
自身のルーティングテーブル
内容を参加ノー ドへ送信
自身のZO NE情報に
参加ノー ドを加える
自身のテーブルに
参加ノー ドを登録
ZO NE参加ノー ドが
中継ノー ド応答より
自身のテーブル情報を更新
ZO NE参加ノー ドが
ZO NEルートノー ド応答より
自身のテーブル情報を更新
ZO NE参加ノー ドが
ZO NEルートノー ド応答より
自ZO NE情報を更新
ZO NEルートノー ド処理開始
ZO NEルートノー ド処理終了
自身のルーティングテーブル
内容を参加ノー ドへ送信
自身のZO NE情報に
参加ノー ドを加える
自身のテーブルに
参加ノー ドを登録
自ZO NE情報を
参加へ送信
図 5.2: ZONE参加フロー
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ＺＯＮＥ    参加ノー ド
ＺＯＮＥ    [A]ルートノー ド
メッセージ中継ノー ド
ZO NE参加開始
ZO NE参加メッセージを
ZO NEマスクルーティングで開始
ZO NE参加終了
ZO NEリバイズフロー
ZO NEルートノー ド処理中継ノー ド応答より自身のテーブル情報を更新
ZO NEルートノー ド応答より
自ZO NE情報を更新
メッセージ中継ノー ド処理
ZO NEルートノー ド応答より
自身のテーブル情報を更新
参加応答待ち状態
参加応答待ち状態
図 5.3: ZONE参加シークエンス
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5.2.3 ZONE生成
通信ノード間の距離があらかじめ定義した ZONE判定条件を満たし、かつどちら
もDEFAULT ZONEに所属する場合に、ZONEは生成される (図 5.4参照)。そのと
き ZONEルートノードとなるノードは、ZONE生成の条件が揃ったことに気付いた
ノードとする。このノードが ZONE IDに自身の UIDを指定してノードリバイズす
ることで ZONEは生成され、このノードはその後、ZONE判定条件を満たした相手
ノードに対して ZONEへの参加要求を送信する。
ZO NE生成開始
ZO NE生成終了
自身のUIDをZO NE_IDとして
ノー ドリバイズ
図 5.4: ZONE生成フロー
5.2.4 ZONE併合
併合フローを図 5.5西メス。フローではまず、併合すべき状況を知った ZONE[A]
構成ノードが ZONE[A]ルートノードへ ZONEマスクルーティングによって併合通
知メッセージを送信する。ZONE[A]ルートノードは、併合先 ZONE[B]の ZONE[B]
ルートノードへZONEマスクルーティングによってZONE[A]参加ノード数を送信す
る。ZONE[B]ルートノードはZONE[B]参加ノード数を比べて、自身の方が多ければ
ZONE[A]ルートノードに ZONE[B]参加要求を送信、相手の方が多ければ ZONE[B]
構成ノードに ZONE[A]への参加要求を送信して、自身も ZONE[A]へ参加する。こ
の処理フローをシークエンス図として表現したのが図 5.6である。
以上の内容と前節で述べた ZONE生成を合わせた ZONE構成変更フローを図 5.7
に示す。
5.2.5 非同期のZONE構成変更
ZONE参加及び併合処理は、関係ノード間のトランザクションである。これは、各
ノードによって非同期に実行されるので、適切に管理されなければデッドロックなど
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ZO NE併合処理開始
自ZO NE[A]ルートノー ドへ
ZO NEマスクルーティングによって
併合通知メッセージ送信
ZO NE[A]ルートノー ドは
ZO NE参加ノー ド数を
ZO NE[B]ルートノー ドへ送信
ZO NE[B]ルートノー ドは
ZO NE[B]参加ノー ド数と
ZO NE[A]ノー ド数を比較
ZO NE[A]ノー ド数
が多い
ZO NE[B]全構成ノー ドは
ZO NE[A}に参加
ZO NE[A]全構成ノー ドは
ZO NE[B}に参加
NO
YES
ZO NE[B]ルートノー ドは
ZO NE[A]ルートノー ドに
ZO NE[A]参加要求メッセージ送信
ZO NE併合処理終了
図 5.5: ZONE併合フロー
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ZO NE併合処理開始
ZO NE参加ノー ド数を
ZO NE[B]ルートノー ドへ送信
ZO NE[B]参加ノー ド数と
ZO NE[A]ノー ド数を比較
ZO NE[A]ノー ド数
が多い
ZO NE[B]全構成ノー ドは
ZO NE[A}に参加
ZO NE[A]全構成ノー ドは
ZO NE[B}に参加
NO YES
ZO NE[A]ルートノー ドに
ZO NE[A]参加要求メッセージ送信
ZO NE併合処理終了
自ZO NE[A]ルートノー ドへ
ZO NEマスクルーティングによって
併合通知メッセージ送信
ＺＯＮＥ    [A]構成ノー ド
ＺＯＮＥ    [A]ルートノー ド
ＺＯＮＥ    [B]ルートノー ド
ZO NE併合処理終了
図 5.6: ZONE併合シークエンス
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ZO NE生成
通信相手にZO NE参加要求送信
ZO NE判定条件を満たす
相手が
DEFAULT_ZO NE
ZO NE編成変更処理開始
自分が
DEFAULT_ZO NE
自分が
DEFAULT_ZO NE
ZO NE編成変更処理終了
相手ZO NEへの参加処理
NO
NO
YES
YESYES
NO
ZO NE併合処理
図 5.7: ZONE構成変更フロー
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の事態が予想される。本節では ZONE参加及び併合処理について、トランザクショ
ン管理を実装した処理フローを解説する (フローは図 5.8、5.11参照。シークエンス
は図 5.8、5.9参照)。
ZO NE参加開始
ZO NE参加メッセージを
ZO NEマスクルーティングで開始
ZO NE参加終了
ZO NEリバイズフロー
ZO NEルートノー ド処理
メッセージ中継ノー ド処理開始
メッセージ中継ノー ド処理終了
メッセージ中継ノー ド処理
自身のルーティングテーブル
内容を参加ノー ドへ送信
自身のZO NE情報に
参加ノー ドを加える
自身のテーブルに
参加ノー ドを登録
ZO NE参加フラグをO FF
ZO NE参加ノー ドが
ZO NEルートノー ド応答より
自身のテーブル情報を更新
ZO NE参加ノー ドが
ZO NEルートノー ド応答より
自ZO NE情報を更新
ZO NEルートノー ド処理開始
ZO NEルートノー ド処理終了
自身のルーティングテーブル
内容を参加ノー ドへ送信
自身のZO NE情報に
参加ノー ドを加える
自身のテーブルに
参加ノー ドを登録
自ZO NE情報を
参加へ送信
参加依頼パケットの
宛先ノー ドは
DEFAULT_ZO NE所属か
YES
ZO NE参加フラグをO N
ZO NE参加ノー ドが
中継ノー ド応答より
自身のテーブル情報を更新
NO
中継ノー ドが
新たなZO NEに
参加している
NO
YES ノー ドが
新たなZO NEに
参加している
NO
参加処理開始ノー ドに
新ZO NE参加処理依頼送信
YES
自身は現在
DEFAULT_ZO NEに所属
しているか
YES
NO
自ZO NEルートノー ドに
併合処理開始メッセージ送信
参加先ZO NEへ
所属しているか
NO
YES
図 5.8: (改)ZONE参加フロー
ZONE参加フローの変更ポイントは 3点、DEFAULT ZONEに所属していたノード
が参加する場合か、ZONE参加処理中に他ノードが ZONE参加依頼もしくは ZONE
併合処理を開始する場合に対処できるか、ZONE参加メッセージ受信ノードの所属
ZONEが変更されているか、という点である。
DEFAULT ZONE所属ノードが参加する場合、参加ノードはまず自身の所属 ZONE
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ＺＯＮＥ    参加ノー ド
ＺＯＮＥ    [A]ルートノー ド
メッセージ中継ノー ド
ZO NE参加開始
ZO NE参加メッセージを
ZO NEマスクルーティングで開始
ZO NE参加終了
ZO NEリバイズフロー
ZO NEルートノー ド処理
中継ノー ド応答より
自身のテーブル情報を更新
ZO NEルートノー ド応答より
自ZO NE情報を更新
メッセージ中継ノー ド処理
ZO NEルートノー ド応答より
自身のテーブル情報を更新
参加応答待ち状態
参加応答待ち状態
ZO NE参加フラグをON
ZO NE参加終了
新たなZO NEに
参加している
NO YES
参加処理開始ノー ドに
新ZO NE参加処理依頼送信
ZO NE参加終了
新たなZO NEに
参加している
NO YES
参加処理開始ノー ドに
新ZO NE参加処理依頼送信
ZO NE参加フラグをO FF
参加依頼パケットの
宛先ノー ドは
DEFAULT_ZO NE所属か
YES
NO自身は現在
DEFAULT_ZO NEに所属
しているか
YES
NO
自ZO NEルートノー ドに
併合処理開始メッセージ送信
参加先ZO NEへ
所属しているか
NO
YES
ZO NE参加終了
図 5.9: (改)ZONE参加シークエンス
36
がDEFAULT ZONEから変更されていないか調べる。変更されていた場合、それがこ
れから参加しようとするZONEならば参加処理を即終了し、そうでなければ自ZONE
ルートノードに併合処理依頼メッセージを送信して参加処理を終了する。
またここで、DEFAULT ZONE以外のZONEに所属していたノードが参加する場合
は、ZONEルートノードが併合交渉を行うため、基本的に ZONE構成ノードは参加
命令に対して忠実に参加開始すればよい。ただ例外として、ZONE併合処理が前後
した場合に対処するために、自身が既に併合先 ZONEに所属しているかをチェック
して処理を開始する。
次に、参加処理中に新たな参加プロセスが動作しないように、参加処理中であるこ
とを示すフラグをオンにする。これは、参加処理が終了するときにオフにされる。
最後に、参加メッセージを受信したノードの所属 ZONEが変更されていた場合、参
加処理を実行しているノードに再度 ZONE参加処理依頼を送信してこの ZONE参加
処理を終了する。
ところで ZONE参加フローの変更ポイントの第 1点で指摘している場合について、
その具体的状況を図 5.10を例に説明しておく。図の示す内容は、ノード Bはノード
Aの参加 ZONEがDEFAULT ZONEなのでノードAに ZONE[α]参加要請を送信す
るが、ノードAが既に別 ZONEに所属している状況である。
続いて、ZONE併合フローの変更ポイントは2点、自ZONE及び併合交渉先ZONE
が ZONE IDを変更していないか、ZONE併合交渉中に他ノードが ZONE併合交渉
を開始する場合に対処できるかという点である。前者については、両 ZONEについ
て ZONE IDの変更を監視する。自 ZONEについては、ZONE IDの変更を検知し、
参加先が併合交渉先 ZONEである場合は即併合交渉を終了する。そうでない場合は
パケットに載せる自身の ZONE情報を変更して処理を続行する。併合交渉先 ZONE
の ZONE IDが変更されていて、かつ参加先が自 ZONEでなければ、併合交渉処理
を再初期化する。後者については、併合交渉処理を開始するときにフラグをたてる
ことで対処する。
5.3 ZONE情報の収集
本節では、ZONEスタビライズ処理と、他ZONE情報の収集方法について述べる。
5.3.1 ZONEスタビライズ
Zoneオーバレイ上のDEFAULT ZONE以外に所属する各ノードは、一定期間ごと
に自ZONEの更新情報を収集するためにZONEスタビライズを実行する。その処理
フローを図 5.13に示す。フローの解説については第 4.3節を参照。
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ノー ドC
ZO NE_ID[α or β]
ノー ドA
ZO NE_ID[DEFAULT_ZO NE]
任意のメッセージ送信
ノー ドB
ZO NE_ID[α]
ZO NE判定条件クリア
ZO NE[α]へ参加要請
任意のメッセージ送信
ZO NE判定条件クリア
ZO NE[α or β]へ
参加要請
ZO NE[α or β]へ
ZO NE参加フラグO N
参加フラグが
[α]宛か
YES NO
本パケットの処理終了 [β]への併合処理開始
ZO NE[α or β]へ
ZO NEリバイズ
図 5.10: DEFAULT ZONEノードによる ZONE参加処理の複雑化
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ZO NE併合処理開始
自ZO NE[A]ルートノー ドへ
ZO NEマスクルーティングによって
併合通知メッセージ送信
ZO NE[A]ルートノー ドは
ZO NE参加ノー ド数を
ZO NE[B]ルートノー ドへ送信
ZO NE[B]ルートノー ドは
ZO NE[B]参加ノー ド数と
ZO NE[A]ノー ド数を比較
ZO NE[A]ノー ド数
が多い
ZO NE[B]全構成ノー ドは
ZO NE[A}に参加
ZO NE[A]全構成ノー ドは
ZO NE[B}に参加
NO
YESZO NE[B]ルートノー ドは
ZO NE[A]ルートノー ドに
ZO NE[A]参加要求メッセージ送信
ZO NE併合処理終了
パケット受信(中継)ノー ドが
新たなZO NEに参加している
NO
YES
併合交渉先のZO NEに
参加している
NO
YES
パケットが持つ自ZO NE情報を
最新情報に更新
ZO NE[A]ルートノー ドが
すでに併合交渉状態か
NO
ZO NE[A]ルートノー ドの
併合交渉フラグをON
YES
パケット受信(中継)ノー ドが
新たなZO NEに参加している
ZO NE[A]に
参加している
ZO NE[A]ルートノー ドに
ZO NE併合依頼送信
ZO NE[B]ルートノー ドが
すでに併合交渉状態か
ZO NE[B]ルートノー ドの
併合交渉フラグをON
NO
YES
NO
YES
YES
NO
ZO NE[A]ルートノー ドの
併合交渉フラグをOFF
ZO NE[B]ルートノー ドの
併合交渉フラグをOFF
図 5.11: (改)ZONE併合フロー
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ZO NE併合処理開始
ZO NE参加ノー ド数を
ZO NE[B]ルートノー ドへ送信
ZO NE[B]参加ノー ド数と
ZO NE[A]ノー ド数を比較
ZO NE[A]ノー ド数
が多い
ZO NE[B]全構成ノー ドは
ZO NE[A}に参加
ZO NE[A]全構成ノー ドは
ZO NE[B}に参加
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ZO NE[A]ルートノー ドに
ZO NE[A]参加要求メッセージ送信
ZO NE併合処理終了
自ZO NE[A]ルートノー ドへ
ZO NEマスクルーティングによって
併合通知メッセージ送信
ＺＯＮＥ    [A]構成ノー ド
ＺＯＮＥ    [A]ルートノー ド
ＺＯＮＥ    [B]ルートノー ド
ZO NE[A]中継ノー ド
ZO NE併合処理終了
新たなZO NEに参加しているNO
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併合交渉先のZO NEに
参加しているNO YES
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自ZO NE情報を更新
すでに併合交渉状態か NO
併合交渉フラグをONZO NE併合処理終了
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ZO NE[B]中継ノー ド
ZO NE[A]に
参加している
ZO NE[A]ルートノー ドに
ZO NE併合依頼送信
NOYES
NO
YES
新たなZO NEに参加している
すでに併合交渉状態か
ZO NE併合処理終了
ZO NE併合処理終了
併合交渉フラグをON
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併合交渉フラグをOFF
ZO NE併合処理終了
併合交渉フラグをOFF
ZO NE併合処理終了
図 5.12: (改)ZONE併合シークエンス
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ZO NEスタビライズ開始
自身の情報を添付して
ZO NEマスクルーティングによって
ZO NEルートノー ドに
自ZO NE情報要求
ZO NEスタビライズ終了
、中継ノー ド ZO NEルートノー ドが
・送信ノー ド情報をテーブルに追加
・自身のZO NE情報を更新
ZO NEルートノー ドが
、自身のルーティングテーブル 
自ZO NE情報を
送信ノー ドへ返す
ZO NEスタビライズ送信ノー ドが
応答メッセージの情報から
自身の情報を更新
図 5.13: ZONEスタビライズフロー
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5.3.2 他ZONE情報の収集
他 ZONE情報の収集場面はオーバレイ上でコンテンツ配信に関するルーティング
等が実行される全ての通信処理である。例えばTapestryオーバレイにおけるスタビ
ライズメッセージやクエリールーティング、パブリッシュルーティングなどが挙げら
れる。
5.4 ノードリバイズ対応Tapestryルーティング
第 4.4.1節で述べた短所について Zoneオーバレイでは、ZONE所属変更処理が常
により適切な方向に行われると仮定する。このときノードリバイズ処理の負荷は必
ず収束する。例えば全ノードが適切な ZONEに所属した後は該当の負荷は出現しな
い。
またノードリバイズ対応の処理として、スタビライズ処理が挙げられる。スタビラ
イズ処理の際に相手ノードの所属 ZONEが変更されていた場合に自身のルーティン
グテーブル該当エントリを削除する。
5.5 Zone Overlay Replication
各コンテンツのルートノードは一定期間毎にコンテンツの複製配置を実行する。具
体的には図 5.14のようなフローが実行される。コンテンツ配置候補 ZONEの判定条
件としては、コンテンツが 1つも存在しない ZONEやリクエスタからリクエストが
到着した際にあらかじめリクエスタの ZONEを把握しておき、そういったリクエス
タの多い ZONEを選択するなどが考えられる。
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Zone O verlay Replication 開始
Zone O verlay Replication 終了
ルートノー ドが
自身の持つZO NE情報から
コンテンツ配置候補ZO NEを発見
ルートノー ドが
特定のコンテンツホルダに
複製配置依頼メッセージを送信
コンテンツホルダが
配置候補ZO NEルートノー ドに
配置先ノー ド情報を要求
ZO NEルートノー ドが
配置先ノー ドを決定
複製配置処理実行
図 5.14: Zone Overlay Replicationフロー
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第6章 評価実験と考察
本章では、第 4 章、第 5 章で述べた Zoneオーバレイについて実験評価を行い、考
察を述べる。
6.1 実験環境
本研究の評価実験について、実験環境を以下に示す。
• ハッシュ関数はMD5とし、GUID、NodeIDともに 16進数 128bit(32桁)の名
前空間を用いる。
• GUIDはコンテンツのタイトルをキーとしたハッシュ値 (128bit)、NodeIDは、
16byteの ZONE ID及びUIDで構成される。UIDはMACアドレス (64bit)を
元にして生成する。
• ルーティングテーブルの大きさを縦 32byte×横 16byteとする。
• ソフトウェア上での実験用ネットワークとしては簡単なツリー型ネットワーク
が実装されている (図 6.1参照)。
• ノードが ZONEを構成するための ZONE判定条件は、ホップ数 2とする。
• 障害などによってノードが突然オーバレイから脱退しない。
上記以外に、各実験で特に明記しない場合は以下の設定を用いる。
• 図 6.1のネットワークの各パラメータについて、ルータ数はK = 2、L = 2、
M = 4、ノード数はN = 4, 8, 16, 32, 64, 128として実験、比較する。尚、ノー
ド数をこのとき全参加ノード数は 64、128、256、512、1024及び 2048ノード
である。
• 各ノードの参加間隔は 1分とする。
• 参加処理の最初に参照するオーバレイ上のノードは原則固定ノードを用いる。
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図 6.1: 実験用ツリー型ネットワーク
• 各ノードは 20分に 1回、ルーティングテーブル 1エントリについてスタビライ
ズ処理を行う。
• 各 ZONEは生成されてから ZONEスタビライズ処理を 20時間に 1回行う。
• コンテンツホルダのパブリッシュ処理の間隔を 12時間とする。
• Zone Overlay Replicationのコンテンツ配置先 ZONEの条件をコンテンツが 1
つも存在しない ZONEとする。
6.2 評価実験と考察
本節では ZONEの評価実験として、ノード参加処理が一度に多数行われる場合を
想定し、そのときの ZONEの生成速度、完成度、情報収集率、ルーティングテーブ
ル有効エントリ率への影響を解析する。これらの結果は、ノードがランダムなタイ
ミングでオーバレイに参加する場合と比べて、多少ネットワークに与える影響は大
きく、負荷実験の意味にもなる。上述した参加間隔のとき全ノードの参加終了時間
は、64ノードで約 1、128ノードで約 2、256ノードで約 4、512ノードで約 8、1024
ノードで約 16、2048ノードの場合で約 32時間後である。
各評価実験で行った実験内容は大きく 6通りに分けられる。各実験ではこれらのう
ち必要な実験を行っている。
45
実験 1 コンテンツなし (以降、C0と示す)、1日、各ノードは参加直後に自身に一番
適したZONEに所属する (以降、最適参加と表記)。具体的には参加時に参照す
るオーバレイ上のノードを同じ ZONEに所属すべきノードに変更する。
実験 2 C0、1日、図 6.1で示したネットワーク端に位置するノードから順番にオー
バレイに参加する (以降、順列参加と表記)
実験 3 C0、3(もしくは 1)日、ノードはランダムな順番でオーバレイに参加する (以
降、ランダム参加と表記)
実験 4 コンテンツあり ((以降、C[X]と示す。[X]にはコンテンツ数が入る)、3日、ラ
ンダム参加、Zone Overlay Replicationを定期的に実行
実験 5 C[X]、3日、ランダム参加、Zone Overlay Replication実行なし
実験 6 C[X]、5日、ランダム参加、Zone Overlay Replication実行あり、クエリーあり
実験 1は、最適な状況においての結果を参照するために行う。実験 2は実験 3のラン
ダム参加の場合と比較するために行う。実験 3は参加処理について評価するために
行う。実験 4はコンテンツパブリッシュメッセージやZone Overlay Replication処理
といった、コンテンツ配信ネットワークの機能を評価するために行う。実験 5はパブ
リッシュメッセージを増加させた場合を評価するために行う。実験 6は、実験 4のよ
うにネットワークが機能する中でクエリー処理が起こることでより現実世界に近い
状況を評価するために行う。
尚、実験 4、5では、全ノード参加後にコンテンツをランダムなノードに投入し、そ
の後コンテンツホルダは定期的にパブリッシュルーティングを送信する。実験 6は、
より現実に近い状況を想定して、頻繁にZone Overlay Replicationを実行し、かつク
エリーも複数回実行する。ここでクエリーは、コンテンツ登録後数時間後に一定間
隔でランダムなノードから送信する。
6.2.1 生成度評価
各ノードは何らかの ZONEに所属することで ZONEの効果を享受できる。そこ
で、ZONE判定条件をクリアして ZONEに所属しているノードの割合を時系列グ
ラフに示し、どの程度のノードが ZONE効果を得るかを評価する。またこの際、1
ノードが ZONEに所属していく様子を表すため、現在オーバレイに参加している
ノードを対象にした評価ではなく、シミュレーションで設定されたノード数を元に
した割合として評価する。その評価式としては、ZONE判定条件をクリアしたノー
ドの数を計算し、その値をオーバレイに参加している、もしくは参加予定の全ノー
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ド数で割ることで得られる。生成度 (%)は時間 tを変数とした以下の式で表すこと
ができる (ZNNODE CNT=DEFAULT ZONE以外の ZONEに所属するノード数、
OVERLAY NODE CNT=シミュレーション設定ノード数)。
ZONE生成度t =
ZNNODE CNT
OV ERLAY NODE CNT
∗ 100
(t =シミュレーションの任意時間)
グラフの見方は、ある時間においてグラフとX軸に囲まれた範囲がZONE判定条
件をクリアした経験のあるノードの割合を示す。
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図 6.2: 最適参加
図 6.2(実験 1)は、ZONE生成度向上の理想データとして 64ノードの場合の結果
を示している。2時間後に全てのノードが参加し、かつ全ノードが参加処理で DE-
FAULT ZONE以外の ZONEに参加していることが分かる。
次に、図 6.3(実験 2)、6.4(実験 3)から、順列参加とランダム参加の場合を比較する。
順列参加の場合は最適参加と同様に、全ノード参加終了時に何らかの ZONEに所属
しているのに対し、ランダム参加の場合は、参加処理完了後にもDEFAULT ZONE
に所属するノードが存在することが分かる。
また、順列参加の場合は参加ノードが次々に ZONE参加しているのに対して、ラン
ダム参加ではそれに限らない。前者の場合を詳述すると、偶数番のノードがオーバ
レイ参加する度に ZONEが生成されている。具体的には、偶数番のノードが参加す
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図 6.3: 順列参加
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図 6.4: ランダム参加・C0・1日
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るときには必ず、直前に参加したノードのみがDEFAULT ZONEに所属しているた
めこれをオーバレイ参加のためのTapestryルーティングにて発見し、ZONE生成が
生成されている。この場合、各ノードは最適な ZONEに参加しているわけではない
ので、例えば次節で示す別評価では最適参加とは異なる評価となる。後者の場合は、
オーバレイ参加処理の際に ZONE参加処理を行わない場合があるためこのようなグ
ラフになる。
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図 6.5: ランダム参加・C0・3日
図 6.5は図 6.4と同様のシミュレーションを 3日続けた場合であり、各 ZONE生成
度は全ノード参加後も上昇し、その後一定になる。図 6.4と図 6.5の場合の最終値を
比較した表 6.1より、参加してから 24時間を過ぎてから値がほぼ変化していないこ
とが分かる。
本実験において ZONE生成度上昇の場面は、ノード参加処理とルーティングテーブ
ルエントリのスタビライズ処理である。前者については、ノード間で参加処理に関
わるパケットが授受されることにより、後者については、ノードが参加時にすでに参
加しているノードのテーブルをコピーして構築したルーティングテーブルエントリ
のスタビライズ処理により ZONEを生成する。実験結果において 100%の評価を得
られない理由は、各ノードのルーティングテーブルにオーバレイ上の全ノード情報
が存在しないからである。これは、例えばコンテンツ検索でTapestryルーティング
を行うときに、クエリ生成ノードがコンテンツホルダの情報を得る、もしくはルー
ティング経路上のノードがクエリ生成ノードの情報を得ることで向上できると考え
られる。
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図 6.6: ランダム参加・C1・3日
ZO NE生成度(D3_C 10_R)
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図 6.7: ランダム参加・C10・3日
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実験 No. 最終状態 平均値
C0・1日 (図 6.4) 87.8%
C0・3日 (図 6.5) 88.0%
C1・3日 (図 6.6) 88.3%
C10・3日 (図 6.7) 87.5%
C1・5日・10クエリー (図 6.8) 89.6%
表 6.1: ZONE生成度 最終状態 平均値比較 (C0-1日、C0-3日、C1-3日、C10-3日、
C1-5日-Q10)
図 6.6(実験 4)は全ノード参加後に 1コンテンツを投入し、20時間ごとにZone Over-
lay Replicationを実行した場合の評価、図 6.7(実験 5)は全ノード参加後に 10コンテ
ンツを投入し、Zone Overlay Replicationを実行しない場合の評価である。これらは
図 6.5の評価と似た結果が得られており、パブッリシュメッセージや Zone Overlay
ReplicationがZONE生成度に与える影響は少ない。表 6.1からもこのことが分かる。
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図 6.8: ランダム参加・C1・5日・クエリー 10
図 6.8(実験 6)は全ノード参加後に 1コンテンツを投入し、その後 Zone Overlay
Replicationが行われる中でクエリーを 10回実行した場合の評価である。クエリー処
理を実行することで ZONEが生成されることが分かる。表 6.1からも他の場合と比
べて平均値が上昇することが分かる。
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6.2.2 完成度評価
本節では、前節で示した評価との比較として、どれだけのノードが適切な ZONE
に分類されるかを解析する。具体的には下記に示す式によって、全ノードを適切な
ZONEに分類した状態を基準にシミュレーション中の ZONE状態の評価を行い、時
系列グラフに示して比較する。評価値については、1ノードが適切な ZONEに所属
する場合に 1点とし、また本来 1つの ZONEであるノード集合に複数 ZONEが存
在する場合は、ノード数が多い ZONEを適切な ZONEと見なす。ここで ZONE生
成度評価と同様に、1ノードが適切な ZONEに所属していく様子を表すために割合
を表す元の値をシミュレーションで設定したノード数にする。完成度 (%)は時間 t
を変数とした以下の式で表すことができる (ZNNODE CNT=ZONE所属ノード数、
OVERLAY NODE CNT=シミュレーション設定ノード数)。
ZONE完成度t =
∑適切な ZONE 数
ZNNODE CNT
OV ERLAY NODE CNT
∗ 100
(t =シミュレーションの任意時間)
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図 6.9: 最適参加
図 6.9(実験 1)は、ZONE完成度向上の理想データとして 64ノードの場合の結果を
示している。前節の場合と同様に、全ノード参加後に全ノードが適切な ZONEに所
属していることが分かる。
図 6.10(実験 2)、6.11(実験 3)は、それぞれ順列参加、ランダム参加の場合のZONE
完成度を示している。前者の場合は、前節で示したように ZONE生成度は最適参加
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図 6.10: 順列参加
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図 6.11: ランダム参加・C0・1日
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図 No. 1日後 平均値
順列参加 (図 6.10) 90.1%
ランダム参加 (図 6.11) 69.8%
表 6.2: ZONE完成度 1日後 平均値比較 (順列参加-ランダム参加)
の場合と同様の結果が得られたが、このグラフより生成された各 ZONEは併合され
ない場合があることが分かる。特徴として、ノード数の増加とともに最終的な完成
度が上昇すること、1024ノードでは約 100%になることが挙げられる。後者について
は、ZONE完成度のZONE生成度に示す割合を別図 6.12に示す。グラフから、生成
された ZONEのうち適切なZONEがどれだけ存在するかを測れる。この結果、生成
された ZONEのうち多くが適切な ZONEであることが分かる。
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図 6.12: 完成度が生成度に占める割合、ランダム参加・C0・1日
また、図 6.10と図 6.11の 1日後の平均値を比較した表 6.2では、ランダム参加の
場合に 20%も低いことが分かる。
図 6.13は図 6.11と同様のシミュレーションを 3日続けた場合である。図 6.11と図
6.13の場合の最終状態の平均値を比較した表 6.3より、参加してから日時が経過して
も ZONE完成度はほぼ上昇しないことが分かる。
図 6.14(実験 4)は、全ノード参加後に 1コンテンツを投入し、その後Zone Overlay
Replicationを実行した場合の評価、図 6.15(実験 5)は、全ノード参加後に 10コンテ
ンツを投入した場合の評価であるが、前節と同様にZone Overlay Replication処理や
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図 6.13: ランダム参加・C0・3日
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図 6.14: ランダム参加・C1・3日
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ZO NE完成度評価(D3_C 10_R)
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図 6.15: ランダム参加・C10・3日
実験 No. 最終状態 平均値
ランダム参加・C0・1日 (図 6.11) 69.8%
ランダム参加・C0・3日 (図 6.13) 70.0%
C1・3日 (図 6.14) 71.1%
C10・3日 (図 6.15) 71.0%
C1・5日・10クエリー (図 6.16) 74.1%
表 6.3: ZONE完成度 最終状態 平均値比較 (C0-1日、C0-3日、C1-3日、C10-3日、
C1-5日-Q10)
コンテンツパブリッシュが ZONE完成度に与える影響は少ない。表 6.3からもこれ
が分かる。
図 6.16(実験 6)の実験内容は前節で示したものと同様である。グラフより、クエ
リー処理によって ZONE完成度が向上していることが分かる。表 6.3からも他の場
合と比べて平均値が向上している。この理由は、Zone Overlay Replicationによって
各 ZONEに分散配置されたコンテンツホルダがクエリー応答をリクエスタに返す際
に ZONE併合処理が起きているためと考えられる。
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図 6.16: ランダム参加・C1・5日・クエリー 10
6.2.3 情報収集率評価
ノードが適切なZONEに所属しても、オーバレイ上の全ノードがその情報を収集し
なくてはZONEを生かせない。また、収集したZONE情報は、それが併合されること
で無効な情報となってしまう。そこで各ノードがどれだけ有効なZONE情報を保持す
るかを時系列グラフに出力して評価、比較する。評価値については、各ノードについ
て有効なZONE情報を 1つ保持すると 1点加算する。収集率 (%)は時間 tを変数とし
た以下の式で表すことができる (NODE AV E=全ノードの平均値、CUR ZONE=
ノードの持つ有効 ZONE情報数、TOTAL ZONE=ノードの持つ ZONE情報数)。
ZONE情報収集率t = NODE AV E
(
CUR ZONE
TOTAL ZONE
)
∗ 100
(t =シミュレーションの任意時間)
まず本節で示される各グラフをZONE完成度グラフを参照して総括すると、ZONE
完成度評価値が安定してから数時間以内に各ノードの持つ ZONE情報が最新状態に
更新されていることが分かる。ここで、ノードは 1分間隔でオーバレイに参加し、か
つZONEスタビライズ処理は各ノードが 20時間に 1回行う設定なので、全ノードが
ZONEスタビライズ処理を行う前に ZONE情報収集率は 100%を示している。つま
り、テーブルエントリのスタビライズ処理時にZONE情報を交換することで、ZONE
スタビライズ処理時に得られる自 ZONE情報をカバーする場合が存在することを示
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している。
また ZONE収集率はシミュレーション中の ZONE生成処理に依存するグラフで、
ZONE生成が行われることで一時的に ZONE収集率が下がる可能性がある。例え
ばZONEが生成された瞬間、ZONEに無関係のノードはその ZONE情報を保持して
いないので、よって ZONE収集率は下がる。
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図 6.17: 最適参加
図 6.17(実験 1)は、前節と同様に理想データとして 64ノードの場合の結果を示し
ている。理想的な状況では、ノードの参加処理が終了 (全ノードが適切な ZONEに
所属)してから 1時間以内の間に全ノードがその情報を収集している。
図 6.18(実験 2)、6.19(実験 3)は、それぞれ順列参加、ランダム参加の場合のZONE
情報収集率を示している。両者の相違点は、各ノードが ZONE情報を収集するまで
の時間が順列参加の方が短い点。また、両実験から、オーバレイ上に存在するZONE
情報の収集という点については、極めて早い段階で 100%に近い成果が得られること
が分かる。
図 6.20は図 6.19と同様のシミュレーションを 3日続けた場合である。ZONE生成
が行われなくなってから遅くても 20時間以内に ZONE情報収集率は 100%となるこ
とが分かる。
以上より、ZONE情報収集率についてはスタビライズ処理・ZONEスタビライズ処
理によってすぐに 100%の成果を得られることが実証できた。
58
ZO NE情報収集率(D1_C 0_O )
0
10
20
30
40
50
60
70
80
90
100
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
時間(h)
収
集
率
(%
) 64ノー ド
128ノー ド
256ノー ド
512ノー ド
1024ノー ド
図 6.18: 順列参加
ZO NE情報収集率(D1_C 0_R)
0
10
20
30
40
50
60
70
80
90
100
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
時間(h)
収
集
率
(%
) 64ノー ド
128ノー ド
256ノー ド
512ノー ド
1024ノー ド
図 6.19: ランダム参加・C0・1日
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図 6.20: ランダム参加・C0・3日
6.2.4 ノードリバイズによるTapestryオーバレイ完成度評価
Zoneオーバレイでは各ノードは ZONEが変更される度にノードリバイズ処理に
よってオーバレイに再参加を繰返すので、それによって全ノードのルーティングテー
ブル (以降本節では、RTと表記)の該当エントリが無効になる。無効エントリ数が増
大するとTapestryルーティングの精度等に影響を与える可能性が考えられる。そこ
で本節では、各ノードのRT有効エントリの割合を解析することでTapestryオーバ
レイ完成度 (%)を評価する。RT有効エントリ率は時間 tを変数とした以下の式で表
すことができる (NODE AV E=全ノードの平均値、CUR RTENTRY =RT有効エ
ントリ数、TOTAL RTENTRY =RT全エントリ数)。
RT 有効エントリ率t = NODE AV E
(
CUR RTENTRY
TOTAL RTENTRY
)
∗ 100
(t =シミュレーションの任意時間)
図 6.21(実験 1)は前節と同様に理想データとして 64ノードの場合の結果を示して
いる。全ノードが適切な ZONEに所属してから 1時間以内に、全ノードのRT有効
エントリ率はほぼ 100%になっていることが分かる。
この実験のように全ノードが短時間に所属ZONEを変更すると、一旦はRT有効エン
トリ率は評価を落としてしまうが、他ノードの参加処理におけるTapestryルーティ
ングやRTエントリのスタビライズ処理時にノードの所属 ZONE変更を検知するこ
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図 6.21: 最適参加
とでこれを修正している。
図 6.22(実験 2)、6.23(実験 3)は、それぞれ順列参加、ランダム参加の場合の評価
である。グラフから、両者ともに 90%後半の値を続け、全ノードの参加処理が終了
すると 100%に収束していくことが分かる。
図 6.24は図 6.23と同様のシミュレーションを 3日続けた場合である。結果より、
シミュレーション全ノード参加後数時間でRT有効エントリ率は 100%になることが
分かる。
6.2.5 評価実験を通しての考察
第 6.2.1節、第 6.2.2節で示した ZONE生成度及び完成度については値が理想値よ
りも低く、改善の余地があると考えられる。だがその中で、Zone Overlay Replication
によって配置されたコンテンツにクエリーすることによって、短期間に ZONE完成
度を向上できたのは評価できる。第??節で示したZONE情報収集率については短期
間で 100%の値を得るため、オーバレイ上に存在する全 ZONE情報をすぐに活用で
きる仕組みであると考えられる。また、第 6.2.4節で示したようにノードリバイズに
よるルーティングテーブルへの影響については、短期間に小さい影響が出る程度で
あることを示した。この実験結果に加えて、Tapestryはノードの参加や脱退に柔軟
に対応できる仕様となっているので、ZoneオーバレイがTapestryルーティングの精
度に与える影響は僅かであると考えられる。
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図 6.22: 順列参加
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図 6.23: ランダム参加・C0・1日
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図 6.24: ランダム参加・C0・3日
6.3 Zoneオーバレイ仕様についての考察
6.3.1 RTTによるZONE判定条件
本稿で示した実験では ZONE判定条件としてホップ数を用いたが、実際のネット
ワークでは、例えば幾つものサブネットを用意する場合などにノード間の距離を厳
密に測れない。そのような場合にノード間の距離を計測する方法としてRTT(Round
Trip Time)などを利用する方法もある。RTTを用いる場合は、pathchar [20]等など
の研究から、計測結果に差が大きいことが知られているので、例えば何度かRTTを
計測した中で最悪なRRT値を使用することで、各ノード間の距離の標準値として用
いることができるのではないかと考える。
6.3.2 ZONE生成時のクエリー集中
全ノードがDEFAULT ZONEに所属しているときにZONEが生成されると、クエ
リーなどTapestryルーティングメッセージの経路が ZONE IDに集中する、という
事態が考えられる。それに対してDEFAULT ZONEをあらかじめ複数用意すること
で、ある程度回避できると考える。
例えば ID空間が{0000}～{EEEE}だとしたら、これを均等にするようにDEFAULT ZONE
を {0000}、{1111}、{2222}・・・{EEEE}と 16個設定しておき、オーバレイに参加す
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るノードはランダムにどこかのDEFAULZ ZONEに所属するようにする。
6.3.3 コンテンツ配置の冗長性
Zone オーバレイ仕様の特徴から、Zone Overlay Replication の目標が例えば各
ZONEに1コンテンツを配置する場合などでは本手法によって冗長にコンテンツを配
置してしまう可能性がある。これは、ZONEは完成度が 100%になるまで非同期で生
成、併合され続けることが理由で、例えばある時間において各 ZONEに 1コンテン
ツを配置されていてもその ZONEが併合されることで 2コンテンツ存在する ZONE
が出現する。
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第7章 結論
本章では、本稿の結論を述べる。
7.1 まとめ
本研究では、ノードの地理属性を考慮したZoneオーバレイを構築し、その上でそ
れを応用したZone Overlay Replicationを実装した。これによって、従来のTapestry-
DHTと比べてノードの実ネットワーク上の位置を把握できるため、より戦略的な自
律動作を実現できる。
実験を通して以下の ZoneDHTの評価を示した。
• ZONE生成度及び完成度については改善の余地があるが、その中でZone Overlay
Replicationによって配置されたコンテンツにクエリーすることによって、短期
間に ZONE完成度を向上できた。
• 短期間で 100%の値を得るため、オーバレイ上に存在する全 ZONE情報をすぐ
に活用できる仕組みである。
• ZONEを生成することによるTapestryルーティングテーブルエントリへの影
響は非常に小さいので、提案したZoneDHTを使用することで与えるTapestry
ルーティング精度への影響は少ない。
7.2 今後の課題
今後の課題としては、ZONE生成度及び完成度を向上させる施策やより効率的な
ZONE判定条件の検討、ZONE生成時のクエリー集中を避ける機構の提案、コンテ
ンツ配置の冗長性に対する対応などが挙げられる。
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