Introduction
Unsupervised neural learning is typically employed in dimensionality reduction, to extract relevant features for subsequent stages of supervised learning. In this paper we examine a class of unsupervised learning algorithms used for a somewhat different purpose, that of clustering input vectors into various learned stereotyped behaviours in mobile robots [1] . Unsupervised techniques have significant advantages in such applications given their ability to continuously and autonomously adapt to a changing operating environment. While supervised algorithms require a set of labelled training data, the unsupervised techniques evolve input-output mappings based entirely on the input data which may be acquired from the environment in real-time.
In this paper we examine the application of one class of unsupervised algorithms known as competitive learning [2] (CL) and investigate its suitability as an adaptive control mechanism for an educational toy. Two variants of competitive learning, hard competitive learning (HCL) and soft competitive learning [3] [5] (SCL), will be explored. These explorations take into account limitations of the robotic system which will restrict the complexity of the algorithm which can be realized.
Children develop a great deal of their understanding of the world through play and this process can be enriched by providing a child with a stimulating toy. Anyone who has spent time with young children will quickly realize that the more novelty a toy displays the longer a child will remain interested in playing with it. If it is possible to create a toy which is able to change its behaviour over time or to adapt its behaviour to the user then it will enrich the child's experience with the toy and thereby enhance the learning process. To this end we examine important issues surrounding the embedding of CL algorithms in such a toy.
Hard and Soft Competitive Learning
As the name suggests competitive learning algorithms attempt to motivate learning through the use of some form of competition between the units within the network. Every unit is competing to become the unit which represents the current input pattern. Fig. 1 shows the basic structure of a CL network with the competition being represented by the dashed lines at the output layer.
There are a number of variations on the basic CL concept with the simplest form being hard competitive learning. In HCL, each unit in the network computes the Euclidean distance ( H i ) between the input vector ( V ) and the interconnection weights ( W i ), as given by Eqn. 1
The competition mechanism is realized through the straightforward selection of the output unit with the smallest H i for the current input pattern. This unit, known as the winner, is then assigned an output activation of 1 while all other units are assigned an activation of 0. The weight updates are then computed according to Eqn. 2, where ε is the learning rate and V i . is the activation of unit i .
(2)
Since only the winning unit i * has a non-zero activation this equation can be simplified to (3) The weight update procedure has the effect of reinforcing the association between the input pattern and the winning unit, while the weights of all other units remain unchanged. Since only the winning unit has a high activation and it is the only one which updates its weights this scheme is also commonly known as winnertake-all learning.
The HCL algorithm is attractive in its simplicity, yet there are situations where the winnertake-all nature of the learning can result in a solution which does not make effective use of all the output units. If the initial values of the weights were to place a unit in a region of the 
input space remote from the data points it is clear that nearer units would dominate the competition and the remote unit would be unused. This orphaned unit problem can be corrected by using the slightly more complicated soft competitive learning algorithm.
SCL is similar to HCL with the exception that the unit activations are analog quantities and all units perform weight updates for every pattern presented to the network. The Euclidean distance of Eqn. 1 is again computed for each output unit except that in this situation the values of H i determine the unit activation V i . These analog activations represent the degree to which the current input pattern matches the weight vector associated with each output unit.Weight updates are again computed using the formula of Eqn. 2. However, since the activations are now analog quantities every unit performs a weight update in proportion to its activation. Those units which are closest in the input space to the current input pattern will make the largest change in their weights, while those farther away will make only minor updates.
For the situation described earlier of a unit initialized into a remote location, it is clear that as learning progresses this unit will eventually be drawn toward the input data and will ultimately become a participating member of the solution. This process may take a large number of training cycles (epochs) if the learning rate is small, but the unit will eventually be used. This would not be the case with HCL. This improved performance does come with a price in terms of increased computation since the network must compute the activations of all units and update all network weights for each data pattern.
Radial basis functions are most commonly employed for the network activations, using the following formula (4) where N is the normalization term of Eqn. 5.
(5)
Hardware Implementation Issues
As was mentioned previously the objective of this work is to determine the practical implementation and performance trade-offs of using the various CL algorithms in an actual hardware system. In the current study this system is an autonomous mobile toy. The toy we are
using for these purposes is a simple two track robot constructed from LEGO ® Technic building bricks and controlled by a Motorola 68HC11 microcontroller based on work initiated at the Massachusetts Institute of Technology. Fig. 2 shows a photograph of the target robotic system. The LEGO components were used because they provide a simple yet flexible method of constructing a robust mechanical structure for the robot. The microcontroller is able to receive information about its environment from a variety of sensors connected through analog input ports. In the system pictured in Fig. 2 two photoresistors are mounted on the front of the robot, providing a two dimensional analog input. While the system does provide for a great deal of flexibility, there are some inherent limitations which impact our choice of learning algorithm.
First, the 68HC11 is an 8-bit microcontroller which is only capable of addressing a memory space of 64K bytes. This memory must be used for both the program and data storage, which puts significant restrictions on the size of the neural network which can be realized. Secondly, the available mathematical operations are also restrictive. While it is possible to do algorithmic simulations with great precision on a workstation, that same resolution is simply not practical in the hardware implementation. At this point we have managed to get the robot to learn to cluster its environment (obtained through its two optical analog sensors) into four well-separated categories, using HCL. Each of these gives rise to a sterotypical motor behaviour.
Without the benefit of an empirical analysis it is unclear how such restrictions will affect the performance of the algorithms in terms of time required to converge to a solution and even whether the network is able to reach a suitable solution. In order to answer these questions a number of detailed simulations were performed to assess the performance of the two algorithms and to better understand their behaviour in reaching a solution.
Analysis of Algorithmic Performance
To begin, a number of simulations were conducted to determine how the two algorithms reach a solution when confronted with the same artificial problem and to identify the relative advantages of each method.
The first simulation involved the task of discriminating between two well separated groupings of input data points within a two dimensional input space spanning the range 0-1 (Fig. 3) . The network consists of two inputs and two outputs. Initially the network weights were assigned random values near the centre of the input space. Results show that both of the algorithms are able to reach a stable solution with one of the two outputs centred in each input cluster. For this particular problem HCL provides slightly faster convergence, reaching a solution in 4 epochs as opposed to 6 epochs for SCL.
This process was then repeated for a slightly more complicated problem consisting of four well separated gaussians (Fig. 4) and a two input, four output network. Weights were again initially randomized near the centre of the input space. As before it was found that both algorithms were able to efficiently solve this task, both taking 10 epochs.
These two test cases were quite easy to solve given the non-overlapping nature of the input data. To increase the difficulty of the problem to a level more typical of an actual application environment several more simulations were conducted with varying degrees of overlap in two of the gaussian clusters. An example of these cases is shown in Fig. 5 . Here the two gaussians on the right overlap significantly, making it difficult for the network to determine the existence of three or four unique classes. Simulation results show that on some training trials both SCL and HCL are able to identify four clusters, while in others the networks mistakenly identify only three classes. In the latter case the fourth unit moves to one of the two left side clusters giving one of these clusters two units, while the overlapping clusters are both covered by a single unit. It was noted that this selection of non-optimal solutions occurs more frequently with the HCL network than with SCL. As well, for this more involved problem the SCL algorithm demonstrated significantly faster convergence, reaching a solution in 23 epochs as opposed to 32 for HCL. In fact, it was found that SCL consistently converges faster on the majority of problems except for those simpler cases involving non-overlapping gaussians.
Another interesting effect observed is the different trajectories which the HCL and SCL units take in reaching their solution. In the case of HCL, the weight vectors move directly from their initial starting point towards the closest input cluster. This is due to the winner-take-all nature of the HCL algorithm. The closest unit wins the competition and it is the only one to update its weight, moving closer to that data point. In contrast, the SCL units all initially move to the centre of the input distribution before eventually separating to each cover one input cluster. At first glance this behaviour seems unusual but closer analysis shows that it is entirely predictable. At the start of training the units are in a random orientation and the network is initially able to reduce its global error by moving all the units into a location where they each provide coverage of all input data. However, since the outputs of the units are normalized the activations remain relatively small. The network is able to increase the magnitude of the activations and reduce the global network error by moving the units towards the individual clusters, reaching the global minimum.
In all of the simulations described to this point, the initial network weights were deliberately placed well within the boundaries of the input data space. Under these circumstances both algorithms appear to provide suitable solutions with reasonable convergence times. However, as was mentioned earlier, there is a significant risk when using HCL of orphaning a unit. To investigate this phenomenon further additional test cases similar to those of Fig. 3 were conducted but with the initial weights randomized in an area remote from the two data clusters. As was expected, only one of the two HCL units was the winner for all input data points and ultimately learned to reach a non-optimal solution, positioned between and equidistant from the two clusters. The other unit remained unused near its initial remote starting point. In contrast, both units in the SCL network became participants in the solution, each clustering one of the two groupings in the input data.
Collectively these results favour SCL for both speed of convergence and the efficient utilization of units, all other things being equal. However, the SCL algorithm we've been using employs radial basis functions (RBFs) and requires the evaluations of exponentials during learning. This poses a significant problem if one attempts to implement this algorithm in the robotic system with limited mathematical and memory resources. It was therefore necessary to investigate alternatives which would overcome this limitation.
Effects of Exponential Approximations on Learning Performance
One solution to the problem of computing the exponential is to substitute the function with a table lookup approximation. Similar methods have been used in the past for approximation of the sigmoid function. However, it is unclear how an approximated exponential would affect the performance of the algorithm. Furthermore, if it is possible to utilize a table lookup, it was unknown how many table entries would be required in order to achieve reasonable performance. Both of these questions were answered through the use of additional simulations.
We first began this investigation by creating a lookup table with 15 entries approximating the function e x , where x ranged from -1 to -29 in steps of -2, and a final entry for x = -40. To further improve the performance of the approximation, a truncated infinite series of was used for values of x in the range 0 to -1. The simulations described in the previous section were then repeated using the lookup table.
Results of the simulations show that an RBF based SCL network is capable of reaching a solution using the lookup table approximation. However, it appears that the simplification makes it more likely that the solution obtained will be non-optimal in some cases. In those situations learning does not fail completely, but instead two of the units share the coverage of one input cluster while another is left to cover two clusters. It should be noted that this phenomenon also occurs occasionally when the actual exponential function itself is used, though the frequency of occurrence is much lower.
A secondary anomaly which was also observed relates to the convergence of the network. When a true exponential is used the network always converges to a precise solution in a reasonable number of epochs. However, with the lookup table approximation, the network still reaches a correct solution, but the cluster centres frequently do not converge to a single value. Instead they oscillate slightly around the precise solution. This behaviour is most likely due to the inability of the network to make the final precise adjustments to the weights needed to reach the true local minimum. Instead, the approximated exponential is returning much coarser values which interfere with precise convergence. While this effect frequently occurs it will not have an adverse impact on the Though the 15 element lookup table provided  very encouraging results it was desired to further reduce the number of elements in the table  in order to determine how small the table could become and still give reasonable network performance. To this end, an identical suite of simulations were again conducted using the same test cases while reducing the size of the table to 8, 4, and 2 elements.
As would be expected the performance of the network declined as the table size decreased. Table 1 shows the number of times the network reached a non-optimal solution for the various sizes of lookup table investigated. The network performance using a true exponential is also included for reference. Each test case was simulated five times with each size of lookup table. For the test cases G2a, G2b, and G4a which involved arrangements of non-overlapping gaussians the size of the table had little impact on network performance. Convergence times were comparable to simulations involving a true exponential. However, in cases G4b and G4c which contained overlapping gaussians the performance of the network decreased significantly when the smaller table sizes were used.
Other Competitive Learning Algorithms
While SCL showed performance advantages over HCL it may not be the most efficient CL algorithm for the robotic application. Other variants of CL, such as frequency sensitive competitive learning [4] , may provide equivalent performance while placing fewer demands on the hardware. These are questions which will need to be investigated in future studies, both through simulation and through extensive tests involving the robot hardware.
Conclusions
The investigations described in this paper have clearly shown the suitability of competitive learning for the unsupervised clustering needed in an autonomous robotic toy. Soft competitive G2a  0  0  0  0  0  G2b  2  0  0  0  0  G4a  0  1  0  0  0  G4b  0  3  1  2  5  G4c  1  0  2  5  5 learning was found to out-perform hard competitive learning in the more challenging test cases examined. Furthermore, simulations indicate that radial basis functions may be used within the constraints of the hardware system if the exponential function is replaced with a lookup table equivalent of at least 15 elements.
