Let G = (V (G), E(G)) be an undirected connected graph and let X be a subset of V (G). The set I(X) = X\N (X) denotes the set of isolates in X and B(X) = (V (G) \ X) ∩ N (X) denotes the boundary of X, where N (X) = {y ∈ V (G) : yx ∈ E(G) for some x ∈ X} is the set of neighbors of X. The I-differential of X is given by ∂ I (X) = |B(X)| − |I(X)|. The I-differential of G, denoted by ∂ I (G), is equal to max{∂ I (X) : X is a subset of V (G)}. In [3], Lewis et al. showed that ∂ I (G) ≤ n − γ t (G), where n is the order of G and γ t (G) is the total domination number of G. Then, in [5] , Caga-anan and Canoy showed that this is actually an equality, thereby showing that finding the I-differential of a graph is equivalent to finding its total domination number. In this paper, we introduce the I-integral of a graph and present some important results, some of which showing the relationship of the I-integral, I-differential, total domination number, and domination number of a graph.
Introduction
The various differentials of a graph are defined and investigated by Lewis et al. in [3] . It was introduced via a game about maximizing a profit under certain rules.
Let B(X) be the set of vertices in V (G) \ X that have a neighbor in a set X. The differential of X, denoted by ∂(X), is given by ∂(X) = |B(X)| − |X|, and the differential of the graph G, denoted by ∂(G), is equal to max{∂(X) : X ⊆ V }. The parameter ∂(G) is the solution of the game by Lewis et al.. It was also studied by Goddard and Henning [6] , who denoted it by η(X).
The other differentials are defined as follows.
The domination number γ(G) of G is the minimum cardinality of a dominating set. If S is a dominating set with |S| = γ(G), then we call S a minimum dominating set of G or a γ-set in G. If N (S) = V (G), then we say that S is a total dominating set of G. The total domination number γ t (G) of G is the minimum cardinality of a total dominating set. If S is a total dominating set with |S| = γ t (G), then we call S a minimum total dominating set of G or a γ t -set in G. Now, the isolates and the non-isolates of X are, respectively, the sets I(X) = X\N (X) and A(X) = X ∩ N (X), where N (X) is the set of neighbors of X.
We now define the I-integral of a graph. Definition 1.1 Let G be a connected graph and X ⊆ V (G).
The inner boundary number of X, denoted by β i (X) is
The outer boundary number of X, denoted by β o (X) is
Results
We present here some important results about the I-integral of a graph. The first theorem is the main result by Caga-anan and Canoy in [5] and the second theorem and its corollary give inequalities relating the I-differential, I-integral, domination number, and total domination number of a graph.
Theorem 2.2 Let G be a connected graph of order n.
In view of Theorem 2.1, we have the following corollary.
We recall first that the degree of a vertex v of a graph G is given by deg(v) = |N (v)| and the degree of G, denoted by ∆(G), is max{deg(v) : v ∈ V (G)}. The next theorem shows the bounds for the I-integral of a graph.
Theorem 2.4
For any connected graph G of order n,
Proof : Since for any X ⊆ V (G), β i (X), β o (X), and |I(X)| are all nonnegative, the lower bound easily follows. Now, let X = {v}, where
. Note that v is an isolate of X, hence, |I(X)| = 1. Now, observe that if we delete an element from X we have the empty set. Thus, there is no Y ⊆ X such that B(X\Y )\Y = B(X). Hence, β i (X) = 0. Thus, we have
The following theorem characterizes the graphs attaining the lower bound in the preceding theorem. Implying that β i (X) ≥ 1, which again, is a contradiction. Thus, X is also a minimun dominating set, that is, γ(G) = |X|. Thus, we have γ t (G) = γ(G).
The proof of the next theorem constructs a graph with I-integral equal to a number n. . Let this new connected graph be G n . We are to show that I (G n ) = n.
Let X 1 be the vertices {v 
Then, X is a total dominating set and thus we have β o (X) = 0 and I(X) = ∅. Now, consider that X 2 ⊆ X and B(X\X 2 )\X 2 = B(X). It can be easily seen that X 2 is the largest subset of X having that property, and hence, β i (X) = n. Hence, I (X) = β o (X) + β i (X) + |I(X)| = 0 + n + 0 = n. 
