The research described here builds on our previous work by generalizing the univariate models described there to models for multivariate relations. This family, labelled p*, generalizes the Markov random graphs of Frank and Strauss, which were further developed by them and others, building on Besag's ideas on estimation. These models were rst used to model random variables embedded in lattices by Ising, and have been quite common in the study of spatial data. Here, they are applied to the statistical analysis of multigraphs, in general, and the analysis of multivariate social networks, in particular. In this paper, we show how to formulate models for multivariate social networks by considering a range of theoretical claims about social structure. We illustrate the models by developing structural models for several multivariate networks.
Introduction and background
The goal of this paper is to extend the family of models termed p* presented in Strauss & Ikeda (1990) and Wasserman & Pattison (1996) to multivariate social relations. The p* family is a class of models for a single dichotomous social network relation, with parameters re ecting a wide variety of possible structural features. Yet social network relationships are often observed in multivariate form, being designed to re ect different qualities of social relations and their interrelationships. Indeed, the problem of characterizing the interdependence of social ties of different types has a long theoretical history (Nadel, 1957; White, 1963; White, Boorman & Breiger, 1976; Boyd, 1991; Pattison, 1993) .
Here we present an extension of the p* family to multivariate social network data. We describe a general class of models that can be used to evaluate a wide range of hypotheses about the forms of structural interdepend ence in multiple relations. Two examples are presented to illustrate the models and the ways in which they can be used to investigate hypothesized interdependencies. Fienberg, Meyer & Wasserman (1985) , Wasserman (1987) , Iacobucci & Wasserman (1987) and Iacobucci (1989) extended the p 1 family to social networks in which more than one relation is measured, building on earlier work of Davis (1968) , Galaskiewicz & Marsden (1978) , , Holland & Leinhardt (1981) , and Fienberg, Meyer & Wasserman (1981) . All of these models assume dyadic independenc e, an assumption that has since come to be seen as unduly restrictive (see Wasserman & Faust, 1994, Chapter 15) .
Other interesting approaches to the statistical analysis of multiple relations include Katz & Powell (1953) , Hubert & Baker (1978) , Frank, Lundquist, Wellman & Wilson (1986) , and Wellman, Frank, Espinoza, Lundquist & Wilson (1991) . The scarcity of a literature on statistical models for multivariate graphs (or multirelational networks) is underscored by the fact that only recently has there been any work on conditional uniform multigraph distributions (Wasserman & Pattison, in press ). It would clearly be useful, therefore, to construct models for multivariate networks that possess a statistical basis but that do not make the implausible assumption of dyadic independence. The purpose of this paper is to describe such models. These rst arose as models for lattice structures (Ising, 1925) , and have found much use in spatial applications (Besag, 1975 (Besag, , 1977a Wasserman, 1978; Strauss, 1992) . They may also be seen as a special case of models described in the graphical modelling literature (for example, Cox & Wermuth, 1996; Edwards, 1995; Lauritzen, 1996; Whittaker, 1990) . Wasserman & Pattison (1996) elaborated upon Frank & Strauss's (1986) application of these models to social networks, and utilized the standard pseudo-likelihood estimation approach to tting these models, rst described by Besag (1975 Besag ( , 1977b ) and applied to networks by Strauss & Ikeda (1990) .
After presenting notation, we introduce the multivariate p* model. We describe a number of particularly useful forms of the model and illustrate their application to two quite different multivariate networks.
Some notation
We adhere to the notation presented in Wasserman & Pattison (1996) . A social network is de ned as a set of g social actors and a collection of r social relations that specify how these actors are related to one another.
We let N denote the set of actors, N = {1, 2, . . . , g} and let X m denote a social relation of type m; X m is a set of ordered pairs recording the presence or absence of relational ties of type m between pairs of actors. If the ordered pair (i, j) is in this set, then the rst actor (i) in the pair has a relational tie of type m to the second actor (j) in the pair. We let R = {1, 2, . . . , r} denote the set of relation types or labels. Any social relation X m can be represented by a g 3 g matrix, often referred to as a sociomatrix, X m , where (X m ) ij = 1, if (i, j) [ X m , 0, otherwise.
»
The converse of the relation X m , which we denote by X 9 m , is represented by (X 9 m ) ij = 1, if (j, i) [ X m , 0, otherwise.
In the general, multivariate case, relational ties are recorded for r relations, X 1 , X 2 , . . . , X r ,
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with associated (socio)matrices X 1 , X 2 , . . . , X r . We also consider the relations constructed from intersections and compositions of these r measured relations. Formally, the intersection X k Ç X h of relations X k and X h is given by the array X k Ç X h , which has entries:
if (X k ) ij = 1 and (X h ) ij = 1, 0, otherwise.
»
The composition (or compound relation) X k X h of relations X k and X h is given by the array X k X h , which has entries:
if (X k ) il = 1 and (X h ) lj = 1 for some l [ N , 0, otherwise.
Since we are concerned here with multivariate networks, we also view the sequence of matrices (X 1 , X 2 , . . . , X r ) as de ning a three-way array X of size g 3 g 3 r with entries {X ijm = (X m ) ij }. Since these (socio)matrices will be assumed to be random quantities, we use lower-case bold-face characters (such as x) to denote realizations of the random quantities.
To specify the multivariate p* model, we introduce several new arrays constructed from X. First, we de ne X + ijm as the array formed from X where the tie from i to j of type m is forced to be present:
» Thus, X + ijm differs at most from X by the (i, j, m)th entry, which is forced to be 1. Next, we de ne X 2 ijm as the array formed from X where the tie from i to j of type m is forced to be absent:
We also de ne X c ijm as the matrix for the complement relation for X of the tie from i to j of type m.
The complement relation has no relational tie of type m coded from i to j -one can view this single variable as missing. As in Wasserman & Pattison (1996) , we will let v represent logits -log-odds ratios comparing the probability of one outcome of a random variable to the probability of another outcom e, on a logarithm scale.
Multivariate p*
The original speci cation of the class of models p* was just for a single dichotomous relation, as described by Wasserman & Pattison (1996) (see also Frank & Strauss, 1986; Rennolls, 1995; Strauss & Ikeda, 1990) . Generalizations to more than one relation were mentioned in concluding remarks by Frank & Strauss (1986, Section 6 ) and by Strauss & Ikeda (1990, Section 5 ) and discussed in brief by Frank (1991 Frank ( , 1997 and Frank & Nowicki (1993) .
Theory
We rst present a generalization of the basic p* model to mutivariate networks. We de ne a set of random variables based on the relational ties in the network and then construct a dependence graph for this situation. The Hammersley-Clifford theorem (Besag, 1974 ) posits a probability distribution for these random variables by using the postulated dependence graph. The exact form of the dependence graph depends on the nature of the substantive hypotheses about the social network under study; we discuss such hypotheses at length.
Probability models for multivariate directed random graphs
Any observed multivariate network may be regarded as a realization x = [x ijm ] of a random three-way binary array X = [X ijm ]. In general, the entries of the array X cannot be assumed to be independent; consequently, it is helpful to specify a dependence structure for the random variables {X ijm } as originally suggested by Frank & Strauss (1986) . The dependence structure for these random variables is determined by the dependence graph D of the random array X. D is itself a graph whose nodes are elements of the index set {(i, j, m); i, j [ N , i Þ j; m [ R } for the random variables in X, and whose edges signify pairs of the random variables that are assumed to be conditionally dependent (given the values of all other random variables). More formally, a dependence graph for a multivariate social network has node set
The edges of D are given by (k, l, h) ), where X ijm and X klh are conditionally dependent}.
The dependence graph is an example of what is termed an independence graph in the graphical modelling literature (for example, Lauritzen, 1996) ; see Robins (1998) for an extended discussion of the application of graphical modelling techniques to social network models.
As Frank & Strauss (1986) observed for univariate graphs and associated two-way binary arrays, several well-known classes of distributions for random graphs may be speci ed in terms of the structure of the dependence graph. For example, the assumption of conditional independence for all pairs of random variables representing distinct relational ties (that is, X ijm and X klh are independent whenever i Þ k and/or j Þ l) leads to the class of Bernoulli multigraphs (see Frank & Nowicki, 1993; Wasserman & Pattison, in press ); the assumption of conditional dependence of X ijm and X klh if and only if {i, j} = {k, l} leads to the class of multivariate dyad independenc e models (see Wasserman, 1987; Wasserman & Pattison, in press ). The assumption of conditional independence of X ijm and X klh if and only if {i, j} Ç {k, l} = AE gives rise to the class of multivariate Markov random graphs. Of course, if the dependence graph is fully connected, then a general class of random graphs is obtained.
The Hammersley-Clifford theorem (Besag, 1974) establishes that a probability model for X depends only on the complete subgraphs, or cliques, of the dependence graph D. (A subset A and N D is complete if every pair of nodes in A is linked by an edge of D. A subset comprising a single node is also regarded as complete.). In particular, application of the
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Hammersley-Clifford theorem yields a characterization of P(X = x) in the form of an exponential family of distributions:
} is a normalizing quantity; D is the dependence graph for X (the summation is over all subsets A of nodes of D); Q (i,j,m) [A x ijm is the suf cient statistic corresponding to the parameter l A ; and l A = 0 whenever the subgraph induced by the nodes in A is not a clique of D.
The set of non-zero parameters in a model for P(X = x) is thus determined by the collection of the maximal cliques of the dependence graph. A maximal clique is a complete subgraph that is not properly contained in any other complete subgraph. Note that any subgraph of a complete subgraph is also complete, so that if A is a maximal clique of D, then there will be non-zero parameters for A and all of its subgraphs.
Dependence structures for social networks
It is clear from model (1) (which we can refer to as the multivariate p* distribution) that in order to construct a probability model for a multivariate random array, we need to specify an appropriate dependence structure. We therefore consider some likely forms of dependencies arising in multivariate arrays constructed from various types of social networks. The literature on structural models for social networks contains a number of theoretical claims about the structural properties of networks that can be used to construct candidate dependence structures.
Multiplexity: Interdependence of relations linking a pair of individuals.
The large literature on role-sets (Merton, 1957; Winship & Mandel, 1983 ; see also Chapter 12 of Wasserman & Faust, 1994) attests to the widespread belief that there is a likely dependence between different ties linking any given pair of individuals. The essence of the claim is that the presence of one type of tie between individuals is likely to affect the presence of other types of tie and that, over time, distinctive role-sets, comprising the relations linking a pair of individuals, characterize the relationship from individual i to individual j, Such multiplex interdependencies lead to maximal cliques in the dependence graph of the form {(i, j, 1), (i, j, 2), . . . , (i, j, r)}; if these are the only dependencies that are assumed, the general class of Bernoulli multigraphs is obtained. 
In the latter case, model (1) describes the multivariate dyad independenc e model, termed the multivariate p 1 model (Wasserman, 1987) .
Role interlocking; path dependence. A third type of argument has pointed to the potential importance of role interlocking in social networks (for example, Boorman & White, 1976; Boyd, 1991; Lorrain & White, 1971; Pattison, 1993; White, 1977) . It has been argued that the interrelationships among distinct types of ties can be represented by a partial ordering among labelled paths in a social network, where labelled paths systematically trace connections among sequences of individuals (see Pattison, 1993) . More speci cally, a path with the label mh links individual i to individual j if there is a tie of type m from i to some intermediate individual l and a tie of type h from l to j (that is, if X ilm = 1 and X ljh = 1).
Longer paths are de ned recursively: a tie of type mhn links individual i to individual j if there is some individual l such that i is linked to l by a path with the label mh and l is linked to j by a tie with the label n. We refer to the path mhn as the concatenation of paths mh and n, and note that concatenation is associative; that is, paths constructed as the concatenation of mh and n link precisely the same pairs of individuals as paths constructed by the concatenation of m and hn. Paths in networks have been claimed both to provide the essential framework for the ow of social processes, as, for example, in the research on the diffusion of innovations (see for example, Coleman, Katz & Menzel, 1966; Michaelson, 1990) and to give rise to some powerful anticipatory effects (see Lee, 1969; Mayer, 1977) . The most rudimentary form of dependence associated with social structures conceived in this form involves conditional dependence between the variables X ilm and X ljh . The maximal cliques induced by such an assumption are cycles of length 2, {(i, j, m), (j, i, h)}, and cycles of length 3, Actor effects. The fourth argument has arisen in the social cognition literature and posits actor attributes or biases associated with either the actor from whom the tie is directed (leading to a so-called row effect) or the actor to whom the tie is directed (a so-called column effect). Row effects are associated with conditional dependencies of the form {(i, j, m), (i, k, h)}, and give rise to maximal cliques in D of the form
Such dependencies are likely to be assumed when actor i is the source of inform ation about all relational ties emanating from actor i; they are also necessarily imposed if constraints are placed on the total number of ties directed from actor i (see Holland & Leinhardt, 1973) .
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Column effects are associated with conditional dependencies of the form {(i, j, m), (k, j, h)} and so with maximal cliques
Position effects and blockmodels. A fth theme in the structural analysis of multiple networks is that distinctive patterns of inter-individu al ties are associated with particular social positions. Thus, individuals occupying similar social positions may exhibit similar conditional dependencies among ties, whereas those occupying distinct positions may possess quite distinct inter-tie dependencies. Thus, knowledge of social position may be used as a basis for some hypothesized equations among the parameters referring to particular patterns of conditional dependencies (determined by cliques in the dependence graph); these issues are further discussed below.
Interdependence of interlocking roles. In addition, several of these arguments may be combined. For instance, if we assume conditional dependencies associated with arguments for multiplexity, reciprocity and exchange, as well as role-interlocking effects, then the class of Markov random multigraphs results; its maximal cliques have the form of either a multivariate triad,
or a multivariate star,
Note that these three assumptions also entail actor effects; hence, we claim that the class of Markov random multigraphs is a quite plausible framework for the modelling of structure in multiple social networks.
Homogeneity constraints
For many of the speci c dependence graphs that we have discussed, particularly for Markov random multigraphs, model (1) may require the estimation of a large number of parameters. It is often useful, therefore, to introduce certain equality constraints among the parameters, or to set certain parameters to zero. One can de ne a class of homogeneous models for multivariate networks, in which networks that are isomorphic under relabellings of the nodes are equiprobable . More generally, we introduce an assumption that parameters corresponding to certain isomorphic con gurations of nodes are equal. We identify a random graph con guration with a subset A of N D and we call con gurations corresponding to A and B isomorphic if there is a one-to-one mapping w on the nodes in N such that (i, j, m) [ A if and only if
If two con gurations A and B are isomorphic, we set l A = l B and note that the suf cient statistic corresponding to l A becomes
ijm , where the summation is over all con gurations B isomorphic to A.
A more restricted form of parameter equating may also be useful when the nodes of the random graph are hypothesized to fall into distinct classes, or positions (as in an a priori blockm odel; see, for example, White et al., 1976; Wasserman & Anderson, 1987; Wasserman & Faust, 1994, Chapter 10) . In this case, the random graph nodes of the con guration identi ed with the subset A may be regarded as coloured, and two con gurations A and B are de ned as isomorphic if there is a one-to-one mapping w on the nodes of N such that:
2. i and w (i) have the same colour; 3. j and w ( j) have the same colour.
We then set l A = l B only if A and B are isomorphic (using this more restrictive de nition).
The multivariate p* model
As mentioned, we refer to equation (1) 
Introduction
The dependence structures for social networks described in the preceding section give rise to Table 1 . In order more easily to de ne the statistics, we introduce a counting function f for an array Z as the sum of entries in the array: f Z = P ij Z ij . The function f is a count of the number of distinct ordered pairs of nodes i and j for which there is a relational tie of type Z. For convenience, we refer to the parameter corresponding to f Z as h z .
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When homogeneity constraints are imposed, we can represent the suf cient statistics in a compact form. For the assumption of multiplex conditional dependencies, any clique in N D has the form
thus, in the homogeneous case, the suf cient statistic for the multiplex parameter associated with the clique A is f Z , where
(Note that any non-em pty subset of relations gives rise to a clique of this form, so that we also have statistics of the form f X m , f X k ÇX l , and so forth).
Reciprocity cliques of the form {(i, j, m), (j, i, l)} give rise to the exchange statistics f X k ÇX9 l . Cliques in role-interlocking dependence structures lead to additional 2-path and 3-cycle statistics of the form f X m X h and f (X m X h )ÇX9 n , respectively. Some of the statistics for parameters re ecting row and column effects can be de ned using the indicator matrices R i and C j , whose elements are given by:
( In order to de ne statistics for the Markov random multigraph model, let R k be any subset of relations and de ne Y k as the intersection of the relations in R k . The triad statistic corresponding to a general multivariate triad has the general form f Z with
When homogeneity is imposed only within S possible blocks or positions, the network statistics that arise correspond to within-bloc k sums and can be represented by using the matrix d st with entries:
» For example, in the case of any homogeneous statistic f z , the block-hom ogenous set of statistics is {f ZÇd st , s = 1, 2, . . . , S; t = 1, 2, . . . , S}.
Some other network statistics, and associated parameters, are also presented in Table 1 . This table also identi es the parameter labels used in Wasserman & Pattison (1996) and their generalizations to multivariate networks.
Note that each of the statistics described above may be assumed to be homogeneous, or may be allowed to depend on some mutually exclusive and exhaustive partition of actors or pairs of actors. For example, generalized transitivity statistics may be calculated for every triple of subgroups arising from a partition (for example,
and may be used to assess the homogeneity of generalized transitivity across subgroups.
Logit models and logistic regressions for social networks II 3.2.2. The model
In combination with various homogeneity constraints, model (1) can be written in the general form:
where h is a vector of model parameters and z(x) is a vector of network statistics. As we have described, these vectors depend on the structure of the hypothesized dependence graph, and on whether any homogeneity constraints have been proposed.
The model is of exponential family form; that is, the probability function depends on an exponential function of a linear combination of network statistics. In some cases, constraints on the elements of h are required in order to ensure a set of uniquely determined parameters (as we illustrate later with our examples). Usually, the elements of h are unknown and must be estimated.
The function k(h) in the denom inator of model (2) is a normalizing quantity whose value guarantees that the probability distribution is indeed proper, summing to unity over the sample space of the random variable X (the set of all possible multivariate networks, with r relations and g actors).
Estimation of the parameters of models that assume only multiplexity and/or generalized reciprocity and exchange effects (as in the multivariate p 1 model) is not particularly dif cult.
In these cases, the likelihood function is simply the product of the probabilities for each multivariate tie or dyad (for example, see Wasserman, 1987) . Estimation of parameters of the general multivariate p* model is not straightforward, however. The likelihood function for the parameters h of p* depends on the complicated normalizing quantity k(h), which makes maximum likelihood estimation dif cult except in special circumstances (such as dyadic independence), and when the multigraphs are quite small (Walker, 1995) . In order for probabilities to be computed, one must be able to calculate k, which is just too dif cult for most networks. Hence, alternative model formulations and approxim ate estimation techniques are important. One such alternative, which we now describe, utilizes log-odds ratios of the conditional probabilities of each element of X.
The logit model
We can turn model (2) into a generalized autologistic model for conditional probabilities, giving us an equivalence between model (2) and spatial models (Besag, 1972 (Besag, , 1974 Strauss, 1992) . The step utilizes the dichotom ous nature of the random variable X ijm , and produces an approximate likelihood function that is much easier to deal with.
We rst condition on the complement of X ijm , and consider just the probability that the dichotomous random variable X ijm is unity. Recall that this variable records whether the tie from i to j of type m is present. Speci cally, consider
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which has the advantage of not depending on the normalizing quantity. We next consider the odds ratio, which simpli es model (3):
From this, the log-odds ratio, or logit, model has the rather simple expression:
If we de ne d(
, then the logit model (5) simpli es succinctly to
is the vector of network statistics that arises when the quantity x ijm changes from 1 to 0. This version of the model is a logit p* model for a multivariate network, and is a generalized autologistic model (see Strauss, 1992) applied to social network data.
Estimation
The likelihood function for the general form of multivariate p*, model (2), is
, where the dependence on the normalizing quantity can easily be seen. As mentioned, maximum likelihood of h is dif cult due to the size of the sample space. An approximate estimation approach, proposed by Besag (1975 Besag ( , 1977b , and adopted by Strauss (1986) , Strauss & Ikeda (1990) and Wasserman & Pattison (1996) , utilizes tools made popular in models for rectangular lattices and spatial data; speci cally, we use the logit formulation and de ne the pseudo-likelihood function as
and a maximum pseudo-likelihood estimator (MPLE) to be the value of h that maximizes (6).
MPLEs are much easier to calculate than maximum likelihood estimators (MLEs). MPLEs differ from MLEs for all but the simplest models (those for which the conditional probabilities are indeed independent of the complement relation). Basically, the approach assumes conditional independenc e of the random variables representing the multivariate relational ties (for discussion of the issues in using maximum pseudo-like lihood rather than maximum likelihood estimation, see Wasserman & Pattison, 1996; and Preisler, 1993) .
There is a large literature on the use of approximate likelihoods in spatial modelling. Diggle (1996) reviews models for discrete spatial variation, and notes that there are several possible estimation techniques. He notes in his detailed discussion that MPLEs are more ef cient than other possibilities (which include the coding method of Besag, 1974) . Further, for moderately large samples, the differences between MPLEs and MLEs are often negligible. Small sample sizes, and hence small networks (g < 10), unfortunately, are particularly problem atic.
Logit models and logistic regressions for social networks II
In social network modelling, Strauss & Ikeda (1990) established that estimation of h for single, dichotomous relations can be accomplished via logistic regression using any standard logistic regression model-tting routine. In particular, they showed that maximizing the pseudo-likelihood given in equation (6) is equivalent to maximizing the likelihood function for the t of logistic regression to model (5) (for independent observations {x ijm }).
Further, they observed that such logistic regressions can be tted using iteratively reweighted Gauss-Newton computational techniques, as implemented by any logistic regression model package.
The proof of this result uses the fact that the derivatives of the pseudo-like lihood, set equal to zero, are identical to those obtained from a logistic regression, with the relational variables as data values. Thus, tting p* can be done by using the logit p* form and assuming that the relational variables are actually statistically independent. The idea for this theorem was rst suggested by Frank & Strauss (1986) for estimation of the parameters in their triad model. The generalization of this result to the three-way binary array X is straightforw ard.
The evaluation of the t of multivariate p* is not straightforward, but it is helpful to compare the observed values x ijm with the tted valuesx ijm . The tted values, as is common with dichotom ous variables, are de ned asx ijm =P (X ijm = 1| X c ijm ). The estimated conditional probabilities are computed from
Two useful indices of t are the psuedo-likelihood ratio statistic,
for a model, and the mean of the absolute value of the residuals (x ijm 2xijm). In the examples below, we report both G 2 PL and the mean absolute residual. Unfortunately, as with all other uses of this MPLE approach, the distribution of G 2 PL is unknown, even asymptotically, and there is no straightforward way of estimating the standard errors of parameter estimates (although asymptotic standard errors calculated from logistic regression models can give approxim ate guidance to the modeller). Crouch & Wasserman (1998) give some preliminary results comparing MPLEs to MLEs, and report the optim istic nding that, for moderately large networks (g > 10), both standard errors and test statistics based on the pseudo-likelihood approach are quite close to those based on the exact likelihood.
Computational details
Maximum pseudo-like lihood estimates of the parameters of model (1) are obtained by tting the logistic regression model (5). In order to t model (5), we compute, for each relational tie, the values of the 'explanatory variables' z(x + ijm ) 2 z(x 2 ijm ) corresponding to each statistic z(x); we then use these as the observed explanatory variables for the realization of X ijm (the 'response variable') in the logistic regression corresponding to model (5).
The computation of the values z(x + ijm ) 2 z(x 2 ijm ) is simple, but it is useful to note that the values may take a different form for the various types of relational ties (corresponding to the subscript m of X ijm ). For example, suppose that there are two relations, X l and X h , respectively, and consider the parameter corresponding to the triadic effect 
Examples
We illustrate the construction and tting of multivariate p* models using two examples.
The Grade 7 peer network
The rst example is an extension of the data analysed by Wasserman & Pattison (1996) . Vickers (1981) and Vickers & Chan (1981) obtained network data from 29 students in grade 7 in a school in Victoria, Australia. They asked students to nominate their classmates on a number of relations, including the following:
1) Who are your best friends in the class? 2) Who would you rather not have as a friend?
We label the relations de ned by these two questions as X B (relation 1) and X N (relation 2), and their associated matrices as B and N, respectively. The matrix for the 'best friends' relation is given here as our Table 2 , and the matrix for the 'not friends' relation as our Table 3 . As noted by Wasserman & Pattison (1996) , actors 1 -12 are boys, while actors 13 -29 are girls. In Wasserman & Pattison (1996) , we analysed the relation X B and established that it possessed strong reciprocity and transitivity effects. Here, we t models simultaneously to the relations X B and X N in an attempt to model their mutual interdependence. Our models use the methodology described earlier, and are guided by the literature that has speculated on the structure of positive and negative affect ties (see the discussion in Wasserman & Faust, 1994 , Chapter 6, on signed graphs); we also compare our models to previous descriptive analyses of similar types of ties. We report the t of a number of homogeneous models.
Models 1a and 1b -independence. We rst t two versions of a complete independenc e
model, in which we make the (implausible) assumption that all observed ties are independent.
In the rst version of the model, we allow a single separate 'choice' parameter h z (where Z may be either B or N ) for each type of relation; in the second, more restricted version, we assume a single common choice parameter. In both versions of the model, the maximal cliques of the dependence graph have the form {(i, j, m)}; in model 1a, the parameters corresponding to this clique are assumed to depend on relation m (but not on actor i or j), whereas in model (1b), the parameter is assumed constant for all i, j and m. The suf cient statistics for model (1a) are f B and f N ; model 1b has suf cient statistic f B+N . The t of models 1a and 1b is summarized in Table 4 . Neither model provides a good t, with the mean of the absolute residuals equal to approximately 0.37. Since model 1b is nested in model 1a, the difference between the pseudo-like lihood ratio statistics is of interest and we note that model 1b appears to be no worse a t than model 1a (D G 2 PL = 3.2, and the models differ by one parameter).
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Model 2 -multiplexity. Model 2 is a multiplexity model, with maximal cliques {(i, j, 1), (i, j, 2)}. The model allows for the possibility that an X B tie from i to j is conditionally dependent on an X N tie from i to j. Models 3a and 3b -reciprocity and exchange. Model 3 assumes bivariate dyad independence (as described by Wasserman, 1987) , and has maximal cliques {(i, j, 1), (i, j, 2), (j, i, 1), (j, i, 2)}. We t two restricted versions of the model: rst, model 3a, in which only choice and reciprocity effects are assumed (with parameters h z , for Z = B, N, B Ç B 9 and N Ç N 9 ); and, second, model 3b, with an additional exchange parameter h z for the relation Z = B Ç N 9 . In model 3a, the presence of an X B tie from i to j is assumed to be conditionally dependent on the presence of an X B tie from j to i (that is, on the presence of reciprocity); similarly for X N ties. Model 3b allows, in addition, the presence of an X B tie from i to j to be conditionally dependent on the presence of an X N tie from j to i (that Table 2 . Vickers & Chan's (1981) 1 1 1 1 1 0 0 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 0 0 1 1 1 0 1 0 0 1 1 1 1 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 1 0 1 1 1 0 1 0 0 1 1 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 1 1 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 1 0 1 1 1 0 0 0 1 is, on the exchange of an X N tie for an X B one). We have not tted the most general homogeneous dyad-independence model, which includes multiplexity parameters, since B and N co-occur only rarely (and, as a result, it is dif cult to t parameters corresponding to relations such as B Ç N, B Ç N Ç B 9 , and so forth). The t statistics in Table 4 indicate that not only is model 3a a substantial improvement over model 1a (D G 2 PL = 208.6, with just two additional parameters), but also that model 3b provides a marginally better t than model 3a
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Model 4 -path dependence.
Model 4 is a path-dependent model and assumes that a tie of any type from i to j may be conditionally dependent on ties of any type from j to some third individual k. Maximal cliques therefore have the form Models 5a and 5b -restricted Markov random graph models. The nal set of models are path-dependent models with additional dependencies assumed on substantive grounds. All models have the model 4 parameters; in addition, model 5a possesses dependencies consistent with the transitivity-like hypothesis that friends are likely to agree on their relations with third parties (hence likely pairwise conditional dependencies between relational ties of type X B from i to j, i to k and j to k, and also between relational ties of type X B from i to j, of type X N from i to k, and of type X N from j to k). Model 5b possesses additional dependencies consistent with the claim that non-friends are likely to disagree on their relations with third parties (hence likely pairwise conditional dependencies between relational ties of type X N from i to j, of type X N from i to k and of type X B from j to k, and also between relational ties of type X N from i to j, of type X B from i to k, and of type X N from j to k.
(See Johnsen (1986) for a review and analysis of the literature on the structure of affective ties; and Pattison (1993) for an algebraic translation of these structural claims.) Model 5a adds {(i, j, 1), (j, k, 1), (i, k, 1)} and {((i, j, 1, )(j, k, 2), (i, k, 2)} to the set of maximal cliques for model 4; model 5b also adds {(i, j, 2), (j, k, 1), (i, k, 2)} and {(i, j, 2), (j, k, 2), (i, k, 1)}. We note that all of the subcliques of these additional maximal cliques have corresponding parameters in models 5a and 5b; these additional subcliques correspond to various forms of stars: and {(i, j, m) , (j, k, h)}. As indicated in Table 4, four additional parameters). The mean of the absolute residuals for model 5b is 0.196, suggesting a more reasonable t to the data (but one that could lend itself to further possible improvement). The MPLEs for the parameters of model 5b are displayed in Table 5 . Positive estimates were observed for both reciprocity parameters and for the parameters associated with three of the four additional hypothesized dependencies. Thus, the conditional odds of a tie of any type appear to be enhanced if a reciprocal tie of the same type is present, if the tie completes one of the expected triadic structures for agreement between friends, or if the tie completes a triad in which an individual would rather not have as a friend any friend of someone who has been indicated as a non-friend. Negative estimates were obtained for the exchange parameter, for 2-stars comprising two incoming X B ties, and for 3-cycles comprising X B ties. Thus, the conditional odds of a tie of any type appear to be reduced by the presence of a reciprocated tie of the other type; in addition, the odds of a X B tie being directed to a particular individual are
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reduced if other X B ties are also directed to the same indivi dual, or if the tie com pletes a 3-cycle of X B ties.
Padgett & Ansell's Florentine network
Our second example is an analysis of marriage and business ties among groups of Florentine families (Padgett & Ansell, 1993) . In an analysis of the rise to power of the Medici family in Florence in the early fteenth century, Padgett & Ansell constructed a number of network relations among 33 groups of elite families, including marriage and business or economic ties. The construction was based on a coding of various types of network relations among a 92-family ruling elite from Kent's (1978) description of the network foundations of the Medici party and their opponents. Padgett & Ansell used marriage and economic networks to derive a clustering of the 92 families into 33 family groups (using the CONCOR algorithm; see Breiger, Boorman & Arabie, 1975) ; they then coded a relation of a particular type between two family groups if there were at least two pairs of families, with one family from each group, linked by a relation of that type. The analysis presented below is for marriage and economic relations among these 33 family groups shown in gure 2a of Padgett & Ansell (1993) ; for the purpose of the analysis reported below, within-group relationships are ignored, and the various types of economic ties are aggregated into a single business/ economic relation. Thus, a marriage tie is coded from one group to another if a woman of the rst group is married to a man in the second; a business/economic tie signi es the presence of trading or partnership relationships, the sharing or renting of real estate, or a bank employment relation (see Padgett & Ansell, 1993 , pp. 1265 -1266 .
Padgett & Ansell used the interconnections among social and demographic factors, these relational ties, and actions on the part of Cosimo de' Medici to explain the source of the latter's extraordinary power; here we examine the joint network structure of the marriage and business/economic ties.
We label the relations studied by Padgett & Ansell as X B (business ties) and X M (marriage ties). Their associated matrices are B and M, respectively.
In Table 6 , we report the t of six classes of models similar in construction to those reported for the grade 7 peer network. As for the grade 7 peer network, models 1a and 1b are two-and one-parameter complete independenc e models, respectively, and model 2 is a multiplexity model. It is clear from Table 6 Parameters corresponding to cycles with two or more business ties were excluded from the model because of the infrequency of occurrence of such structures.
Since, as Padgett & Ansell (1993) note, the gaining of hierarchical status was the primary consideration in the arrangement of marriage ties between elite families, we might expect marriage ties to exhibit a tendency towards transitivity. Hence model 5a assumes, in addition to conditional dependencies for paths of length 2, pairwise conditional dependencies among marriage ties from i to j, j to k and i to k (and hence adds a parameter corresponding to the relation X = MM Ç M). Further, all possible stars comprising two relations are added as well in order to investigate possible interdependencies between marriage and business ties that are not evident at the level of ties from an actor i to an actor j (see the comparison between the complete independenc e model 1a and the multiplex model 2). These dependencies also require various star parameters h z for Z equal to MM 9 , M 9 M, M 9 B and BB 9 . The t of model 5a was a modest improvement over that of model 4 (D G A nal set of models tted to the data investigated the possibility of structural differences in ties according to party af liation. As Padgett & Ansell (1993) observed, the rst 10 family groups are substantially identi ed with the Medici party (the Medici family themselves comprising group 1), whereas the remaining groups of families are not. Padgett & Ansell described the remarkable structural differences between the network of relations within the Medici party and within the remaining (largely oligarchic) set. Models 6a -6d therefore allow various model 5b parameters to differ according to whether they refer to ties lying either within the collection of Medici blocks, to ties connecting non-Medici blocks, or to ties crossing the boundary between the two collections of blocks. Model 6a allows such variation for the density parameter and is a substantial improvement over model 5b (D G 2 PL = 18.4, with four additional parameters). Model 6b permits the parameters for 'mixed' out-stars comprising marriage and business ties to differ for the three types of blocks and is not a substantial improvement over model 6a (D G 2 PL = 1.4). Model 6c allows heterogeneity across blocks in the parameters for 2-paths comprising marriage and business ties; it also fails to improve t compared to model 6a (D G 2 PL = 2.5). The nal model, 6d, permits heterogeneity across blocks in the parameters for paths comprising two marriage ties; in this case, there is a modest improvement in t compared to model 6a (D G 2 PL = 10.8, with two additional parameters).
The estimated parameters for model 6d are shown in Table 7 . The estimates suggest a strong tendency for reciprocated business ties, a tendency that is unsurprising given the form of business or economic ties such as partnerships. There are weaker tendencies for the existence of 2-paths comprising either marriage or business ties; marriage ties also appear to be more likely if they complete a cycle of three marriage ties. Padgett & Ansell (1993) noted the presence of these cycles and analysed both their developm ent and their consequences; they make a compelling argument for their importance to the evolving structure of the oligarchy. It can also be seen from Table 7 that path structures in which an outgoing marriage tie is accompanied by an incoming business tie reduce the likelihood of the overall structure. Estimates of star parameters suggest the prevalence of heterogeneous stars in which a group of families have marriage ties with one group and business ties with another. The parameter estimates for homogeneous marriage in-stars and out-stars are both negative: there appears to have been a reduced conditional probability of a marriage tie to a family group if some other group also had such a tie, and, to a lesser extent, if the rst family group had another outgoing marriage tie.
The parameters for block-dependent densities suggest an enhanced likelihood of marriage ties within the Medici collection of family groups and, to a lesser extent, within the non-Medici collection; marriage ties between the two types of family groups were less likely. Business ties exhibit a substantially weaker pattern of the same form. Together, these characteristics of the network re ect what Padgett & Ansell noted was a remarkable interdependence of marriage and economic ties on the one hand, and political partisanship on the other, and they support their conclusion that the microstructure of marriage and economics was central to the formation of parties in Florence (1993 Florence ( , p. 1277 . The blockdependence of marriage 2-paths takes a different and interesting form: such paths are less likely to link a pair of family groups within the Medici collection than a pair within the nonMedici collection, and they are even more likely to link family groups of different types. The group containing members of the Medici family is the major contributor to this pattern, as they are the only Medici group with marriage connections outside the collection mobilized into the Medici party. Note that this structural effect is tted at the same time as the cyclic pattern for marriage ties, so that, although, as Padgett & Ansell noted, there are many more two-step marriage connections for non-Medici than for Medici partisans, many of the former connections constitute cycles within the non-Medici collection (hence the larger estimate for the 2-path parameter for between-collection ties). Thus, model 6d provides a parametric description of the network of marriage and business ties among Florentine family groups that re ects many of the key features of the network explicated in Padgett & Ansell's detailed account.
Conclusion
The multivariate p* model is very general in form and has great potential for developing parsimonious and faithful models for multivariate social relations, as the applications presented here are intended to illustrate. Further, we expect that extensions to longitudinal multivariate data will be worthwhile and relatively straightforward; for preliminary steps, see Robins (1998) . Such extensions are common in closely related spatial modelling applications (for example, Preisler, 1993) .
In addition to these proposed extensions, we believe that there are several questions speci c to the modelling of social networks that deserve future close attention. The rst is apparent from the analyses presented here and in Wasserman & Pattison (1996) and concerns the choice of suitable explanatory statistics from the large number of possibilitie s. The problem is particularly important because of the interdependence of many of the network statistics we have used and is exacerbated when the number r of relations is large. What is needed is some principled means of making choices among possible explanatory statistics. Of course, the most useful direction is likely to come from the substantive questions guiding the network research -much can be gained by allowing substantive hypotheses to guide modelling endeavours such as those described here. We refer the reader to recent applications of these methods to substantive problems (Contractor & Wasserman, 1999; Lazega & Pattison, 1998; Lomi & Pattison, 1998) for some illustrations. It is clear that a more general structural framework for classes of explanatory network statistics would also be useful.
One possible basis for such a framework already resides in existing attempts to describe the interdependence of network relations. These descriptions have been algebraic in character, focusing on the interdependence of labelled paths constructed from multiple social relations (for example, Boorman & White, 1976; Boyd, 1991; Pattison, 1993) or of more general connectivity structures (for example, Doreian, 1980 Doreian, , 1986 . One of the limitations of these approaches is their lack of a stochastic basis; hypotheses about speci c constraints placed on a set of network relations by an algebraic model cannot readily be evaluated.
Thus, a useful next step, we argue, is to formalize the relationship between the algebraic structure of path interdependencies and classes of possible network statistics, for use in the p* framework. A link between these network statistics and the algebraic expression of path interdependencies is made possible through the class of network statistics we have described here. We have demonstrated how hypothesized conditional dependencies among paths (such as some form of generalized transitivity) correspond to some algebraic rule. Thus, the problem of choosing a suitable collection of explanatory statistics is closely related to that of identifying appropriate algebraic path interdependencies, or constraints. As Pattison, Wasserman, Robins & Kanfer (in press) have noted, there are a number of hypotheses in the social network literature about such constraints; in addition, some useful exploratory methods have been developed (for example, Pattison & Wasserman, 1995) . The particular advantage to the expression of these kinds of constraints in the form z(x) of explanatory variables for p* models is that each hypothesize d constraint may be parameterized and evaluated marginal to other such constraints. As a result, it should indeed be possible to construct principled and parsimonious descriptions of network structure, which can be tested statistically.
A second line of enquiry that we believe will be particularly fruitful to the developm ent of the class of p* models that we have described is the further exploration of techniques for assessing the homogeneity of network effects. As noted earlier, any effect, such as some form of generalized transitivity, may be assumed to be homogeneou s (which is usually a good null hypothesis), or it may be permitted to vary across different 'parts' of the network (and, in this latter case, the null hypothesis of homogeneity may be evaluated, at least approximately, with an alternative hypothesis allowing heterogeneity). We believe that in the literature on algebraic models for multivariate networks there is a second tradition that can usefully guide such statistical developments. Local structural descriptions, based on the interdependencies among paths emanating from (or leading to) each individual in the network (for example, Mandel, 1983; Pattison, 1989 Pattison, , 1993 Pattison & Wasserman, 1995) , describe heterogeneity across individuals. Thus, a useful next step in the application of p* models is the articulation of the homogeneity of effects in terms of these local algebraic descriptions.
Finally, an important next step is to address the problem s of model evaluation associated with the use of MPLEs. Several directions are likely to be useful. First, Preisler (1993) described how a parametric bootstrap method may be used to estimate standard errors for parameter estimates. The approach involves simulating the tted p* model using the Metropolis -Hastings algorithm. Second, Geyer & Thompson (1992) have shown, in general, how Markov Chain Monte Carlo methods may be used to nd maximum likelihood parameter estimates for models involving complicated dependence structures; preliminary steps in this direction for the p* class of models have been reported by Crouch & Wasserman (1998) .
