We develop stochastic first-order primal-dual algorithms to solve a class of stochastic three-composite convex-concave saddle point problems, which subsumes many previously studied problems as special cases.
Introduction.
Let X and Y be two finite-dimensional real Banach spaces with dual spaces X * and Y * respectively. for any x ∈ X. We assume that f , g, J and Φ satisfy the following regularity conditions:
• f is differentiable 1 on X ′ ⊇ X , where X ′ is an open set in X, and its gradient ∇f : X → X * is L-Lipschitz on X (where L ≥ 0), i.e.,
where · X * and · X denote the norms on X * and X respectively.
• f is µ-strongly convex (s.c.) on X (where µ ≥ 0), i.e., for any x, x ′ ∈ X ,
In this work, we will consider both cases where µ = 0 and µ > 0.
1 Throughout this work, differentiability is in the sense of Fréchet.
For well-posedness, we assume that such a saddle point exists (see Assumption 3.1 for conditions that guarantee the existence).
Stochastic first-order oracles.
Since we aim to solve (1.1) via first-order information, we need to properly set up the oracle model. For generality, we do not assume that the exact gradients of f , Φ(·, y) and Φ(x, ·) can be obtained. Rather, we only assume that we have access to the unbiased estimators of ∇f , ∇Φ(·, y)
and ∇Φ(x, ·) (a.k.a., stochastic gradients), which we denote by∇f ,∇Φ(·, y) and∇Φ(x, ·) respectively. In addition, we assume that the gradient noise on ∇f , i.e.,∇f − ∇f , has bounded second moment and denote this bound as σ 2 x,f . Similarly, we also assume that gradient noises on ∇Φ(·, y) and ∇Φ(x, ·) have bounded second-moments and denote the bounds as σ 2 x,Φ and σ 2 y,Φ respectively. In some situations, we will further assume that the gradient noises have sub-Gaussian distributions. For a formal description of the oracle model and a precise statement of the aforementioned assumptions, readers are referred to Section 3 and Assumption 3.2 respectively. Indeed, the oracles described above are standard in the literature on stochastic approximation, which dates back to Robbins and Monro [34] and since then, has become a popular approach to solve stochastic programming (SP) problems. In the standard SP formulation, the smooth functions f and Φ are typically represented as expectations (see e.g., Nemirovski et al. [23] ), i.e., f (x) E ξ∼P [ f (x, ξ)] and Φ(x, y) E ζ∼Q [ Φ(x, y, ζ)], ∀ x ∈ X, y ∈ Y, (1.6) where ξ and ζ denote the random variables with distributions P (supported on Ξ) and Q (supported on Z) respectively, and the functions f : X × Ξ → R and Φ : X × Y × Z → R are chosen such that f and Φ satisfy the convexity and smoothness assumptions above. In particular, if we take
and {ζ i } m i=1 are deterministic points in Ξ and Z respectively and δ ξ i denotes the Dirac measure at ξ i (and same for δ ζ i ), then f and Φ in (1.6) assume the finite-sum forms, i.e.,
Φ(x, y, ζ i ), ∀ x ∈ X, y ∈ Y.
(1.7)
In this case, we can construct the stochastic (first-order) oracle for f by first sampling an index set B from [n] {1, . . . , n} uniformly randomly, and then output the gradient of f B |B| −1 i∈B f (x, ξ i ). The stochastic oracle for Φ can also be constructed in the same way. 00(0), pp. 000-000, © 0000 INFORMS 1.3.1. Bilinear SPPs. This class of problems is indeed a special case of (1.1), i.e., when L xx = L yy = 0. In recent years, both deterministic (i.e., σ = 0) and stochastic (i.e., σ > 0) versions of this problem have been thoroughly studied, for both µ = 0 and µ > 0. For the deterministic problems, some well-known algorithms include Nesterov smoothing (a.k.a., excessive gap technique, Nesterov [26, 25] ), primal-dual hybrid gradient (PDHG, Chambolle and Pock [4, 5] ), hybrid proximal extragradient-type algorithm (HPE-type, He and Monteiro [13] ) and primal-dual operator splitting (e.g., Condat [8] , Vũ [35] and Davis [9] ). In addition, to tackle the stochastic problems, stochastic versions of these algorithms have also been developed, e.g., Chen et al. [6] , Zhao and Cevher [36] and Zhao et al. [37] .
Non-bilinear SPPs.
We first focus on the case where µ = 0 and σ = 0 (i.e., no primal strong convexity and (1.1) is deterministic). When Φ is possibly nonsmooth, algorithms based on primal-dual subgradient have been developed in several works, including Nedić and Ozdaglar [21] , Nesterov [27] and Juditsky and Nemirovski [15] . However, these methods typically incur high oracle complexity, i.e., O(ǫ −2 ) (where ǫ denotes the desired accuracy for the duality gap). As a result, they are not competitive when Φ is smooth (cf. (1.4a) to (1.4d)). The smoothness of Φ has been exploited in many algorithms to achieve better complexity results. These methods include
Mirror-Prox (Nemirovski [22] ), HPE-type algorithm (Kolossoski and Monteiro [18] ) and PDHGtype algorithm (Hamedani and Aybat [12] ). In particular, the last two algorithms are the extensions of their counterparts for solving bilinear SPPs. When σ > 0, stochastic extensions of Mirror-Prox have been developed in the literature. Some representative works include the stochastic MirrorProx (SMP) method (Juditsky et al. [17] ) and the stochastic accelerated Mirror-Prox (SAMP) method (Chen et al. [7] ).
Unlike the case where µ = 0, there exist very few works that have considered the case where µ > 0.
When L yy = 0 and σ = 0 (i.e., the function Φ(x, ·) is linear and (1.1) is deterministic), Juditsky and Nemirovski [16] and Hamedani and Aybat [12] have proposed algorithms, which are based on Mirror-Prox and PDHG respectively, that achieve better complexity than their counterparts that are designed for µ = 0. However, despite their success, two questions remain:
(i) Can we improve the oracle complexities of these two algorithms under the conditions above?
(ii) Can we develop an algorithm that works for all the cases where µ > 0, L yy > 0 and σ > 0?
In this work, we will provide affirmative answers both questions above, by developing an algorithm that is not only sufficiently general to deal all with the cases listed in (ii), but also significantly improves the oracle complexities of the two algorithms introduced above.
Main Contribution.
Our main contribution is summarized below.
First, when µ = 0 (i.e., f is non-strongly-convex), we develop a stochastic algorithm (i.e., Algorithm 1) by extending PDHG, which was originally developed for bilinear SPPs (cf. Section 1.3.1),
to handle the non-bilinear case. In addition, we innovatively incorporate the stochastic acceleration technique (see e.g., Lan [19] ) into our algorithm, which indeed enables us to obtain the optimal oracle complexity for the smooth function f . By a judicious and intricate choice of the algorithm parameters, we are able to obtain an ǫ-expected duality gap (defined in Section 3.4) with the 8) when the second moments of all the gradient noises are bounded (cf. Section 1.1). Previously, the complexity in (1.8) has been achieved by the SAMP algorithm introduced in Chen et al. [7] .
However, since this algorithm is based on Mirror-Prox, it significantly differs from our algorithm (which is based on PDHG). Consequently, our work affirms the power of the PDHG framework on the stochastic non-bilinear SPPs.
Regarding the optimality of the complexity in (1.8), we notice that the complexities for L and L yx match the lower bounds derived in Ouyang and Xu [30] , and the complexities for σ x,f + σ x,Φ and σ y,Φ match the lower bounds derived in Nemirovskii and Yudin [24] . Therefore, all of these complexities are optimal. In addition, the complexities of L xx and L yy are also best-known, although no lower bounds have been derived in the literature.
3
If in addition, all the gradient noises follow sub-Gaussian distributions, we can obtain an ǫ-duality gap with probability (w.p.) at least 1 − ς, again, with the state-of-the-art oracle complexity
In particular, the log(1/ς) factor in (1.9) indicates that our algorithm achieves the large-deviationtype convergence results (see e.g., Nemirovski et al. [23] ).
Second, when µ > 0 (i.e., f is strongly-convex), we design a novel (multi-stage) stochastic restart scheme (i.e., Algorithm 2S) by using a modified version of Algorithm 1 (developed for the case where µ = 0) as the subroutine. Since SPPs have different structures from convex optimization problems (COPs), our restart scheme is different from that for COPs (e.g., Ghadimi and Lan [11] ).
3 Note that in this case, by taking Φ(x, y) = φ P + Ax, y − φ D (y), where the convex functions φ P and φ D are Lxxand Lyy-smooth respectively, we can obtain trivial lower complexity bounds O( Lxx/ǫ) and O( Lyy/ǫ). However, this essentially returns to the bilinear case. Therefore, these lower bounds may not be tight for the non-bilinear case. 00(0), pp. 000-000, © 0000 INFORMS Table 1 Comparison of oracle complexities of all the algorithms to obtain ǫ-expected duality gap when µ = 0
Note that we exclude the HPE-type algorithm (Kolossoski and Monteiro [18] ) from comparison since in their complexity analysis, a different convergence criterion from the duality gap is used. Moreover, only "inner iteration" complexity is analyzed, which is lower than the actual oracle complexity.
Specifically, we use a distance-based quantity as the restart criterion, instead of the objective error.
In addition, rather than expectation, we analyze the stochasticity via the error probability, which is obtained using techniques in analyzing the finite-state Markov chains. (For detailed explanations, we refer readers to Section 4.4.1.) Since our restart scheme can also interface with other subroutines (e.g., those based on Mirror-Prox), we believe that our restart scheme is of independent interest for solving stochastic SPPs with primal strong convexity.
When the gradient noises have bounded second moments and follow sub-Gaussian distributions, our scheme achieves an ǫ-duality gap w.p. at least 1 − ς, with oracle complexity
Note that even in the deterministic case (i.e., σ = σ x,f + σ x,Φ + σ y,Φ = 0), this complexity is strictly better than any one in the previous works (cf. Table 2 ). Based on the complexity in (1.9), under rather mild assumptions on the nonsmooth functions g and J (cf. Assumption 4.1), our scheme can be shown to obtain an ǫ-expected duality gap with oracle complexity
Compared to the complexity in (1.8), we observe that the complexities of L, L xx , L yx and σ x,f +σ x,Φ have been greatly improved, due to primal strong convexity. (For detailed discussions, we refer readers to Section 4.4.3.) In (1.11), the complexities of L xx and L yx match the lower bounds derived in Nemirovskii and Yudin [24] and Ouyang and Xu [30] respectively. Additionally, the complexities of σ x,f + σ x,Φ and σ y,Φ nearly match (up to log(1/ǫ) factor) the lower bounds derived in Raginsky and Rakhlin [31] . Similar to the case where µ = 0, the complexities of L xx and L yy are the stateof-the-art, although their lower bounds are not available in the literature. 
Denote the set of natural numbers by N {1, 2, . . .} and define Z + N ∪ {0}. For any finitedimensional real normed space U, we denote its dual space by U * . We denote the norms on U and U * by · and · * respectively. In addition, denote the duality pairing between U * and U by ·, · :
In addition, for any nonempty set V in U, denote its interior by int V and boundary by bd V.
Preliminaries.
We first introduce the distance generating function and Bregman proximal projection, followed by the primal and dual functions associated with S(·, ·) in (1.1).
Distance generating function and Bregman proximal projection.
Let U and h be given in Section 1.5. We say that h is essentially smooth if h is continuously differentiable on int dom h = ∅ and for any u ∈ bd dom h and any sequence {u
Let U be any nonempty, closed and convex set in U. We call h U a distance generating function (DGF) on U if it is essentially smooth and continuous on U and
where
we define the Bregman diameter of U under h U as
In addition, for any u ′ ∈ U o and CCP function ϕ : U → R, define the Bregman proximal projection (BPP) of u ′ on U under ϕ (associated with DGF h U , u * ∈ U * and λ > 0) as
Note that if inf u∈U ϕ(u) > −∞ and U ∩ dom P λ = ∅, then the minimization problem in (2.3) always has a unique solution in U o ∩ dom ϕ; see Lemma A.1 for details. We say that the function ϕ has a tractable BPP on U if there exists a DGF h U on U such that the minimization problem in (2.3)
has a unique closed-form solution in U o ∩ dom ϕ, for any u * ∈ U * and λ > 0. 
(2.10)
(2.11)
Primal function, dual function and duality gap.
For the SPP in (1.1), we define the associated primal and dual problem as
From the definition in (1.5), we can easily prove the following: Given that a saddle point (x † , y † )
exists in (1.1), both (P) and (D) have nonempty solution sets P * and D * respectively. Furthermore,
. Based on the functionsS and S, we define the duality gap
3. Convex f : algorithm and convergence analysis.
We first consider the case where µ = 0. We begin with introducing our algorithm, followed by the assumptions needed to analyze it, and finally its convergence results and detailed analysis.
Algorithm.
The pseudo-code of our algorithm is shown in Algorithm 1. For input, we require two CCP functions h Y : Y → R and h X : X → R which are DGFs on Y and X respectively, i.e., they are essentially smooth on their respective domains and
In addition, h Y and h X are chosen such that the minimization problems in (2.6) and (2.8) have (unique) closed-form solutions in Y o ∩ dom J and X o ∩ dom g respectively (cf. Section 2). In addition, according to (2.2), we define the Bregman diameters of X and Y under h X and h Y as Ω h X and Ω h Y respectively, i.e.,
We next introduce the stochastic first-order oracles.
To measure the progress of Algorithm 1, we adopt the duality gap (defined in ( 2.5)) and analyze the convergence rate of the sequence {G(x t , y t )} t∈N (in expectation or with high probability). Using the definition in (1.5), we easily see
must be a saddle point of Problem (1.1).
Assumptions.
Before presenting our convergence results, we first place assumptions on the constraint sets X and Y, as well as the stochastic gradient noises δ Assumption 3.1.
The set X and the Bregman diameter Ω h Y are bounded.
For any x ∈ X and y ∈ Y and any t ∈ N, there exist positive constants σ y,Φ , σ x,Φ and σ x,f such that
where the conditional expectation
Remarks about the assumptions.
We make several remarks about the assumptions above. First, Assumption 3.1(A) implies Assumption 3.1(B) (cf. (3.2)). These two assumptions will be used in proving different convergence results.
Note that in many scenarios, Assumption 3.1(A) is equivalent to the boundedness of X and Y. For example, if both X and Y are finite dimensional real Hilbert spaces (with inner products ·, · X and ·, · Y and their induced norms · X and · Y respectively) and we take h
The boundedness of X and Y, together with other structural assumptions stated in Section 1, ensures that at least one saddle point of Problem (1.1) exists. In addition, the compactness of X and Y ensures that the sequence {E[(xy,Φ , σ 2 x,Φ and σ 2 x,f respectively (Rigollet and Hutter [33] ). As we will see in Section 3.5, such an assumption allows us to invoke concentration inequalities (e.g., Asuma-Hoeffing) to obtain large-deviation-type convergence results on the sequence {G(x t , y t )} t∈N .
Convergence results.
We analyze the convergence of the duality gap in two aspects, i.e., in expectation and with high probability. 
where ρ, ρ
t). (A) If Assumption 3.2(B) also holds, then for any T ≥ 3, we have
Recall that the output of Algorithm 1 is denoted by (x T , y T ). Theorem 3.1 indicates that to obtain 12) and to obtain ǫ-duality gap w.p. at least 1 − ς (i.e., Pr{G(
Remark 3.1. Note that the parameter choices in Theorem (3.1) do not involve the Bregman diameter Ω h X and Ω h Y . However, if they are known (or can be estimated), we can choose ρ = 1/(4 Ω h Y ) and ρ ′ = 1/ Ω h X to "optimize" the bound in (3.10) (and (3.11)).
Analysis.
We first present the Bregman proximal inequality associated with the Bregman proximal projection in (2.3) and its corollary. The proof of this inequality can be found in many previous works, e.g., Ghadimi and Lan [10, Lemma 2] . 00(0), pp. 000-000, © 0000 INFORMS Lemma 3.1. In (2.3), for any u ∈ U , we have
(3.14)
Corollary 3.1. In (2.3), for any u ∈ U , we have
Proof. First, by Young's inequality, for any u ∈ U and u * ∈ U * , we have
Add up this inequality with (3.14), we then complete the proof. there exists a nonnegative sequence {γ t } t∈Z + that satisfies γ 0 = 0 and
for any t ∈ N, then for any T ≥ 3, we have the following:
Proof. For convenience, for any t ∈ Z + and (x, y) ∈ X × Y, let us define
The most crucial step in our proof is to establish the recursion between G(x t+1 , y t+1 ; x, y) and G(x t , y t ; x, y), which requires us to establish the recursion for each of the four terms in (3.22) . By the convexity of g and J and convexity-concavity of Φ, we easily see that
To connect f (x t+1 ) and f (x t ), we have
where in (a) we use the descent lemma (e.g., Bertsekas [3] ), resulted from the L-smoothness of f ;
in (b) we use the step (2.10) in Algorithm 1; in (c) we use the convexity of f and that x t+1 − x t+1 = β t (x t+1 − x t ) (resulted from the steps (2.7) and (2.10)); in (d) we again use the convexity of f .
Combining (3.23), (3.24), (3.25) and (3.29), we have the following recursion
We now can apply the Bregman proximal inequality in (3.14) to the steps (2.7) and (2.10), and obtain bounds on g(x t+1 ) − g(x) and J (y t+1 ) − J (y), i.e.,
Note that when t = 1, (3.31) holds for any∇ y Φ(x 0 , y 0 , ζ
To bound Φ(x t+1 , y) − Φ(x, y t+1 ), we have 37) where in (3.36), we use the concavity of Φ(x t+1 , ·), the convexity of Φ(·, y t+1 ) and the L xxsmoothness of Φ(·, y t+1 ), respectively.
If we multiply both sides of (3.30) by
Before we proceed, recall that γ t θ t = γ t−1 and γ t β
t+1 − 1), for any t ∈ N. This enables us to observe certain recursion patterns (e.g., on γ t (β To bound (I), we make use of Young's inequality (cf. (3.16) ), i.e.,
where in (a) we use the Lipschitz continuity of ∇ y Φ(x t , ·) and ∇ y Φ(·, y t−1 ) respectively and in (b)
we use the conditions that γ t θ t = γ t−1 and α t θ t ≤ α t−1 for any t ∈ N.
To bound (II), we need to use a technique introduced in Nemirovski et al. [23] . Namely, we introduce an auxiliary (stochastic) sequence {x t } t∈N such thatx 1 = x 1 and
Based on {x t } t∈N , we can decompose (II) into three parts, i.e.,
To see the benefit of doing this, note that in (II.B), bothx t , x t ∈ F t−1 , i.e.,x t and x t are measurable w.r.t. F t−1 . Therefore by Assumption 3.
to {F t } t∈Z + . Moreover, (II.A) and (II.C) can also be bounded using Corollary 3.1 and Young's inequality respectively, i.e.,
In summary, we have
We can bound (III) and (IV) in a similar fashion. Indeed, defineŷ We then have
where in the last inequality we use the fact that θ t ∈ [0, 1]. In addition,
where in the last inequality we use a + b 2 ≤ 2( a 2 + b 2 ), for any a, b ∈ Y and γ t−1 /α t−1 ≤ γ t /α t (since α t θ t ≤ α t−1 and γ t θ t = γ t−1 ). Now we can substitute (3.39), (3.44), (3.46) and (3.47) into the recursion (3.38) to obtain
We then sum up the inequality (3.48) over t = 1, . . . , T − 1 to obtain
where we have used the facts that γ t−1 /α t−1 ≤ γ t /α t .
In addition, we can bound (V) in a similar fashion to bounding (I) (cf. (3.39)), i.e.,
where in the last inequality we have use α T −1 ≤ (2L yy )
We now substitute (3.50) into (3.49) and simplify the resulting inequality by noting that
As a result, we have
In addition, by Assumption 3.2(B), we have
We then take expectation on both sides of (3.51) and substitute (3.52), (3.53) and (3.54) to the resulting inequality to obtain (3.20) .
Proof of Part (B).
We first present the Asuma-Hoeffding lemma for sub-Gaussian MDS.
Lemma 3.2 (Nemirovski et al. [23]). Let {ǫ t } t∈N be a real-valued MDS adapted to a filtration {F t } t∈Z + , such that for any t ∈ N, E t−1 [ǫ t ] = 0 and there exists a constant d t > 0 such that
. Then for any p > 0 and T ∈ N,
For convenience, define C T T −1 t=1 γ t α t and C
where in (a) we use Markov's inequality, in (b) we use the convexity of exp(·) and in (c) we use Assumption 3.2(C). Similarly, we can also show that for any p > 0,
Next, since {γ t δ can apply Lemma 3.2 to the last three terms in (3.51). Specifically, let us define
Then by Assumption 3.2(C), for any t = 1, . . . , T − 2, we have (1), (3.60) and
Similarly, for any t = 1, . . . , T − 1, we have (1), (3.62)
Thus by Lemma 3.2, for any q, q > 0, we have
We then combine (3.56), (3.57), (3.58), (3.64) and (3.65), and take p = p = log(1/ς) and q = q = 2 log(1/ς) to obtain (3.21).
Proof of Theorem 3.1. We first verify the choices of the input sequences {β t } t∈N , {α t } t∈N , {τ t } t∈N and {θ t } t∈N in Theorem 3.1 indeed satisfy the conditions required in Proposition 3.1. Indeed, based on these choices, we can choose γ t = t, for any t ∈ N. We only show the steps to verify the conditions in (3.19) . First, since τ
Also, since α −1 t ≥ 16L yy and θ t ≤ 1, we have
00(0), pp. 000-000, © 0000 INFORMS Next, we bound the summation terms appearing in (3.20) and (3.21) . Specifically, by noting that
We then substitute (3.8), (3.9), (3.67), (3.68) and (3.69) into (3.20) and (3.21) to obtain (3.10) and (3.11).
4. Strongly Convex f : restart scheme and complexity analysis.
We next consider the case where µ > 0. We aim to develop restart schemes based on Algorithm 1 that can significantly improve the oracle complexities in (3.12) and (3.13).
Algorithm 1 with scaled geometry.
We first introduce a variant of Algorithm 1 (for non-s.c. f ) that can be used as the subroutine in our restart scheme. To do so, let us define different norms on X and Y, i.e., · o and defineX (x c , R) RX + x c . We then define two new DGFs on X and Y respectively, i.e., 
Algorithm 1S Optimal Stochastic Primal-Dual Algorithm for Convex f with Scaled Geometry
stepsizes {α t } t∈N , primal stepsizes {τ t } t∈N , relaxation sequence {θ t } t∈N , DGFs h Y : Y → R and
Keep the steps (2.6) to (2.11) in Algorithm 1, except changing (2.6) and (2.8) to
Note that the condition B 0,1
X (where X is a Hilbert space), in which case dom h X = X. For some other examples, we refer readers to Nesterov [26, Section 4] and Nemirovski [22, Section 5] .
Our modified algorithm is shown in Algorithm 1S. We make two remarks about it. First, in the input, x † denotes primal part of any saddle point (x † , y † ) of (1.1) (cf. (1.5) ). In addition, it is the unique minimizer of the primal functionS on X (cf. (2.4) ). Second, note that if step (2.8) has a closed-form solution, then in many cases, so does step (4.9). We illustrate three cases here. The first one is when X is a Hilbert space, so we can take X ′ = X and h X = (1/2) · 2 X (cf. Section 3.3). The second one is when g ≡ 0 and X ′ = X = X. Finally, if X is a Hilbert space and g ≡ 0, we can take h X = (1/2) · 2 X and X ′ to be any set that admits a closed-form orthogonal projection.
Deterministic restart scheme.
For ease of exposition, we first develop our restart scheme when we can obtain the exact gradients of f , Φ(·, y) and Φ(x, ·), i.e., when σ x,f = σ x,Φ = σ y,Φ = 0. (The restart scheme for the stochastic case, where σ x,f , σ x,Φ , σ y,Φ > 0, will be developed in Section 4.3.) We start with analyzing the convergence properties of Algorithm 1S. 
, {β t } t∈N and {θ t } t∈N as in (3.8) , and α t = α and τ t = tτ for any
, where 12) and
Proof. From the choices of {β t } t∈N , {α t } t∈N , {τ t } t∈N and {θ t } t∈N , we can easily verify that the conditions (3.17) to (3.19) in Proposition 3.1 continue to hold with γ t = t, for any t ∈ N and L, L xx ,
In particular, γ t /τ t = τ −1 , for any t ∈ N and γ 0 /τ 0 = 0. Therefore, by substituting the parameter choices in Theorem 4.1, (3.51) now becomes
Next, recall from (2.4) thatS(x) = f (x) + g(x) + max y∈Y Φ(x, y) − J (y) and define
Note that since f is µ-s.c. (w.r.t. · ) on X , the same holds forS. We then take supremum over
and y ∈ Y on both sides of (4.13) and define
By the choices of α and τ in (4.11), we have that for any T ≥ 3,
On the other hand, by the µ-strong convexity ofS, x † is the unique minimizer ofS on X , and 17) where (a) follows fromS(
Next, we aim to show that G R (x T , y T ) = G(x T , y T ). To start, suppose that
By the input condition
On the other hand, we have
00(0), pp. 000-000, © 0000 INFORMS Algorithm 2 Deterministic restart scheme
2. Run Algorithm 1S for T k iterations with starting primal variable x k , radius R k , constraint set X k ≡ X and other input parameters set as in Theorem 4.1. Denote the output as (x 26) where (a) follows from (4.12) and (b) follows from K ≥ log 2 µU 2 X /(4ǫ) + 1. In addition, we can also substitute the value of R k into (4.24) to obtain (4.25). 
4.3. Stochastic restart scheme.
We next consider the general case where we only have access to the stochastic gradients of f , Φ(·, y) and Φ(x, ·).
, {β t } t∈N and {θ t } t∈N as in (3.8) , and α t = α and τ t = tτ for any 
where B det R (T ) is defined in (4.12) and
Algorithm 2S Stochastic restart scheme Input: Diameter estimate U X ≥ D X , starting primal variable x 0 ∈ X o , desired accuracy ǫ > 0, error probability ν ∈ (0, 1], K = max 0, log 2 µU
2. Run Algorithm 1S for T k iterations with starting primal variable x k , radius R k , constraint
and other input parameters set as in Theorem 4.3. Denote the output as (x
where Ω denotes the underlying sample space for the stochastic process {(x k , y k )} K+1 k=1 . For any k ≥ 2, by conditioning on E k , from the proof of Theorem 4.3, we see that both
Therefore, given E k , X k satisfies all the requirements stated in Algorithm 1S and Theorem 4.3,
i.e., x † ∈ X k ⊆ X and D X k ≤ R k . (Note that when k = 1, we have X 1 = X , thus these requirements are clearly satisfied.) As a result, Theorem 4.3 can be applied to the k-th stage. Based on this observation, we derive the oracle complexity of Algorithm 2S below. 
The total number of oracle calls to achieve this, i.e., 
It is clear that {I
forms a (finite-horizon) Markov chain, and therefore
Pr in Algorithm 2S, we have
Therefore, from (4.26), we know that µR From Theorem 4.4, we see that in order to obtain an ǫ-duality gap w.p. at least 1 − ν, the oracle we aim to analyze the oracle complexity to obtain an ε-expected duality gap. To do so, we need some additional assumptions on the nonsmooth functions g and J . Based on this observation, we can easily arrive at the following result. where (a) follows from (4.48) and (b) follows from the choice of ν (which implies that ν ≤ ε/(2Γ)).
To derive the oracle complexity in (4.49), we simply substitute ǫ = ε/2 and ν = ε/(2Γ) into (4.45), and note that O(log(log(1/ε)/ε)) = O(log(1/ε)).
Discussions.
We conclude this section with discussions on several technical issues.
to work. Therefore, we innovatively design the restart scheme as a Markov chain and accordingly, analyze the oracle complexity to drive the duality gap below ǫ with high probability. In addition, if G is bounded on X × Y, we can also derive the oracle complexity under which the expected duality gap falls below ǫ. Moreover, we still have such type of results over multiple stages (cf. Theorem 4.4). However, if the noises are "heavy-tailed", following the same approach, the oracle complexity in (4.45) will have a poor dependence on ν (e.g., 1/ν). This in turn causes the complexity in (4.49) to have a worse dependence on ǫ, since in Theorem 4.5 we need to choose ν = Θ(ǫ). It is interesting to develop new methodology that can effectively deal with "heavy-tailed" noises, and we leave this to future work.
Complexity results.
It is instructive to compare the oracle complexity in (4.45) with that in (3.13). We observe that when µ > 0, the oracle complexity for L xx , L yx and σ x,f + σ x,Φ has been significantly improved. (Indeed, the complexity is optimal for L xx and L yx and nearly optimal for σ x,f + σ x,Φ ; see Section 1.4 for details.) In addition, we notice that the complexity for L yy and σ y,Φ remains the same (modulo the log log(1/ǫ) factor). This is rather intuitive: since we have no strong convexity on the dual side, the complexity for the terms involving only the dual variables cannot be improved in general. Similar observations and reasonings also apply when we compare the complexity in (4.49) with that in (3.12).
In terms of optimality, as introduced in Section 1.4, the complexities of L xx , L yx , σ x,f + σ x,Φ and σ y,Φ in 4.49 are either optimal or nearly optimal. However, it is unknown whether the complexities of L xx and L yy are optimal (the same also applies to the complexity result in (3.12)). Therefore, as future work, we aim to derive lower bounds for the complexities of L xx and L yy , and at the same time, design accelerated algorithms (if any) that can improve the existing complexity results (for L xx and L yy ).
Additionally, we observe that there exist two artifacts in our complexity results. The first one is the additional log log(1/ǫ) factor associated with the noise terms (i.e., σ x,f + σ x,Φ and σ y,Φ ) in (4.45) (resp. the log(1/ǫ) factor in (4.49)). The second one is Assumption 4.1, which together with Assumption 3.1(B), ensures the boundedness of G on X × Y. Although these artifacts are rather moderate, we believe they can be removed by a more intelligent and careful design of our stochastic restart scheme. We defer this to future work.
