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COUPLING AND RELAXED COMMUTANT LIFTING
A.E. FRAZHO, S. TER HORST, AND M.A. KAASHOEK
Abstract. A Redheffer type description of the set of all contractive solutions
to the relaxed commutant lifting problem is given. The description involves
a set of Schur class functions which is obtained by combining the method
of isometric coupling with results on isometric realizations. For a number of
special cases, including the case of the classical commutant lifting theorem,
the description yields a proper parameterization of the set of all contractive
solutions, but examples show that, in general, the Schur class function deter-
mining the contractive lifting does not have to be unique. Also some sufficient
conditions are given guaranteeing that the corresponding relaxed commutant
lifting problem has only one solution.
0. Introduction
This paper is devoted to the relaxed commutant lifting theorem in [14]. This
theorem is a generalization of the classical commutant lifting theorem [19], and it
includes as special cases the Treil-Volberg lifting theorem [20], and its weighted
version due to Biswas, Foias and Frazho [12].
To state the relaxed commutant lifting theorem, let us first recall the general
setup. The starting point is a lifting data set {A, T ′, U ′, R,Q} consisting of five
Hilbert space operators. The operator A is a contraction mapping H into H′, the
operator U ′ on K′ is a minimal isometric lifting of T ′ on H′, and R and Q are
operators from H0 to H, satisfying the following constraints
T ′AR = AQ and R∗R ≤ Q∗Q.
Given this data set the relaxed commutant lifting theorem in [14] states that there
exists a contraction B from H to K′ such that
(0.1) ΠH′B = A and U
′BR = BQ.
Here ΠH′ is the orthogonal projection from K
′ onto H′. In fact, [14] provides an
explicit construction for a contraction B satisfying (0.1). In the sequel we say that
B is a contractive interpolant for {A, T ′, U ′, R,Q} if B is a contraction from H into
K satisfying (0.1).
In this paper we present a Redheffer type formula to describe the set of all
contractive interpolants for {A, T ′, U ′, R,Q}. In order to state our main results we
need some auxiliary operators. To this end, let D◦ be the positive square root of
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Q∗Q− R∗R, and set
(0.2) F = DAQH0 and F
′ =

 D◦DT ′AR
DAR

H0.
Notice that F is a subspace of DA and F
′ is a subspace of D◦ ⊕ DT ′ ⊕ DA. Here
we follow the convention that for a contraction C, the symbol DC denotes the
positive square root of I −C∗C and DC stands for the closure of the range of DC .
Furthermore, D◦ = D◦H0. Since T
′AR = AQ, we know from formula (4.11) in [14]
that there exists a unique unitary operator ω mapping F onto F ′ such that
(0.3) ω(DAQh) =

 D◦DT ′AR
DAR

h, h ∈ H0.
We also need the projections ΠT ′ and ΠA defined by
(0.4)
ΠT ′ =
[
0 I 0
]
:

 D◦DT ′
DA

→ DT ′ , ΠA = [ 0 0 I ] :

 D◦DT ′
DA

→ DA.
Notice that the previous definitions only relied upon the operators A, T ′, R and
Q. The minimal isometric lifting U ′ did not play a role. Recall that all minimal
isometric liftings of the same contraction are isomorphic. So without loss of gen-
erality, in our main theorem, we can assume that U ′ = V is the Sz.-Nagy-Scha¨ffer
minimal isometric lifting of T ′ which acts on H′ ⊕ H2(DT ′ ). The definitions of
a minimal isometric lifting and the Sz.-Nagy-Scha¨ffer lifting are presented in the
next section. Finally, given Hilbert spaces U and Y, we write S(U ,Y) for the set
of all operator-valued functions which are analytic on the open unit disk D and
whose values are contractions from U to Y. We refer to S(U ,Y) as the Schur class
associated with U and Y. We are now ready to state our first main result.
Theorem 0.1. Let {A, T ′, V, R,Q} be a lifting data set, where V on H′⊕H2(DT ′)
is the Sz.-Nagy-Scha¨ffer minimal isometric lifting of T ′. Then all contractive in-
terpolants for this date set are given by
(0.5) Bh =
[
Ah
ΠT ′F (λ)(IDA − λΠAF (λ))
−1DAh
]
, h ∈ H,
where F is any function from the Schur class S(DA,D◦ ⊕ DT ′ ⊕ DA) satisfying
F (0)|F = ω.
In general, formula (0.5) does not establish a one to one correspondence between
B and the parameter F . It can happen that different F ’s yield the same B. For
instance, assumeH0,H andH
′ to be equal to C, let A,R and Q be the zero operator
on C, and take for T ′ the identity operator on C. Since T ′ is an isometry, the Sz.-
Nagy-Scha¨ffer minimal isometric lifting V of T ′ is equal to T ′. The latter implies
that there is only one contractive interpolant B for the data set {A, T ′, V, R,Q},
namely B = A. The fact that R and Q are the zero operators on C implies that
F = {0} and F ′ = {0}. It follows that for this data set {A, T ′, V, R,Q} the only
contractive interpolant B is given by formula (0.5) where for F we can take any
function in the Schur class S(C,C). The previous example can be seen as a special
case of our second main theorem.
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Theorem 0.2. Let B be a contractive interpolant for the data set {A, T ′, V, R,Q}
where V is the Sz.-Nagy-Scha¨ffer minimal isometric lifting of T ′. Then there is a
one to one mapping from the set of all F in S(DA,D◦⊕DT ′⊕DA) with F (0)|F = ω
such that B is given by (0.5) onto the set S(GB ,G
′
B), with GB and G
′
B being given
by
(0.6) GB = DB ⊖DBQH0 and G
′
B = (D◦ ⊕DB)⊖
[
D◦
DBR
]
H0.
Our proof of the above theorem also provides a procedure to obtain a mapping
of the type referred to in the theorem.
It is interesting to specify Theorems 0.1 and 0.2 for the case when in the lifting
data set {A, T ′, V, R,Q} the operators A, T ′, R and Q are zero operators. In
this case the intertwining condition V BR = BQ, where V is the Sz.-Nagy-Scha¨ffer
minimal isometric lifting of T ′ = 0, is trivially fulfilled, and hence B is a contractive
interpolant if and only if
Bh =
[
0
Θ(·)h
]
, h ∈ H,
where Θ is any function in H2ball(L(H,H
′)). The latter means that Θ is a L(H,H′)-
valued analytic function on D such that for each h ∈ H the function Θ(·)h belongs
to the Hardy space H2(H′), and ‖Θ(·)h‖H2(Y) ≤ ‖h‖. It follows that Theorems 0.1
and 0.2 have the following corollaries.
Corollary 0.3. Let F be any function in the Schur class S(H,H′ ⊕H), and let Π
and Π′ be the orthogonal projections of H′ ⊕ H on H and H′, respectively. Then
the function Θ defined by
(0.7) Θ(λ) = Π′F (λ)(IH − λΠF (λ))
−1
belongs to H2ball(L(H,H
′)), and any function in H2ball(L(H,H
′)) is obtained in this
way
Corollary 0.4. Let Θ ∈ H2ball(L(H,H
′)). Then there is a one to one mapping
from the set of all F in S(H,H′⊕H) such that (0.7) holds onto the set S(DΓ,DΓ),
where Γ is the contraction from H into H2(H′) defined by
(Γh)(λ) = Θ(λ)h, h ∈ H, λ ∈ D.
When H = H′ = C, and hence Θ is a scalar function, Corollary 0.3 can be found
in [18], page 490, provided Θ is of unit H2 norm. For p × q matrix functions Θ,
when H = Cq and H′ = Cp, Corollary 0.3 is Theorem 2.2 in [3]. For the general
operator valued case Corollary 0.3 seems to be new. Corollary 0.4 seems to be new
even in the scalar case. Notice that in the scalar case the space DΓ in Corollary 0.4
consists of the zero element only if Θ is of unit H2 norm, and DΓ = C otherwise.
Another case of special interest is the classical commutant lifting problem. As
we know from [14] the commutant lifting theorem can be obtained by applying
the relaxed commutant lifting theorem to the data set {A, T ′, U ′, IH, Q} where
H0 = H, the operator R is the identity operator on H and Q is an isometry; see
[14]. In this case, the space G′B in Theorem 0.2 consists of the zero element for
any choice of the contractive interpolant B. In other words, for the case of the
classical commutant lifting formula (0.5) provides a proper parameterization, that
is, for every contractive interpolant B for {A, T ′, V, R,Q} there exists a unique F
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in S(DA,D◦ ⊕DT ′ ⊕DA) with F (0)|F = ω such that B is given by (0.5). Finally,
it is noted that this formula also yields the Redheffer type parameterization for the
commutant lifting theorem presented in Section XIV of [13].
If in Theorem 0.1 we take F (λ) ≡ ωΠF , where ΠF is the orthogonal projection
of DA onto F , then the contractive interpolant B in (0.5) is precisely the central
solution presented in [14].
From Theorem 0.1 we see that F = DA implies that there is a unique contrac-
tive interpolant (which is known from Theorem 3.1 in [14]). Other conditions of
uniqueness will be given in the final section of the paper.
We shall prove Theorems 0.1 and 0.2 by combining the method of isometric
coupling with some aspects of isometric realization theory. The theory of isometric
couplings originates from [1], [2], and was used to study the commutant lifting
problem for the first time in [5] – [9]; see also, Section VII.7 in [13].
The paper consist of six sections not counting this introduction. The first two
sections have a preliminary character, and review the notions of an isometric lifting
(Section 1), and an isometric realization (Section 2). In the third section we develop
the notion of an isometric coupling of a pair of contractions which provides the main
tool in this paper. In Section 4 we prove Theorem 0.1 for the case when R∗R = Q∗Q,
and in Section 5 we prove Theorem 0.1 in its full generality. In the final section
we prove Theorem 0.2, and we present a few sufficient conditions for the case when
(0.5) provides a proper parameterization, and also conditions for uniqueness of the
solution.
We conclude this introduction with a few words about notation and terminology.
Throughout capital calligraphic letters denote Hilbert spaces. The Hilbert space
direct sum of U and Y is denoted by
U ⊕ Y or by
[
U
Y
]
.
The set of all bounded linear operators from H to H′ is denoted by L(H,H′). The
identity operator on the space H is denoted by IH or just by I, when the underlying
space is clear from the context. By definition, a subspace is a closed linear manifold.
If M is a subspace of H, then H ⊖M stands for the orthogonal complement of
M in H. Given a subspace M of H, the symbol ΠM will denote the orthogonal
projection of H onto M viewed as an operator from H to M, and PM will denote
the orthogonal projection of H ontoM viewed as an operator on H. Note that Π∗M
is the canonical embedding from M into H, and hence PM = Π
∗
MΠM. Instead of
Π∗M we shall sometimes write EM, where the capital E refers to embedding. A
subspaceM of H is said to be cyclic for an operator T on H whenever
H =
∞∨
n=0
T nM = span {T nM | n = 0, 1, 2, . . .}.
Finally, by definition, a L(H,H′)-valued Schur class function is a function in
S(H,H′), i.e., an operator-valued function which is analytic on the open unit disk
D and whose values are contractions from H to H′.
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1. Isometric liftings
In this section we review some facts concerning isometric liftings that are used
throughout this paper. For a more complete account we refer to the book [16] (see
also Chapter VI in [13], and Section 11.3 in [14]).
Let T ′ on H′ be a contraction. Recall that an operator U on K is a isometric
lifting of T ′ if H′ is a subspace of K and U is an isometry satisfying ΠH′U = T
′ΠH′ .
Isometric liftings exist. In fact, the Sz.-Nagy-Scha¨ffer isometric lifting V of T ′ is
given by
(1.1) V =
[
T ′ 0
EDT ′ S
]
on
[
H′
H2(DT ′)
]
.
Here S is the unilateral shift on the Hardy space H2(DT ′) and E is the canonical
embedding of DT ′ onto the space of constant functions in H
2(DT ′). To see that V
in (1.1) is an isometric lifting of T ′ note that any operator U on K = H′⊕M is an
isometric lifting of T ′ if and only if U admits an operator matrix representation of
the form
(1.2) U =
[
T ′ 0
Y1DT ′ Y2
]
on
[
H′
M
]
where Y =
[
Y1 Y2
]
:
[
DT ′
M
]
→M
is an isometry.
An isometric lifting U of T ′ is called minimal when H′ is cyclic for U . The
Sz.-Nagy-Scha¨ffer isometric lifting of T ′ is minimal. If the isometric lifting U is
given by (1.2), then the lifting is minimal if and only if the space Y1DT ′ is cyclic
for Y2.
Two isometric liftings U1 on K1 and U2 on K2 of T
′ are said to be isomorphic if
there exists a unitary operator Φ from K1 onto K2 such that
ΦU1 = U2Φ and Φh = h for all h ∈ H
′.
Minimality of an isometric lifting is preserved under an isomorphism, and two
minimal isometric liftings of T ′ are isomorphic.
Finally, when U on K is a isometric lifting of T ′, then the subspace K′, given by
K′ =
∞∨
n=0
UnH′,
is reducing for U , that is, both K′ and its orthogonal complement K˜ = K ⊖K′ are
invariant under U . Furthermore, in that case the operator U ′ = ΠK′U |K
′ on K′
is a minimal isometric lifting of T ′, and the operator U admits a operator matrix
decomposition of the form
(1.3) U =
[
U ′ 0
0 U˜
]
on
[
K′
K˜
]
,
where U˜ is an isometry on K˜. We shall call U ′ in (1.3) the minimal isometric lifting
of T ′ associated with U .
The following proposition summarizes the results referred to above in a form
that will be convenient for this paper. For details we refer to Section 11.3 in [14].
Theorem 1.1. Let T ′ be a contraction on H′, let V on H′ ⊕H2(DT ′) be the Sz.-
Nagy-Scha¨ffer (minimal) isometric lifting of T ′, and let U on H⊕M be an arbitrary
isometric lifting of T ′ given by (1.2). Then there exists a unique isometry Φ from
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H′ ⊕ H2(DT ′) into H
′ ⊕M such that UΦ = ΦV and Φ|H′ = IH′ . In fact, Φ is
given by
Φ =
[
IH′ 0
0 Λ
]
:
[
H′
H2(DT ′)
]
→
[
H′
M
]
,
where Λ is defined by
Λh =
∞∑
n=0
Y n2 Y1hn, h(λ) =
∞∑
n=0
λnhn ∈ H
2(DT ′),
with Y1 and Y2 as in (1.2). Moreover, (Λ
∗m)(λ) = Y ∗1 (I − λY
∗
2 )
−1m for each
m ∈M. Finally, Φ is unitary if and only if U is a minimal isometric lifting of T ′,
and in that case the isometric liftings V and U of T ′ are isomorphic.
The isometry Φ introduced in the above theorem will be referred to as the unique
isometry associated with T ′ that intertwines V with U . Since V is uniquely deter-
mined by T ′, we shall denote this isometry simply by ΦU, T ′ . When U on K is
an isometric lifting of T ′ and U ′ on K′ is the minimal isometric lifting of T ′ as-
sociated with U , then the operator ΠK′ΦU, T ′ is the unique isometry associated
with T ′ that intertwines V with U ′, that is, ΦU ′, T ′ = ΠK′ΦU, T ′ or, equivalently,
Π∗K′ΦU ′, T ′ = ΦU, T ′ .
2. Isometric realizations
In this section we review some of the classical results on controllable isometric
realizations, and we prove a few additional results that will be useful in the later
sections.
We say that {Z,B,C,D;X ,U ,Y} (or simply {Z,B,C,D}) is a realization of a
L(U ,Y)-valued function G if
(2.1) G(λ) = D + λC(IX − λZ)
−1B
for all λ in some open neighborhood of the origin in the complex plane. Here Z
is an operator on X and B is an operator from U into X while C is an operator
mapping X into Y and D is an operator from U into Y (where X , U and Y are
all Hilbert spaces). In this case, we refer to the function defined by the right hand
side of (2.1) as the associated transfer function. A realization {Z,B,C,D} is called
isometric if the operator
(2.2) M =
[
D C
B Z
]
:
[
U
X
]
→
[
Y
X
]
is an isometry. The 2 × 2 operator matrix in (2.2) is called the system matrix
associated with the realization {Z,B,C,D}. The transfer function of an isometric
realization belongs to the Schur class S(U ,Y), that is, if {Z,B,C,D} is an isometric
realization, then the function G defined by (2.1) is a contractive analytic L(U ,Y)-
valued function on D. Conversely, if G ∈ S(U ,Y), then there is an isometric
realization {Z,B,C,D} such that (2.1) holds for all λ in D.
The transfer function of a realization can also be expressed in terms of the system
matrix M . In fact, if {Z,B,C,D} is a realization and M is the associated system
matrix, then in a neighborhood of the origin the transfer function G is also given
by
(2.3) G(λ) = ΠYM(IU⊕X − λJXM)
−1Π∗U ,
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where JX is the partial isometry from Y ⊕ X to U ⊕ X given by
JX =
[
0 0
0 IX
]
:
[
Y
X
]
→
[
U
X
]
.
Indeed, for λ sufficiently close to zero we have
G(λ) = D + λC(IX − λZ)
−1B =
[
D C
] [ IU
λ(IX − λZ)
−1B
]
=
[
D C
] [ IU 0
λ(IX − λZ)
−1B (IX − λZ)
−1
] [
IU
0
]
=
[
D C
] [ IU 0
−λB IX − λZ
]−1 [
IU
0
]
=
[
D C
](
IU⊕X − λ
[
0 0
0 IX
] [
D C
B Z
])−1 [
IU
0
]
= ΠYM(IU⊕X − λJXM)
−1Π∗U .
Since the right side of (2.1) is a Schur class function if M in (2.2) is an isometry,
the same holds true for the right hand side of (2.3). Notice that the function G
defined by (2.3) can also be written in the form:
G(λ) = ΠY(IY⊕X − λMJX )
−1MΠ∗U .
If for a realization {Z,B,C,D;X ,U ,Y} the space
∨∞
n=0 Z
nBU is equal to X ,
then the realization or the pair {Z,B} is called controllable. In other words, a
realization is controllable if and only if the space BU is cyclic for Z. In terms of the
system matrix M in (2.2) the realization {Z,B,C,D} is controllable if and only if
(2.4) X = ΠX
∞∨
n=0
(JXM)
n
[
U
{0}
]
.
The above condition (2.4) is also equivalent to the requirement that {JXM,Π
∗
U} is
a controllable pair. In the particular case when U = Y in (2.2), condition (2.4) can
be written in an even simpler form. This is the contents of the next lemma.
Lemma 2.1. LetM be as in (2.2), and assume U = Y. Then {Z,B} is controllable
if and only if U ⊕ {0} is cyclic for M , that is,
(2.5)
∞∨
n=0
Mn
[
U
{0}
]
=
[
U
X
]
.
Proof. Let EU be the canonical embedding of U into U ⊕ X , and define M0 to be
the operator
M0 =
[
0 0
B Z
]
:
[
U
X
]
→
[
U
X
]
.
Then M0 = M − EU
[
C D
]
. This feedback relation implies that the pair
{M0, EU} is controllable if and only if the pair {M,EU} is controllable. Thus
(2.5) holds if and only if {M0, EU} is controllable. Now notice that for all integers
n ≥ 1, we have
Mn0 EU =
[
0 0
Zn−1B Zn
] [
IU
0
]
=
[
0
Zn−1B
]
: U →
[
U
X
]
.
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It follows that
∞∨
n=0
Mn0 EUU =
[
U
{0}
]
⊕
∞∨
n=1
Mn0 EU = U ⊕
∞∨
n=1
Zn−1BU .
We conclude that (2.5) holds if and only if the pair {Z,B} is controllable. 
A realization {Z,B,C,D} or the pair {C,Z} is called observable if CZnx =
0 for all integers n ≥ 0 implies that the vector x is equal to zero. Since the
orthogonal complement of KerCZn is equal to the closure of Im (Z∗)nC∗, we see
that observability of the realization {Z,B,C,D} is equivalent to the controllability
of the dual realization {Z∗, C∗, B∗, D∗}.
Two realizations {Z1 on X1, B1, C1, D1} and {Z2 on X2, B2, C2, D2} are said to
be unitarily equivalent if D1 = D2 and there exists a unitary operator W mapping
X1 onto X2 such that
WZ1 = Z2W, WB1 = B2 and C2W = C1.
Unitary equivalence does not change the transfer function. More precisely, when
two realizations are unitary equivalent, then their transfer functions coincide in a
neighborhood of zero. For isometric controllable realizations the converse is also
true. In fact we have the following theorem.
Theorem 2.2. Let G be a L(U ,Y)-valued function. Then G ∈ S(U ,Y) if and only
if G admits an isometric realization. In this case, G admits a controllable isomet-
ric realization and all controllable isometric realizations of G are unitarily equiv-
alent. In particular, formula (2.1) provides a one to one correspondence between
the L(U ,Y)-contractive analytic functions on D and (up to unitary equivalence) the
controllable isometric realizations of L(U ,Y)-valued functions.
The above result appears in a somewhat different form in [19] as a theorem
representing a Schur class function as a characteristic operator function. A full
proof, with isometric systems replaced by their dual ones, can be found in [4] which
also gives additional references. In Section 1.3 of [15] the theorem is proved using
the Naimark dilation theory.
We conclude this section with a proposition that will be useful in the later
sections. The starting point is an isometry Y of the type appearing in (1.2). More
precisely,
(2.6) Y =
[
Y1 Y2
]
:
[
D′
M
]
→M.
Proposition 2.3. Let Y in (2.6) be an isometry. Assume M = D ⊕ X , and let
ΠD and ΠX be the orthogonal projections of M onto D and X , respectively. Put
(2.7) F (λ) = ΠD′⊕DY
∗(IM − λJ
′
XY
∗)−1Π∗D, λ ∈ D,
where ΠD′⊕D is the orthogonal projection of D
′ ⊕M onto D′ ⊕D, and
J ′X : D
′ ⊕M→M, J ′X (d
′ ⊕m) = ΠXm.
Then F belongs to the Schur class S(D,D′ ⊕D) and
(2.8) Y ∗1 (IM − λY
∗
2 )
−1Π∗D = Π
′F (λ)
(
ID − λΠF (λ)
)−1
, λ ∈ D,
where Π and Π′ are the orthogonal projections of D′⊕D onto D and D′, respectively.
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It will be convenient first to prove a lemma. Let Γ be a contraction fromM into
E1 ⊕M. Partition Γ as a 2× 1 operator matrix, as follows
(2.9) Γ =
[
Γ1
Γ2
]
:M→
[
E1
M
]
.
Furthermore, let E2 be a subspace of M, and consider the function
(2.10) Ξ(λ) = Γ1(IM − λΓ2)
−1Π∗E2 , λ ∈ D,
Here ΠE2 is the orthogonal projection of M onto E2. Since Γ is a contraction, the
same holds true for Γ2, and hence I − λΓ2 is invertible for each λ ∈ D. Thus Ξ is
well-defined on D. Next, let X be the orthogonal complement of E2 inM, and thus
M = E2 ⊕X . Then Γ also admits a 3× 2 operator matrix representation, namely
(2.11) Γ =

 D1 C1D2 C2
B Z

 :
[
E2
X
]
→

 E1E2
X

 .
Put
(2.12) F (λ) =
[
D1
D2
]
+ λ
[
C1
C2
]
(IX − λZ)
−1B, λ ∈ D.
Again, since Γ is a contraction, the operator Z is a contraction, and hence F is
well-defined on D.
Lemma 2.4. Let Ξ and F be the functions defined by (2.10) and (2.12), respectively.
Then F belongs to the Schur class S(E2, E1 ⊕ E2) and
(2.13) Ξ(λ) = Π1F (λ)(I −Π2F (λ))
−1 λ ∈ D,
where Π1 and Π2 are the orthogonal projections of E1 ⊕ E2 onto E1 and E2, respec-
tively.
Proof. The function F is the transfer function of the system
{
Z,B,
[
C1
C2
]
,
[
D1
D2
]
;X , E2, E1 ⊕ E2
}
.
By (2.11) the system matrix corresponding to this system is equal to Γ, and hence
it is a contraction. This implies that F belongs to the Schur class S(E2, E1 ⊕ E2);
cf., Theorem 4.1 in [10] where this is proved for time-variant systems.
To prove (2.13) fix λ ∈ D. Using the partitioning of Γ in (2.11) we see that for
each e ∈ E2 we have
Ξ(λ)e =
[
D1 C1
](
I − λ
[
D2 C2
B Z
])−1 [
e
0
]
.
To find Ξ(λ)e we have to compute the first column of the inverse of the 2 × 2
operator matrix
(2.14)
[
I − λD2 −λC2
−λB I − λZ
]
.
Since I − λZ is invertible, the Schur complement ∆(λ) of I − λZ in (2.14) is well-
defined and is given by
∆(λ) := I − λD2 − λ
2C2(I − λZ)
−1B = I − λΠ2F (λ).
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It follows (cf., Remark 1.2 in [11]) that[
I − λD2 −λC2
−λB I − λZ
]−1
=
[
(I − λΠ2F (λ))
−1 ∗
λ(I − λZ)−1B(I − λΠ2F (λ))
−1 ∗
]
.
Thus
Ξ(λ)e =
[
D1 C1
] [ (I − λΠ2F (λ))−1e
λ(I − λZ)−1B(I − λΠ2F (λ))
−1e
]
= (D1 − λC1(I − λZ)
−1B)(I − λΠ2F (λ))
−1e
= Π1F (λ)(I − λΠ2F (λ))
−1e.
Since e is an arbitrary element of E2, this proves (2.13). 
Proof of Proposition 2.3. Since Y is assumed to be an isometry, Y ∗ is a con-
traction. Now apply Lemma 2.4 with D′ in place of E1, with Y
∗ in place of the
contraction Γ in (2.9), and with D in place of E2. With these choices the function
Ξ in (2.10) coincides with the function defined by the left hand side of (2.8). Thus
in order to finish the proof it remains to show that with Γ = Y ∗, E1 = D
′, and
E2 = D the function F in (2.12) is also given by (2.7). But this follows by applying
to F in place of G that the function G in (2.1) is also given by (2.3). Indeed, since
F is the transfer function of the system
{
Z,B,
[
C1
C2
]
,
[
D1
D2
]
;X ,D,D′ ⊕D
}
,
and the system matrix of this system is equal to Y ∗, the equivalence between (2.1)
and (2.3) yields in a straightforward way that F in (2.12) is also given by (2.7). 
3. Isometric couplings
Throughout this section {T ′, A} is a pair of contractions, T ′ on a Hilbert space
H′ and A from a Hilbert space H to H′.
An isometric coupling of {T ′, A} is a pair {U on K, τ} of operators such that U
is an isometric lifting of T ′, acting on K (and thus H′ ⊂ K), and τ is an isometry
from H to K with ΠH′τ = A. If the space K is of no interest, then we will just
write {U, τ}. An isometric coupling {U on K, τ} of {T ′, A} is called minimal if, in
addition, the space H′ ∨ τH is cyclic for U , that is,
K =
∞∨
n=0
Un(H′ ∨ τH).
There exist minimal isometric couplings of {T ′, A}. To see this, let U be the
operator on H′ ⊕H2(DT ′ ) ⊕H
2(DA) given by the following operator matrix rep-
resentation
U =

 T
′ 0 0
ED
T ′
SD
T ′
0
0 0 SDA

 .
Here ED
T ′
is the canonical embedding of DT ′ onto the space of constant functions
of H2(DT ′), and SD
T ′
and SDA are the unilateral shifts on H
2(DT ′ ) and H
2(DA),
respectively. Notice that the operator defined by the 2× 2 operator matrix in the
left upper corner of the matrix for U is the Sz.-Nagy-Scha¨ffer minimal isometric
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lifting of T ′. Since SDA is an isometry, we conclude that U is also an isometric
lifting of T ′. Now let τ be the isometry defined by
τ =

 A0
EDADA

 : H →

 H
′
H2(DT ′)
H2(DA)


where EDA is the canonical embedding of DA onto the space of constant functions
of H2(DA). Then {U, τ} is a minimal isometric coupling of {T
′, A}.
Two isometric couplings {U1 on K1, τ1} and {U2 on K2, τ2} of {T
′, A} are said
to be isomorphic if there exists a unitary operator Ψ from K1 to K2 such that
ΨU1 = U2Ψ, Ψτ1 = τ2 and Ψh = h for all h ∈ H
′.
In this case
(3.1) ΨU1τ1 = U2τ2.
Minimality is preserved under isomorphic equivalence. Indeed, when the pairs
{U1 on K1, τ1} and {U2 on K2, τ2} are isomorphic isometric couplings of {T
′, A},
and Ψ from K1 to K2 is an isomorphism between the two isometric couplings, then
∞∨
n=0
Un2 (H
′ ∨ τ2H) =
∞∨
n=0
(ΨU1Ψ
∗)n(H′ ∨Ψτ1H) =
∞∨
n=0
ΨUn1 Ψ
∗(H′ ∨Ψτ1H)
= Ψ
∞∨
n=0
Un1 ((Ψ
∗H′) ∨Ψ∗Ψτ1H) = Ψ
∞∨
n=0
Un1 (H
′ ∨ τ1H).
We say that an isometric coupling {U on K, τ} of {T ′, A} is special if K is a
Hilbert direct sum of the space H′, the space DA and some Hilbert space X , that
is, K = H′⊕DA⊕X , and the action of τ is given by τh = Ah⊕DAh⊕0, where 0 is
the zero vector in X . In other words, an isometric coupling {U on K, τ} of {T ′, A}
is special if, in addition, DA is a subspace ofM, whereM = K⊖H
′, and τ admits
a matrix representation of the form
τ =
[
A
Π∗DADA
]
: H →
[
H′
M
]
.
The importance of special isometric couplings follows from Theorem 3.4 below.
To prove this theorem we need a few auxiliary propositions. The first also settles
the question of existence of special isometric couplings.
Proposition 3.1. Every isometric coupling is isomorphic to a special isometric
coupling.
Proof. Let {U on K, τ} be an isometric coupling of {T ′, A}, and putM = K⊖H′.
Since τ is an isometry and ΠH′τ = A, the operator τ admits a matrix representation
of the form:
(3.2) τ =
[
A
ΓDA
]
: H →
[
H′
M
]
where Γ : DA →M is an isometry;
see Section IV.1 of [13] or Section XXVII.5 of [17]. Now let D = ImΓ, and put
X =M⊖D. Then D is closed, and we can view Γ as a unitary operator from DA
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onto D. Define the unitary operator σ by
σ =

 IH′ 0 00 Γ 0
0 0 IX

 :

 H
′
DA
X

→

 H
′
D
X

 .
Also define U0 = σ
∗Uσ and τ0 = σ
∗τ . Then {U0, τ0} is a special isometric coupling
of {T ′, A} which is isomorphic to {U, τ}. 
Since minimality of isometric couplings is preserved under isomorphisms, and
isometric couplings do exist (see the third paragraph of this section), the above
proposition shows that any {T ′, A} admits a special minimal isometric coupling.
Recall that an isometric lifting U of T ′ can always be represented (see (1.2)) in
the following form:
(3.3) U =
[
T ′ 0
Y1DT ′ Y2
]
on
[
H′
M
]
where Y =
[
Y1 Y2
]
:
[
DT ′
M
]
→M
is an isometry. According to (1.3) this U also admits a matrix representation of
the form:
U =
[
U ′ 0
0 U˜
]
on
[
K′
K˜
]
where K′ =
∞∨
n=0
UnH′, K˜ = K⊖K′.
Here U ′ onK′ is the minimal isometric lifting of T ′ associated with U (see Section 1),
and U˜ is an isometry on K˜. We can now state the next proposition.
Proposition 3.2. Let {U, τ} be an isometric coupling of {T ′, A}, where U is de-
termined by (3.3) and τ by (3.2). Set D = ImΓ, where Γ is given by (3.2), and for
Y in (3.3) consider the following operator matrix representation:
(3.4) Y =
[
D C
B Z
]
:
[
DT ′ ⊕D
X
]
→
[
D
X
]
where X =M⊖D.
Then {U, τ} is a minimal isometric coupling of {T ′, A} if and only if the pair {Z,B}
is controllable.
Proof. Since τ is given by (3.2), the space H′ ⊕ τH is equal to H′ ⊕ D. Thus we
have to show that H′⊕D is cyclic for U if and only if the pair {Z,B} is controllable.
To do this we associate with U two auxiliary operators, namely
Uˇ =
[
0 0
Y1DT ′ Y2
]
on
[
H′
M
]
, M =
[
0 0
Y1 Y2
]
on
[
DT ′
M
]
.
Notice that the range of U − Uˇ belongs to H′. Since H′ ⊂ H′⊕D, this implies that
H′⊕D is cyclic for U if and only if H′⊕D is cyclic for Uˇ . By induction one proves
that for n = 1, 2, 3, . . . we have
Uˇn =
[
0 0
Y n−12 Y1DT ′ Y
n
2
]
on
[
H′
M
]
, M =
[
0 0
Y n−12 Y1 Y
n
2
]
on
[
DT ′
M
]
.
On the other hand
[
Y n−12 Y1DT ′ Y
n
2
] [ H′
D
]
=
[
Y n−12 Y1 Y
n
2
] [ DT ′
D
]
, n = 1, 2, 3, . . . ,
and hence H′ ⊕D is cyclic for Uˇ if and only if DT ′ ⊕D is cyclic for M .
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It remains to prove that DT ′ ⊕ D is cyclic for M if and only if the pair {Z,B}
is controllable. Using Y =
[
Y1 Y2
]
and (3.4), we see that
M =
[
Dˇ Cˇ
B Z
]
,
where Dˇ = Π∗DD and Cˇ = Π
∗
DC with ΠD equal to the orthogonal projection of
DT ′ ⊕ D onto D. By employing Lemma 2.1 with U = Y = DT ′ ⊕ D, we see that
DT ′⊕D is cyclic forM if and only if the pair {Z,B} is controllable, which completes
the proof. 
Proposition 3.3. Let {U1 on K1, τ1} and {U2 on K2, τ2} be special isometric cou-
plings of {T ′, A}. For j = 1, 2 set Xj = Kj ⊖ (H
′ ⊕ DA), and let Y (j) be the
isometry from DT ′⊕DA⊕Xj into DA⊕Xj corresponding to Uj via (3.3). Consider
the following operator matrix representation
Y (j) =
[
Dj Cj
Bj Zj
]
:
[
DT ′ ⊕DA
Xj
]
→
[
DA
Xj
]
for j = 1, 2.
Then {U1, τ1} and {U2, τ2} are isomorphic if and only if {Z1, B1, C1, D1} and
{Z2, B2, C2, D2} are unitarily equivalent realizations.
Proof. Assume that {Z1, B1, C1, D1} and {Z2, B2, C2, D2} are unitarily equivalent,
that is, D1 = D2 and there exists a unitary operator W from X1 onto X2 such that
(3.5) WZ1 = Z2W, WB1 = B2 and C1 = C2W.
Now let Φ be the unitary operator from K1 onto K2 defined by
(3.6) Φ =

 IH′ 0 00 IDA 0
0 0 W

 :

 H
′
DA
X1

→

 H
′
DA
X2

 .
Then Φh = h for all h in H′. Because {U1, τ1} and {U2, τ2} are special, we see that
(3.7) τj =

 ADA
0

 : H →

 H
′
DA
Xj

 for j = 1, 2.
Hence Φτ1 = τ2. Using the appropriate operator matrix decomposition we arrive
at
ΦU1 =

 IH′ 0 00 IDA 0
0 0 W



 T
′ 0 0
D1Π
∗
D
T ′
DT ′ D1Π
∗
DA
C1
B1Π
∗
D
T ′
DT ′ B1Π
∗
DA
Z1


=

 T
′ 0 0
D1Π
∗
D
T ′
DT ′ D1Π
∗
DA
C1
WB1Π
∗
D
T ′
DT ′ WB1Π
∗
DA
WZ1

 .(3.8)
A similar calculation shows that
U2Φ =

 T
′ 0 0
D2Π
∗
D
T ′
DT ′ D2Π
∗
DA
C2
B2Π
∗
D
T ′
DT ′ B2Π
∗
DA
Z2



 IH′ 0 00 IDA 0
0 0 W


=

 T
′ 0 0
D2Π
∗
D
T ′
DT ′ D2Π
∗
DA
C2W
B2Π
∗
D
T ′
DT ′ B2Π
∗
DA
Z2W

 .(3.9)
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BecauseD1 = D2 and (3.5) holds, we see that ΦU1 = U2Φ. In other words, {U1, τ1}
and {U2, τ2} are isomorphic.
Conversely assume that {U1, τ1} and {U2, τ2} are isomorphic. Then there exists a
unitary operator Φ from K1 onto K2 such that Φh = h for all h in H
′ and Φτ1 = τ2
and ΦU1 = U2Φ. Because τ1 and τ2 admit matrix representations of the form
presented in (3.7) and ImDA is dense in DA, we see that Φh = h for all h ∈ DA. So
Φ admits a matrix representation as in (3.6) where W is a unitary operator from
X1 onto X2. By combining ΦU1 = U2Φ with the matrix representations for ΦU1 in
(3.8) and U2Φ in (3.9), we see that
D1 = D2, WZ1 = Z2W, WB1 = B2 and C1 = C2W.
Hence {Z1, B1, C1, D1} and {Z2, B2, C2, D2} are unitarily equivalent realizations.

Theorem 3.4. Let {T ′, A} be a pair of contractions, T ′ acting on H′ and A from
H into H′. Then there is a one to one map from the set of minimal isometric
couplings of {T ′, A}, with isomorphic ones being identified, onto the Schur class
S(DA,DT ′⊕DA). This map is defined as follows. Let {U, τ} be a minimal isometric
coupling of {T ′, A}, which may be assumed to be special, by Proposition 3.1. Define
(3.10) F{U,τ}(λ) = ΠDT ′⊕DAY
∗(IM − λJ
′
XY
∗)−1Π∗DA ,
where Y is the isometry uniquely determined by U via (3.3), X = M⊖ DA, and
J ′X is the partial isometry from DT ′ ⊕DA ⊕X to DA ⊕X given by
J ′X =
[
0 0
0 IX
]
:
[
DT ′ ⊕DA
X
]
→
[
DA
X
]
.
Then {U, τ} 7→ F{U,τ} is the desired map.
Proof. We know from Proposition 3.1 that every isometric coupling is isomorphic
to a special one. So without loss of generality we can assume the isometric couplings
to be special.
From Proposition 3.2 and Section 1 it is clear that there is a one to one cor-
respondence between the special minimal isometric couplings of {T ′, A} and the
isometries Y mapping the space DT ′ ⊕ DA ⊕ X into DA ⊕ X , where X is some
Hilbert space and the pair {ΠXY Π
∗
X ,ΠXYΠ
∗
D
T ′
⊕DA
} is controllable. In fact, this
one to one correspondence is provided by (3.3). Furthermore, formula (3.4) estab-
lishes a one to one correspondence between the isometries Y mapping the space
DT ′ ⊕DA ⊕X into DA ⊕X and the isometric realizations
{Z,B,C,D;X ,DT ′ ⊕DA,DA},
and in this one to one correspondence Z = ΠXY Π
∗
X and B = ΠXY Π
∗
D
T ′
⊕DA
.
From Theorem 2.2 we know that there is a one to one correspondence between the
controllable isometric realizations, with the unitarily equivalent ones being iden-
tified, and the S(DT ′ ⊕ DA,DA) Schur class functions. Next, note that the map
G 7→ F , where F (λ) = G(λ)∗, is a one to one map from S(DT ′ ⊕ DA,DA) onto
S(DA,DT ′ ⊕DA). Following up all these one to one correspondences and using the
results of Section 2 we see that the map from a special minimal isometric coupling
{U, τ} to F is given by F = F{U,τ}. To complete the proof, it remains to apply
Proposition 3.3. 
We conclude this section with a lemma that will be useful in the next section.
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Lemma 3.5. Let {U1 on K1, τ1} and {U2 on K2, τ2} be isomorphic isometric cou-
plings of {T ′, A}, and let V on H′ ⊕ H2(DT ′) be the Sz.-Nagy-Scha¨ffer minimal
isometric lifting of T ′. For j = 1, 2 let Φj be the unique isometry associated with
T ′ intertwining V and Uj. Then
Φ∗1τ1 = Φ
∗
2τ2.
Proof. Let Ψ from K1 to K2 be an isomorphism from {U1, τ1} to {U2, τ2}. Define
Θ from H′ ⊕ H2(DT ′) into K1 by setting Θ = Ψ
∗Φ2. Then Θ is an isometry,
Θh = Ψ∗Φ2h = Ψ
∗h = h for all h ∈ H′, and
ΘV = Ψ∗Φ2V = Ψ
∗U2Φ2 = U1Ψ
∗Φ2 = U1Θ.
So, by Theorem 1.1 (see also the last paragraph of Section 1), the operator Θ is
the unique isometry associated with T ′ intertwining V and U1, that is, Θ = Φ1. It
follows that Φ1 = Ψ
∗Φ2, and hence Φ
∗
1τ1 = Φ
∗
2Ψτ1 = Φ
∗
2τ2, which completes the
proof. 
4. Main theorem for the case when R∗R = Q∗Q
In this section {A, T ′, V, R,Q} is a lifting data set, with V onH′⊕H2(DT ′) being
the Sz.-Nagy-Scha¨ffer minimal isometric lifting of T ′. In particular, T ′AR = AQ
and R∗R ≤ Q∗Q. Recall that B from H into H′ ⊕ H2(DT ′) is a contractive
interpolant for {A, T ′, V, R,Q} if B is a contraction satisfying ΠH′B = A and
V BR = BQ.
Our aim is to prove Theorem 0.1 assuming that R∗R = Q∗Q. First let us
reformulate Theorem 0.1 for this case. For this purpose note that for R∗R = Q∗Q
the spaces F and F ′ defined by (0.2) are given by
F = DAQH0 and F
′ =
[
DT ′AR
DAR
]
H0.
Observe that F ⊂ DA and F
′ ⊂ DT ′ ⊕ DA. Furthermore, the unitary operator ω
mapping F onto F ′ in (0.3) is now determined by
(4.1) ω(DAQh) =
[
DT ′AR
DAR
]
h, h ∈ H0.
The following is the main result of this section.
Theorem 4.1. Let {A, T ′, V, R,Q} be a lifting data set, where V on H′⊕H2(DT ′) is
the Sz.-Nagy-Scha¨ffer minimal isometric lifting of T ′, and assume that R∗R = Q∗Q.
Then all contractive interpolants B for {A, T ′, V, R,Q} are given by
(4.2) Bh =
[
Ah
ΠT ′F (λ)(I − λΠAF (λ))
−1DAh
]
, h ∈ H,
where F is any function in S(DA,DT ′ ⊕DA) satisfying F (0)|F = ω. Here ω is the
unitary operator defined in (4.1) while ΠT ′ and ΠA are the projections given by
ΠT ′ =
[
I 0
]
:
[
DT ′
DA
]
→ DT ′ and ΠA =
[
0 I
]
:
[
DT ′
DA
]
→ DA.
The proof of the above theorem will be based on a further refinement (which we
present in two propositions) of the theory of isometric couplings presented in the
previous section. In fact, to obtain contractive interpolants for {A, T ′, V, R,Q} we
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shall need isometric couplings {U, τ} of {T ′, A} satisfying the additional intertwin-
ing relation UτR = τQ. This is the contents of the first proposition (Proposition
4.2 below). The existence of such couplings is guaranteed by the second proposi-
tion (Proposition 4.3 below), which is based on Theorem 3.4. In the sequel, for
simplicity, we shall write V for the space H′ ⊕H2(DT ′).
Proposition 4.2. Let {A, T ′, V, R,Q} be a lifting data set, with V on V being the
Sz.-Nagy-Scha¨ffer minimal isometric lifting of T ′, and assume that R∗R = Q∗Q.
Let {U on K, τ} be an isometric coupling of {T ′, A} satisfying UτR = τQ, and let
Φ be the unique isometry from V into K associated with T ′ intertwining V with U .
Then
(4.3) B = Φ∗τ
is a contractive interpolant for {A, T ′, V, R,Q}, and all contractive interpolants for
this data set are obtained in this way. More precisely, if B a contractive interpolant
for {A, T ′, V, R,Q}, then there exists a minimal special isometric coupling {U, τ}
of {T ′, A} such that B = Φ∗τ and UτR = τQ.
Proof. First let us show that B defined by (4.3) is a contractive interpolant for the
data set {A, T ′, V, R,Q}. Obviously, B is a contraction. Put K′ = ImΦ. Recall
(see Section 1) that ΦΦ∗ is the orthogonal projection of K onto K′. From Theorem
1.1 we know that K′ =
∨
n≥0 U
nH′ is a reducing subspace for U . It follows that U
commutes with ΦΦ∗. Since Φ∗Φ is the identity operator on V = H′ ⊕H2(DT ′), we
obtain
V BR = Φ∗UΦ(Φ∗τ)R = Φ∗(UΦΦ∗)τR = Φ∗ΦΦ∗UτR = Φ∗τQ = BQ.
Thus B is a contractive interpolant for {A, T ′, V, R,Q}.
To prove the reverse implication, assume that B is a contractive interpolant. We
have to construct a minimal special isometric coupling {U, τ} of {T ′, A} satisfying
UτR = τQ such that B is given by (4.3). Since B is a contraction, we may consider
the subspaces
F˜ = DBRH0 and F˜
′ = DBQH0.
Using V BR = BQ with R∗R = Q∗Q, and the fact that V is an isometry, we see
that for each h ∈ H0 we have
‖DBQh‖
2 = ‖Qh‖2 − ‖BQh‖2 = ‖Rh‖2 − ‖V BRh‖2
= ‖Rh‖2 − ‖BRh‖2 = ‖DBRh‖
2.
Hence there exists a unique unitary operator ω˜ from F˜ onto F˜ ′ such that ω˜DBR =
DBQ. Next, define the subspaces
G˜ = DB ⊖ F˜ and G˜
′ = DB ⊖ F˜
′.
Notice that DB = F˜ ⊕ G˜ and DB = F˜
′ ⊕ G˜′. Thus ω˜ defines a partial isometry Ω
on DB as follows:
Ω =
[
ω˜ 0
0 0
]
:
[
F˜
G˜
]
→
[
F˜ ′
G˜′
]
.
Observe that DΩ coincides with G˜. Define VΩ to be the Sz.-Nagy-Scha¨ffer minimal
isometric lifting of Ω on VΩ = DB ⊕ H
2(G˜). Thus VΩ has the following operator
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matrix representation
VΩ =

 ω˜ 0 00 0 0
0 EG˜ SG˜

 :

 F˜G˜
H2(G˜)

→

 F˜
′
G˜′
H2(G˜)

 .
Here EG˜ is the canonical embedding of G˜ onto the space of constant functions in
H2(G˜), and SG˜ is the unilateral shift on the Hardy space H
2(G˜). Since VΩ is a
minimal isometric lifting of Ω, we have VΩ = DB ⊕ H
2(G˜) =
∨∞
n=0 V
n
ΩDB . Now,
put
UΩ =
[
V 0
0 VΩ
]
on
[
V
VΩ
]
,(4.4)
τΩ =
[
B
Π∗DBDB
]
: H →
[
V
VΩ
]
.(4.5)
Since V on V = H′ ⊕H2(DT ′) is an isometric lifting of T
′, the operator UΩ is an
isometric lifting of T ′, and A = ΠH′τΩ. It follows that {UΩ, τΩ} is an isometric
coupling of {T ′, A}. Notice that V ∨τΩH = V ⊕DB. Because H
′ is cyclic for V and
DB is cyclic for VΩ, the reducing decomposition of UΩ in (4.4) shows that H
′∨τΩH
is cyclic for UΩ. In other words, the isometric coupling {UΩ, τΩ} is minimal. Since
V BR = BQ, the construction of UΩ and τΩ implies that
(4.6) UΩτΩR = τΩQ and B = ΠVτΩ.
Indeed, for h ∈ H0 we have
UΩτΩRh =
[
V 0
0 VΩ
] [
BRh
DBRh
]
=
[
V BRh
VΩDBRh
]
.
However, DBRH0 ⊂ F˜ , and hence VΩDBRh = ω˜DBRh = DBQh, which follows
from the definition of ω˜. Since, by assumption, V BRh = BQh, we see that
UΩτΩRh =
[
BQh
DBQh
]
= τΩQh,
which proves the first identity in (4.6). The second is clear from the definition of
τΩ.
From the construction of UΩ it follows that the unique isometry ΦΩ associated
with T ′ that intertwines V with UΩ is equal to Π
∗
V , where ΠV is the orthogonal
projection of V ⊕ VΩ onto V . This together with the second identity in (4.6) yields
(4.7) B = ΠVτΩ = Φ
∗
ΩτΩ.
By Proposition 3.1 and the fact that minimality of isometric couplings is pre-
served under isomorphisms, there exists a minimal special isometric coupling {U, τ}
of {T ′, A} which is isomorphic to {UΩ, τΩ}. Using Lemma 3.5 and formula (4.7) we
obtain B = Φ∗τ , where Φ is the unique isometry associated with T ′ that intertwines
V with U .
It remains to prove that UτR = τQ. Let Ψ be the isomorphism that trans-
forms {UΩ, τΩ} into {U, τ}. In particular, ΨτΩ = τ . Moreover formula (3.1) yields
ΨUΩτΩ = Uτ . Since UΩτΩR = τΩQ, it follows that UτR = ΨUΩτΩR = ΨτΩQ =
τQ. 
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Proposition 4.3. Let {A, T ′, V, R,Q} be a lifting data set. Assume that R∗R =
Q∗Q, and let ω be the unitary operator defined in (4.1). Consider a minimal special
isometric coupling {U, τ} of {T ′, A}, and let F{U,τ} be the function in the Schur class
S(DA,DT ′ ⊕DA) defined by (3.10). Then UτR = τQ if and only F{U,τ}(0)|F = ω.
In particular, there exists a special isometric coupling {U, τ} of {T ′, A} satisfying
UτR = τQ.
It will be convenient first to prove the following lemma.
Lemma 4.4. Let {A, T ′, U ′, R,Q} be a lifting data set satisfying R∗R = Q∗Q. Let
{U, τ} be a special isometric coupling of {T ′, A}, and consider its operator matrix
representation of the form
(4.8) U =
[
T ′ 0
Y1DT ′ Y2
]
on
[
H′
M
]
where Y =
[
Y1 Y2
]
:
[
DT ′
M
]
→M
is an isometry. Then UτR = τQ if and only if Y |F ′ = ω∗.
Proof. Since the coupling is special, the space DA is a subspace of M and
τ =
[
A
Π∗DADA
]
: H →
[
H′
M
]
.
It follows that for h in H0, we have
UτRh =
[
T ′ 0
Y1DT ′ Y2
] [
ARh
DARh
]
=
[
T ′ARh
Y1DT ′ARh+ Y2DARh
]
=

 AQh
Y
[
DT ′ARh
DARh
]  .
Thus
UτR = τQ ⇐⇒ Y
[
DT ′AR
DAR
]
h = DAQh, h ∈ H0.
Since Y is an isometry, we see that UτR = τQ if and only if Y |F ′ is a unitary
operator from F ′ onto F with the same action as ω∗. Because of the uniqueness of
ω, this proves the lemma. 
Proof of Proposition 4.3. Let Y be the isometry determined by the operator
matrix representation for U in (4.8), and set F = F{U,τ}. From Lemma 4.4 we
know that UτR = τQ if and only if Y |F ′ = ω∗. Thus we have to show that
(4.9) F (0)|F = ω ⇐⇒ Y |F ′ = ω∗.
By consulting (3.10) we see that F (0) = ΠD
T ′
⊕DAY
∗Π∗DA . The fact that F
′ ⊂
DT ′⊕DA allows us to view ω as an isometry from F into DT ′⊕DA. Since F ⊂ DA,
it follows that the first condition in (4.9) is equivalent to
Y ∗|F =
[
ω
γ
]
: F →
[
DT ′ ⊕DA
X
]
,
where γ is some operator from F into X . However, ω is an isometry and Y ∗|F is
a contraction. This implies that γ = 0. We conclude that the first condition in
(4.9) is equivalent to Y ∗|F = ω. By taking adjoints, and using that ω is a unitary
operator from F onto F ′, we see that the same holds true for the second condition
in (4.9).
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Finally, for each λ ∈ D define the operator F (λ) fromDA into DT ′⊕DA by setting
F (λ)d = ωΠFd for d ∈ DA. Here ΠF is the orthogonal projection of DA onto F .
Then F belongs to the Schur class S(DA,DT ′⊕DA). Hence, by Theorem 3.4, there
exists a minimal special isometric coupling {U, τ} of {T ′, A} such F = F{U,τ}. Since
F (0)|F = ω, we conclude that UτR = τQ. 
Proof of Theorem 4.1. We split the proof into two parts.
Part 1. Assume that B is a contractive interpolant for the data set {A, T ′, V, R,Q}.
Since R∗R = Q∗Q, we know from Proposition 4.2 that there exists a (minimal)
special isometric coupling {U on K, τ} of {T ′, A} such that UτR = τQ and B =
Φ∗τ , where Φ is the unique isometry from V = H′ ⊕ H2(DT ′) into K associated
with T ′ intertwining V with U . Now write
U =
[
T ′ 0
Y1DT ′ Y2
]
on
[
H′
M
]
,
where M = K ⊖H′. Since {U, τ} is special, we have DA ⊂M, and
τ =
[
A
Π∗DADA
]
: H →
[
H′
M
]
.
The identity B = Φ∗τ and the formula for Φ in Theorem 1.1 show that B =
A⊕ Λ∗Π∗DADA, where
(Λ∗m)(λ) = Y ∗1 (I − λY
∗
2 )
−1, m ∈ M and λ ∈ D.
It follows that
Bh =
[
Ah
Y ∗1 (I − λY
∗
2 )
−1Π∗DADAh
]
, h ∈ H.
To obtain the expression for B given in (4.2) we apply Proposition 2.3 with D = DA
and D′ = DT ′ . It follows that (4.2) holds with F ∈ S(DA,DT ′ ⊕DA) given by
F (λ) = ΠD
T ′
⊕DAY
∗(IM − λJ
′
XY
∗)−1, λ ∈ D.
Here X =M⊖DA, the operator ΠD
T ′
⊕DA is the orthogonal projection of DT ′⊕M
onto DT ′ ⊕DA, and
J ′X =
[
0 PX
]
:
[
DT ′
M
]
→M, Y =
[
Y1 Y2
]
:
[
DT ′
M
]
→M.
In other words, using the terminology introduced in Theorem 3.4, we have F =
F{U,τ}. Since UτR = τQ, Proposition 4.3 shows that F (0)|F = ω, which completes
the first part of the proof.
Part 2. Let F be any function in S(DA,DT ′ ⊕ DA) satisfying F (0)|F = ω. We
have to show that B defined by (4.2) is a contractive interpolant for the given data
set. According to Theorem 3.4 there is a minimal special isometric coupling {U, τ}
of {T ′, A} such that F = F{U,τ}, where F{U,τ} is defined by (3.10). The fact that
F (0)|F = ω yields UτR = τQ, by Proposition 4.3.
Since B is given by (4.2), we can use Proposition 2.3 (with D = DA and
D′ = DT ′) and Theorem 1.1 to show that B = Φ
∗τ , where Φ is the unique isom-
etry associated with T ′ intertwining V (the Sz.-Nagy-Scha¨ffer minimal isometric
lifting of T ′) with U . This allows us to apply Proposition 4.2 to show that B is a
contractive interpolant. 
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5. Proof of the first main theorem
In this section we shall prove Theorem 0.1. The proof will be based on the
analogous result for the case when R∗R = Q∗Q, which was proved in the preceding
section, and on Proposition 5.1 below, which allows us to reduce the general case
to the case when R∗R = Q∗Q.
Throughout this section {A, T ′, V, R,Q} is a lifting data set with V being the
Sz.-Nagy-Scha¨ffer minimal isometric lifting of T ′. As before, put D◦ = D◦H0, where
D◦ is the positive square root of Q
∗Q−R∗R. Introduce the following operators:
A◦ =
[
A 0
0 ID◦
]
:
[
H
D◦
]
→
[
H′
D◦
]
, T ′◦ =
[
T ′ 0
0 0
]
on
[
H′
D◦
]
,
R◦ =
[
R
D◦
]
: H0 →
[
H
D◦
]
, Q◦ =
[
Q
0
]
: H0 →
[
H
D◦
]
,
V˜ =


T ′ 0 0 0
0 0 0 0
ED
T ′
DT ′ 0 SD
T ′
0
0 ED◦ 0 SD◦

 on


H′
D◦
H2(DT ′)
H2(D◦)

 .
Here ED
T ′
and ED◦ are the canonical embeddings of DT ′ and D◦ onto the spaces of
constant functions of H2(DT ′) and H
2(D◦), respectively, and SD
T ′
and SDA are the
forward shifts onH2(DT ′) andH
2(DA), respectively. IdentifyingH
2(DT ′⊕D◦) with
H2(DT ′) ⊕ H
2(D◦) it is straightforward to check that V˜ is the Sz.-Nagy-Scha¨ffer
minimal isometric lifting of T ′◦, and that the quintet
(5.1) {A◦, T
′
◦, V˜ , R◦, Q◦}
is a lifting data set satisfying R∗◦R◦ = Q
∗
◦Q◦.
Proposition 5.1. If B˜ from H⊕D◦ to H
′⊕D◦⊕H
2(DT ′)⊕H
2(D◦) is a contractive
interpolant for the data set (5.1), then the operator B from H to H′ ⊕ H2(DT ′),
defined by
(5.2) B = ΠH′⊕H2(D
T ′
)B˜Π
∗
H,
is a contractive interpolant for the data set {A, T, V,R,Q}, and all contractive
interpolants for {A, T, V,R,Q} are obtained in this way.
Proof. Let B˜ be a contractive interpolant for the data set (5.1). Then B˜ is of the
following form
(5.3) B˜ =


A 0
0 ID◦
Γ1DA 0
Γ2DA 0

 :
[
H
D◦
]
→


H′
D◦
H2(DT ′)
H2(D◦)

 ,
where [
Γ1
Γ2
]
: DA →
[
H2(DT ′)
H2(D◦)
]
is a contraction.
Moreover, V˜ B˜R◦ = B˜Q◦. Now, using this B˜, let B be the operator defined by
(5.2). In other words
B =
[
A
Γ1DA
]
: H →
[
H′
H2(DT ′)
]
.
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By virtue of V˜ B˜R◦ = B˜Q◦ it follows that[
T ′ 0
ED
T ′
DT ′ SD
T ′
] [
AR
Γ1DAR
]
=
[
AQ
Γ1DAQ
]
.
Thus B is a contraction, A = ΠH′B and V BR = BQ, that is, B is a contractive
interpolant for the data set {A, T ′, V, R,Q}.
Next, let B from H to V = H′⊕H2(DT ′) be an arbitrary contractive interpolant
for the data set {A, T ′, V, R,Q}. We have to show that B is given by (5.2), where
B˜ is some contractive interpolant for the data set (5.1). In fact, from (5.3) we see
that it suffices to find a contraction Γ from DB into H
2(D◦) such that the operator
B˜, given by
(5.4) B˜ =

 B 00 ID◦
ΓDB 0

 :
[
H
D◦
]
→

 VD◦
H2(D◦)

 ,
satisfies the intertwining relation W˜ B˜R◦ = B˜Q◦, where W˜ is the operator which
one obtains by interchanging the second and the third column and the second and
third row in the operator matrix for V˜ . Put
(5.5) B◦ =
[
B 0
0 ID◦
]
:
[
H
D◦
]
→
[
V
D◦
]
, V◦ =
[
V 0
0 0
]
on
[
V
D◦
]
.
Since V BR = BQ, we have V◦B◦R◦ = B◦Q◦. Now, notice that B◦ = B ⊕ ID◦
is a contraction. Furthermore, V◦ is a partial isometry, and the Sz.-Nagy-Scha¨ffer
minimal isometric lifting of V◦ is equal to W˜ . Thus
(5.6)
{
B◦, V◦, W˜ , R◦, Q◦
}
is a lifting data set. Since R∗◦R◦ = Q
∗
◦Q◦, we know from Theorem 4.1 that the data
set (5.6) has a contractive interpolant B˜. By identifying the spaces
H′ ⊕D◦ ⊕H
2(DT ′)⊕H
2(D◦) and H
′ ⊕H2(DT ′)⊕D◦ ⊕H
2(D◦).
one sees that this operator B˜ is also a contractive interpolant for the data set (5.1),
and from (5.4) it follows that with this choice of B˜ the identity (5.2) holds. 
Proof of Theorem 0.1. We split the proof into two parts.
Part 1. Let B be a contractive interpolant for the data set {A, T ′, V, R,Q}. Then
B is of the form (5.2) for some contractive interpolant B˜ for {A◦, T
′
◦, V˜ , R◦, Q◦}.
Since R∗◦R◦ = Q
∗
◦Q◦, we can use Theorem 4.1 to find a formula for B˜. To write
this formula, we need the subspaces
F◦ = DA◦Q◦H0 and F
′
◦ =
[
DT ′
◦
A◦R◦
DA◦R◦
]
H0,
and the unitary operator ω◦ from F◦ onto F
′
◦ given by
ω◦DA◦Q◦ =
[
DT ′
◦
A◦R◦
DA◦R◦
]
.
In this setting,
(5.7) DA◦ =
[
DA 0
0 0
]
and DT ′
◦
=
[
DT ′ 0
0 ID◦
]
.
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A straightforward computation shows that
DA◦Q◦ =
[
DAQ
0
]
: H0 →
[
H
D◦
]
and
[
DT ′
◦
A◦R◦
DA◦R◦
]
=


DT ′AR
D◦
DAR
0

 : H0 →


H′
D◦
H
D◦

 .
By interchanging in the last column the first two coordinate spaces and identifying
the vector x⊕ 0 with the vector x, we see that
(5.8) F◦ = F , F
′
◦ = F
′ and ω◦ = ω,
where the subspaces F and F ′ and the unitary operator ω are defined in Section
0. Let us now apply Theorem 4.1 to B˜. It follows that
(5.9) B˜x =
[
A◦x
ΠT ′
◦
F◦(λ)
(
IDA◦ − λΠA◦F◦(λ)
)−1
DA◦x
]
, x ∈
[
H
D◦
]
,
where F◦ ∈ S(DA◦ ,DT ′◦ ⊕DA◦) satisfies F◦(0)|F◦ = ω◦. Here
ΠT ′
◦
=
[
I 0
]
:
[
DT ′
◦
DA◦
]
→ DT ′
◦
and ΠA◦ =
[
0 I
]
:
[
DT ′
◦
DA◦
]
→ DA◦ .
From (5.7) we see that we can identify in a canonical way DA◦ with DA, and DT ′◦
with D◦ ⊕ DT ′ . This together with (5.8) shows that we can view F◦ as a function
F from the Schur class S(DA,D◦ ⊕DT ′ ⊕DA) satisfying F (0)|F = ω and
(5.10)
B˜
[
h
d0
]
=


Ah 0
0 d0
ΠT ′F (λ)(I − λΠAF (λ))
−1DAh 0
ΠD◦F (λ)(I − λΠAF (λ))
−1DAh 0

 ,
[
h
d0
]
∈
[
H
D◦
]
.
Here ΠT ′ and ΠA are the projections given by (0.4) and
ΠD◦ =
[
I 0 0
]
:

 D◦DT ′
DA

→ D◦.
Since B is obtained from B˜ via (5.2), we conclude that B has the desired form
(0.5).
Part 2. The reverse implication is proved in a similar way. Indeed, assume that
B is given by (0.5), where F ∈ S(DA,D◦ ⊕DT ′ ⊕DA) satisfies F (0)|F = ω. Using
the identifications made in the first part of the proof, we can view F as a function
F◦ ∈ S(DA◦ ,DT ′◦ ⊕ DA◦) satisfying F◦(0)|F◦ = ω◦. But then we can use Theorem
4.1 to show that B˜ defined by (5.9) is a contractive interpolant for the data set
{A◦, T
′
◦, V˜ , R◦, Q◦}. Since B˜ is also given by (5.10), we conclude that B and B˜ are
related as in (5.2). Thus Proposition 5.1 implies that B is a contractive interpolant
for {A, T ′, V, R,Q}. 
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6. Parameterization and uniqueness of solutions
In this section we prove the second main theorem (Theorem 0.2). As a conse-
quence of this theorem we obtain conditions on the lifting data set {A, T ′, V, R,Q}
guaranteeing that the parameterization in Theorem 0.1 is proper, that is, con-
ditions on {A, T ′, V, R,Q} implying that for every contractive interpolant B for
{A, T ′, V, R,Q} there exists a unique F in S(DA,D◦⊕DT ′ ⊕DA) with F (0)|F = ω
such that B = BF . Here BF is the contractive interpolant for {A, T
′, V, R,Q} pro-
duced by the Schur class function F from S(DA,D◦ ⊕DT ′ ⊕DA) with F (0)|F = ω
as in Theorem 0.1, that is,
(6.1) BFh =
[
Ah
ΠT ′F (λ)(IDA − λΠAF (λ))
−1DAh
]
, h ∈ H.
We shall also present conditions on {A, T ′, V, R,Q} implying the existence of a
unique interpolant for {A, T ′, V, R,Q}.
To shorten the notation in this section we define
(6.2) V = H′ ⊕H2(DT ′) and V˜ = H
′ ⊕D◦ ⊕H
2(DT ′)⊕H
2(D◦).
Also, for a given contractive interpolant B for {A, T ′, V, R,Q} we define the spaces
FB and F
′
B by
(6.3) FB = DBQH0 and F
′
B =
[
D◦
DBR
]
H0.
Notice that GB and G
′
B in (0.6) are then given by
(6.4) GB = DB ⊖FB and G
′
B = (D◦ ⊕DB)⊖F
′
B.
With the above notation and definitions we can reformulate Theorem 0.2 as follows.
Theorem 6.1. Let {A, T ′, V, R,Q} be a lifting data set with V the Sz.-Nagy-
Scha¨ffer minimal isometric lifting of T ′, and let B be a contractive interpolant
for the data set {A, T ′, V, R,Q}. Then there exists a one to one mapping from the
set of all F in S(DA,D◦⊕DT ′ ⊕DA) with F (0)|F = ω such that B = BF onto the
Schur class S(GB,G
′
B), with GB and G
′
B as in (6.4).
For the proof of Theorem 6.1 it will be convenient to first prove two lemma’s. Let
{A◦, T
′
◦, V˜ , R◦, Q◦} be as defined in Section 5. Given a contractive interpolant B for
the data set {A, T ′, V, R,Q}, we let B◦ and V◦ be the operators defined by (5.5).
Furthermore, as in the previous section, we define W˜ to be the operator which
one obtains by interchanging the second and the third column and the second and
third row in the operator matrix for V˜ . Recall that both {A◦, T
′
◦, V˜ , R◦, Q◦} and
{B◦, V◦, W˜ , R◦, Q◦} are lifting data sets. From the construction of W˜ from V˜ we
see that both W˜ and V˜ are minimal isometric liftings of both T ′◦ and V◦.
Lemma 6.2. Let B be a contractive interpolant for {A, T ′, V, R,Q} and let the
pair {U on K, τ} be an isometric coupling of {V◦, B◦}. Then
(i) the pair {U, τ} is an isometric coupling of {T ′◦, A◦};
(ii) the pair {U, τ} is minimal as an isometric coupling of {V◦, B◦} if and only
if {U, τ} is minimal as an isometric coupling of {T ′◦, A◦};
(iii) the operator U is an isometric lifting of both T ′ and T ′◦; moreover, ΦU,T ′ is
the canonical embedding of V into K, and ΦU,T ′
◦
v = v for all v ∈ V;
(iv) the contractive interpolant B = ΠVΦ
∗
U,T ′
◦
τΠ∗H.
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Furthermore, two isometric couplings {U1, τ1} and {U2, τ2} of {V◦, B◦} are iso-
morphic as isometric couplings of {V◦, B◦} if and only if they are isomorphic as
isometric couplings of {T ′◦, A◦}.
Proof. First remark that K can be decomposed as V ⊕ D◦ ⊕M for some Hilbert
space M. Relative to this direct sum decomposition the operators U and τ admit
operator matrix representations of the form
(6.5)
U =

 V 0 00 0 0
0 ∗ ∗

 on

 VD◦
M

 and τ =

 B 00 ID◦
∗ 0

 :
[
H
D◦
]
→

 VD◦
M

 ,
where ∗ represents operators which are not specified any further.
(i) Because V is an isometric lifting of T ′ and U is an isometric lifting of V , as we
can see from (6.5), we obtain that U is an isometric lifting of T ′. From (6.5) we
can immediately see that U also is an isometric lifting of the zero operator on D◦.
Hence U is an isometric lifting of T ′◦. Since τ is as in (6.5) and ΠH′B = A, we see
that ΠH′⊕D◦τ = A◦. So {U, τ} is an isometric coupling of {T
′
◦, A◦}.
(ii) Assume that {U, τ} is minimal as an isometric coupling of {V◦, B◦}, and thus
that the space (V ⊕ D◦) ∨ τ(H⊕D◦) is cyclic for U .
Notice that in general we have for every operator W on a Hilbert space L with
U and Y subspaces L that
∞∨
n=0
Wn(U ∨ Y) = (
∞∨
n=0
WnU) ∨ (
∞∨
n=0
WnY).
Applying this with U in (6.5), the fact that V on V is a minimal isometric lifting
of T ′ and the fact that (V ⊕ D◦) ∨ τ(H ⊕D◦) is cyclic for U yield
K =
∞∨
n=0
Un((V ⊕ D◦) ∨ τ(H⊕D◦))
= (
∞∨
n=0
UnV) ∨ (
∞∨
n=0
Un(D◦ ∨ τ(H⊕D◦)))
= V ∨ (
∞∨
n=0
Un(D◦ ∨ τ(H⊕D◦)))
= (
∞∨
n=0
Π∗VV
nH′) ∨ (
∞∨
n=0
Un(D◦ ∨ τ(H⊕D◦)))
= (
∞∨
n=0
UnH′) ∨ (
∞∨
n=0
Un(D◦ ∨ τ(H⊕D◦)))
=
∞∨
n=0
Un((H′ ⊕D◦) ∨ τ(H⊕D◦)).
Hence (H′ ⊕ D◦) ∨ τ(H ⊕ D◦) is cyclic for U , and thus {U, τ} is minimal as an
isometric coupling of {T ′◦, A◦}.
Conversely, assume that {U, τ} is minimal as an isometric coupling of
{T ′◦, A◦}. In other words, (H
′ ⊕D◦) ∨ τ(H⊕D◦) is cyclic for U . Note that H
′ is a
subspace of V and hence (H′⊕D◦)∨τ(H⊕D◦) is a subspace of (V⊕D◦)∨τ(H⊕D◦).
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This implies that (V⊕D◦)∨τ(H⊕D◦) is cyclic for U as well. Thus {U, τ} is minimal
as an isometric coupling of {V◦, B◦}.
(iii) We already showed, in (i), that U is an isometric lifting of both T ′ and T ′◦.
From (6.5) we see that V is the minimal isometric lifting of T ′ associated with U
and thus, using the remark in the final paragraph of Section 1, we obtain that
ΦU,T ′ = Π
∗
VΦV,T ′ = Π
∗
VIV = Π
∗
V .
Because ΦU,T ′
◦
is the unique isometry associated with T ′◦ that intertwines V˜ with
U , we see that the isometry ΦU,T ′
◦
Π∗V satisfies ΦU,T ′◦Π
∗
Vh = h for all h ∈ H
′ and
UΦU,T ′
◦
Π∗V = ΦU,T ′◦ V˜Π
∗
V = ΦU,T ′◦Π
∗
VV.
Hence ΦU,T ′
◦
Π∗V is the unique isometry associated with T
′ that intertwines V and
U . Thus for all v ∈ V we have
ΦU,T ′
◦
v = ΦU,T ′
◦
Π∗Vv = ΦU,T ′v = v.
(iv) In the proof of (iii) we saw that ΦU,T ′
◦
Π∗V = ΦU,T ′ = Π
∗
V . Hence from (6.5) we
obtain that
B = ΠVτΠ
∗
H = ΠVΦ
∗
U,T ′
◦
τΠ∗H.
It remains to prove the final statement of the lemma. For this purpose, let
{U1 on K1, τ1} and {U2 on K2, τ2} be isometric couplings of {V◦, B◦}.
First assume that {U1, τ1} and {U2, τ2} are isomorphic as isometric couplings of
{V◦, B◦}. We can immediately see from the definition of an isomorphism and the
fact that H′ ⊕ D◦ is a subspace of V ⊕ D◦, that every isomorphism from {U1, τ1}
to {U2, τ2} as isometric couplings of {V◦, B◦} also is an isomorphism from {U1, τ1}
to {U2, τ2} as isometric couplings of {T
′
◦, A◦}. Hence {U1, τ1} and {U2, τ2} are
isomorphic as isometric couplings of {T ′◦, A◦}.
Conversely, assume that {U1, τ1} and {U2, τ2} are isomorphic as isometric cou-
plings of {T ′◦, A◦} and that Ψ is an isomorphism from {U1, τ1} to {U2, τ2}. Then
ΨΠ∗V is an isometry from V to K2 with ΨΠ
∗
Vh = h for each h ∈ H
′. Since V is the
minimal isometric lifting of T ′ associated with U1, we obtain
U2ΨΠ
∗
V = ΨU1Π
∗
V = ΨΠ
∗
VV.
Thus with (iii) we see that
ΨΠ∗V = ΦU2,T ′ = Π
∗
V .
Since Ψ is an isomorphism between isometric couplings of {T ′◦, A◦}, the operator
Ψ is the identity on H′ ⊕D◦. In particular, Ψd = d for each d ∈ D◦. Hence Ψ also
is an isomorphism from {U1, τ1} to {U2, τ2} as isometric couplings of {V◦, B◦}. 
Lemma 6.3. Let B be a contractive interpolant for the data set {A, T ′, V, R,Q},
and let {U on K, τ} be an isometric coupling of {T ′◦, A◦} such that
B = ΠVΦ
∗
U,T ′
◦
τΠ∗H.
Then there exists an isometric coupling {Uˇ , τˇ} of {T ′◦, A◦}, isomorphic to {U, τ},
such that {Uˇ , τˇ} also is an isometric coupling of {V◦, B◦}.
Proof. From the remark in the last paragraph of Section 1 we can conclude that
ΦU,T ′
◦
= Π∗K′ΦU ′,T ′◦ , where U
′ on K′ is the minimal isometric lifting of T ′◦ associated
with U . Since U ′ is minimal and V˜ is the Sz.-Nagy-Scha¨ffer minimal isometric lifting
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of T ′◦, we see that the unique isometry ΦU ′,T ′◦ associated with T
′
◦ that intertwines
V˜ with U ′ is unitary. Define Ψˇ from V˜ ⊕W to K, where W = K⊖K′, by
Ψˇ =
[
ΦU ′,T ′
◦
0
0 IW
]
:
[
V˜
W
]
→
[
K′
W
]
.
Then Ψˇ is a unitary operator with Ψˇx = x for all x ∈ H′ ⊕ D◦. So the operators
Uˇ = Ψˇ∗UΨˇ and τˇ = Ψˇ∗τ form an isometric coupling {Uˇ , τˇ} of {T ′◦, A◦} that is
isomorphic to {U, τ}.
Since ΦU ′,T ′
◦
intertwines V˜ and U ′, we obtain that V˜ is the minimal isometric
lifting of T ′◦ associated with Uˇ . Recall that V˜ also is an isometric lifting of V◦.
Hence Uˇ is an isometric lifting of V◦.
Because V˜ is the minimal isometric lifting of T ′◦ associated with Uˇ , we have
ΦUˇ,T ′
◦
= Π∗
V˜
. Since {Uˇ , τˇ} and {U, τ} are isomorphic, Lemma 3.5 implies that
B = ΠVΦ
∗
U,T ′
◦
τΠ∗H = ΠVΦ
∗
Uˇ,T ′
◦
τˇΠ∗H = ΠVΠV˜ τˇΠ
∗
H = ΠV τˇΠ
∗
H.
Note that ΠH′⊕D◦ τˇ = A◦, and thus, since both τˇ and A◦|D◦ are isometries, we get
that ΠV⊕D◦ τˇ = B◦. Hence {Uˇ , τˇ} is an isometric coupling of {V◦, B◦}. 
Proof of Theorem 6.1. Let SB be the set defined by
(6.6) SB = {F ∈ S(DA,D◦ ⊕DT ′ ⊕DA) | F (0)|F = ω and B = BF }.
We have to show that there exists a one to one mapping from SB onto S(GB ,G
′
B).
By applying Theorem 3.4 to the pair {T ′◦, A◦} and Proposition 4.3 to the lifting
data set {A◦, T
′
◦, V˜ , R◦, Q◦}, and using the identities in (5.8), we obtain that the
mapping
(6.7) {U, τ} 7→ F{U,τ}
given by Theorem 3.4 is a one to one mapping from the set of (equivalence classes
of) minimal isometric couplings {U, τ} of {T ′◦, A◦} satisfying UτR◦ = τQ◦ onto the
set of all functions F ∈ S(DA,D◦ ⊕ DT ′ ⊕ DA) satisfying F (0)|F = ω. Moreover,
from Proposition 4.2 and Proposition 5.1, applied to {A◦, T
′
◦, V˜ , R◦, Q◦}, we obtain
that the mapping (6.7) maps the set of (equivalence classes of) minimal isometric
couplings {U, τ} of {T ′◦, A◦} satisfying UτR◦ = τQ◦ and B = ΠVΦ
∗
U,T ′
◦
τΠ∗H onto
the set SB defined by (6.6).
Then, using Lemma 6.2 and Lemma 6.3, we obtain that there exists a one to
one mapping from SB onto the set of (equivalence classes of) minimal isometric
couplings {U, τ} of {V◦, B◦} satisfying UτR◦ = τQ◦.
Note that, because B is a contractive interpolant for {A, T ′, V, R,Q} and thus
V BR = BQ, we have that {B, V, V,R,Q} is a lifting data set, and that the lifting
data set {B◦, V◦, W˜ , R◦, Q◦} is constructed from {B, V, V,R,Q} in the same way
as we constructed {A◦, T
′
◦, V˜ , R◦, Q◦} from {A, T
′, V, R,Q} in Section 5. Moreover,
since V is an isometry and thus DV = {0}, we get that FB and F
′
B in (6.3)
correspond to {B, V, V,R,Q} as F and F ′ correspond to {A, T ′, V, R,Q}. Hence
there exists a unique unitary operator ωB from FB to F
′
B defined by
ωBDBQ =
[
D◦
DBR
]
.
By again applying Theorem 3.4, Proposition 4.3 and the identities in (5.8), but
now to the pair {V◦, B◦} and the lifting data set {B◦, V◦, W˜ , R◦, Q◦}, we obtain that
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there exists a one to one mapping from the set of (equivalence classes of) minimal
isometric couplings {U, τ} of {B◦, V◦, W˜ , R◦, Q◦} satisfying UτR◦ = τQ◦ onto the
set of all functionsH ∈ S(DB,D◦⊕DB) satisfyingH(0)|FB = ωB. Thus there exists
a one to one mapping from SB onto the set of all functions H ∈ S(DB ,D◦ ⊕ DB)
satisfying H(0)|FB = ωB.
For each H ∈ S(DB,D◦ ⊕DB) we have that H(0)|FB = ωB if and only if there
exists a (unique) G in S(GB ,G
′
B), with GB and G
′
B as in (6.4), such that
(6.8) H(λ) =
[
ωB 0
0 G(λ)
]
:
[
FB
GB
]
→
[
F ′B
G′B
]
, λ ∈ D.
Hence there exists a one to one mapping from the set SB onto S(GB ,G
′
B). 
In fact, in the proof of Theorem 6.1 we do not only show that there exists a one
to one mapping from the set of F in S(DA,D◦ ⊕DT ′ ⊕DA) with F (0)|F = ω such
that B = BF onto S(GB ,G
′
B), but we actually indicate how such a mapping can
be constructed. To be more specific, the construction in the reverse way goes as
follows.
Assume that G is a Schur class function from S(GB,G
′
B), with B some contractive
interpolant for {A, T ′, V, R,Q}. Define H ∈ S(DB,D◦ ⊕ DB) by (6.8). Then H
satisfies H(0)|FB = ωB, and thus from Section 2 we obtain that there exists an
isometry M from D◦ ⊕ DB ⊕ Y to DB ⊕ Y, for some Hilbert space Y, such that
H(λ) = ΠD◦⊕DBM
∗(IDB⊕Y − λJ
∗
YM
∗)−1Π∗DB , λ ∈ D,
where M satisfies the controllability type condition
(6.9) Y = ΠY
∞∨
n=0
(JYM)
n
[
D◦ ⊕DB
{0}
]
and M |F ′B = ω
∗
B.
Here JY is the partial isometry given by
JY =
[
0 0
0 IY
]
:
[
DB
Y
]
→
[
D◦ ⊕DB
Y
]
.
Notice that because V◦ and B◦ are as in (5.5) we obtain that DV◦ = ΠD◦ , DV◦ = D◦,
DB◦ = DB and DB◦ = DBΠH. Thus we can define
Uˇ =
[
V◦ 0
M |D◦ΠD◦ M |(DB ⊕ Y)
]
on
[
V ⊕ D◦
DB ⊕ Y
]
and
τˇ =
[
B◦
Π∗DBDBΠH
]
: H⊕D◦ →
[
V ⊕ D◦
DB ⊕ Y
]
.
Then {Uˇ , τˇ} is a special isometric coupling of {V◦, B◦}. Because M satisfies (6.9),
the coupling {Uˇ , τˇ} is minimal and Uˇ τˇR◦ = τˇQ◦. Hence by Lemma 6.2 we obtain
that {Uˇ , τˇ} also is a minimal isometric coupling of {T ′◦, A◦} with B = ΠVΦUˇ ,T ′
◦
τˇΠ∗H.
According to Proposition 3.1, the coupling {Uˇ , τˇ} is isomorphic to a special isomet-
ric coupling {U on K, τ} of {T ′◦, A◦}. This isometric coupling {U, τ} is minimal,
satisfies UτR◦ = τQ◦ and, by Lemma 3.5, we have that B = ΠVΦ
∗
U,T ′
◦
Π∗H. The
isometry U defines an isometry Y from DT ′ ⊕ D◦ ⊕ DA ⊕ X to DA ⊕ X , with
X = K⊖ (H′ ⊕D◦ ⊕DA), by (1.2), with T
′
◦ on H
′ ⊕D◦ instead of T
′ on H′. Then
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the functions F in S(DA,D◦ ⊕ DT ′ ⊕ DA) with F (0)|F = ω satisfying B = BF
corresponding to the function G ∈ S(GB,G
′
B) is given by
F (λ) = ΠD
T ′
⊕D◦⊕DAY
∗(I − λJ∗XY
∗)−1ΠDA , λ ∈ D,
with JX being the partial isometry given by
JX =
[
0 0
0 IX
]
:
[
DA
X
]
→
[
DT ′ ⊕D◦ ⊕DA
X
]
.
From Theorem 6.1 we immediately obtain the next corollary.
Corollary 6.4. Let B be a contractive interpolant for {A, T ′, V, R,Q}. Then there
is a unique F in S(DA,D◦⊕DT ′ ⊕DA) with F (0)|F = ω such that B = BF if and
only if FB = DB or F
′
B = D◦ ⊕DB.
The next lemma gives some sufficient conditions on {A, T ′, V, R,Q} under which
the parameterization in Theorem 0.1 is proper. To this end, define the subspace
F ′A of D◦ ⊕DA by
(6.10) F ′A =
[
D◦
DAR
]
H0.
Lemma 6.5. Let {A, T ′, V, R,Q} be a lifting data set. Then
(i) F = DA implies that there exists a unique contractive interpolant B and
that FB = DB;
(ii) F ′A = D◦⊕DA implies that F
′
B = D◦⊕DB for every contractive interpolant
B.
If either F = DA or F
′
A = D◦⊕DA holds, then the mapping F → BF given by (6.1)
is one to one from the set of all F ∈ S(DA,D◦ ⊕DT ′ ⊕DA) satisfying F (0)|F = ω
onto the set of all contractive interpolants.
Proof. Let B be a contractive interpolant for {A, T ′, V, R,Q}. Then ΠH′B = A,
hence there exists a contraction Γ from DA to H
2(DT ′) such that
B =
[
A
ΓDA
]
: H →
[
H′
H2(DT ′)
]
.
From this we obtain that for all h ∈ H
‖DBh‖
2 = ‖h‖2 − ‖Bh‖2 = ‖h‖2 − ‖Ah‖2 − ‖ΓDAh‖
2
= ‖DAh‖
2 − ‖ΓDA‖
2 = ‖DΓDAh‖
2.
Note that DΓ ⊂ DA and thus DΓDAH = DΓ. Hence there exists a unitary operator
γ from DΓ onto DB such that DB = γDΓDA.
(i) Assume that F = DA. Then there is only one F in S(DA,D◦⊕DT ′ ⊕DA) with
F (0)|F = ω. Hence, by Theorem 0.1, there can be only one contractive interpolant
B for {A, T ′, V, R,Q}, and for this contractive interpolant B there can be only one
F in S(DA,D◦ ⊕ DT ′ ⊕ DA) with F (0)|F = ω such that B = BF . Moreover, we
have
FB = DBQH0 = γDΓDAQH0 = γDΓDAQH0 = γDΓF = γDΓDA = DB.
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(ii) Assume that F ′A = D◦ ⊕DA. Then we have that
F ′B =
[
D◦
DBR
]
H0 =
[
ID◦ 0
0 γDΓ
] [
D◦
DAR
]
H0
=
[
ID◦ 0
0 γDΓ
] [
D◦
DAR
]
H0 =
[
ID◦ 0
0 γDΓ
]
F ′A
=
[
ID◦ 0
0 γDΓ
] [
D◦
DA
]
=
[
D◦
γDΓDA
]
=
[
D◦
DB
]
.
The final statement of the lemma follows immediately from (i), (ii) and Corol-
lary 6.4. 
For the classical commutant lifting theorem, that is, when H = H0, R = IH and
Q is an isometry on H, we have already seen in Section 0 that the parameterization
in Theorem 0.1 is proper. This result also follows from Lemma 6.5 (ii). Indeed, if
H = H0, R = IH and Q is an isometry on H, then
F ′A = {0} ⊕DAIHH = {0} ⊕ DA = D◦ ⊕DA.
Finally we derive some sufficient conditions on {A, T ′, V, R,Q} guaranteeing that
there is only one contractive interpolant. From Lemma 6.5 we already know that
the condition F = DA is such a condition. In the same way we can see that the
condition F ′ = DT ′ ⊕D◦ ⊕DA is sufficient.
For the classical commutant lifting theorem the combination of these two con-
ditions is also a necessary condition. That is, if H = H0, R = IH and Q is an
isometry on H, then there is only one contractive interpolant if and only if F = DA
or F ′ = DT ′ ⊕ D◦ ⊕ DA. We can see this as follows. If the parametrization in
Theorem 0.1 for the lifting data set {A, T ′, V, R,Q} is proper, then there is only
one contractive interpolant for {A, T ′, V, R,Q} if and only if there is only one F in
S(DA,D◦ ⊕DT ′ ⊕DA) with F (0)|F = ω. The latter is equivalent to the condition
‘F = DA or F
′ = DT ′ ⊕D◦ ⊕DA’.
Notice that when T ′ is an isometry, then the Sz.-Nagy-Scha¨ffer minimal isometric
lifting of T ′ is T ′ itself. So in that case there also is only one contractive interpolant
B for {A, T ′, V, R,Q}, namely B = A. In the next lemma we summarize the above,
and improve the condition F ′ = DT ′ ⊕D◦ ⊕DA a bit further.
Proposition 6.6. Assume that for {A, T ′, V, R,Q} either T ′ is an isometry, F =
DA or DT ′ ⊕ DA ⊂ F
′. Then there exists a unique contractive interpolant for
{A, T ′, V, R,Q}.
Proof. We have already seen above that the requirement T ′ is an isometry and
the equality F = DA are both sufficient conditions. So assume that we have
DT ′ ⊕DA ⊂ F
′. Define for all F ∈ S(DA,D◦⊕DT ′ ⊕DA) the Schur class functions
F◦ = ΠD◦F , FT ′ = ΠDT ′F and FA = ΠDAF . Hence for all λ ∈ D
F (λ) =

 F◦(λ)FT ′(λ)
FA(λ)

 : DA →

 D◦DT ′
DA

 .
Then we have
(6.11) ΠT ′F (λ)(IDA − λΠAF (λ))
−1DA = FT ′(λ)(IDA − λFA(λ))
−1DA, λ ∈ D.
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All F ∈ S(DA,D◦ ⊕DT ′ ⊕DA) with F (0)|F = ω admit a matrix representation of
the form
F (λ) =
[
ω 0
0 G(λ)
]
:
[
F
G
]
→
[
F ′
G′
]
, λ ∈ D,
for some G ∈ S(G,G′) where G = DA ⊖F and G
′ = (D◦ ⊕DT ′ ⊕DA)⊖F
′. Hence,
because DT ′ ⊕ DA ⊂ F
′ all F ∈ S(DA,D◦ ⊕ DT ′ ⊕ DA) with F (0)|F = ω have
identical FT ′ and FA and thus from (6.11) we see that BF is the same operator for
all F ∈ S(DA,D◦ ⊕ DT ′ ⊕ DA) with F (0)|F = ω. Hence by Theorem 0.1 there is
only one contractive interpolant. 
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