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LA DROITE DE BERKOVICH
SUR Z
Je´roˆme Poineau
Re´sume´. — Ce texte est consacre´ a` l’e´tude de la droite de Berkovich au-dessus
d’un anneau d’entiers de corps de nombres. Cet objet contient naturellement des
copies de la droite analytique complexe (ou de son quotient par la conjugaison),
associe´es aux places infinies, et des droites de Berkovich usuelles au-dessus de
corps ultrame´triques complets, associe´es au places finies. Nous montrons qu’il
jouit de bonnes proprie´te´s, topologiques aussi bien qu’alge´briques. Nous exhi-
bons e´galement quelques espaces de Stein naturels contenus dans cette droite.
Nous proposons des applications de cette the´orie a` l’e´tude des se´ries arithme´-
tiques convergentes : prescription de ze´ros et de poˆles, noethe´rianite´ d’anneaux
globaux et proble`me inverse de Galois. Des exemples typiques de telles se´ries
sont fournis par les fonctions holomorphes sur le disque unite´ ouvert complexe
dont le de´veloppement en 0 est a` coefficients entiers.

TABLE DES MATIE`RES
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
1. Espaces analytiques sur un anneau de Banach . . . . . . . . . . . . . . . . . . 1
1.1. De´finitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.1. Spectre analytique d’un anneau de Banach . . . . . . . . . . . . . . 3
1.1.2. Espace affine analytique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.2.1. Espace affine analytique sur un corps archime´dien . . . . . . . . . . 11
1.1.2.2. Droite sur un corps trivialement value´ . . . . . . . . . . . . . . . . . . . . . . 12
1.1.2.3. Droite sur un corps ultrame´trique quelconque . . . . . . . . . . . . . . 15
1.1.3. Faisceau structural . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2. Parties compactes spectralement convexes . . . . . . . . . . . . . . . . . . . . 25
1.3. Flot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2. Alge`bres de se´ries convergentes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.1. Alge`bres globales de disques et de couronnes . . . . . . . . . . . . . . . . 45
2.2. Limites d’alge`bres de disques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.2.1. The´ore`mes de Weierstraß . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.2.2. Proprie´te´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.3. Limites d’alge`bres de couronnes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.4. Exemples d’anneaux locaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
2.5. Hense´lianite´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
2.5.1. De´monstration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
2.5.2. Isomorphismes locaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3. Espace affine analytique au-dessus d’un anneau d’entiers de
corps de nombres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.1. Spectre analytique d’un anneau d’entiers de corps de nombres
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.1.1. Description ensembliste et topologique . . . . . . . . . . . . . . . . . . . . 89
3.1.2. Faisceau structural . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.1.2.1. Parties compactes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.1.2.2. Parties ouvertes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
3.1.2.3. Bord de Shilov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
3.2. Faisceau structural sur l’espace affine . . . . . . . . . . . . . . . . . . . . . . . . . . 109
3.2.1. Anneaux locaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
3.2.2. Anneaux de sections globales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
3.3. Points rigides des fibres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.3.1. Isomorphismes locaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.3.2. Voisinages sur la droite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
3.3.3. E´tude topologique locale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
3.3.4. E´tude alge´brique locale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
3.4. Fibres internes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
3.5. Dimension topologique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
3.6. Prolongement analytique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
4. Droite affine analytique au-dessus d’un anneau d’entiers de
corps de nombres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
4.1. Re´capitulatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
4.2. Points de type 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
4.2.1. Fibres extreˆmes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
4.2.2. Fibre centrale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
4.3. Points de type 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
4.3.1. Fibres extreˆmes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
4.3.2. Fibre centrale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
4.4. Re´sume´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
4.5. Cohe´rence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
5. Morphismes finis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
5.1. Morphismes topologiques finis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
5.2. The´ore`me de division de Weierstraß global . . . . . . . . . . . . . . . . . . . . 207
5.3. Un exemple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
5.4. The´ore`me de division de Weierstraß en un point rigide . . . . 225
5.5. Endomorphismes de la droite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
5.6. Au-dessus d’un anneau d’entiers de corps de nombres . . . . . . 237
6. Espaces de Stein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
6.1. De´finitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
6.2. Cadre ge´ne´ral pour les compacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
6.2.1. Lemmes de Cousin et de Cartan . . . . . . . . . . . . . . . . . . . . . . . . . . 249
6.2.2. Prolongement de sections d’un faisceau . . . . . . . . . . . . . . . . . . 255
6.3. Parties compactes de la base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261
6.4. Parties compactes des fibres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
6.5. Couronnes compactes de la droite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
6.6. Lemniscates de la droite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285
6.6.1. Exhaustions de Stein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285
6.6.2. Fermeture des modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 286
6.6.3. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 298
7. Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307
7.1. Proble`mes de Cousin arithme´tiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309
7.1.1. Proble`me de Cousin multiplicatif . . . . . . . . . . . . . . . . . . . . . . . . . . 309
7.1.2. Proble`me de Cousin additif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312
7.1.3. The´ore`me de Poincare´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 316
7.2. Noethe´rianite´ d’anneaux de se´ries arithme´tiques . . . . . . . . . . . . 319
7.2.1. Sous-varie´te´s analytiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319
7.2.2. The´ore`me de Frisch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321
7.2.3. Se´ries arithme´tiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 324
7.3. Proble`me de Galois inverse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329
7.3.1. Construction locale de reveˆtements cycliques . . . . . . . . . . . . 330
7.3.2. Recollement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 334
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 343
Glossaire des notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347
Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353
INTRODUCTION
A` la fin des anne´es quatre-vingts, Vladimir G. Berkovich a propose´ une nou-
velle approche de la ge´ome´trie analytique p-adique. Ses ide´es, de´veloppe´es dans
l’ouvrage [1] et approfondies dans l’article [2] se sont re´ve´le´es tre`s fructueuses ;
elles ont permis de de´montrer plusieurs conjectures de ge´ome´trie arithme´tique
et trouvent maintenant des applications dans des domaines varie´s : syste`mes dy-
namiques, the´orie d’Arakelov, dessins d’enfants p-adiques, variation de structure
de Hodge, etc. Pour une introduction au sujet et une pre´sentation des diffe´rentes
applications, nous renvoyons le lecteur inte´resse´ aux textes de vulgarisation [8]
et [9].
Bien que la the´orie n’ait e´te´ ve´ritablement de´veloppe´e que sur les corps ul-
trame´triques complets, V. Berkovich propose, dans [1], une de´finition d’espace
analytique au-dessus de n’importe quel anneau de Banach. Elle s’applique donc
lorsque l’on conside`re comme anneau de base l’anneau Z des nombres entiers,
muni de la valeur absolue usuelle |.|∞. Nous nous proposons ici d’entreprendre
l’e´tude des espaces analytiques dans ce cas particulier.
Diffe´rentes valeurs absolues joueront un roˆle dans notre e´tude. Si p de´signe
un nombre premier, nous de´finissons la valeur absolue p-adique |.|p sur Z de la
fac¸on suivante : nous posons |0|p = 0 et, pour tout nombre entier n = p
rm ∈ Z∗,
ou` m est premier a` p,
|n|p = |p
rm|p = p
−r.
Elle se prolonge de fac¸on unique a` Q. Notons Qp le comple´te´ de Q pour cette va-
leur absolue et choisissons-en une cloˆture alge´brique Qp. La valeur absolue |.|p se
prolonge encore de fac¸on unique en une valeur absolue surQp. Nous noterons Cp
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son comple´te´. Ce corps, qui est alge´briquement clos et complet, est parfois ap-
pele´ corps des nombres complexes p-adiques. Nous noterons |.|p l’unique valeur
absolue sur Cp qui prolonge la valeur absolue p-adique sur Q.
Pour f ∈ Q[[T ]], notons R∞(f) le rayon de convergence de la se´rie f vue
comme se´rie de C[[T ]] et, pour tout nombre premier p, notons Rp(f) le rayon de
convergence de la se´rie f vue comme se´rie deCp[[T ]]. Appelons se´rie arithme´tique
toute se´rie de la forme
f ∈ Z
[
1
p1 · · · pt
]
[[T ]]
ve´rifiant des conditions du type
R∞(f) > r∞ et ∀i ∈ [[1, t]], Rpi(f) > ri,
ou` t est un nombre entier, p1, . . . , pt des nombres premiers et r1, . . . , rt, r∞ des
nombres re´els strictement positifs. De telles fonctions apparaissent naturellement
lorsque l’on e´tudie les anneaux locaux de la droite analytique sur Z ou certains
anneaux de sections globales. L’e´tude ge´ome´trique que nous allons mener nous
permettra d’obtenir des informations sur certains anneaux de se´ries de ce type.
M (Z)
2
3
p
|.|0
|.|εp
|.|ε∞
0
+∞
ε
ε
0
1
Fig. 1. L’espace topologique M (Z).
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Description des espaces en jeu
Par de´finition, l’espace M (Z) est l’ensemble des semi-normes multiplicatives
sur Z, c’est-a`-dire des applications de Z dans R+ qui sont sous-additives, mul-
tiplicatives, envoient 0 sur 0 et 1 sur 1. Topologiquement, il est constitue´ d’une
branche, home´omorphe a` un segment, pour chaque nombre premier p et d’une
branche supple´mentaire, associe´e a` la valeur absolue archime´dienne usuelle. Ces
branches se rejoignent en un point, que nous appellerons central, associe´ a` la
valeur absolue triviale |.|0 (cf. figure 1). Signalons que la topologie au voisinage
du point central est strictement plus grossie`re que la topologie d’arbre.
Soit n ∈ N. L’espace affine analytique de dimension n au-dessus de Z, que
nous noterons An,anZ , est l’ensemble des semi-normes multiplicatives sur l’an-
neau de polynoˆmes Z[T1, . . . , Tn]. Il est muni d’une projection continue vers
la base M (Z). Au-dessus des points de la branche archime´dienne, les fibres
de cette projection sont isomorphes a` l’espace Cn quotiente´ par l’action de la
conjugaison complexe et, au-dessus des points de la branche p-adique, ce sont
des espaces de Berkovich p-adiques de dimension n. Il apparaˆıt donc clairement
que, pour e´tudier cet espace, il nous faudra mettre en œuvre des techniques
pouvant s’appliquer tant dans un cadre archime´dien qu’ultrame´trique.
Ge´ome´trie analytique complexe
Dans le cas archime´dien, la ge´ome´trie analytique complexe met a` notre dis-
position de nombreux outils. Les fondations de cette the´orie reposent sur une
e´tude locale des varie´te´s et des fonctions. La compre´hension des anneaux locaux
des espaces affines y joue donc un roˆle pre´ponde´rant. Fixons n ∈ N. L’anneau
local O0 de l’espace affine C
n en 0 est constitue´ des se´ries de la forme
∑
(k1,...,kn)∈Nn
ak1,...,kn T
k1
1 · · ·T
kn
n
dont le rayon de convergence est strictement positif. Le the´ore`me de division
de Weierstraß nous permet, sous certaines conditions, de diviser une se´rie de la
forme pre´ce´dente par une autre et d’obtenir un reste polynomial en la dernie`re
variable. Une fois ce re´sultat connu, on de´montre sans peine que l’anneau O0
est un anneau local noethe´rien, re´gulier et de dimension n. Signalons que la
de´monstration classique du the´ore`me de division de Weierstraß repose sur le
the´ore`me de Rouche´ et la formule de Cauchy.
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Ge´ome´trie analytique p-adique
Bien que le corps des nombres complexes p-adiques Cp pre´sente des analogies
avec le corps des nombres complexes C, il en diffe`re par la topologie. Indi-
quons, par exemple, que le corps Cp est totalement discontinu (ses composantes
connexes sont re´duites a` des points) et n’est pas localement compact. Dans
cette situation, il n’est gue`re aise´ de mettre en place une ge´ome´trie analytique
jouissant de proprie´te´s raisonnables : il existe bien trop de fonctions localement
analytiques. On ve´rifie, par exemple, que la fonction qui vaut 0 sur le disque ou-
vert de centre 0 et de rayon 1 de Cp et 1 sur son comple´mentaire est localement
de´veloppable en se´rie entie`re !
Au de´but des anne´es soixante, John Tate a apporte´ une solution a` ce proble`me
(cf. [27]). Les espaces qu’il construit, appele´s espaces analytiques rigides, ne sont
pas des espaces topologiques, mais des sites : on distingue certains ouverts et on
n’autorise que certains recouvrements. Par exemple, le recouvrement de Cp que
nous avons de´crit pre´ce´demment est interdit. Ce formalisme permet de mettre
en place, dans le cas p-adique, une ge´ome´trie analytique fort semblable a` celle
que nous connaissons dans le cas complexe.
Entrons un peu dans les de´tails. Les objets de base a` partir desquels est
construite la ge´ome´trie analytique rigide sont les alge`bres que l’on appelle, au-
jourd’hui, alge`bres de Tate. Contrairement a` ceux de la the´orie complexe, ce
ne sont pas des anneaux locaux, mais globaux. Soit n ∈ N. L’alge`bre de Tate
Cp{T1, . . . , Tn} est constitue´e des e´le´ments de la forme∑
(k1,...,kn)∈Nn
ak1,...,kn T
k1
1 . . . T
kn
n ∈ Cp[[T1, . . . , Tn]]
ve´rifiant la condition
lim
(k1,...,kn)→+∞
|ak1,...,kn |p = 0.
Cet anneau est pre´cise´ment l’anneau des se´ries convergentes sur le disque ferme´
de centre 0 et de polyrayon (1, . . . , 1) de Cnp . C’est le caracte`re ultrame´trique de
la valeur absolue p-adique qui nous permet de donner un sens a` cette notion de
convergence sur un disque ferme´.
Dans cette the´orie, il existe e´galement un the´ore`me de division de Weiers-
traß qui rend les meˆmes services que dans le cadre complexe. En l’utilisant,
on de´montre aise´ment que l’alge`bre de Tate Cp{T1, . . . , Tn} est un anneau
noethe´rien et re´gulier de dimension n. Signalons que, cette fois-ci, la de´mons-
tration du the´ore`me de division de Weierstraß repose sur des arguments de
re´duction modulo p.
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−p
∞
p− p2
p+ p2
p
1
2
−1
0
Fig. 2. La droite projective P1,an
Cp
.
L’approche de Vladimir G. Berkovich
Les descriptions pre´ce´dentes laissent entrevoir les difficulte´s qui se pre´sentent
lorsque l’on cherche a` re´unir les espaces analytiques archime´diens et ultrame´tri-
ques dans un formalisme commun. L’approche que propose V. Berkovich des es-
paces analytiques p-adiques va permettre d’apporter une solution a` ce proble`me.
Choisissant un point de vue diffe´rent de celui de J. Tate, V. Berkovich ajoute
de tre`s nombreux points aux espaces. A` titre d’exemple, la droite affine analy-
tique A1,anCp sur Cp qu’il de´finit posse`de une structure d’arbre et les points de Cp
sont confine´s aux extre´mite´s de certaines branches. Nous avons esquisse´ une
repre´sentation de la droite projective analytique P1,anCp a` la figure 2. On obtient
la droite affine A1,anCp en enlevant le point note´ ∞.
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Le proce´de´ de construction qu’utilise V. Berkovich rend la description ex-
plicite de ses espaces de´licate, mais ils be´ne´ficient d’autres avantages. Ce sont
de ve´ritables espaces topologiques, localement compacts et localement connexes
par arcs. Ces proprie´te´s ouvrent la voie a` une de´finition locale du faisceau struc-
tural. Dans le cas de l’espace affine, V. Berkovich propose de le de´finir comme
le faisceau des fonctions qui sont localement limites uniformes de fractions ra-
tionnelles sans poˆles. Indiquons que l’on retrouve bien ainsi le faisceau construit
a` partir des alge`bres de Tate. C’est d’ailleurs ve´ritablement sur la the´orie des
espaces analytiques rigides que V. Berkovich baˆtit la sienne et il n’utilise gue`re
la de´finition locale du faisceau.
Les de´finitions propose´es par V. Berkovich valent e´galement dans le cas des
corps archime´diens. Signalons que l’espace de Berkovich affine de dimension n
sur C co¨ıncide avec Cn et que le faisceau dont il est muni est bien celui des
fonctions analytiques.
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Nous venons d’expliquer que les espaces analytiques de Berkovich permettent
d’envisager une e´tude locale des espaces analytiques sur Z. Le pre´sent travail
constitue un premier pas dans cette direction. Soulignons que, bien que les ide´es
et de´finitions introduites par V. Berkovich invitent a` adopter ce point de vue,
une telle e´tude n’a, a` notre connaissance, jamais encore e´te´ entreprise. Indiquons,
a` pre´sent, le plan que nous allons adopter.
Espaces analytiques sur un anneau de Banach
Le premier chapitre de ce me´moire est consacre´ aux espaces analytiques sur
un anneau de Banach quelconque. Nous y rappelons la de´finition d’espace ana-
lytique au sens de V. Berkovich ainsi que la construction du faisceau structural
qu’il propose. Nous donnons quelques exemples et de´crivons explicitement la
droite analytique au-dessus de tout corps value´.
Alge`bres de se´ries convergentes
Nous consacrons le deuxie`me chapitre a` l’e´tude d’anneaux de se´ries conver-
gentes a` coefficients dans un anneau de Banach. En prenant des limites induc-
tives de tels anneaux, nous obtenons un anneau local sur lequel nous parvenons
a` de´montrer un the´ore`me de division de Weierstraß. Bien entendu, notre preuve
ne peut faire appel ni a` la formule de Cauchy, ni a` la re´duction modulo p,
faute d’analogue de la premie`re dans le cas ultrame´trique et de la seconde dans
le cas archime´dien. Nous utilisons donc une me´thode, inspire´e des travaux de
H. Grauert et R. Remmert, faisant simplement appel a` des techniques d’alge`bres
de Banach. A` l’aide de ce the´ore`me, nous obtenons des re´sultats de noethe´rianite´
et de re´gularite´ pour les anneaux locaux conside´re´s.
Afin de pouvoir utiliser ces re´sultats, nous entreprenons ensuite une e´tude
topologique locale aboutissant a` la de´monstration du fait que les anneaux locaux
en certains points des espaces de Berkovich sont isomorphes a` de tels anneaux
de se´ries convergentes.
Nous terminons ce chapitre par la de´monstration que les anneaux locaux des
espaces de Berkovich sont hense´liens. Ce re´sultat ge´ne´ralise le re´sultat classique
valable pour les espaces au-dessus d’un corps value´ et complet, archime´dien ou
non.
Espace affine analytique au-dessus d’un anneau d’entiers de corps
de nombres
Dans le troisie`me chapitre, nous conside´rons un anneau d’entiers de corps de
nombres A et restreignons notre propos aux espaces analytiques dont la base est
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le spectre analytique M (A) de cet anneau. Nous commenc¸ons par de´crire cette
base elle-meˆme, aussi bien l’espace topologique sous-jacent, a` l’aide du the´ore`me
d’Ostrowski, que les sections du faisceau structural.
Dans un second temps, nous nous inte´ressons aux espaces affines de dimen-
sion quelconque au-dessus de l’anneau A. Nous de´montrons quelques re´sultats
concernant la topologie de ces espaces et e´tudions les anneaux locaux en certains
points. Nous faisons ici appel aux re´sultats sur les anneaux de se´ries convergentes
de´montre´s au deuxie`me chapitre ainsi qu’a` la proprie´te´ d’hense´lianite´, qui nous
permet d’e´tablir l’existence d’isomorphismes locaux. Malheureusement, cette
e´tude n’est pas comple`te et il est vraisemblable qu’il faille introduire de nou-
velles techniques afin de la mener a` terme.
Signalons que nous parvenons e´galement a` de´crire explicitement certains an-
neaux locaux et les anneaux de sections globales sur les disques et les couronnes
en termes de se´ries convergentes. En utilisant le fait que les anneaux locaux
sont hense´liens, nous obtenons une nouvelle de´monstration du the´ore`me clas-
sique d’Eisenstein.
The´ore`me 1 (Eisenstein). — Soit K un corps de nombres. Notons A l’an-
neau de ses entiers. Soit f un e´le´ment de K[[T ]] qui est entier sur K[T ]. Alors
i) il existe un e´le´ment a de A∗ tel que la se´rie f(aT ) soit a` coefficients dans A ;
ii) le rayon de convergence de la se´rie f est strictement positif en toute place.
Droite affine analytique au-dessus d’un anneau d’entiers de corps
de nombres
Le quatrie`me chapitre est consacre´ spe´cifiquement a` la droite affine analytique
au-dessus d’un anneau d’entiers de corps de nombres A. Dans ce cadre, nous
parvenons a` comple´ter les re´sultats du chapitre pre´ce´dent et a` e´tudier tous les
points. Nous obtenons les re´sultats suivants, conformes a` l’intuition.
The´ore`me 2. — i) La droite analytique A1,anA est un espace topologique me´-
trisable, localement compact, connexe par arcs et localement connexe par
arcs, de dimension topologique 3.
ii) Le morphisme de projection A1,anA → M (A) est ouvert.
iii) En tout point x de A1,anA , l’anneau local Ox est hense´lien, noethe´rien et
re´gulier.
iv) Le principe du prolongement analytique vaut.
v) Le faisceau structural O sur A1,anA est cohe´rent.
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Nous disposons, a` pre´sent, de re´sultats aboutis concernant les proprie´te´s to-
pologiques et alge´briques de la droite analytique sur l’anneau A. Un peu de
travail supple´mentaire nous permettra d’en de´duire des applications a` l’e´tude
des se´ries arithme´tiques, ainsi que nous l’exposerons au chapitre 7.
Morphismes finis
Le cinquie`me chapitre est consacre´ a` quelques cas particuliers de morphismes
finis entre espaces analytiques. Nous re´alisons cette e´tude dans un cadre ge´ne´ral,
au-dessus d’un anneau de Banach quelconque. Le re´sultat principal du chapitre
prend la forme suivante.
The´ore`me 3. — Soient (A , ‖.‖) un anneau de Banach et P un polynoˆme uni-
taire a` coefficients dans A . Sous certaines conditions, l’on peut munir l’anneau
quotient A [T ]/(P (T )) d’une norme ‖.‖P telle que
i) le couple (A [T ]/(P (T )), ‖.‖P ) est un anneau de Banach ;
ii) le morphisme naturel A → A [T ]/(P (T )) est borne´ ;
iii) le morphisme induit ϕ : M (A [T ]/(P (T ))) → M (A) est ferme´ et a` fibres
finies ;
iv) le faisceau ϕ∗O, ou` O de´signe le faisceau structural sur M (A [T ]/(P (T ))),
est cohe´rent.
Nous de´montrons, au passage, un the´ore`me de division de Weierstraß pour
les points rigides des fibres qui nous semble pre´senter un inte´reˆt propre.
Nous appliquerons, par la suite, les re´sultats de ce chapitre a` certains endo-
morphismes de la droite analytique au-dessus d’un anneau d’entiers de corps
de nombres. Indiquons que nous pensons que les techniques introduites ici per-
mettent d’e´tudier les courbes analytiques au-dessus d’un tel anneau. Dans ce
me´moire, nous n’en dirons pas plus a` ce sujet, mais de´velopperons ces ide´es
dans un texte a` venir.
Espaces de Stein
Dans le sixie`me chapitre, nous reprenons le cadre de la droite affine analytique
au-dessus d’un anneau d’entiers de corps de nombres A. Nous cherchons a` jeter
les bases d’une the´orie des espaces de Stein pour les parties de cet espace. Les
de´finitions que nous prenons sont les de´finitions cohomologiques habituelles :
une partie P de la droite A1,anA est dite de Stein si elle ve´rifie le the´ore`me A :
pour tout faisceau cohe´rent F sur P et tout point x de P , la fibre Fx
est engendre´e par les sections globales F (P )
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et le the´ore`me B :
pour tout faisceau cohe´rent F sur P et tout entier q ∈ N∗, nous
avons Hq(P,F ) = 0.
L’objet de ce chapitre est de de´montrer le the´ore`me suivant.
The´ore`me 4. — Soit V une partie connexe de l’espace M (A). Soient s et t
deux nombres re´els tels que 0 ≤ s ≤ t. Soit P un polynoˆme a` coefficients
dans O(V ) dont le coefficient dominant est inversible. Les parties suivantes de
la droite analytique A1,anA sont des espaces de Stein :
i)
{
x ∈ π−1(V )
∣∣ s ≤ |P (T )(x)| ≤ t} ;
ii)
{
x ∈ π−1(V )
∣∣ s ≤ |P (T )(x)| < t} ;
iii)
{
x ∈ π−1(V )
∣∣ s < |P (T )(x)| ≤ t} ;
iv)
{
x ∈ π−1(V )
∣∣ s < |P (T )(x)| < t} ;
v)
{
x ∈ π−1(V )
∣∣ |P (T )(x)| ≥ s} ;
vi)
{
x ∈ π−1(V )
∣∣ |P (T )(x)| > s}.
Nous commenc¸ons par traiter le cas des couronnes ferme´es. La de´monstration
que nous proposons reprend la structure de la preuve classique, en ge´ome´trie
analytique complexe, du fait que les blocs compacts, c’est-a`-dire les produits de
segments re´els dans Cn, sont des espaces de Stein. Les ingre´dients essentiels en
sont le lemme de Cousin, qui permet, sous certaines hypothe`ses, d’e´crire une
fonction analytique f de´finie sur une intersection de compacts K−∩K+ comme
diffe´rence d’une fonction analytique f− sur K− et f+ sur K+ et le lemme de
Cartan, qui en est la version multiplicative.
La de´monstration de ces lemmes met en jeu des outils a` la fois analytiques et
arithme´tiques. Si les compacts K− et K+ sont de´finis, respectivement, par les
ine´galite´s |T | ≤ r et r ≤ |T | ≤ s, il s’agit essentiellement d’e´crire une se´rie de la
forme
f =
∑
k∈Z
ak T
k
comme diffe´rence f− − f+, avec
f− =
∑
k∈N
ak T
k et f+ =
∑
k<0
ak T
k.
Supposons, a` pre´sent, que A = Z et queK− etK+ sont les compacts de M (Z)
de´finis, respectivement, par les ine´galite´s |p| ≤ 12 et |p| ≥
1
2 , ou` p est un nombre
premier. Il s’agit alors d’e´crire un e´le´ment de Qp comme somme, ou produit,
d’un e´le´ment de Zp et d’un e´le´ment de Z(p). Bien entendu, dans un corps de
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nombres quelconque, ce proble`me peut se re´ve´ler plus de´licat et nous ferons
appel au the´ore`me d’approximation forte et a` la finitude du groupe de Picard.
En ce qui concerne les couronnes ouvertes, le principe de la de´monstration
consiste a` construire une exhaustion par des couronnes ferme´es. Le fait que
les couronnes ouvertes soient de Stein ne de´coule cependant pas formellement
de l’existence d’une telle exhaustion. Comme dans le cadre de la ge´ome´trie
analytique complexe, des proprie´te´s supple´mentaires sont ne´cessaires et nous
sommes amene´s a` introduire une notion d’exhaustion de Stein. Signalons que
la de´monstration des proprie´te´s requises passe, notamment, par un re´sultat de
fermeture pour les sous-modules d’un module libre, d’inte´reˆt inde´pendant.
Finalement, le passage du cas des couronnes au cas des parties plus ge´ne´rales
qui figurent dans le the´ore`me s’effectue a` l’aide des re´sultats sur les morphismes
finis de´montre´s au chapitre pre´ce´dent.
Applications
De meˆme que la ge´ome´trie analytique complexe permet de de´montrer des
re´sultats sur les fonctions holomorphes, nous obtenons, a` l’aide des the´ore`mes
que nous avons e´tablis concernant la droite affine analytique sur un anneau
d’entiers de corps de nombres, des proprie´te´s des se´ries arithme´tiques conver-
gentes (au sens du de´but de l’introduction). C’est l’objet de notre septie`me et
dernier chapitre. Donnons un exemple de telle proprie´te´. Notons D le disque
unite´ ouvert de C.
The´ore`me 5. — Soient E et F deux parties disjointes, ferme´es et discre`tes
de D ne contenant pas le point 0. Soient (na)a∈E une famille d’entiers posi-
tifs et (Pb)b∈F une famille de polynoˆmes a` coefficients complexes sans terme
constant. Nous supposerons que
1. quel que soit a ∈ E, a¯ ∈ E et na¯ = na ;
2. quel que soit b ∈ F , b¯ ∈ F et Pb¯ = Pb.
Alors il existe g, h ∈ Z[[T ]] ∩ O(D), avec h 6= 0, qui ve´rifient les proprie´te´s
suivantes :
i) la fonction f = g/h est holomorphe sur D \ F ;
ii) quel que soit a ∈ E, la fonction f s’annule en a a` un ordre supe´rieur a` na ;
iii) quel que soit b ∈ F , on a f(z)− Pb
(
1
z−b
)
∈ Ob ;
iv) on a f ∈ Z[[T ]] ∩O0.
Ce re´sultat se de´montre par des me´thodes cohomologiques. Lorsque la par-
tie E est vide, nous utilisons la suite exacte courte 0→ O → M → M /O → 0
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et le fait que le disque ouvert de centre 0 et de rayon 1 de A1,anZ est une partie de
Stein. Lorsqu’elle ne l’est pas, nous utilisons le meˆme argument en remplac¸ant
le faisceau O par un diviseur de Cartier ade´quat.
Soit P un ensemble fini de nombres premiers. Notons N ∈ N∗ leur produit. Il
est possible de controˆler e´galement le comportement de f en tant que fonction
me´romorphe sur le disque ouvert de centre 0 et de rayon 1 de Cp, pour tout
nombre premier p ∈ P. Il nous faut alors autoriser les coefficients de g, de h et du
de´veloppement de f en 0 a` appartenir a` Z[1/N ]. Bien entendu, nous disposons
d’un re´sultat analogue pour tout corps de nombres.
Nous proposons, ensuite, une application de nos me´thodes a` la noethe´rianite´
d’anneaux de se´ries arithme´tiques convergentes. Pour l’obtenir, nous nous sommes
inspire´ du the´ore`me suivant de J. Frisch (cf. [11]).
The´ore`me (J. Frisch). — Soit X une varie´te´ analytique re´elle ou complexe.
Soit K une partie de X compacte, semi-analytique et de Stein. Alors l’anneau
des fonctions analytiques au voisinage de K est noethe´rien.
Comme l’ont montre´ des re´sultats ulte´rieurs (cf. [26], the´ore`me 1), l’hypothe`se
de semi-analyticite´ peut eˆtre affaiblie. C’est pourquoi nous introduisons ici une
notion de partie morcelable. Nous obtenons alors le re´sultat suivant.
The´ore`me 6. — Soit A un anneau d’entiers de corps de nombres. Soit L une
partie de la droite analytique A1,anA compacte, morcelable et de Stein. Alors l’an-
neau O(L) des fonctions analytiques au voisinage de L est noethe´rien.
En appliquant ce the´ore`me aux disques ferme´s au-dessus des parties semi-
analytiques de M (Z), nous obtenons le re´sultat suivant.
Corollaire 7. — Soient t un entier, p1, . . . , pt des nombres premiers, r1, . . . , rt, r∞
des e´le´ments de l’intervalle ]0, 1[. Alors, l’anneau forme´ des se´ries
f ∈ Z
[
1
p1 · · · pt
]
[[T ]]
ve´rifiant les conditions
R∞(f) > r∞ et ∀i ∈ [[1, t]], Rpi(f) > ri
est un anneau noethe´rien.
Si l’on conside`re uniquement des se´ries a` coefficients entiers et que l’on n’im-
pose donc des conditions que sur le rayon de convergence complexe, nous re-
trouvons un re´sultat de D. Harbater (cf. [17], the´ore`me 1.8). La preuve qu’il
en propose est tre`s alge´brique : elle consiste a` de´crire tous les ide´aux premiers
de l’anneau a` l’aide de manipulations astucieuses sur les se´ries. Insistons sur le
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fait que notre de´monstration repose sur des arguments ge´ome´triques et suit
de pre`s les me´thodes de la ge´ome´trie analytique complexe. En ce sens, elle
nous semble porter des promesses de ge´ne´ralisation. Signalons, enfin, que notre
re´sultat s’e´tend a` tout anneau d’entiers de corps de nombres.
Pour finir, nous proposons une application au proble`me de Galois inverse. La`
encore, nous proposons une nouvelle de´monstration d’un re´sultat de D. Harbater
(cf. [19], corollaire 3.8).
The´ore`me 8. — Notons Z1− [[T ]] le sous-anneau de Z[[T ]] forme´ des se´ries
∑
k≥0
ak T
k
qui ve´rifient la condition suivante :
∀r < 1, lim
k→+∞
‖ak‖ r
k = 0.
Tout groupe fini est groupe de Galois d’une extension finie et galoisienne du
corps Frac(Z1− [[T ]]).
Les me´thodes que nous mettons ici en œuvre nous semblent conceptuelle-
ment plus simples et plus ge´ome´triques que celles propose´es par D. Harbater.
La the´orie des espaces de Berkovich nous permet, en effet, d’interpre´ter l’an-
neau Z1− [[T ]] comme un anneau de sections, a` savoir l’anneau des sections du
disque D, le disque relatif ouvert de rayon 1 centre´ en la section nulle.
Un groupe fini e´tant donne´, nous pouvons alors construire un reveˆtement
du disque D posse´dant le groupe de Galois voulu. Nous proce´dons de fac¸on
classique, en exhibant d’abord des reveˆtements cycliques de´finis localement, puis
en les recollant. La seule e´tape de´licate est celle du recollement. C’est le caracte`re
Stein du disque D, de´montre´ au chapitre pre´ce´dent, qui nous permettra de la
mener a` bien.
De nouveau, notre re´sultat s’e´tend a` tout anneau d’entiers de corps de nombres.
Nous espe´rons que cette vision tre`s ge´ome´trique du proble`me permettra d’y ef-
fectuer quelques progre`s.
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CHAPITRE 1
ESPACES ANALYTIQUES SUR UN ANNEAU
DE BANACH
Le premier chapitre de ce me´moire est consacre´ aux espaces analytiques
sur un anneau de Banach quelconque, au sens de Vladimir G. Berkovich. Au
nume´ro 1.1, nous rappelons les constructions qu’il propose dans l’ouvrage [1], a`
la fois pour l’espace topologique et le faisceau structural. Nous donnons, en par-
ticulier, une description explicite de la droite affine analytique au-dessus d’un
corps value´ complet quelconque.
Au nume´ro 1.2, nous nous inte´ressons a` certaines parties compactes des es-
paces analytiques, que nous avons appele´es spectralement convexes. Elles pos-
se`dent notamment la proprie´te´ d’eˆtre home´omorphes a` des spectres analytiques
d’anneaux de Banach que nous pouvons de´crire explicitement. Nous en donnons
des exemples et de´montrons quelques re´sultats de permanence a` leur sujet. Par
la suite, les parties spectralement convexes nous seront fort utiles pour mener des
raisonnements par re´currence, puisqu’elles permettent de ramener l’e´tude d’une
partie d’un espace affine de dimension n a` celle d’un espace de dimension 0.
Le nume´ro 1.3 est consacre´ a` une application naturelle continue, que nous
avons appele´e flot, d’une partie de R+ dans un espace analytique donne´. Nous
l’e´tudions et comparons les proprie´te´s des points situe´s sur une meˆme trajectoire.
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1.1. De´finitions
1.1.1. Spectre analytique d’un anneau de Banach
Soit A un anneau commutatif unitaire. Par de´finition, l’ensemble sous-jacent
au spectre Spec(A) de l’anneau A est l’ensemble des ide´aux premiers de A.
D’apre`s [15], Introduction, 13, il est en bijection avec l’ensemble des classes
d’e´quivalence de morphismes unitaires
A→ k,
ou` k est un corps. Deux morphismes de A vers des corps k1 et k2 sont dits
e´quivalents s’ils prennent place dans un diagramme commutatif de la forme
suivante :
k1
A //
77nnnnnnnnnnnnnnn
''PP
PP
PP
PP
PP
PP
PP
P k0
>>}}}}}}}}
  A
AA
AA
AA
A
k2.
La bijection pre´ce´dente peut eˆtre de´crite explicitement. Tout d’abord, si
A→ k est un morphisme unitaire vers un corps, son noyau est un ide´al pre-
mier de A et donc un e´le´ment de Spec(A). Re´ciproquement, si x est un point
de Spec(A), il correspond a` un ide´al premier px de A. On construit alors un
morphisme de A vers un corps de la fac¸on suivante :
A→ A/px → Frac(A/px).
Le corps k(x) = Frac(A/px) est appele´ corps re´siduel du point x. Par ailleurs, on
ve´rifie que tous les morphismes repre´sentant x se factorisent par le morphisme
A→ k(x).
Si nous de´sirons faire de la ge´ome´trie analytique, nous aurons besoin de dispo-
ser de notions de normes et de convergence. Nous allons donc conside´rer non plus
un simple anneau, mais un anneau de Banach. De meˆme, nous allons remplacer
les morphismes vers des corps par des morphismes borne´s, et donc continus, vers
des corps value´s. Rappelons les de´finitions de ces notions.
4 CHAPITRE 1. ESPACES ANALYTIQUES
De´finition 1.1.1. — Soient A un anneau commutatif unitaire et ‖.‖ une ap-
plication de A dans R+. Nous dirons que l’application ‖.‖ est une norme d’an-
neau sur l’anneau A si elle ve´rifie les proprie´te´s suivantes :
i) (‖f‖ = 0)⇔ (f = 0) ;
ii) ‖1‖ = 1 ;
iii) ∀f, g ∈ A , ‖f + g‖ ≤ ‖f‖+ ‖g‖ ;
iv) ∀f, g ∈ A , ‖fg‖ ≤ ‖f‖ ‖g‖.
Nous dirons que le couple (A , ‖.‖) est un anneau de Banach si l’applica-
tion ‖.‖ est une norme d’anneau sur l’anneau A et si l’espace topologique A
est complet pour cette norme.
Soient (A ′, ‖.‖′) un anneau de Banach et ϕ une application de A dans A ′.
Nous dirons que l’application ϕ est un morphisme borne´ d’anneaux de
Banach si l’application ϕ est un morphisme d’anneaux et s’il existe un nombre
re´el C tel que
∀f ∈ A , ‖ϕ(f)‖′ ≤ C ‖f‖.
Remarque 1.1.2. — Cette de´finition du caracte`re borne´ ne co¨ıncide pas avec
la de´finition habituelle, mais elle est naturelle dans le cadre des morphismes
d’anneaux. Nous utiliserons uniquement celle-ci.
De´finition 1.1.3. — Nous appellerons corps value´ tout couple (K, |.|), ou` K
est un corps commutatif et |.| une valeur absolue sur K, c’est-a`-dire une appli-
cation de K dans R+ qui ve´rifie les proprie´te´s suivantes :
i) (|f | = 0)⇔ (f = 0) ;
ii) |1| = 1 ;
iii) ∀f, g ∈ K, |f + g| ≤ |f‖+ |g| ;
iv) ∀f, g ∈ K, |fg| = |f | |g|.
Soit (A , ‖.‖) un anneau de Banach. Nous appellerons caracte`re de l’an-
neau de Banach (A , ‖.‖) tout morphisme borne´ de la forme
χ : (A , ‖.‖)→ (K, |.|),
ou` (K, |.|) de´signe un corps value´ complet.
Remarque 1.1.4. — Dire que le morphisme χ : (A , ‖.‖) → (K, |.|) est borne´
signifie, par de´finition, qu’il existe un nombre re´el C > 0 tel que, quel que soit
f ∈ A , nous ayons
|χ(f)| ≤ C ‖f‖.
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Soient f ∈ A et n ∈ N∗. Nous avons alors
|χ(f)| = |χ(fn)|1/n ≤ C1/n ‖fn‖1/n ≤ C1/n ‖f‖.
En passant a` la limite quand n tend vers +∞, nous obtenons
|χ(f)| ≤ ‖f‖.
Nous pourrons donc toujours supposer que C = 1.
De´finition 1.1.5. — Soit (A , ‖.‖) un anneau de Banach. Nous dirons que deux
caracte`res de (A , ‖.‖)
χ1 : (A , ‖.‖) → (K1, |.|1) et χ2 : (A , ‖.‖)→ (K2, |.|2)
sont e´quivalents s’il existe un troisie`me caracte`re de (A , ‖.‖)
χ0 : (A , ‖.‖)→ (K0, |.|0)
et deux morphismes isome´triques
j1 : (K0, |.|0)→ (K1, |.|1) et j2 : (K0, |.|0)→ (K2, |.|2)
qui font commuter le diagramme
(K1, |.|1)
(A , ‖.‖)
χ0 //
χ1
33ggggggggggggggggggggggggggg
χ2
++WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
WWW
(K0, |.|0)
j1
88qqqqqqqqqq
j2
&&MM
MM
MM
MM
MM
(K2, |.|2).
Comme dans le cas des sche´mas, nous pouvons de´crire les classes d’e´quivalence
de caracte`res d’une fac¸on explicite. A` cet effet, nous aurons besoin de la de´finition
suivante.
De´finition 1.1.6. — Soit (A , ‖.‖) un anneau de Banach. Une semi-norme
multiplicative borne´e sur l’anneau de Banach (A , ‖.‖) est une application
|.| : A → R+ qui ve´rife les proprie´te´s suivantes :
i) |0| = 0 ;
ii) |1| = 1 ;
iii) ∀f, g ∈ A , |f + g| ≤ |f |+ |g| ;
iv) ∀f, g ∈ A , |fg| = |f ||g| ;
v) ∃C > 0, ∀f ∈ A , |f | ≤ C‖f‖.
Remarque 1.1.7. — Le meˆme raisonnement que pour les caracte`res montre
que l’on peut supposer que C = 1.
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Soit (A , ‖.‖) un anneau de Banach. L’ensemble des classes d’e´quivalence de
caracte`res sur (A , ‖.‖) est en bijection avec l’ensemble des semi-normes multipli-
catives borne´es sur (A , ‖.‖). Nous pouvons de´crire cette bijection explicitement.
A` tout caracte`re
χ : (A , ‖.‖)→ (K, |.|),
on associe la semi-norme multiplicative
A
χ
−→ K
|.|
−→ R+.
Elle est borne´e car le morphisme χ est borne´. On ve´rifie imme´diatement que la
semi-norme obtenue ne de´pend que de la classe d’e´quivalence du caracte`re χ.
Re´ciproquement, soit |.|x une semi-norme multiplicative borne´e sur (A , ‖.‖).
L’ensemble
p|.|x = {f ∈ A , |f |x = 0}
est un ide´al premier de A . Le quotient A/p|.|x est un anneau inte`gre sur lequel
la semi-norme |.|x induit une valeur absolue. Nous noterons H (|.|x) le comple´te´
du corps des fractions de cet anneau pour cette valeur absolue. La construction
nous fournit un morphisme
A → H (|.|x).
On ve´rifie sans peine qu’il est borne´ et donc que c’est un caracte`re. Comme dans
le cas des sche´mas, tout caracte`re repre´sentant la semi-norme multiplicative |.|x
se factorise par le caracte`re A → H (|.|x).
Ces conside´rations motivent la de´finition suivante.
De´finition 1.1.8 (V. Berkovich). — Soit (A , ‖.‖) un anneau de Banach. On
appelle spectre analytique de l’anneau de Banach (A , ‖.‖) et l’on note
M (A , ‖.‖), ou plus simplement M (A ) si aucune ambigu¨ıte´ n’en re´sulte, l’en-
semble des semi-normes multiplicatives borne´es sur (A , ‖.‖).
Soit (A , ‖.‖) un anneau de Banach. Soient f un e´le´ment de A et x un point
de M (A ). Notons |.|x la semi-norme multiplicative borne´e sur A associe´e au
point x. Nous noterons px = p|.|x l’ide´al premier de´fini pre´ce´demment. Nous
appellerons corps re´siduel comple´te´ du point x et noterons H (x) le corps
H (|.|x) de´fini pre´ce´demment. Nous noterons f(x) l’image de l’e´le´ment f de A
par le caracte`re A → H (x). Le corps H (x) est muni d’une valeur absolue,
que nous noterons toujours |.|. Cela n’entraˆınera aucune confusion. Avec ces
notations, nous avons donc
|f(x)| = |f |x.
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Comme les notations l’indiquent, nous conside´rerons de´sormais les e´le´ments
de A comme des fonctions sur l’espace M (A ).
Munissons, a` pre´sent, le spectre analytique M (A ) d’une topologie : la topolo-
gie la plus grossie`re rendant continues les applications d’e´valuation, c’est-a`-dire
les applications de la forme
M (A ) → R+
x 7→ |f(x)|
,
ou` f est un e´le´ment de A . Cette topologie est e´galement celle de la conver-
gence faible, ou encore celle induite par la topologie produit sur RA . Le spectre
analytique M (A ) ve´rifie alors des proprie´te´s remarquables (cf. [1], the´ore`me
1.2.1).
The´ore`me 1.1.9 (V. Berkovich). — Le spectre analytique M (A ) est un es-
pace topologique compact. Si l’anneau A n’est pas nul, cet espace n’est pas vide.
1.1.2. Espace affine analytique
Soit (A , ‖.‖) un anneau de Banach. Maintenant que nous avons de´fini le
spectre analytique de cet anneau, nous pouvons de´finir ce qu’est l’espace affine
au-dessus de celui-ci. Soit n ∈ N.
De´finition 1.1.10 (V. Berkovich). — On appelle espace affine analytique
de dimension n sur (A , ‖.‖) l’ensemble des semi-normes multiplicatives sur
A [T1, . . . , Tn] dont la restriction a` (A , ‖.‖) est borne´e. Nous le noterons A
n,an
A
.
En reprenant le raisonnement du paragraphe pre´ce´dent, on montre que l’en-
semble An,an
A
est en bijection avec l’ensemble des classes d’e´quivalence de mor-
phismes
A [T1, . . . , Tn]→ K,
ou` K est un corps value´ complet, dont la restriction a` A est borne´e. Comme
pre´ce´demment, nous associons a` chaque point x de An,an
A
un ide´al premier px et
un corps re´siduel comple´te´ H (x). Pour tout e´le´ment f de A [T1, . . . , Tn], nous
de´signons par f(x) l’image de f par le morphisme A [T1, . . . , Tn]→ H (x).
Nous munissons e´galement l’espace An,an
A
de la topologie la plus grossie`re
pour laquelle les applications d’e´valuation sont continues. Il ve´rifie alors en-
core certaines proprie´te´s topologiques (cf. [1], remarque 1.5.2.(i)). Nous les
rede´montrons ici.
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Proposition 1.1.11. — Pour tout nombre re´el positif r, la partie de l’espace
analytique An,an
A
de´finie par{
x ∈ An,an
A
∣∣ ∀i ∈ [[1, n]], |Ti(x)| ≤ r}
est compacte.
De´monstration. — L’application ‖.‖r : A [T1, . . . , Tn]→ R+ de´finie par∥∥∥∥∥∥
∑
(k1,...,kn)∈Nn
ak1,...,kn T
k1
1 . . . T
kn
n
∥∥∥∥∥∥
r
=
∑
(k1,...,kn)∈Nn
‖ak1,...,kn‖ r
k1+···+kn
est une norme sur la A -alge`bre A [T1, . . . , Tn]. Notons B le comple´te´ de l’an-
neau A pour cette norme. L’application naturelle
A [T1, . . . , Tn]→ B
est borne´e sur A . Elle induit donc un morphisme
ϕ : M (B)→ An,an
A
.
Posons
K =
{
x ∈ An,an
A
∣∣ ∀i ∈ [[1, n]], |Ti(x)| ≤ r} .
Montrons que l’image de ϕ contient la partie K. Soit x un point de K. Il est
associe´ a` un morphisme
χx : A [T1, . . . , Tn]→ H (x),
qui est borne´ sur A . Pour tout e´le´ment i de [[1, n]], nous avons
|Ti(x)| ≤ r = ‖Ti‖r.
On en de´duit que le morphisme χx est borne´ lorsque l’on munit l’alge`bre A [T1, . . . , Tn]
de la norme ‖.‖r. Par conse´quent, le morphisme χx se factorise par un morphisme
B → H (x).
On en de´duit que le point x appartient a` l’image du morphisme ϕ.
Puisque l’espace M (B) est compact, l’image du morphisme ϕ l’est e´galement.
Par de´finition de la topologie de l’espace An,an
A
, la partie K est ferme´e. Puis-
qu’elle est contenue dans l’image du morphisme ϕ, elle est compacte.
Notons π : An,an
A
→ M (A ) l’application de projection induite par le mor-
phisme A → A [T1, . . . , Tn].
1.1. DE´FINITIONS 9
Corollaire 1.1.12. — Soit U une partie de M (A ) et P1(T1), . . . , Pn(Tn) des
polynoˆmes a` coefficients dans O(U) dont le coefficient dominant est inversible.
Pour toute partie compacte V de U et tout e´le´ment r de R+, la partie de l’espace
analytique An,an
A
de´finie par{
x ∈ π−1(V )
∣∣ ∀i ∈ [[1, n]], |Pi(Ti)(x)| ≤ r}
est compacte.
De´monstration. — Soit i un e´le´ment de [[1, n]]. Il existe un entier di, un e´le´ment ai,di
de O(U) inversible et des e´le´ments ai,di−1, . . . , ai,0 de O(U) tels que
Pi(Ti) =
di∑
k=0
ai,k T
k
i dans O(U)[Ti].
Puisque la fonction ai,di est inversible sur U , la quantite´
mi = inf
v∈V
(|ai,di(v)|)
est strictement positive. Pour tout e´le´ment x de π−1(V ), nous avons donc
|Pi(Ti)(x)| ≥ |ai,di(x)| |Ti(x)|
di −
di−1∑
k=0
|ai,k(x)| |Ti(x)|
k
≥ mi |Ti(x)|
di −
di−1∑
k=0
‖ai,k‖V |Ti(x)|
k.
La fonction
αi : t ∈ R 7→ mi t
di −
di−1∑
k=0
‖ai,k‖V t
k ∈ R
tend vers +∞ quand t tend vers +∞. Par conse´quent, il existe un e´le´ment si
de R+ tel que, quel que soit t > si, on ait αi(t) > r. Pour tout e´le´ment x
de π−1(V ) ve´rifiant |Pi(Ti)(x)| ≤ r, nous avons donc |Ti(x)| ≤ si.
Posons s = max1≤i≤n(si). La partie
K =
{
x ∈ π−1(V )
∣∣ ∀i ∈ [[1, n]], |Pi(Ti)(x)| ≤ r}
est ferme´e dans An,an
A
puisque la partie V est ferme´e. En outre, elle est contenue
dans la partie {
x ∈ An,an
A
∣∣ ∀i ∈ [[1, n]], |Ti(x)| ≤ s} ,
qui est compacte, en vertu du lemme pre´ce´dent. On en de´duit que la partie K
est compacte.
The´ore`me 1.1.13 (V. Berkovich). — L’espace analytique An,an
A
est un es-
pace topologique se´pare´, σ-compact et localement compact.
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De´monstration. — Soient x et y deux points distincts de l’espaceAn,an
A
. Il existe
alors un e´le´ment f de A [T1, . . . , Tn] tel que |f(x)| 6= |f(y)|. Quitte a` e´changer
les points x et y, nous pouvons supposer que |f(x)| < |f(y)|. Soit r un e´le´ment
de l’intervalle ]|f(x)|, |f(y)|[. Les ouverts{
z ∈ An,an
A
∣∣ |f(z)| < r} et {z ∈ An,an
A
∣∣ |f(z)| > r}
se´parent les points x et y. Par conse´quent, l’espace An,an
A
est se´pare´.
L’espace An,an
A
est re´union des espaces
Dn =
{
x ∈ An,an
A
∣∣ ∀i ∈ [[1, n]], |Ti(x)| ≤ n} ,
pour n de´crivant N. D’apre`s la proposition 1.1.11, ces espaces sont compacts.
On en de´duit que l’espace An,an
A
est σ-compact.
En outre, par de´finition de la topologie, tout point posse`de un syste`me fonda-
mental de voisinages ferme´s. Puisque tout point est contenu dans l’inte´rieur de
l’espace Dn, pour un certain entier positif n, et que cet espace est compact, on en
de´duit tout point posse`de un syste`me fondamental de voisinages compacts.
Donnons, a` pre´sent, quelques exemples de points d’espaces analytiques. Nous
nous restreindrons au cas ou` l’anneau de Banach (A , ‖.‖) est un corps value´
complet (k, |.|). Son spectre analytique M (k) est alors constitue´ d’un seul point.
Remarquons que l’espace analytique An,ank contient l’ensemble k
n. En effet, a`
tout e´le´ment α = (α1, . . . , αn) de k
n, nous pouvons associer le point de An,ank
de´fini par
k[T1, . . . , Tn] → R+
P (T1, . . . , Tn) 7→ |P (α1, . . . , αn)|
.
Nous noterons encore α ce point. Un tel point sera appele´ point rationnel de
l’espace analytique An,ank . En voici une de´finition e´quivalente.
De´finition 1.1.14. — Soient (k, |.|) un corps value´ complet. Nous dirons qu’un
point x de l’espace analytique An,ank est un point rationnel si l’extension de
corps k → H (x) est un isomorphisme.
En ge´ne´ral, l’espace analytique An,ank contient beaucoup plus de points que
l’espace kn. C’est en particulier le cas si le corps k n’est pas alge´briquement
clos et si n ≥ 1. Conside´rons une cloˆture alge´brique k¯ du corps k. La valeur
absolue |.| sur k se prolonge de fac¸on unique en une valeur absolue sur k¯, que
nous noterons encore |.|. A` tout e´le´ment β = (β1, . . . , βn) de k¯
n, nous pouvons
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associer le point de An,ank de´fini par
k[T1, . . . , Tn] → R+
P (T1, . . . , Tn) 7→ |P (β1, . . . , βn)|
.
Nous noterons encore β ce point. Attention, cependant : si σ de´signe un e´le´ment
de Gal(k¯/k), les points (β1, . . . , βn) et (σ(β1), . . . , σ(βn)) co¨ıncident ! Un tel point
sera appele´ point rigide de l’espace analytique An,ank . En voici une de´finition
e´quivalente.
De´finition 1.1.15. — Soient (k, |.|) un corps value´ complet et n un nombre
entier positif. Nous dirons qu’un point x de l’espace analytique An,ank est un
point rigide si l’extension de corps k → H (x) est une extension finie.
Dans les nume´ros qui suivent, nous de´crivons explicitement l’espace et sa
topologie dans quelques cas simples. Si le corps k est archime´dien, nous ferons
le lien entre l’espace An,ank et les espaces analytiques re´els et complexes usuels. Si
le corps k est ultrame´trique, nous nous contenterons de de´crire la droite A1,ank .
Nous observerons, en particulier, qu’elle contient beaucoup plus de points que k¯.
1.1.2.1. Espace affine analytique sur un corps archime´dien
Commenc¸ons par supposer que le corps (k, |.|) est un corps muni d’une valeur
absolue archime´dienne pour laquelle il est complet. D’apre`s [5], VI, §6, no 4,
the´ore`me 2, il existe un e´le´ment s de l’intervalle ]0, 1] tel que le corps value´
(k, |.|) soit isome´triquement isomorphe au corps (R, |.|s∞) ou au corps (C, |.|
s
∞),
ou` |.|∞ de´signe la valeur absolue usuelle.
Supposons que (k, |.|) = (C, |.|∞). Soit n un entier positif. Nous savons que
les points de l’espace An,anC sont en bijection avec les classes d’e´quivalences de
caracte`res de C[T1, . . . , Tn]. Soit
χ : C[T1, . . . , Tn]→ L
un tel caracte`re. D’apre`s le the´ore`me de Gelfand-Mazur (cf. [5], VI, §6, no 4,
the´ore`me 1), le corps L est isomorphe a` C. Posons
α = (χ(T1), . . . , χ(Tn)) ∈ C
n.
Alors, le caracte`re χ n’est autre que le morphisme e´valuation au point α de Cn.
On en de´duit que les ensemblesAn,anC etC
n sont en bijection, autrement dit, tous
les points de l’espace analytique An,anC sont rationnels. D’autre part, il est clair
que les topologies co¨ıncident. Les espaces An,anC et C
n sont donc home´omorphes.
12 CHAPITRE 1. ESPACES ANALYTIQUES
Supposons, a` pre´sent, que (k, |.|) = (R, |.|∞). Soit n un entier positif. Le meˆme
raisonnement que pre´ce´demment montre que l’espace An,anR est home´omorphe
au quotient de l’espace Cn par la conjugaison complexe. En particulier, tous les
points de l’espace analytique An,anR sont rigides.
1.1.2.2. Droite sur un corps trivialement value´
Dans cette partie, nous supposerons que le corps k est muni de la valeur
absolue triviale |.|0. Nous nous contenterons de de´crire la droite affine analy-
tique A1,ank .
Soit x un point de A1,ank . Il lui correspond une semi-norme multiplicative |.|x
borne´e sur k. Notons
px =
{
f ∈ k[T ]
∣∣ |f |x = 0} .
C’est un ide´al premier de k[T ].
Supposons, tout d’abord, que l’ide´al px n’est pas l’ide´al nul. Il existe alors
un polynoˆme irre´ductible P (T ) de k[T ] qui engendre l’ide´al px. La semi-norme
multiplicative |.|x induit une valeur absolue sur le quotient
k[T ]/px = k[T ]/(P (T )),
qui est une extension finie du corps k. Cette valeur absolue ne peut eˆtre que la
valeur absolue triviale. Par conse´quent, nous avons
|.|x :
k[T ] → R+
Q(T ) 7→
{
0 si P |Q
1 sinon
.
Nous noterons ηP,0 le point de A
1,an
k correspondant. Nous avons
H (ηP,0) = k[T ]/(P (T )).
Supposons, a` pre´sent, que l’ide´al px est l’ide´al nul. La semi-norme multiplica-
tive |.|x est alors en fait une valeur absolue sur k[T ]. Par hypothe`se, la restriction
de cette valeur absolue a` k est borne´e par la valeur absolue triviale. En parti-
culier, pour tout entier positif n, nous avons |n.1|x ≤ 1. On en de´duit que la
valeur absolue |.|x est ultrame´trique en utilisant le lemme classique suivant.
Lemme 1.1.16. — Soit (k, |.|) un corps value´. La valeur absolue |.| est ultra-
me´trique si, et seulement si, il existe un nombre re´el C tel que, pour tout entier
positif n, nous ayons |n.1| ≤ C.
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De´monstration. — Supposons que la valeur absolue |.| est ultrame´trique. En
utilisant l’ine´galite´ ultrame´trique et le fait que |1| = 1, on montre par re´currence
que, pour tout entier positif n, nous avons |n.1| ≤ 1.
Supposons qu’il existe un nombre re´el C tel que, pour tout entier positif n,
nous ayons |n.1| ≤ C. Soient a, b ∈ k. Soit p ∈ N∗. Nous avons
|a+ b|p = |(a+ b)p|
=
∣∣∣∣∣
p∑
i=0
Cip a
i bp−i
∣∣∣∣∣
≤
p∑
i=0
∣∣Cip∣∣ |a|i |b|p−i
≤ pC max(|a|, |b|)p.
En e´levant l’ine´galite´ obtenue a` la puissance 1/p et en faisant tendre p vers +∞,
on obtient
|a+ b| ≤ max(|a|, |b|).
ηQ,0
η1
ηs
ηrηQ,t 1
r
0
ηP,0
0
1
s
+∞
Fig. 1. Droite analytique sur un corps trivialement value´.
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Nous allons distinguer deux cas. Supposons, tout d’abord, que |T |x ≤ 1. On
montre alors facilement que, quel que soit f ∈ k[T ], nous avons
|f |x ≤ 1.
L’ine´galite´ ultrame´trique assure alors que la partie
p
′
x =
{
f ∈ k[T ]
∣∣ |f |x < 1}
est un ide´al premier de k[T ]. Si cet ide´al est nul, alors nous avons |.|x = |.|0.
Nous appellerons point de Gauß ce point. Nous le noterons η1.
Dans les autres cas, l’ide´al p′x est engendre´ par un polynoˆme irre´ductible P
de k(T ). Notons vP la valuation P -adique sur k[T ]. Il existe r ∈ ]0, 1[ tel que
|P |x = r. Pour tout e´le´ment Q(T ) de k[T ], nous avons alors
|Q|x = r
vP (Q).
Nous noterons ηP,r le point de A
1,an
k correspondant. Le corps re´siduel comple´te´
H (ηP,r) en ce point est le comple´te´ du corps k(T ) pour la topologie P -adique. Si
P (T ) = T , nous noterons ηr le point correspondant. Le corps re´siduel comple´te´
H (ηr) est alors isomorphe au corps des se´ries de Laurent k((T )).
Supposons, a` pre´sent, que |T |x > 1. Il existe r > 1 tel que |T |x = r. L’ine´galite´
ultrame´trique montre alors que, quel que soit Q(T ) ∈ k[T ], nous avons
|Q|x = r
deg(Q).
Nous noterons ηr le point de A
1,an
k correspondant. Le corps re´siduel comple´te´
H (ηr) en ce point est isomorphe au corps k((T
−1)).
Introduisons encore quelques notations. Pour α ∈ k et r ∈ [0, 1], nous noterons
ηα,r = ηT−α,r.
Si r = 0, nous noterons parfois simplement α le point ηα,0.
Pour finir, de´crivons la topologie de la droiteA1,ank . Nous ne de´montrerons pas
les re´sultats qui suivent. Pour se faire une ide´e des preuves, le lecteur inte´resse´
peut se reporter au nume´ro 3.1.1, ou` nous de´crivons la topologie du spectre
d’un anneau d’entiers de corps de nombres. La topologie des branches est par-
ticulie`rement simple. En effet, pour tout polynoˆme irre´ductible P (T ) de k[T ],
l’application
[0, 1] → A1,ank
r 7→ ηP,r
re´alise un home´omorphisme sur son image. De meˆme, l’application
[1,+∞[ → A1,ank
r 7→ ηr
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re´alise un home´omorphisme sur son image.
Afin d’eˆtre complets, il nous reste a` de´crire un syste`me fondamental de voisi-
nages du point de Gauß η1 ; l’ensemble des parties de A
1,an
k qui contiennent un
voisinage du point η1 dans un nombre fini de branches et la totalite´ des branches
restantes en est un.
1.1.2.3. Droite sur un corps ultrame´trique quelconque
Il est en fait possible de de´crire la droite analytique au-dessus de tout corps ul-
trame´trique complet. Nous allons nous limiter au cas des corps qui sont e´galement
alge´briquement clos. Cette restriction ne nuit pas a` la ge´ne´ralite´ de notre pro-
pos. En effet, d’apre`s [1], corollaire 1.3.6, si k de´signe un corps value´ complet,
k¯ l’une de ses cloˆtures alge´briques et ˆ¯k le comple´te´ de cette dernie`re, alors le
groupe de Galois Gal(k¯/k) agit sur ˆ¯k et le morphisme naturel
A1,anˆ¯k
/Gal(k¯/k)
∼
−→ A1,ank
est un isomorphisme.
Nous supposerons donc, de´sormais, que k est un corps ultrame´trique complet
alge´briquement clos. Nous reprenons la description donne´e par V. Berkovich au
nume´ro 1.4.4 de l’ouvrage [1]. Il distingue quatre types de points. Soit α ∈ k.
L’application d’e´valuation
k[T ] → R+
P (T ) 7→ |P (α)|
de´finit une semi-norme multiplicative sur k[T ] borne´e sur k et donc un point
de A1,ank . Nous noterons α ce point. Un tel point est dit de type 1. En ce point
le corps re´siduel comple´te´ est simplement
H (α) = k.
Soient α ∈ k et r > 0. L’application
k[T ] → R+∑
n∈N
cn (T − α)
n 7→ max
n∈N
(|cn| r
n)
de´finit encore une semi-norme multiplicative sur k[T ] borne´e sur k. Seul le ca-
racte`re multiplicatif n’est pas imme´diat. Il provient en fait de l’ine´galite´ ul-
trame´trique. Nous noterons ηα,r le point de la droite A
1,an
k correspondant. Il est
remarquable que, contrairement a` ce que notre notation peut laisser croire, le
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points de type 4
p− p2
p+ p2
p
1
2
−1
0
−p
ηp,p−2
ηp−1 = ηp,p−1
η1 = η1,1 = η2,1
η2,r (r /∈ p
Q)
Fig. 2. Droite analytique sur le corps Cp muni de la valeur absolue |.|p.
point ηα,r ne de´pend que du disque de centre α et de rayon r. En particulier,
pour β ∈ k, nous avons
ηα,r = ηβ,r si |α− β| ≤ r.
Les diffe´rents points ηα,r se comportent diffe´remment selon que le nombre re´el r
appartient ou non au groupe |k∗|. Lorsque r appartient a` |k∗|, le point ηα,r est
dit de type 2. Nous avons alors
H˜ (ηα,r) ≃ k˜(T ) et |H (ηα,r)
∗| = |k∗|.
Lorsque r n’appartient pas a` |k∗|, le point ηα,r est dit de type 3. Nous avons
alors
H˜ (ηα,r) = k˜ et le groupe |H (ηα,r)
∗| est engendre´ par |k∗| et r.
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Lorsque a = 0, nous noterons simplement ηr = ηα,r.
Il nous reste un type de points a` de´crire. Soient I un ensemble ordonne´,
α = (αi)i∈I une famille d’e´le´ments de k et r = (ri)i∈I une famille de nombres
re´els strictement positifs qui ve´rifient les proprie´te´s suivantes :
i) ∀i ≤ j, D(αi, ri) ⊂ D(αj , rj) ;
ii)
⋂
i∈I
D(αi, ri) = ∅.
De telles familles existent lorsque le corps k n’est pas maximalement complet
(cf. [21], de´finition 5.2). C’est le cas du corps Cp, pour tout nombre premier p.
Remarquons que de telles familles ve´rifient
inf
i∈I
(ri) > 0,
sinon le caracte`re complet du corps k imposerait a` l’intersection des disques de
contenir un point. L’application
k[T ] → R+
P (T ) 7→ inf
i∈I
(|P (ηαi,ri)|)
de´finit une semi-norme multiplicative sur k[T ] borne´e sur k. Nous noterons ηα,r
le point de la droite A1,ank correspondant. Un tel point est dit de type 4. Le
corps re´siduel comple´te´ en ce point est une extension imme´diate du corps k : il
ve´rifie
H˜ (ηα,r) = k˜ et |H (ηα,r)
∗| = |k∗|.
Pour terminer, revenons au cas d’un corps k ultrame´trique complet quel-
conque et donc plus ne´cessairement alge´briquement clos. Conside´rons le mor-
phisme de changement de base
ϕ : A1,anˆ¯k
→ A1,ank .
C’est un morphisme surjectif. Nous dirons qu’un point x de la droite analy-
tique A1,ank est de type i, pour i ∈ [[1, 4]], si l’un des ses ante´ce´dents par le
morphisme ϕ est de type i (et c’est alors le cas pour tous). En outre, pour tous
e´le´ments α de k et r de R+, nous noterons identiquement les points α, ηα,r et ηr
de A1,anˆ¯k
et leur image par le morphisme ϕ. De nouveau, nous appellerons
point de Gauß le point η1.
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Soit P (T ) un polynoˆme irre´ductible de k[T ]. Notons α1, . . . , αd, avec d ∈ N
∗,
ses racines dans k¯. L’application
k[T ] → R+
Q(T ) 7→
{
0 si P |Q
1 sinon
est une semi-norme multiplicative sur k[T ], borne´e sur k. Nous noterons ηP,0 le
point de la droite A1,ank correspondant. Nous avons
ϕ−1(ηP,0) = {α1, . . . , αd}
et
H (ηP,0) = k[T ]/(P (T )).
En particulier, le point ηP,0 est un point de type 1 et un point rigide de la
droite analytique A1,ank . Re´ciproquement, si le corps k est parfait, le the´ore`me
de l’e´le´ment primitif assure que tout point rigide de cette droite peut s’e´crire
sous la forme ηQ,0, ou` Q est un polynoˆme irre´ductible a` coefficients dans k.
Les points rigides sont des points de type 1 de la droite A1,ank , mais la
re´ciproque n’est en ge´ne´ral pas valable, meˆme dans le cas des corps parfaits.
Conside´rons, par exemple, le corps Qp muni de la valeur absolue p-adique
usuelle |.|p. Cette valeur absolue se prolonge de fac¸on unique en une valeur
absolue sur Cp, que nous noterons identiquement. Soit α un point de Cp qui
n’est pas alge´brique sur Qp. L’application
Qp[T ] → R+
Q(T ) 7→ |Q(α)|p
de´finit un point de type 1 de la droite A1,anQp qui n’est pas un point rigide. En
effet, le corps re´siduel comple´te´ en ce point n’est autre que le corps Qp(α), une
extension transcendante de Qp.
La topologie de la droite analytique sur un corps ultrame´trique complet quel-
conque est, en ge´ne´ral, assez complique´e et nous ne la de´crirons pas, mais la
figure 2 nous semble permettre de se la repre´senter assez fide`lement. En parti-
culier, les segments que l’on y voit trace´s sont home´omorphes a` des segments.
Il faut cependant eˆtre prudents en ce qui concerne les voisinages des points de
type 2, autrement dit, les points de branchement. Soient x un tel point et Cx
l’ensemble des composantes connexes du comple´mentaire du point x dans la
droite A1,ank (cet ensemble est naturellement en bijection avec la droite projec-
tive sur le corps H˜ (x)). Alors, pour tout voisinage V du point x, il n’existe qu’un
nombre fini d’e´le´ments de Cx qui ne soient pas entie`rement contenus dans V .
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1.1.3. Faisceau structural
Pour parvenir a` faire de la ge´ome´trie sur les espaces analytiques au sens
pre´ce´dent, nous devons en faire des espaces localement annele´s. Nous suivrons la
construction de´veloppe´e par V. Berkovich au nume´ro 1.5 de l’ouvrage [1]. Soient
(A , ‖.‖) un anneau de Banach et n un entier positif. Nous nous restreindrons a`
certains types de normes.
De´finition 1.1.17. — On appelle semi-norme spectrale sur l’anneau de Ba-
nach (A , ‖.‖) la semi-norme de´finie par
∀f ∈ A , ‖f‖sp = max
x∈M (A )
(|f(x)|) = inf
k∈N∗
(∥∥∥fk∥∥∥ 1k) .
Remarque 1.1.18. — Les deux dernie`res quantite´s sont e´gales en vertu de [1],
the´ore`me 1.3.1.
De´finition 1.1.19. — Nous dirons que la norme ‖.‖ est uniforme si elle est
e´quivalente a` la semi-norme spectrale, c’est-a`-dire s’il existe deux constantes
C− > 0 et C+ > 0 telles que
∀f ∈ A , C− ‖f‖sp ≤ ‖f‖ ≤ C+ ‖f‖sp.
Dans ce cas, nous dirons que l’anneau de Banach (A , ‖.‖) est uniforme.
Dans la suite de ce texte, nous supposerons toujours que la norme ‖.‖ est uni-
forme. Cela impose en particulier a` la semi-norme spectrale d’eˆtre une norme et
donc a` l’anneau A d’eˆtre re´duit. Nous disposons e´galement d’un home´omorphisme
M (A , ‖.‖)
∼
−→ M (A , ‖.‖sp)
induit par l’application identite´.
De´finissons, a` pre´sent, le pre´faisceau K des fractions rationnelles sans poˆles
sur An,an
A
de la fac¸on suivante : pour tout ouvert U de An,an
A
, l’anneau K (U)
est le localise´ de A [T1, . . . , Tn] par l’ensemble de ses e´le´ments qui ne s’an-
nulent en aucun point de U . Exprimons cette de´finition a` l’aide de notations
mathe´matiques.
De´finition 1.1.20. — Pour tout ouvert U de l’espace An,an
A
, posons
SU = {P ∈ A [T1, . . . , Tn] | ∀x ∈ U, P (x) 6= 0} .
Nous de´finissons le pre´faisceau K des fractions rationnelles sans poˆles
sur l’espace An,an
A
comme le foncteur contravariant qui a` tout ouvert U de An,an
A
associe´ l’anneau
K (U) = S−1U A [T1, . . . , Tn].
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Nous allons maintenant de´finir les fonctions analytiques comme les fonctions
qui sont localement limites uniformes de fractions rationnelles sans poˆles.
De´finition 1.1.21. — Nous de´finissons le faisceau structural O sur l’es-
pace An,an
A
, que nous appellerons encore faisceau des fonctions analytiques
sur l’espace An,an
A
, comme le foncteur contravariant qui a` tout ouvert U de An,an
A
associe l’anneau O(U) constitue´ de l’ensemble des applications
f : U →
⊔
x∈U
H (x)
telles que, pour tout e´le´ment x de U , on ait
f(x) ∈ H (x)
et qui ve´rifient la condition suivante : pour tout e´le´ment x de U , il existe un
voisinage ouvert V de x dans U et une suite (Ri)i∈N d’e´le´ments de K (V ) telle
que, quel que soit ε > 0, il existe un entier positif j pour lequel on ait
∀i ≥ j, ∀y ∈ V, |f(y)−Ri(y)| ≤ ε.
Remarque 1.1.22. — Cette de´finition locale assure que O est bien un faisceau
d’anneaux surAn,an
A
. On ve´rifie qu’en tout point x de l’espaceAn,an
A
, le germe Ox
est un anneau local dont l’ide´al maximal est l’ensemble des germes de fonctions
qui s’annulent au point x.
De´finition 1.1.23. — Soit x un point de l’espace An,an
A
. Nous noterons mx
l’ide´al maximal de l’anneau local Ox. Nous appellerons corps re´siduel du point x
le corps
κ(x) = Ox/mx.
Remarque 1.1.24. — Si l’anneau de Banach conside´re´ est l’anneau C muni
de la valeur absolue usuelle, nous retrouvons la notion habituelle de fonction
holomorphe. En effet, toutes les fractions rationnelles sans poˆles sur un ouvert
deCn sont holomorphes sur cet ouvert et il est bien connu qu’une limite uniforme
de fonctions holomorphes reste holomorphe.
Re´ciproquement, toute fonction holomorphe sur un ouvert U deCn est locale-
ment limite uniforme de polynoˆmes. Il suffit, par exemple, de recouvrir l’ouvert U
par des disques ouverts dont l’adhe´rence est contenue dans U .
Le re´sultat qui suit justifie le fait que nous ayons choisi de munir l’anneau A
d’une norme uniforme.
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Lemme 1.1.25. — Le morphisme d’anneaux naturel
A [T1, . . . , Tn]→ O(A
n,an
A
)
est injectif.
De´monstration. — Soit P un e´le´ment deA [T1, . . . , Tn] dont l’image dans O(A
n,an
A
)
est nulle. Cela signifie qu’en tout point x de l’espace An,an
A
, nous avons
P (T1, . . . , Tn)(x) = 0.
Il existe une famille presque nulle (ak1,...,kn)(k1,...,kn)∈Nn d’e´le´ments de A telle
que l’on ait
P (T1, . . . , Tn) =
∑
(k1,...,kn)∈Nn
ak1,...,kn T
k1
1 · · ·T
kn
n dans A [T1, . . . , Tn].
Soit b un point de M (A ). Si le polynoˆme
Pb(T1, . . . , Tn) =
∑
(k1,...,kn)∈Nn
ak1,...,kn(b)T
k1
1 · · ·T
kn
n de H (b)[T1, . . . , Tn]
n’est pas nul, il existe une extension finie Lb de H (b) et un e´le´ment αb de L
n
b
tel que l’on ait
Pb(αb) 6= 0 dans Lb.
L’e´le´ment αb de L
n
b de´finit alors un point (rigide) α
′
b de l’espace H (b)[T1, . . . , Tn]
en lequel nous avons
P (T1, . . . , Tn)(α
′
b) = Pb(T1, . . . , Tn)(α
′
b) 6= 0.
C’est impossible.
Soit (k1, . . . , kn) un e´le´ment deN
n. Nous avons montre´ que, pour tout point b
de M (A ), nous avons
ak1,...,kn(b) = 0.
On en de´duit que
‖ak1,...,kn‖sp = 0
et donc que
‖ak1,...,kn‖ = 0,
puisque la semi-norme ‖.‖sp et la norme ‖.‖ sont e´quivalentes. Par conse´quent,
nous avons ak1,...,kn = 0 dans A . On en de´duit que le polynoˆme P est nul.
Remarque 1.1.26. — L’application identite´ de (A , ‖.‖) vers (A , ‖.‖sp) induit
un isomorphisme d’espaces annele´s
An,an
A ,‖.‖
∼
−→ An,an
A ,‖.‖sp
.
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Pour de nombreuses questions, nous pourrons donc supposer que la norme ‖.‖
est la norme spectrale.
Nous disposons, a` pre´sent, d’une notion de fonction analytique sur les ouverts
de l’espace An,an
A
. Nous pouvons en de´duire une de´finition ge´ne´rale d’espace
analytique. Nous la donnons ci-dessous dans un souci d’exhaustivite´, mais ne
l’utiliserons pas. Dans le cas complexe, un espace est dit analytique s’il est
localement isomorphe a` un ferme´ analytique d’un ouvert d’un espace affine. La
de´finition suivante s’impose donc naturellement.
De´finition 1.1.27 (V. Berkovich). — On dit qu’un espace localement annele´
(V,OV ) est un mode`le local d’un espace analytique sur A s’il existe un
entier positif n, un ouvert U de An,an
A
et un faisceau I d’ide´aux de type fini
de OU tels que (V,OV ) soit isomorphe au support du faisceau OU/I , muni du
faisceau OU/I .
On appelle espace analytique sur A tout espace localement annele´ qui est
localement isomorphe a` un mode`le local d’un espace analytique sur A .
A` titre d’exemple, donnons, sans de´monstration, quelques proprie´te´s des an-
neaux locaux en les points de la droite analytique sur un corps ultrame´trique.
Proposition 1.1.28. — Soit (k, |.|) un corps ultrame´trique complet. Notons
X = A1,ank la droite analytique sur le corps k.
i) Soit x un point rigide de l’espace X. Alors, l’anneau local OX,x est un
anneau de valuation discre`te. S’il existe un polynoˆme P irre´ductible a` coef-
ficients dans k tel que le point x soit le point ηP,0 (c’est toujours le cas si
le corps k est parfait), alors l’ide´al maximal de OX,x est engendre´ par P .
ii) Soit x un point de type 1 de l’espace X qui n’est pas un point rigide. Alors,
l’anneau local OX,x est un corps.
iii) Soit x un point de type 2, 3 ou 4 de l’espace X. Alors, l’anneau local OX,x
est un corps.
Dans la suite de ce texte, nous conside´rerons souvent les sections d’un faisceau
au-dessus d’une partie qui n’est pas ouverte. Voici quelques rappels sur cette
notion. Soit Y un espace topologique et F un faisceau d’ensembles sur Y . A` ce
faisceau est associe´ un espace e´tale´ (F˜ , p), ou` F˜ est un espace topologique et
p : F˜ → Y un home´omorphisme local. Pour tout partie V de Y , notons F˜ (V )
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l’ensemble des sections continues de l’application p au-dessus de V . Pour toute
partie ouverte U de Y , il existe alors une bijection canonique
F (U)
∼
−→ F˜ (U).
Pour des pre´cisions sur cette construction, on se reportera a` [12], II, 1.2.
De´finition 1.1.29. — Pour toute partie V de Y , on pose
F (V ) = F˜ (V ).
Sous certaines conditions, il est possible de de´crire l’ensemble F (V ) direc-
tement en termes des ensembles de sections du faisceau F sur les ouverts de
l’espace Y . Citons, a` ce propos, le corollaire 1 au the´ore`me 3.3.1 du chapitre II
de l’ouvrage [12].
The´ore`me 1.1.30. — Soient V une partie de Y qui posse`de un syste`me fon-
damental de voisinages paracompacts. Alors l’application canonique
lim
−→
F (U)→ F (V ),
ou` la limite inductive est prise sur l’ensemble des voisinages ouverts U de V
dans Y , est bijective.
Nous n’utiliserons l’ensemble F (V ) que dans les cas ou` les hypothe`ses du
the´ore`me sont satisfaites. C’est en particulier le cas lorsque
1. la partie V est ferme´e et l’espace Y paracompact (par exemple, si Y est
une partie ferme´e d’un espace affine analytique au-dessus d’un anneau de
Banach, d’apre`s le the´ore`me 1.1.13) ;
2. la partie V est quelconque et l’espace Y est me´trisable (par exemple, si Y
est une partie d’un espace affine analytique au-dessus d’un anneau d’entiers
de corps de nombres, comme nous le verrons au the´ore`me 3.5.1).
Signalons que cette notation peut malheureusement preˆter a` confusion lorsque
l’on conside`re un espace analytique au-dessus d’un corps ultrame´trique complet.
Soient (k, |.|) un tel corps et n un entier positif. Notons D le disque unite´ ferme´
centre´ en 0 de l’espace An,ank . L’alge`bre O(D) n’est alors pas l’alge`bre de Tate,
forme´e des se´ries qui convergent sur D, mais l’alge`bre de Washnitzer, constitue´e
des se´ries qui convergent au voisinage de D (cf. [14], 1.2).
Ajoutons quelques mots au sujet de la restriction des faisceaux.
De´finition 1.1.31. — Pour toute partie V de Y , on de´finit un faisceau d’en-
sembles F|V sur V comme le foncteur contravariant qui a` tout ouvert U de V
associe l’ensemble F (V ).
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Ces restrictions jouissent de bonnes proprie´te´s, comme le montre le lemme
qui suit.
Lemme 1.1.32. — Soient V et W deux parties de l’espace Y . Pour toute par-
tie U de V ∩W , nous avons une bijection
F|V (U) ≃ F|W (U).
En particulier, pour tout point x de V ∩W , nous avons une bijection entre les
germes (
F|V
)
x
≃
(
F|W
)
x
.
Pour finir, signalons que les constructions et re´sultats qui pre´cde`nt restent
e´videmment valables mutatis mutandis pour les faisceaux a` valeurs dans n’im-
porte quelle cate´gorie.
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1.2. Parties compactes spectralement convexes
Soient (A , ‖.‖) un anneau de Banach uniforme et n un entier positif. Intro-
duisons deux nouvelles de´finitions. Rappelons (cf. de´finition 1.1.20) que, pour
toute partie V de l’espace analytique An,an
A
, nous de´finissons l’anneau K (V )
comme le localise´ de l’anneau A [T1, . . . , Tn] par la partie multiplicative forme´e
des e´le´ments qui ne s’annulent pas au voisinage de V .
De´finition 1.2.1. — Soit V une partie compacte de l’espace analytique An,an
A
.
Nous notons B(V ) le comple´te´ de l’anneau K (V ) pour la norme uniforme ‖.‖V
sur V .
Remarque 1.2.2. — Quel que soient P ∈ K (V ) et k ∈ N, nous avons l’e´galite´
‖P k‖V = ‖P‖
k
V
et cette proprie´te´ s’e´tend a` B(V ). On en de´duit que la norme ‖.‖V sur B(V )
est la norme spectrale. En particulier, le couple (B(V ), ‖.‖V ) est un anneau de
Banach uniforme.
Soit V une partie compacte de l’espace analytique An,an
A
. Le morphisme na-
turel
f : A [T1, . . . , Tn]→ B(V )
est borne´ sur A . Il induit donc un morphisme entre espaces localement annele´s
ϕ : M (B(V ))→ An,an
A
.
Nous allons chercher ici a` de´crire l’image de ce morphisme et, plus ge´ne´ralement,
a` comprendre ses proprie´te´s.
Commenc¸ons par une proprie´te´ topologique simple.
Lemme 1.2.3. — Le morphisme ϕ re´alise un home´omorphisme sur son image.
De´monstration. — Puisque l’espace M (B(V )) est compact, il suffit de montrer
que le morphisme ϕ est injectif. Soient x et y deux points distincts de M (B(V )).
Notons |.|x et |.|y les semi-normes multiplicatives borne´es sur B(V ) associe´es.
Par hypothe`se, il existe un e´le´ment P de B(V ) tel que
|P |x 6= |P |y.
La densite´ deK (V ) dansB(V ) nous permet d’en de´duire qu’il existeQ ∈ K (V )
tel que
|Q|x 6= |Q|y.
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En e´crivant Q comme e´le´ment du localise´ de A [T1, . . . , Tn], on montre alors qu’il
existe un polynoˆme P ∈ A [T1, . . . , Tn] tel que
|f(P )|x 6= |f(P )|y.
Par conse´quent, les points ϕ(x) et ϕ(y) de An,an
A
sont distincts.
En fait, nous disposons meˆme d’un isomorphisme d’espaces annele´s si l’on
s’autorise a` restreindre le morphisme a` la source et au but.
Lemme 1.2.4. — Notons U l’inte´rieur de l’image de ϕ dans An,an
A
. Le mor-
phisme
ψ : ϕ−1(U)→ U
induit par ϕ est un isomorphisme d’espaces annele´s.
De´monstration. — Soit x ∈ ϕ−1(U). Notons y = ψ(x) = ϕ(x). Il nous suffit de
montrer que le morphisme induit
ψ∗x : OU,y → Oϕ−1(U),x
est un isomorphisme. L’injectivite´ provient directement du fait que ϕ est un
home´omorphisme.
Montrons que ce morphisme est surjectif. Soit g ∈ Oϕ−1(U),x. Notons K
′
le pre´faisceau des fractions rationnelles sur M (B(V )). Il existe un voisinage
compact W de x dans ϕ−1(U) et une suite (Rk)k∈N d’e´le´ments de K
′(W ) qui
converge uniforme´ment vers g sur W . Soit k ∈ N. Par de´finition de K ′(W ), il
existe un e´le´ment Sk de K (ψ(W )) tel que
‖ψ∗|W (Sk)−Rk‖W ≤
1
2k
.
La suite (Sk)k∈N e´tant de Cauchy uniforme sur ψ(W ), elle converge vers un
e´le´ment de B(ψ(W )). Son image dans l’anneau local OU,y est envoye´e sur g
par ψ∗x.
Remarque 1.2.5. — Le re´sultat est, en ge´ne´ral, faux si l’on ne restreint pas le
morphisme. Supposons que le compact V soit re´duit a` un point x. Par de´finition,
nous avons alors B(V ) = H (x). L’home´omorphisme induit par ϕ est donc
M (H (x))
∼
−→ {x}
et le morphisme induit entre les anneaux locaux est
OX,x → H (x).
Ce n’est pas, en ge´ne´ral, un isomorphisme.
De´montrons, a` pre´sent, un premier re´sultat sur l’image de ϕ.
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Lemme 1.2.6. — L’image du morphisme ϕ contient le compact V .
De´monstration. — Soit x un point de V . Il lui correspond un caracte`re
χx : A [T1, . . . , Tn]→ H (x).
Puisque x ∈ V , un e´le´ment P de A [T1, . . . , Tn] qui ne s’annule pas au voisinage
de V ne s’annule pas en x. Son image est donc inversible dans H (x). Par
conse´quent, le morphisme χx induit, par localisation, un morphisme
K (V )→ H (x).
Puisque x appartient a` V , ce morphisme est borne´. Il induit donc un morphisme
entre les comple´te´s
B(V )→ H (x),
ce qu’il fallait de´montrer.
Remarque 1.2.7. — La re´ciproque de ce re´sultat n’est pas vraie en ge´ne´ral.
Montrons-le sur un exemple. Choisissons pour alge`bre de Banach A un corps
alge´briquement clos k que nous munissons de la valeur absolue triviale |.|0.
Notons D le disque ferme´ de centre 0 et de rayon 1 de X = An,ank :
D =
⋂
1≤i≤n
{
x ∈ X
∣∣ |Ti(x)| ≤ 1} .
Conside´rons la partie compacte V de X de´finie par
V =
⋃
1≤i≤n
{
x ∈ D
∣∣ |Ti(x)| = 1} .
Supposons que n ≥ 2. Tout polynoˆme non constant P de k[T1, . . . , Tn] s’annule
alors sur V , puisqu’il s’annule en un point non nul de kn. Par conse´quent, nous
avons
K (V ) = k[T1, . . . , Tn].
La norme uniforme sur la partie V n’est autre que la norme triviale. On en de´duit
que B(V ) est l’alge`bre k[T1, . . . , Tn] munie de la norme triviale, autrement dit
l’alge`bre k{T1, . . . , Tn} munie de la norme de Gauß. Par conse´quent, l’image
de M (B(V )) dans X est le disque D tout entier.
Dans certains cas, nous pouvons cependant affirmer que l’image du mor-
phisme ϕ co¨ıncide avec la partie compacte V .
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De´finition 1.2.8. — Nous dirons que la partie compacte V de l’espace af-
fine An,an
A
est rationnelle s’il existe p ∈ N, des polynoˆmes P1, . . . , Pp, Q de
A [T1, . . . , Tn] ne s’annulant pas simultane´ment sur V et des nombres re´els
r1, . . . , rp > 0 tels que
V =
⋂
1≤i≤p
{
x ∈ X
∣∣ |Pi(x)| ≤ ri |Q(x)|} .
Une partie compacte V de l’espace affine An,an
A
est dite pro-rationnelle si
elle est intersection de parties compactes rationnelles.
Remarque 1.2.9. — Soient p ∈ N, P1, . . . , Pp des e´le´ments de A [T1, . . . , Tn]
et s1, . . . , sp, t1, . . . , tp des nombres re´els positifs. Alors la partie de A
n,an
A
de´finie
par ⋂
1≤i≤p
{
x ∈ X
∣∣ si ≤ |Pi(x)| ≤ ti}
est une partie compacte rationnelle de An,an
A
, de`s qu’elle est compacte. Rappe-
lons que nous avons donne´ des exemples de parties compactes a` la proposition
1.1.11 et au corollaire 1.1.12. On en de´duit aise´ment que tout point de An,an
A
posse`de un syste`me fondamental de voisinages constitue´ de parties compactes
rationnelles.
Lemme 1.2.10. — Si le compact V est pro-rationnel, alors l’image du mor-
phisme ϕ est contenue dans V .
De´monstration. — Supposons qu’il existe un ensemble J et une famille (Vj)j∈J
de parties compactes rationnelles telles que
V =
⋂
j∈J
Vj.
Soit j ∈ J . Il existe un entier p ∈ N, des polynoˆmes P1, . . . , Pp, Q deA [T1, . . . , Tn]
ne s’annulant pas simultane´ment sur V et des nombres re´els r1, . . . , rp > 0 tels
que
Vj =
⋂
1≤i≤p
{
x ∈ X
∣∣ |Pi(x)| ≤ ri |Q(x)|} .
Soit x un point de M (B(V )). Il est associe´ a` une semi-norme multiplica-
tive |.|x borne´e sur B(V ). Rappelons que nous notons f le morphisme naturel
de A [T1, . . . , Tn] dans B(V ). Le point y = ϕ(x) est alors associe´ a` la semi-norme
multiplicative borne´e sur A [T1, . . . , Tn] de´finie par |f(.)|x. Par hypothe`se, le po-
lynoˆme Q ne s’annule pas sur Vj et donc sur V . On en de´duit que l’e´le´ment f(Q)
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est inversible dans B(V ). Par conse´quent, nous avons |f(Q)|x 6= 0. Soit i ∈ [[1, p]].
Nous avons
|f(Pi)|x
|f(Q)|x
=
∣∣∣∣f(Pi)f(Q)
∣∣∣∣
x
≤
∥∥∥∥f(Pi)f(Q)
∥∥∥∥
V
.
Or, par de´finition de Vj, quel que soit z ∈ V , nous avons |Pi(z)| ≤ ri |Q(z)|. On
en de´duit que ∥∥∥∥f(Pi)f(Q)
∥∥∥∥
V
= sup
z∈V
(
|Pi(z)|
|Q(z)|
)
≤ sup
z∈Vj
(
|Pi(z)|
|Q(z)|
)
≤ ri.
Par conse´quent, nous avons
|f(Pi)|x ≤ ri |f(Q)|x.
Cette ine´galite´ e´tant ve´rifie´e quel que soit i ∈ [[1, p]], la semi-norme multiplica-
tive |f(.)|x correspond bien a` un e´le´ment de Vj .
Finalement, nous avons montre´ que
y ∈
⋂
j∈J
Vj = V.
L’image du morphisme ϕ est donc contenue dans V .
Regroupons dans un meˆme e´nonce´ les re´sultats que nous avons de´montre´s
dans le cas des parties compactes pro-rationnelles.
The´ore`me 1.2.11. — Si le compact V est pro-rationnel, alors le morphisme
ϕ : M (B(V ))→ An,an
A
induit par le morphisme naturel
A [T1, . . . , Tn]→ B(V )
re´alise un home´omorphisme de M (B(V )) sur son image, qui est e´gale a` V . En
outre, le morphisme
ϕ−1
(
V˚
)
→ V˚
induit par ϕ est un isomorphisme d’espace annele´s.
Afin d’y faire re´fe´rence par la suite, nous donnons un nom aux parties com-
pactes qui posse`dent des proprie´te´s analogues a` celles des parties compactes
pro-rationnelles.
De´finition 1.2.12. — Nous dirons que la partie compacte V de l’espace ana-
lytique An,an
A
est spectralement convexe si le morphisme naturel
ϕ : M (B(V ))→ An,an
A
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induit un home´omorphisme entre M (B(V )) et V et si le morphisme induit
ϕ−1
(
V˚
)
→ V˚
est un isomorphisme d’espace annele´s.
Remarque 1.2.13. — D’apre`s les lemmes 1.2.3, 1.2.4 et 1.2.6, une partie com-
pacte V est spectralement convexe si, et seulement si, l’image du morphisme ϕ
est contenue dans V .
A` partir d’une partie compacte spectralement convexe donne´e, il est facile d’en
construire d’autres, ainsi que le montrent les re´sultats qui suivent. Introduisons
des notations supple´mentaires. Soit m ∈N. Le morphisme
A [T1, . . . , Tn]→ B(V )
induit un morphisme
A [T1, . . . , Tn, S1, . . . , Sm]→ B(V )[S1, . . . , Sm]
et un diagramme commutatif
Am,an
B(V )
ψ
//
π′

An+m,an
A
π′′

M (B(V ))
ϕ
// An,an
A
.
Nous noterons K ′ et B′ (respectivement K ′′ et B′′) le pre´faisceau des fractions
rationnelles sur Am,an
B(V ) (respectivement A
n+m,an
A
) et celui que l’on obtient en
comple´tant les anneaux de sections pour la norme uniforme.
Lemme 1.2.14. — Soit r ∈ R+. Notons D
′′ la partie compacte de An+m,an
A
de´finie par
D′′ =
{
x ∈ π′′
−1
(V )
∣∣ ∀j ∈ [[1,m]], |Sj(x)| ≤ r} .
Si le compact V est spectralement convexe, alors le compact D′′ l’est e´galement.
De´monstration. — Supposons que le compact V est spectralement convexe.
D’apre`s la remarque 1.2.13, il suffit de montrer que l’image Z du morphisme
naturel
M (B′′(D′′))→ An+m,an
A
est contenue dans D′′. Remarquons, tout d’abord, que, pour tout e´le´ment j
de [[1,m]], nous avons ‖Sj‖D′′ ≤ r. On en de´duit que
Z ⊂
{
x ∈ An+m,an
A
∣∣∀j ∈ [[1,m]], |Sj(x)| ≤ r} .
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Conside´rons, maintenant, le morphisme
A [T1, . . . , Tn]→ A [T1, . . . , Tn, S1, . . . , Sm].
Pour tout e´le´ment P de A [T1, . . . , Tn et tout e´le´ment x de A
n+m,an
A
, nous avons
l’e´galite´ |P (x)| = |P (π′′(x))|. On en de´duit que le morphisme pre´ce´dent induit
un morphisme
K (V )→ K ′′(W ),
puis un morphisme borne´
B(V )→ B′′(W ).
Nous obtenons alors le diagramme commutatif suivant :
M (B′′(W )) //

An+m,an
A
π′′

M (B(V ))
ϕ
// An,an
A
.
Puisque le compact V est spectralement convexe, l’image du morphisme ϕ est
contenue dans V . On en de´duit que l’image Z de M (B′′(W )) est contenue
dans π′′−1(V ) et, finalement, dans D′′.
Proposition 1.2.15. — Si le compact V est spectralement convexe, alors le
morphisme
ψ : Am,an
B(V ) → A
n+m,an
A
induit un home´omorphime sur son image, qui est e´gale a` π′′−1(V ). En outre, le
morphisme induit au-dessus de V˚ est un isomorphisme d’espaces annele´s.
De´monstration. — Supposons que le compact V est spectralement convexe.
Soit r > 0. Posons
D′ =
{
x ∈ Am,an
B(V )
∣∣ ∀j ∈ [[1, s]], |Sj(x)| ≤ r}
et
D′′ =
{
x ∈ π′′
−1
(V )
∣∣ ∀j ∈ [[1, s]], |Sj(x)| ≤ r} .
Puisque V est spectralement convexe, le morphisme D′ → D′′ induit par ψ
est bijectif. En particulier, un e´le´ment P de A [T1, . . . , Tn, S1, . . . , Sm] s’annule
sur D′ si, et seulement si, il s’annule sur D′′ et satisfait l’e´galite´ ‖P‖D′ = ‖P‖D′′ .
On de´duit de ces proprie´te´s que le morphisme naturel
B
′′(D′′)→ B′(D′)
est un isomorphisme.
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Conside´rons le diagramme commutatif
M (B′(D′))
∼ //
α

M (B′′(D′′))
β

Am,an
B(V )
ψ
// An+m,an
A
.
PuisqueD′ est un compact rationnel, le morphisme α induit un home´omorphisme
sur son image, qui est e´gale a` D′, et un isomorphisme d’espaces annele´s sur
l’inte´rieur. D’apre`s le lemme pre´ce´dent, le compactD′′ est spectralement convexe
et le morphisme β induit un home´omorphisme sur son image, qui est e´gale
a` D′′, et un isomorphisme d’espaces annele´s sur l’inte´rieur. On en de´duit que
le morphisme ψ induit un home´omorphisme entre les espaces D′ et D′′ et un
isomorphisme d’espaces annele´s entre leur inte´rieur.
On obtient finalement le re´sultat voulu en remarquant que les espaces Am,an
B(V )
et An+m,an
A
sont obtenus comme re´union des espaces D′ et D′′ pour r ∈ R+.
Proposition 1.2.16. — Supposons que le compact V est spectralement convexe.
Soit W une partie compacte et spectralement convexe de Am,an
B(V ). Alors, la partie
compacte ψ(W ) de An+m,an
A
est encore spectralement convexe.
De´monstration. — D’apre`s la proposition pre´ce´dente, le morphisme
ψ : Am,an
B(V ) → A
n+m,an
A
induit un home´omorphime sur son image, qui est e´gale a` π′′−1(V ). En raisonnant
comme dans la de´monstration pre´ce´dente, on en deduit que le morphisme naturel
B
′′(ψ(W ))→ B′(W )
est un isomorphisme.
Conside´rons, a` pre´sent, le diagramme commutatif
M (B′(W ))
∼ //
α

M (B′′(ψ(W )))
β

Am,an
B(V )
ψ
∼
// An+m,an
A
.
Puisque le compact W est spectralement convexe, l’image du morphisme α est
e´gale a` W . On en de´duit que l’image du morphisme β est contenue dans ψ(W ).
On conclut alors a` l’aide de la remarque 1.2.13.
1.2. PARTIES COMPACTES SPECTRALEMENT CONVEXES 33
Pour finir, nous montrons l’existence de l’enveloppe spectralement convexe
d’une partie compacte.
Proposition 1.2.17. — Notons W l’image du morphisme naturel
ϕ : M (B(V ))→ An,an
A
.
C’est une partie compacte et spectralement convexe de An,an
A
.
De´monstration. — D’apre`s les lemmes 1.2.3 et 1.2.6, le morphisme ϕ re´alise un
home´omorphisme sur le compact W et ce dernier contient V . Soit f un e´le´ment
de A [T1, . . . , Tn] qui ne s’annule pas au voisinage du compact V . Il posse`de alors
un inverse dans K (V ) et donc dans B(V ). On en de´duit que, pour tout e´le´ment
y de M (B(V )), nous avons f(y) 6= 0. La fonction f est donc minore´e par une
constante strictement positive sur le compact W . Elle ne s’annule donc pas au
voisinage de W . On en de´duit que le morphisme
K (W )→ K (V )
induit par l’inclusion V ⊂ W est un isomorphisme. Puisque le morphisme ϕ
a pour image W , la norme uniforme sur W co¨ıncide avec la norme sur B(V ),
qui n’est autre que la norme uniforme sur V . On en de´duit que le morphisme
naturel
B(W )→ B(V )
est un isomorphisme. Il en est donc de meˆme pour le morphisme
M (B(W ))→ M (B(V ))
∼
−→W.
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1.3. Flot
Nous consacrons cette partie a` la de´monstration de quelques proprie´te´s des
semi-normes multiplicatives. Nous nous inte´resserons notamment a` l’application
qui consiste a` e´lever une semi-norme multiplicative a` une certaine puissance.
Commenc¸ons par rappeler un re´sultat classique permettant de de´montrer
qu’une application est une valeur absolue (cf. [5], VI, §6, no 1, proposition 2).
Proposition 1.3.1. — Soit k un corps. Soit f une application de k dans R+
ve´rifiant les proprie´te´s suivantes :
i) (f(x) = 0)⇐⇒ (x = 0) ;
ii) ∀x, y ∈ K, f(xy) = f(x)f(y) ;
iii) ∃A > 0, ∀x, y ∈ K, f(x+ y) ≤ Amax(f(x), f(y)) ;
iv) ∃C > 0, ∀n ∈ N∗, f(n.1) ≤ Cn.
Alors l’application f est une valeur absolue sur k.
Lemme 1.3.2. — Soit k un corps muni d’une valeur absolue |.|. Supposons
qu’il existe λ ∈ [0, 1] tel que, quel que soit n ∈ N, on ait
|n.1| ≤ nλ.
Alors, quels que soient les e´le´ments x et y de k, on a
|x+ y| ≤ 2λmax{|x|, |y|}.
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De´monstration. — Soient x, y ∈ k. Soit r ∈ N∗. On a
|x+ y|r = |(x+ y)r|
≤
r∑
i=0
|Cir| |x|
i |y|r−i
≤ (r + 1) max
0≤i≤r
((Cir)
λ |x|i |y|r−i)
≤ (r + 1)
(
max
0≤i≤r
(
Cir |x|
i/λ |y|(r−i)/λ
))λ
≤ (r + 1)
(
r∑
i=0
Cir |x|
i/λ |y|(r−i)/λ
)λ
≤ (r + 1)
(
|x|1/λ + |y|1/λ
)rλ
≤ (r + 1)
(
2 max(|x|, |y|)1/λ
)rλ
≤ (r + 1) 2rλ max(|x|, |y|)r .
En e´levant cette ine´galite´ a` la puissance 1/r et en faisant tendre r vers l’infini,
on obtient le re´sultat annonce´.
Soient x un point de An,an
A
et b son projete´ sur M (A ). Le point b est associe´
a` une semi-norme multiplicative |.|b sur A . Un calcul e´le´mentaire montre que
l’ensemble
{ε ∈ R∗+ | ∀f ∈ A , |f |
ε
b ≤ ‖f‖}
est un intervalle. Nous le noterons indiffe´remment Ix ou Ib.
Soit ε ∈ Ib. Notons |.|x la semi-norme multiplicative sur A [T1, . . . , Tn] associe´e
au point x de An,an
A
. L’application
|.|εx :
A [T1, . . . , Tn] → R+
P 7→ |P |εx
est multiplicative, envoie 0 sur 0 et 1 sur 1.
Montrons, a` pre´sent, que c’est une semi-norme. Conside´rons le corps re´siduel
comple´te´ (H (x), |.|) du point x. Quel que soient f, g ∈ H (x), nous avons
|f + g| ≤ |f |+ |g| ≤ 2max(|f |, |g|)
et donc
|f + g|ε ≤ 2εmax(|f |ε, |g|ε).
En outre, quel que soit n ∈N, nous avons
|n|ε = |n|εx = |n|
ε
b ≤ ‖n‖ ≤ n.
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D’apre`s la proposition 1.3.1, l’application |.|ε est une valeur absolue sur le
corps H (x). On en de´duit que l’application |.|εx est une semi-norme multipli-
cative sur A [T1, . . . , Tn]. Elle est borne´e sur A , par de´finition de Ib, et de´finit
donc un point de An,an
A
. Nous le noterons xε. Remarquons que les corps H (x)
et H (xε) sont canoniquement isomorphes. Seule la valeur absolue change.
Nous avons volontairement exclu la valeur 0 de notre de´finition de Ib. Il est
cependant possible de de´finir e´galement le point x0, comme nous le montrons
ici. Pour cela, il nous faut supposer que l’intervalle Ib a pour borne infe´rieure 0.
L’application
|.|0x :
A [T1, . . . , Tn] → R+
P 7→
{
0 si |P (x)| = 0
1 si |P (x)| 6= 0
est multiplicative, envoie 0 sur 0 et 1 sur 1. Le meˆme raisonnement que pre´ce´-
demment montre que c’est une semi-norme multiplicative sur A [T1, . . . , Tn] qui
est borne´e sur A . Nous noterons x0 le point de l’espace An,an
A
qui lui est associe´.
Contrairement au cas pre´ce´dent, les corps H (x) et H (x0) ne sont, en ge´ne´ral,
pas isomorphes.
Dans la suite de cette partie, nous noterons X = An,an
A
.
De´finition 1.3.3. — De´finissons une partie de X ×R∗+ par
D = {(x, ε), x ∈ X, ε ∈ Ix} .
Nous appellerons flot l’application
D → X
(x, ε) 7→ xε
.
Proposition 1.3.4. — Le flot est une application continue.
De´monstration. — Rappelons que la topologie de X = An,an
A
est, par de´finition,
la topologie la plus grossie`re qui rend continues les applications de la forme
X → R+
x 7→ |P (x)|
,
avec P ∈ A[T1, . . . , Tn]. Pour montrer que le flot est continu, il suffit donc de
montrer que, quel que soit P ∈ A[T1, . . . , Tn], l’application compose´e
D → R+
(x, ε) 7→ |P (xε)| = |P (x)|ε
est continue. Cette proprie´te´ est bien ve´rifie´e car l’application pre´ce´dente est
obtenue en composant deux applications continues : l’application d’e´valuation
de P et l’e´le´vation a` la puissance ε.
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Le flot peut parfois se prolonger a` une partie de X×R+, mais il n’est alors, en
ge´ne´ral, plus continu. Nous disposons cependant du re´sultat, plus faible, suivant.
Lemme 1.3.5. — Soit x un point de X tel que l’intervalle Ix ait pour borne
infe´rieure 0. Alors l’application
Ix ∪ {0} → X
ε 7→ xε
est continue.
De´monstration. — Par de´finition de la topologie de X, il suffit de montrer que,
quel que soit P ∈ A [T1, . . . , Tn], l’application
Ix ∪ {0} → R+
ε 7→ |P (xε)| = |P (x)|ε
est continue. Ce re´sultat est imme´diat.
En pratique, il est plus facile d’utiliser le flot en se restreignant a` certaines
parties de l’espace X. Introduisons des notations adapte´es. Soit Y une partie
ouverte de X. Posons
DY = {(z, λ) ∈ D | z ∈ Y, z
λ ∈ Y }.
Soit x un point de Y . Nous notons
IY (x) = {ε ∈ Ix |x
ε ∈ Y } ,
TY (x) = {x
ε, ε ∈ IY (x)}
et
DY (x) = {(z, λ), z ∈ TY (x), λ ∈ IY (z)} .
De´finition 1.3.6. — Nous dirons que le point x de Y a des voisinages flot-
tants dans Y si le flot est une application ouverte en chaque point de DY (x).
Remarque 1.3.7. — a) Cette de´finition ne de´pend que de la partie TY (x) et
pas du point x lui-meˆme.
b) Pour tout point p de DY , il est e´quivalent de demander que le flot soit ouvert
au point p ou que sa restriction a` DY soit ouverte au point p.
Lorsque le flot est de´fini sur une partie suffisamment grande, par exemple
lorsque la partie DY est un voisinage de DY (x) dans Y ×R
∗
+, tous les points
ont des voisinages flottants. Le lemme qui suit pre´cise cet e´nonce´. Nous n’avons
donc introduit cette notion que pour prendre en compte les effets de bord qui
peuvent apparaˆıtre.
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Lemme 1.3.8. — Supposons que, quel que soit (z, λ) ∈ DY (x), il existe un
voisinage U de z dans Y tel que
U × {λ} ⊂ DY .
Alors, le point x a des voisinages flottants dans Y .
De´monstration. — Soit (z, λ) ∈ DY (x). Puisque DY (z) = DY (x), nous pou-
vons supposer que z = x. Soit U un voisinage du point x dans Y . Quitte a`
restreindre U , nous pouvons supposer qu’il est de la forme
U =
⋂
1≤i≤r
{
z ∈ Y
∣∣αi < |fi(z)| < βi} ,
avec r ∈N, f1, . . . , fr ∈ A [T1, . . . , Tn], α1, . . . , αr, β1, . . . , βr ∈ R+.
L’e´le´ment (xλ, 1/λ) appartient a` DY (x). Par conse´quent, il existe un voisi-
nage V de xλ dans Y tel que
V × {ε} ⊂ DY .
Conside´rons la partie W de Y de´finie par
U =
⋂
1≤i≤r
{
z ∈ Y
∣∣αεi < |fi(z)| < βεi } .
C’est une partie ouverte de Y qui contient le point xλ. Par conse´quent, la par-
tie V ∩W de Y est un voisinage du point xλ dans Y . Or, quel que soit y ∈ V ∩W ,
il existe z ∈ U tel que y = zλ. On en de´duit que le flot est une application ouverte
au point (x, λ).
Inte´ressons-nous, a` pre´sent, aux proprie´te´s du flot. Nous allons montrer que,
sous certaines hypothe`ses, il suffit de connaˆıtre les fonctions au voisinage d’un
point x pour les connaˆıtre au voisinage de toute la trajectoire TY (x).
Lemme 1.3.9. — Supposons que le point x de Y a des voisinages flottants
dans Y . Soit U un voisinage ouvert de x dans Y . Soit (Rn)n∈N une suite
de K (U) qui converge uniforme´ment sur U . Notons f ∈ O(U) sa limite. Sup-
posons que la fonction f soit nulle au voisinage du point x. Alors la fonction f
est nulle au voisinage de TY (x) ∩ U .
De´monstration. — Il existe un voisinage U ′ de x dans U tel que, quel que soit
z ∈ U ′, nous ayons
lim
n→+∞
Rn(z) = 0 dans H (z),
c’est-a`-dire
lim
n→+∞
|Rn(z)| = 0.
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Soit y ∈ TY (x) ∩ U . Il existe ε ∈ IY (x) tel que y = x
ε. Soit J un voisinage de ε
dans R∗+. Alors la partie V = DY ∩ (U
′×J) est un voisinage de (x, ε) dans DY .
Puisque le flot est ouvert au voisinage de (x, ε), la partie{
zλ, (z, λ) ∈ V
}
est un voisinage de y dans Y . Soit (z, λ) ∈ V . Nous avons
lim
n→+∞
|Rn(z
λ)| = lim
n→+∞
|Rn(z)|
λ = 0.
Par conse´quent, f(zλ) = 0 et la fonction f est nulle au voisinage de y dans Y .
Proposition 1.3.10. — Supposons que le point x de Y a des voisinages flot-
tants dans Y et que l’ensemble IY (x) est un intervalle. Alors le morphisme de
restriction
OY (TY (x))→ OY,x
est un isomorphisme.
Soit f une fonction de´finie sur un voisinage de y dans Y . Alors la fonction f
posse`de un et un seul prolongement au voisinage de TY (x), que nous noterons
encore f . Nous avons alors
∀ε ∈ IY (x), |f(x
ε)| = |f(x)|ε.
En outre, si l’intervalle IY (x) a pour borne infe´rieure 0, si le point x
0 appartient
a` Y et si la fonction f est e´galement de´finie au point x0, alors nous avons
|f(x0)| = |f(x)|0.
De´monstration. — Commenc¸ons par montrer l’injectivite´ du morphisme. Soit
f ∈ OY (TY (x)) telle que f soit nulle au voisinage de x. Notons V l’ensemble des
points de TY (x) au voisinage desquels la fonction f est nulle. Il est clair que V
est une partie ouverte de TY (x). Par hypothe`se, elle n’est pas vide. Montrons, a`
pre´sent, que V est une partie ferme´e de TY (x). Soit y un point de TY (x) adhe´rent
a` V . Il existe un voisinage U de y dans Y et une suite (Rn)n∈N de K (U) qui
converge uniforme´ment vers f sur U . Puisque y est adhe´rent a` V , il existe un
point z appartenant a` V ∩ U , c’est-a`-dire un point de TY (x) ∩ U au voisinage
duquel la fonction f est nulle. D’apre`s le lemme 1.3.9, la fonction f est nulle
au voisinage de TY (z) ∩ U et, en particulier, au voisinage de y. On en de´duit
que la partie V est ferme´e. Puisque IY (x) est un intervalle, l’image TY (x) de
{x} × IY (x) par le flot est connexe. On en de´duit que V = TY (x) et donc que
la fonction f est nulle au voisinage de TY (x).
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Montrons, a` pre´sent, que le morphisme est surjectif. Soit f ∈ OY,x. Il existe
un voisinage U de x dans Y et une suite (Rn)n∈N de K (U) qui converge uni-
forme´ment vers f sur U . Soit ε ∈ IY (x). Nous allons construire une fonction gy
au voisinage de y = xε. Soit J un voisinage compact de ε dans R∗+. Alors la
partie V = DY ∩ (U × J) est un voisinage de (x, ε) dans DY . Puisque le flot est
ouvert au voisinage du point (x, ε), la partie{
zλ, (z, λ) ∈ V
}
est un voisinage Vy de y dans Y . Soit (z, λ) ∈ V . Posons
gy(z
λ) = f(z) dans H (zλ).
Quel que soit n ∈ N, nous avons encore Rn ∈ K (Vy). Montrons que la suite
(Rn)n∈N converge uniforme´ment vers gy sur Vy. Soit η ∈ ]0, 1]. Il existe N ∈ N
tel que, quels que soient n ≥ N et z ∈ U , on ait
|Rn(z)− f(z)| ≤ η.
Soient z ∈ U ′, λ ∈ J et n ≥ N . Nous avons alors
|Rn(z
λ)− gy(z
λ)| = |Rn(z) − f(z)|
λ ≤ ηλ ≤ ηα,
ou` α > 0 de´signe la borne infe´rieure de J . Par conse´quent, la suite (Rn)n∈N
de K (Vy) converge uniforme´ment vers gy sur Vy.
Quel que soient y1, y2 ∈ TY (x) et z ∈ Vy1 ∩ Vy2 , nous avons
gy1(z) = limn→+∞
Rn(z) = gy2(z) dans H (z).
De meˆme, quel que soient y ∈ TY (x) et z ∈ U ∩ Vy, nous avons
f(z) = lim
n→+∞
Rn(z) = gy2(z) dans H (z).
Toutes les fonctions que nous avons construites co¨ıncident donc sur les domaines
de de´finition communs. Par conse´quent, la fonction f se prolonge bien au voisi-
nage de TY (x).
Les re´sultats sur la valeur absolue des fonctions proviennent directement de
la construction du prolongement de f a` TY (x). Le re´sultat pour x
0 s’obtient,
quant a` lui, en utilisant le lemme 1.3.5 et la continuite´ de f .
Nous aurons parfois besoin de montrer qu’une fonction de´finie au voisinage
du point x se prolonge sur un voisinage connexe de sa trajectoire TY (x). Sous
certaines hypothe`ses, le lemme suivant nous permet d’e´tablir un tel re´sultat.
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Lemme 1.3.11. — Supposons que le point x posse`de un syste`me fondamental
de voisinages connexes (respectivement connexes par arcs) dans Y . Supposons
e´galement que la partie DY est un voisinage de DY (x) dans Y × R
∗
+. Alors,
tout point de TY (x) posse`de un syste`me fondamental de voisinages connexes
(respectivement connexes par arcs) dans Y .
De´monstration. — Commenc¸ons par remarquer que la seconde hypothe`se im-
pose au point x d’avoir des voisinages flottants dans Y , en vertu du lemme 1.3.8.
Soient y un point de TY (x) et V un voisinage de y dans Y . Il existe ε ∈ IY (x)
tel que xε = y. Notons W l’image re´ciproque de V par le flot. C’est un voisinage
du point (x, ε) de DY (x) dans DY . Il existe donc un voisinage U de x dans Y
et un intervalle ouvert J contenant ε tels que la partie U × J soit contenue
dansW . Les hypothe`ses nous permettent de supposer que la partie U est connexe
(respectivement connexe par arcs). Dans ce cas, la partie U × J est encore
connexe (respectivement connexe par arcs) et il en est de meˆme pour son image
par le flot. Puisque le point x posse`de des voisinages flottants dans Y , cette
image est un voisinage du point Y dans V .
CHAPITRE 2
ALGE`BRES DE SE´RIES CONVERGENTES
Nous consacrons ce chapitre a` l’e´tude de certains anneaux de se´ries conver-
gentes a` coefficients dans un anneau de Banach. Au nume´ro 2.1, nous nous
inte´ressons a` des alge`bres globales, dans la ligne´e des alge`bres de Tate. Nous
e´tudions leur spectre analytique et comparons leur norme en tant qu’alge`bre de
se´ries a` la semi-norme uniforme sur leur spectre.
Au nume´ro 2.2, nous e´tudions certaines limites inductives d’alge`bres globales
de disques, en un sens que pre´cisons. Ce sont des anneaux locaux dont nous
montrons qu’il satisfont des the´ore`mes de division et de pre´paration de Weiers-
traß, comme les anneaux locaux des espaces analytiques complexes. Nous en
de´duisons plusieurs proprie´te´s, telles la noethe´rianite´ ou la re´gularite´. Le nume´ro
suivant est consacre´ a` l’e´tude de limites inductives d’alge`bres globales de cou-
ronnes. Nous de´montrons, de nouveau, quelques proprie´te´s alge´briques de ces
anneaux, mais, cette fois-ci, de fac¸on directe, sans avoir recours aux the´ore`mes
de Weierstraß.
Nous entreprenons ensuite, au nume´ro 2.4, une bre`ve e´tude de la topologie des
espaces affines analytiques au voisinage de certains points. Nous en de´duisons
une description explicite de certains anneaux locaux en termes d’alge`bres de
se´ries convergentes.
Pour finir, le nume´ro 2.5 est consacre´ a` l’hense´lianite´ des anneaux locaux des
espaces analytiques. Nous expliquons comment cette proprie´te´ peut eˆtre utilise´e
pour de´montrer l’existence d’isomorphismes locaux entre espaces analytiques.
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Dans tout ce chapitre, nous fixons un anneau de Banach uniforme (A , ‖.‖)
et un entier positif n. Nous noterons
B = M (A , ‖.‖) et X = An,an(A ,‖.‖).
Les faisceaux structuraux sur ces espaces seront respectivement note´s OB et OX .
Nous noterons encore
π : X → B
le morphisme de projection induit par le morphisme naturel A → A [T1, . . . , Tn].
Pour toute partie V de B, nous posons
XV = π
−1(V )
et, pour tout point b de B,
Xb = π
−1(b).
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2.1. Alge`bres globales de disques et de couronnes
Nous commenc¸ons par introduire quelques notations. Pour des e´le´ments k = (k1, . . . , kn)
de Zn et s = (t1, . . . , tn) de (R
∗
+)
n, posons
sk =
n∏
i=1
skii .
De´finissons encore
T = (T1, . . . , Tn)
et, quel que soit k = (k1, . . . , kn) ∈ Z
n,
T k =
n∏
i=1
T kii .
Soit t = (t1, . . . , tn) ∈ (R∗+)
n. Nous noterons
A 〈|T | ≤ t〉
l’alge`bre constitue´e des se´ries de la forme∑
k∈Nn
akT
k,
ou` (ak)k∈Zn de´signe une famille de A ve´rifiant la condition suivante :
la famille
(
‖ak‖ t
k
)
k∈Nn
est sommable.
Cette alge`bre est comple`te pour la norme de´finie par∥∥∥∥∥
∑
k∈Nn
akT
k
∥∥∥∥∥
t
=
∑
k∈Nn
‖ak‖ t
k.
Comme nous l’expliquerons plus loin, elle est lie´e a` l’alge`bre des fonctions sur
le disque de rayon t :
D(t) =
{
x ∈ X
∣∣ ∀i ∈ [[1, n]], |Ti(x)| ≤ ti} .
De´finissons, a` pre´sent, deux relations, ≤ et <, sur Rn de la fac¸on suivante :
pour deux e´le´ments s = (s1, . . . , sn) et t = (t1, . . . , tn) de R
n, nous posons
s ≤ t si ∀i ∈ [[1, n]], si ≤ ti
et
s < t si ∀i ∈ [[1, n]], si < ti.
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De´finissons e´galement une relation ≺ sur Rn+ : pour deux e´le´ments s =
(s1, . . . , sn) et t = (t1, . . . , tn) de R
n
+, nous posons
s ≺ t si ∀i ∈ [[1, n]], si < ti ou si = 0.
Soient s et t dans (R∗+)
n ve´rifiant s ≤ t. Nous allons de´finir, sur le mode`le
pre´ce´dent, une alge`bre associe´e a` la couronne de rayon inte´rieur s et de rayon
exte´rieur t :
C(s, t) = {x ∈ X | ∀i ∈ [[1, n]], si ≤ |Ti(x)| ≤ ti}.
Pour k = (k1, . . . , kn) ∈ Z
n, nous posons
max(sk, tk) =
n∏
i=1
max(skii , t
ki
i ) ∈ ]0,+∞[.
Cette notation a e´te´ choisie pour son caracte`re naturel. Elle peut malheureu-
sement preˆter a` confusion : attention a` ne pas confondre la quantite´ pre´ce´dente
avec
max(sk, tk) = max
(
n∏
i=1
skii ,
n∏
i=1
tkii
)
.
Nous de´finissons l’alge`bre
A 〈s ≤ |T | ≤ t〉
comme l’alge`bre constitue´e des se´ries de la forme∑
k∈Zn
akT
k,
ou` (ak)k∈Zn de´signe une famille de A ve´rifiant la condition suivante :
la famille
(
‖ak‖max(s
k, tk)
)
k∈Zn
est sommable.
Cette alge`bre est comple`te pour la norme de´finie par∥∥∥∥∥
∑
k∈Zn
akT
k
∥∥∥∥∥
s,t
=
∑
k∈Zn
‖ak‖max(s
k, tk).
Afin de pouvoir traiter simultane´ment les deux types d’alge`bres pre´sente´s ci-
dessus, ainsi que celui associe´ aux produits de disques et de couronnes, nous in-
troduisons de nouvelles notations. Pour k = (k1, . . . , kn) ∈ Z
n et s = (s1, . . . , sn) ∈ R
n
+
ve´rifiant la condition
∀i ∈ [[1, n]], (ki < 0 =⇒ si > 0),
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nous posons
sk =
n∏
i=1
skii .
Pour k < 0, nous posons 0k = +∞. Pour k = (k1, . . . , kn) ∈ Z
n, s = (s1, . . . , sn) ∈ R
n
+
et t = (t1, . . . , tn) ∈ (R
∗
+)
n, nous posons
max(sk, tk) =
n∏
i=1
max(skii , t
ki
i ) ∈ ]0,+∞].
Si s appartient a` (R∗+)
n, nous posons
min(sk, tk) =
n∏
i=1
min(skii , t
ki
i ) ∈ ]0,+∞[.
Soient s = (s1, . . . , sn) ∈ R
n
+ et t = (t1, . . . , tn) ∈ (R
∗
+)
n tels que s ≤ t. Dans
la suite de ce paragraphe, nous nous inte´resserons a` l’alge`bre
A 〈s ≤ |T | ≤ t〉
constitue´e des se´ries de la forme ∑
k∈Zn
akT
k,
ou` (ak)k∈Zn de´signe une famille de A ve´rifiant la condition suivante :
la famille
(
‖ak‖max(s
k, tk)
)
k∈Zn
est sommable.
Remarquons, que s’il existe un indice i ∈ [[1, n]] tel que si = 0, alors, quel
que soit k ∈ Zn avec ki < 0, nous avons max(s
k, tk) = +∞. La condition de
sommabilite´ impose alors que ak = 0.
L’alge`bre A 〈s ≤ |T | ≤ t〉 est comple`te pour la norme de´finie par∥∥∥∥∥
∑
k∈Zn
akT
k
∥∥∥∥∥
s,t
=
∑
k∈Zn
‖ak‖max(s
k, tk).
L’alge`bre A 〈s ≤ |T | ≤ t〉 est lie´e a` l’anneau des fonctions sur la couronne de
rayon inte´rieur s et de rayon exte´rieur t :
C(s, t) = {x ∈ X | ∀i ∈ [[1, n]], si ≤ |Ti(x)| ≤ ti}.
Pre´cisons ce re´sultat.
Proposition 2.1.1. — Le morphisme
M (A 〈s ≤ |T | ≤ t〉)→ An,an
A
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induit par l’injection naturelle
A [T ]→ A 〈s ≤ |T | ≤ t〉
re´alise un home´omorphisme sur son image C(s, t). En particulier, pour tout
e´le´ment f de A 〈s ≤ |T | ≤ t〉, nous avons
‖f‖C(s,t) = infj≥1
(
‖f j‖
1/j
s,t
)
.
De´monstration. — Posons
B =
{∑
k∈I
akT
k, I ⊂ Js
}
,
ou` Js de´signe l’ensemble des parties finies de l’ensemble
{k = (k1, . . . , kn) ∈ Z
n | ki ≥ 0 si si = 0}.
Par exemple, si s = 0, nous avons B = A [T ]. L’anneau B, qui est contenu
dans l’anneau total des fractions de A [T ], est dense dans A 〈s ≤ |T | ≤ t〉 pour
la norme ‖.‖s,t. On en de´duit que le morphisme
ϕ : M (A 〈s ≤ |T | ≤ t〉)→ An,an
A
est injectif. Puisque l’espace M (A 〈s ≤ |T | ≤ t〉) est compact, le morphisme ϕ
re´alise un home´omorphisme sur son image.
Il nous reste a` montrer que l’image du morphisme ϕ est e´gale a` C(s, t). Soit
x ∈ M (A 〈s ≤ |T | ≤ t〉). Quel que soit i ∈ [[1, n]], nous avons
|Ti(x)| ≤ ‖Ti‖s,t = ti.
Quel que soit i ∈ [[1, n]], avec si > 0, nous avons
|T−1i (x)| ≤ ‖T
−1
i ‖s,t = s
−1
i
et donc
|Ti(x)| ≥ si.
On en de´duit que
ϕ (M (A 〈s ≤ |T | ≤ t〉)) ⊂ C(s, t).
Re´ciproquement, soit x ∈ C(s, t). Pour montrer que x ∈ M (A 〈s ≤ |T | ≤ t〉),
nous devons montrer que la semi-norme multiplicative |.|x sur A [T ], borne´e
sur A , associe´e a` x se prolonge en une semi-norme multiplicative borne´e sur
(A 〈s ≤ |T | ≤ t〉, ‖.‖s,t). Soit i ∈ [[1, n]] tel que si > 0. La fonction Ti ne s’annule
pas sur la couronne C(s, t). On en de´duit que la semi-norme multiplicative |.|x
se prolonge a` B. Expliquons-en la raison. Pour i ∈ [[1, n]], posons ri = 0 si si = 0
et ri = 1 si si > 0. Posons encore r = (r1, . . . , rn). Tout e´le´ment Q de B posse`de
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une e´criture sous la forme
(
T−r
)l
P , avec l ∈ N et P ∈ A [T ], et nous pouvons
alors poser
|Q|x = |T
r|−lx |P |x.
Cette quantite´ ne de´pend pas de l’e´criture de Q choisie. On ve´rifie que l’ap-
plication prolonge´e, que nous notons encore |.|x, de´finit bien une semi-norme
multiplicative sur B.
Soit i ∈ [[1, n]]. Nous avons
|Ti(x)| ≤ max
y∈C(s,t)
(|Ti(y)|) = ti.
Si si > 0, nous avons e´galement
|T−1i (x)| = |Ti(x)|
−1 ≤ min
y∈C(s,t)
(|Ti(y)|
−1) = s−1i .
Soit Q(T ) =
∑
k∈Zn akT
k ∈ B. Notons b = π(x). Nous avons alors
|Q(T )|x ≤
∑
k∈Zn
|ak(b)|max(s
k, tk) ≤
∑
k∈Zn
‖ak‖max(s
k, tk) = ‖P‖s,t.
Le re´sultat de densite´ mentionne´ plus haut montre finalement que |.|x se prolonge
en une semi-norme multiplicative borne´e sur A 〈s ≤ |T | ≤ t〉.
Les re´sultats qui suivent ont pour objet de comparer la norme ‖.‖s,t et la
norme uniforme ‖.‖C(s,t) sur la couronne C(s, t). Rappelons que nous avons
suppose´ que la norme ‖.‖ de´finie sur l’anneau A est e´quivalente a` la norme
spectrale : il existe deux constantes C−, C+ > 0 telles que
∀f ∈ A , C− ‖f‖sp ≤ ‖f‖ ≤ C+ ‖f‖sp.
Lemme 2.1.2. — Soit R =
∑
k∈Zn akT
k ∈ A [T ,T−1]. Quel que soit k ∈ Zn,
nous avons
‖ak‖max(s
k, tk) ≤ C+ ‖R‖C(s,t).
De´monstration. — Commenc¸ons par remarquer que ce re´sultat est bien connu
lorsque l’anneau de Banach (A , ‖.‖) est un corps value´. En effet, lorsque le
corps est ultrame´trique, cela de´coule imme´diatement de la description de la
norme ‖R‖C(s,t) que l’on sait justement eˆtre e´gale a`
max
k∈Zn
(
‖ak‖max(s
k, tk)
)
.
Lorsque le corps est archime´dien, l’ine´galite´ provient de la formule de Cauchy.
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Revenons au cas ge´ne´ral. Soit k ∈ Zn. Conside´rons un point z de B en lequel
l’e´galite´ |ak(z)| = ‖ak‖sp a lieu. Il en existe car la partie B est compacte. Le
raisonnement pre´ce´dent assure que
‖ak‖max(s
k, tk) ≤ C+ |ak(z)|max(s
k, tk) ≤ C+ ‖R‖π−1(z)∩C(s,t).
On en de´duit imme´diatement l’ine´galite´ demande´e.
Proposition 2.1.3. — Soient u = (u1, . . . , un) un e´le´ment de R
n
+ et v =
(v1, . . . , vn) un e´le´ment de
(
R∗+
)n
tels que s ≺ u ≤ v < t. Alors, pour tout
e´le´ment R de A 〈s ≤ |T | ≤ t〉, on a l’ine´galite´
‖R‖u,v ≤ C+
(
n∏
i=1
si
ui − si
+
ti
ti − vi
)
‖R‖C(s,t),
ou`, pour tout e´le´ment i de [[1, n]], nous posons si/(ui − si) = 0 si si = 0.
De´monstration. — Il suffit de reprendre la preuve du lemme pre´ce´dent en rem-
plac¸ant l’anneau A [T ] par l’anneau B introduit dans la de´monstration du
lemme 2.1.1.
De´monstration. — Comme dans la preuve de la proposition 2.1.1, posons
B =
{∑
k∈I
akT
k, I ⊂ Js
}
,
ou` Js de´signe l’ensemble des parties finies de l’ensemble
{k = (k1, . . . , kn) ∈ Z
n | ki ≥ 0 si si = 0}.
Soit
P =
∑
k∈Nn
akT
k
un e´le´ment de B. D’apre`s le lemme pre´ce´dent, quel que soit k ∈ Zn, nous avons
‖ak‖max(s
k, tk) ≤ C+ ‖P‖C(s,t).
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On en de´duit que
‖P‖u,v =
∑
k∈Zn
‖ak‖max(u
k,vk)
= C+ ‖P‖C(s,t)
∑
k∈Zn
(
n∏
i=1
max(ukii , v
ki
i )
max(skii , t
ki
i )
)
≤ C+ ‖P‖C(s,t)
n∏
i=1

∑
ki<0
(
ui
si
)ki
+
∑
ki≥0
(
vi
ti
)ki
≤ C+ ‖P‖C(s,t)
(
n∏
i=1
si
ui − si
+
ti
ti − vi
)
.
On conclut par densite´ de B dans A 〈s ≤ |T | ≤ t〉 pour la norme ‖.‖s,t et donc
la norme ‖.‖u,v.
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2.2. Limites d’alge`bres de disques
Soit V une partie compacte de B. Rappelons (cf. de´finitions 1.1.20 et 1.2.1)
que K (V ) de´signe le localise´ de l’anneau A par l’ensemble des e´le´ments qui ne
s’annulent pas au voisinage de V et B(V ) le comple´te´ de l’anneau K (V ) pour
la norme uniforme ‖.‖V sur V . Pour t ∈ (R
∗
+)
n, nous noterons ‖.‖V,t la norme
sur l’anneau B(V )〈|T | ≤ t〉 de´finie au paragraphe pre´ce´dent.
Soit b un point de B. Rappelons que nous notons mb l’ide´al maximal de
l’anneau local OB,b et κ(b) son corps re´siduel. Nous noterons
Lb = lim−→
V,t
B(V )〈|T | ≤ t〉,
ou` V parcourt l’ensemble des voisinages compacts du point b dans B et t
parcourt (R∗+)
n. Pour commencer, e´nonc¸ons un lemme qui assure que certaines
de´compositions formelles, comme somme ou produit, d’e´le´ments de Lb existent
dans Lb.
Lemme 2.2.1. — Soit
G =
∑
k≥0
akT
k ∈ Lb.
Soit E une partie de Nn. Alors les se´ries
G1 =
∑
k∈E
akT
k et G2 =
∑
k/∈E
akT
k
appartiennent a` Lb et ve´rifient
G = G1 +G2.
Soit i ∈ [[1, n]]. Supposons qu’il existe H ∈ OB,b[[T ]] telle que G = TiH.
Alors H appartient a` Lb et l’e´galite´ G = TiH vaut dans Lb.
De´monstration. — Il suffit de revenir a` la de´finition des e´le´ments de Lb et de
prendre garde a` ce que les conditions de convergence restent ve´rifie´es.
Lemme 2.2.2. — L’anneau Lb est un anneau local d’ide´al maximal
m = (mb, T1, . . . , Tn)
et de corps re´siduel κ(b).
De´monstration. — En utilisant le lemme 2.2.1, on montre que le morphisme
naturel
OB,b → Lb/(T1, . . . , Tn)
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est un isomorphisme. On en de´duit un isomorphisme naturel
κ(b) = OB,b/mb
∼
−→ Lb/m.
Par conse´quent, l’ide´al m est maximal.
Pour montrer que l’anneau Lb est un anneau local d’ide´al m, il suffit de
montrer que tout e´le´ment de Lb qui n’appartient pas a` m est inversible. Soit
F ∈ Lb \ m. Il existe V un voisinage compact du point b dans B et t ∈ (R
∗
+)
n
tels que F ∈ B(V )〈|T | ≤ t〉. Nous pouvons e´crire F sous la forme
F = a0 +
n∑
i=1
TiGi(T ),
avec a0 ∈ B(V ) et, quel que soit i ∈ [[1, n]], Gi ∈ B(V )〈|T | ≤ t〉. Puisque F
n’appartient pas a` m, son premier coefficient a0 n’appartient pas a` mb. On en
de´duit que a0 est inversible au voisinage de b dans B. Quitte a` restreindre V et
a` multiplier F par a−10 , nous pouvons supposer que a0 = 1. Notons
M = max
1≤i≤n
(‖Gi‖V,t).
Soit s = (s1, . . . , sn) ∈ (R
∗
+)
n tel que
n∑
i=1
siM < 1.
Nous avons alors ∥∥∥∥∥
n∑
i=1
TiGi(T )
∥∥∥∥∥
V,s
< 1.
On en de´duit que la fonction
F = 1 +
n∑
i=1
TiGi(T )
est inversible dans l’anneau de Banach B(V )〈|T | ≤ s〉 et donc dans Lb.
2.2.1. The´ore`mes de Weierstraß
Dans ce paragraphe, nous montrerons que l’anneau Lb satisfait les conclusions
des the´ore`mes de division et de pre´paration de Weierstraß. Notre preuve est
calque´e sur celle que mettent en œuvre H. Grauert et R. Remmert dans le cadre
de la ge´ome´trie analytique complexe.
Nous noterons T ′ = (T1, . . . , Tn−1) et
L′b = lim−→
V,t′
B(V )〈|T ′| ≤ t′〉,
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ou` V parcourt l’ensemble des voisinages compacts du point b dans B et t′ par-
court l’ensemble (R∗+)
n−1.
The´ore`me 2.2.3 (The´ore`me de division de Weierstraß)
Soit G ∈ Lb une se´rie telle que G(0, Tn)(b) 6= 0 dans H (b)[[Tn]]. Notons p la
valuation en Tn de la se´rie G(0, Tn)(b). Soit F ∈ Lb. Alors il existe un unique
couple (Q,R) ∈ (Lb)
2 tel que
i) R ∈ L′b[Tn] est un polynoˆme de degre´ strictement infe´rieur a` p ;
ii) F = QG+R.
De´monstration. — Notons G =
∑
k∈N gk(T
′)T kn ou`, quel que soit k ∈ N,
gk ∈ L
′
b, g0(0)(b) = · · · = gp−1(0)(b) = 0 et gp(0)(b) 6= 0. Quitte a` choisir
un voisinage compact assez petit V du point b et un re´el strictement positif
r assez petit e´galement, nous pouvons supposer que G ∈ B(V )〈|T | ≤ r〉, ou`
r = (r, . . . , r) ∈ (R∗+)
n, et que gp(T
′) est inversible dans B(V )〈|T ′| ≤ r′〉, ou`
r′ = (r, . . . , r) ∈ (R∗+)
n−1. Quitte a` multiplier alors G par g−1p , nous pouvons
supposer que gp = 1.
Soient s′ ∈ (R∗+)
n−1, avec s′ ≤ r′, et s ∈ ]0, r]. Posons s = (s′, s) ∈ (R∗+)
n.
Tout e´le´ment ϕ de B(V )〈|T | ≤ s〉 peut s’e´crire de fac¸on unique sous la forme
ϕ = α(ϕ)T pn + β(ϕ),
ou` α(ϕ) de´signe un e´le´ment deB(V )〈|T | ≤ s〉 et β(ϕ) un e´le´ment deB(V )〈|T ′| ≤ s′〉[Tn]
de degre´ strictement infe´rieur a` p. Remarquons, de`s a` pre´sent, que, quel que soit
ϕ ∈ B(V )〈|T | ≤ s〉, on a
‖ϕ‖V,s = ‖α(ϕ)‖V,s s
p + ‖β(ϕ)‖V,s.
Conside´rons, a` pre´sent, l’endomorphisme
As :
B(V )〈|T | ≤ s〉 → B(V )〈|T | ≤ s〉
ϕ 7→ α(ϕ)G + β(ϕ)
.
Il nous suffit de trouver un n-uplet s assez petit pour lequel l’endomorphisme As
soit bijectif. Remarquons que, quel que soit ϕ ∈ B(V )〈|T | ≤ s〉, on a
‖As(ϕ)− ϕ‖V,s = ‖α(ϕ) (G − T
p
n)‖V,s
≤ ‖α(ϕ)‖V,s ‖G− T
p
n‖V,s
≤ s−p ‖ϕ‖V,s ‖G− T
p
n‖V,s.
Soient u, v ∈ ]0,min(r, 1)[. Nous noterons (u, v) le n-uplet (u, . . . , u, v). Soit
k ∈ [[0, p − 1]]. Il existe une constante Mk ∈ R, inde´pendante de u et de v, telle
que l’on ait
‖gk‖V,u ≤ ‖gk(0)‖V +Mk u.
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Il existe e´galement une constante N ∈ R, encore inde´pendante de u et de v,
telle que l’on ait ∥∥∥∥∥∥
∑
k≥p+1
gk(T
′)T kn
∥∥∥∥∥∥
V,(u,v)
≤ Nvp+1.
Par conse´quent, il existe une constante M ∈ R, inde´pendante de u et de v, telle
que
‖G− T pn‖V,(u,v) ≤
p−1∑
k=0
‖gk(0)‖V +M(u+ v
p+1).
Soit ε ∈ ]0, 1[. Quitte a` choisir judicieusement v puis u, nous pouvons supposer
que M(u+ vp+1) ≤ εvp/2. Quel que soit k ∈ [[0, p − 1]], nous avons gk(0)(b) = 0,
par hypothe`se. Par conse´quent, quitte a` restreindre le voisinage V de b, nous
pouvons supposer que
p−1∑
k=0
‖gk(0)‖V ≤ εv
p/2.
On dispose alors de l’ine´galite´
‖A(u,v) − I‖V,(u,v) ≤ ε < 1
et on en de´duit que l’endomorphisme A(u,v) = I+(A(u,v)−I) est inversible.
Nous pouvons obtenir une version plus pre´cise du the´ore`me de Weierstraß
lorsque l’on divise par des se´ries d’un type particulier.
De´finition 2.2.4. — Soit p ∈ N. Nous dirons qu’un polynoˆme h ∈ L′b[Tn] est
distingue´ de degre´ p s’il est unitaire, de degre´ p et ve´rifie
h(0, Tn)(b) = T
p
n dans H (b)[[Tn]].
The´ore`me 2.2.5 (The´ore`me de division de Weierstraß semi-local)
Soient p ∈ N et G ∈ L′b[Tn] un polynoˆme distingue´ de degre´ p. Soient V un
voisinage compact de b dans B et r′ ∈ (R∗+)
n−1 tel que G ∈ B(V )〈|T ′| ≤ r′〉[Tn].
Soient v− et v+ deux nombres re´els ve´rifiant 0 < v− ≤ v+. Alors il existe un
voisinage compact W de b dans V et un (n − 1)-uplet s′ ∈ (R∗+)
n−1, avec
s′ ≤ r′, ve´rifiant la proprie´te´ suivante : pour tout voisinage compact U de b
dans W , tout (n − 1)-uplet t′ ∈ (R∗+)
n−1 ve´rifiant t′ ≤ s′, tout nombre re´el
w ∈ [v−, v+] et tout e´le´ment F de B(U)〈|T | ≤ (t
′, w)〉, il existe un unique couple
(Q,R) ∈ (B(U)〈|T | ≤ (t′, w)〉)2 tel que
i) R soit un polynoˆme de degre´ strictement infe´rieur a` p ;
ii) F = QG+R.
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En outre, il existe une constante C ∈ R∗+, inde´pendante de U , t
′, w et F , telle
que l’on ait les ine´galite´s
a) ‖Q‖U,(t′,w) ≤ C ‖F‖U,(t′,w) ;
b) ‖R‖U,(t′,w) ≤ C ‖F‖U,(t′,w).
De´monstration. — Notons
G = T pn +
p−1∑
k=0
gk(T
′)T kn
ou`, quel que soit k ∈ [[0, p − 1]], gk ∈ B(V ) et gk(0)(b) = 0. Soient s
′ ∈ (R∗+)
n−1,
avec s′ ≤ r′, u ∈ ]0, v+] et W un voisinage compact de b dans V . Tout e´le´ment
ϕ de B(W )〈|T | ≤ (s′, u)〉 peut s’e´crire de fac¸on unique sous la forme
ϕ = α(ϕ)T pn + β(ϕ),
ou` α(ϕ) de´signe un e´le´ment de B(W )〈|T | ≤ (s′, u)〉 et β(ϕ) un e´le´ment de
B(W )〈|T ′| ≤ s′〉[Tn] de degre´ strictement infe´rieur a` p. Remarquons, de`s a`
pre´sent, que, quel que soit ϕ ∈ B(W )〈|T | ≤ (s′, u)〉, nous avons
‖ϕ‖W,(s′,u) = ‖α(ϕ)‖W,(s′,u) u
p + ‖β(ϕ)‖W,(s′,u).
Conside´rons, a` pre´sent, l’endomorphisme
AW,(s′,u) :
B(W )〈|T | ≤ (s′, u)〉 → B(W )〈|T | ≤ (s′, u)〉
ϕ 7→ α(ϕ)G + β(ϕ)
.
Remarquons que, quel que soit ϕ ∈ B(W )〈|T | ≤ (s′, u)〉, nous avons
‖AW,(s′,u)(ϕ) − ϕ‖W,(s′,u) = ‖α(ϕ) (G − T
p
n)‖W,(s′,u)
≤ ‖α(ϕ)‖W,(s′,u) ‖G− T
p
n‖W,(s′,u)
≤ u−p ‖ϕ‖W,(s′,u) ‖G− T
p
n‖W,(s′,u).
Si s′ = (s1, . . . , sn−1), nous noterons max(s
′) = max(s1, . . . , sn−1). Soit
k ∈ [[0, p − 1]]. Il existe une constante Mk ∈ R, inde´pendante de s
′, telle que
l’on ait
‖gk‖W,s′ ≤ ‖gk(0)‖W +Mk max(s
′).
Par conse´quent, il existe une constante M ∈ R, inde´pendante de s′, telle que
l’on ait
‖G− T pn‖W,(s′,u) ≤
p−1∑
k=0
‖gk(0)‖W u
k +M max(s′)
≤
p−1∑
k=0
‖gk(0)‖W v
k
+ +M max(s
′).
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Soit ε ∈ ]0, 1[. Quel que soit k ∈ [[0, p − 1]], nous avons gk(0)(b) = 0, par
hypothe`se. Par conse´quent, il existe un voisinage W de b dans V tel que l’on ait
p−1∑
k=0
‖gk(0)‖W v
k
+ ≤ ε
vp−
2
.
Il existe e´galement s′ ≤ r′ tel que
M max(s′) ≤ ε
vp−
2
.
Soient U un voisinage compact de b dans W , t′ ≤ s′ et w ∈ [v−, v+]. On
dispose alors de l’ine´galite´
‖G− T pn‖U,(t′,w)w
−p ≤ ‖G− T pn‖W,(s′,w) v
−p
−
≤
(
p−1∑
k=0
‖gk(0)‖W v
k
+ +M max(s
′)
)
v−p−
≤ ε vp− v
−p
− ≤ ε.
Nous avons donc
‖AU,(t′,w) − I‖U,(t′,w) ≤ ε < 1.
Par conse´quent, l’endomorphisme AU,(t′,w) = I + (AU,(t′,w) − I) est inversible.
Soit F ∈ B(U)〈|T | ≤ (t′, w)〉. Il existe un unique couple (Q,R), avec Q ∈ B(U)〈|T | ≤ (t′, w)〉
et R ∈ B(U)〈|T ′| ≤ t′〉[Tn] de degre´ strictement infe´rieur a` p, tel que
F = QG+R.
Avec les notations pre´ce´dentes, nous avonsQ = α(A−1U,(t′,w)(F )) etR = β(A
−1
U,(t′,w)(F )).
Puisque ‖AU,(t′,w) − I‖U,|T |≤(t′,w) ≤ ε, nous avons
‖A−1U,(t′,w)‖U,(t′,w) ≤
+∞∑
i=0
εi =
1
1− ε
.
On en de´duit que
‖Q‖U,(t′,w) ≤
v−p−
1− ε
‖F‖U,(t′,w)
et que
‖R‖U,(t′,w) ≤
1
1− ε
‖F‖U,(t′,w).
The´ore`me 2.2.6 (The´ore`me de pre´paration de Weierstraß)
Soit G ∈ Lb une se´rie telle que G(0, Tn)(b) 6= 0 dans H (b)[[Tn]]. Notons
p la valuation en Tn de la se´rie G(0, Tn)(b). Alors il existe un unique couple
(Ω, E) ∈ (Lb)
2 ve´rifiant les conditions suivantes :
i) Ω ∈ L′b[Tn] est un polynoˆme distingue´ de degre´ p ;
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ii) E est inversible dans Lb ;
iii) G = E Ω.
De´monstration. — Supposons que des se´ries Ω et E ve´rifiant les conditions re-
quises existent. Alors Ω s’e´crit sous la forme T pn + S, ou` S ∈ L′b[Tn] de´signe un
polynoˆme de degre´ strictement infe´rieur a` p. Les se´ries S et E sont alors relie´es
par l’e´galite´ T pn = E−1G−S. Le the´ore`me de division de Weierstraß 2.2.3 nous
assure l’unicite´ des se´ries E−1 et S. On en de´duit l’unicite´ des se´ries Ω et E.
De´montrons, a` pre´sent, l’existence de ces se´ries. Le the´ore`me 2.2.3 applique´
avec T pn et G nous assure qu’il existe Q ∈ Lb et R ∈ L
′
b[Tn] de degre´ strictement
infe´rieur a` p tels que
T pn = QG+R.
Montrons, tout d’abord, que R(0, Tn)(b) = 0. Si H de´signe un e´le´ment de Lb,
nous noterons vb(H) la valuation en Tn de la se´rie H(0, Tn)(b) dans H (b)[[Tn]].
Nous avons alors
vb(R) = vb(T
p
n −QG)
≥ min (vb(T
p
n), vb(Q) + vb(G))
≥ p.
Puisque R(0, Tn) est suppose´ de degre´ strictement infe´rieur a` p, nous avons donc
R(0, Tn)(b) = 0. On en de´duit que vb(T
p
n −R) = p et donc que
vb(Q) = vb(QG)− vb(G) = p− p = 0.
Par conse´quent, Q est inversible dans Lb. Les se´ries E = Q
−1 et Ω = T pn − R
conviennent.
Par la suite, nous aurons e´galement besoin du lemme suivant, fort utile pour
nous ramener a` une situation dans laquelle on peut utiliser les the´ore`mes de
Weierstraß.
Lemme 2.2.7. — Soit G ∈ Lb tel que G(b) 6= 0 dans H (b)[[T ]]. Il existe un
automorphisme σ de Lb tel que l’on ait σ(G)(0, Tn)(b) 6= 0 dans H (b)[[Tn]].
De´monstration. — D’apre`s [6], §3, no 7, lemme 3, il existe u(1), . . . , u(n− 1) ∈ N∗
tels que l’automorphisme τ de H (b)[[T ]] de´fini par
i) ∀i ∈ [[1, n − 1]], τ(Ti) = Ti + T
u(i)
n ;
ii) τ(Tn) = Tn
envoie G sur un e´le´ment τ(G) qui ve´rifie τ(G)(0, Tn)(b) 6= 0.
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Montrons que l’application τ peut eˆtre de´finie sur Lb. Soient U un voisinage
compact de b dans B et r = (r1, . . . , rn) ∈ (R
∗
+)
n. Quel que soit i ∈ [[0, n − 1]], il
existe si, sn,i ∈ R
∗
+ tels que si+ s
u(i)
n,i ≤ ri. Posons sn = min(sn,1, . . . , sn,n−1, rn)
et s = (s1, . . . , sn). De´finissons alors un endomorphisme τU de B(U)[[T ]] par les
meˆmes formules que τ . On ve´rifie alors que, quel que soit F ∈ B(U)〈|T | ≤ r〉,
on a
τU (F ) ∈ A (U)〈|T | ≤ s〉.
On en de´duit un morphisme σU : B(U)〈|T | ≤ r〉 → Lb. On ve´rifie sans peine que
tous ces morphismes sont compatibles et de´finissent donc un endomorphisme σ
de Lb. En outre, l’endomorphisme σ induit l’endomorphisme τ sur OB,b[[T ]]. On
en de´duit, en particulier, que σ(G)(0, Tn)(b) 6= 0.
En appliquant le meˆme proce´de´ a` partir de τ−1, on construit un endomor-
phisme σ−1 de Lb qui est l’inverse de σ. Par conse´quent, σ est un automorphisme
de Lb.
2.2.2. Proprie´te´s
Nous consacrerons cette partie a` de´montrer quelques proprie´te´s de l’anneau
local Lb.
The´ore`me 2.2.8. — Supposons que l’anneau local OB,b est un corps. Alors
l’anneau local Lb est noethe´rien.
De´monstration. — Nous allons proce´der par re´currence. Si n = 0, l’isomor-
phisme Lb ≃ OB,b nous montre que le re´sultat est vrai.
Supposons, a` pre´sent, que le re´sultat soit vrai pour L′b. Soit I un ide´al de Lb.
L’ide´al nul e´tant e´videmment de type fini, nous pouvons supposer que I 6= (0).
Choisissons un e´le´ment non nul G de I. Puisque OB,b est un corps, il s’injecte
dans H (b) et nous avons donc G(b) 6= 0. D’apre`s le lemme 2.2.7, quitte a` appli-
quer un automorphisme de Lb, nous pouvons donc supposer que G(0, Tn)(b) 6= 0.
D’apre`s le the´ore`me de division de Weierstraß 2.2.3, l’ide´al I est engendre´ par
G et par la partie I∩L′b[Tn]. Or l’anneau L
′
b[Tn] est noethe´rien, puisque L
′
b l’est,
donc l’ide´al I ∩ L′b[Tn] est engendre´ par un nombre fini d’e´le´ments, ce qui suffit
pour conclure.
Nous souhaitons, maintenant, traiter le cas ou` l’anneau local OB,b est un an-
neau de valuation discre`te. Nous aurons besoin d’une hypothe`se supple´mentaire.
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De´finition 2.2.9. — Soit b un point de B en lequel l’anneau local OB,b est de
valuation discre`te. Choisissons une uniformisante π de cet anneau et V un voi-
sinage de b dans B sur lequel elle est de´finie. Nous dirons que l’uniformisante π
ve´rifie la condition (UV ) s’il existe une constante CV > 0 telle que pour toute
fonction f ∈ B(V ) ve´rifiant f(b) = 0, il existe une fonction g ∈ B(V ) ve´rifiant
les proprie´te´s suivantes :
i) f = π g dans B(V ) ;
ii) ‖g‖V ≤ CV ‖f‖V .
Nous dirons que l’anneau de valuation discre`te OB,b ve´rifie la condition (U)
s’il existe une uniformisante π de OB,b de´finie sur un voisinage V du point b
dans B et un syste`me fondamental W de voisinages compacts du point b dans V
tel que, pour tout e´le´ment W de W , l’uniformisante π ve´rifie la condition (UW ).
Remarque 2.2.10. — Il est clair que la condition (U) ne de´pend pas de l’ou-
vert de de´finition V de π que nous avons choisi. En outre, si π′ de´signe une
uniformisante de OB,b, il existe une fonction α inversible dans OB,b telle que
π = απ′ dans OB,b. Si les proprie´te´s pre´ce´dentes sont ve´rifie´es pour l’unifor-
misante π, elles le sont donc encore pour l’uniformisante π′. Par conse´quent, la
condition (U) porte bien sur l’anneau local lui-meˆme et ne de´pend pas des choix
de π et de V effectue´s.
Nous utiliserons la condition (U) sous la forme du lemme suivant.
Lemme 2.2.11. — Supposons que l’anneau local OB,b est un anneau de va-
luation discre`te ve´rifiant la condition (U). Soit π une uniformisante de OB,b
et notons vπ la valuation π-adique sur cet anneau. Soit G ∈ Lb \ {0}. Notons∑
k≥0 akT
k son image dans OB,b[[T ]]. Posons
v(G) = min{vπ(ak), k ≥ 0} ∈ N.
Alors, il existe une fonction H de Lb ve´rifiant les proprie´te´s suivantes :
i) H(b) 6= 0 dans H (b)[[T ]] ;
ii) G = πv(G)H dans Lb.
De´monstration. — Soit V un voisinage de b dans B sur lequel π est de´finie. Par
hypothe`se, il existe un syste`me fondamental W de voisinages de b dans V tel
que, quel que soit W ∈ W , l’uniformisante π ve´rifie la condition (UW ), avec une
certaine constante CW > 0. Il existe un voisinage compact U de b dans B et
t ∈ (R∗+)
n tels que la se´rie G soit un e´le´ment de B(U)〈|T | ≤ t〉. Par conse´quent,
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il existe une famille (ak)k≥0 d’e´le´ments de B(U) telle que
G =
∑
k≥0
akT
k
et ∑
k≥0
‖ak‖U t
k < +∞.
Soit W un e´le´ment de W contenu dans U . Soit k ≥ 0. Par hypothe`se, πv(G)
divise ak dans OB,b. La condition (UW ) nous assure qu’il existe bk ∈ B(W )
ve´rifiant les proprie´te´s suivantes :
i) ak = π
v(G) bk dans B(W ) ;
ii) ‖bk‖W ≤ C
v(G)
W ‖ak‖W .
Nous avons ∑
k≥0
‖bk‖W t
k ≤ C
v(G)
W
∑
k≥0
‖ak‖U t
k < +∞.
Par conse´quent, la se´rie
∑
k≥0 bkT
k de´finit un e´le´ment H de B(W )〈|T | ≤ t〉. Il
ve´rifie bien G = πv(G)H et H(b) 6= 0.
The´ore`me 2.2.12. — Supposons que l’anneau local OB,b est un anneau de va-
luation discre`te ve´rifiant la condition (U). Alors, l’anneau local Lb est noethe´rien.
De´monstration. — Nous allons proce´der par re´currence sur n. Si n = 0, nous
avons Lb ≃ OB,b et le re´sultat est vrai.
Supposons, a` pre´sent, que le re´sultat soit vrai pour L′b. Soit I un ide´al de Lb.
L’ide´al nul e´tant de type fini, nous pouvons supposer que I 6= (0). Notons
v(I) = min{v(G), G ∈ I}.
D’apre`s le lemme 2.2.11, il existe un ide´al J de Lb ve´rifiant les proprie´te´s sui-
vantes :
i) I = πv(I)J ;
ii) l’ide´al J contient un e´le´ment G ve´rifiant G(b) 6= 0 dans H (b)[[T ]].
Nous pouvons alors utiliser le meˆme raisonnement que dans la preuve du the´ore`me
2.2.8 pour montrer que l’ide´al J est de type fini. Il en est donc de meˆme pour
l’ide´al I.
The´ore`me 2.2.13. — Supposons que l’anneau local OB,b est un corps ou un
anneau de valuation discre`te ve´rifiant la condition (U). Alors, l’anneau local Lb
est factoriel.
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De´monstration. — Il nous suffit de reprendre la structure des raisonnements
pre´ce´dents en utilisant, cette fois-ci, le the´ore`me de pre´paration de Weierstraß
2.2.6, joint au lemme 2.2.7, et le the´ore`me de Gauß.
Nous pouvons, en fait, obtenir un re´sultat plus fort et de´montrer, sous les
meˆmes hypothe`ses, que l’anneau local Lb est re´gulier.
The´ore`me 2.2.14. — Supposons que l’anneau local OB,b est un corps ou un
anneau de valuation discre`te ve´rifiant la condition (U). Alors, l’anneau Lb est
un anneau local re´gulier de dimension e´gale a` dim(OB,b) + n.
De´monstration. — Rappelons que nous notonsm = (mb, T1, . . . , Tn) l’ide´al maxi-
mal de Lb et que nous avons
κ(b) = OB,b/mb ≃ Lb/m.
Supposons, tout d’abord, que OB,b est un corps. Nous avons m = (T1, . . . , Tn),
OB,b = κ(b) et dim(OB,b) = 0. La suite
(0) ⊂ (T1) ⊂ · · · ⊂ (T1, . . . , Tn)
est une suite strictement croissante d’ide´aux premiers de Lb. On en de´duit que
dim(Lb) ≥ n.
Montrons, a` pre´sent, que la famille (T1, . . . , Tn) engendre le κ(b)-espace vec-
toriel m/m2. Soit G ∈ m. Par de´finition de m, il existe G1, . . . , Gn ∈ Lb tels
que
G =
n∑
i=1
TiGi dans Lb.
Quel que soit i ∈ [[1, n]], il existe hi ∈ OB,b, Hi,1, . . . ,Hi,n ∈ OB,b[[T ]] tels que
Gi = hi +
n∑
j=1
Tj Hi,j dans OB,b[[T ]].
D’apre`s le lemme 2.2.1, cette de´composition vaut encore dans Lb. Par conse´quent,
nous avons
G =
n∑
i=1
hi Ti +
∑
1≤i,j≤n
Ti Tj Hi,j dans Lb.
Or, quels que soient i, j ∈ [[1, n]], nous avons Ti Tj ∈ m
2. On en de´duit que
G =
n∑
i=1
hi Ti dans m/m
2.
Nous avons bien montre´ que la famille (T1, . . . , Tn) engendre le κ(b)-espace vec-
toriel m/m2.
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Comme tout anneau local noethe´rien, l’anneau Lb ve´rifie
dim(Lb) ≤ dimκ(b)(m/m
2) ≤ n.
Finalement, nous avons donc
dim(Lb) = dimκ(b)(m/m
2) = n.
On en de´duit que l’anneau Lb est un anneau local re´gulier de dimension n.
Supposons, a` pre´sent, que OB,b est un anneau de valuation discre`te ve´rifiant la
condition U. Nous avons alors dim(OB,b) = 1. Soit π une uniformisante de OB,b.
La suite
(0) ⊂ (π) ⊂ (π, T1) ⊂ · · · ⊂ (π, T1, . . . , Tn)
est une suite strictement croissante d’ide´aux premiers de Lb. Observons que pour
montrer que ce sont des ide´aux premiers, il faut faire appel a` la condition U et,
plus pre´cise´ment, au lemme 2.2.11. Nous avons montre´ que
dim(Lb) ≥ n+ 1.
Montrons, a` pre´sent, que la famille (π, T1, . . . , Tn) engendre le κ(b)-espace
vectoriel m/m2. Soit G ∈ m. Par de´finition de m, il existe G0, . . . , Gn ∈ Lb tels
que
G = πG0 +
n∑
i=1
TiGi dans Lb.
Par le meˆme raisonnement que dans le cas des corps, on montre qu’il existe
h1, . . . , hn ∈ OX,x tels que
n∑
i=1
TiGi =
n∑
i=1
hi Ti dans m/m
2.
En utilisant de nouveau le lemme 2.2.1, on montre qu’il existe h0 ∈ OB,b,
H0,1, . . . ,H0,n ∈ Lb tels que
G0 = h0 +
n∑
j=1
Tj H0,j dans Lb.
Par conse´quent, nous avons
πG0 = π h0 +
n∑
j=1
π Tj H0,j dans Lb.
Or, quel que soit j ∈ [[1, n]], nous avons π Tj ∈ m
2. On en de´duit que
G = h0 π +
n∑
i=1
hi Ti dans m/m
2.
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Nous avons bien montre´ que la famille (π, T1, . . . , Tn) engendre le κ(b)-espace
vectoriel m/m2.
L’anneau local noethe´rien Lb ve´rifie donc
dim(Lb) ≤ dimκ(b)(m/m
2) ≤ n+ 1.
On en de´duit que
dim(Lb) = dimκ(b)(m/m
2) = n+ 1.
Finalement, l’anneau Lb est un anneau local re´gulier de dimension n+ 1.
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2.3. Limites d’alge`bres de couronnes
Soit V une partie compacte de B. Pour s ∈ Rn+ et t ∈ (R
∗
+)
n, nous note-
rons ‖.‖V,s,t la norme sur l’anneau B(V )〈s ≤ |T | ≤ t〉 de´finie au nume´ro 2.1.
Soit b un point deB. Soit r = (r1, . . . , rn) ∈ (R
∗
+)
n tel que la famille (r1, . . . , rn)
soit libre dans l’espace vectoriel Q⊗Z (R
∗
+/|H (b)
∗|). Nous noterons
Lb,r = lim−→
V,s,t
B(V )〈s ≤ |T | ≤ t〉,
ou` V parcourt l’ensemble des voisinages compacts du point b dans B, s par-
court
∏n
i=1]0, ri[ et t parcourt
∏n
i=1]ri,+∞[.
Comme pre´ce´demment, lorsque l’anneau local OB,b est un corps ou un an-
neau de valuation discre`te soumis a` la condition (U), nous pouvons mener une
e´tude pre´cise de l’anneau Lb,r. Signalons que les re´sultats s’obtiennent bien plus
facilement que pre´ce´demment. En particulier, nous n’aurons pas besoin de faire
appel aux the´ore`mes de division et de pre´paration de Weierstraß. Nous com-
menc¸ons par e´noncer un lemme qui ge´ne´ralise, en un certain sens, l’ine´galite´
ultrame´trique.
Lemme 2.3.1. — Soit k un corps muni d’une valeur absolue |.| ve´rifiant l’ine´galite´
suivante : quels que soient les e´le´ments x et y de k, on a
|x+ y| ≤ 2λmax(|x|, |y|).
Soient n ∈ N et x0, . . . , xn ∈ k. Alors on a∣∣∣∣∣
n∑
i=0
xi
∣∣∣∣∣ ≤ 2nλ max0≤i≤n(|xi|).
Si l’on suppose que, quel que soit i ∈ [[1, n]], on a |xi| < 2
−nλ|x0|, alors on a∣∣∣∣∣
n∑
i=0
xi
∣∣∣∣∣ ≥ 2−nλ|x0|.
De´monstration. — La premie`re ine´galite´ s’obtient facilement par re´currence.
De´montrons la seconde. Supposons donc que, quel que soit i ∈ [[1, n]], on a
|xi| < 2
−nλ|x0|. Alors
|x0| =
∣∣∣∣∣
n∑
i=0
xi − xn − · · · − x1
∣∣∣∣∣
≤ 2nλ max
(∣∣∣∣∣
n∑
i=0
xi
∣∣∣∣∣ , |xn|, . . . , |x1|
)
,
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d’apre`s la premie`re ine´galite´. Supposons, par l’absurde, qu’il existe i ∈ [[1, n]] tel
que
max
(∣∣∣∣∣
n∑
i=0
xi
∣∣∣∣∣ , |xn|, . . . , |x1|
)
= |xi|.
Nous obtenons alors
|x0| ≤ 2
nλ |xi| < |x0|,
ce qui est impossible. Par conse´quent, nous avons
max
(∣∣∣∣∣
n∑
i=0
xi
∣∣∣∣∣ , |xn|, . . . , |x1|
)
=
∣∣∣∣∣
n∑
i=0
xi
∣∣∣∣∣ .
On en de´duit la seconde ine´galite´.
The´ore`me 2.3.2. — Supposons que l’anneau local OB,b est un corps. Alors
l’anneau Lb,r est un corps.
De´monstration. — Soit f un e´le´ment non nul de l’anneau Lb,r. Il nous suffit de
montrer que cet e´le´ment est inversible. Il existe un voisinage compact V de b
dans B, des e´le´ments s et t de Rn+ ve´rifiant s < r et t > r tels que
f ∈ B(V )〈s ≤ |T | ≤ t〉.
Dans ce dernier anneau, la fonction f posse`de une e´criture sous la forme
f =
∑
k∈Zn
akT
k,
ou`, quel que soit k ∈ Zn, nous avons ak ∈ B(V ) et la famille (‖ak‖V max(s
k, tk))k∈Zn
est sommable.
Les conditions impose´es au n-uplet r nous assurent qu’il existe un e´le´ment k0
de Zn tel que, quel que soit k 6= k0, on ait
|ak0(b)|max(s
k0 , tk0) > |ak(b)|max(s
k, tk).
En utilisant le fait que la famille (‖ak‖V max(s
k, tk))k∈Zn est sommable, on en
de´duit qu’il existe u, v ∈ R tels que, quel que soit k 6= k0, on ait meˆme
|ak0(b)|min(s
k0 , tk0) > v > u > |ak(b)|max(s
k, tk).
Il existe un voisinage E de −∞ dans Zn \ {k0} tel que∑
k∈E
‖ak‖V max(s
k, tk) ≤ u.
De meˆme, il existe un voisinage F de +∞ dans Zn \ (E ∪ {k0}) tel que∑
k∈F
‖ak‖V max(s
k, tk) ≤ u.
2.3. LIMITES D’ALGE`BRES DE COURONNES 69
La partie G = Zn \ (E ∪ F ∪ {k0}) ne contient qu’un nombre fini de termes.
On en de´duit qu’il existe deux e´le´ments s0 et t0 de (R
∗
+)
n ve´rifiant s ≤ s0 < r
et r < t0 ≤ t tels que l’on ait
|ak0(b)|min(s
k
0 , t
k
0 ) > v
et, quel que soit k ∈ G,
|ak(b)|max(s
k
0 , t
k
0 ) < u.
De´finissons deux voisinages compacts du point b dans V par
W0 =
{
c ∈ V
∣∣∀k ∈ G, |ak(b)|max(sk0 , tk0 ) ≤ u}
et
W1 =
{
c ∈ V
∣∣ |ak0(c)|min(sk00 , tk00 ) ≥ v} .
Il existe un e´le´ment λ de l’intervalle ]0, 1] ve´rifiant
2(c+2)λ u < v.
Les conditions que nous avons impose´es sur r imposent au corps value´ H (b)
d’eˆtre ultrame´trique. En particulier, nous avons |2(b)| ≤ 1. Par conse´quent, la
partie
W2 =
{
c ∈ V
∣∣ |2(c)| ≤ 2λ}
est un voisinage compact de b dans V . Choisissons un voisinage compact ration-
nel W de b contenu dans W0 ∩W1 ∩W2. Nous allons montrer que la fonction f
est inversible dans l’anneau B(W )〈s0 ≤ |T | ≤ t0〉. Notons
D = π−1(W ) ∩ C(s0, t0).
En utilisant le fait que B(W ) =W et le lemme 2.1.1, on montre que
M (B(W )〈s0 ≤ |T | ≤ t0〉) = D.
D’apre`s [1], corollaire 1.2.4, pour montrer que la fonction f est inversible dans
l’anneau B(W )〈s0 ≤ |T | ≤ t0〉, il suffit de montrer qu’elle ne s’annule par sur
son spectre analytique D. Soit y un point de D. Notons c son projete´ sur B.
C’est un e´le´ment de W . Nous avons
|f(y)| =
∣∣∣∣∣
∑
k∈Zn
ak(c)T (y)
k
∣∣∣∣∣
=
∣∣∣∣∣ak0(c)T (y)k0 +
∑
k∈E
ak(c)T (y)
k +
∑
k∈F
ak(c)T (y)
k
+
∑
k∈G
ak(c)T (y)
k
∣∣∣∣∣ .
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E´crivons l’expression a` l’inte´rieur de la valeur absolue comme une somme de 3 + ♯G
termes. A` l’exception du premier, chacun de ces termes g ve´rifie
|g| ≤ u < 2−(♯G+2)λ v ≤ |ak0(c)| |T (c)
k0 |.
D’apre`s le lemme 2.3.1, nous avons donc
|f(y)| ≥ 2−(♯G+2)λ |ak0(c)| |T (c)
k0 | > 0.
On en de´duit le re´sultat.
Venons-en, a` pre´sent, au cas ou` l’anneau local OB,b est un anneau de valuation
discre`te ve´rifiant la condition (U) de la de´finition 2.2.9. Soit π une uniformisante
de OB,b et vπ la valuation associe´e. Nous disposons d’un re´sultat analogue a`
celui du lemme 2.2.11. Avant de l’e´noncer, de´finissons une application v de Lb,r
dans N ∪ {+∞}. Soit f un e´le´ment de Lb,r. Il existe un voisinage compact V
de b dans B, des e´le´ments s et t de Rn+ ve´rifiant s < r et t > r tels que
f ∈ B(V )〈s ≤ |T | ≤ t〉.
Dans ce dernier anneau, la fonction f posse`de une e´criture sous la forme
f =
∑
k∈Zn
akT
k,
ou`, quel que soit k ∈ Zn, nous avons ak ∈ B(V ) et la famille (‖ak‖V max(s
k, tk))k∈Zn
est sommable. Posons
v(f) = min{vπ(ak), k ∈ Z
n} ∈ N ∪ {+∞}.
Cette quantite´ ne de´pend pas du repre´sentant de f choisi.
Lemme 2.3.3. — Supposons que l’anneau local OB,b est un anneau de valua-
tion discre`te ve´rifiant la condition (U). Soit π une uniformisante de OB,b et
notons vπ la valuation associe´e. Soit f un e´le´ment non nul de Lb,r \ {0}. Alors,
il existe une fonction g de Lb,r ve´rifiant les proprie´te´s suivantes :
i) v(g) = 0 ;
ii) f = πv(f)g dans Lb,r.
Nous en de´duisons le the´ore`me suivant.
The´ore`me 2.3.4. — Supposons que l’anneau local OB,b est un anneau de va-
luation discre`te ve´rifiant la condition (U). Alors l’anneau Lb,r est un anneau de
valuation discre`te, de valuation v et d’ide´al maximal mb Lb,r.
De´monstration. — On ve´rifie directement sur la de´finition de l’application v que
les deux proprie´te´s suivantes sont ve´rifie´es : quels que soient f et g dans Lb,r,
nous avons
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i) v(f + g) ≥ min(v(f), v(g)) ;
ii) v(fg) = v(f) + v(g).
En outre, la condition (U) assure que nous avons v(f) = +∞ si, et seule-
ment si, la fonction f est nulle. De cette proprie´te´, jointe a` la proprie´te´ ii), on
de´duit que l’anneau Lb,r est inte`gre. Notons F son corps des fractions. L’appli-
cation v se prolonge en un morphisme surjectif de F ∗ dans Z qui ve´rifie encore
la proprie´te´ i). C’est donc une valuation discre`te.
Pour conclure, il nous reste a` montrer que nous avons les deux e´galite´s sui-
vantes :
a) Lb,r = {f ∈ F | v(f) ≥ 0} ;
b) mb Lb,r = {f ∈ F | v(f) > 0}.
L’e´galite´ b) se de´duit de l’e´galite´ a) en utilisant la condition (U). En outre, en
utilisant le lemme 2.3.3, on se rame`ne a` montrer que tout e´le´ment de Lb,r de va-
luation nulle est inversible dans Lb,r. Soit f un e´le´ment de Lb,r tel que v(f) = 0.
Il existe un voisinage compact V de b dans B, des e´le´ments s et t de Rn+
ve´rifiant s < r et t > r tels que
f ∈ B(V )〈s ≤ |T | ≤ t〉.
Dans ce dernier anneau, la fonction f posse`de une e´criture sous la forme
f =
∑
k∈Zn
akT
k,
ou`, quel que soit k ∈ Zn, nous avons ak ∈ B(V ) et la famille (‖ak‖V max(s
k, tk))k∈Zn
est sommable. Puisque v(f) = 0, la famille (|ak(b)|)k∈Zn n’est pas nulle. Les
conditions impose´es au n-uplet r nous assurent alors qu’il existe un e´le´ment k0
de Zn tel que, quel que soit k 6= k0, on ait
|ak0(b)|max(s
k0 , tk0) > |ak(b)|max(s
k, tk).
On en utilisant le meˆme raisonnement que dans la preuve du the´ore`me 2.3.2, on
montre que la fonction f est inversible dans l’anneau Lb,r.
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2.4. Exemples d’anneaux locaux
Il est possible d’exhiber des bases de voisinages explicites de certains points
de l’espace affine. Ces re´sultats nous seront, par la suite, tre`s utiles pour e´tudier
les anneaux locaux en ces points. Commenc¸ons par nous inte´resser a` des parties
compactes plus ge´ne´rales.
Lemme 2.4.1. — Soient U un ouvert de B, Y un ouvert de XU , p un entier
et f1, . . . , fp des e´le´ments de OX(Y ). Pour toute partie compacte V de U et tous
e´le´ments s = (s1, . . . , sp) et t = (t1, . . . , tp) de R
p
+, nous posons
MV (s, t) = {y ∈ Y ∩XV | ∀i ∈ [[1, p]], si ≤ |fi(y)| ≤ ti}.
Nous supposerons que toutes ces parties sont compactes.
Soient V une partie compacte de U et s et t deux e´le´ments de Rp. Soit N un
voisinage du compact MV (s, t) dans Y . Il existe un voisinage compact V
′ de V
dans U et deux e´le´ments s′ et t′ de Rp+ ve´rifiant les ine´galite´s s
′ ≺ s et t′ > t
tels que l’on ait l’inclusion
MV ′(s
′, t′) ⊂ N.
De´monstration. — PosonsM =MV (s, t). Soient V0 un voisinage compact de V
dans U et s0 et t0 deux e´le´ments deR
p ve´rifiant les ine´galite´s s′ ≺ s et t′ > t. La
partie compacte M0 =MV0(s0, t0) est alors un voisinage compact deM dans Y .
Sans perdre en ge´ne´ralite´, nous pouvons supposer que N est un voisinage ouvert
de M dans M0.
Posons M1 = MV0(s, t). La partie N ∩ M1 est un voisinage ouvert de M
dans M1. Son comple´mentaire S1 est une partie compacte. Puisque M1 ∩XV =
M , le compact S1 ne coupe pas XV . Par conse´quent, le compact π(S1) ne coupe
pas V . Choisissons un voisinage compact V ′ de V dans V0 contenu dans le
comple´mentaire de π(S1). Nous avons alors
MV ′(s, t) =M1 ∩XV ′ ⊂M1 ∩N ⊂ N.
Posons M2 = MV ′(t, t0). La partie N ∩M2 est un voisinage ouvert de M
dans M2. Son comple´mentaire S2 est une partie compacte. La fonction
max
1≤i≤p
(|fi| − ti)
atteint son minimum m sur S2. Puisque S2 est disjoint de M , le nombre re´el m
est strictement positif. Pour tout e´le´ment i de [[1, p]], choisissons un e´le´ment t′i
74 CHAPITRE 2. SE´RIES CONVERGENTES
de l’intervalle ]ti, ti +m[. Posons t
′ = (t′1, . . . , t
′
p). Nous avons alors t
′ > t et
MV ′(t, t
′) =⊂M2 ∩N ⊂ N.
Nous montrons de meˆme qu’il existe un e´le´ment s′ de Rp+ ve´rifiant s
′ ≺ s tel
que
MV ′(s
′, s) =⊂ N.
On en de´duit que
MV ′(s
′, t′) ⊂ N,
ce qui de´montre le re´sultat.
Nous allons maintenant appliquer ce re´sultat afin d’obtenir une description
explicite de syste`mes fondamentaux de voisinages pour certains points.
De´finition 2.4.2. — Soient b un point de B, α1, . . . , αn des e´le´ments de OB,b
et r1, . . . , rn des e´le´ments de R+. Notons I l’ensemble des e´le´ments i de [[1, n]]
tels que ri 6= 0. Supposons que la famille (ri)i∈I est libre dans l’espace vectoriel
Q⊗Z (R
∗
+/|H (b)
∗|). Il existe alors un unique point x de la fibre Xb qui ve´rifie
les ine´galite´s suivantes :
∀i ∈ [[1, n]], |(Ti − αi)(x)| = ri.
Un tel point est dit de´ploye´.
Soient b un point de B et α = (α1, . . . , αn) un e´le´ment de O
n
B,b. Soit B0 un
voisinage de b dans B sur lequel les fonctions α1, . . . , αn sont de´finies.
Soient I une partie de [[1, n]] et (ri)i∈I une famille de R
∗
+ dont l’image dans
l’espace vectoriel Q ⊗Z (R
∗
+/|H (b)
∗|) est libre. Notons J = [[1, n]] \ I et, pour
i ∈ J , posons ri = 0. Posons encore r = (r1, . . . , rn). Notons x l’unique point de
la fibre Xb qui ve´rifie
∀i ∈ [[1, n]], |(Ti − αi)(x)| = ri.
Proposition 2.4.3. — Soit U un voisinage du point x dans X. Pour tout
e´le´ment i de J , posons si = 0. Il existe un voisinage V du point b dans B0,
pour tout e´le´ment i de I, un e´le´ment si de ]0, ri[ et, pour tout e´le´ment i de
[[1, n]], un e´le´ment ti de ]ri,+∞[ tels que l’on ait l’inclusion{
y ∈ XV
∣∣ ∀i ∈ [[1, n]], si ≤ |(Ti − αi)(y)| ≤ ti} ⊂ U.
De´monstration. — D’apre`s le corollaire 1.1.12, pour toute partie compacte V
de B0 et tous e´le´ments s1, . . . , sn, t1, . . . , tn de R+, la partie de X de´finie par
{y ∈ XV | ∀i ∈ [[1, p]], si ≤ |(Ti − α)(y)| ≤ ti}
est compacte. Le re´sultat de´coule alors du lemme 2.4.1.
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Nous allons, a` pre´sent, pre´ciser ce re´sultat. A` cet effet, nous allons construire
une application σα,r de B0 dans
W =
{
y ∈ XB0
∣∣∀i ∈ [[1, n]], |(Ti − αi)(y)| = ri}
qui soit une section du morphisme π au-dessus de B0.
Soit c un point de B0. Si le point c est associe´ a` une valeur absolue ul-
trame´trique, nous de´finissons σα,r(c) comme le point associe´ a` la semi-norme
multiplicative
A [T1, . . . , Tn] → R+∑
k≥0
ak
n∏
i=1
(Ti − αi)
ki 7→ max
k≥0
(
|ak(c)|
n∏
i=1
rkii
)
.
Si le point c est associe´ a` une valeur absolue archime´dienne, alors le corps re´siduel
comple´te´ H (c) est R ou C muni de la valeur absolue |.|ε∞, avec ε ∈ ]0, 1]. Nous
de´finissons σα,r(c) comme le point (α1 + r
1/ε
1 , . . . , αn + r
1/ε
n ) de la fibre Xc,
autrement dit, comme le point associe´ a` la semi-norme multiplicative
A [T1, . . . , Tn] → R+∑
k≥0
ak
n∏
i=1
(Ti − αi)
ki 7→
∣∣∣∣∣∣
∑
k≥0
ak(c)
n∏
i=1
r
ki/ε
i
∣∣∣∣∣∣
ε
∞
.
Lemme 2.4.4. — L’application
σα,r : B0 → W
est une section continue du morphisme π au-dessus de B0.
De´monstration. — Le fait que l’application σα,r prenne ses valeurs dans W et
soit une section de π est imme´diat. Inte´ressons-nous, maintenant, a` sa conti-
nuite´. Rappelons que, par de´finition de la topologie de X, l’application σα,r est
continue si, et seulement si, pour tout e´le´ment P de A [T1, . . . , Tn], l’application
|P (.)| ◦ σα,r :
B0 → R+
c 7→ |P (σα,r(c))|
est continue.
Conside´rons l’ouvert de B0 de´fini par
B1 =
{
c ∈ B0
∣∣2(c)| < 1} .
Chacun des points de cet ouvert est associe´ a` une valeur absolue ultrame´trique.
Par conse´quent, pour tout e´le´ment P =
∑
k≥0 ak
∏n
i=1(Ti−αi)
ki deA [T1, . . . , Tn],
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nous avons
|P (σα,r(c))| = max
k≥0
(
|ak(c)|
n∏
i=1
rkii
)
.
On en de´duit que l’application σα,r est continue sur B1.
Conside´rons de meˆme l’ouvert de B0 de´fini par
B2 =
{
c ∈ B0
∣∣2(c)| > 1} .
Chacun des points de cet ouvert est associe´ a` une valeur absolue archime´dienne.
Par conse´quent, pour tout e´le´ment P =
∑
k≥0 ak
∏n
i=1(Ti−αi)
ki deA [T1, . . . , Tn],
nous avons
|P (σα,r(c))| =
∣∣∣P (α+ r1/ε1 , . . . , α+ r1εn ) (c)∣∣∣ .
On en de´duit que l’application σα,r est continue sur B2.
Si le point central a0 de B n’appartient pas a` B0, alors B0 = B1 ∪ B2 et
nous avons montre´ que l’application σα,r est continue. Supposons, a` pre´sent,
que le point a0 appartienne a` B0. Par hypothe`se, l’image dans l’espace vectoriel
Q⊗Z(R
∗
+/|H (b)
∗|) de la famille (ri)i∈I deR
∗
+ est libre. Puisque |H (a0)
∗| = {1}
est contenu dans |H (b)∗| son image est encore libre dans l’espace vectoriel
Q⊗Z (R
∗
+/|H (a0)
∗|). On en de´duit que le point σα,r(a0) est l’unique point du
compact
{y ∈ X0
∣∣∀i ∈ [[1, n]], |(Ti − αi)(y)| = ri}.
Soit U un voisinage du point σα,r(a0) dans X. D’apre`s la proposition 2.4.3, il
contient une partie de la forme{
y ∈ XV
∣∣ ∀i ∈ [[1, n]], si ≤ |(Ti − αi)(y)| ≤ ti} ,
ou` V est un voisinage du point a0 dans B0, pour tout e´le´ment i de J , si = 0,
pour tout e´le´ment i de I, si appartient a` ]0, ri[ et, pour tout e´le´ment i de
[[1, n]], ti appartient a` ]ri,+∞[. En particulier, il contient la partie W ∩ XV .
Par conse´quent, la partie σ−1α,r(U) contient le voisinage V de a0 dans B0. On en
de´duit que l’application σα,r est continue au voisinage du point a0.
Nous avons, a` pre´sent, traite´ le cas de tous les points de B0. Nous avons donc
bien montre´ que l’application σα,r est continue.
Cette section nous permet d’obtenir des informations supple´mentaires sur les
voisinages des points de´ploye´s des fibres.
Corollaire 2.4.5. — Soient b un point de B, x un point de´ploye´ de la fibre Xb
et U un voisinage du point x dans X. Il existe un voisinage V du point x dans U
ve´rifiant les proprie´te´s suivantes :
i) la projection π(V ) est un voisinage du point π(x) = b dans B ;
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ii) il existe une section continue σ du morphisme de projection V → π(V ) ;
iii) pour tout point b de π(V ), la trace de la fibre Xb sur V est connexe par
arcs.
De´monstration. — Ce re´sultat de´coule directement de la proposition et du lemme
qui pre´ce`dent. Le point iii) est vrai car pour tout corps value´ complet k, tous
e´le´ments α1, . . . , αn de k et s1, . . . , sn, t1, . . . , tn de R+, la partie de l’espace
analytique An,ank de´finie par{
y ∈ An,ank
∣∣ ∀i ∈ [[1, n]], si ≤ |(T − αi)(y)| ≤ ti}
est connexe par arcs.
Corollaire 2.4.6. — Soient b un point de B et x un point de´ploye´ de la fibre Xb.
Le morphisme π est ouvert au point x.
Corollaire 2.4.7. — Soient b un point de B et x un point de´ploye´ de la fibre Xb.
Si le point b de B posse`de un syste`me fondamental de voisinages connexes par
arcs, alors il en est de meˆme pour le point x de X.
Nous pouvons, a` pre´sent, de´crire explicitement les anneaux locaux aux points
de´ploye´s des fibres. Reprenons les notations du de´but de ce nume´ro. Soient b un
point de B et α = (α1, . . . , αn) un e´le´ment de O
n
B,b. Soit B0 un voisinage de b
dans B sur lequel les fonctions α1, . . . , αn sont de´finies.
Soient I une partie de [[1, n]] et (ri)i∈I une famille de R
∗
+ dont l’image dans
l’espace vectoriel Q ⊗Z (R
∗
+/|H (b)
∗|) est libre. Notons J = [[1, n]] \ I et, pour
i ∈ J , posons ri = 0. Posons encore r = (r1, . . . , rn). Notons x l’unique point de
la fibre Xb qui ve´rifie
∀i ∈ [[1, n]], |(Ti − αi)(x)| = ri.
The´ore`me 2.4.8. — Le morphisme A [T ]→ OX,x induit un isomorphisme
lim−→
V,s,t
B(V )〈s ≤ |T −α| ≤ t〉
∼
−→ OX,x,
ou` V parcourt l’ensemble des voisinages de b dans B0, quel que soit i ∈ J , si = 0
et ti parcourt R
∗
+, quel que soit i ∈ I, si et ti parcourent respectivement ]0, ri[
et ]ri,+∞[.
De´monstration. — Quitte a` remplacer l’anneau A par B(U), ou` U de´signe un
voisinage compact rationnel de b assez petit, nous pouvons supposer queα ∈ A n.
Cette ope´ration est licite d’apre`s le the´ore`me 1.2.11. Quitte a` appliquer la trans-
lation par le vecteur −α, qui est un automorphisme, nous pouvons supposer
que α = 0.
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Soit V un voisinage compact du point b dans M (A ), s un e´le´ment de Rn+ et t
un e´le´ment de
(
R∗+
)n
tels que s ≤ t. D’apre`s la proposition 2.1.1, le morphisme
naturel A [T ]→ B(CV (s, t)) se prolonge en un morphisme
B(V )〈s ≤ |T | ≤ t〉 → B(CV (s, t)).
La proposition 2.1.3 assure que ce morphisme est injectif. En utilisant la propo-
sition 2.4.3, on en de´duit qu’il existe un morphisme injectif
ϕ : lim
−→
V,s,t
B(V )〈s ≤ |T | ≤ t〉 →֒ OX,x,
ou` V parcourt l’ensemble des voisinages compacts du point b dans B et s et t
l’ensemble des e´le´ments de Rn+ qui ve´rifient s ≺ r < t.
Il nous reste a` montrer que ce morphisme est surjectif. Soit f un e´le´ment
de OX,x. Par de´finition du faisceau structural, il existe un voisinage U du point x
dans X sur lequel la fonction f est la limite uniforme d’une suite de fractions
rationnelles (Rj)j≥0 a` coefficients dans A sans poˆles sur U . D’apre`s la proposi-
tion 2.4.3, nous pouvons supposer que le voisinage U est de la forme
U = CV (s, t),
ou` V de´signe un voisinage compact rationnel du point b dans B, et s et t deux
e´le´ments de Rn+ qui ve´rifient s ≺ r < t. Le morphisme naturel
A [T ]→ B(V )〈s ≤ |T | ≤ t〉
est injectif. D’apre`s les propositions 1.2.15 et 2.1.1, ce morphisme induit un
home´omorphisme
M (B(V )〈s ≤ |T | ≤ t〉)
∼
−→ U.
Soit P un e´le´ment de A [T ] qui ne s’annule en aucun point de U . D’apre`s [1],
corollaire 1.2.4, l’image de P est inversible dans l’anneau B(V )〈s ≤ |T | ≤ t〉.
On en de´duit que l’anneau K (U) s’injecte dans B(V )〈s ≤ |T | ≤ t〉.
Soient u un e´le´ment de Rn+ tel que s ≺ u ≺ r et v un e´le´ment de
(
R∗+
)n
tel
que r < v < t. L’anneau K (U) s’injecte encore dans l’anneau B(V )〈u ≤ |T | ≤ v〉.
L’ine´galite´ sur les normes de´montre´e dans la proposition 2.1.3 assure que la
suite (Rj)j≥0 est une suite de Cauchy dans l’anneau B(V )〈u ≤ |T | ≤ v〉. Puisque
ce dernier anneau est complet, la suite (Rj)j≥0 y converge et sa limite est envoye´e
sur la fonction f par le morphisme ϕ.
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2.5. Hense´lianite´
Nous commenc¸ons par montrer que les anneaux locaux de l’espace affine ana-
lytique X au-dessus de B sont hense´liens. Nous de´crivons ensuite un cadre dans
lequel cette proprie´te´ peut de´boucher sur l’existence d’un isomorphisme local
entre espaces analytiques.
2.5.1. De´monstration
Proposition 2.5.1. — Soit x un point de X. L’anneau local OX,x est hense´lien.
De´monstration. — Rappelons que nous notons κ(x) = OX,x/mx. Soit P (T ) un
polynoˆme unitaire de OX,x[T ] dont l’image dans κ(x)[T ] posse`de une racine
simple α. D’apre`s [24], chapitre VII, proposition 3, il nous suffit de montrer que
α se rele`ve en une racine de P (T ) dans OX,x.
Choisissons un e´le´ment f de OX,x relevant α. Nous pouvons alors retraduire
les hypothe`ses sous la forme P (f)(x) = 0 et P ′(f)(x) 6= 0.
Soit U un voisinage compact de x dans X tel que les coefficients du po-
lynoˆme P et l’e´le´ment f appartiennent a` B(U). Quitte a` restreindre U , nous
pouvons supposer que la fonction P ′(f) y est inversible. Il existe un polynoˆme
Q(T1, T2) ∈ B(U)[T1, T2], inde´pendant de f , tel que, quel que soit g ∈ B(U),
on ait
P (f + P (f)g) = P (f) + P ′(f)P (f)g + P (f)2g2Q(f, g)
= P ′(f)P (f)
(
1
P ′(f) + g +
P (f)
P ′(f) g
2Q(f, g)
)
.
Notons d ∈ N le degre´ du polynoˆme Q(f, T ). Soit t ∈ ]0, 1[. Quitte a` res-
treindre encore le voisinage U de x, nous pouvons supposer que t/(d+1) majore
la norme uniforme sur U de tous les coefficients du polynoˆme
R(T ) = −
P (f)
P ′(f)
T 2Q(f, T ).
On a alors
∀g ∈ B(U), ‖R(g)‖U ≤
d+2∑
i=2
t
d+1 ‖g‖
i
U
≤ t max
(
‖g‖2U , ‖g‖
d+2
U
)
.
En particulier, si g ∈ B(U) ve´rifie ‖g‖U ≤ 1, alors nous avons encore ‖R(g)‖U ≤ 1.
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Quitte a` diminuer t, nous pouvons supposer que
t max
(∥∥∥∥ −1P ′(f)
∥∥∥∥
2
U
,
∥∥∥∥ −1P ′(f)
∥∥∥∥
d+2
U
)
≤ 1.
Nous avons alors ∥∥∥∥R
(
−1
P ′(f)
)∥∥∥∥
U
≤ 1.
On en de´duit que, quel que soit n ∈ N∗, nous avons∥∥∥∥R◦n
(
−1
P ′(f)
)∥∥∥∥
U
≤ 1,
ou` R◦n de´signe l’application R e´leve´e a` la puissance n pour la loi de composition.
En utilisant le fait que, si un e´le´ment b de B(U) ve´rifie ‖b‖U ≤ 1, alors
‖R(b)‖ ≤ t ‖b‖2U ,
on montre, a` l’aide d’une re´currence, que, quel que soit n ∈ N∗, nous avons∥∥∥∥R◦n
(
−1
P ′(f)
)∥∥∥∥
U
≤ t2
n−1−1.
En particulier, la se´rie ∑
n∈N
R◦n
(
−1
P ′(f)
)
converge dans B(U). Notons s sa somme. Elle ve´rifie l’e´quation
s−R(s) = −
1
P ′(f)
.
On en de´duit que P (f + P (f)s) = 0. Puisque P (f) est nul dans κ(x), l’e´le´ment
f + P (f)s de OX,x rele`ve bien α.
Corollaire 2.5.2. — Soit (Z,OZ) un espace analytique sur A (au sens de la
de´finition 1.1.27). Pour tout point z de Z, l’anneau local OZ,z est hense´lien.
De´monstration. — Par de´finition, l’anneau local OZ,z est le quotient de l’anneau
local en un point d’un espace affine analytique sur A . Ce dernier anneau est
hense´lien, d’apre`s la proposition pre´ce´dente. Cela suffit pour conclure car tout
quotient d’un anneau hense´lien est hense´lien.
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2.5.2. Isomorphismes locaux
Le caracte`re hense´lien d’un anneau local peut eˆtre interpre´te´ comme une sorte
de the´ore`me des fonctions implicites. Par la suite, nous utiliserons effectivement
cette proprie´te´ pour de´montrer des re´sultats d’isomorphie. La proposition qui
suit donne un exemple d’application.
Soit P (S) un polynoˆme unitaire a` coefficients dans A . Notons d ∈ N son
degre´. Nous nous inte´resserons a` l’alge`bre
A
′ = A [S]/(P (S)).
Puisque le polynoˆme est unitaire, le morphisme
n :
A d → A ′
(a0, . . . , ad−1) 7→
d−1∑
i=0
ai S
i
est un isomorphisme. Munissons l’alge`bre A d de la norme ‖.‖∞ donne´e par le
maximum des normes des coefficients. On de´finit alors une norme, note´e ‖.‖div,
sur A ′ de la fac¸on suivante :
∀f ∈ A ′, ‖f‖div = ‖n
−1(f)‖∞.
Cette norme n’est pas, a priori, une norme d’alge`bre. Nous supposerons donc que
l’alge`bre A ′ est munie d’une norme d’alge`bre ‖.‖′ e´quivalente a` la norme ‖.‖div :
il existe deux constantes D−,D+ > 0 telles que
∀f ∈ A ′, D− ‖f‖div ≤ ‖f‖
′ ≤ D+ ‖f‖div.
Munie de la norme ‖.‖′, l’alge`bre A ′ est une alge`bre de Banach. En outre, le
morphisme (A , ‖.‖)→ (A ′, ‖.‖′) est borne´. Nous noterons
ϕ : X ′ = An,an
A ′
→ An,an
A
= X
le morphisme induit entre les espaces analytiques.
Soit U une partie ouverte deX et supposons qu’il existe une fonction R de´finie
sur U ve´rifiant P (R) = 0. Signalons qu’en pratique, nous de´duirons l’existence
d’une telle fonction du caracte`re hense´lien d’un certain anneau local.
Nous pouvons alors de´finir une application σ de U ⊂ X vers X ′. Soit x un
point de U . Soit p(T ) =
∑
k≥0 pkT
k, ou` la famille (pk)k≥0 est une famille
presque nulle d’e´le´ments de A ′. Quel que soit k ∈Nn, relevons l’e´le´ment pk de
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A ′ en un e´le´ment qk(S) de A [S]. Conside´rons l’application
χσ(x) :
A ′[T ] → H (x)
p(T ) 7→
∑
k≥0
qk(R(x))T
k(x)
.
Puisque P (R(x)) = 0, cette application ne de´pend pas du choix des diffe´rents
releve´s. On en de´duit aussitoˆt que χσ(x) est un morphisme de A -alge`bres. Mon-
trons que ce morphisme est borne´ sur A ′. Soit f ∈ A ′. Il existe a0, . . . , ad−1 ∈ A
tels que
f =
d−1∑
i=0
ai S
i dans A ′.
Nous avons alors
∣∣χσ(x)(f)∣∣ =
∣∣∣∣∣
d−1∑
i=0
ai(x)R(x)
i
∣∣∣∣∣
≤
(
d−1∑
i=0
|R(x)i|
)
max
0≤i≤d−1
(|ai(x)|)
≤
(
d−1∑
i=0
|R(x)i|
)
max
0≤i≤d−1
(‖ai‖)
≤
(
d−1∑
i=0
|R(x)i|
)
D−1− ‖f‖
′.
Par conse´quent, le morphisme χσ(x) est borne´ sur A
′. C’est donc un caracte`re
de A ′[T ]. Nous noterons σ(x) le point de X ′ associe´. L’application σ ainsi
construite est une section continue de ϕ au-dessus de U . Sous certaines hy-
pothe`ses, nous pouvons obtenir un re´sultat bien plus fort. Nous noterons α
l’image de S dans A ′.
Proposition 2.5.3. — Supposons que
i) la norme ‖.‖′ sur A ′ est uniforme et e´quivalente a` la norme ‖.‖div ;
ii) l’ouvert U est connexe ;
iii) la fonction P ′(α) est inversible sur ϕ−1(U) ;
iv) il existe un point x0 ∈ U tel que R(σ(x0)) = α dans H (σ(x0)).
Alors la partie σ(U) est ouverte dans X ′ et la section σ induit un isomorphisme
entre les espaces U et σ(U), munis des structures d’espaces localement annele´s
induites.
De´monstration. — Le polynoˆme P (T ) posse`de une unique factorisation dans
A ′[T ] sous la forme P (T ) = (T − α)Q(T ), avec Q(T ) ∈ A ′[T ]. Quel que soit le
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point x′ de ϕ−1(U), nous avons P (R(x′)) = 0, d’ou` l’on tire soit R(x′) = α, soit
Q(R(x′)) = 0. Ces deux conditions ne peuvent valoir simultane´ment, puisque,
par hypothe`se, nous avons P ′(α)(x′) 6= 0. Par conse´quent, la partie de X ′ de´finie
par
U ′ = {x′ ∈ ϕ−1(U) |R(x′) = α}
est ouverte.
Montrons, a` pre´sent, que σ(U) = U ′. Par hypothe`se, nous avons R(σ(x0)) =
α, autrement dit, le point σ(x0) appartient a` U
′. Puisque l’ouvert U est connexe,
la partie σ(U) l’est encore. Nous en de´duisons l’inclusion σ(U) ⊂ U ′.
Re´ciproquement, soit x′ un point de U ′. Par de´finition de U ′, nous avons R(x′) =
α. Notons x ∈ U son image par le morphisme ϕ. Soit p(T ) =
∑
k≥0 pkT
k, ou`
la famille (pk)k≥0 est une famille presque nulle d’e´le´ments de A [S]/(P (S)).
Quel que soit k ∈ Nn, relevons l’e´le´ment pk en un e´le´ment qk de A [S]. Le
caracte`re χσ(x) envoie le polynoˆme pk sur l’e´le´ment∑
k≥0
qk(R(x))T
k(x) de H (x).
L’image de cet e´le´ment par l’injection H (x) →֒ H (x′) n’est autre que∑
k≥0
qk(R(x
′))T k(x′) =
∑
k≥0
qk(α)T
k(x) = p(T (x′)) dans H (x′).
On en de´duit que σ(x) = x′.
Nous venons de de´montrer que le morphisme ϕ re´alise un home´omorphisme
de l’ouvert U ′ de X ′ sur l’ouvert U de X. Nous allons prouver qu’il induit meˆme
un isomorphisme entre les espaces annele´s. Soit x′ un point de U ′. Notons x ∈ U
son image par le morphisme ϕ. Il suffit de montrer que le morphisme
OX,x → OX′,x′
induit par ϕ est un isomorphisme. Montrons, tout d’abord, qu’il est injectif.
Soit f une fonction analytique de´finie sur un voisinage V de x dans U dont
l’image dans l’anneau local OX′,x′ est nulle. Il existe alors un voisinage W
′ du
point x′ dans ϕ−1(V ) tel que, quel que soit y′ dans W ′, nous ayons
ϕ∗(f)(y′) = 0 dans H (y′).
On en de´duit que, quel que soit y dans ϕ(W ′), nous avons
f(y) = 0 dans H (y).
La partieW = ϕ(W ′) est un voisinage de x dansX, car ϕ est un home´omorphisme
sur U ′, et la fonction f est nulle en tout point de ce voisinage. Cette condition
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impose que a` la fonction f d’eˆtre nulle en tant qu’e´le´ment de OX(W ), et donc
dans l’anneau local OX,x, car l’alge`bre A est munie d’une norme uniforme.
Montrons, a` pre´sent, que le morphisme entre les anneaux locaux est surjec-
tif. Soit f ′ ∈ OX′,x′ . Il existe un voisinage ouvert V
′ de x′ dans U ′ et une
suite (R′n)n∈N d’e´le´ments de K (V
′) qui converge vers f ′ uniforme´ment sur V ′.
Soit n ∈ N. Il existe deux e´le´ments p′ et q′ de A ′[T ], q′ ne s’annulant
pas sur V ′, tels que R′n = p
′/q′ dans K (V ′). Il existe une famille presque
nulle (p′
k
)k≥0 d’e´le´ments de A
′ telle que
p′(T ) =
∑
k≥0
p′kT
k.
Quel que soit k dans Nn, relevons l’e´le´ment p′
k
en un e´le´ment pk de A [S].
Puisque V = ϕ(V ′) est contenu dans U , la fonction R y est de´finie. Il en est
donc de meˆme pour la fonction
p(T ) =
∑
k≥0
pk(R)T
k de OX(V ).
Par de´finition de U ′, au-dessus de U ′, nous avons R = α. On en de´duit que
ϕ∗(p) =
∑
k≥0
pk(α)T
k = p′ dans OX(V
′).
En proce´dant comme pre´ce´demment, on montre qu’il existe un e´le´ment q
de OX(V ) tel que
ϕ∗(q) = q′ dans OX(V
′).
Puisque la fonction q′ ne s’annule pas sur V ′, la fonction q ne s’annule pas sur V
et elle est donc inversible dans OX(V ). L’e´le´ment Rn = pq
−1 de OX(V ) ve´rifie
l’e´galite´
ϕ∗(Rn) = R
′
n dans OX(V
′).
Puisque la suite (R′n)n∈N converge uniforme´ment sur V
′, la suite (Rn)n∈N
est une suite de Cauchy uniforme sur toute partie compacte de V . Elle converge
donc vers une fonction f de OX(V ). Cette fonction ve´rifie
ϕ∗(f) = f ′
dans OX(V
′) et donc dans OX′,x′. C’est ce que nous voulions de´montrer.
Remarque 2.5.4. — En ge´ne´ral, il n’est pas aise´ de montrer que l’hypothe`se i)
de la proposition pre´ce´dente est satisfaite. Nous e´tablirons, dans un chapitre
ulte´rieur, des crite`res permettant de l’assurer (cf. lemme 5.2.3 et proposition 5.2.7).
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Nous prouverons e´galement qu’elle est ve´rifie´e dans trois cas particuliers, dans
la preuve des propositions 3.3.1, 3.3.2 et 3.3.3.

CHAPITRE 3
ESPACE AFFINE ANALYTIQUE AU-DESSUS
D’UN ANNEAU D’ENTIERS DE CORPS DE
NOMBRES
Ce chapitre est consacre´ a` l’e´tude des espaces analytiques au-dessus d’un an-
neau d’entiers de corps de nombres. Dans ce cadre, nous allons pouvoir pre´ciser
et ge´ne´raliser les re´sultat obtenus au chapitre pre´ce´dent.
Dans le nume´ro 3.1, nous nous inte´ressons au spectre analytique de l’anneau
d’entiers de corps de nombres A. Nous commenc¸ons par le de´crire ensembliste-
ment et poursuivons en e´tablissant ses proprie´te´s topologiques. Pour finir, nous
de´crivons les sections du faisceau structural au-dessus des ouverts de cet espace
et en de´duisons notamment l’expression des anneaux locaux.
Dans la suite du chapitre, nous passons a` l’e´tude des espaces affines de di-
mension quelconque. Au nume´ro 3.2, nous commenc¸ons par reprendre, pour les
pre´ciser dans le cadre que nous avons choisi, les descriptions des anneaux locaux
que nous avons de´ja` obtenues. A` titre d’application, nous utilisons le caracte`re
hense´lien d’un certain anneau local pour donner une nouvelle de´monstration du
the´ore`me classique d’Eisenstein (cf. the´ore`me 3.2.10). A` la fin de ce nume´ro,
nous nous inte´ressons aux anneaux de sections globales sur les disques et cou-
ronnes relatifs et en proposons une description explicite.
Les nume´ros 3.3 et 3.4 sont consacre´s a` l’e´tude de certains types de points :
points rigides des fibres, puis points internes. Nous de´crivons des syste`mes fon-
damentaux de voisinages et de´montrons quelques proprie´te´s alge´briques des an-
neaux locaux.
Nous parvenons a` de´crire et e´tudier les anneaux locaux en plusieurs types de
points, au nombre desquels les points rigides des fibres. Les re´sultats que nous
obtenons ne sont cependant pas complets : certains proble`mes ont, jusqu’ici,
re´siste´ a` nos tentatives et requie`rent vraisemblablement une approche nouvelle.
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Nous proposons e´galement une description explicite des anneaux de sections
globales sur les disques et couronnes relatifs.
Au nume´ro 3.5, nous nous inte´ressons a` la dimension topologique des espaces
affines au-dessus d’un anneau d’entiers de corps de nombres.
Finalement, le nume´ro 3.6 est consacre´ au prolongement analytique. Il ne
contient presqu’aucun re´sultat et nous nous contentons d’y e´noncer quelques
de´finitions et proprie´te´s lie´es a` cette question, en vue d’une utilisation ulte´rieure.
Dans ce chapitre, nous fixons un corps de nombres K. Nous noterons A l’an-
neau de ses entiers.
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3.1. Spectre analytique d’un anneau d’entiers de corps de
nombres
Dans cette partie, nous allons e´tudier le spectre analytique de l’anneau d’en-
tiers de corps de nombres A. Pour ce faire, nous devons le munir d’une norme
qui en fasse un anneau de Banach. Plusieurs choix d’offrent a` nous : norme tri-
viale, restriction de la valeur absolue complexe, etc. Nous choisirons la norme ‖.‖
de´finie de la fac¸on suivante :
∀f ∈ A, ‖f‖ = max
σ:K →֒C
(|σ(f)|∞),
ou` le maximum est pris sur l’ensemble des plongements σ du corps K dans
C. Par exemple, lorsque K = Q, cette norme est simplement la valeur absolue
usuelle |.|∞. Notre choix est guide´ par le fait que cette norme est plus grande
que toutes les semi-normes multiplicatives que l’on peut de´finir sur l’anneau A.
Le spectre M (A, ‖.‖) contiendra donc tous les points possibles.
Remarquons que l’anneau A muni de la norme ‖.‖ est bien un anneau de
Banach. En effet, quel que soit f ∈ A \ {0}, nous avons ‖f‖ ≥ 1. Cette ine´galite´
de´coule simplement de la formule du produit. Par conse´quent, la topologie in-
duite sur A par la norme ‖.‖ est discre`te.
Dans la suite de ce texte, nous supposerons toujours que l’anneau A est muni
de la norme ‖.‖. Nous e´crirons donc M (A) etAn,anA , pour tout entier n, sans plus
de pre´cisions. Nous noterons simplement O le faisceau structural sur l’espace
M (A).
3.1.1. Description ensembliste et topologique
Le the´ore`me d’Ostrowski nous permet de de´crire explicitement toutes les semi-
normes multiplicatives sur A, autrement dit l’ensemble M (A).
Nous avons, tout d’abord, la valeur absolue triviale
|.|0 :
K → R+
f 7→
{
0 si f = 0
1 sinon
.
Nous noterons a0 le point de M (A) correspondant. Le corps re´siduel en ce point
est
(H (a0), |.|) = (K, |.|0).
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Soit p un nombre premier. Nous noterons vp la valuation p-adique surQ et |.|p
la valeur absolue p-adique de´finie par
|.|p :
Q → R+
f 7→ p−vp(f)
.
Soit m un ide´al maximal de A. L’anneau local Am est un anneau de valuation
discre`te. Notons km = A/m son corps re´siduel. Choisissons une uniformisante πm
de Am. Nous noterons encore Aˆm le comple´te´ de Am pour la topologie m-adique
et Kˆm son corps des fractions. Notons pm le nombre premier tel que m∩Z = pmZ.
Le corps Kˆm est alors une extension finie du corps Qpm , dont nous noterons nm
le degre´. Nous noterons |.|m l’unique valeur absolue sur K qui prolonge la valeur
absolue |.|pm sur Q. Pour tout e´le´ment f de K, nous avons
|f |m =
∣∣∣NKˆm/Qpm (f)
∣∣∣1/nm
pm
.
Nous noterons am le point de M (A) correspondant a` la valeur absolue |.|m.
A` chaque nombre re´el strictement positif ε, on associe alors la valeur abso-
lue |.|ε
m
sur K. Nous noterons aε
m
le point de M (A) correspondant. Le corps
re´siduel en ce point est
(H (aε
m
), |.|) = (Kˆm, |.|m,ε).
Lorsque nous faisons tendre ε vers 0 dans la formule pre´ce´dente, nous retrou-
vons la valeur absolue triviale. Nous noterons donc
a0
m
= a0.
Lorsque nous faisons tendre ε vers +∞, nous obtenons la semi-norme multi-
plicative induite par la valeur absolue triviale sur le corps fini km :
|.|m,∞ :
A → R+
f 7→
{
0 si f ∈ m
1 sinon
.
Nous noterons a˜m, ou encore a
+∞
m
, le point de M (A) correspondant. Le corps
re´siduel en ce point est
(H (a˜m), |.|) = (k˜m, |.|0).
Soit σ un plongement du corps K dans C. Nous poserons Kˆσ = R si le
plongement est re´el, c’est-a`-dire si son image est contenue dans R, et Kˆσ = C
3.1. SPECTRE ANALYTIQUE 91
dans les autres cas. Nous noterons |.|σ la valeur absolue sur K de´finie par
|.|σ :
K → R+
f 7→ |σ(f)|∞
,
ou` |.|∞ de´signe la valeur absolue usuelle sur C. Nous noterons aσ le point
deM (A) correspondant. Remarquons que deux plongements complexes conjugue´s
de´finissent la meˆme valeur absolue et donc le meˆme point de M (A). Nous no-
terons nσ le degre´ de l’extension Kˆσ/R.
A` chaque nombre re´el ε ∈ [0, 1], on associe la valeur absolue |.|εσ sur K. Nous
noterons aεσ le point de M (A) correspondant. Le corps re´siduel en ce point est
(H (aεσ), |.|) = (Kˆσ, |.|σ,ε).
Remarque 3.1.1. — Pour ε > 1, l’application |.|εσ ne de´finit plus une norme,
car elle ne satisfait plus l’ine´galite´ triangulaire.
Comme pre´ce´demment, lorsque nous faisons tendre ε vers 0, nous retrouvons
la valeur absolue triviale. Nous noterons donc
a0σ = a0.
Adoptons quelques notations supple´mentaires. Nous noterons Σf = Max(A)
l’ensemble des ide´aux maximaux de A et Σ∞ l’ensemble des plongements du
corps K dans le corps C, a` conjugaison pre`s. De´signons par r1 le nombre de
plongements re´els de K et par 2r2 son nombre de plongements complexes non
re´els. Nous avons alors
♯ (Σ∞) = r1 + r2.
Rappelons que l’on a l’e´galite´ r1 + 2r2 = [K : Q].
Pour finir, nous notons Σ = Σf ∪ Σ∞ et posons
l(σ) =
{
+∞ si σ ∈ Σf ;
1 si σ ∈ Σ∞.
Proposition 3.1.2 (formule du produit). — Pour tout e´le´ment non nul f
de K, nous avons l’e´galite´ ∏
σ∈Σ
|f |nσσ = 1.
The´ore`me 3.1.3 (Ostrowski). — L’ensemble M (A) est constitue´ exactement
des points de´crits pre´ce´demment.
De´monstration. — Soit b un point de l’espace M (A). Notons
pb =
{
f ∈ A
∣∣ |f(b)| = 0} .
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C’est un ide´al premier de l’anneau A. Puisque l’anneau A est un anneau de
Dedekind, l’ide´al pb est soit l’ide´al nul, soit un ide´al maximal.
Supposons, tout d’abord, que pb est un ide´al maximal m de A. Dans ce cas,
la semi-norme multiplicative |.|b associe´e au point b induit une valeur absolue
sur le quotient A/m. Or, ce quotient est un corps fini. Il ne peut donc eˆtre muni
que de la valeur absolue triviale. On en de´duit que le point b n’est autre que le
point a˜m.
Supposons, maintenant, que pb est l’de´al nul. Dans ce cas, la semi-norme
multiplicative |.|b associe´e au point b est une valeur absolue sur l’anneau A. La
version habituelle du the´ore`me d’Ostrowski entraˆıne alors le re´sultat.
La description explicite des points nous permet de de´crire, de fac¸on tout aussi
explicite, la topologie de l’espace M (A).
Lemme 3.1.4. — Soit σ ∈ Σ. L’application
a.σ :
[0, l(σ)] → M (A)
ε 7→ aεσ
induit un home´omorphisme sur son image.
De´monstration. — Par de´finition de la topologie de M (A), pour montrer que
l’application a.σ est continue, il suffit de montrer que, quel que soit f ∈ A,
l’application compose´e
[0, l(σ)] → M (A) → R+
ε 7→ aεσ 7→ |f(a
ε
σ)| = |f |
ε
σ
est continue. Ce re´sultat est imme´diat. Puisque l’espace [0, l(σ)] est compact et
que l’espace M (A) est se´pare´, l’application a.σ induit un home´omorphisme sur
son image.
De´finition 3.1.5. — Soit σ ∈ Σ. Nous appellerons branche σ-adique l’image
de l’application pre´ce´dente et la noterons M (A)σ. Nous appellerons branche
σ-adique ouverte, et noterons M (A)′σ, la branche σ-adique prive´e des points
associe´s a` une valeur absolue triviale. Nous oˆterons donc deux points si σ ∈ Σf ,
mais un seul point si σ ∈ Σ∞. Signalons que ces branches ouvertes sont les tra-
jectoires du flot, au sens du nume´ro 1.3. Pre´cise´ment, quel que soit ε ∈ ]0, l(σ)]
tel que aεσ ∈ M (A)
′
σ, nous avons
TM (A)(a
ε
σ) ≃ M (A)
′
σ .
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Nous appellerons branche σ-adique semi-ouverte, et noterons M (A)′′σ, la
branche σ-adique prive´e du point associe´ a` la valeur absolue triviale sur A.
Cette de´finition co¨ıncide avec la pre´ce´dente dans le cas des e´le´ments de Σ∞.
Nous appellerons point central de M (A) le point a0. Nous appellerons point
extreˆme de M (A) tout point de la forme a˜m, ou` m est un e´le´ment de Σf . Enfin,
nous appellerons point interne de M (A) tout autre point. En particulier, quel
que soit σ ∈ Σ∞, le point aσ = a
1
σ est un point interne.
Afin de de´crire plus pre´cise´ment la topologie de l’espace M (A), nous aurons
besoin de quelques re´sultats de the´orie des nombres.
Lemme 3.1.6. — Soit m ∈ Σf . Alors il existe un e´le´ment f de A qui ve´rifie
les proprie´te´s suivantes :
i) |f |m < 1 ;
ii) ∀m′ ∈ Σf \ {m}, |f |m′ = 1.
De´monstration. — Notons P le point de Spec(A) associe´ a` l’ide´al maximal m.
Puisque le groupe de Picard de Spec(A) est fini, il existe N ∈ N∗ tel que le
diviseur N [P ] soit principal. Tout e´le´ment f de A dont N [P ] est le diviseur
convient.
Lemme 3.1.7. — Supposons que le corps K ne soit ni Q, ni un corps quadra-
tique imaginaire. Alors, quel que soit σ ∈ Σ, il existe un e´le´ment f de A qui
ve´rifie les conditions suivantes :
i) |f |σ < 1 ;
ii) ∀σ′ ∈ Σf \ {σ}, |f |σ′ = 1 ;
iii) ∀σ′ ∈ Σ∞ \ {σ}, |f |σ′ > 1.
De´monstration. — Notons σ1, . . . , σr1 , avec r1 ∈ N, les plongements re´els du
corps K et σr1+1, . . . , σr1+r2 , avec r2 ∈ N, ses plongements complexes non re´els
a` conjugaison pre`s. Par hypothe`se, nous avons r1 + r2 ≥ 2. Rappelons que,
d’apre`s le the´ore`me des unite´s de Dirichlet, le morphisme de groupes L qui a`
toute unite´ f ∈ A× associe l’e´le´ment(
log(|σ1(g)|), . . . , log(|σr1(g)|), 2 log(|σr1+1(g)|), . . . , 2 log(|σr1+r2(g)|)
)
de Rr1+r2 a pour image un re´seau de l’hyperplan H de Rr1+r2 de´fini par
l’e´quation
H : x1 + · · ·+ xr1+r2 = 0.
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Supposons, tout d’abord, que σ ∈ Σ∞. Il existe alors i ∈ [[1, r1 + r2]] tel
que σ = σi. Conside´rons le quadrant de R
r1+r2 de´fini par
Q = {(x1, . . . , xr1+r2) ∈ R
r1+r2 |xi < 0, ∀j 6= i, xj > 0}.
Le re´sultat rappele´ ci-dessus assure qu’il existe une unite´ f ∈ A× telle que
L(f) ∈ Q.
Nous avons alors |f |σi < 1, quel que soit j 6= i, |f |σj > 1 et, quel que soit m ∈ Σf ,
|f |m = 1.
D’apre`s le lemme 3.1.6, il existe un e´le´ment f de A qui ve´rifie |f |m < 1 et,
pour tout e´le´ment m de Σf \ {m}, |f |m′ = 1. La formule du produit assure alors
que
r1∏
i=1
|f |σi
r1+r2∏
i=r1+1
|f |2σi > 1.
Notons L(f) = (y1, . . . , yr1+r2) ∈ R
r1+r2 . Nous avons alors
S =
r1+r2∑
i=1
yi > 0.
Soit ε > 0 tel que S > (r1 + r2 − 1)ε. Posons
z0 =
(
− y1 + ε, . . . ,−yr1+r2−1 + ε,−yr1+r2 + S − (r1 + r2 − 1)ε
)
∈ H.
Nous avons L(f) + z0 ∈ (R
∗
+)
r1+r2 . Par conse´quent, il existe un voisinage ou-
vert U de z0 dans H de volume v strictement positif tel que
L(f) + U ⊂ (R∗+)
r1+r2 .
Soit n ∈ N∗ tel nv soit strictement plus grand que le volume d’une maille du
re´seau L(A×). La partie
nL(f) + nU ⊂ (R∗+)
r1+r2
contient alors un e´le´ment z du re´seau L(A×). Il existe g ∈ A× tel que L(g) = z.
Posons h = fn g. Nous avons toujours |h|m < 1 et, quel que soit m
′ ∈ Σf \ {m},
|h|m′ = 1. En outre, nous avons
L(h) ∈ (R∗+)
r1+r2 ,
autrement dit, quel que soit i ∈ [[1, r1 + r2]], |h|σi > 1.
Lemme 3.1.8. — Supposons que le corps K soit Q ou un corps quadratique
imaginaire. Dans ce cas, Σ∞ est re´duit a` un e´le´ment que nous noterons σ∞.
Alors, pour tout e´le´ment m de Σf , il existe un e´le´ment f de A qui ve´rifie les
conditions suivantes :
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i) |f |m < 1 ;
ii) |f |σ∞ > 1 ;
iii) ∀m′ ∈ Σf \ {m}, |f |m′ = 1.
De´monstration. — D’apre`s le lemme 3.1.6, il existe un e´le´ment f de A ve´rifiant
|f |m < 1 et, pour tout e´le´ment m
′ de Σf \{m}, |f |m′ = 1. La formule du produit
(cf. proposition 3.1.2) assure alors que |f |σ∞ > 1.
Corollaire 3.1.9. — Soit σ ∈ Σ. L’ensemble
M (A)′′σ = {a
ε
σ, ε ∈ ]0, l(σ)]}
est un ouvert de l’espace M (A).
Ce corollaire joint au lemme 3.1.4 permet de de´crire la topologie au voisinage
de tout point de l’espace M (A) diffe´rent du point central. Inte´ressons-nous, a`
pre´sent, a` ce dernier.
Lemme 3.1.10. — Soit V un voisinage du point a0 dans M (A). Il existe
un sous-ensemble fini ΣV de Σ tel que, pour tout e´le´ment σ de Σ \ ΣV , la
branche M (A)σ soit contenue dans V .
De´monstration. — Par de´finition de la topologie, il existe r ∈ N, f1, . . . , fr ∈ A,
s1, . . . , sr, t1, . . . , tr ∈ R tels que la partie
W =
⋂
1≤i≤r
{b ∈ M (A) | si < |fi(b)| < ti}
soit un voisinage du point a0 dans V .
Soit i ∈ [[1, r]]. Supposons, tout d’abord, que fi = 0. Nous avons alors
fi(a0) = 0 et donc si < 0 et ti > 0. Posons Σi = ∅. Nous avons alors
{b ∈ M (A) | si < |fi(b)| < ti} = M (A) =
⋃
σ/∈Σi
M (A)σ .
Supposons, a` pre´sent, que fi 6= 0. Nous avons alors |fi(a0)| = 1 et donc si < 1
et ti > 1. Posons
Σi = {m ∈ Σf | fi ∈ m} ∪Σ∞.
C’est un sous-ensemble fini de Σ qui ve´rifie
{b ∈ M (A) | si < |fi(b)| < ti} ⊃
⋃
σ/∈Σi
M (A)σ.
Le sous-ensemble fini ΣV =
⋃
1≤i≤r Σi satisfait alors la condition voulue.
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Lemme 3.1.11. — Notons V0 l’ensemble des parties de M (A) qui ve´rifient les
proprie´te´s suivantes : pour tout e´le´ment V de V0, il existe un sous-ensemble
fini ΣV de Σ et, pour tout e´le´ment σ de ΣV , il existe un e´le´ment εσ de ]0, l(σ)]
tels que
V =
⋃
σ∈Σ0
[a0, a
εσ
σ [ ∪
⋃
σ/∈Σ0
M (A)σ.
L’ensemble V0 est un syste`me fondamental de voisinages ouverts du point a0
dans M (A).
De´monstration. — Le fait que les e´le´ments de V0 soient des ouverts de M (A)
de´coule des lemmes 3.1.7 et 3.1.8. Il nous suffit donc de montrer que tout voisi-
nage du point central a0 contient un e´le´ment de V0.
Soit U un voisinage du point a0 dans M (A). D’apre`s le lemme pre´ce´dent, il
existe un sous-ensemble fini ΣU de Σ tel que, pour tout e´le´ment σ de Σ \ ΣU ,
la branche M (A)σ soit contenue dans U . Pour tout e´le´ment σ de ΣU , la partie
U ∩M (A)σ est un voisinage du point a0 dans M (A)σ . Le lemme 3.1.4 assure
alors qu’il existe un e´le´ment εσ de ]0, l(σ)] tel que la partie U∩M (A)σ contienne
[a0, a
εσ
σ [. On en de´duit que le voisinage U du point central a0 contient l’e´le´ment
de V0 de´fini par ⋃
σ∈Σ0
[a0, a
εσ
σ [ ∪
⋃
σ/∈Σ0
M (A)σ.
Regroupons, finalement, les re´sultats obtenus.
Corollaire 3.1.12. — Conside´rons l’espace topologique
P =
⊔
σ∈Σ
]0, l(σ)].
Notons Pˆ = Pˆ ∪ {∞} son compactifie´ d’Alexandrov. L’application
P → M (A)
εσ ∈ ]0, l(σ)] 7→ a
εσ
σ
se prolonge en un home´omorphime
Pˆ
∼
−→ M (A)
qui envoie le point ∞ de Pˆ sur le point central a0 de M (A).
Remarquons qu’a` partir de la description de la topologie que nous venons
de donner, on rede´montre facilement la compacite´ de l’espace M (A). D’autres
proprie´te´s sont ve´rifie´es. Nous les re´sumons dans le the´ore`me suivant.
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M (Z)
aσ
σ : Q →֒ C
aεp
aεσ
a0
a˜2
a˜3
a˜p
0
ε
ε
0
1
+∞
Fig. 1. Un voisinage du point central a0.
The´ore`me 3.1.13. — L’espace M (A) est compact, connexe par arcs et loca-
lement connexe par arcs.
Remarquons que nous pouvons de´crire facilement les parties connexes de l’es-
pace M (A). Deux cas se pre´sentent. Si une partie connexe de M (A) e´vite le
point central a0, alors elle est contenue dans l’une des branches et est donc
home´omorphe a` un intervalle. Si une partie connexe de M (A) contient le point
central a0, alors sa trace sur toute branche est une partie connexe, et donc
home´omorphe a` un intervalle, contenant le point a0. On en de´duit le re´sultat
suivant.
Proposition 3.1.14. — Une intersection de parties connexes de M (A) est
connexe.
Indiquons pour finir un re´sultat concernant les morphismes de changement
de base.
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The´ore`me 3.1.15. — Soit K ′ une extension finie de K. Notons A′ l’anneau
des entiers de K ′. Alors le morphisme
M (A′)→ M (A)
induit par l’injection A → A′ est continu, ouvert, propre, surjectif et a` fibres
finies.
3.1.2. Faisceau structural
Nous allons de´crire les sections du faisceau structural O sur plusieurs types
d’ouverts connexes de M (A). Auparavant, il est utile de calculer explicitement
la norme uniforme sur certains compacts et le comple´te´ pour cette norme de
l’anneau des fractions rationnelles sans poˆles au voisinage du compact.
3.1.2.1. Parties compactes
Nous allons de´crire ici toutes les parties compactes, connexes et non vides
de M (A). Soit L une telle partie. Nous allons distinguer plusieurs cas.
1. Il existe σ ∈ Σ∞ tel que L soit contenue dans la branche σ-adique de M (A).
(a) La partie L e´vite le point central a0.
Dans ce cas, il existe u, v ∈ ]0, 1], avec u ≤ v, tels que
L = [auσ, a
v
σ] = {a
ε
σ , u ≤ ε ≤ v}.
Les fonctions rationnelles de´finies au voisinage de ce compact sont
K (L) = K et la norme uniforme est ‖.‖L = max(|.|
u
σ , |.|
v
σ). On en
de´duit que B(L) ≃ Kˆσ. Attirons l’attention du lecteur sur le fait que
l’isomorphisme pre´ce´dent est un isomorphisme de corps topologiques
mais pas de corps norme´s (sauf dans le cas ou` u = v) !
(b) La partie L contient le point central a0.
Il existe alors v ∈ [0, 1] tel que
L = [a0, a
v
σ ].
Les fonctions rationnelles de´finies au voisinage de ce compact sont
K (L) = K et la norme uniforme est ‖.‖L = max(|.|0, |.|
v
σ). On en
de´duit que B(L) ≃ K.
2. Il existe m ∈ Σf tel que L soit contenue dans la branchem-adique de M (A).
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(a) La partie L e´vite le point central a0 et le point extreˆme a˜m.
Il existe alors u, v ∈ ]0,+∞[, avec u ≤ v, tels que
L = [au
m
, av
m
].
Nous avons K (L) = K, ‖.‖L = max(|.|
u
m
, |.|v
m
) et B(L) ≃ Kˆm.
(b) La partie L e´vite le point central a0 et contient le point extreˆme a˜m.
Il existe alors u ∈ ]0,+∞] tel que
L = [au
m
, a˜m].
Dans ce cas, les e´lements de K peuvent avoir un poˆle au point a˜m et
nous avons donc K (L) = Am, ‖.‖L = |.|
u
m
et B(L) ≃ Aˆm.
(c) La partie L contient le point central a0 et e´vite le point extreˆme a˜m.
Il existe alors v ∈ [0,+∞[ tel que
L = [a0, a
v
m
].
Nous avons K (L) = K, ‖.‖L = max(|.|0, |.|
u
m
) et B(L) ≃ K.
(d) La partie L contient le point central a0 et le point extreˆme a˜m.
Dans ce cas, la partie L est la branche m-adique tout entie`re :
L = M (A)m.
Nous avons K (L) = Am, ‖.‖L = |.|0 et B(L) ≃ Am.
3. La partie L n’est contenue dans aucune branche de M (A).
D’apre`s le raisonnement pre´ce´dant la proposition 3.1.14, quel que soit
σ ∈ Σ, il existe vσ ∈ [0, l(σ)] tel que
L =
⋃
σ∈Σ
[a0, a
vσ
σ ].
Notons Σ′ = {m ∈ Σf | vσ = l(σ)}. Nous avons alors
K (L) =
⋂
σ∈Σ
K (Lσ) =
⋂
m∈Σ′
Am.
La norme uniforme sur cet anneau est
‖.‖L = max
σ∈Σ
(‖.‖Lσ ) = max
(
max
σ∈Σ
(|.|vσσ ), |.|0
)
et nous avons donc
B(L) = K (L) =
⋂
m∈Σ′
Am.
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Nous venons de de´crire toutes les parties compactes et connexes de l’es-
pace M (A). Nous allons montrer qu’elles sont pro-rationnelles, au sens de la
de´finition 1.2.8.
Proposition 3.1.16. — Toute partie compacte et connexe L de l’espace M (A)
est pro-rationnelle et donc spectralement convexe. En particulier, le morphisme
naturel
M (B(L))→ M (A )
induit un home´omorphisme entre les espaces M (B(L)) et L.
De´monstration. — Commenc¸ons par de´montrer le re´sultat pour certaines par-
ties compactes simples. Soient σ ∈ Σ et ε ∈ ]0, l(σ)[. Conside´rons le compact
L = M (A) \ ]aεσ, a
l(σ)
σ ].
Supposons, tout d’abord, que σ ∈ Σf ou que σ ∈ Σ∞ et que le corps K n’est
ni Q, ni un corps quadratique imaginaire. D’apre`s le lemme 3.1.7, il existe alors
un e´le´ment f de A qui ve´rifie les conditions suivantes :
i) |f |σ < 1 ;
ii) ∀σ′ 6= σ, |f |σ′ ≥ 1.
Nous avons alors {
b ∈ M (A)
∣∣ |f(b)| ≥ |f |εσ} = L.
Le compact L est rationnel.
Supposons, a` pre´sent, que le corps K est soit Q, soit un corps quadratique
imaginaire et que σ = σ∞. D’apre`s le lemme 3.1.8, il existe alors un e´le´ment f
de A qui ve´rifie les conditions suivantes :
i) |f |σ∞ > 1 ;
ii) ∀σ′ 6= σ, |f |σ′ ≤ 1.
Nous avons alors {
b ∈ M (A)
∣∣ |f(b)| ≤ |f |εσ∞} = L.
De nouveau, le compact L est donc rationnel.
Conside´rons, a` pre´sent, le compact
M = [aεσ, a
l(σ)
σ ].
En utilisant la meˆme fonction f que pre´ce´demment, nous pouvons e´crire, dans
le premier cas, {
b ∈ M (A)
∣∣ |f(b)| ≤ |f |εσ} =M,
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et, dans le second, {
b ∈ M (A)
∣∣ |f(b)| ≥ |f |εσ∞} =M.
Le compact M est donc rationnel.
Puisque toutes les parties compactes et connexes deM (A) s’obtiennent comme
intersection de compacts de l’un des deux types pre´ce´dents, la premie`re partie du
re´sultat est de´montre´e. Nous de´duisons la seconde partie du the´ore`me 1.2.11.
3.1.2.2. Parties ouvertes
Pour de´terminer les sections globales sur les ouverts de la base, il suffit a`
pre´sent de recoller les comple´te´s pre´ce´dents. Introduisons tout d’abord une no-
tation.
De´finition 3.1.17. — Pour tout sous-ensemble Σ0 de Σ, nous posons
A
[
1
Σ0
]
=
{ a
b
∈ K
∣∣∣ a ∈ A, b ∈ A∗, ∃m ∈ Σf ∩ Σ0, b ∈ m} .
Remarque 3.1.18. — Supposons que l’ensemble Σ0 pre´ce´dent est fini. Le lo-
calise´ A[1/Σ0] posse`de alors une expression plus simple. Nous pouvons alors,
en effet, conside´rer le diviseur
∑
m∈Σf∩Σ0
(m) sur Spec(A). Puisque le groupe de
Picard de Spec(A) est fini, ce diviseur est de torsion. Il existe donc n ∈ N∗ et
f ∈ A tels que
n
∑
m∈Σf∩Σ0
(m) = (f).
Nous avons donc
A
[
1
Σ0
]
= A
[
1
f
]
.
Soit U un ouvert connexe et non vide de M (A). Comme pre´ce´demment, nous
allons distinguer plusieurs cas.
1. Il existe σ ∈ Σ∞ tel que U soit contenu dans la branche σ-adique de M (A).
Alors, il existe u, v ∈ [0, 1], avec u < v, tels que
U = ]auσ, a
v
σ [ ou ]a
u
σ, aσ].
Dans les deux cas, nous avons O(U) = Kˆσ.
2. Il existe m ∈ Σf tel que U soit contenu dans la branche m-adique de M (A).
(a) L’ouvert U e´vite le point extreˆme a˜m.
Alors, il existe u, v ∈ [0,+∞], avec u < v, tels que
U = ]au
m
, av
m
[.
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3 p
5
O = Z
ˆ
1
6
˜
O = R
O = Z3
O = Q2
2
Fig. 2. Anneaux de sections globales.
Comme pre´ce´demment, nous avons O(U) = Kˆm.
(b) L’ouvert U contient le point extreˆme a˜m.
Alors, il existe u ∈ [0,+∞[ tel que
U = ]au
m
, a˜m].
Dans ce cas, nous avons O(U) = Aˆm.
3. L’ouvert U n’est contenu dans aucune branche de M (A).
Dans ce cas, c’est un voisinage du point central a0 et il posse`de une
e´criture de la forme
U = M (A) \

 ⋃
σ∈Σ0
[auiσi , a
l(σi)
σi ]


=

 ⋃
σ∈Σ0
[a0, a
ui
σi [

 ∪

 ⋃
σ/∈Σ0
M (A)σ

 ,
ou` Σ0 est un sous-ensemble fini de Σ et, pour tout e´le´ment σ de Σ0, uσ est
un e´le´ment de ]0, l(σ)]. Nous avons alors
O(U) = A
[
1
Σ0
]
.
Nous pouvons, a` pre´sent, de´crire les anneaux locaux en les points de la base.
Soit b un point de M (A). Nous allons, de nouveau, distinguer plusieurs cas.
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1. Il existe σ ∈ Σ tel que le point b est un point interne de la branche σ-adique.
Dans ce cas, nous avons
Ob ≃ Kˆσ.
2. Il existe m ∈ Σf tel que le point b est le point extreˆme a˜m.
Dans ce cas, nous avons
Oa˜m ≃ Aˆm.
3. Le point b est le point central a0 de M (A).
Nous avons alors
Oa0 ≃ K.
Remarque 3.1.19. — La topologie de l’espace M (A) laisse penser que c’est,
en quelque sorte, un espace ade´lique. La connaissance du faisceau structural
permet de pre´ciser cette ide´e. Conside´rons le morphisme d’inclusion
j : M (A) \ {a0} → M (A).
Le germe (j∗O)a0 est isomorphe a` l’anneau des ade`les.
Graˆce aux descriptions explicites que nous avons obtenues, il est de´sormais
facile de montrer que les anneaux locaux de l’espace M (A) qui sont des anneaux
de valuation discre`te – ce sont exactement les anneaux locaux en les points
extreˆmes – satisfont la condition (U), au sens de la de´finition 2.2.9.
Lemme 3.1.20. — Soit m ∈ Σf . L’anneau de valuation discre`te Oa˜m satisfait
la condition (U).
De´monstration. — Conside´rons l’uniformisante πm de l’anneau de valuation
discre`te Oa˜m = Aˆm. Elle est de´finie sur l’ouvert V = ]a0, a˜m]. L’ensemble
W = {[aε
m
, a˜m], ε > 0}
est un syste`me fondamental de voisinages compacts du point b dans V .
Soit ε > 0. Posons W = [aε
m
, a˜m]. Les descriptions pre´ce´dentes montrent que
nous avons
B(W ) = Aˆm
et
∀f ∈ Aˆm, ‖f‖W = |f |
ε
m
.
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Soit f un e´le´ment de B(W ) tel que f(a˜m) = 0. Cela signifie que f est divisible
par πm dans Oa˜m , c’est-a`-dire dans Aˆm, et donc dans B(W ). Il existe donc un
e´le´ment g de Aˆm tel que f = πm g. En outre, nous avons
‖f‖W = |f |
ε
m
= |πm|
ε
m
|g|ε
m
= |πm|
ε
m
‖g‖W .
Par conse´quent, l’uniformisante πm ve´rifie la condition UW . On en de´duit le
re´sultat attendu.
Les re´sultats qui pre´ce`dent permettent e´galement de de´crire explicitement les
anneaux de fonctions de´finies au voisinages des parties compactes de M (A).
Nous obtenons en particulier le re´sultat suivant.
Proposition 3.1.21. — Soit V une partie compacte et connexe de l’espace M (A)
qui n’est pas re´duite a` un point extreˆme. Alors le morphisme naturel
K (V )→ O(V )
se prolonge en un isomorphisme
B(V )
∼
−→ O(V ).
En particulier, pour tout point b de l’espace M (A) qui n’est pas extreˆme, le
morphisme naturel
Ob → H (b)
est un isomorphisme.
De la description explicite des anneaux locaux de´coule un autre fait impor-
tant, qui permet de ramener l’e´tude de n’importe quel point rationnel d’une
fibre d’un espace analytique affine au-dessus de A a` celle du point 0 de cette
meˆme fibre.
Lemme 3.1.22. — Soit b un point de l’espace M (A). Le morphisme naturel
Ob → H (b)
est surjectif.
Soient n un entier, An,anA l’espace analytique de dimension n au-dessus de A et
π : An,anA → M (A) le morphisme naturel de projection. Soit x un point rationnel
de la fibre π−1(b). Il existe un voisinage ouvert U du point b dans M (A) et un
automorphisme ϕ de π−1(U) qui fait commuter le diagramme
π−1(U)
ϕ
∼
//
π
##F
FF
FF
FF
FF
π−1(U)
π
{{xx
xx
xx
xx
x
U
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et envoie le point x de la fibre π−1(b) sur le point 0 de cette meˆme fibre.
De´monstration. — La premie`re partie du re´sultat provient de la description
explicite des anneaux locaux et des corps re´siduels comple´te´s.
Passons a` la deuxie`me partie. Il existe des e´le´ments α1, . . . , αn de H (b) tels
que le point x de la fibre π−1(b) soit de´fini par les e´quations
(T1 − α1)(b) = · · · = (Tn − αn)(b) = 0.
D’apre`s la premie`re partie, pour tout e´le´ment i de [[1, n]], il existe un e´le´ment βi
de Ob dont l’image dans le corps re´siduel comple´te´ H (b) est e´gal a` αi. Choi-
sissons un voisinage ouvert U du point b dans M (A) sur lequel les fonctions
β1, . . . , βn sont de´finies. Nous pouvons alors choisir comme automorphisme la
translation de vecteur (β1, . . . , βn) au-dessus de π
−1(U).
3.1.2.3. Bord de Shilov
Commencer par rappeler la notion de bord de Shilov et celles qui lui sont
lie´es.
De´finition 3.1.23. — Soit (A , ‖.‖) un anneau de Banach. Nous dirons qu’une
partie ferme´e Γ de M (A , ‖.‖) est un bord analytique de l’anneau norme´
(A , ‖.‖) si elle ve´rifie la condition suivante :
∀f ∈ A , ‖f‖M (A ,‖.‖) = ‖f‖Γ.
Nous appellerons bord de Shilov de l’anneau de Banach (A , ‖.‖) le plus petit
bord, pour la relation d’inclusion, de l’anneau de Banach (A , ‖.‖), s’il existe.
Soient n un nombre entier positif et V une partie compacte et spectralement
convexe de l’espace analytique An,an
A
. Par de´finition ( cf. 1.2.12), le morphisme
naturel
M (B(V ))→ An,an
A
induit un home´omorphisme entre les espaces M (B(V )) et V . Nous appellerons
bord analytique (respectivement bord de Shilov) du compact V l’image
par cet home´omorphisme d’un bord analytique (respectivement du bord de Shilov,
s’il existe) de l’anneau de Banach (B(V ), ‖.‖V ).
Remarque 3.1.24. — Le lemme de Zorn assure que tout anneau de Banach
posse`de un bord analytique minimal.
Signalons qu’A. Escassut et N. Ma¨ınetti ont prouve´ l’existence du bord de
Shilov dans de nombreux cas (cf. [10], the´ore`me C).
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The´ore`me 3.1.25 (Escassut, Ma¨ınetti). — Soit (k, |.|) un corps value´ et
complet dont la valuation n’est pas triviale. Soit A une k-alge`bre de Banach
munie d’une norme d’alge`bre ‖.‖ qui induit la valeur absolue |.| sur k. Alors
l’alge`bre (A , ‖.‖) posse`de un bord de Shilov.
Inte´ressons-nous, a` pre´sent, au bord de Shilov des parties compactes et con-
nexes de l’espace M (A). Cela a un sens puisque ces parties sont pro-rationnelles
(cf. proposition 3.1.16) et donc spectralement convexes (cf. the´ore`me 1.2.11). En
reprenant les re´sultats des paragraphes 3.1.2.1 et 3.1.2.2, l’on montre simplement
que les parties compactes et connexes de M (A) posse`dent un bord de Shilov.
Nous pouvons en donner une description explicite.
1. Pour tout e´le´ment m de Σf et tous e´le´ments u et v de R+ ve´rifiant
l’ine´galite´ u ≤ v, la partie compacte [au
m
, av
m
] posse`de un bord de Shilov
e´gal a` l’ensemble {au
m
, av
m
}.
2. Pour tout e´le´ment m de Σf et tout e´le´ment u de R+, la partie compacte
[au
m
, a˜m] posse`de un bord de Shilov e´gal au singleton {a
u
m
}.
3. Pour tout e´le´ment m de Σf , la partie compacte {a˜m} posse`de un bord de
Shilov e´gal au singleton {a˜m}.
4. Pour tout e´le´ment σ de Σ∞ et tous e´le´ments u et v de [0, 1] ve´rifiant
l’ine´galite´ u ≤ v, la partie compacte [au
m
, av
m
] posse`de un bord de Shilov
e´gal a` l’ensemble {au
m
, av
m
}.
5. Lorsque la partie compacte et connexe n’est pas contenue dans une branche,
le re´sultat est plus difficile a` e´tablir. Les lemmes 3.1.7 et 3.1.8 permettent
cependant d’y parvenir rapidement. Soit L une partie compacte et connexe
deB qui n’est pas contenue dans une branche. Alors, il existe un e´le´ment (vσ)σ∈Σ
de
∏
σ∈Σ[0, l(σ)] tel que l’on ait l’e´galite´
L =
⋃
σ∈Σ
[a0, a
vσ
σ ].
Posons
Σ0 = {σ ∈ Σf | 0 < vσ < +∞}.
Alors, la partie compacte L de B posse`de un bord de Shilov e´gal a` l’en-
semble ⋃
σ∈Σ0
{avσσ } ∪
⋃
σ∈Σ∞
{avσσ }.
Ces descriptions explicites permettent d’obtenir le re´sultat suivant.
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Proposition 3.1.26. — Soit V une partie compacte et connexe de l’espace B.
Cette partie posse`de un bord de Shilov ΓV . C’est un ensemble fini.
En outre, pour tout point γ de ΓV , il existe un e´le´ment f de K (V ) ve´rifiant
la proprie´te´ suivante :
|f(γ)| = ‖f‖V et ∀b ∈ V \ {γ}, |f(b)| < ‖f‖V .
Si la partie compacte et connexe V n’est pas re´duite a` un point extreˆme, alors,
en tout point γ de ΓV , l’anneau local Oγ est un corps.
Introduisons une nouvelle de´finition.
De´finition 3.1.27. — Soient (A , ‖.‖) un anneau de Banach et n un nombre
entier positif. Posons X = An,an(A ,‖.‖) et notons OX le faisceau structural sur cet
espace. Nous dirons qu’une partie S de l’espace analytique X est alge´briquement
triviale si, pour tout point x de S, l’anneau local OX,x est un corps.
Corollaire 3.1.28. — Tout point de l’espace M (A) posse`de un syste`me fonda-
mental de voisinages compacts et connexes dont le bord de Shilov est une partie
finie et alge´briquement triviale.
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3.2. Faisceau structural sur l’espace affine
Dans la suite de ce chapitre, nous fixons un entier positif n. Nous posons
B = M (A) et X = An,anA .
Les faisceaux structuraux sur ces espaces seront respectivement note´s OB et OX .
Lorsqu’aucune confusion ne peut en de´couler, nous les noterons simplement O.
Nous noterons encore
π : X → B
le morphisme de projection induit par le morphisme naturel A→ A[T1, . . . , Tn].
Pour toute partie V de B, nous posons
XV = π
−1(V )
et, pour tout point b de B,
Xb = π
−1(b).
Introduisons encore quelques e´le´ments de terminologie pour l’espace affine de
dimension n au-dessus de M (A), dans la ligne´e de la de´finition 3.1.5.
De´finition 3.2.1. — Pour σ ∈ Σ, nous appellerons partie σ-adique de X
(respectivement partie σ-adique ouverte de X, partie σ-adique semi-ou-
verte de X), et noterons Xσ (respectivement X
′
σ, X
′′
σ), l’image re´ciproque par la
projection π de la branche σ-adique (respectivement branche σ-adique ouverte,
branche σ-adique semi-ouverte) de M (A).
Nous appellerons fibre centrale de X, et noterons X0, la fibre de π au-
dessus du point central de M (A). Nous appellerons fibre extreˆme de X toute
fibre de π au-dessus d’un point extreˆme de M (A). Pour m ∈ Σf , nous noterons
X˜m = π
−1(a˜m). Finalement, nous appellerons fibre interne de X toute fibre
de π au-dessus d’un point interne de M (A). Nous appellerons point interne
de X tout point d’une telle fibre.
3.2.1. Anneaux locaux
Au the´ore`me 2.4.8, nous avons de´crit les anneaux locaux en les points de´ploye´s
en fonction d’anneaux de sections sur la base. Graˆce aux re´sultats e´tablis a` la
section pre´ce´dente, nous pouvons pre´ciser cette description dans le cas ou` la base
est le spectre d’un anneau d’entiers de corps de nombres. Soit b un point de B.
Soient α1, . . . , αn des e´le´ments de OB,b. Soient I une partie de [[1, n]] et (ri)i∈I
une famille de R∗+ dont l’image dans l’espace vectoriel Q⊗Z (R
∗
+/|H (b)
∗|) est
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libre. Notons J = [[1, n]] \ I et, pour i ∈ J , posons ri = 0. Notons x l’unique
point de la fibre Xb qui ve´rifie
∀i ∈ [[1, n]], |(Ti − αi)(x)| = ri.
Notons
S = {(s1, . . . , sn) ∈ R
n
+, | ∀i ∈ I, si ∈ ]0, ri[, ∀i ∈ J, si = 0}
et
T = {(t1, . . . , tn) ∈ R
n
+, | ∀i ∈ I, ti > ri, ∀i ∈ J, ti > 0}.
Proposition 3.2.2. — Supposons que le point b est un point interne de l’es-
pace B. Il existe un e´le´ment σ de Σ et un nombre re´el ε > 0 tels que b = aεσ.
Notons Li l’anneau compose´ des se´ries a` coefficients dans Kˆσ de la forme∑
k∈Zn
ak (T −α)
k
qui ve´rifient la condition suivante : il existe des e´le´ments s de S et t de T tels
que la famille (
|ak|
ε
σmax(s
k, tk)
)
k∈Zn
est sommable. Une telle famille ve´rifie en particulier la condition suivante : pour
tout e´le´ment i de J et tout e´le´ment k de Zn ve´rifiant ki < 0, nous avons ak = 0.
Le morphisme naturel A[T ]→ OX,x induit un isomorphisme
Li
∼
−→ OX,x.
De´monstration. — Nous supposerons que le nombre re´el ε appartient a` l’inter-
valle ]0, l(σ)[. Le cas ou` ε = l(σ), et donc σ ∈ Σ∞, ne pre´sente pas de difficulte´
supple´mentaire et nous ne le traiterons pas.
La famille
V = (Vα,β = [a
α
σ , a
β
σ ])0<α<ε<β<l(σ)
est un syste`me fondamental de voisinages du point aεσ dans B. En outre, quel
que soient les nombres re´els α et β ve´rifiant 0 < α < ε < β < l(σ), nous avons
(B(Vα,β), ‖.‖Vα,β ) =
(
Kˆσ,max(|.|
α
σ , |.|
β
σ)
)
.
D’apre`s le the´ore`me 2.4.8, le morphisme A [T ]→ OX,x induit un isomorphisme
lim
−→
V,s,t
B(V )〈s ≤ |T −α| ≤ t〉
∼
−→ OX,x,
ou` V parcourt la famille V , s l’ensemble S et t l’ensemble T . Soient α, β ∈ R
ve´rifiant 0 < α < ε < β < l(σ), s ∈ S et t ∈ T . Soit f un e´le´ment de l’anneau
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B(Vα,β)〈s ≤ |T −α| ≤ t〉. Il existe alors une famille (ak)k∈Zn d’e´le´ments de Kˆσ
telle que
la famille
(
max(|ak|
α
σ , |ak|
β
σ)max(s
k, tk)
)
k∈Zn
est sommable
et telle que l’on ait l’e´galite´
f =
∑
k∈Zn
akT
k.
Pour conclure, il reste a` constater que l’ensemble des familles (ak)k∈Zn d’e´le´ments
de Kˆσ pour lesquelles il existe des e´le´ments s de S et t de T tels que
la famille
(
max(|ak|
α
σ , |ak|
β
σ)max(s
k, tk)
)
k∈Zn
est sommable
est identique a` l’ensemble des familles (ak)k∈Zn d’e´le´ments de Kˆσ pour lesquelles
il existe des e´le´ments s de S et t de T tels que
la famille
(
|ak|
ε
σmax(s
k, tk)
)
k∈Zn
est sommable.
Remarque 3.2.3. — Supposons que le point b est un point interne de l’es-
pace B. La description explicite que nous venons d’obtenir montre que le mor-
phisme naturel
OX,x → OXb,x
est un isomorphisme. Ce re´sultat vaut, en fait, pour tous les points des fibres
internes, ainsi que nous le de´montrerons plus tard (cf. proposition 3.4.6).
Proposition 3.2.4. — Supposons que le point b est un point extreˆme de l’es-
pace B. Il existe un e´le´ment m de Σf tel que b = a˜m. Notons Le l’anneau compose´
des se´ries a` coefficients dans Aˆm de la forme∑
k∈Zn
ak (T −α)
k
qui ve´rifient la condition suivante : il existe des e´le´ments ε de R∗+, s de S et t
de T tels que la famille (
|ak|
ε
m
max(sk, tk)
)
k∈Zn
est sommable. Une telle famille ve´rifie en particulier la condition suivante : pour
tout e´le´ment i de J et tout e´le´ment k de Zn ve´rifiant ki < 0, nous avons ak = 0.
Le morphisme naturel A[T ]→ OX,x induit un isomorphisme
Le
∼
−→ OX,x.
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De´monstration. — La famille
V = (Vε = [a
ε
m
, a˜m])ε>0
est un syste`me fondamental de voisinages du point a˜m dans B. En outre, pour
tout e´le´ment ε de R∗+, nous avons
(B(Vε), ‖.‖Vε ) =
(
Aˆm, |.|
ε
m
)
.
D’apre`s le the´ore`me 2.4.8, le morphisme A [T ]→ OX,x induit un isomorphisme
lim−→
V,s,t
B(V )〈s ≤ |T −α| ≤ t〉
∼
−→ OX,x,
ou` V parcourt la famille V , s l’ensemble S et t l’ensemble T . On en de´duit le
re´sultat annonce´.
Corollaire 3.2.5. — Supposons qu’il existe un e´le´ment m de Σf tel que le
point b = a˜m et que I = ∅. Le point x est alors un point rationnel de la fibre
extreˆme X˜m. Le morphisme naturel A[T ]→ OX,x induit un isomorphisme
Aˆm[[T −α]]
∼
−→ OX,x.
De´monstration. — Reprenons les notations de la proposition pre´ce´dente. Nous
souhaitons montrer que l’anneau Le n’est autre que l’anneau Aˆm[[T −α]]. Tout
d’abord, puisque I est vide, nous disposons de l’inclusion
Le ⊂ Aˆm[[T −α]].
Re´ciproquement, soit
f =
∑
k∈Zn
ak (T −α)
k
un e´le´ment de Aˆm[[T−α]]. Soient ε > 0 et t1, . . . , tn ∈ ]0, 1[. Le n-uplet (t1, . . . , tn)
appartient a` T . Puisque I est vide, l’ensemble S est re´duit au n-uplet nul. Re-
marquons finalement que, pour tout e´le´ment k de Nn, nous avons |ak|
ε
m
≤ 1.
On en de´duit que la famille(
|ak|
ε
m
max(sk, tk)
)
k∈Zn
=
(
|ak|
ε
m
tk
)
k∈Zn
est sommable et donc que l’e´le´ment f appartient a` Le.
Dans le cas de la droite, nous pouvons simplifier la description. Pour traiter
ce cas, nous supposerons que n = 1 et supprimerons les indices des notations.
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Corollaire 3.2.6. — Supposons que n = 1, que r < 1 et que le point b est
un point extreˆme de l’espace B. Il existe un e´le´ment m de Σf tel que b = a˜m.
Notons L
(1)
e l’anneau compose´ des se´ries a` coefficients dans Aˆm de la forme∑
k∈Z
ak (T − α)
k
telles que le rayon de convergence de la se´rie∑
k<0
ak U
k
soit strictement supe´rieur a` 1. C’est un anneau de valuation discre`te d’ide´al
maximal (πm) et de corps re´siduel k˜m((T )). Le morphisme naturel A[T ]→ OX,x
induit des isomorphismes
L(1)e
∼
−→ OX,x
et
k˜m((T ))
∼
−→ κ(x)
∼
−→ H (x).
De´monstration. — Commenc¸ons par nous inte´resser a` l’anneau local OX,x. Nous
savons qu’il est isomorphe a` l’anneau compose´ des se´ries a` coefficients dans Aˆm
de la forme ∑
k∈Z
ak (T − α)
k
qui ve´rifient la condition suivante : il existe des e´le´ments ε de R∗+, s de ]0, r[ et t
de ]r,+∞[ tels que la famille(
|ak|
ε
m
max(sk, tk)
)
k∈Z
soit sommable. Cette condition est e´quivalente a` la conjonction des deux condi-
tions suivantes :
a) il existe ε > 0 et t > r tel que la famille (|ak|
ε
m
tk)k≥0 est sommable ;
b) il existe ε > 0 et s ∈ ]0, r[ tel que la famille (|ak|
ε
m
sk)k<0 est sommable.
La condition a) est toujours satisfaite. En effet, la suite (|ak|m)k≥0 est borne´e. Le
rayon de convergence de la se´rie
∑
k≥0 ak U
k est donc supe´rieur a` 1. On ve´rifie
ensuite sans peine que la condition b) est e´quivalente a` celle de l’e´nonce´ du
corollaire.
Pour de´montrer l’assertion finale, il suffit de remarquer que le corps κ(x) ≃
k˜m((T )) est complet pour la valuation T -adique et donc pour la valeur absolue
associe´e au point x. On en de´duit que le morphisme naturel
κ(x)→ H (x)
est un isomorphisme.
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Proposition 3.2.7. — Supposons que le point b est le point central a0 de l’es-
pace B. Notons Lc l’anneau compose´ des se´ries a` coefficients dans K de la forme∑
k∈Zn
ak (T −α)
k
qui ve´rifient les conditions suivantes :
i) il existe un sous-ensemble fini Σ0 de Σ contenant Σ∞ tel que, quel que soit k
dans Zn, l’e´le´ment ak appartient a` A[1/Σ0] ;
ii) quel que soit σ dans Σ0, il existe des e´le´ments ε de ]0, l(σ)[, s de S et t
de T tels que la famille(
|ak|
ε
σmax(s
k, tk)
)
k∈Zn
est sommable.
Une telle famille ve´rifie en particulier la condition suivante : pour tout e´le´ment i
de J et tout e´le´ment k de Zn ve´rifiant ki < 0, nous avons ak = 0. Pour i
dans [[1, n]], posons εi = 1, si ri > 1, et εi = −1, si ri < 1. La famille pre´ce´dente
ve´rifie e´galement la condition suivante : l’ensemble
{k ∈ Zn | ∀i ∈ [[1, n]], εiki > 0 et ak}
est fini.
Le morphisme naturel A[T ]→ OX,x induit un isomorphisme
Lc
∼
−→ OX,x.
De´monstration. — Soit Σ0 une partie finie de Σ qui contient Σ∞. Soit (εσ)σ∈Σ0
un e´le´ment de
∏
σ∈Σ0
]0, l(σ)[. Posons
M = B \
⋃
σ∈Σ0
]aεσσ , a
l(σ)
σ ].
C’est un voisinage compact du point a0 dansB et l’ensemble des parties construites
de cette manie`re est un syste`me fondamental du point a0 dans B.
Nous avons
B(M) = A
[
1
Σ0
]
et, pour tout e´le´ment f de B(M),
‖f‖M = max
σ∈Σ0
(|f |εσσ ).
Nous de´duisons alors le re´sultat attendu du the´ore`me 2.4.8.
A` l’aide de la formule du produit, l’on de´montre que tout e´le´ment non nul a
de B(M) satisfait l’ine´galite´ ‖a‖M ≥ 1. Le re´sultat concernant la forme des
se´ries en de´coule aussitoˆt.
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Dans le cas de la droite, nous pouvons simplifier la description. Pour traiter
ce cas, nous supposerons que n = 1 et supprimerons les indices des notations.
Nous adopterons les notations suivantes. Si f =
∑
k∈N ak T
k est une se´rie a`
coefficients dans K et σ un e´le´ment de Σ, nous noterons Rσ(f) le rayon de
convergence de la se´rie
∑
k∈N |ak|σ T
k.
Corollaire 3.2.8. — Supposons que n = 1 et que le point b est le point cen-
tral a0 de l’espace B. Notons E l’anneau compose´ des se´ries a` coefficients dans K
de la forme
f =
∑
k∈N
ak (T − α)
k
qui ve´rifient les conditions suivantes :
i) il existe un e´le´ment N de A∗ tel que, quel que soit k dans N, l’e´le´ment ak
appartient a` A[1/N ] ;
ii) quel que soit σ dans Σ, nous avons Rσ(f) > 0.
C’est un anneau de valuation discre`te d’ide´al maximal (T ) et de corps re´siduel K.
Si r = 0, le morphisme naturel A[T ]→ OX,x induit un isomorphisme
E
∼
−→ OX,x.
Si r ∈ ]0, 1[, le morphisme naturel A[T ]→ OX,x induit un isomorphisme
Frac(E) = E
[
1
T − α
]
∼
−→ OX,x.
L’anneau local OX,x est alors un corps hense´lien.
De´monstration. — Supposons, tout d’abord, que r = 0. Reprenons les notations
de la proposition pre´ce´dente. Soit f =
∑
k∈N ak (T − α)
k un e´le´ment de Lc. Il
existe un sous-ensemble fini Σ0 de Σ contenant Σ∞ tel que, quel que soit k
dans N, l’e´le´ment ak appartient a` A[1/Σ0]. En utilisant la finitude du groupe
des classes de l’anneau A, on montre qu’il existe un e´le´ment N de A∗ tel que
A
[
1
Σ0
]
= A
[
1
N
]
.
Soit σ dans Σ0. Il existe des e´le´ments ε de ]0, l(σ)[ et t de T tels que la se´rie∑
k∈N
|ak|
ε
σ t
k
converge. On en de´duit que Rσ(f) ≥ t
1/ε > 0.
Soit σ ∈ Σ \ Σ0. Pour tout e´le´ment k de N, nous avons |ak|σ ≤ 1. On en
de´duit que Rσ(f) ≥ 1 > 0. Par conse´quent, l’e´le´ment f appartient a` E.
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Re´ciproquement, soit f =
∑
k∈N ak (T − α)
k un e´le´ment de E. Il existe un
e´le´ment N de A∗ tel que la se´rie f appartienne a` A[1/N ][[T ]]. Posons
Σ0 = {m ∈ Σf |N ∈ m} ∪ Σ∞.
C’est une partie finie de Σ qui ve´rifie
A
[
1
Σ0
]
= A
[
1
N
]
.
Choisissons un e´le´ment t > 0 qui satisfait la condition suivante :
∀σ ∈ Σ0, t < Rσ(f).
Alors, pour tout e´le´ment σ de Σ0, la famille
(|ak|σ t
k)k∈N
est sommable. On en de´duit que l’e´le´ment f appartient a` Lc.
Le cas ou` le nombre re´el r appartient a` l’intervalle ]0, 1[ se traite de la meˆme
manie`re. Remarquons que la proposition pre´ce´dente assure de´ja` que n’inter-
viennent dans le de´veloppement en se´rie d’un e´le´ment de Lc qu’un nombre fini
de termes non nuls d’indice ne´gatif. Montrons, a` pre´sent, que le corps Frac(E) est
hense´lien. D’apre`s [1], lemme 2.3.2 (1), il suffit de montrer que l’anneau local E
est hense´lien. La proposition 2.5.1 assure que tel est bien le cas.
Remarque 3.2.9. — Soient N un e´le´ment de A∗ et f =
∑
k∈N ak (T −α)
k une
se´rie a` coefficients dans A[1/N ]. Posons
Σ0 = {m ∈ Σf |N ∈ m} ∪ Σ∞.
C’est une partie finie de Σ. Pour tout e´le´ment m de Σ \ Σ0, la se´rie f est
a` coefficients dans Aˆm et nous avons donc Rm(f) ≥ 1. Par conse´quent, pour
assurer que la se´rie f appartient a` l’anneau E, il suffit de tester un nombre fini
de conditions.
Donnons, a` pre´sent, un exemple d’application de ces descriptions explicites.
Nous nous plac¸erons de nouveau dans le cadre de la droite et conside´rerons le
point x de´fini comme e´tant le point 0 de la fibre centrale. Reprenons les notations
du corollaire pre´ce´dent. Nous identifierons l’anneau local OX,x avec l’anneau E.
Nous noterons F son corps des fractions. Nous avons de´montre´ que c’est un
corps hense´lien. Observons que cette proprie´te´ permet de retrouver le the´ore`me
d’Eisenstein.
(1)V. Berkovich e´nonce, en fait, ce re´sultat pour des corps suppose´s « quasi-complete ». La
de´finition 2.3.1 montre que cette notion co¨ıncide avec celle de corps hense´lien.
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The´ore`me 3.2.10 (Eisenstein). — Tout e´le´ment de K[[T ]] entier sur K[T ]
appartient a` E.
De´monstration. — Soit f un e´le´ment de K[[T ]] entier sur K[T ]. Il est encore
entier sur l’anneau local E. Par conse´quent, il existe un polynoˆme P ∈ E[U ]
unitaire qui annule f . Puisque l’anneau local E est factoriel, l’anneau E[U ] l’est
e´galement. Il existe donc un entier r, des polynoˆmes P1, . . . , Pr a` coefficients
dans E, irre´ductibles et unitaires et des entiers n1, . . . , nr tels que l’on ait l’e´galite´
P =
r∏
i=1
Pnii dans E[U ].
Soit i ∈ [[1, r]]. Puisque la caracte´ristique du corps F est nulle, le polynoˆme Pi
est se´parable. D’apre`s [2], proposition 2.4.1, la cate´gorie des extensions se´parables
finies du corps F est e´quivalente a` celle des extensions se´parables finies de son
comple´te´ Fˆ . On en de´duit que le polynoˆme Pi est encore irre´ductible dans Fˆ [U ].
Remarquons, a` pre´sent, que le corps Fˆ n’est autre que le corps des se´ries de
Laurent K((T )). L’e´criture
P =
r∏
i=1
Pnii
est encore la de´composition du polynoˆme P en produits de facteurs irre´ductibles
et unitaires dans K[[T ]][U ]. Par conse´quent, il existe i ∈ [[1, r]] tel que Pi = U−f .
On en de´duit que la se´rie f est un e´le´ment de E.
3.2.2. Anneaux de sections globales
Dans cette partie, nous voulons de´crire les anneaux de sections globales de cer-
taines parties de l’espace affine X. Plus pre´cise´ment, nous allons nous inte´resser
aux disques et couronnes compacts au-dessus de parties compactes et connexes
de l’espace B.
Introduisons quelques notations. Pour une partie V de B et des n-uplets
s = (s1, . . . , sn) et t = (t1, . . . , tn) dans R
n
+, nous posons
D˚V (t) = {x ∈ X |π(x) ∈ V, ∀i ∈ [[1, n]], |Ti(x)| < ti},
DV (t) = {x ∈ X |π(x) ∈ V, ∀i ∈ [[1, n]], |Ti(x)| ≤ ti},
C˚V (s, t) = {x ∈ X |π(x) ∈ V, ∀i ∈ [[1, n]], si < |Ti(x)| < ti}
et
CV (s, t) = {x ∈ X |π(x) ∈ V, ∀i ∈ [[1, n]], si ≤ |Ti(x)| ≤ ti}.
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Toutes ces parties sont compactes, en vertu de la proposition 1.1.11.
De´finition 3.2.11. — Nous appellerons disque relatif de X toute partie de
la forme D˚V (t) ou DV (t), ou` V de´signe une partie de B et t un e´le´ment de R
n
+.
Nous appellerons couronne relative de X toute partie de la forme C˚V (s, t)
ou CV (s, t), ou` V de´signe une partie de B et s et t deux e´le´ments de R
n
+.
Rappelons que, d’apre`s la de´finition 1.1.29 et les remarques qui la suivent,
si K est une partie compacte de X, la notation O(K) de´signe l’anneau des
fonctions qui sont de´finies au voisinage de K. En particulier, si (k, |.|) est un
corps ultrame´trique complet et D le disque unite´ de An,ank , l’alge`bre O(D) n’est
pas l’alge`bre affino¨ıde k{T }, mais l’alge`bre des se´ries surconvergentes, constitue´e
de l’ensemble des se´ries de k[[T ]] dont le rayon de convergence est strictement
supe´rieur a` 1.
Commenc¸ons par e´noncer un re´sultat topologique. C’est un cas particulier du
lemme 2.4.1.
Lemme 3.2.12. — Soient V une partie compacte de B et t un e´le´ment de Rn+.
Tout voisinage du disque DV (t) contient un disque de la forme DV (t
′), ou` t′ est
un e´le´ment de Rn+ qui ve´rifie l’ine´galite´ t
′ > t.
Soit s un e´le´ment de Rn+ tel que s ≤ t. Tout voisinage de la couronne CV (s, t)
contient une couronne de la forme CV (s
′, t′), ou` s′ et t′ sont deux e´le´ments
de Rn+ qui ve´rifient les ine´galite´s s
′ ≺ s et t′ > t.
Consacrons-nous, a` pre´sent, a` l’e´tude des fonctions de´finies au voisinage de
disques compacts. Nous commenc¸ons par montrer que ces fonctions admettent
un de´veloppement en se´rie.
Proposition 3.2.13. — Soit V une partie compacte de B. Soit t ∈ Rn+. Alors
le morphisme naturel
O(V )[T ]→ O(V )[[T ]]
se prolonge en un morphisme injectif
ϕV,t : O
(
DV (t)
)
→֒ O(V )[[T ]].
De´monstration. — Soit f ∈ O
(
DV (t)
)
. D’apre`s le lemme 3.2.12, il existe un
polyrayon r > t telle que la fonction f soit de´finie sur D˚V (r).
Soit b un point de V . La fonction f est de´finie au voisinage du point 0 de
la fibre Xb. D’apre`s le the´ore`me 2.4.8, il existe un voisinage compact V
b du
point b dans B et un nombre re´el rb > 0 tels qu’au voisinage de la partie
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compacte DV b(rb) de X, la fonction f posse`de une expression de la forme
f =
∑
k∈Nn
akT
k,
ou`, quel que soit k ∈Nn, ak ∈ B(V
b).
En identifiant localement les diffe´rents de´veloppements en se´rie, on montre
que, quel que soit k ∈ Nn, l’e´le´ment ak appartient a` O(V ). Nous avons donc
construit un morphisme
ϕV,t : O
(
DV (t)
)
→ O(V )[[T ]]
qui co¨ıncide avec le morphisme naturel O(V )[T ]→ O(V )[[T ]] sur O(V )[T ].
Montrons que le morphisme ϕV,t est injectif. Supposons que deux fonctions f
et g de O
(
DV (t)
)
aient la meˆme image. Soit b ∈ V . Notons x le point 0 de la
fibre Xb. Les fonctions f et g ont meˆme de´veloppement dans Lb ≃ OX,x. On en
de´duit que les fonctions f et g co¨ıncident sur un voisinage de x dans la fibre
Xb. Puisque cette fibre est un espace irre´ductible, les fonctions f et g co¨ıncident
ne´cessairement sur toute la fibre. On en de´duit finalement que f = g.
Afin de de´crire explicitement l’image du morphisme pre´ce´dent, introduisons
une notation. Pour toute partie compacte V de B et tout e´le´ment t de Rn+, nous
noterons
O(V )〈|T | ≤ t〉†
l’anneau des se´ries a` coefficients dans O(V ) de la forme∑
k∈Nn
akT
k
qui ve´rifient la condition suivante :
∃r > t, lim
k→+∞
‖ak‖V r
k = 0.
Proposition 3.2.14. — Soit V une partie compacte de B. Soit t ∈ Rn+. L’image
du morphisme ϕV,t est contenue dans O(V )〈|T | ≤ t〉
†.
De´monstration. — Soit f ∈ O(DV (t)). D’apre`s le lemme 3.2.12, il existe un
polyrayon v > t telle que la fonction f soit de´finie sur D˚V (v). La proposition
pre´ce´dente nous montre que la fonction f posse`de un de´veloppement en se´rie de
la forme
f =
∑
k∈Nn
akT
k ∈ O(V )[[T ]].
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Soit b ∈ V . Puisque le groupe |H (b)∗| est discret dans R∗+, il existe une
famille u = (u1, . . . , un) de R
∗
+ qui ve´rifie t < u < v et dont l’image est libre
dans le Q-espace vectoriel Q×Z
(
R∗+/|H (b)
∗|
)
. Notons x l’unique point de la
fibre Xb qui ve´rifie
∀i ∈ [[1, n]], |Ti(x)| = ui.
La description de l’anneau local au point x obtenue au the´ore`me 2.4.8 nous
assure qu’il existe un voisinage V b de b dans B et rb > v > t tels que
lim
k→+∞
‖ak‖V b r
k
b = 0.
Par compacite´, nous pouvons recouvrir la partie V par un nombre fini de com-
pacts V b1 , . . . , V bp , avec p ∈N et b1, . . . , bp ∈ V . On en de´duit qu’il existe r > t
tel que
lim
k→+∞
‖ak‖V r
k = 0.
Remarque 3.2.15. — Ce re´sultat cache un principe du prolongement analy-
tique. Nous n’insisterons pas ici sur ce point, mais consacrerons la section 3.6 a`
ce propos.
Inte´ressons-nous, a` pre´sent, a` la re´ciproque de ce re´sultat. Nous n’allons
conside´rer que certaines parties compactes de la base.
The´ore`me 3.2.16. — Soit V une partie compacte et connexe de B. Supposons
que le point central de B n’appartienne pas au bord du compact V . Soit t ∈ Rn+.
Alors le morphisme
ϕV,t : O
(
DV (t)
)
→֒ O(V )[[T ]]
re´alise un isomorphisme sur l’anneau O(V )〈|T | ≤ t〉†.
De´monstration. — D’apre`s les propositions qui pre´ce`dent, il nous suffit de mon-
trer que toute se´rie de la forme donne´e appartient a` l’image de ϕV,t. Nous allons
distinguer plusieurs cas, en fonction du compact V .
Commenc¸ons par conside´rer un compact de la forme
V = [aσ,α, aσ,l(σ)],
avec σ ∈ Σ et α ∈ ]0, l(σ)[.
Soit r′ ∈ Rn+ tel que t < r
′ < r. Soit µ > 1 tel que t < (r′)µ < r. Soit k ∈ Nn.
Nous avons
lim
k→+∞
|ak|
α
σ (r
′)k = 0
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et l’on en de´duit que
lim
k→+∞
|ak|
αµ
σ
(
(r′)µ
)k
= 0.
Remarquons, a` pre´sent, que, quel que soit k ∈Nn, l’e´le´ment ak de O(V ) = Aˆσ
se prolonge a` l’ouvert U = ]aσ,αµ, aσ,l(σ)] et ve´rifie
‖ak‖U = |ak|
αµ
σ .
On en de´duit que la se´rie f de´finit un e´le´ment deO
(
D˚U (r
′)
)
et donc deO
(
DV (t)
)
.
Ce raisonnement met en e´vidence le fait que la difficulte´ du proble`me re´side
dans l’e´tude du comportement au bord du compact V . Remarquons que ce bord
ne peut contenir qu’un nombre fini de points. En effet, si le compact V ne
contient pas le point central de B, sa connexite´ lui impose d’eˆtre contenu dans
une branche de B. Il est donc de la forme
V = [auσ, a
v
σ],
avec σ ∈ Σ, u, v ∈ ]0, l(σ)] et u ≤ v. Son bord contient alors au plus deux
points. Si le compact V contient le point central a0 de B, alors, par hypothe`se,
il contient un voisinage de ce point et il n’existe donc qu’un nombre fini de
branches de B que V ne contient pas entie`rement. On en de´duit que le bord
du compact V n’est constitue´ que d’un nombre fini de points. En reprenant le
raisonnement pre´ce´dent en chaque point du bord du compact V , on obtient le
re´sultat annonce´.
Remarque 3.2.17. — E´nonce´e de la meˆme fac¸on, la proposition pre´ce´dente est
fausse si le point central de B se situe sur le bord du compact V . Conside´rons,
par exemple, la partie compacte constitue´e du seul point central de M (Z),
V = {a0}.
L’anneau O(V ) est alors l’anneau Q et la norme ‖.‖V est la norme triviale.
Plac¸ons-nous sur la droiteA1,anZ . Soit t ∈ [0, 1[. L’anneau O(V )〈|T | ≤ t〉
† n’est
autre que l’anneau Q[[T ]]. Conside´rons la se´rie
f =
∑
k∈N
k!T k.
Elle appartient bien a` l’anneau pre´ce´dent, mais ne peut se prolonger a` aucun
disque de centre 0 et de rayon strictement positif de la branche archime´dienne
de M (Z).
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De meˆme, pour tout nombre premier p, la se´rie
f =
∑
k∈N
q−k
2
T k ∈ Q[[T ]]
ne peut se prolonger a` aucun disque de centre 0 et de rayon strictement positif
de la branche p-adique de M (Z).
Le cas des couronnes se traite de fac¸on analogue a` celui des disques. Intro-
duisons de nouveau une notation. Soient V une partie compacte de B et s et t
deux e´le´ments de Rn+. Posons I = {i ∈ [[1, n]] | si > 0} et J = [[1, n]] \ I. Nous
noterons
O(V )〈s ≤ |T | ≤ t〉†
l’anneau constitue´ des se´ries a` coefficients dans O(V ) de la forme∑
k∈Zn
akT
k,
qui ve´rifient les trois conditions suivantes :
∀k ∈ Zn \
(∏
i∈I
R×
∏
i∈J
R+
)
, ak = 0,
∃r > t, lim
k→+∞
‖ak‖V r
k = 0
et
∃r ≺ s, lim
k→−∞
‖ak‖V r
k = 0.
En particulier, si s = 0, alors cet anneau est contenu dans O(V )[[T ]] et nous
avons l’e´galite´
O(V )〈0 ≤ |T | ≤ t〉† = O(V )〈|T | ≤ t〉†.
Proposition 3.2.18. — Soit V une partie compacte de B. Soient s et t deux
e´le´ments de Rn+ ve´rifiant l’ine´galite´ s ≺ t. Alors le morphisme naturel
O(V )[T ]→ O(V )[[T ]]
se prolonge en un morphisme injectif
ϕV,s,t : O
(
CV (s, t)
)
→֒ O(V )〈s ≤ T ≤ t〉†.
De´monstration. — Il suffit de reprendre la preuve des propositions 3.2.13 et 3.2.14.
Il faut cependant prendre garde au fait que nous ne pouvons plus conside´rer un
voisinage du point 0 d’une fibre. Il est cependant possible de remplacer ce point
par un point de type 3 de´ploye´, c’est-a`-dire un point x de´fini par des e´quations
du type
∀i ∈ [[1, n]], |Ti(x)| = ri,
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ou` r1, . . . , rn sont des e´le´ments de R
∗
+ tels que l’image de la famille (r1, . . . , rn)
dans leQ-espace vectoriel Q⊗Z
(
R∗+/|H (b)
∗|
)
est libre. Un tel choix est possible
car le groupe |H (b)∗| est discret dans R∗+. Dans ce cas, nous disposons encore
d’une description de l’anneau local en termes de se´ries, par le the´ore`me 2.4.8.
Comme dans le cas des disques, nous pouvons raffiner cette proposition pour
obtenir, dans certains cas, un re´sultat d’isomorphie similaire a` celui de la pro-
position 3.2.16. La de´monstration en e´tant comple`tement analogue, nous ne la
re´digerons pas.
The´ore`me 3.2.19. — Soit V une partie compacte et connexe de B. Supposons
que le point central de B n’appartienne pas au bord du compact V . Soient s et t
deux e´le´ments de Rn+ ve´rifiant l’ine´galite´ s ≺ t. Alors, le morphisme
ϕV,s,t : O
(
CV (s, t)
) ∼
−→ O(V )〈s ≤ |T | ≤ t〉†
est un isomorphisme.
Inte´ressons-nous, a` pre´sent, au bord analytique des couronnes. Dans le cas
d’espaces de´finis au-dessus d’un corps ultrame´trique, nous disposons d’une des-
cription explicite.
Lemme 3.2.20. — Soit (k, |.|) un corps ultrame´trique complet. Soient s et t
deux e´le´ment de Rn+ ve´rifiant l’ine´galite´ s ≺ t. Conside´rons la couronne C
de An,ank de rayon inte´rieur s et de rayon exte´rieur t. Pour tout e´le´ment i
de [[1, n]], notons
Ri = {si, ti} ∩R
∗
+.
La couronne C posse`de un bord de Shilov. C’est l’ensemble fini et simple
ΓC = {ηr1,...,rn | ∀i ∈ [[1, n]], ri ∈ Ri}.
De´monstration. — La description explicite des fonctions de´finies au voisinage
de la couronne C et de la norme uniforme sur C montre que, pour tout e´le´ment f
de O(C), nous avons
‖f‖C = max
z∈ΓC
(|f(x)|).
Puisque O(C) est dense dans B(C) pour la norme ‖.‖C , ce re´sultat vaut encore
pour les e´le´ments de B(C). On en de´duit que la partie ΓC est un bord analytique
du compact C.
En outre, pour tout point z de ΓC , il existe un e´le´ment k ∈ Z
n tel que la
fonction T k appartienne a` K (C) et atteigne son maximum en valeur absolue
au point z et uniquement en ce point. Par conse´quent, tout bord analytique du
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compact C contient la partie ΓC . Cette dernie`re est donc bien le bord de Shilov
du compact C.
Dans le cas archime´dien, nous disposons e´galement de re´sultats.
Lemme 3.2.21. — Soit (k, |.|) un corps archime´dien complet. Soient s et t
deux e´le´ments de Rn+ ve´rifiant l’ine´galite´ s ≺ t. Conside´rons la couronne C
de An,ank de rayon inte´rieur s et de rayon exte´rieur t. Pour tout e´le´ment i
de [[1, n]], notons
Ri = {si, ti} ∩R
∗
+.
La couronne C posse`de un bord de Shilov. Il est contenu dans l’ensemble compact
ΓC = {x ∈ A
n,an
C | ∀i ∈ [[1, n]], ∃ri ∈ Ri, |Ti(x)| = ri}.
En outre, si le corps k est le corps des nombres complexes C, l’e´galite´ vaut.
De´monstration. — L’existence du bord de Shilov de´coule du re´sultat d’A. Es-
cassut et N. Ma¨ınetti de´ja` cite´ (cf. the´ore`me 3.1.25).
Le principe du maximum assure que le bord de Shilov de la couronne C
est contenu dans son bord topologique, qui n’est autre que la partie ΓC . Cette
remarque permet de de´montrer le premier point.
Supposons, a` pre´sent, que le corps k est le corps C. Nous avons alors
ΓC = {(z1, . . . , zn) ∈ C
n | ∀i ∈ [[1, n]], ∃ri ∈ Ri, |zi| = ri}.
Pour tout point z = (z1, . . . , zn) de ΓC , il existe un e´le´ment (α1, . . . , αn) de C
n
et un e´le´ment(k1 , . . . , kn) de {−1, 1}
n tels que la fonction
∏
1≤i≤n(zi−αi)
ki soit
de´finie au voisinage de la couronne C et atteigne son maximum en valeur absolue
au point z et uniquement en ce point. Par conse´quent, tout bord analytique du
compact C contient la partie ΓC . Cette dernie`re est donc bien le bord de Shilov
du compact C.
Ces rappels nous permettent de de´crire un bord analytique non trivial des cou-
ronnes relatives a` l’aide du lemme suivant. Remarquons que toute couronne com-
pacte au-dessus d’une partie compacte et connexe de B (et donc pro-rationnelle,
d’apre`s la proposition 3.1.16) est pro-rationnelle et donc spectralement convexe,
d’apre`s le the´ore`me 1.2.11.
Lemme 3.2.22. — Soit V une partie compacte et connexe de B et C une cou-
ronne compacte au-dessus de V . Pour tout point v de V , notons γv le bord de
Shilov du compact C ∩Xv dans Xv. Alors, la partie
Γ =
⋃
v∈V
γv
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est un bord analytique de la couronne C.
De´monstration. — Puisque K (C) est dense dans B(C) pour la norme ‖.‖C , il
suffit de de´montrer que, pour tout e´le´ment f de K (C), nous avons
‖f‖C = ‖f‖Γ.
Soit f un e´le´ment de K (C). Il existe un e´le´ment v de V tel que l’on ait
‖f‖C = ‖f‖C∩Xv .
La fonction f induit par restriction une section sur C ∩Xv du pre´faisceau des
fonctions rationnelles sur Xv. Nous avons donc
‖f‖C∩Xv = ‖f‖γv .
On en de´duit le re´sultat attendu.
La description des fonctions au voisinage des couronnes obtenue plus haut
permet de pre´ciser ce re´sultat dans le cas ultrame´trique.
Proposition 3.2.23. — Soit V une partie compacte et connexe de Bum et C
une couronne compacte au-dessus de V . Notons ΓV le bord de Shilov du com-
pact V dans B. Pour tout point v de V , notons Γv le bord de Shilov du com-
pact C∩Xv dans Xv. La couronne C posse`de un bord de Shilov. C’est l’ensemble
fini
Γ =
⋃
v∈ΓV
γv.
De´monstration. — Dans le cas ou` la couronne est vide, le re´sultat est imme´diat.
Dans le cas contraire, il existe deux e´le´ments s et t de Rn+ ve´rifiant s ≺ t
tels que C = CV (s, t). D’apre`s la proposition 3.2.18, le morphisme naturel
O(V )[T ]→ O(V )[[T ]] se prolonge en un morphisme injectif
O(C) →֒ O(V )〈s ≤ T ≤ t〉†.
Commenc¸ons par montrer que, pour tout e´le´ment f =
∑
k∈Zn akT
k de O(C),
nous avons
‖f‖C = max
k∈Zn
(
‖ak‖V max(s
k, tk)
)
.
Puisque la couronne C est compacte, il existe un e´le´ment z de C en lequel nous
avons l’e´galite´
‖f‖C = |f(z)|.
Nous avons alors
|f(z)| = ‖f‖C∩Xpi(z) = max
k∈Zn
(
|ak(π(z))|max(s
k, tk)
)
,
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puisque le point π(z) appartient a` la partie ultrame´trique Bum de B. On en
de´duit l’e´galite´ annonce´e.
De cette description explicite de la norme, on de´duit que tout e´le´ment deO(C),
et donc tout e´le´ment de B(C) atteint son maximum sur Γ, autrement dit que Γ
est un bord analytique de C. En outre, pour tout point z de Γ, il existe un
e´le´ment a de K (V ) (son existence est assure´e par la proposition 3.1.26) et un
e´le´ment k de Zn tels que la fonction aT k appartienne a` K (C) et atteigne
son maximum en valeur absolue au point z et uniquement en ce point. Par
conse´quent, la partie Γ est le bord de Shilov de la couronne compacte C.
Pour finir, calculons explicitement ces anneaux globaux dans un cas particu-
lier, celui des couronnes au-dessus de voisinages compacts du point central.
Proposition 3.2.24. — Soit Σ′ une partie finie de Σ contenant Σ∞. Pour σ ∈
Σ′, choisissons un e´le´ment εσ ∈ ]0, 1]. Conside´rons la partie compacte V de B
de´finie par
V =
( ⋃
σ∈Σ′
[a0, a
εσ
σ ]
)
∪
( ⋃
σ/∈Σ′
Bσ
)
.
Soient s et t deux e´le´ments de Rn+. Posons I = {i ∈ [[1, n]] | si > 0} et J =
[[1, n]] \ I. L’anneau O(V )〈s ≤ |T | ≤ t〉† est constitue´ des se´ries a` coefficients
dans K de la forme ∑
k∈Zn
akT
k
ve´rifiant les conditions suivantes :
i) ∀k ≥ 0, ak ∈ A
[
1
Σ′
]
;
ii) ∀k ∈ Zn \
(∏
i∈I R×
∏
i∈J R+
)
, ak = 0 ;
iii) ∀σ ∈ Σ′, ∃r ≺ sεσ , lim
k→−∞
|ak|σ r
k = 0 ;
iv) ∀σ ∈ Σ′, ∃r > tεσ , lim
k→+∞
|ak|σ r
k = 0.
Si t ≥ 1, pour toute se´rie du type pre´ce´dent, l’ensemble
{k ∈ Nn | ak 6= 0}
est fini. Si s ≤ 1, pour toute se´rie du type pre´ce´dent, l’ensemble
{k ∈ Zn ∩ ]−∞, 0] | ak 6= 0}
est fini. En particulier, si s = 0 et t ≥ 1, alors l’anneau O(V )〈|T | ≤ t〉† n’est
autre que l’anneau de polynoˆmes A[1/(Σ′ ∩ Σf )][T ].
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De´monstration. — Les re´sultats de´montre´s aux nume´ros 3.1.2.2 et 3.1.2.3 per-
mettent de de´montrer que nous avons
O(V ) = A
[
1
Σ′ ∩ Σf
]
et ‖.‖V = max
σ∈Σ′
(|.|εσσ ).
La premie`re partie du re´sultat de´coule alors imme´diatement de la de´finition de
l’anneau O(V )〈|T | ≤ t〉†.
D’apre`s la formule du produit, pour tout e´le´ment non nul a de A[1/Σ′], nous
avons
∏
σ∈Σ′ |a|σ ≥ 1 et donc
‖a‖V = max
σ∈Σ′
(|a|εσσ ) ≥ 1.
On en de´duit la seconde partie du re´sultat.
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3.3. Points rigides des fibres
Soit b un point de B. La proposition 2.4.3 nous permet de de´crire un syste`me
fondamental de voisinages explicite d’un point x de la fibre Xb de´fini par des
e´quations du type
(T1 − α1)(x) = · · · = (Tn − αn)(x) = 0,
avec α1, . . . , αn ∈ OB,b. Remarquons que, lorsque l’espace de base est le spectre
d’un anneau d’entiers de corps de nombres, tous les points rationnels de la
fibre Xb sont de ce type. En effet, d’apre`s le lemme 3.1.22, le morphisme naturel
OB,b → H (b) est surjectif.
Dans ce nume´ro, nous montrons qu’il est possible de ramener l’e´tude de cer-
tains points de l’espace X, a` savoir les points rigides des fibres, a` celle des points
rationnels par le biais d’un isomorphisme local (cf. proposition 2.5.3).
3.3.1. Isomorphismes locaux
Nous montrons ici que nous nous trouvons bien dans le cadre d’application
de la proposition 2.5.3 et en pre´cisons les conclusions. Nous distinguerons selon
le type de la fibre dans laquelle se situe le point rigide conside´re´. Commenc¸ons
par le cas le plus simple : celui des fibres extreˆmes.
Proposition 3.3.1. — Soient m un e´le´ment de Σf et x un point rigide de la
fibre extreˆme X˜m. Supposons que le point x posse`de un syste`me fondamental de
voisinages connexes. Alors, il existe une extension finie K ′ de K, un point x′
de An,anA′ , ou` A
′ de´signe l’anneau des entiers de K ′, rationnel dans sa fibre, tel
que le morphisme naturel
An,anA′ → A
n,an
A
envoie le point x′ sur le point x et induise un isomorphisme d’un voisinage de x′
sur un voisinage de x.
De´monstration. — L’extension de corps km → H (x) est une extension finie et
se´parable, puisque le corps km est fini. D’apre`s le the´ore`me de l’e´le´ment primitif,
il existe un e´le´ment α˜ de H (x) tel que km[α˜] = H (x). Notons P˜ (S) ∈ km[S]
le polynoˆme minimal unitaire de α˜ sur km = A/m. Choisissons un releve´ uni-
taire P (S) de P˜ (S) dans A[S]. Ce polynoˆme est encore irre´ductible. Conside´rons
l’extension finie K ′ = K[S]/(P (S)) de K. C’est un corps de nombres dont nous
noterons A′ l’anneau des entiers.
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Posons V = [am, a˜m]. L’anneau de Banach (B(V ), ‖.‖V ) n’est autre que l’an-
neau (Aˆm, |.|m). Puisque le polynoˆme P (S) est irre´ductible dans km[S], l’ide´al
maximal m de A est divise´ par un unique ide´al maximal m′ = mA′ de A′ et nous
disposons d’un isomorphisme
u : Aˆm[S]/(P (S))
∼
−→ Aˆ′m′ .
Munissons l’anneau Aˆm[S]/(P (S)) de la norme
‖.‖′ = |u(.)|m′ .
C’est alors un anneau de Banach muni d’une norme uniforme. Notons W le seg-
ment [am′ , a˜m′ ] de M (A
′). L’isomorphisme u identifie alors les alge`bres norme´es
(B(V )[S]/(P (S)), ‖.‖′) et (B(W ), ‖.‖W ).
Puisque le polynoˆme P est unitaire, le morphisme de B(V )-modules
n :
B(V )d → B(V )[S]/(P (S))
(a0, . . . , ad−1) 7→
d−1∑
i=0
ai S
i
est un isomorphisme. Munissons l’alge`bre B(V )d de la norme ‖.‖∞ donne´e
par le maximum des normes des coefficients. Nous de´finissons alors une norme,
note´e ‖.‖V,div, sur B(V )[S]/(P (S)) de la fac¸on suivante :
∀f ∈ B(V )[S]/(P (S)), ‖f‖V,div = ‖n
−1(f)‖∞.
Pour appliquer la proposition 2.5.3, nous devons de´montrer que les normes ‖.‖′
et ‖.‖V,div, de´finies sur B(V ), sont e´quivalentes. Tel est bien le cas car ce sont
deux normes sur un meˆme Kˆm-espace vectoriel de dimension finie qui induisent
la meˆme valeur absolue sur Kˆm, a` savoir |.|m.
Notons
Y = An,an
B(V ) et Y
′ = An,an
B(V )[S]/(P (S)).
Notons encore
ϕ : Y ′ → Y et ψ : An,anA′ → A
n,an
A
les morphismes naturels. La partie V est une partie compacte et connexe deM (A).
Notons LV son image re´ciproque dans A
n,an
A . La partie W est une partie com-
pacte et connexe de M (A′). Notons L′W son image re´ciproque dans A
n,an
A′ .
Conside´rons, a` pre´sent, le diagramme commutatif suivant :
Y ′
ϕ
//
χ′

Y
χ

An,anA′
ψ
// An,anA
.
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D’apre`s la proposition 3.1.16, les parties compactes V etW sont pro-rationnelles.
D’apre`s la proposition 1.2.15, les morphismes χ et χ′ sont des isomorphismes
d’espaces annele´s au-dessus, respectivement, de l’inte´rieur de LV et de l’inte´rieur
de L′W . Remarquons que le point x appartient a` la fibre extreˆme π
−1(a˜m), situe´e
a` l’inte´rieur de LV . En outre, tout ante´ce´dent de x par le morphisme ψ appartient
a` la fibre extreˆme situe´e au-dessus de a˜m′ et donc a` l’inte´rieur de L
′
W . Nous
noterons encore x l’ante´ce´dent du point x par le morphisme χ. Pour conclure,
il nous suffit de trouver un point x′ de Y ′, rationnel dans sa fibre, tel que le
morphisme ϕ induise un isomorphisme d’un voisinage de x′ sur un voisinage
de x.
Notons α l’image de S dans l’anneau B(V )[S]/(P (S)). D’apre`s la proposi-
tion 2.5.1, il existe une fonction R de´finie sur un voisinage U de x dans Y telle
que P (R) = 0 et R(x) = α˜ dans H (x). Construisons alors une section σ du
morphisme ϕ au-dessus de U , par le proce´de´ de´crit imme´diatement avant la
proposition 2.5.3. Par sa de´finition meˆme, nous avons
S(σ(x)) = R(x) dans H (x),
autrement dit,
R(σ(x)) = α dans H (σ(x)).
Soit b un point de M (B(V )). Le corps H (b) est e´gal au corps km ou au
corps Kˆm. Dans tous les cas, l’image du polynoˆme P (T ) est irre´ductible dans
H (b)[T ]. Puisque le corps H (b) est parfait, elle est e´galement se´parable. Soit c
un point de M (B(V )[S]/(P (S))) au-dessus du point b. L’e´le´ment α de l’anneau
B(V )[S]/(P (S)) s’envoie sur une racine du polynoˆme P (T ) dans H (c). Puisque
le polynoˆme P est se´parable, nous avons P ′(α) = 0.
Pour finir, d’apre`s le corollaire 3.4.4, le point x posse`de, dans X, et donc
dans Y , un syste`me fondamental de voisinages connexes. Nous pouvons donc
appliquer la proposition 2.5.3. Nous obtenons, au voisinage du point x, une
section du morphisme ϕ qui est un isomorphisme local.
Pour conclure, il nous reste a` montrer que le point x′ = σ(x) est rationnel
dans sa fibre. Conside´rons la projection b′ de ce point sur M (B(V )[S]/(P (S))).
Par de´finition, le caracte`re associe´ est
B(V )[S]/(P (S)) → H (x)
Q(S) 7→ Q(R(x)) = Q(α˜)
.
L’image de ce morphisme est le corps km[α˜] = H (x) = H (x
′). On en de´duit
que le morphisme H (b)→ H (x′) est un isomorphisme et donc que le point x′
est rationnel dans sa fibre.
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Inte´ressons-nous, a` pre´sent, aux fibres internes.
Proposition 3.3.2. — Soient τ un e´le´ment de Σ, ε un e´le´ment de ]0, l(τ)[ et
x un point rigide de la fibre interne Xaετ . Supposons que le point x posse`de
un syste`me fondamental de voisinages connexes par arcs. Alors, il existe une
extension finie K ′ de K, un point x′ de An,anA′ , ou` A
′ de´signe l’anneau des entiers
de K ′, rationnel dans sa fibre, tel que le morphisme naturel
An,anA′ → A
n,an
A
envoie le point x′ sur le point x et induise un isomorphisme d’un voisinage de x′
sur un voisinage de x.
De´monstration. — L’extension de corps Kˆτ → H (x) est une extension finie et
se´parable, puisque la caracte´ristique du corps Kˆτ est nulle. D’apre`s le the´ore`me
de l’e´le´ment primitif, il existe un e´le´ment α de H (x) tel que Kˆτ [α] = H (x). Si le
corps Kˆτ est ultrame´trique, le lemme de Krasner assure que nous pouvons suppo-
ser que l’e´le´ment α est alge´brique sur le corps K. Si le corps Kˆτ est archime´dien,
nous pouvons encore supposer que α est alge´brique sur le corps K, et meˆme que
c’est une racine carre´e de −1. Notons P (S) ∈ K[S] le polynoˆme minimal unitaire
de α sur K. Ce polynoˆme est encore irre´ductible sur le corps Kˆτ . Conside´rons
l’extension finie K ′ = K[S]/(P (S)) de K. C’est un corps de nombres dont nous
noterons A′ l’anneau des entiers.
Soient λ ∈ ]0, ε[ et µ ∈ ]ε, l(τ)[. Posons V = [aλτ , a
µ
τ ]. L’anneau de Ba-
nach (B(V ), ‖.‖V ) n’est autre que l’anneau (Kˆτ ,max(|.|
λ
τ , |.|
µ
τ )). Puisque le po-
lynoˆme P (S) est irre´ductible dans Kˆτ [S], la place τ de K se prolonge en une
unique place τ ′ de K ′ et nous disposons d’un isomorphisme
u : Kˆτ [S]/(P (S))
∼
−→ Kˆ ′τ ′ .
Munissons l’anneau Kˆτ [S]/(P (S)) de la norme
‖.‖′ = max(|u(.)|λτ ′ , |u(.)|
µ
τ ′ ).
C’est alors un anneau de Banach muni d’une norme uniforme. Notons W le seg-
ment [aλτ ′ , a
µ
τ ′ ] de M (A
′). L’isomorphisme u identifie alors les alge`bres norme´es
(B(V )[S]/(P (S)), ‖.‖′) et (B(W ), ‖.‖W ).
Introduisons une notation. Soient L une K-alge`bre et ‖.‖ une norme sur L.
Puisque le polynoˆme P est unitaire, le morphisme de L-modules
nL :
Ld → L[S]/(P (S))
(a0, . . . , ad−1) 7→
d−1∑
i=0
ai S
i
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est un isomorphisme. Munissons l’alge`bre Ld de la norme ‖.‖∞ donne´e par
le maximum des normes des coefficients. Nous de´finissons alors une norme,
note´e ‖.‖div, sur L[S]/(P (S)) de la fac¸on suivante :
∀f ∈ L[S]/(P (S)), ‖f‖div = ‖n
−1
L (f)‖∞.
Pour appliquer la proposition 2.5.3, nous devons de´montrer que les normes ‖.‖′
et ‖.‖V,div, de´finies sur B(V ), sont e´quivalentes. Or la norme ‖.‖V,div est e´quiva-
lente a` la norme max(|.|λτ,div, |.|
µ
τ,div). Il nous suffit, a` pre´sent, de remarquer que,
quel que soit ν ∈ {λ, µ}, les normes |.|nτ,divu et |.|
ν
τ ′ sont e´quivalentes. En effet,
ce sont deux normes sur un meˆme Kˆτ -espace vectoriel de dimension finie qui
induisent la meˆme valeur absolue sur Kˆτ , a` savoir |.|
ν
τ .
Le reste du raisonnement se de´roule exactement comme dans la preuve pre´-
ce´dente.
Pour terminer, traitons le cas de la fibre centrale.
Proposition 3.3.3. — Soit x un point rigide de la fibre centrale X0. Supposons
que le point x posse`de un syste`me fondamental de voisinages connexes par arcs.
Alors, il existe une extension finie K ′ de K, un point x′ de An,anA′ , ou` A
′ de´signe
l’anneau des entiers de K ′, rationnel dans sa fibre, tel que le morphisme naturel
An,anA′ → A
n,an
A
envoie le point x′ sur le point x et induise un isomorphisme d’un voisinage de x′
sur un voisinage de x.
De´monstration. — L’extension de corps H (a0) = K → H (x) est une extension
finie et se´parable, puisque la caracte´ristique du corps K est nulle. D’apre`s le
the´ore`me de l’e´le´ment primitif, il existe un e´le´ment α de H (x) tel que K[α] =
H (x). Notons P (S) ∈ K[S] le polynoˆme minimal unitaire de α sur K. Il existe
un unique isomorphisme
K[S]/(P (S))
∼
−→ H (x)
envoyant S sur α.
Le caracte`re se´parable de l’extension H (x)/K assure e´galement que l’anneau
des entiers A′ de H (x) est un anneau de Dedekind de type fini sur A. Par
conse´quent, il existe un e´le´ment f de K tel que
A[f, α] = A′[f ].
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Choisissons un sous-ensemble fini Σ0 de Σf de sorte que la fonction f soit de´finie
et inversible sur l’ouvert de B de´fini par
U = B \
⋃
m∈Σ0
{a˜m}.
Quitte a` augmenter l’ensemble Σ0, nous pouvons supposer que les coefficients
du polynoˆme P (S) sont de´finis en tout point de U et que, quel que soit b dans U ,
l’image du polynoˆme P (S) est se´parable sur H (b). Pour m dans Σf , notons r(m)
l’ensemble des ide´aux maximaux de A′ divisant l’ide´al maximal m de A. Pour σ
dans Σ∞, notons r(σ) l’ensemble des plongements complexes de H (x) a` conju-
gaison pre`s qui prolongent σ. Notons
Σ′0 =
⋃
m∈Σ0
r(m) et Σ′∞ =
⋃
σ∈Σ∞
.
Conside´rons la partie compacte contenue dans U de´finie par
M = B \
⋃
m∈Σ0
]am, a˜m].
Conside´rons l’alge`bre de Banach (B(M), ‖.‖M ). Nous avons
B(M) = A
[
1
Σ0
]
=
{a
b
∈ K, a, b ∈ A, b 6= 0, ∃m ∈ Σ0, b ∈ m
}
et
‖.‖M = max
σ∈Σ0∪Σ∞
(|.|σ).
Le compact M e´tant contenu dans U , l’anneau A est un localise´ de l’an-
neau A[u]. On en de´duit que le morphisme
A
[
1
Σ0
]
[S]/(P (S))
∼
−→ A′
[
1
Σ′0
]
est un isomorphime. Munissons l’anneau B(M)[S]/(P (S)) de la norme
‖.‖′ = max
σ∈Σ′0∪Σ
′
∞
(|.|σ).
C’est alors un anneau de Banach muni d’une norme uniforme.
Introduisons une notation. Soient L une K-alge`bre et ‖.‖ une norme sur L.
Puisque le polynoˆme P est unitaire, le morphisme de K-espaces vectoriels
nL :
Ld → L[S]/(P (S))
(a0, . . . , ad−1) 7→
d−1∑
i=0
ai S
i
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est un isomorphisme. Munissons l’alge`bre Ld de la norme ‖.‖∞ donne´e par
le maximum des normes des coefficients. Nous de´finissons alors une norme,
note´e ‖.‖div, sur L[S]/(P (S)) de la fac¸on suivante :
∀f ∈ L[S]/(P (S)), ‖f‖div = ‖n
−1
L (f)‖∞.
Pour appliquer la proposition 2.5.3, nous devons de´montrer que les normes ‖.‖′
et ‖.‖M,div, de´finies sur B(M), sont e´quivalentes. Or la norme ‖.‖M,div est e´qui-
valente a` la norme
max
σ∈Σ0∪Σ∞
(|.|σ,div).
Soit m ∈ Σ0. Nous disposons alors d’un isomorphisme
Kˆm[S]/(P (S))
∼
−→
∏
m
′∈r(m)
ˆH (x)
m
′ .
On en de´duit que les normes |.|m,div et maxm′∈r(m)(|.|m′) sont e´quivalentes car
ce sont deux normes sur un meˆme Kˆm-espace vectoriel de dimension finie qui
induisent la meˆme valeur absolue sur Kˆm, a` savoir |.|m.
On raisonne de meˆme pour les e´le´ments de Σ∞ en prenant garde au fait que
l’isomorphisme ne vaut que si l’on conside`re tous les plongements complexes et
pas seulement les classes de conjugaison.
Le reste du raisonnement se de´roule exactement comme dans la preuve de la
premie`re proposition.
Pour plus de clarte´, nous regroupons les trois re´sultats obtenus dans la pro-
position suivante.
Proposition 3.3.4. — Soit x un point rigide de l’une des fibres de l’espace X.
Supposons que le point x posse`de un syste`me fondamental de voisinages connexes
par arcs. Alors, il existe une extension finie K ′ de K, un point x′ de An,anA′ , ou` A
′
de´signe l’anneau des entiers de K ′, rationnel dans sa fibre, tel que le morphisme
naturel
An,anA′ → A
n,an
A
envoie le point x′ sur le point x et induise un isomorphisme d’un voisinage de x′
sur un voisinage de x.
3.3.2. Voisinages sur la droite
Pour utiliser la proposition qui pre´ce`de, il est ne´cessaire de disposer d’un
re´sultat de connexite´ locale. Nous consacrons donc une section a` l’e´tude de la
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topologie au voisinage des points rigides des fibres dans le cas le plus simple :
celui de la droite. Dans les propositions qui suivent, nous supposerons donc que
n = 1 et que X = A1,anA .
Proposition 3.3.5. — Soient b un point de B et P (T ) un polynoˆme unitaire
a` coefficients dans OB,b dont l’image dans H (b)[T ] est irre´ductible. Soit x le
point de la fibre Xb de´fini par l’e´quation P (T )(x) = 0. Soient B0 un voisinage
de b dans B sur lequel les coefficients du polynoˆme P sont de´finis.
Soit U un voisinage du point x dans X. Il existe un voisinage V du point b
dans B0 et un nombre re´el t > 0 tels que l’on ait l’inclusion{
y ∈ XV
∣∣ |P (T )(y)| < t} ⊂ U.
De´monstration. — D’apre`s le corollaire 1.1.12, pour toute partie compacte V
de B0 et tout e´le´ment s de R+, la partie de X de´finie par
{y ∈ XV | |P (T )(y)| ≤ s}
est compacte. Le re´sultat de´coule alors du lemme 2.4.1.
Nous souhaitons, a` pre´sent, montrer que les voisinages qui figurent dans
l’e´nonce´ de la proposition sont connexes par arcs lorsque leur projection sur
la base l’est. A` cet effet, nous commencerons par de´montrer quelques re´sultats
sur la topologie des fibres.
Lemme 3.3.6. — Soit (k, |.|) un corps value´, ultrame´trique, maximalement com-
plet et alge´briquement clos. Soient d ∈ N, α1, . . . , αd ∈ k et t ∈ R
∗
+. Posons
P (T ) =
d∏
i=1
(T − αi)
et
U =
{
x ∈ A1,ank
∣∣ |P (T )(x)| < t} .
Alors, pour tout point y de U , il existe un chemin trace´ sur U qui joint le point y
a` l’un des points αi, avec i ∈ [[1, d]].
De´monstration. — Soit y un point de U . Puisque le corps k est maximalement
complet, il existe β ∈ k et r ∈ R+ tels que y = ηβ,r dans A
1,an
k . Supposons, tout
d’abord, qu’il existe i ∈ [[1, d]] tel que β = αi. Conside´rons alors le chemin
l :
[0, 1] → A1,ank
u 7→ ηαi,(1−u)r
.
Il joint le point y au point αi et tout polynoˆme de´croˆıt le long de ce chemin. En
particulier, il est a` valeurs dans U .
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Revenons, a` pre´sent, au cas ge´ne´ral. Nous distinguerons deux cas. Dans un
premier temps, supposons, qu’il existe i ∈ [[1, d]] tel que |β − αi| ≤ r. Alors
le point y = ηβ,r n’est autre que le point ηαi,r et nous sommes ramene´s au
cas pre´ce´dent. Il nous reste a` traiter le cas ou`, quel que soit i ∈ [[1, d]], nous
avons |β − αi| > r. Dans ce cas, nous avons
|P (T )(ηβ,r)| =
d∏
i=1
|(T − αi)(ηβ,r)| =
d∏
i=1
|β − αi|.
Notons s = min1≤i≤d(|β − αi|). Conside´rons le chemin
l′ :
[0, 1] → A1,ans
u 7→ ηβ,(1−u)r+us
.
Il joint le point y au point ηβ,s, qui est du type conside´re´ pre´ce´demment. En
outre, la fonction P est constante le long du chemin l′. Il est donc bien a` valeurs
dans U . On en de´duit le re´sultat annonce´.
Lemme 3.3.7. — Soient d ∈N, α1, . . . , αd ∈ C et t ∈ R
∗
+. Posons
P (T ) =
d∏
i=1
(T − αi)
et
U =
{
z ∈ C
∣∣ |P (z)|∞ < t} .
Alors, pour tout point y de U , il existe un chemin trace´ sur U qui joint le point y
a` l’un des points αi, avec i ∈ [[1, d]].
De´monstration. — Conside´rons l’application continue
C → C
z 7→ P (z)
.
C’est un reveˆtement ramifie´. Conside´rons le chemin trace´ sur la base
[0, 1] → C
u 7→ (1− u)P (y)
.
En relevant ce chemin a` partir du point y, on obtient un chemin trace´ sur U qui
aboutit a` l’un des racines du polynoˆme P .
Corollaire 3.3.8. — Soit (k, |.|) un corps value´ complet. Soient d un entier,
Q1(T ), . . . , Qd(T ) ∈ k[T ] des polynoˆmes irre´ductibles et t ∈ R
∗
+ un nombre re´el
strictement positif. Pour i ∈ [[1, d]], notons xi le point de la droite A
1,an
k de´fini
par l’e´quation Qi(T )(xi) = 0. Posons
P (T ) =
d∏
i=1
Qi
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et
U =
{
x ∈ A1,ank
∣∣ |P (T )(x)| < t} .
Alors, pour tout point y de U , il existe un chemin trace´ sur U qui joint le point y
a` l’un des points xi, avec i ∈ [[1, d]].
En particulier, si le polynoˆme P (T ) est une puissance d’un polynoˆme irre´ductible,
alors la partie U est connexe par arcs.
De´monstration. — Soit (L, |.|) une extension du corps value´ (k, |.|). Le mor-
phisme induit
A1,anL → A
1,an
k
est continu et surjectif. On en de´duit qu’il suffit de de´montrer le re´sultat pour
une extension de k. Nous pouvons donc utiliser nous ramener a` la situation du
lemme 3.3.6, si la valeur absolue |.| est ultrame´trique, ou du lemme 3.3.7, si elle
est archime´dienne.
Revenons, a` pre´sent, aux voisinages des points rigides dans l’espace total.
Proposition 3.3.9. — Soient b un point de B et V un voisinage connexe par
arcs de b dans B. Soit P (T ) ∈ O(V )[T ] un polynoˆme unitaire dont l’image
dans H (b)[T ] est irre´ductible. Soit t ∈ R∗+ un nombre re´el strictement positif.
Alors, la partie U de X = A1,anA de´finie par
U =
{
y ∈ X
∣∣π(y) ∈ V, |P (T )(y)| < t}
est connexe par arcs.
De´monstration. — Nous noterons x l’unique point de la fibre Xb qui ve´rifie
P (T )(x) = 0.
Nous allons montrer que tout point de U peut eˆtre joint au point x par un che-
min trace´ sur U . Nous allons distinguer plusieurs cas selon le type du point b.
Supposons, tout d’abord, que le point b est le point central a0 de B. Soit y un
point de U . Posons c = π(y). De´composons le polynoˆme P (T ) en produit de fac-
teurs irre´ductibles et unitaires dansH (c)[T ] : il existe d ∈ N∗,Q1(T ), . . . , Qd(T )
des polynoˆmes irre´ductibles distincts et n1, . . . , nd ∈ N
∗ tels que
P (T ) =
d∏
i=1
Qi(T )
ni dans H (c)[T ].
Quel que soit i ∈ [[1, d]], notons yi le point de la fibre Xc de´fini par l’e´quation
Qi(T )(yi) = 0. D’apre`s le lemme 3.3.8, il existe un indice i ∈ [[1, d]] et un chemin
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trace´ sur Xc∩U qui joint le point y au point yi. Il nous reste a` montrer que l’on
peut joindre le point yi au point x par un chemin trace´ sur U . Si le point c est
le point a0, c’est e´vident.
Supposons, que le point c est un point interne de B. Il existe alors σ ∈ Σ
et ε > 0 tels que c = aεσ. Puisque la partie V est suppose´e connexe par arcs, elle
contient le segmentW = [a0, a
ε
σ]. Remarquons que, quel que soit λ ∈ ]0, ε], le po-
lynoˆme Qi(T ) est encore irre´ductible dans H (a
λ
σ)[T ]. De´finissons une section ϕ
de π au-dessus de W de la fac¸on suivante : au point aλσ, avec λ ∈ ]0, ε], nous
associons le point ϕ(aλσ) de la fibre Xaλσ de´fini par l’e´quation Qi(T )(ϕ(a
λ
σ)) = 0
et au point a0, nous associons le point ϕ(a0) = x. L’application ϕ est une sec-
tion continue de π au-dessus de W a` valeurs dans U et son image est un chemin
joignant le point yi au point x.
Pour finir, supposons que point c est un point extreˆme de B. Il existe alors
m ∈ Σf tel que c = a˜m. La de´composition P (T ) =
∏d
i=1Qi(T )
ni vaut donc dans
l’anneau de polynoˆmes km[T ]. Le lemme de Hensel nous assure qu’il existe des
polynoˆmes R1(T ), . . . , Rd(T ) ∈ Aˆm unitaires tels que l’on ait la de´composition
P (T ) =
d∏
i=1
Ri(T ) dans Aˆm[T ]
et, quel que soit i ∈ [[1, d]],
Ri(T ) = Qi(T )
ni mod m.
Choisissons un facteur irre´ductible Si(T ) du polynoˆmeRi(T ) dans Aˆm[T ]. Puisque
la partie V est suppose´e connexe par arcs, elle contient le segment W = [a0, a˜m].
Nous de´finissons alors une section ϕ de π au-dessus de W de la fac¸on suivante :
au point aλ
m
, avec λ ∈ ]0,∞[, nous associons le point ϕ(aλσ) de la fibre Xaλσ de´fini
par l’e´quation Si(T )(ϕ(a
λ
σ)) = 0, au point a0 nous associons le point ϕ(a0) = x
et au point a˜m, nous associons le point yi. Comme pre´ce´demment, l’application ϕ
est une section continue de π au-dessus de W a` valeurs dans U et son image est
un chemin joignant le point yi au point x.
Supposons, a` pre´sent, que le point b est un point extreˆme de B. Il existe alors
m ∈ Σf tel que b = a˜m. Supposons, dans un premier temps que a0 ∈ V . Alors
le polynoˆme P (T ) est a` coefficients dans Am et il est irre´ductible dans Am[T ]
puisqu’il est unitaire et que sa re´duction modulom est irre´ductible. Nous sommes
donc ramene´s au cas pre´ce´dent.
Supposons, a` pre´sent, que le point central a0 n’appartient pas a` V . Si la
partie V est re´duite au point extreˆme a˜m, le re´sultat provient directement
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du lemme 3.3.8. Dans les autres cas, la partie V est un intervalle contenu
dans ]a0, a˜m]. Le polynoˆme P (T ) est alors a` coefficients dans Aˆm. Puisqu’il
est unitaire et que son image modulo m est irre´ductible, il est irre´ductible
dans Aˆm[T ] et donc dans Kˆm[T ]. Soit y un point de U . Il existe alors ε ∈ ]0,+∞]
tel que π(y) = aε
m
. D’apre`s le lemme 3.3.8, il existe un chemin trace´ sur Xaεm ∩ U
joignant le point y au point z de´fini par l’e´quation P (T )(z) = 0. Il nous suffit,
a` pre´sent, de montrer que l’on peut joindre le point z au point x par un chemin
trace´ sur U . Puisque la partie V est suppose´e connexe par arcs, elle contient
le segment W = [aε
m
, a˜m]. De´finissons une section ϕ de π au-dessus de W de la
fac¸on suivante : a` tout point c de W nous associons le point ϕ(c) de la fibre Xc
de´fini par l’e´quation P (T )(ϕ(c)) = 0. L’application ϕ est une section continue
de π au-dessus de W a` valeurs dans U et son image est un chemin joignant le
point z au point x.
Il nous reste a` traiter le cas ou` le point b est un point interne de B : il
existe σ ∈ Σ et ε > 0 tel que b = aεσ. Si la partie V contient un point extreˆme
ou le point central de B, nous sommes ramene´s a` l’un des cas pre´ce´dents. Nous
supposerons donc que la partie V est contenue dans B′σ. Dans ce cas, pour tout
point c de V , le corps H (c) est isomorphe au corps Kˆσ et le polynoˆme P (T )
est irre´ductible dans H (c)[T ]. Soit y un point de U . D’apre`s le lemme 3.3.8, il
existe un chemin trace´ sur Xπ(y) ∩ U joignant le point y au point z de´fini par
l’e´quation P (T )(z) = 0. Il nous suffit, a` pre´sent, de montrer que l’on peut joindre
le point z au point x par un chemin trace´ sur U . De´finissons une section ϕ de π
au-dessus de V de la fac¸on suivante : a` tout point c de V nous associons le
point ϕ(c) de la fibre Xc de´fini par l’e´quation P (T )(ϕ(c)) = 0. L’application ϕ
est une section continue de π au-dessus de V a` valeurs dans U et son image est
un chemin passant par les points z et x.
Corollaire 3.3.10. — Soient b un point de B et x un point rigide de la fibre Xb.
Alors, le point x posse`de un syste`me fondamental de voisinages connexes par
arcs.
De´monstration. — D’apre`s le lemme 3.1.22, le morphisme naturel OB,b → H (b)
est surjectif. Nous pouvons donc supposer que le polynoˆme P (T ) de´finissant le
point x est a` coefficients dans OB,b. Il nous suffit alors d’appliquer les proposi-
tions 3.3.5 et 3.3.9.
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3.3.3. E´tude topologique locale
Revenons, a` pre´sent, au cas d’un espace affine de dimension quelconque :
X = An,anA , avec n ∈ N. Les re´sultats obtenus sur la topologie de la droite nous
permettent de mettre en œuvre un raisonnement par re´currence.
Proposition 3.3.11. — Soit b un point de B. Soit x un point rigide de la
fibre Xb. Alors, le point x posse`de un syste`me fondamental de voisinages connexes
par arcs.
De´monstration. — Nous allons de´montrer le re´sultat attendu par re´currence sur
l’entier n ∈ N. Le cas n = 0 est imme´diat.
Soit n ∈ N∗ tel que le re´sultat soit vrai pour n− 1. Notons
ϕ1 : A
n,an
A → A
1,an
A
le morphisme induit par l’injection i1 : A[T1]→ A[T1, . . . , Tn] et
ϕ0 : A
1,an
A → M (A)
celui induit par l’injection i0 : A→ A[T1]. Posons y = ϕ1(x).
D’apre`s la proposition 3.3.10, le point y de A1,anA posse`de un syste`me fonda-
mental de voisinages connexes par arcs. Nous pouvons donc appliquer la propo-
sition 3.3.4. Elle assure qu’il existe une extension finie K ′ de K, un point y′ de
A1,anA′ , ou` A
′ de´signe l’anneau des entiers de K ′, rationnel dans sa fibre, tel que
le morphisme naturel
α : A1,anA′ → A
1,an
A
envoie le point y′ sur le point y et induise un isomorphisme
β : U ′ → U
d’un voisinage U ′ de y′ dansA1,anA′ sur un voisinage U de y dansA
1,an
A . Conside´rons
le diagramme commutatif suivant
An,anA′
αn //
ϕ′1

An,anA
ϕ1

A1,anA′
ϕ′0

α // A1,anA
ϕ0

M (A′)
α0 //M (A)
.
Quitte a` restreindre le voisinage U de y, nous pouvons supposer qu’il est
compact et rationnel. Le voisinage U ′ l’est alors e´galement. Nous pouvons donc
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appliquer le the´ore`me 1.2.11 et la proposition 1.2.15. On en de´duit un isomor-
phisme
γ : M (B(U ′))
∼
−→ M (B(U))
qui co¨ıncide avec β en tant qu’application et meˆme en tant que morphisme
d’espace annele´s si l’on se restreint a` l’inte´rieur des espaces conside´re´s. On en
de´duit un diagramme commutatif
An−1,an
B(U ′)
δ
∼
//
ψ′

An−1,an
B(U)
ψ

M (B(U ′))
γ
∼
//M (B(U))
.
En tant que morphisme d’espaces topologiques, le morphisme ψ n’est autre que
le morphisme ϕ1 restreint a` ϕ
−1
1 (U) a` la source et U au but. De meˆme, le
morphisme ψ′ co¨ıncide avec le morphisme ϕ′1 restreint a` ϕ
′
1
−1(U ′) a` la source
et U ′ au but. Par conse´quent, il suffit de montrer que le point x posse`de un
syste`me fondamental de voisinages connexes par arcs dansAn−1,an
B(U) . Puisque δ est
un home´omorphisme, il suffit de montrer que le point δ−1(x) posse`de un syste`me
fondamental de voisinages connexes par arcs dansAn−1,an
B(U ′) . Or le point δ
−1(x) est
envoye´ sur le point γ−1(y) = y′ dans M (B(U ′)). Ce dernier point est rationnel
dans sa fibre ϕ′0
−1(ϕ′0(y
′)). Par conse´quent, quitte a` changer x en δ−1(x), nous
pouvons supposer que le point y est rationnel dans sa fibre, autrement dit que
le morphisme
H (b)
∼
−→ H (y)
est un isomorphisme.
Notons
λn−1 : A
n,an
A → A
n−1,an
A
le morphisme induit par l’injection jn−1 : A[T2, . . . , Tn]→ A[T1, . . . , Tn] et
λ0 : A
n−1,an
A → M (A)
celui induit par l’injection j0 : A → A[T2, . . . , Tn−1]. Posons z = λn−1(x). De
l’isomorphisme H (b)
∼
−→ H (y), on de´duit un isomorphisme
H (z)
∼
−→ H (x).
D’apre`s l’hypothe`se de re´currence, le point z deAn−1,anA posse`de un syste`me fon-
damental de voisinages connexes par arcs. Nous pouvons donc appliquer la pro-
position 3.3.4. Par le meˆme raisonnement que pre´ce´demment, nous en de´duisons
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que nous pouvons supposer que le point z est rationnel dans la fibre λ0
−1(b).
Autrement dit, le morphisme
H (b)
∼
−→ H (z)
est un isomorphisme. Nous nous sommes finalement ramene´s au cas d’un point x
rationnel dans sa fibre Xb, puisque le morphisme H (b)→ H (x) est un isomor-
phisme. Or d’apre`s le lemme 3.1.22, le morphisme canonique OB,b → H (b)
est surjectif. Nous pouvons donc appliquer le corollaire 2.4.7. On en de´duit le
re´sultat attendu.
En utilisant cette proposition, nous pouvons relaˆcher les hypothe`ses de la
proposition 3.3.4.
Proposition 3.3.12. — Soit x un point rigide de l’une des fibres de l’espace X.
Alors, il existe une extension finie K ′ de K, un point x′ de An,anA′ , ou` A
′ de´signe
l’anneau des entiers de K ′, rationnel dans sa fibre, tel que le morphisme naturel
An,anA′ → A
n,an
A
envoie le point x′ sur le point x et induise un isomorphisme d’un voisinage de x′
sur un voisinage de x.
Corollaire 3.3.13. — Soit b un point de B. Soit x un point rigide de la fibre Xb.
Alors, le morphisme π est ouvert au point x.
De´monstration. — La proposition 3.3.12 assure qu’il existe une extension finie
K ′ deK, un point x′ deAn,anA′ , ou` A
′ de´signe l’anneau des entiers deK ′, rationnel
dans sa fibre, tel que le morphisme naturel
α : An,anA′ → A
n,an
A
envoie le point x′ sur le point x et induise un isomorphisme
β : U ′ → U
d’un voisinage U ′ de x′ dansAn,anA′ sur un voisinage U de x dansA
n,an
A . Conside´rons
le diagramme commutatif suivant :
U ′
β
∼
//
π′

U
π

M (A′)
γ
//M (A)
.
Soit V un voisinage du point x dans X. Nous pouvons supposer qu’il est contenu
dans U . Nous avons alors
π(V ) = γ(π′(β−1(V ))).
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Le morphisme β−1 e´tant un home´omorphisme, il envoie le voisinage V du point x
sur un voisinage β−1(V ) du point x′. Puisque le point x′ est rationnel dans sa
fibre, le corollaire 2.4.6 nous assure que la partie π′(β−1(V )) est un voisinage
du point π′(x′) dans M (A′). D’apre`s le the´ore`me 3.1.15, le morphisme γ est
ouvert. On en de´duit que la partie π(V ) = γ(π′(β−1(V ))) est un voisinage du
point b = γ(π′(β−1(x))) dans M (A).
3.3.4. E´tude alge´brique locale
Nous disposons dore´navant de la connexite´ locale au voisinage des points
rigides des fibres et pouvons donc appliquer le re´sultat d’isomorphie locale
que nous avons de´montre´ dans la proposition 3.3.12. Cela va nous permettre
d’e´tudier les anneaux locaux en ces points. Commenc¸ons par le cas des fibres
extreˆmes.
The´ore`me 3.3.14. — Soient m un e´le´ment de Σf et x un point rigide de la
fibre extreˆme X˜m. Alors, l’anneau OX,x est un anneau local noethe´rien, re´gulier,
de dimension n + 1. Son corps re´siduel κ(x) est complet, et donc isomorphe
a` H (x).
De´monstration. — D’apre`s la proposition 3.3.11, le point x posse`de un syste`me
fondamental de voisinages connexes par arcs. Nous pouvons donc utiliser la
proposition 3.3.12 et nous ramener au cas d’un point x rationnel. Il existe alors
des e´le´ments α1, . . . , αn de km tels que le point x soit l’unique point de la fibre X˜m
ve´rifiant
(T1 − α1)(x) = · · · = (Tn − αn)(x) = 0.
Bien entendu, quel que soit i ∈ [[1, n]], l’e´le´ment αi de km se rele`ve en un
e´le´ment de Aˆm et donc en un e´le´ment de OB,b. Nous pouvons donc appliquer le
the´ore`me 2.4.8. Il nous assure qu’il existe un isomorphisme
OX,x ≃ lim−→
V,t
B(V )〈|T | ≤ t〉,
ou` V de´crit l’ensemble des voisinages compacts du point a˜m de B et t l’en-
semble (R∗+)
n. Il ne nous reste plus, a` pre´sent, qu’a` appliquer les the´ore`mes 2.2.12
et 2.2.14 pour de´montrer la premie`re partie du the´ore`me. La seconde de´coule du
lemme 2.2.2 et de la description des corps re´siduels aux points de l’espace B.
Remarque 3.3.15. — Signalons que, dans ce cas particulier, nous pouvons
conclure sans l’aide des the´ore`mes 2.2.12 et 2.2.14. En effet, nous connaissons
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un syste`me fondamental de voisinages compacts explicite du point a˜m de B :
il s’agit de l’ensemble des intervalles [aε
m
, a˜m], avec ε ∈ ]0,+∞[. Quel que soit
ε ∈ ]0,+∞[, l’alge`bre B([aε
m
, a˜m]) n’est autre que l’alge`bre Aˆm. Elle est munie
de la norme ‖.‖[aεm ,a˜m ] = |.|
ε
m
. On en de´duit imme´diatement un isomorphisme
OX,x ≃ Aˆm[[T ]].
Le cas des points rigides des fibres internes et centrale se traite de manie`re
identique. Il suffit de remplacer, dans la de´monstration ci-dessus, le the´ore`me 2.2.12
par le the´ore`me 2.2.8. Nous obtenons le re´sultat suivant.
The´ore`me 3.3.16. — Soit x un point rigide d’une fibre interne ou centrale de
l’espace X. Alors, l’anneau OX,x est un anneau local noethe´rien, re´gulier, de
dimension n. Son corps re´siduel κ(x) est complet, et donc isomorphe a` H (x).
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3.4. Fibres internes
Nous e´tudions ici les points des fibres internes de l’espace X, en utilisant les
proprie´te´s du flot. Nous retrouverons, en particulier, par ce biais, les re´sultats
sur les points rigides des fibres internes obtenus a` la section pre´ce´dente.
Nous reprenons, ici, les notations du paragraphe 1.3, consacre´ au flot. Soit
m ∈ Σf . Rappelons que la fibre Xam est l’espace affine de dimension n au-dessus
du corps Kˆm. D’apre`s le lemme 3.1.4, l’application
ψm :
]0,+∞[ → B′
m
ε 7→ aε
m
est un home´omorphisme. L’intervalle de de´finition de la trajectoire de tout point
de la fibre Xam est ]0,+∞[. Par conse´quent, nous disposons d’une application
ϕm :
Xam × ]0,+∞[ → X
′
m
(x, ε) 7→ xε
.
Notons p2 : Xam × ]0,+∞[ → ]0,+∞[ l’application de projection sur le second
facteur. Ces diffe´rentes applications s’inscrivent dans le diagramme commutatif
qui suit :
Xam × ]0,+∞[
ϕm
//
p2

X ′
m
π

]0,+∞[
ψm // B′
m
.
Proposition 3.4.1. — L’application ϕm est un home´omorphisme.
De´monstration. — Pour x ∈ X ′
m
, notons
λ(x) =
log(|π(x)|)
log(|πm|m)
.
L’application λ est continue et, quel que soit x ∈ X ′
m
, nous avons
π(x) = a
λ(x)
m .
Il est clair que l’application ϕm est bijective d’inverse
ϕ−1
m
:
X ′
m
→ Xam × ]0,+∞[
x 7→
(
x1/λ(x), π(x)
) .
Montrons que l’application ϕm est un home´omorphisme. Rappelons que la to-
pologie de X ′
m
est, par de´finition, la topologie la plus grossie`re qui rend continues
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les applications de la forme
|P | :
X ′
m
→ R+
x 7→ |P (x)|
,
avec P ∈ A[T ]. Pour montrer que l’application ϕm est continue, il suffit donc de
montrer que, quel que soit P ∈ A[T ], l’application
|P | ◦ ϕm :
Xam × ]0,+∞[ → R+
(x, ε) 7→ |P (xε)| = |P (x)|ε
est continue. Cette proprie´te´ est bien ve´rifie´e.
De meˆme, la topologie sur Xam × ]0,+∞[ est, par de´finition, la topologie la
plus grossie`re qui rend continues la projection p1 vers Xam et la projection p2
vers ]0,+∞[. Il nous suffit donc de montrer la compose´e de ϕ−1
m
avec chacune
de ces deux applications est continue. C’est imme´diat pour l’application
p2 ◦ ϕ
−1
m
= ψ−1
m
◦ π.
Conside´rons donc l’application
p1 ◦ ϕ
−1
m
:
X ′
m
→ Xam
x 7→ x1/λ(x)
.
Pour montrer que cette application est continue, il suffit de montrer que, quel
que soit P ∈ Kˆm[T ], l’application
|P | ◦ p1 ◦ ϕ
−1
m
:
X ′
m
→ R+
x 7→
∣∣P (x1/λ(x))∣∣ = |P (x)|1/λ(x)
est continue. Puisqu’une fonction qui est limite uniforme, sur tout compact,
d’applications continues est encore continue, il suffit de montrer que les appli-
cations de la forme |P | ◦ p1 ◦ ϕ
−1
m
, avec P ∈ A[T ] sont continues. Cela de´coule
alors directement de la de´finition de la topologie de X ′
m
et de la continuite´ de la
projection.
Un re´sultat similaire est valable pour la partie archime´dienne de l’espace X.
La preuve en est comple`tement analogue et nous ne la de´taillerons pas. Soit
σ ∈ Σ∞. Rappelons que la fibre Xaσ est isomorphe a` l’espace C
n si Kˆσ = C et
a` son quotient par la conjugaison complexe si Kˆσ = R. D’apre`s le lemme 3.1.4,
l’application
ψσ :
]0, 1] → B′σ
ε 7→ aεσ
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est un home´omorphisme. L’intervalle de de´finition de la trajectoire de tout point
de la fibre Xaσ est ]0, 1]. Par conse´quent, nous disposons d’une application
ϕσ :
Xaσ × ]0, 1] → X
′
σ
(x, ε) 7→ xε
.
Notons p2 : Xaσ × ]0, 1]→ ]0, 1] l’application de projection sur le second facteur.
Ces diffe´rentes applications s’inscrivent dans le diagramme commutatif qui suit :
Xaσ × ]0, 1]
ϕσ
//
p2

X ′
m
π

]0, 1]
ψσ
// B′σ
.
Proposition 3.4.2. — L’application ϕσ est un home´omorphisme.
Nous de´duisons de ces re´sultats deux corollaires topologiques.
Corollaire 3.4.3. — Le morphisme π est ouvert en tout point d’une fibre in-
terne de X.
Corollaire 3.4.4. — Tout point d’une fibre interne de l’espace X posse`de un
syste`me fondamental de voisinages connexes par arcs.
Corollaire 3.4.5. — Tout point interne de X posse`de des voisinages flottants,
au sens de la de´finition 1.3.6.
De´monstration. — Soient σ ∈ Σ et x un point de X ′σ. Reprenons les nota-
tions du paragraphe 1.3. Nous avons D = X ′σ et la structure de produit dont
les propositions pre´ce´dentes de´montrent l’existence assurent que le flot est une
application ouverte.
Proposition 3.4.6. — Soit b un point interne de B. Alors l’inclusion
jb : Xb →֒ X
de la fibre dans l’espace total induit un isomorphisme entre les espaces annele´s
(Xb, j
−1
b OX)
∼
−→ (Xb,OXb).
De´monstration. — Signalons tout d’abord qu’en de´pit de ce que les notations
utilise´es peuvent laisser penser les espaces topologiques sous-jacents sont, a
priori, diffe´rents. En effet, sur l’un ce sont les valeurs absolues de polynoˆmes
a` coefficients dans A qui doivent eˆtre continues, et, sur l’autre, ce sont celles des
polynoˆmes a` coefficients dans Kˆσ. Cependant, la continuite´ e´tant une proprie´te´
stable par limite uniforme sur tout compact, les topologies sont bien identiques.
L’application identite´ de´finit donc bien un home´omorphisme.
150 CHAPITRE 3. ESPACE AFFINE SUR UN CORPS DE NOMBRES
Inte´ressons-nous, a` pre´sent, aux faisceaux structuraux. Soit x ∈ Xb. Il nous
suffit de montrer que le morphisme naturel
OX,x → OXb,x
est un isomorphisme. Commenc¸ons par montrer qu’il est injectif. Soit f un
e´le´ment de OX,x nul dans OXb,x. Il existe un voisinage V de x dans Xb sur lequel
la fonction f est nulle. D’apre`s les propositions 3.4.1 et 3.4.2, la fonction f est
de´finie sur un voisinage U de x dans X de la forme
U = {yε, y ∈W, α < ε < β},
ou` W est un voisinage de x dans V , α un e´le´ment de ]0, 1[ et β un e´le´ment
de ]1,+∞[. Soit z ∈ U . Il existe un e´le´ment y de W et un nombre re´el ε ∈ ]α, β[
tels que z = yε. D’apre`s le corollaire 3.4.5, le point y posse`de des voisinages
flottants. D’apre`s la proposition 1.3.10, nous avons donc
|f(z)| = |f(y)|ε = 0.
On en de´duit que la fonction f est nulle sur U et donc dans l’anneau local OX,x.
Montrons, a` pre´sent, que le morphisme entre les anneaux locaux est surjec-
tif. Soit f ∈ OXb,s. Il existe un voisinage compact V de x dans Xb et une
suite (Rk)k∈N d’e´le´ments de Kˆσ(T ), sans poˆles sur V , qui converge vers la fonc-
tion f sur V . Soit k ∈ N. Il existe un e´le´ment Sk de Frac(A[T ]) sans poˆles sur V
qui ve´rifie
‖Sk −Rk‖V ≤ 2
−k.
Conside´rons le voisinage U du point x de X de´fini par
U =
{
yε, y ∈ V,
1
2
≤ ε ≤
3
2
}
.
Quel que soit k ∈ N, la fonction Sk n’a pas de poˆles sur la partie compacte U .
Soit η > 0. Il existe un entier p ∈ N tel que, quels que soient k, l ≥ p, nous
ayons
‖Rk −Rl‖V ≤ η.
Quitte a` augmenter p, nous pouvons supposer que 2−p ≤ η. Soit z ∈ U . Il existe
un e´le´ment y de V et un nombre re´el ε ∈ [1/2, 3/2] tels que z = yε. Quel que
soient k, l ≥ p, nous avons alors
|(Sk − Sl)(y)| = |(Sk − Sl)|
ε
≤
(
‖Rk −Rl‖V + 2
−k + 2−l
)ε
≤ (3η)ε
≤ max
(
(3η)1/2, (3η)3/2
)
.
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Par conse´quent, la suite (Sk)k∈N converge uniforme´ment sur U vers un e´le´ment g
de B(U) et donc de OX,x. L’image de cet e´le´ment dans l’anneau local OXb,x n’est
autre que l’e´le´ment f .
The´ore`me 3.4.7. — Soit x un point interne de X. L’anneau local OX,x est
hense´lien, noethe´rien, re´gulier, excellent et de dimension infe´rieure a` n. Le
corps κ(x) est hense´lien.
De´monstration. — La proposition qui pre´ce`de nous permet de nous ramener au
cas ou` l’espace de base est le spectre d’un corps, cadre dans lequel ces re´sultats
sont connus.
Pour finir, de´montrons des re´sultats indiquant que l’on peut controˆler le bord
de Shilov des voisinages de certains points. Commenc¸ons par rappeler quelques
proprie´te´s du le bord de Shilov dans le cadre des espaces analytiques sur un
corps ultrame´trique complet.
Proposition 3.4.8 (V. Berkovich). — Soient (k, |.|) un corps ultrame´trique
complet et (A , ‖.‖) une alge`bre k-affino¨ıde. L’anneau de Banach (A , ‖.‖) posse`de
un bord de Shilov Γ. C’est un ensemble fini.
Soient (k, |.|) un corps ultrame´trique complet et m un entier positif. Le bord
de Shilov de tout domaine affino¨ıde de Am,ank est contenu dans son inte´rieur
topologique.
De´monstration. — La premie`re partie de la proposition provient du corollaire
2.4.5 de [1]. La seconde provient du corollaire 2.5.13 (ii) et de la proposition
2.5.20 (que l’on applique, par exemple, en prenant comme espace affino¨ıde X un
disque de rayon assez grand et comme domaine affino¨ıde V le domaine affino¨ıde
en question).
Apportons une pre´cision graˆce a` la proposition suivante.
Proposition 3.4.9. — Soient (k, |.|) un corps ultrame´trique complet et m un
entier positif. Soit V un domaine strictement affino¨ıde irre´ductible de l’espace
affine Y = Am,ank . Notons Γ son bord de Shilov. En tout point γ de Γ, le
corps re´siduel H˜ (γ) du corps re´siduel comple´te´ H (γ) est de degre´ de trans-
cendance m. En particulier, en tout point γ de Γ, l’anneau local OY,γ est un
corps.
De´monstration. — La premie`re partie de la proposition de´coule de la proposi-
tion 2.4.4. (ii) de [1]. Puisque le corps H˜ (γ) a pour degre´ de transcendance m,
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le point γ ne peut se trouver localement sur aucun ferme´ de Zariski de dimension
strictement infe´rieure a` m. L’espace Y e´tant re´duit, on en de´duit que l’anneau
local OY,γ est un corps.
Remarque 3.4.10. — Ainsi que nous l’a fait remarquer A. Ducros, le re´sultat
pre´ce´dent vaut pour tout domaine affino¨ıde de tout espace de Berkovich bon et
re´duit.
Corollaire 3.4.11. — Soient m ∈ Σf et b ∈ B
′
m
. Soit V une partie compacte
et spectralement convexe de X contenue dans la fibre Xb qui est un domaine
strictement affino¨ıde irre´ductible de cette fibre, vue comme espace analytique
sur H (b). Alors la partie V posse`de un bord analytique fini et alge´briquement
trivial.
De´monstration. — Le bord de Shilov Γ de l’affino¨ıde V est un bord analytique
de V dans X. En effet, l’alge`bre affino¨ıde de V contient B(V ). Il suffit ensuite
de combiner les deux propositions pre´ce´dentes avec la proposition 3.4.6.
Lemme 3.4.12. — Soit (k, |.|) un corps ultrame´trique complet dont la valua-
tion n’est pas triviale. Soient m ∈ N, y un point de l’espace Y = Am,ank et U un
voisinage de ce point. Il existe r ∈ N et P1, . . . , Pr, Q1, . . . , Qr ∈ k[T ] tels que
la partie de Y de´finie par⋂
1≤i≤r
{
z ∈ Y
∣∣ |Pi(z)| ≤ |Qi(z)|}
soit un voisinage strictement affino¨ıde irre´ductible du point y dans U .
De´monstration. — Soit α ∈ k tel que |α| ∈ ]0, 1[. L’ensemble
E =
{
|α|
p
q , p ∈ Z, q ∈ N∗
}
est alors dense dans R+. Par de´finition de la topologie, il existe r, s ∈ N,
G1, . . . , Gr,H1, . . . ,Hs ∈ k[T ], u1, . . . , ur, v1, . . . , vs tels que la partie
V =
⋂
1≤i≤r
{
z ∈ Y
∣∣ |Gi(z)| ≤ ui} ∩ ⋂
1≤i≤s
{
z ∈ Y
∣∣ |Hi(z)| ≥ vi}
soit un voisinage compact du point y dans U .
Soit i ∈ [[1, r]]. Il existe p ∈ Z et q ∈ N∗ tels que ui = |α|
p/q. Remarquons que{
z ∈ Y
∣∣ |Gi(z)| ≤ ui} = {z ∈ Y ∣∣ |(α−pGqi )(z)| ≤ 1} .
Par conse´quent, nous pouvons supposer que, quel que soit i ∈ [[1, r]], nous avons
ui = 1. De meˆme, nous pouvons supposer que, quel que soit i ∈ [[1, s]], nous
avons vi = 1.
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Conside´rons un disque compactD de Y qui contient le compact V . Notons AD
l’alge`bre k-affino¨ıde associe´e. La partie V est un domaine rationnel de D. No-
tons AV l’alge`bre k-affino¨ıde associe´e. Conside´rons la composante connexe W
de V qui contient le point x. Il existe un e´le´ment f de AV qui est nul sur W et
vaut identiquement 1 sur la re´union R des autres composantes connexes de V .
Puisque V est un domaine rationnel de D, il existe des e´le´ments g et h de AD
tels que la fonction h ne s’annule pas sur V et tels que l’on ait{
z ∈ V
∣∣∣ ∣∣∣g
h
(z)
∣∣∣ < |α|} =W et {z ∈ V ∣∣∣ ∣∣∣g
h
(z)
∣∣∣ > |α|} = R.
Puisque D est un disque, les polynoˆmes sont denses dans AD. Il existe donc des
e´le´ments G et H de k[T ] tels que la fonction H ne s’annule pas sur V et tels
que l’on ait {
z ∈ V
∣∣∣∣
∣∣∣∣GH (z)
∣∣∣∣ ≤ |α|
}
=W.
Pour conclure, il suffit d’e´crire le voisinage compact et connexe W du point y
dans U sous la forme
W = V ∩
{
z ∈ Y
∣∣ |G(z)| ≤ |αH(z)|} .
C’est bien un domaine strictement affino¨ıde de Y . Il est irre´ductible car il est
connexe et que l’espace analytique Y est normal.
Proposition 3.4.13. — Soit m ∈ Σf . Tout point de X
′
m
posse`de un syste`me
fondamental de voisinages compacts, connexes et spectralement convexes qui
posse`dent un bord analytique fini et alge´briquement trivial.
De´monstration. — Soient b un point de B′
m
et x un point de la fibre Xb. Soit U
un voisinage du point x dans X. D’apre`s le lemme pre´ce´dent, il existe r ∈ N et
P1, . . . , Pr, Q1, . . . , Qr ∈ Kˆm[T ] tels que la partie de Y de´finie par
V1 =
⋂
1≤i≤r
{
z ∈ Y
∣∣ |Pi(z)| ≤ |Qi(z)|}
soit un voisinage strictement affino¨ıde irre´ductible du point y contenu dans
l’inte´rieur de U ∩Xb dans Xb.
D’apre`s la proposition 3.4.1, il existe α, β ∈ Ix ve´rifiant 0 < α < 1 < β et tels
que la partie
V = {yε, y ∈ V1, ε ∈ [α, β]}
soit un voisinage compact et connexe du point x dans U . Remarquons que
V =
⋂
1≤i≤r
{
z ∈ π−1([bα, bβ ])
∣∣ |Pi(z)| ≤ |Qi(z)|} .
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On de´duit alors du the´ore`me 1.2.11 et des propositions 3.1.16 et 1.2.16 que le
compact V est spectralement convexe.
Notons Γ1 le bord analytique fini et alge´briquement trivial du compact V1
dont l’existence nous est assure´e par le corollaire 3.4.11. Posons
Γ = {xα, x ∈ Γ1} ∪ {x
β , x ∈ Γ1}.
On de´duit du corollaire 3.4.5 et de la proposition 1.3.10 que, pour tout e´le´ment f
de O(V ), nous avons
‖f‖V = ‖f‖Γ
et que la partie Γ est encore finie et alge´briquement triviale. La partie Γ est
donc un bord analytique du compact V qui satisfait les proprie´te´s voulues.
Proposition 3.4.14. — Soient σ un e´le´ment de Σf et b un point de Bσ \{a0}.
Tout point rigide de la fibre Xb posse`de un syste`me fondamental de voisinages
compacts, connexes et spectralement convexes qui posse`dent un bord de Shilov
fini et alge´briquement trivial.
De´monstration. — Soit x un point rigide de la fibre Xb. D’apre`s la proposition
3.3.12 et le lemme 3.1.22, nous pouvons supposer que le point x est le point 0
de la fibre Xb. La proposition 2.4.3 assure alors que ce point posse`de un syte`me
fondamental de voisinages qui sont des disques compacts au-dessus de parties
compactes et connexes de Bσ \ {a0}. La discussion mene´e au nume´ro 3.1.2.3
et la proposition 3.2.23 montrent qu’une telle partie posse`de un bord de Shilov
et en fournissent une description explicite. C’est en particulier un ensemble
fini compose´ de points internes. On de´duit de la proposition 3.4.6 qu’il est
alge´briquement trivial.
Proposition 3.4.15. — Soient σ un e´le´ment de Σf et b un point de Bσ \{a0}.
Tout point de´ploye´ de la fibre Xb posse`de un syste`me fondamental de voisinages
compacts, connexes et spectralement convexes qui posse`dent un bord de Shilov
fini et alge´briquement trivial.
De´monstration. — La proposition 2.4.3 assure qu’un point de´ploye´ posse`de un
syte`me fondamental de voisinages qui sont des couronnes compactes au-dessus
de parties compactes et connexes de Bσ \ {a0}. On conclut alors comme dans la
preuve pre´ce´dente.
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3.5. Dimension topologique
Nous consacrons cette partie a` l’e´tude de la dimension topologique de l’espace
affine analytique X = An,anA de´fini au-dessus de l’anneau d’entiers de corps
de nombres A. La notion de dimension topologique n’est agre´able que lorsque
l’espace conside´re´ est me´trisable. Dans ce cas, la dimension de recouvrement
(cf. [23], de´finition I.4) et la dimension inductive forte (cf. [23], de´finition I.5)
co¨ıncident (cf. [23], the´ore`me II.7). Commenc¸ons par ve´rifier que nous nous
trouvons bien dans cette situation.
The´ore`me 3.5.1. — L’espace analytique X = An,anA est me´trisable.
De´monstration. — Soient x un point de X et U un voisinage du point x dansX.
Par de´finition de la topologie, il existe r ∈ N, P1, . . . , Pr ∈ A[T1, . . . , Tn] et
u1, . . . , ur, v1, . . . , vr ∈ R tels que la partie
V =
⋂
1≤i≤r
{y ∈ X |ui < |Pi(y)| < vi}
soit un voisinage du point x contenu dans U . Nous pouvons supposer que les
nombres u1, . . . , ur, v1, . . . , vr sont rationnels. Puisque l’ensemble A est de´nom-
brable, l’ensemble des voisinages de la forme pre´ce´dente est alors de´nombrable.
On en de´duit que l’espace X est se´parable.
D’apre`s le the´ore`me 1.1.13, l’espaceX est localement compact et donc re´gulier.
Le the´ore`me d’Urysohn (cf. [23], corollaire du the´ore`me I.3) assure alors qu’il
est me´trisable.
Nous pouvons, a` pre´sent, calculer la dimension topologique de l’espace An,anA .
Commenc¸ons par l’espace de base B = M (A).
Proposition 3.5.2. — La dimension topologique de l’espace B est e´gale a` 1.
De´monstration. — Soit σ ∈ Σ. La branche σ-adique Bσ est home´omorphe au
segment [0, 1]. Elle est donc de dimension 1. D’apre`s [23], the´ore`me II.3, nous
avons donc
dim(B) ≥ 1.
En outre, nous avons
B =
⋃
σ∈Σ
Bσ
et ce recouvrement est de´nombrable. D’apre`s [23], the´ore`me II.1, nous avons
donc
dim(B) ≤ 1.
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On en de´duit le re´sultat voulu.
Traitons, maintenant, le cas ge´ne´ral.
Proposition 3.5.3. — La dimension topologique de l’espace An,anA est e´gale
a` 2n + 1.
De´monstration. — Commenc¸ons par minorer la dimension. Soit σ ∈ Σ∞. D’apre`s
la proposition 3.4.2, la partie X ′σ de X est home´omorphe a` Xaσ × ]0, 1]. Si σ est
un plongement re´el, la fibre Xaσ est home´omorphe au quotient de l’espace C
n
par l’action de la conjugaison complexe. Elle est donc de dimension e´gale a` 2n.
Si σ est un plongement complexe non re´el, la fibre Xaσ est home´omorphe a`
l’espace Cn lui-meˆme et est donc encore de dimension e´gale a` 2n. Dans tous les
cas, la dimension de X ′σ est e´gale a` 2n + 1. D’apre`s [23], the´ore`me II.3, nous
avons donc
dim(X) ≥ 2n+ 1.
Soit k ∈ N∗. Conside´rons le disque de centre 0 et de rayon k de X :
D(k) =
{
x ∈ X
∣∣ |T (x)| ≤ k} .
C’est une partie compacte de X. L’application de projection
πk : D(k)→ B
est continue et ferme´e. Soit b un point de B. Si la valeur absolue sur le corps
re´siduel comple´te´ H (b) est archime´dienne, la dimension de la fibre π−1k (b) est
e´gale a` 2n. Si elle est ultrame´trique, la fibre π−1k (b) est le disque de centre 0 et de
rayon k de l’espace affine de Berkovich de dimension n au-dessus du corps H (b).
D’apre`s [2], proposition 1.2.18, sa dimension est infe´rieure a` n. D’apre`s [23],
the´ore`me III.6, nous avons
dim(D(k)) ≤ dim(B) + 2n ≤ 2n + 1.
Bien entendu, nous avons
X =
⋃
k∈N∗
D(k).
D’apre`s [23], the´ore`me II.1, nous avons donc
dim(X) ≤ 2n+ 1.
On en de´duit le re´sultat annonce´.
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3.6. Prolongement analytique
Inte´ressons-nous, a` pre´sent, au proble`me du prolongement analytique. Com-
menc¸ons par pre´ciser ce que nous entendons par ce terme.
De´finition 3.6.1. — Soit (S,OS) un espace localement annele´. Nous dirons
que le principe du prolongement analytique vaut sur l’espace (S,OS)
si, pour tout point s de S, le morphisme naturel
OS(S)→ OS,s
est injectif.
Soit T une partie de l’espace topologique S. Notons jT : T →֒ S le morphisme
d’inclusion. Nous dirons que le principe du prolongement analytique vaut
sur la partie T de l’espace S s’il vaut sur l’espace (T, j−1T OS).
Introduisons e´galement une version locale.
De´finition 3.6.2. — Soit (S,OS) un espace localement annele´. Soit s un point
de S. Nous dirons que le principe du prolongement analytique vaut au
voisinage du point s si, pour tout voisinage U du point s dans S et tout
e´le´ment f de OS(U) dont l’image n’est pas nulle dans OS,s, il existe un voisi-
nage V de s dans U tel que l’image de la fonction f ne soit nulle dans aucun
des anneaux locaux OS,t, pour t appartenant a` V .
Donnons un exemple de point ve´rifiant cette proprie´te´.
Lemme 3.6.3. — Soit (S,OS) un espace analytique (au sens de la de´finition
1.1.27). Soit s un point de S en lequel l’anneau local est un corps. Alors le
principe du prolongement analytique vaut au voisinage du point s.
Le lemme qui suit, de de´monstration imme´diate, relie les de´finitions locale et
globale de prolongement analytique.
Lemme 3.6.4. — Soit (S,OS) un espace localement annele´. Soit T une partie
connexe de l’espace topologique S. Supposons que le principe du prolongement
analytique vaut au voisinage de tout point de T . Alors, il vaut sur T .
Soit s un point de S. Supposons que le point S posse`de un syste`me fonda-
mental de voisinages sur lesquels vaut le principe du prolongement analytique.
Alors il vaut au voisinage du point s.
Commenc¸ons par nous inte´resser au cas de l’espace de base B.
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Proposition 3.6.5. — Le principe du prolongement analytique vaut au voisi-
nage de tout point b de B. En particulier, il vaut sur tout ouvert connexe de
l’espace B.
Conside´rons, a` pre´sent, le cas de l’espace affine de dimension n, X = An,anA .
Commenc¸ons par nous inte´resser aux points internes de cet espace. L’utilisation
du flot permet d’obtenir facilement des re´sultats.
Proposition 3.6.6. — Le principe du prolongement analytique vaut au voisi-
nage de tout point interne de l’espace X. En particulier, pour tout e´le´ment σ
de Σ, le principe du prolongement analytique vaut sur tout ouvert connexe de
l’espace X ′σ.
De´monstration. — Soient b un point interne de l’espace B et x un point de la
fibre Xb. Soient U un voisinage du point x dans X et f un e´le´ment de OX(U)
dont l’image dans l’anneau local OX,x n’est pas nul. La proposition 3.4.6 nous
assure que l’image de f dans l’anneau local OXb,x diffe`re encore de 0. Soit V0 un
voisinage connexe du point x dans la fibre Xb. C’est un espace analytique nor-
mal et connexe de´fini sur un corps value´ complet. Le principe du prolongement
analytique y vaut donc. Par conse´quent, pour tout e´le´ment y de V0, l’image
de la fonction f dans l’anneau local OXb,y, et donc dans l’anneau local OX,y,
diffe`re de 0. Les propositions 3.4.1 et 3.4.2 assurent que le point x posse`de un
voisinage V dans U forme´ de trajectoires d’e´le´ments de V0. Le corollaire 3.4.5
et la proposition 1.3.10 assurent alors que, pour tout point y de V , l’image de
la fonction f diffe`re de 0 dans l’anneau local OX,y.
Nous n’irons, pour le moment, gue`re plus loin dans cette direction. Mention-
nons cependant quelques re´sultats partiels.
Lemme 3.6.7. — Soient V une partie ouverte de l’espace B et Y une couronne
ouverte au-dessus de V . Soit f un e´le´ment de OX(Y ). Notons C l’ensemble des
points de V qui posse`dent un voisinage W ve´rifiant la proprie´te´ suivante :
∀y ∈ XW ∩ Y, f(y) = 0.
La partie C est ouverte et ferme´e dans V .
De´monstration. — Par de´finition, la partie C est ouverte dans V . Il nous reste
a` montrer qu’elle est ferme´e dans V .
Soit c un point de V \C. Soit y un point de´ploye´ (cf. de´finition 2.4.2) contenu
dansXc∩Y . Supposons, par l’absurde, que l’image de f dans l’anneau local OX,y
soit nulle. D’apre`s la proposition 2.4.3, il existe un voisinage W de c dans V tel
que, pour tout point d de W , la fonction f est nulle sur une partie ouverte de
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la fibre Xd ∩ Y . Soit d un point de W . Puisque l’espace analytique Xd ∩ Y est
normal et connexe, la fonction f y est identiquement nulle. On en de´duit que le
point c appartient a` C, ce qui contredit l’hypothe`se.
Nous avons donc montre´ que l’image de f dans l’anneau local OX,y n’est pas
nulle. Supposons, tout d’abord, que le point c est un point interne ou central.
La description explicite de l’anneau local OX,y nous permet d’affirmer que le
morphisme naturel
OX,y → OXc,y
est injectif. Par conse´quent, l’image de f dans l’anneau local OXc,y n’est pas
nulle. Puisque l’espace analytique Xc ∩ Y est normal et connexe, il posse`de
un point z en lequel nous avons |f(z)| > 0. En outre, nous pouvons supposer
que le point z est de´ploye´, car l’ensemble de ces points est dense. D’apre`s le
corollaire 2.4.6, le morphisme π est ouvert au voisinage du point z. En outre, il
existe un voisinage du point z dans Y sur lequel la fonction f ne s’annule pas.
On en de´duit que la partie V \ C est un voisinage du point c dans V .
Supposons, a` pre´sent, que le point c est un point extreˆme : il existe un
e´le´ment m de Σf tel que c = a˜m. Il existe alors un nombre re´el ε > 0 tel
que l’intervalle ]aε
m
, a˜m] soit contenu dans V . Notons
U = π−1(]aε
m
, a˜m]) ∩ Y.
D’apre`s la proposition 2.4.3, il existe un point de U au voisinage duquel la
fonction f n’est pas nulle. Puisque l’ouvert U est connexe, la proposition 3.6.6
nous assure que, pour tout point z de U , l’image de la fonction f dans l’anneau
local OX,z n’est pas nulle. On en de´duit que, pour tout e´le´ment δ de ]ε,+∞[, il
existe un point de Xaεm ∩Y en lequel la fonction f n’est pas nulle. En particulier,
l’intervalle ]aε
m
, a˜m] est contenu dans V \ C. On en de´duit que la partie V \ C
est un voisinage du point c dans V .
Corollaire 3.6.8. — Soient V une partie ouverte et connexe de l’espace B et Y
une couronne ouverte au-dessus de V . Soit x un point de Y en lequel le mor-
phisme π est ouvert. Alors le morphisme naturel
OX(Y )→ OX,x
est injectif.
De´monstration. — Soit f un e´le´ment de OX(Y ) dont l’image dans l’anneau
local OX,x est nulle. Puisque le morphisme π est ouvert en x, il existe un voisi-
nage W de π(x) dans V tel que, pour tout point b de W , la fonction f est nulle
160 CHAPITRE 3. ESPACE AFFINE SUR UN CORPS DE NOMBRES
sur une partie ouverte de la fibre Xb∩Y . Soit b un point deW . Puisque l’espace
analytique Xb∩Y est normal et connexe, la fonction f y est identiquement nulle.
De´finissons la partie C de V de la meˆme fac¸on que dans le lemme qui pre´ce`de.
Nous venons de montrer qu’elle n’est pas vide. Puisque la partie V est suppose´e
connexe, nous avons ne´cessairement l’e´galite´ C = V . En d’autres termes, la
fonction f est nulle en tout point de la couronne Y et donc dans OX(Y ).
CHAPITRE 4
DROITE AFFINE ANALYTIQUE AU-DESSUS
D’UN ANNEAU D’ENTIERS DE CORPS DE
NOMBRES
Dans le chapitre pre´ce´dent, nous sommes parvenu a` exhiber des syste`mes
fondamentaux de voisinages pour certains points de l’espace affine au-dessus
d’un anneau d’entiers de corps de nombres et a` e´tablir certaines proprie´te´s des
anneaux locaux en ces points. Notre e´tude reste cependant incomple`te ; nous
allons la mener a` terme dans le cadre de la droite affine.
Nous commencerons, au nume´ro 4.1, par rappeler les re´sultats dont nous dis-
posons de´ja` et les appliquer au cas de la droite. Nous observerons notamment
que, dans ce cadre, n’e´chappent a` notre e´tude que certains points des fibres cen-
trale et extreˆmes, a` savoir les points de type 3 et 2, auxquels nous consacrerons
respectivement les nume´ros 4.2 et 4.3.
Nous regroupons au nume´ro 4.4 les re´sultats de´montre´s jusqu’alors et prou-
vons, en outre, la validite´ du principe du prolongement analytique.
Finalement, nous montrons au nume´ro 4.5 que le faisceau structural sur la
droite affine analytique au-dessus d’un anneau d’entiers de corps de nombres
est cohe´rent. L’on sait l’importance que reveˆt cette proprie´te´ en ge´ome´trie
alge´brique et en ge´ome´trie analytique complexe. Elle se re´ve´lera, pour nous,
capitale au chapitre 7, puisqu’elle nous permettra d’utiliser les re´sultats sur les
espaces de Stein de´montre´s au chapitre 6.
Dans ce chapitre, comme dans le pre´ce´dent, nous fixons un corps de nombresK
et notons A l’anneau de ses entiers. Nous posons
B = M (A).
Puisque nous nous inte´ressons ici a` la droite affine analytique, nous posons
X = A1,anA .
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Les faisceaux structuraux sur ces espaces seront respectivement note´s OB et OX .
Lorsqu’aucune confusion ne peut en de´couler, nous les noterons simplement O.
Nous noterons T la variable sur l’espace X. Nous de´signerons finalement par
π : X → B
le morphisme de projection induit par le morphisme naturel A → A[T ]. Pour
toute partie V de B, nous posons
XV = π
−1(V )
et, pour tout point b de B,
Xb = π
−1(b).
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4.1. Re´capitulatif
Commenc¸ons par appliquer au cas de la droite les re´sultats que nous avons
de´montre´s pour les espaces affines. Commenc¸ons par les points rigides des fibres.
The´ore`me 4.1.1. — Soient b un point de l’espace B et x un point rigide de
la fibre Xb. Le point x posse`de un syste`me fondamental de voisinages connexes
par arcs dans X et le morphisme de projection π est ouvert au point x.
De´monstration. — Ce re´sultat est une conse´quence des propositions 3.3.11 et
3.3.13.
En ce qui concerne les proprie´te´s de l’anneau local, nous distinguerons deux
cas.
The´ore`me 4.1.2. — Soient b un point de l’espace B qui n’est pas un point
extreˆme et x un point rigide de la fibre Xb. L’anneau local OX,x est un anneau
de valuation discre`te hense´lien. Son corps re´siduel κ(x) est complet, et donc
isomorphe a` H (x).
De´monstration. — Remarquons tout d’abord que l’anneau local OB,b est un
corps. D’apre`s la proposition 3.3.12, nous pouvons supposer que le point x est
rationnel dans sa fibre. D’apre`s le lemme 3.1.22, nous pouvons supposer que
c’est le point 0 de cette fibre. Le the´ore`me 2.4.8 permet alors de ramener l’e´tude
a` celle de l’anneau local Lb. D’apre`s les the´ore`mes 2.2.8 et 2.2.13, ce dernier
anneau est noethe´rien et factoriel. D’apre`s le lemme 2.2.2, son ide´al maximal
est engendre´ par l’e´le´ment T , qui n’est pas nilpotent. La proposition 2 de [25]
assure alors que l’anneau Lb est de valuation discre`te. Le caracte`re hense´lien,
quant a` lui, de´coule de la proposition 2.5.1. Le re´sultat concernant le corps
re´siduel κ(x) de´coule du the´ore`me 3.3.16.
The´ore`me 4.1.3. — Soient b un point extreˆme de l’espace B et x un point
rigide de la fibre Xb. L’anneau local OX,x est un anneau hense´lien, noethe´rien et
re´gulier de dimension 2. Son corps re´siduel κ(x) est complet, et donc isomorphe
a` H (x).
De´monstration. — Ce re´sultat de´coule de la proposition 2.5.1 et du the´ore`me
3.3.14.
Pour les points internes, nous disposons de re´sultats complets.
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The´ore`me 4.1.4. — Soient b un point interne de l’espace B et x un point de la
fibre Xb qui n’est pas un point rigide. Le point x posse`de un syste`me fondamental
de voisinages connexes par arcs dans X et le morphisme de projection π est
ouvert au point x. L’anneau local OX,x est isomorphe au corps κ(x), lequel est
hense´lien.
De´monstration. — La premie`re partie du re´sultat de´coule directement des co-
rollaires 3.4.3 et 3.4.4. La seconde de´coule de la proposition 3.4.6 et du re´sultat
correspondant pour la droite analytique sur un corps value´ complet (qui est
alors ne´cessairement ultrame´trique).
Il nous reste donc a` e´tudier les points des fibres extreˆmes et centrale qui ne
sont pas rigides. Rappelons que nous avons e´galement de´montre´ des re´sultats
pour certains points de type 3 de ces fibres.
The´ore`me 4.1.5. — Soient b un point extreˆme ou central de l’espace B, α un
e´le´ment de H (b) et r un e´le´ment de R∗+ \ {1}. Notons x le point ηα,r de la
fibre Xb. Le point x posse`de un syste`me fondamental de voisinages connexes par
arcs dans X et le morphisme de projection π est ouvert au point x.
De´monstration. — D’apre`s le lemme 3.1.22, nous pouvons supposer que l’e´le´ment α
est nul. Le re´sultat de´coule alors des corollaires 2.4.6 et 2.4.7.
Pour de´crire les proprie´te´s de l’anneau local, nous distinguerons deux cas.
The´ore`me 4.1.6. — Soient α un e´le´ment de K et r un e´le´ment de R∗+ \ {1}.
Notons x le point ηα,r de la fibre centrale X0. L’anneau local OX,x est isomorphe
au corps κ(x), lequel est hense´lien.
De´monstration. — Le re´sultat de´coule du corollaire 3.2.8.
The´ore`me 4.1.7. — Soient m un e´le´ment de Σf , α un e´le´ment de k˜m et r un
e´le´ment de R∗+ \ {1}. Notons x le point ηα,r de la fibre extreˆme X˜m. L’anneau
local OX,x est un anneau de valuation discre`te d’uniformisante πm. Son corps
re´siduel κ(x) est complet, et donc isomorphe a` H (x).
De´monstration. — D’apre`s le lemme 3.1.22, nous pouvons supposer que l’e´le´ment α
est nul. Quitte a` changer T en T−1, nous pouvons supposer que r < 1. Le re´sultat
de´coule alors du corollaire 3.2.6.
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Lorsque les anneaux locaux sont des anneaux de valuation discre`te, nous
pouvons obtenir des informations supple´mentaires. A` cet effet, nous introduisons
une nouvelle de´finition.
De´finition 4.1.8. — Soient (Y,OY ) un espace analytique et y un point de Y .
Supposons que l’anneau local OY,y est un anneau de valuation discre`te. Soit V
un voisinage du point y dans Y et π un e´le´ment de OY (V ). Nous dirons que la
fonction π est une uniformisante forte de l’anneau OY,y sur V s’il existe
un nombre re´el C ve´rifiant la proprie´te´ suivante : pour tout e´le´ment f de OY (V )
dont l’image f(y) dans H (y) est nulle, il existe un e´le´ment g de OY (V ) tel que
i) f = πg dans OY (V ) ;
ii) ‖g‖V ≤ C ‖f‖V .
Remarque 4.1.9. — L’image dans l’anneau de valuation discre`te OY,y d’une
uniformisante forte est une uniformisante.
Lemme 4.1.10. — Soit b un point de l’espace B tel que l’anneau local OB,b
soit un anneau de valuation discre`te. Soit π une uniformisante de l’anneau OB,b
et U un voisinage du point b dans B sur lequel elle est de´finie. Alors il existe un
syste`me fondamental V de voisinages compacts et connexes du point b dans U
tel que, pour tout e´le´ment V de V , la fonction π est une uniformisante forte de
l’anneau OB,b sur V .
De´monstration. — Il existe un e´le´ment m de Σf tel que le point b soit le
point a˜m. Les descriptions explicites du nume´ro 3.1.2.2 permettent de montrer
que, pour tout nombre re´el ε > 0, la fonction πm est une uniformisante forte de
l’anneau OB,a˜m ≃ Aˆm sur [a
ε
m
, a˜m]. Le re´sultat pour toute autre uniformisante
s’en de´duit.
Proposition 4.1.11. — Soit b un point de B qui n’est pas un point extreˆme.
Notons x le point 0 de la fibre Xb. Soit V un voisinage compact et connexe du
point b dans B dont le bord ne contient pas le point central a0. Soit t un nombre
re´el strictement positif. La fonction T est une uniformisante forte de l’anneau
de valuation discre`te OX,x sur le disque DV (t).
De´monstration. — Soit f un e´le´ment de O(DV (t)) dont l’image dans H (x)
est nulle. D’apre`s la proposition 3.2.14, il existe un nombre re´el r > t et une
suite (fk)k≥0 d’e´le´ments de O(V ) ve´rifiant la condition limk→+∞ ‖fk‖V r
k = 0
tels que l’on ait l’e´galite´
f =
∑
k≥0
fkT
k.
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Par hypothe`se, nous avons f(x) = 0 et donc f0(x) = f0(b) = 0. Puisque le point b
n’est pas extreˆme, l’anneau local OB,b est un corps. Par conse´quent, la fonction f0
est nulle au voisinage du point b dans V . D’apre`s le principe du prolongement
analytique, elle est nulle dans O(V ). Maintenant, le the´ore`me 3.2.16 assure que
la se´rie
g =
∑
k≥0
fk+1T
k
de´finit un e´le´ment de O(DV (t)). Par conse´quent, nous avons l’e´galite´
f = Tg dans O(DV (t)).
D’apre`s le lemme 3.2.22, le disque DV (t) posse`de un bord analytique Γ qui
ve´rifie la proprie´te´ suivante :
∀y ∈ Γ, |T (y)| = t.
Soit y un point de Γ en lequel la fonction g atteint son maximum. Nous avons
alors
‖g‖DV (t) = |g(y)|
= |T (y)|−1 |f(y)|
≤ t−1 ‖f‖DV (t).
Corollaire 4.1.12. — Soient b un point de B qui n’est pas un point extreˆme
et x un point rigide de la fibre Xb. Soient π une uniformisante de l’anneau de
valuation discre`te OX,x et U un voisinage du point x dans X sur lequel elle
est de´finie. Alors il existe un syste`me fondamental V de voisinages compacts et
connexes du point x dans U tel que, pour tout e´le´ment V de V , la fonction π
est une uniformisante forte de l’anneau OX,x sur V .
De´monstration. — D’apre`s la proposition 3.3.12, nous pouvons supposer que
le point x est rationnel dans sa fibre. D’apre`s le lemme 3.1.22, nous pouvons
supposer que c’est le point 0 de cette fibre. La proposition pre´ce´dente jointe
a` la proposition 2.4.3 nous permet alors de conclure lorsque l’uniformisante
conside´re´e est T . Le re´sultat pour toute autre uniformisante s’en de´duit.
Proposition 4.1.13. — Soient m un e´le´ment de Σf et r un e´le´ment deR
∗
+ \ {1}.
Soient s et t deux e´le´ments de R∗+ qui ve´rifient s < r < t. Notons x le point ηr
de la fibre extreˆme X˜m. Soit ε un e´le´ment de R
∗
+. Conside´rons la couronne
C =
{
y ∈ π−1([aε
m
, a˜m])
∣∣ s < |T (y)| < t} .
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La fonction πm est une uniformisante forte de l’anneau de valuation discre`te OX,x
sur la couronne C.
De´monstration. — Soit f un e´le´ment de O(C) dont l’image dans H (x) est
nulle. Remarquons que l’anneau norme´ (O(V ), ‖.‖V ) n’est autre que l’anneau
(Aˆm, |.|
ε
m
). D’apre`s la proposition 3.2.18, il existe deux nombres re´els s0 et t0
ve´rifiant 0 < s0 < s < t < t0 et une suite (fk)k≥0 d’e´le´ments de Aˆm ve´rifiant la
condition limk→+∞ |fk|
ε
m
rk = 0 tels que l’on ait l’e´galite´
f =
∑
k≥0
fkT
k.
Par hypothe`se, nous avons f(x) = 0 et donc
∀k ∈ N, fk(x) = fk(a˜m) = 0.
On en de´duit que, pour tout e´le´ment k de N, il existe un e´le´ment gk de Aˆm tel
que l’on ait l’e´galite´
fk = πm gk.
En outre, pour tout e´le´ment k de N, nous avons
|gk|
ε
m
= |πm|
−ε
m
|fk|
ε
m
.
Par conse´quent, la se´rie
g =
∑
k≥0
gkT
k
de´finit un e´le´ment de l’anneau O(V )〈s ≤ |T | ≤ t〉† et donc de l’anneau O(C),
d’apre`s le the´ore`me 3.2.19. Nous avons alors l’e´galite´
f = πm g dans O(C).
D’apre`s le lemme 3.2.23, la couronne C posse`de un bord analytique Γ qui ve´rifie
la proprie´te´ suivante :
∀y ∈ Γ, |πm(y)| = |πm|
ε
m
.
Soit y un point de Γ en lequel la fonction g atteint son maximum. Nous avons
alors
‖g‖C = |g(y)|
= |πm(y)|
−1 |f(y)|
≤ |πm|
−ε
m
‖f‖C .
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Corollaire 4.1.14. — Soit m un e´le´ment de Σf . Soient α un e´le´ment de k˜m et r
un e´le´ment de R∗+ \{1}. Notons x le point ηα,r de la fibre extreˆme X˜m. Soient π
une uniformisante de l’anneau de valuation discre`te OX,x et U un voisinage du
point x dans X sur lequel elle est de´finie. Il existe un syste`me fondamental V de
voisinages compacts et connexes du point x dans U tel que, pour tout e´le´ment V
de V , la fonction π est une uniformisante forte de l’anneau OX,x sur V .
De´monstration. — D’apre`s le lemme 3.1.22, nous pouvons supposer que le point x
est le point ηr de la fibre X˜m. La proposition pre´ce´dente jointe a` la propo-
sition 2.4.3 nous permet alors de conclure lorsque l’uniformisante conside´re´e
est πm. Le re´sultat pour toute autre uniformisante s’en de´duit imme´diatement.
Inte´ressons-nous, maintenant, au bord analytique de voisinages des points.
Nous nous contentons de rappeler ici les re´sultats des propositions 3.4.13, 3.4.14
et 3.4.15.
Proposition 4.1.15. — Soit σ ∈ Σf . Tout point de X
′
σ posse`de un syste`me
fondamental de voisinages compacts, connexes et spectralement convexes qui
posse`dent un bord analytique fini et alge´briquement trivial.
Proposition 4.1.16. — Soit b un point de Bum \ {a0}. Tout point rigide de la
fibre Xb posse`de un syste`me fondamental de voisinages compacts, connexes et
spectralement convexes qui posse`dent un bord de Shilov fini et alge´briquement
trivial.
Proposition 4.1.17. — Soit b un point de Bum \ {a0}. Tout point de type 3
de´ploye´ de la fibre Xb posse`de un syste`me fondamental de voisinages compacts,
connexes et spectralement convexes qui posse`dent un bord de Shilov fini et alge´-
briquement trivial.
Pour finir, inte´ressons-nous au principe du prolongement analytique.
Proposition 4.1.18. — Soit b un point de l’espace B. Soit V un voisinage
ouvert et connexe du point b dans B. Soit r un e´le´ment de l’intervalle ]0, 1[. Le
principe du prolongement analytique vaut sur le disque D˚V (r).
De´monstration. — D’apre`s le corollaire 3.6.8, il suffit de montrer que le mor-
phisme de projection π est ouvert au voisinage de tout point du disque D˚V (r).
Ce re´sultat de´coule des the´ore`mes 4.1.1, 4.1.4 et 4.1.5.
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Corollaire 4.1.19. — Le principe du prolongement analytique vaut au voisi-
nage des points rigides des fibres de l’espace X.
De´monstration. — Soient b un point de l’espace B et x un point rigide de la
fibreXb. D’apre`s la proposition 3.3.12 et le lemme 3.1.22, nous pouvons supposer
que le point x est le point 0 de la fibre Xb. D’apre`s la proposition 2.4.3, la famille
des disques ouverts D˚V (r), ou` V parcourt l’ensemble des voisinages ouverts et
connexes de b dans B et r l’intervalle ]0, 1[, est un syste`me fondamental de
voisinages du point x dans X. Nous concluons alors en utilisant le lemme 3.6.4
et la proposition pre´ce´dente.
Proposition 4.1.20. — Soit b un point de l’espace B. Soit V un voisinage
ouvert et connexe du point b dans B. Soient s et t deux nombres re´els qui
ve´rifient la condition 0 < s < t < 1. Le principe du prolongement analytique
vaut sur la couronne C˚V (s, t).
De´monstration. — D’apre`s le corollaire 3.6.8, il suffit de montrer que le mor-
phisme de projection π est ouvert au voisinage de tout point de la couronne
ouverte C˚V (s, t). Ce re´sultat de´coule des the´ore`mes 4.1.4 et 4.1.5.
Corollaire 4.1.21. — Soient b un point extreˆme ou central de l’espace B, α
un e´le´ment de H (b) et r un e´le´ment de R∗+ \ {1}. Notons x le point ηα,r de la
fibre Xb. Le principe du prolongement analytique vaut au voisinage du point x
de l’espace X.
De´monstration. — D’apre`s le lemme 3.1.22, nous pouvons supposer que l’e´le´ment α
de H (b) est nul. Quitte a` changer T en T−1, nous pouvons supposer que
l’e´le´ment r appartient a` l’intervalle ]0, 1[. D’apre`s la proposition 2.4.3, la fa-
mille des couronnes ouvertes C˚V (s, t), ou` V parcourt l’ensemble des voisinages
ouverts et connexes de b dans B, s l’intervalle ]0, r[ et t l’intervalle ]r, 1[, est un
syste`me fondamental de voisinages du point x dans X. Nous concluons alors en
utilisant le lemme 3.6.4 et la proposition pre´ce´dente.
Concluons en rappelant le re´sultat de la proposition 3.6.6.
Proposition 4.1.22. — Le principe du prolongement analytique vaut au voi-
sinage des points internes de l’espace X.
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4.2. Points de type 3
Nous nous inte´ressons ici aux points de type 3 des fibres extreˆmes et centrale.
Un changement de base va nous permettre de nous ramener au cas de points de
type 3 de´ploye´s. A` cet effet, nous allons e´tendre le re´sultat des propositions 3.3.1
et 3.3.3.
4.2.1. Fibres extreˆmes
Traitons, tout d’abord, le cas des fibres extreˆmes. Nous commencerons par
montrer que l’on peut pre´ciser le re´sultat de changement de base obtenu a` la
proposition 3.3.1. Soit m ∈ Σf . Soit P (T ) un polynoˆme irre´ductible a` coefficients
dans km. Rappelons que, quel que soit r ∈ [0, 1], nous notons ηP,r le point de la
fibre X˜m associe´ a` la valeur absolue
A[T ] → R+
F (T ) 7→ rvP (T )(F (T ))
,
ou` vP (T ) de´signe la valuation P (T )-adique de km[T ]. Pour α ∈ km et r ∈ [0, 1],
nous notons
ηα,r = ηT−α,r.
Pour r ∈ [0, 1], nous notons encore.
ηr = η0,r = ηT,r.
Finalement, pour r ∈ [1,+∞[, nous notons ηr le point de la fibre X˜m associe´ a`
la valeur absolue
A[T ] → R+
F (T ) 7→ r−deg(F˜ (T ))
,
ou` F˜ (T ) de´signe l’image du polynoˆme F (T ) dans km[T ]. Nous avons ainsi de´crit
tous les points de la fibre extreˆme X˜m (cf. 1.1.2.2 pour la classification, avec
de´monstration, des points de la droite analytique sur un corps trivialement value´
quelconque). Les points de type 3 sont ceux pour lesquels le nombre re´el r est
diffe´rent de 0 et de 1.
Nous noterons x = ηP,0 le point rigide de la fibre X˜m de´fini par l’e´quation
P (T )(x) = 0.
D’apre`s la proposition 3.3.1, il existe une extension finie K ′ de K, un point x′
de X ′ = A1,anA′ , ou` A
′ de´signe l’anneau des entiers de K ′, rationnel dans sa fibre,
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tel que le morphisme naturel
ϕ : A1,anA′ → A
1,an
A
envoie le point x′ sur le point x et induise un isomorphisme d’un voisinage de
x′ sur un voisinage de x. Notons m′ l’ide´al maximal de A′ correspondant au
point π(x′) et α l’e´le´ment de km′ qui correspond au point x
′. Un calcul direct
utilisant la se´parabilite´ du polynoˆme P (T ) montre que, pour tout e´le´ment r de
l’intervalle [0, 1], nous avons
ϕ(ηα,r) = ηP,r.
Nous devons reprendre et pre´ciser ici les arguments de la proposition 3.3.1.
Nous aurons besoin d’utiliser certaines proprie´te´s du flot et commenc¸ons donc
par montrer l’existence de voisinages flottants. Posons
Ym = Xm \X0 = π
−1(]a0, a˜m]).
Lemme 4.2.1. — Soient x ∈ Ym et ε ∈ IYm (x). Alors, la partie DYm est un
voisinage de (x, ε) dans Ym×R
∗
+.
En particulier, tous les points de Ym ont des voisinages flottants dans Ym.
De´monstration. — Ce re´sultat de´coule directement de l’e´galite´
DYm = Ym×R+.
La conse´quence suit, par le lemme 1.3.8.
Proposition 4.2.2. — Le morphisme ϕ induit un isomorphisme d’espaces an-
nele´s d’un voisinage de
{ηα,r, r ∈ [0, 1[} dans X
′
sur un voisinage de
{ηP,r, r ∈ [0, 1[} dans X.
De´monstration. — Conside´rons le voisinage U de x dansX, la fonction R de´finie
sur U ve´rifiant P (R) = 0 et la section σ du morphisme ϕ au-dessus de U
conside´re´s dans la preuve de la proposition 3.3.1. Soit V un voisinage du point x
dans X ve´rifiant les proprie´te´s suivantes :
i) V est connexe ;
ii) la fonction R se prolonge a` V et la fonction P (R) est nulle sur V ;
iii) la fonction P ′(α) est inversible sur ϕ−1(V ).
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D’apre`s la proposition 2.5.3, la section σ se prolonge alors a` V et induit un
isomorphisme d’espaces annele´s sur son image. Il nous suffit donc de montrer
qu’il existe un voisinage V de la partie {ηP,r, r ∈ [0, 1[} dans X qui ve´rifie les
proprie´te´s demande´es.
Commenc¸ons par la dernie`re proprie´te´. Quel que soit b ∈ Bm \ X0, le po-
lynoˆme P (T ) est irre´ductible et se´parable sur le corps H (b). Par conse´quent,
tout voisinage V contenu dans Bm \X0 satisfait cette proprie´te´.
Passons aux deux proprie´te´s suivantes. Il existe r0 ∈ ]0, 1[ tel que le point ηP,r0
appartienne a` U . En utilisant l’isomorphisme σ et le corollaire 2.4.7, on montre
que le point ηP,r0 = σ
−1(ηα,r0) de X posse`de un syste`me fondamental de voisi-
nages connexes par arcs. Le lemme 4.2.1 assure que nous sommes dans les condi-
tions d’utilisation de la proposition 1.3.10 et du lemme 1.3.11. On en de´duit que
la fonction R se prolonge sur un voisinage connexe V de l’ensemble
TYm (ηP,r0) = {η
ε
P,r0 , ε ∈ ]0,+∞[} = {ηP,r, r ∈ ]0, 1[}.
En outre, nous avons encore P (R) = 0 sur V , toujours d’apre`s la proposi-
tion 1.3.10. On en de´duit le re´sultat annonce´.
Cet e´nonce´ nous permet de ramener l’e´tude des points de type 3 de la fibre
extreˆme a` celle des points de type 3 de´ploye´s. Nous en tirons plusieurs conse´quences.
Corollaire 4.2.3. — Tout point de type 3 d’une fibre extreˆme posse`de un syste`me
fondamental de voisinages connexes par arcs.
De´monstration. — Soientm ∈ Σf et x un point de type 3 de la fibre extreˆme X˜m.
Supposons, tout d’abord, qu’il existe un e´le´ment r > 1 tel que le point x soit le
point ηr. Le re´sultat de´coule alors du corollaire 2.4.7.
Dans les autres cas, il existe un polynoˆme irre´ductible P a` coefficients dans km
et un e´le´ment r de l’intervalle ]0, 1[ tel que le point x soit le point ηP,r. Dans
ce cas, la proposition 4.2.2 nous montre que, quitte a` remplacer l’anneau A par
l’anneau des entiers d’une extension du corps K, nous pouvons supposer que le
polynoˆme P est de degre´ 1. Le re´sultat de´coule alors du corollaire 2.4.7.
De meˆme, en utilisant le corollaire 2.4.6, on de´montre le re´sultat suivant.
Corollaire 4.2.4. — Le morphisme π est ouvert en tout point de type 3 d’une
fibre extreˆme.
Venons-en, a` pre´sent, aux proprie´te´s des anneaux locaux.
Corollaire 4.2.5. — Soient m un e´le´ment de Σf et x un point de type 3 de
la fibre extreˆme X˜m. L’anneau local OX,x est un anneau de valuation discre`te
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d’ide´al maximal mOX,x. Son corps re´siduel κ(x) est complet, et donc isomorphe
a` H (x).
De´monstration. — Supposons, tout d’abord, qu’il existe un e´le´ment r > 1 tel
que le point x soit le point ηr.
Dans les autres cas, il existe un un polynoˆme irre´ductible P a` coefficients
dans km et un e´le´ment r de l’intervalle ]0, 1[ tels que le point x soit le point ηP,r.
La proposition 4.2.2 assure que, quitte a` remplacer l’anneau A par l’anneau des
entiers d’une extension du corps K, nous pouvons supposer que le polynoˆme P
est de degre´ 1. La conclusion de´coule alors du the´ore`me 4.1.7.
En proce´dant de meˆme, nous pouvons e´tendre les re´sultats dont nous dispo-
sons concernant les uniformisantes forte, le bord analytique des voisinages ou
le prolongement analytique. Ces re´sultats de´coulent du corollaire 4.1.14, de la
proposition 4.1.17 et du corollaire 4.1.21.
Corollaire 4.2.6. — Soient m un e´le´ment de Σf et x un point de type 3 de la
fibre extreˆme X˜m. Soient π une uniformisante de l’anneau de valuation discre`te OX,x
et U un voisinage du point x dans X sur lequel elle est de´finie. Il existe un
syste`me fondamental V de voisinages compacts et connexes du point x dans U
tel que, pour tout e´le´ment V de V , la fonction π est une uniformisante forte de
l’anneau OX,x sur V .
Corollaire 4.2.7. — Soit m un e´le´ment de Σf . Tout point de type 3 de la fibre
extreˆme X˜m posse`de un syste`me fondamental de voisinages compacts, connexes
et spectralement convexes qui posse`dent un bord de Shilov fini et alge´briquement
trivial.
Corollaire 4.2.8. — Soient m un e´le´ment de Σf . Le principe du prolongement
analytique vaut au voisinage de tout point de type 3 de la fibre extreˆme X˜m.
4.2.2. Fibre centrale
E´tudions, maintenant, les points de type 3 de la fibre centrale. Nous me`nerons
le raisonnement en suivant les meˆmes e´tapes que dans le cas des fibres extreˆmes.
Nous commencerons donc par pre´ciser le re´sultat de changement de bases obtenu
a` la proposition 3.3.3. Soit Q(T ) un polynoˆme irre´ductible de K[T ]. Quel que
soit r ∈ [0, 1], notons ηQ,r le point de la fibre X0 associe´ a` la valeur absolue
A[T ] → R+
F (T ) 7→ rvQ(T )(F (T ))
,
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ou` vQ(T ) de´signe la valuation Q(T )-adique de K[T ]. Pour α ∈ K et r ∈ [0, 1],
nous notons
ηα,r = ηT−α,r.
Pour r ∈ [0, 1], nous notons encore.
ηr = η0,r = ηT,r.
Finalement, pour r ∈ [1,+∞[, nous notons ηr le point de la fibre X0 associe´ a`
la valeur absolue
A[T ] → R+
F (T ) 7→ r−deg(F (T ))
.
Nous avons ainsi de´crit tous les points de la fibre extreˆme X0 (cf. 1.1.2.2 pour la
classification, avec de´monstration, des points de la droite analytique sur un corps
trivialement value´ quelconque). Les points de type 3 sont ceux pour lesquels le
nombre re´el r est diffe´rent de 0 et de 1.
Nous noterons x = ηQ,0 le point rigide de la fibre X0 de´fini par l’e´quation
Q(T )(x) = 0.
D’apre`s la proposition 3.3.3, il existe une extension finie K ′ de K, un point x′
de X ′ = A1,anA′ , ou` A
′ de´signe l’anneau des entiers de K ′, rationnel dans sa fibre,
tel que le morphisme
ψ : A1,anA′ → A
1,an
A
envoie le point x′ sur le point x et induise un isomorphisme d’un voisinage de
x′ sur un voisinage de x. Notons β l’e´le´ment de K ′ qui correspond au point x′.
Remarquons que, pour tout e´le´ment r de l’intervalle [0, 1], nous avons
ψ(ηβ,r) = ηQ,r.
Comme pre´ce´demment, e´nonc¸ons un re´sultat assurant l’existence de voisi-
nages flottants. Conside´rons la partie ouverte Y de X obtenue en enlevant les
extre´mite´s des branches archime´diennes :
Y = X \
( ⋃
σ∈Σ∞
Xaσ
)
.
Lemme 4.2.9. — Soient x ∈ Y et ε ∈ IY (x). Alors, la partie DY est un voisi-
nage de (x, ε) dans Y ×R∗+.
En particulier, tous les points de Y ont des voisinages flottants dans Y .
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De´monstration. — Puisque ε ∈ IY (x), le point x
ε est un e´le´ment de Y . Nous
avons donc |2(x)|ε < 2. Il existe λ > ε tel que l’on ait |2(x)|ε < |2(x)|λ < 2. La
partie
{y ∈ Y
∣∣ |2(y)| < 21/λ} × ]0, λ[
est alors un voisinage de (x, ε) dans Y ×R∗+.
Nous tirons de ce re´sultat les meˆmes conse´quences que dans le cas des fibres
extreˆmes. Les preuves e´tant similaires, nous ne les de´taillerons pas.
Proposition 4.2.10. — Le morphisme ψ induit un isomorphisme d’un voisi-
nage de
{ηβ,r, r ∈ [0, 1[} dans X
′
sur un voisinage de
{ηQ,r, r ∈ [0, 1[} dans X.
Corollaire 4.2.11. — Tout point de type 3 de la fibre centrale posse`de un
syste`me fondamental de voisinages connexes par arcs.
Corollaire 4.2.12. — Le morphisme π est ouvert en tout point de type 3 de la
fibre centrale.
Corollaire 4.2.13. — Soit x un point de type 3 de la fibre centrale. En ce point,
l’anneau local OX,x co¨ıncide avec le corps κ(x), lequel est hense´lien.
Corollaire 4.2.14. — Le principe du prolongement analytique vaut au voisi-
nage de tout point de type 3 de la fibre centrale de l’espace X.
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4.3. Points de type 2
Pour comple´ter notre e´tude de la droite analytique sur un corps de nombres,
il nous reste a` e´tudier les points de type 2 des fibres centrale et extreˆmes. Sur
ces fibres, et, de fac¸on ge´ne´rale, sur la droite analytique au-dessus de tout corps
trivialement value´, il n’existe qu’un point de type 2 : le point de Gauß.
4.3.1. Fibres extreˆmes
Commenc¸ons notre e´tude par les fibres extreˆmes. Soit m ∈ Σf . Notons x le
point de Gauß de la fibre extreˆme X˜m. Nous nous inte´ressons, tout d’abord, aux
voisinages du point x. Nous notons Aˆ×
m
l’ensemble des e´le´ments inversibles de
l’anneau Aˆm.
Lemme 4.3.1. — Soit U un voisinage de x dans X. Alors, il existe un en-
tier d ∈ N, des polynoˆmes P1, . . . , Pd ∈ Aˆ
×
m
[T ] et deux nombres re´els α, ε > 0
tels que l’on ait
U ⊃
⋂
1≤i≤d
{
y ∈ π−1(]aα
m
, a˜m])
∣∣ 1− ε < |Pi(y)| < 1 + ε} .
De´monstration. — Remarquons que si le re´sultat vaut pour un nombre fini de
voisinages, il vaut encore pour leur intersection. Par conse´quent, nous pouvons
supposer que le voisinage U est de la forme
U =
{
y ∈ X
∣∣ s < |P (y)| < t} ,
avec P ∈ A[T ] et s, t ∈ R. En effet, par de´finition de la topologie, tout voisinage
du point x contient une intersection finie de voisinages de cette forme.
Supposons, tout d’abord, que P 6= 0 mod m. Il existe alors Q ∈ Aˆ×
m
[T ],
R ∈ Aˆm[T ], avec R 6= 0 mod m, et p ∈N
∗ tels que
P = Q+ πp
m
R.
Puisque le point x appartient a` U et que P (x) = 1, nous avons s < 1 < t. Par
conse´quent, il existe ε ∈ ]0, 1[ tel que s < 1− ε et t > 1 + ε. Soit α > 0 tel que
2|πm|
pα
m
≤ 1− ε.
Nous avons alors
U ⊃
{
y ∈ X
∣∣ 1− ε < |Q(y)| < 1 + ε} ∩ {y ∈ π−1(]aα
m
, a˜m])
∣∣ 0 < |R(y)| < 2} .
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Supposons, a` pre´sent, que P = 0 mod m. Il existe alors un polynoˆme Q
de Aˆm[T ], avec Q 6= 0 mod m, et p ∈ N
∗ tels que
P = πp
m
Q.
Puisque le point x appartient a` U et que P (x) = 0, nous avons s < 0 < t et
donc
U =
{
y ∈ X
∣∣ |P (y)| < t} .
Soit α > 0 tel que 2|πm|
pα
m ≤ t. Nous avons alors
U ⊃
{
y ∈ π−1(]aα
m
, a˜m])
∣∣ 0 < |Q(y)| < 2} .
On de´montre finalement le re´sultat a` l’aide d’une re´ccurence sur le nombre
de coefficients non nuls du polynoˆme P et en utilisant, a` chaque e´tape, l’un ou
l’autre des re´sultats pre´ce´dents.
Lemme 4.3.2. — Soit U un voisinage de x dans X. Alors, il existe deux en-
tiers d, e ∈ N, des polynoˆmes P1, . . . , Pd de Aˆ
×
m
[T ], deux a` deux distincts, uni-
taires, irre´ductibles et dont l’image dans km[T ] est une puissance d’un polynoˆme
irre´ductible, des polynoˆmes Q1, . . . , Qe de Aˆ
×
m
[T ], deux a` deux distincts, uni-
taires, irre´ductibles et dont l’image dans km[T ] est une puissance d’un polynoˆme
irre´ductible et deux nombres re´els α, ε > 0 tels que l’on ait
U ⊃
⋂
1≤i≤d
{
y ∈ π−1(]aα
m
, a˜m])
∣∣ |Pi(y)| < 1 + ε}
∩
⋂
1≤j≤e
{
y ∈ π−1(]aα
m
, a˜m])
∣∣ |Qj(y)| > 1− ε} .
De´monstration. — Comme pre´ce´demment, si le re´sultat vaut pour un nombre
fini de voisinages, il vaut encore pour leur intersection. D’apre`s le lemme pre´ce´dent,
nous pouvons donc supposer que le voisinage U est de la forme
U =
{
y ∈ π−1(]aα
m
, a˜m])
∣∣ |P (y)| < 1 + ε}
ou
U =
{
y ∈ π−1(]aα
m
, a˜m])
∣∣ |P (y)| > 1− ε} ,
ou` P est un polynoˆme unitaire a` coefficients dans Aˆm et α et ε deux nombres
re´els strictement positifs. Nous supposerons que nous nous trouvons dans le
premier cas. Le second se traite de meˆme. E´crivons le polynoˆme P sous la forme
P = P1 · · ·Pd,
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ou` d ∈ N et P1, . . . , Pd sont des polynoˆmes a` coefficients dans Aˆm unitaires,
irre´ductibles et dont l’image dans km[T ] est une puissance d’un polynoˆme irre´-
ductible. La factorialite´ de l’anneau Kˆm[T ] et le lemme de Hensel assurent l’exis-
tence d’une telle de´composition existe. Soit i ∈ [[1, d]]. Puisque le polynoˆme Pi
est unitaire, il ve´rifie |Pi(x)| = 1. Par conse´quent, la partie
Ui =
{
y ∈ π−1(]aα
m
, a˜m])
∣∣ |Pi(y)| < (1 + ε)1/d}
est un voisinage du point x dans X. L’intersection⋂
1≤i≤d
Ui
est alors un voisinage de x dans U de la forme voulue.
Proposition 4.3.3. — Soit U un voisinage du point x dans X. Alors il existe
un voisinage ouvert W de x dans U ve´rifiant les proprie´te´s suivantes :
i) la projection π(W ) est un voisinage connexe par arcs de π(x) = a˜m dans B ;
ii) la section de Gauß σG restreinte a` π(W ) prend ses valeurs dans W ;
iii) pour tout point b de π(W ), la trace de la fibre Xb sur W est connexe par
arcs.
De´monstration. — Appliquons le lemme pre´ce´dent. Le voisinage W que l’on
obtient ve´rifie les proprie´te´s demande´es. Les deux premie`res sont imme´diates.
Inte´ressons-nous a` la troisie`me. Nous conservons les notations du lemme pre´ce´dent.
Soit β un e´le´ment de ]α,+∞]. Nous voulons montrer que la trace de la fibre X
aβ
m
sur W est connexe par arcs. Soit i ∈ [[1, d]]. Par de´finition, le polynoˆme Pi est
une puissance d’un polynoˆme irre´ductible dans H (aβm)[T ]. On en de´duit que la
partie {
y ∈ X
aβm
∣∣ |Pi(y)| < 1 + ε}
est connexe par arcs. On l’obtient en effet a` partir de la droite A1,an
H (aβ
m
)
en
coupant l’une des branches partant du point de Gauß. De meˆme, quel que
soit j ∈ [[1, e]], la partie {
y ∈ X
aβ
m
∣∣ |Pj(y)| > 1− ε}
est connexe par arcs. Puisque la droite analytique A1,an
H (aβ
m
)
a une structure
d’arbre, une intersection de parties connexes par arcs l’est encore. On en de´duit
que la partie W ∩X
aβ
m
est connexe par arcs.
Quatre corollaires suivent.
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Corollaire 4.3.4. — Le point de Gauß de la fibre extreˆme X˜m posse`de un
syste`me fondamental de voisinages connexes par arcs.
Corollaire 4.3.5. — Le morphisme π est ouvert au voisinage du point de Gauß
de la fibre extreˆme X˜m.
Corollaire 4.3.6. — Le principe du prolongement analytique vaut au voisinage
du point de Gauß de la fibre extreˆme X˜m.
De´monstration. — Soient U un voisinage du point x dans X et f un e´le´ment
de O(U) dont l’image dans l’anneau local OX,x n’est pas nulle. Conside´rons alors
un voisinage ouvert W du point x contenu dans U ∩ π−1(]a0, a˜m]) et ve´rifiant
les proprie´te´s de la proposition 4.3.3.
Posons W+ = W ∩ π
−1(]a0, a˜m[). Puisque le morphisme π est ouvert au voi-
sinage du point x, il existe un point interne y de W+ tel que l’image de la fonc-
tion f n’est pas nulle dans l’anneau local OX,y. Par choix de W , l’ouvert W+
est connexe et le principe du prolongement analytique y vaut donc, d’apre`s la
proposition 3.6.6. On en de´duit que, pour tout point z de W+, l’image de la
fonction f dans l’anneau local OX,z n’est pas nulle.
Posons W0 =W ∩ X˜m. Soit z un point de W0 \{x}. D’apre`s le the´ore`me 4.1.1
et le corollaire 4.2.4, le morphisme π est ouvert au voisinage du point z. Par
conse´quent, tout voisinage du point z contient un e´le´ment de W+ et l’image de
la fonction f dans l’anneau local OX,z ne peut pas eˆtre nulle. Ceci conclut la
preuve.
Corollaire 4.3.7. — Le principe du prolongement analytique vaut sur tout ou-
vert connexe de l’espace π−1(]a0, a˜m]).
De´monstration. — Ce re´sultat de´coule des corollaires 4.1.19 et 4.2.8, de la pro-
position 4.1.22 et du lemme 3.6.4.
Inte´ressons-nous, a` pre´sent, a` l’anneau local.
Proposition 4.3.8. — Soit m ∈ Σf . Notons x le point de Gauß de la fibre
extreˆme X˜m. L’anneau local OX,x est un anneau de valuation discre`te d’ide´al
maximal mOX,x. Son corps re´siduel κ(x) est complet, et donc isomorphe a`
H (x) = k˜m(T ).
De´monstration. — Nous allons de´finir une valuation discre`te v sur l’anneau lo-
cal OX,x. Soit f un e´le´ment de OX,x. Il existe un voisinage U de x dans X
sur lequel la fonction f est de´finie. Pour r ∈ [0, 1], nous noterons simple-
ment ηr le point ηr de la fibre extreˆme X˜m. La trace de la partie U sur la fibre
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extreˆme X˜m est un voisinage du point x = η1 dans cette fibre. Par conse´quent,
il existe R ∈ ]0, 1[ tel que, quel que soit r ∈ [R, 1], on ait ηr ∈ U. D’apre`s
la proposition 4.2.5, l’anneau local OX,ηR est un anneau de valuation discre`te.
Notons vR la valuation sur cet anneau. Nous posons alors
v(f) = vR(f) ∈ N ∪ {+∞}.
La proposition 1.3.10 nous assure que cette quantite´ ne de´pend pas du nombre
re´el R choisi.
Les deux proprie´te´s suivantes sont imme´diates : quels que soient f et g
dans OX,x, nous avons
1. v(f + g) ≥ min(v(f), v(g)) ;
2. v(fg) = v(f) + v(g).
Nous avons e´galement v(0) = +∞. Montrons que seule la fonction nulle satis-
fait cette e´galite´. Soit f ∈ OX,x telle que v(f) = +∞. Soit U un voisinage ouvert
de x dans X sur lequel la fonction f est de´finie. D’apre`s la proposition 4.3.3,
quitte a` restreindre U , nous pouvons supposer qu’il ve´rifie les proprie´te´s sui-
vantes :
i) la projection π(U) est un voisinage connexe par arcs de π(x) = a˜m dans B ;
ii) la section de Gauß σG restreinte a` π(U) prend ses valeurs dans U ;
iii) pour tout point b de π(U), la trace de la fibre Xb sur U est connexe par
arcs.
Soit R ∈ ]0, 1[ tel que, quel que soit r ∈ [R, 1], on ait ηr ∈ U . Par de´finition de v,
nous avons vR(f) = +∞. Par conse´quent, l’image de la fonction f dans l’anneau
local OX,ηR est nulle. Il existe donc un voisinage ouvert V du point ηR dans U tel
que la fonction f soit nulle sur V . D’apre`s le corollaire 4.2.4, la partie V0 = π(V )
est un voisinage du point extreˆme a˜m dans B. Soit c ∈ V0. La fonction f est
nulle sur un l’ouvert Xc ∩ V de Xc ∩U . Comme ce dernier espace est normal et
connexe, la fonction f y est identiquement nulle. Finalement, la fonction f est
nulle sur U ∩XV0 et donc dans l’anneau local OX,x.
La proprie´te´ que nous venons de de´montrer jointe a` la proprie´te´ 2 impose
a` l’anneau local OX,x d’eˆtre inte`gre. Conside´rons son corps des fractions L.
L’application v se prolonge alors en une valuation discre`te sur le corps L. Pour
parvenir a` nos fins, il nous reste a` montrer les deux e´galite´s
OX,x = {f ∈ L | v(f) ≥ 0}
et
mOX,x = {f ∈ L | v(f) > 0}.
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Remarquons que la seconde e´galite´ de´coule de la premie`re et du fait que le
ge´ne´rateur πm de l’ide´al maximal m de A a pour valuation v(πm) = 1. D’autre
part, pour de´montrer la premie`re e´galite´, il nous suffit de montrer que tout
e´le´ment f de OX,x ve´rifiant v(f) = 0 est inversible dans l’anneau OX,x. Ce
re´sultat se de´montre facilement en utilisant les proprie´te´s du flot (cf. proposi-
tion 1.3.10). En effet, soit f un e´le´ment de OX,x ve´rifiant v(f) = 0. Il existe un
nombre re´el R ∈ ]0, 1[ ve´rifiant les proprie´te´s habituelles tel que l’on ait vR(f) =
0. On en de´duit que la fonction f est inversible dans l’anneau local OX,ηR et
donc que |f(ηR)| 6= 0. La proposition 1.3.10 nous assure alors que l’on a
|f(x)| = |f(ηR)|
0 = 1.
On en de´duit que la fonction f est inversible dans l’anneau local OX,x.
Le corps value´ H (x) est isomorphe au corps k˜m(T ) muni de la valuation
triviale. Le corps value´ κ(x) qui en est un sous-corps est donc complet.
Lemme 4.3.9. — Soit m un e´le´ment de Σf . Soient r ∈ R
∗
+ \ {1} et P (T ) un
polynoˆme unitaire, non constant, a` coefficients dans Aˆm. Quel que soit ε > 0,
posons
Wε =
{
y ∈ π−1([aε
m
, a˜m])
∣∣ |P (T )(y)| = r} .
Il existe ε0 > 0 tel que, pour tout ε ≥ ε0, le compact rationnel Wε posse`de un
bord analytique fini, alge´briquement trivial et contenu dans la fibre Xaε
m
.
De´monstration. — SoientK ′ une extension finie deK, A′ l’anneau de ses entiers
et m′ un ide´al maximal de A′ divisant l’ide´al maximal m de A. En utilisant
la surjectivite´ du morphisme A1,anA′ → A
1,an
A , on montre facilement que si le
re´sultat e´nonce´ vaut en remplac¸ant A par A′ et m par m′, alors il vaut dans la
forme´ originale. Par conse´quent, quitte a` remplacer K par une extension finieK ′
bien choisie, nous pouvons supposer que le polynoˆme P (T ) est scinde´ dans Kˆm.
Puisqu’il est unitaire et a` coefficients entiers, ses racines sont entie`res et il existe
donc t ∈N∗ et α1, . . . , αt ∈ Aˆm tels que
P (T ) =
t∏
i=1
(T − αi).
Remarquons e´galement qu’il suffit de montrer que le compact rationnel Wε
posse`de un bord analytique qui est contenu dans la fibre Xaε
m
. Les autres condi-
tions de´coulent alors du corollaire 3.4.11.
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Supposons, tout d’abord, que r > 1. Soit ε > 0. Soit y un point de Wε.
Puisque |P (T )(y) = r, il existe un e´le´ment i de [[1, t]] tel que |(T − αi)(y)| ≥ u.
Quel que soit j 6= i, nous avons |(αi−αj)(y)| ≤ 1 < u et donc |(T −αj)(y)| = u.
Par conse´quent, nous avons e´galement
|(T − αi)(y)| = u.
Re´ciproquement, l’on montre que
Wε =
{
y ∈ π−1([aε
m
, a˜m])
∣∣ |(T − αi)(y)| = u} .
Le re´sultat de´coule alors de la proposition 3.2.23 et des descriptions explicites
e´tablies au nume´ro 3.1.2.3.
Supposons, a` pre´sent, que r < 1. Posons
D =
{
(i, j) ∈ [[1, t]]2
∣∣ |αi − αj |m < 1} .
Il existe ε0 > 0 tel que, pour tout couple (i, j) de D, nous ayons
|αi − αj |
ε0
m
< r.
Soit ε ≥ ε0. Soit y un point de Wε. Puisque |P (T )(y) = r < 1, il existe un
e´le´ment i de [[1, t]] tel que |(T − αi)(y)| < 1. Posons
gi =
{
j 6= i
∣∣ |αi − αj |m = 1}
et
pi =
{
j 6= i
∣∣ |αi − αj |m < 1} .
Remarquons que, par de´finition de ε0, pour tout e´le´ment i de pi, nous avons
|αi − αj|
ε
m
< r.
Supposons, par l’absurde, que |(T − αi)(y)| < r. Alors, quel que soit j ∈ gi,
nous avons |(T−αj)(y)| = 1 et, quel que soit j ∈ pi, nous avons |(T−αj)(y)| < r.
On en de´duit que
|P (T )(y)| < r♯gi+1 < r,
ce qui est impossible.
Par conse´quent, nous avons |(T − αi)(y)| ≥ r. On en de´duit que, quel que
soit j ∈ gi, nous avons |(T −αj)(y)| = 1 et, quel que soit j ∈ pi, |(T −αj)(y)| =
|(T − αi)(y)|. Par conse´quent, nous avons
|(T − αi)(y)| = r
1/(♯gi+1) ∈ [r, 1[.
Re´ciproquement, l’on montre que, si y est un point de π−1([aε
m
, a˜m]) tel que
|(T − αi)(y)| = r
1/(♯gi+1), alors y appartient a` Wε.
184 CHAPITRE 4. DROITE AFFINE SUR UN CORPS DE NOMBRES
Finalement, nous avons montre´ que
Wε =
⋃
1≤i≤t
{
y ∈ π−1([aε
m
, a˜m])
∣∣ |(T − αi)(y)| = r1/(♯gi+1)} .
Le re´sultat de´coule alors de la proposition 3.2.23 et des descriptions explicites
e´tablies au nume´ro 3.1.2.3.
Corollaire 4.3.10. — Soit m un e´le´ment de Σf . Le point de Gauß de la fibre
extreˆme X˜m posse`de un syste`me fondamental de voisinages compacts, connexes
et spectralement convexes qui posse`dent un bord analytique fini et alge´briquement
trivial.
De´monstration. — Notons x le point de Gauß de la fibre extreˆme X˜m. Soit U
un voisinage du point x dans X. D’apre`s le lemme 4.3.2, il existe deux en-
tiers d, e ∈ N, des polynoˆmes P1, . . . , Pd de Aˆ
×
m
[T ], deux a` deux distincts, uni-
taires, irre´ductibles et dont l’image dans km[T ] est une puissance d’un polynoˆme
irre´ductible, des polynoˆmes Q1, . . . , Qe de Aˆ
×
m
[T ], deux a` deux distincts, uni-
taires, irre´ductibles et dont l’image dans km[T ] est une puissance d’un polynoˆme
irre´ductible et deux nombres re´els α > 0 et ε ∈ ]0, 1[ tels que le voisinage du
point x de´fini par
V =
⋂
1≤i≤d
{
y ∈ π−1([aα
m
, a˜m])
∣∣ |Pi(y)| ≤ 1 + ε}
∩
⋂
1≤j≤e
{
y ∈ π−1([aα
m
, a˜m])
∣∣ |Qj(y)| ≥ 1− ε}
soit contenu dans U . Le voisinage V est compact, connexe (par le meˆme rai-
sonnement que dans la preuve de la proposition 4.3.3) et spectralement convexe
(d’apre`s la proposition 1.2.16). Notons
W =
⋂
1≤i≤d
{
y ∈ π−1([aα
m
, a˜m])
∣∣ |Pi(y)| = 1 + ε}
∩
⋂
1≤j≤e
{
y ∈ π−1([aα
m
, a˜m])
∣∣ |Qj(y)| = 1− ε} .
D’apre`s la proposition 3.4.8, cette partie compacte contient le bord de Shilov
de l’intersection de V avec chaque fibre au-dessus de [aα
m
, a˜m]. C’est donc un
bord analytique de V . Quitte a` augmenter α, d’apre`s le lemme 4.3.9, le compact
rationnel V posse`de un bord analytique fini et alge´briquement trivial.
Corollaire 4.3.11. — Soit m un e´le´ment de Σf . Notons x le point de Gauß
de la fibre extreˆme X˜m. Soient π une uniformisante de l’anneau de valuation
discre`te OX,x et U un voisinage du point x dans X sur lequel elle est de´finie. Il
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existe un syste`me fondamental V de voisinages compacts et connexes du point x
dans U tel que, pour tout e´le´ment V de V , la fonction π est une uniformisante
forte de l’anneau OX,x sur V .
De´monstration. — Soient d, e ∈ N, P1, . . . , Pd ∈ Aˆ
×
m
[T ], deux a` deux dis-
tincts, unitaires, irre´ductibles et dont l’image dans km[T ] est une puissance
d’un polynoˆme irre´ductible, Q1, . . . , Qe ∈ Aˆ
×
m
[T ], deux a` deux distincts, uni-
taires, irre´ductibles et dont l’image dans km[T ] est une puissance d’un polynoˆme
irre´ductible, α > 0 et ε ∈ ]0, 1[. De´finissons un voisinage du point x dans X par
V =
⋂
1≤i≤d
{
y ∈ π−1([aα
m
, a˜m])
∣∣ |Pi(y)| ≤ 1 + ε}
∩
⋂
1≤j≤e
{
y ∈ π−1([aα
m
, a˜m])
∣∣ |Qj(y)| ≥ 1− ε} .
Nous avons montre´ dans le corollaire pre´ce´dent que, si α est assez grand, ce que
nous supposerons de´sormais, la partie V est compacte et connexe et posse`de
un bord analytique Γ fini et alge´briquement trivial. D’apre`s le lemme 4.3.2, il
suffit de montrer que la fonction πm est une uniformisante forte de l’anneau OX,x
sur V . Remarquons que la fonction πm ne s’annule pas sur l’ensemble Γ. Posons
C = ‖π−1
m
‖Γ.
Soit f un e´le´ment de O(V ) dont l’image dans H (x) est nulle. Puisque l’espace
analytique X˜m est normal, que la partie V ∩ X˜m est connexe et que l’anneau
local OX˜m ,x est un corps, nous avons
∀y ∈ V ∩ X˜m, f(y) = 0.
D’apre`s la proposition 4.3.8, la fonction f est multiple de πm au voisinage du
point x. D’apre`s le corollaire 4.2.5, elle l’est e´galement au voisinage de tout point
de type 3 de V ∩ X˜m.
Soit y un point de V ∩ X˜m qui n’est pas de type 2 ou 3. C’est alors un point
rigide de X˜m. La proposition 3.3.12 nous permet de supposer que c’est un point
rationnel. En utilisant le de´veloppement en se´rie de la fonction f donne´ par le
corollaire 3.2.5 et le re´sultat concernant les points de type 3 voisins, l’on montre
que la fonction f est multiple de πm au voisinage du point y.
Soit y un point de V qui n’appartient pas a` la fibre extreˆme X˜m. La fonction f
est multiple de πm au voisinage du point y, puisque la fonction πm est inversible
au voisinage de ce point.
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La connexite´ de V et le principe du prolongement analytique (cf. corollaire
4.3.7) assurent qu’il existe un e´le´ment g de O(V ) tel que l’on ait l’e´galite´
f = πm g dans O(V ).
En outre, nous avons
‖g‖V = ‖g‖Γ = max
γ∈Γ
(|(π−1
m
f)(γ)|) ≤ C ‖f‖V .
4.3.2. Fibre centrale
Inte´ressons-nous, a` pre´sent, au point de Gauß de la fibre centrale. Comme
pre´ce´demment, nous commenc¸ons par e´tudier ses voisinages. C’est un proble`me
bien plus de´licat que pour les fibres extreˆmes.
Lemme 4.3.12. — Soit (k, |.|) un corps ultrame´trique complet. Soit un po-
lynoˆme P (T ) =
∑d
i=0 ai T
i ∈ k[T ], avec d ∈ N∗, quel que soit i ∈ [[0, d− 1]],
ai ∈ k et ad ∈ k
∗. Posons
ρ = max
0≤i≤d−1
(∣∣∣∣ aiad
∣∣∣∣
1
d−i
)
.
Soient λ, µ ∈ R ve´rifiant la condition µ > |ad| ρ
d. Alors la partie de A1,ank de´finie
par
U =
{
x ∈ A1,ank
∣∣λ < |P (x)| < µ}
est connexe par arcs.
De´monstration. — Soit k′ un corps alge´briquement clos et maximalement com-
plet contenant k. Puisque le morphisme de changement de bases A1,ank′ → A
1,an
k
est continu et surjectif, quitte a` remplacer k par k′, nous pouvons supposer
que le corps k est alge´briquement clos et maximalement complet. Il existe alors
α1, . . . , αd ∈ k tels que
P (T ) = ad
d∏
i=1
(T − αi).
D’apre`s [4], proposition 3.1.2.1, quel que soit i ∈ [[1, d]], nous avons
|αi| ≤ ρ.
Soit r ≥ ρ ve´rifiant la condition λ < |ad| r
d < µ. Alors, nous avons
|P (ηr)| = |ad|
d∏
i=1
|(T − αi)(ηr)| = |ad| r
d.
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Par conse´quent, le point ηr appartient a` U .
Soit x un point de U . Puisque k est maximalement complet, il existe β ∈ k et
s ∈ R+ tels que x = ηβ,s. Soit i ∈ [[1, d]]. Nous avons T −αi = (T −β)+ (β−αi)
et donc
|(T − αi)(ηβ,s)| = max(s, |β − αi|).
Supposons que |β| ≤ r. Conside´rons le chemin injectif l trace´ sur A1,ank de´fini
par
[0, 1] → A1,ank
t 7→ ηβ,tr+(1−t)s
.
Il joint le point ηβ,s au point ηβ,r = ηr. Si s est infe´rieur a` r, alors, lorsque l’on
parcourt l, la fonction |P | croˆıt de |P (ηβ,s)| a` |P (ηr)|. En particulier, le chemin
reste dans U . Il en est de meˆme si s > r.
Supposons, a` pre´sent, que |β| > r. Si s ≥ |β|, alors ηβ,s = η0,s et nous sommes
ramene´s au cas pre´ce´dent. Supposons donc que s < |β|. Quel que soit i ∈ [[1, d]],
nous avons
|(T − αi)(ηβ,s)| = max(s, |β − αi|) = max(s, |β|) = |β|.
Le long du chemin l′, joignant le point ηβ,s au point ηβ,|β|, de´fini par
[0, 1] → A1,ank
t 7→ ηβ,t|β|+(1−t)s
,
la fonction |P | est constante. Le chemin l′ est donc trace´ sur U . Nous sommes
donc ramene´s au cas du point ηβ,|β| = η0,|β| que nous avons traite´ pre´ce´demment.
Nous pouvons donc joindre le point ηβ,s au point ηr par un chemin trace´ sur U .
Lemme 4.3.13. — Soit (k, |.|) un corps archime´dien complet. Soient d ∈ N
et P1, . . . , Pd des polynoˆmes a` coefficients dans k. Alors, il existe S, T ∈ R tels
que, quels que soient s1, . . . , sd ∈ [0, S[ et t1, . . . , td ∈ ]T,+∞[, la partie de A
1,an
k
de´finie par ⋂
1≤j≤d
{
z ∈ A1,ank
∣∣ sj < |Pj(z)| < tj}
est connexe par arcs.
De´monstration. — Conside´rons un plongement du corps k dans le corpsC. Nous
munissons C de l’unique valeur absolue qui e´tend celle de k. Le morphisme
A1,anC → A
1,an
k induit par le plongement pre´ce´dent e´tant continu et surjectif,
nous pouvons supposer que k = C.
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Nous pouvons supposer qu’aucun des polynoˆmes Pi, avec i ∈ [[1, d]], n’est nul.
Notons E l’ensemble des e´le´ments (x, y, s1, . . . , sd, t1, . . . , td) de R
2 × R2d+ qui
ve´rifient la condition suivante :
∀j ∈ [[1, d]], sj < |Pj(x+ iy)|
2 < tj .
C’est un ensemble semi-alge´brique re´el. Conside´rons e´galement l’application
p : E → [0, 1]2d
qui a` tout e´le´ment u = (x, y, s1, . . . , sd, t1, . . . , td) de E associe
p(u) =
(
s1, . . . , sd,
t1
1 + t1
, . . . ,
td
1 + td
)
.
Cette application est semi-alge´brique re´elle et continue. D’apre`s le the´ore`me de
Hardt (cf.[3], the´ore`me 9.3.1), il existe une partition (T1, . . . , Tr), avec r ∈ N,
de [0, 1]2d en parties semi-alge´brique telle que, quel que soit k ∈ [[1, r]], il existe
un ensemble semi-alge´brique Fk et un home´omorphisme semi-alge´brique
θk : Tk × Fk
∼
−→ p−1(Tk)
tel que l’application p ◦ θj soit la projection Tk × Fk → Tk. Notons v le point
(0, . . . , 0, 1, . . . , 1) de [0, 1]2d. Pour parvenir au re´sulat souhaite´, il suffit de mon-
trer que le point v posse`de un voisinage dans [0, 1]2d au-dessus duquel les fibres
de l’application p sont connexes. Autrement dit, il suffit de montrer que pour
tout indice k ∈ [[1, r]] tel que le point v soit adhe´rent a` la partie Tk, la partie Fk
est connexe.
Soit k ∈ [[1, r]] tel que le point v soit adhe´rent a` la partie Tk. D’apre`s le
lemme de se´lection des courbes (cf. [3], the´ore`me 2.5.5), il existe une fonction
semi-alge´brique continue
f : [0, 1]→ Tk
telle que f([0, 1[) ⊂ Tk et f(1) = v. Puisque la fonction f est semi-alge´brique,
quitte a` restreindre son intervalle de de´finition puis effectuer un changement
d’e´chelle pour se ramener a` [0, 1], nous pouvons supposer que les d premie`res
fonctions coordonne´es de f sont de´croissantes et que les d dernie`res sont crois-
santes. Soit (x, y) un point deR2 tel que (x, y, f(0)) ∈ E. Quel que soit u ∈ [0, 1[,
nous avons alors encore (x, y, f(u)) ∈ E.
Soient z1, z2 des e´le´ments de R
2 tels que (z1, f(0)) et (z2, f(0)) appartiennent
a` E. Quand les nombres s1, . . . , sd sont assez petits et les nombres t1, . . . , td
assez grands, les points z1 et z2 appartiennent a` la meˆme composante connexe
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de ⋂
1≤j≤d
{
(x, y) ∈ R2
∣∣ sj < |Pj(x+ iy)|2 < tj} .
On en de´duit qu’il existe u ∈ [0, 1[ tels que les points (z1, f(u)) et (z2, f(u)) ap-
partiennent a` la meˆme composante connexe de p−1(f(u)). Le morphisme p e´tant
semi-alge´briquement trivial au-dessus de Tk, les points (z1, f(0)) et (z2, f(0))
doivent e´galement appartenir a` la meˆme composante connexe de p−1(f(0)). On
en de´duit que la partie Fk est connexe, ce qui conclut la preuve.
Proposition 4.3.14. — Notons x le point de Gauß de la fibre centrale. Soit U
un voisinage de x dans X. Alors il existe un voisinage ouvert W de x dans U
ve´rifiant les proprie´te´s suivantes :
i) la projection π(W ) est un voisinage ouvert et connexe par arcs de π(x) = a0
dans B ;
ii) il existe une section topologique de π au-dessus de π(W ) a` valeurs dans W ;
iii) pour tout point b de π(W ), la trace de la fibre Xb sur W est connexe par
arcs ;
iv) quels que soient x ∈W et ε ∈ [0, 1], le point xε appartient a` W .
De´monstration. — Par de´finition de la topologie deX, il existe un entier r ∈ N∗,
des polynoˆmes f1, . . . , fr ∈ A[T ] et un nombre re´el λ > 0 tels que U contienne
une partie de la forme
V =
⋂
1≤i≤r
{
y ∈ X
∣∣ |fi(x)| − λ < |fi(y)| < |fi(x)|+ λ} .
Nous pouvons supposer que, quel que soit i ∈ [[1, d]], nous avons fi 6= 0. Alors
V =
⋂
1≤i≤r
{
y ∈ X
∣∣ 1− λ < |fi(y)| < 1 + λ} .
Nous allons montrer qu’il existe un voisinage E de a0 dans B tel que le voisinage
W = V ∩XE de x dans X ve´rifie les proprie´te´s requises. Nous allons proce´der
en plusieurs e´tapes en prouvant tout d’abord le re´sultat au-dessus de la partie
ultrame´trique de B, puis au-dessus de chacune des branches archime´diennes.
Le re´sultat global en de´coulera pourvu que les sections que nous aurons alors
construites se recollent sur la fibre centrale. De fac¸on a` en eˆtre certain, nous
imposerons a` toutes les sections d’envoyer le point central a0 sur le point de
Gauß η1 de la fibre centrale.
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Notons
Bum =
⋃
m∈Σf
Bm
la partie ultrame´trique de B. On de´finit une section topologique σG de la pro-
jection π au-dessus de Bum en associant a` tout point b de Bum le point de Gauß
de la fibre Xb.
Soit i ∈ [[1, r]]. Notons
Vi =
{
y ∈ X
∣∣ 1− λ < |fi(y)| < 1 + λ} .
Remarquons que, quels que soient x ∈ Vi et ε ∈ [0, 1], nous avons x
ε ∈ Vi.
Il existe di ∈ N
∗ et fi,0, . . . , fi,di ∈ A, avec fi,di 6= 0, tels que
fi(T ) =
di∑
j=0
fi,j T
j.
Posons
Ci =
⋂
0≤j≤di
{
b ∈ Bum
∣∣ |fi,j(a0)| − λ < |fi,j(b)| < |fi,j(a0)|+ λ} .
C’est un voisinage du point central a0 de Bum. La section topologique σG de π
restreinte a` Ci prend ses valeurs dans Vi.
Notons Di l’ensemble des points de Bum ou` la fonction fi,di est inversible.
De´finissons alors une fonction continue ρi de Di dans R+ en associant a` tout
point b de Di le nombre re´el
ρi(b) = max
0≤j≤di−1
(∣∣∣∣ fi,j(b)fi,di(b)
∣∣∣∣
1
di−j
)
.
Notons D′i le voisinage ouvert de a0 dans Di de´fini par
D′i =
{
b ∈ Di
∣∣ |ρi(b)| < 1 + λ} .
Finalement, choisissons Ei un voisinage ouvert et connexe par arcs de a0 dans
Ci ∩D
′
i. Quels que soient x ∈ Ei et ε ∈ [0, 1], nous avons alors x
ε ∈ Ei.
Posons
E =
⋂
1≤i≤r
Ei
et
W = V ∩XE .
Les premie`re, troisie`me et quatrie`me proprie´te´s de l’e´nonce´ sont alors clairement
ve´rifie´es. Soit b ∈ E = π(W ). Quel que soit i ∈ [[1, r]], d’apre`s le lemme 4.3.12
et puisque b ∈ D′i, la partie Vi ∩ Xb est connexe par arcs. Puisque la fibre Xb
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est un arbre, l’intersection V ∩Xb de toutes ces parties est donc connexe par arcs.
Passons maintenant aux branches archime´diennes de B. Soit σ ∈ Σ∞. Nous
avons
lim
ε−→
>
0
(1− λ)1/ε = 0 et lim
ε−→
>
0
(1 + λ)1/ε = +∞.
Par conse´quent, d’apre`s le lemme 4.3.13, il existe η > 0 tel que, quel que
soit ε ∈ ]0, η[, la partie⋂
1≤i≤r
{
y ∈ A1,an
Kˆσ
∣∣ (1− λ)1/ε < |fi(y)|σ < (1 + λ)1/ε}
est connexe par arcs. En d’autres termes, quel que soit ε ∈ ]0, η[, la trace de la
fibre Xaεσ sur V est connexe par arcs. Le lemme 4.3.12 nous montre que la trace
de la fibre centrale X0 = Xa0σ sur V est e´galement connexe par arcs.
Soit α un nombre re´el transcendant. Conside´rons l’application σG qui au
point aεσ de B
′
σ, avec ε ∈ ]0, 1], associe le point de X associe´ a` la semi-norme
multiplicative sur A[T ], borne´e sur A, de´finie par
A[T ] → R+
P (T ) 7→ |P (α)|ε∞
et au point a0 associe le point de Gauß η1 de la fibre centrale X0. Cette appli-
cation σG de´finit une section topologique continue de la projection π au-dessus
de Bσ.
Soit i ∈ [[1, d]]. Puisque α est transcendant, nous avons fi(α) 6= 0 dans Kˆσ.
Par conse´quent, il existe ηi > 0 tel que, quel que soit ε ∈ ]0, ηi[, on ait
(1− λ)1/ε < |fi(α)|σ < (1 + λ)
1/ε.
Posons ζ = min1≤i≤d(ηi). Au-dessus du voisinage [a0, a
ζ
σ[ de a0 dans Bσ, la
restriction de la section σG est a` valeurs dans V . On en de´duit le re´sultat an-
nonce´.
Nous obtenons imme´diatement les deux corollaires suivants.
Corollaire 4.3.15. — Le point de Gauß de la fibre centrale posse`de un syste`me
fondamental de voisinages connexes par arcs.
Corollaire 4.3.16. — Le morphisme π est ouvert au voisinage du point de
Gauß de la fibre centrale.
Inte´ressons-nous, a` pre´sent, a` l’anneau local.
Proposition 4.3.17. — Notons x le point de Gauß de la fibre centrale. L’an-
neau local OX,x est un corps, canoniquement isomorphe au corps K(T ). Il est
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complet pour la valeur absolue associe´e au point x, qui n’est autre que la valeur
absolue triviale.
De´monstration. — Commenc¸ons par prouver que l’anneau local OX,x est un
corps. Il suffit de montrer que son ide´al maximal est re´duit a` (0). Soit f une
fonction de´finie sur un voisinage U de x dans X et s’annulant en x. Nous voulons
montrer que f s’annule encore au voisinage de x dans X.
D’apre`s la proposition 4.3.14, il existe un voisinage ouvert W de x dans U
ve´rifiant les proprie´te´s suivantes :
i) la projection π(W ) est un voisinage ouvert connexe par arcs de π(x) = a0
dans B ;
ii) il existe une section topologique de π au-dessus de π(W ) a` valeurs dansW ;
iii) pour tout point b de π(W ), la trace de la fibre Xb sur W est connexe par
arcs ;
iv) quel que soient x ∈W et ε ∈ [0, 1], le point xε appartient a` W .
Soit σ ∈ Σ. NotonsW ′σ =W∩X
′
σ. C’est la trace deW sur la branche σ-adique
ouverte. Soit b ∈ π(W ′σ). Soit u un point rigide de W ∩Xb tel que l’extension
Kˆσ = H (b) → H (u) soit transcendante. Conside´rons l’application suivante,
induite par le flot :
[0, 1] → X
θ 7→ u1−θ
.
Son image de´finit un chemin continu trace´ sur W et joignant le point u au
point u0 de la fibre centrale. Puisque l’extension Kˆσ = H (b) → H (u) est
transcendante, le point u0 n’est autre que le point x, le point de Gauß de la fibre
centrale. D’apre`s le lemme 4.2.9 et la proposition 1.3.10, quel que soit θ ∈ [0, 1],
nous avons
|f(η1)| = |f(u
0)| = |f(uθ)|0.
On en de´duit que |f(u)| = 0. La fonction f s’annule donc sur tous les points
transcendants de W ∩Xb. Puisque W ∩Xb est normal et connexe, la fonction f
y est identiquement nulle. Nous avons donc montre´ que la fonction f est iden-
tiquement nulle sur W ′σ. La continuite´ de f nous permet de montrer qu’elle est
encore nulle sur W ∩ Xσ. On en de´duit finalement que la fonction f est nulle
sur W .
De´montrons, a` pre´sent, la dernie`re partie de la proposition. Puisque l’anneau
local OX,x est un corps, le morphisme OX,x → H (x) est injectif. L’e´galite´
H (x) = K(T ) nous montre qu’il est e´galement surjectif.
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Corollaire 4.3.18. — Le principe du prolongement analytique vaut au voisi-
nage du point de Gauß de la fibre centrale de l’espace X.
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4.4. Re´sume´
Dans cette partie, nous regroupons les re´sultats que nous avons obtenu concer-
nant la droite affine analytique sur un anneau d’entiers de corps de nombres.
Rappelons que A de´signe un anneau d’entiers de corps de nombres, B = M (A)
son spectre analytique, X = A1,anA la droite affine analytique au-dessus de A
et π : X → B le morphisme de projection.
The´ore`me 4.4.1. — i) L’espace X est localement compact, me´trisable et de
dimension topologique 3.
ii) L’espace X est localement connexe par arcs.
iii) Le morphisme de projection π : X → B est ouvert.
iv) En tout point x de X, l’anneau local OX,x est hense´lien, noethe´rien, re´gulier,
de dimension infe´rieure a` 2 et le corps re´siduel κ(x) est hense´lien.
De´monstration. — Le point i) provient des the´ore`mes 1.1.13 et 3.5.3. Le point ii)
est obtenu en regroupant les re´sultats des the´ore`mes 4.1.1 et 4.1.4 et des co-
rollaires 4.2.3, 4.2.11, 4.3.4 et 4.3.15. Le point iii) est obtenu en regroupant
les re´sultats des the´ore`mes 4.1.1 et 4.1.4 et des corollaires 4.2.4, 4.2.12, 4.3.5
et 4.3.16. Le point iv) est obtenu en regroupant les re´sultats des the´ore`mes
4.1.2, 4.1.3 et 4.1.4, des corollaires 4.2.5 et 4.2.13 et des propositions 4.3.17
et 4.3.8.
The´ore`me 4.4.2. — Le principe du prolongement analytique vaut au voisinage
de tout point de l’espace X. Par conse´quent, il vaut sur tout ouvert connexe de
l’espace X.
De´monstration. — Il suffit de regrouper les re´sultats de la proposition 3.6.6, des
corollaires 4.1.19, 4.2.8, 4.2.14, 4.3.6 et 4.3.18. La deuxie`me partie provient du
lemme 3.6.4.
De ce the´ore`me de´coulent plusieurs re´sultats concernant les anneaux globaux
de fonctions holomorphes et me´romorphes sur les parties connexes de la droite
analytique X.
De´finition 4.4.3. — Nous appellerons faisceau des fonctions me´romorphes
et noterons M le faisceau associe´ au pre´faisceau qui envoie tout ouvert U de X
sur l’anneau total des fractions de l’anneau O(U).
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Corollaire 4.4.4. — Soient U une partie connexe de X et x un point de U .
Le morphisme de restriction
M (U)→ Mx
est injectif.
De´monstration. — Soit s un e´le´ment de M (U) dont l’image dans Mx est nulle.
Notons
V = {y ∈ U | sy = 0 dans My}.
C’est une partie non vide et ouverte de U .
Soit y un point de U \V . Il existe un voisinage W du point y dans U et deux
e´le´ments f et g de O(W ), g ne divisant pas 0, tels que
s =
f
g
dans M (W ).
Par hypothe`se, le germe sy n’est pas nul dans l’anneau local OX,y. D’apre`s le
the´ore`me 4.4.2, il existe un voisinage W ′ du point y dans W tel que l’image
de la fonction f ne soit nulle dans aucun des anneaux locaux OX,z, pour z
appartenant a` W ′. Soit z un e´le´ment de W ′. D’apre`s le the´ore`me 4.4.1, iv),
l’anneau local OX,z est inte`gre. L’e´le´ment sz de Mz = Frac(OX,z) n’est donc
pas nul. On en de´duit que le voisinage W ′ du point y est contenu dans U \ V .
Par conse´quent, la partie V est ferme´e dans U . La connexite´ de U assure qu’elle
est e´gale a` la partie U tout entie`re.
Corollaire 4.4.5. — Soit U une partie connexe de l’espace X. L’anneau O(U)
est inte`gre et l’anneau M (U) est un corps.
De´monstration. — Soit x un point de U . D’apre`s le the´ore`me 4.4.2, le mor-
phisme naturel
O(U)→ OX,x
est injectif. D’apre`s le the´ore`me 4.4.1, iv), l’anneau local OX,x est re´gulier et
donc inte`gre. On en de´duit que l’anneau O(U) est inte`gre.
Soit s un e´le´ment non nul de M (U). D’apre`s le corollaire 4.4.4, en tout point x
de U l’e´le´ment sx de Mx = Frac(OX,x) est non nul et donc inversible. On en
de´duit que l’e´le´ment s lui-meˆme est inversible et donc que l’anneau M (U) est
un corps.
Corollaire 4.4.6. — Soit U une partie connexe de l’espace X contenant le
point de Gauß de la fibre centrale. Alors l’anneau des fonctions me´romorphes
sur U est l’anneau des fractions rationnelles K(T ).
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De´monstration. — Notons x le point de Gauß de la fibre centrale. D’apre`s la
proposition 4.3.17, l’anneau local OX,x est canoniquement isomorphe au corpsK(T ).
D’apre`s le corollaire 4.4.4, le morphisme de restriction
M (U)→ OX,x = K(T )
est injectif. Il est e´vident qu’il est e´galement surjectif, ce qui conclut la preuve.
The´ore`me 4.4.7. — Soit x un point de l’espace X en lequel l’anneau local OX,x
est un anneau de valuation discre`te. Soient π une uniformisante de OX,x et U
un voisinage du point x dans X sur lequel elle est de´finie. Alors il existe un
syste`me fondamental V de voisinages compacts et connexes du point x dans U
tel que, pour tout e´le´ment V de V , la fonction π est une uniformisante forte de
l’anneau OX,x sur V .
De´monstration. — Nous pouvons de´crire exactement l’ensemble des points en
lequel l’anneau local est un anneau de valuation discre`te : il s’agit des points
rigides des fibres internes et centrale et des points de type 2 et 3 des fibres
extreˆmes. Le re´sultat attendu se de´duit alors des corollaires 4.1.12, 4.2.6 et
4.3.11.
The´ore`me 4.4.8. — Tout point de Xum \X0 posse`de un syste`me fondamental
de voisinages compacts, connexes et spectralement convexes qui posse`dent un
bord analytique fini et alge´briquement trivial.
De´monstration. — On regroupe les re´sultats des propositions 4.1.15 et 4.1.16
et des corollaires 4.2.7 et 4.3.10.
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4.5. Cohe´rence
Dans cette partie, nous montrons que le faisceau structural OX de la droite
analytique X est cohe´rent. Rappelons, auparavant, quelques de´finitions et no-
tations. Fixons un espace localement annele´ (Y,OY ).
De´finition 4.5.1. — Un faisceau de OY -modules F est dit de type fini si,
pour tout point y de Y , il existe un voisinage V de y dans Y , un entier p et des
e´le´ments F1, . . . , Fp de F (V ) tels que, pour tout point z de V , le OY,z-module Fz
soit engendre´ par les germes (F1)z , . . . , (Fp)z.
De´finition 4.5.2. — Soient V une partie ouverte de Y , F un faisceau de OY -
modules, q ∈ N et F1, . . . , Fq ∈ F (V ). On appelle faisceau des relations
entre F1, . . . , Fq, et on note R(F1, . . . , Fq), le noyau du morphisme de faisceau
suivant
O
q
V → FV
(a1, . . . , aq) 7→
q∑
i=1
ai Fi
.
De´finition 4.5.3. — Un faisceau de OY -modules F est dit cohe´rent s’il ve´rifie
les deux proprie´te´s suivantes :
i) le faisceau F est localement de type fini ;
ii) quels que soient l’ouvert V de Y , l’entier q et les e´le´ments F1, . . . , Fq de F (V ),
le faisceau R(F1, . . . , Fq) des relations entre F1, . . . , Fq est localement de
type fini.
Venons-en, a` pre´sent, a` la preuve de la cohe´rence du faisceau OX . Il est
e´videmment localement de type fini. Il nous reste a` e´tudier les faisceaux de
relations. Commenc¸ons par un lemme.
Lemme 4.5.4. — Soit x un point de X. Soient U un voisinage ouvert de x
dans X, p ∈ N∗ et f1, . . . , fp ∈ O(U). Notons (e1, . . . , ep) la base canonique
de OpX . Supposons qu’il existe l ∈ [[1, p]] tel que fl 6= 0 dans OX,x. Si l’anneau
local OX,x est un anneau de valuation discre`te ou un corps, alors il existe un
voisinage ouvert V de x dans U tel que, quel que soit y ∈ V , la famille
(fjei − fiej)1≤i<j≤p
de OpX,y engendre le germe R(f1, . . . , fp)y.
De´monstration. — Supposons que l’anneau local OX,x est un anneau de valua-
tion discre`te. Choisissons-en une uniformisante τ . Quitte a` restreindre U , nous
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pouvons supposer que τ est de´finie sur U . Notons m le minimum des valua-
tions des e´le´ments f1, . . . , fp de OX,x. Puisque l’un de ces e´le´ments n’est pas
nul, nous avons m ∈ N. Remarquons que, quel que soit i ∈ [[1, p]], nous avons
τ−mfi ∈ OX,x. Par choix de m, il existe j ∈ [[1, p]] tel que la fonction τ
−mfj soit
inversible dans OX,x. Il existe donc un voisinage ouvert V de x dans U sur le-
quel les fonctions τ−mf1, . . . , τ
−mfp sont de´finies et la fonction τ
−mfj inversible.
D’apre`s le the´ore`me 4.4.1, nous pouvons supposer que la partie V est connexe.
Nous disposons de l’inclusion suivante entre faisceaux de OV -modules :
R(τ−mf1, . . . , τ
−mfp) ⊂ R(f1, . . . , fp).
Montrons que c’est une e´galite´. Il suffit pour cela de montrer que l’inclusion
induit une e´galite´ entre les germes. Soit y un point de V . Remarquons tout
d’abord que l’image de τ dans l’anneau local OX,y n’est pas nulle. Dans le cas
contraire, le principe du prolongement analytique (cf. the´ore`me 4.4.2) imposerait
en effet a` la fonction τ d’eˆtre nulle sur l’ouvert connexe V tout entier, mais
nous savons qu’elle n’est pas nulle au voisinage du point x. Soit (a1, . . . , ap) ∈
R(f1, . . . , fp)y. Nous avons alors
p∑
i=1
aifi = τ
m
(
p∑
i=1
aiτ
−mfi
)
= 0 dans OX,y.
D’apre`s le the´ore`me 4.4.1, l’anneau local OX,y est inte`gre. On en de´duit que
(a1, . . . , ap) ∈ R(τ
−mf1, . . . , τ
−mfp)y.
Par conse´quent, nous pouvons supposer qu’il existe j ∈ [[1, p]] tel que la fonc-
tion fj est inversible sur V . Soient y ∈ V et (a1, . . . , ap) ∈ R(f1, . . . , fp)y. Nous
avons alors
p∑
i=1
aifi = 0 dans OX,y.
Pour conclure, il nous suffit de remarquer que, dans OpX,y, nous avons
∑
i 6=j
aif
−1
j (fjei − fiej) =
∑
i 6=j
aiei −

∑
i 6=j
aifi

 f−1j ej
=
∑
i 6=j
aiei − (−ajfj)f
−1
j ej
=
p∑
i=1
aiei.
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On de´montre le re´sultat par la meˆme me´thode lorsque l’anneau local OX,x est
un corps. Dans ce cas, les re´ductions pre´liminaires sont inutiles et l’on passer
directement a` la dernie`re e´tape.
De´montrons, finalement, le re´sultat attendu.
The´ore`me 4.5.5. — Le faisceau structural OX est cohe´rent.
De´monstration. — Soit x un point de X. Soient U un voisinage ouvert de x
dans X, p ∈ N∗ et f1, . . . , fp ∈ O(U). Il nous suffit de montrer que le faisceau
des relations R(f1, . . . , fp) est de type fini au voisinage du point x.
Si les fonctions f1, . . . , fp sont nulles dans OX,x, alors, par le principe du
prolongement analytique, elles sont nulles au voisinage du point x et le re´sultat
est imme´diat. Par conse´quent, nous pouvons supposer qu’il existe l ∈ [[1, p]] tel
que fl 6= 0 dans OX,x.
Si l’anneau local OX,x est un anneau de valuation discre`te ou un corps, alors
le lemme pre´ce´dent nous permet de conclure.
Il nous reste, a` pre´sent, a` traiter le cas ou` l’anneau local OX,x n’est ni un
anneau de valuation discre`te, ni un corps. Cela impose au point x d’eˆtre un
point rigide d’une fibre extreˆme.
D’apre`s le the´ore`me 3.3.14, l’anneau local OX,x est noethe´rien. Par conse´quent,
le OX,x-module R(f1, . . . , fp)x est de type fini. Il existe donc un entier q ∈ N
∗,
un voisinage ouvert V de x et des fonctions g1, . . . , gq ∈ O(V )p tels que le
OX,x-module R(f1, . . . , fp)x soit engendre´ par ((g1)x, . . . , (gq)x).
Puisque les fibres extreˆmes sont des droites analytiques sur des corps trivia-
lement value´s, l’ensemble de leurs points rigides est discret. Par conse´quent,
l’ensemble des points de X en lequel l’anneau local est de dimension 2 forme
une partie discre`te de l’espace X. Quitte a` restreindre V , nous pouvons donc
supposer que x est le seul point de V en lequel l’anneau local n’est ni un an-
neau de valuation discre`te, ni un corps. Alors, d’apre`s le lemme pre´ce´dent, quel
que soit y ∈ V \ {x}, le OX,y-module R(f1, . . . , fp)y est engendre´ par la famille
(fjei − fiej)1≤i<j≤p de O
p
X,y. Par conse´quent, le faisceau R(f1, . . . , fp) est de
type fini au voisinage du point x.

CHAPITRE 5
MORPHISMES FINIS
Nous e´tudions, dans ce chapitre, quelques cas particuliers de morphismes finis
entre espaces analytiques au sens de V. Berkovich. Exception faite du dernier
nume´ro, nous quittons, ici, les espaces analytiques au-dessus d’un anneau d’en-
tiers de corps de nombres pour revenir au cadre ge´ne´ral, au-dessus d’un anneau
de Banach muni d’une norme uniforme.
Le nume´ro 5.1 est consacre´ aux morphismes finis au sens topologique. Nous
nous contentons d’y rappeler les re´sultats classiques dont nous aurons besoin
par la suite.
Au nume´ro 5.2, nous de´montrons un the´ore`me de division de Weierstraß que
nous qualifions de global. Il permet en effet de diviser une fonction de´finie sur un
disque de dimension 1 par un polynoˆme donne´, pourvu que le rayon du disque
soit assez grand. Si nous disposons d’un anneau de Banach uniforme (A , ‖.‖),
ce the´ore`me nous permettra de munir de normes uniformes certaines extensions
finies de l’anneau A .
Au nume´ro 5.3, nous nous inte´resserons a` un cas particulier de morphisme
fini. Un anneau de Banach (A , ‖.‖) muni d’une norme uniforme e´tant fixe´,
nous conside´rerons un morphisme d’une hypersurface de la droite A1,an
A
au-
dessus de A vers le spectre analytique M (A ) de A . Nous accorderons une
attention particulie`re a` l’image directe du faisceau structural de l’hypersurface.
Nous de´crirons ses fibres et donnerons des conditions ne´cessaires pour qu’il soit
cohe´rent.
Le nume´ro 5.4 est de nouveau consacre´ a` la de´monstration d’un the´ore`me de
division de Weierstraß. Il s’agit, cette fois-ci, d’un the´ore`me de nature locale,
mais qui permet d’effectuer une division au voisinage des points rigides des
fibres, et non plus seulement rationnels. A` l’aide de ce re´sultat, nous e´tudier, au
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nume´ro 5.5, les endomorphismes de la droite au-dessus d’un anneau de Banach
muni d’une norme uniforme donne´s par un polynoˆme. La` encore, nous nous
inte´resserons particulie`rement a` l’image directe, par ce morphisme, du faisceau
structural de la droite.
A` ce stade du chapitre, nous aurons introduit plusieurs conditions assurant
que les morphismes e´tudie´s jouissent de bonnes proprie´te´s. Dans le nume´ro 5.6,
nous montrons qu’elles sont satisfaites lorsque l’anneau de Banach conside´re´ est
un anneau d’entiers de corps de nombres.
Signalons, pour finir, que nous sommes convaincu que les techniques intro-
duites ici permettent de ramener l’e´tude des courbes analytiques au-dessus d’un
anneau d’entiers de corps de nombres a` celle de la droite, au moins lorsque les
courbes en question proviennent de courbes alge´briques.
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5.1. Morphismes topologiques finis
Avant d’e´tudier les morphismes du point de vue alge´brique, nous allons les
conside´rer du point de vue topologique. Nous obtiendrons de´ja` ainsi plusieurs
re´sultats dignes d’inte´reˆt. Nous les e´nonc¸ons sans de´monstration et renvoyons
le lecteur inte´resse´ a` [13], I, §1.
Dans toute cette section, nous fixons deux espaces topologiques se´pare´s X
et Y et une application ϕ : X → Y .
De´finition 5.1.1. — Nous dirons que l’application ϕ : X → Y est un mor-
phisme topologique fini si elle est continue, ferme´e et a` fibres finies.
La proprie´te´ suivante des applications ferme´es est imme´diate. Elle nous sera
utile a` de nombreuses reprises.
Lemme 5.1.2. — Supposons que l’application ϕ est ferme´e. Alors, pour toute
partie V de Y , l’ensemble
{ϕ−1(W ), W voisinage de V dans Y }
est un syste`me fondamental de voisinages de ϕ−1(V ) dans X.
Corollaire 5.1.3. — Soit V une partie de Y . Notons
ϕV : ϕ
−1(V )→ V
le morphisme de´duit de ϕ par restriction et corestriction. Soit F un faisceau
sur X. Si l’application ϕ est ferme´e, alors le morphisme naturel
(ϕ∗F )V → (ϕV )∗Fϕ−1(V )
est un isomorphisme.
Venons-en, maintenant, aux proprie´te´s des morphismes topologiques finis.
The´ore`me 5.1.4. — Supposons que l’application ϕ est un morphisme topolo-
gique fini. Soient y un point de Y et x1, . . . , xr, avec r ∈ N
∗, ses ante´ce´dents
par le morphisme ϕ. Soit S un faisceau en groupes abe´liens sur X. Alors le
morphisme naturel
(ϕ∗S )y →
r∏
i=1
Sxi
est un isomorphisme.
En outre, si S est un faisceau de OX-modules, alors le morphisme pre´ce´dent
est un isomorphisme de OY,y-modules.
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The´ore`me 5.1.5. — Supposons que l’application ϕ est un morphisme topolo-
gique fini. Soit S ′ → S → S ′′ une suite exacte de faisceaux en groupes abe´liens
sur X. Alors la suite des images directes
ϕ∗S
′ → ϕ∗S → ϕ∗S
′′
est encore exacte.
The´ore`me 5.1.6. — Supposons que l’application ϕ est un morphisme topo-
logique fini. Soit S un faisceau en groupes abe´liens sur X. Alors, quel que
soit q ∈ N, il existe un isomorphisme de groupes naturel
Hq(X,S ) ≃ Hq(Y, ϕ∗S ).
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5.2. The´ore`me de division de Weierstraß global
Soit (A , ‖.‖) un anneau de Banach uniforme. Nous noterons B = M (A ).
Soient b un point de B, U un voisinage compact de b dans B et R un nombre
re´el strictement positif. Le the´ore`me de Weierstraß classique permet, sous cer-
taines conditions, de diviser une se´rie a` coefficients dans B(U) de rayon de
convergence supe´rieur a` R par une autre. Pour pouvoir effectuer cette division,
il est cependant ne´cessaire, en ge´ne´ral, d’autoriser le voisinage U de b et de le
rayon de convergence R a` diminuer. Dans le the´ore`me qui suit, nous montrons
que si le diviseur est un polynoˆme unitaire et que le nombre re´el R est assez
grand, ces restrictions sont inutiles.
The´ore`me 5.2.1 (The´ore`me de division de Weierstraß global)
Soient p ∈ N et G ∈ A [T ] un polynoˆme unitaire de degre´ p. Alors il existe un
nombre re´el v > 0 ve´rifiant la proprie´te´ suivante : pour toute partie compacte U
de B, tout nombre re´el w ≥ v et tout e´le´ment F de B(U)〈|T | ≤ w〉, il existe un
unique couple (Q,R) ∈ (B(U)〈|T | ≤ w〉)2 tel que
i) R soit un polynoˆme de degre´ strictement infe´rieur a` p ;
ii) F = QG+R.
En outre, il existe une constante C ∈ R∗+, inde´pendante de U , w et F , telle que
l’on ait les ine´galite´s {
‖Q‖U,w ≤ C ‖F‖U,w ;
‖R‖U,w ≤ C ‖F‖U,w.
De´monstration. — Notons
G = T p +
p−1∑
k=0
gk T
k
ou`, quel que soit k ∈ [[0, p − 1]], gk ∈ A . Soit U une partie compacte de B.
Soit u > 0. Tout e´le´ment ϕ de B(U)〈|T | ≤ u〉 peut s’e´crire de fac¸on unique
sous la forme
ϕ = α(ϕ)T p + β(ϕ),
ou` α(ϕ) de´signe un e´le´ment de B(U)〈|T | ≤ u〉 et β(ϕ) un e´le´ment de B(U)[T ]
de degre´ strictement infe´rieur a` p. Remarquons, de`s a` pre´sent, que, quel que soit
ϕ ∈ B(U)〈|T | ≤ u〉, nous avons
‖ϕ‖U,u = ‖α(ϕ)‖U,u u
p + ‖β(ϕ)‖U,u.
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Conside´rons, a` pre´sent, l’endomorphisme
AU,u :
B(U)〈|T | ≤ u〉 → B(U)〈|T | ≤ u〉
ϕ 7→ α(ϕ)G + β(ϕ)
.
Remarquons que, quel que soit ϕ ∈ B(U)〈|T | ≤ u〉, nous avons
‖AU,u(ϕ) − ϕ‖U,u = ‖α(ϕ) (G − T
p)‖U,u
≤ ‖α(ϕ)‖U,u ‖G− T
p‖U,u
≤ u−p ‖ϕ‖U,u ‖G− T
p‖U,u
≤ u−p ‖ϕ‖U,u
(
p−1∑
k=0
‖gk‖U u
k
)
≤
(
p−1∑
k=0
‖gk‖B u
k−p
)
‖ϕ‖U,u
Il existe v > 0 tel que
p−1∑
k=0
‖gk‖B v
k−p ≤
1
2
.
Soit w ≥ v. On dispose alors de l’ine´galite´
‖AU,w − I‖U,w ≤
1
2
.
Par conse´quent, l’endomorphisme AU,w = I + (AU,w − I) est inversible.
Soit F ∈ B(U)〈|T | ≤ w〉. Il existe un unique couple (Q,R), avec Q ∈ B(U)〈|T | ≤ w〉
et R ∈ B(U)[T ] de degre´ strictement infe´rieur a` p, tel que
F = QG+R.
Avec les notations pre´ce´dentes, nous avons Q = α(A−1U,w(F )) et R = β(A
−1
U,w(F )).
Puisque ‖AU,w − I‖U,w ≤ 1/2, nous avons
‖A−1U,w‖U,w ≤
+∞∑
i=0
2−i = 2.
On en de´duit que
‖Q‖U,w ≤ 2v
−p ‖F‖U,w
et que
‖R‖U,w ≤ 2 ‖F‖U,w.
Soit G(T ) un polynoˆme unitaire a` coefficients dans A . Notons p ∈ N son
degre´. Fixons un nombre re´el w > 0. Soit U une partie compacte de B. Mu-
nissons l’alge`bre quotient B(U)[T ]/(G(T )) de la semi-norme re´siduelle ‖.‖U,w,re´s
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induite par la norme ‖.‖U,w sur B(U)[T ]/(G(T )). Par de´finition, quel que soit F
dans B(U)[T ]/(G(T )), nous avons
‖F‖U,w,re´s = inf


∥∥∥∥∥
∑
i∈N
ai T
i
∥∥∥∥∥
U,w
,
∑
i∈N
ai T
i = F mod G

 .
Notons v0 > 0 le nombre re´el dont l’existence nous est assure´e par le the´ore`me
pre´ce´dent. Nous noterons C0 la constante associe´e.
Lemme 5.2.2. — Pour tout nombre re´el w ≥ v0 et toute partie compacte U
de B, les proprie´te´s suivantes sont satisfaites :
i) la semi-norme ‖.‖U,w,re´s de´finie sur le quotient B(U)[T ]/(G(T )) est une
norme ;
ii) l’anneau B(U)[T ]/(G(T )) est complet pour la norme ‖.‖U,w,re´s.
De´monstration. — Soient w ≥ v0 et U une partie compacte deB. Le the´ore`me 5.2.1
assure que le morphisme naturel
B(U)[T ]/(G(T ))→ B(U)〈|T | ≤ w〉/(G(T ))
est un isomorphisme. Pour montrer que la semi-norme ‖.‖U,w,re´s est une norme
sur le quotient B(U)〈|T | ≤ w〉/(G(T )), il suffit de montrer que l’ide´al (G) est
ferme´ dans l’anneau B(U)〈|T | ≤ w〉 pour la norme ‖.‖U,w. Soit (Hn)n≥0 une
suite d’e´le´ments de B(U)〈|T | ≤ w〉 tel que la suite (Fn = GHn)n≥0 converge
vers un e´le´ment F de B(U)〈|T | ≤ w〉. D’apre`s le the´ore`me 5.2.1, quels que
soient n,m ≥ 0, nous avons
‖Fn − Fm‖U,w ≤ C0 ‖Hn −Hm‖U,w.
En particulier, la suite (Hn)n≥0 est de Cauchy dans B(U)〈|T | ≤ w〉. Cet espace
e´tant complet, elle converge vers un e´le´ment H. Nous avons alors
F = GH ∈ (G),
ce qui montre que l’ide´al (G) est ferme´.
Soit U une partie compacte de B. Puisque le polynoˆme G est unitaire et de
degre´ p, l’application
n :
B(U)p → B(U)[T ]/(G(T ))
(a0, . . . , ap−1) 7→
p−1∑
i=0
ai T
i
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est bijective. Nous noterons encore ‖.‖U la norme de´finie sur B(U)
d en pre-
nant le maximum des normes des coefficients. Nous pouvons alors de´finir une
norme ‖.‖U,div sur B(U)[T ]/(G(T )) par la formule
‖.‖U,div = ‖n
−1(.)‖U .
Lemme 5.2.3. — Pour tout nombre re´el w ≥ v0 et toute partie compacte U
de B, les normes ‖.‖U,div et ‖.‖U,w,re´s de´finies sur B(U)[T ]/(G(T )) sont e´qui-
valentes. En particulier, quels que soient w1, w2 ≥ v0, les normes ‖.‖U,w1,re´s
et ‖.‖U,w2,re´s de´finies sur B(U)[T ]/(G(T )) sont e´quivalentes.
De´monstration. — Soient w ≥ v0 et U une partie compacte de B. Soit F un
e´le´ment de B(U)[T ]/(G(T )). Notons (f0, . . . , fp−1) = n
−1(f) et F0 =
∑p−1
i=0 fi T
i
dans B(U)[T ]. L’image de F0 dans B(U)[T ]/(G(T )) n’est autre que F . Nous
avons donc
‖F‖U,w,re´s ≤ ‖F0‖U,w ≤
(
d−1∑
i=0
wi
)
‖F‖U,div.
Soit ε > 0. Il existe un e´le´ment F1 de B(U)[T ] d’image F dans B(U)[T ]/(G(T ))
tel que l’on ait
‖F1‖U,w ≤ ‖F‖U,w,re´s + ε.
Observons que le reste de la division euclidienne de F1 par G est e´gal a` F0.
D’apre`s le the´ore`me de division de Weierstraß 5.2.1, nous avons donc
‖F0‖U,w ≤ C0 ‖F1‖U,w ≤ C0 (‖F‖U,w,re´s + ε).
On en de´duit que
‖F‖U,div ≤ max
1≤i≤p−1
(r−i) ‖F0‖U,w ≤ max
1≤i≤p−1
(r−i)C0 (‖F‖U,w,re´s + ε).
On obtient le re´sultat souhaite´ en faisant tendre ε vers 0.
Il existe des e´le´ments g0, . . . , gp−1 de A tels que l’on ait
G = T p +
p−1∑
k=0
gk T
k dans A [T ].
Posons
v1 = max
1≤k≤d
(‖gk‖
1/(d−k)).
Soit b un point de B. Nous noterons G(b)[T ] l’image du polynoˆme G(T ) dans
l’anneau H (b)[T ]. Rappelons que, d’apre`s la proposition 3.1.2.1 de [4] l’en-
semble des points de la droite A1,an
H (b)
en lesquels le polynoˆme G(b)[T ] s’annule
est contenu dans le disque ferme´ de centre 0 et de rayon v1.
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Posons v = max(v0, v1). Soit w ≥ v. D’apre`s le lemme 5.2.2, la semi-norme
‖.‖B,w,re´s de´finie sur le quotient Qw = A [T ]/(G(T )) est une norme qui rend cet
anneau complet. Sa de´finition nous assure que le morphisme naturel
A → Qw
est borne´. Notons
ϕw : Cw → B
le morphisme induit entre les spectres analytiques. Remarquons que le mor-
phisme surjectif A [T ]→ Qw induit un plongement
Cw →֒ A
1,an
A
Nous identifierons dore´navant Cw a` son image par ce plongement. Elle est conte-
nue dans le lieu d’annulation du polynoˆme G sur la droiteA1,an
A
. Puisque w ≥ v1,
nous avons meˆme e´galite´ :
Cw =
{
x ∈ A1,an
A
∣∣∣ G(x) = 0} .
Soit U une partie compacte de B. Nous noterons QU,w l’anneau de Ba-
nach B(U)[T ]/(G(T )) muni de la norme ‖.‖U,w,re´s. Le morphisme naturel
Qw → QU,w
est borne´ et l’image de l’anneau total des fractions de Qw est dense dans QU,w.
Le morphisme
M (QU,w)→ Cw
induit entre les spectres analytiques est donc injectif et nous identifierons dore´-
navant l’espace M (QU,w) a` son image dans Cw.
Lemme 5.2.4. — Soit w ≥ v. Soit U une partie compacte et spectralement
convexe de B. Alors
M (QU,w) = ϕ
−1
w (U) =
{
x ∈ A1,an
A
∣∣∣ π(x) ∈ U, G(x) = 0} ,
ou` π de´signe la projection naturelle de A1,an
A
sur B.
De´monstration. — L’inclusion M (QU,w) ⊃ ϕ
−1
w (U) est e´vidente. Re´ciproque-
ment, la partie compacte U est suppose´e spectralement convexe. Par de´finition,
cela signifie que M (B(U)) = U . On en de´duit que M (QU,w) est contenu
dans π−1(U). En outre, en tout point x de M (QU,w), nous avons G(x) = 0.
On en de´duit le re´sultat attendu.
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Nous allons, a` pre´sent, de´montrer un re´sultat permettant d’assurer que les
normes de la forme ‖.‖U,w,re´s sont uniformes. A` cet effet, nous introduisons une
condition technique. Si P et Q sont deux polynoˆmes a` coefficients dans un
anneau A, nous notons Re´s(P,Q) ∈ A le re´sultant des polynoˆmes P et Q.
De´finition 5.2.5. — Soit U une partie compacte de B. Nous dirons que U
ve´rifie la condition (RG) si elle est spectralement convexe et s’il existe un
sous-ensemble ΓU de U ve´rifiant les proprie´te´s suivantes :
i) tout e´le´ment de B(U) atteint son maximum sur ΓU ;
ii) la fonction Re´s(G,G′) est borne´e infe´rieurement sur ΓU par un nombre
re´el mU > 0.
En pratique, nous utiliserons cette de´finition dans les deux cas suivants :
1. la fonction Re´s(G,G′) ne s’annule pas sur U ;
2. l’ensemble ΓU peut eˆtre choisi fini et hors du lieu d’annulation de Re´s(G,G
′).
Lemme 5.2.6. — Soient (k, |.|) un corps value´ complet. Choisissons une cloˆture
alge´brique k¯ de k et notons encore |.| l’unique valeur absolue sur k¯ qui prolonge
celle de´finie sur k. Soit d ∈ N un entier, g un polynoˆme a` coefficients dans k,
de degre´ d, unitaire et se´parable. Notons α1, . . . , αd les racines de g dans k¯. Soit
un nombre re´el r ve´rifiant
r ≥ max
1≤i≤d
(|αi|).
Posons
D =
d(2r)d
2−d
|Re´s(g, g′)|
.
Alors, quel que soit f =
∑d−1
i=0 ai T
i dans k[T ], nous avons
d−1∑
i=0
|ai| r
i ≤ D max
1≤i≤d
(|f(αi)|).
De´monstration. — Puisque le polynoˆme g est se´parable, les e´le´ments αi, avec i ∈ [[1, d]],
sont deux a` deux distincts. D’apre`s la formule d’interpolation de Lagrange, dans
l’anneau k¯[T ], nous avons donc
f(T ) =
d∑
j=1
f(αj)
∏
i 6=j
T − αi
αj − αi
=
1∏d
j=1
∏
i 6=j(αj − αi)
d∑
j=1
f(αj)

∏
k 6=j
∏
l 6=k
(αk − αl)

∏
i 6=j
(T − αi).
On en de´duit le re´sultat annonce´.
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Proposition 5.2.7. — Pour tout nombre re´el w ≥ v et toute partie compacte U
de B qui ve´rifie la condition (RG), la semi-norme ‖.‖U,w,re´s est une norme uni-
forme sur B(U)[T ]/(G(T )).
De´monstration. — Soit w ≥ v. Soit U une partie compacte de B qui ve´rifie la
condition (RG). Nous reprenons les notations de la de´finition 5.2.5. Le lemme 5.2.2
nous assure que la semi-norme ‖.‖U,w,re´s est une norme sur B(U)[T ]/(G(T )).
Notons ‖.‖∞ la norme spectrale associe´e. Le lemme 5.2.4 nous fournit une des-
cription explicite de cette norme en termes de norme uniforme sur une partie
de la droite A1,an
A
. Pour montrer que les deux normes sont e´quivalentes, il suffit
de montrer qu’il existe une constante D ∈ R telle que, pour tout e´le´ment F
de B(U)[T ]/(G(T )), nous avons
‖F‖U,w,re´s ≤ D ‖F‖∞.
Soit F un e´le´ment de B(U)[T ]/(G(T )). Puisque le polynoˆme G est unitaire
et de degre´ p, l’e´le´ment F posse`de un unique repre´sentant dans B(U)[T ] de la
forme
F0(T ) =
p−1∑
k=0
ak T
k,
avec a0, . . . , ap−1 ∈ B(U).
Soit b un point de ΓU . Le re´sultant des polynoˆmes G(b)(T ) et G
′(b)(T ) n’est
autre que l’image Re´s(G,G′)(b) de Re´s(G,G′) dans H (b). Il suffit, pour s’en
convaincre, d’utiliser la de´finition du re´sultant comme de´terminant de la matrice
de Sylvester. Par hypothe`se, l’e´le´ment Re´s(G,G′)(b) de H (b) n’est pas nul et
le polynoˆme G(b)(T ) est donc se´parable. Notons α1, . . . , αd ses racines dans une
cloˆture alge´brique de H (b). Lorsque l’on immerge naturellement la fibre ϕ−1(b)
dans la droite analytique A1,an
H (b), l’image est exactement compose´e des points
rigides qui correspondent aux classes de conjugaison sous l’action du groupe de
Galois des racines α1, . . . , αd. En particulier, nous avons
max
1≤k≤d
(|F0(αj)|) = max
x∈ϕ−1(b)
(|F (x)|) ≤ ‖F‖∞.
Remarquons, a` pre´sent, que, d’apre`s [4], proposition 3.1.2.1 , nous avons
max
1≤k≤p
(|αk|) ≤ v1 ≤ w.
D’apre`s le lemme 5.2.6, nous avons donc
p−1∑
k=0
|ak(b)|w
k ≤
p(2w)p
2−p
|Re´s(G(b), G(b)′)|
‖F‖∞ ≤
p(2w)p
2−p
mU
‖F‖∞.
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Pour tout indice j ∈ [[1, p − 1]], choisissons un point bj de ΓU tel que
|aj(bj)| = max
b∈U
(|aj(b)|).
Nous avons alors
‖F‖U,w,re´s ≤ ‖F0‖U,w
≤
p−1∑
k=0
‖ak‖U w
k
≤
p−1∑
j=0
p−1∑
k=0
|ak(bj)|w
k
≤
p2(2w)p
2−p
mU
‖F‖∞.
On en de´duit que la norme ‖.‖U,w,re´s est uniforme.
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5.3. Un exemple
Gardons les notations de la section pre´ce´dente. Fixons un nombre re´el w ≥ v.
Nous le conserverons tout au long de cette section et nous autoriserons donc
a` supprimer la lettre w place´e en indice, lorsque cela ne preˆte pas a` confusion.
Nous nous inte´resserons, ici, au morphisme
ϕ : C → B
induit par le morphisme
A → A [T ]/(G(T )) = Q
et, plus particulie`rement, au faisceau ϕ∗OC . Nous montrerons que, sous cer-
taines hypothe`ses, c’est un faisceau de OB-modules libre, comme dans le cadre
classique.
Commenc¸ons par montrer que le morphisme ϕ est un morphisme topologique
fini, au sens de la de´finition 5.1.1.
Lemme 5.3.1. — Le morphisme ϕ est un morphisme topologique fini.
De´monstration. — Le fait que le morphisme ϕ soit continu est imme´diat. Puisque
l’espace C est compact, on en de´duit aussitoˆt que le morphisme ϕ est e´galement
ferme´.
Pour finir, montrons que les fibres du morphisme ϕ sont finies. Soit b un
point de B. La fibre ϕ−1(b) est constitue´e de l’ensemble des e´le´ments du disque
de centre 0 et de rayon w de la droite A1,an
H (b) en lesquels le polynoˆme H(b)
s’annule. Puisque ce polynoˆme est unitaire, il n’est pas nul et l’ensemble ϕ−1(b)
est fini.
Soit b un point de B. Notons c1, . . . , cr, avec r ∈ N
∗, ses ante´ce´dents par le
morphisme ϕ. Nous supposerons qu’il existe un syte`me fondamental R de voi-
sinages de b dans B forme´ de parties compactes qui ve´rifient la condition (RG).
Soient U un e´le´ment de R. Nous allons construire un morphisme
ψU : B(U)[T ]/(G(T ))→ B(ϕ
−1(U)).
Rappelons que l’anneau B(ϕ−1(U)) est un sous-anneau de l’anneau C (ϕ−1(U))
des fonctions
f : ϕ−1(U)→
⊔
x∈ϕ−1(U)
H (x)
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qui ve´rifient f(x) ∈ H (x), quel que soit x ∈ ϕ−1(U). D’apre`s le lemme 5.2.4,
nous avons
M (B(U)[T ]/(G(T ))) = ϕ−1(U).
Cette remarque nous permet de construire un morphisme
ψU,c :
B(U)[T ]/(G(T )) → C (ϕ−1(U))
F 7→ (x ∈ ϕ−1(U) 7→ F (x) ∈ H (x))
.
Lemme 5.3.2. — L’image du morphisme ψU,c est contenue dans B(ϕ
−1(U)).
De´monstration. — Soit F un e´le´ment deB(U)[T ]/(G(T )). D’apre`s le the´ore`me 5.2.1,
il existe un e´le´ment
F0 =
p−1∑
k=0
fi T
k ∈ B(U)[T ]
ve´rifiant les conditions suivantes :
i) F = F0 dans B(U)[T ]/(G(T )) ;
ii) ‖F0‖U,w ≤ C ‖F‖U,w,re´s.
Soit k ∈ [[0, p − 1]]. Par de´finition deB(U), il existe une suite (pk,n)n≥0 d’e´le´ments
de A et une suite (qk,n)n≥0 d’e´le´ments de A ne s’annulant pas sur U telles que
la suite (pk,n/qk,n)n≥0 converge vers fk dans B(U) pour la norme ‖.‖U .
Pour n ∈ N, posons
Pn =
1∏
0≤k≤p−1
qk,n
p−1∑
k=0
pk,n

∏
l 6=k
ql,n

T k ∈ K (U)[T ].
Son image modulo G(T ) de´finit un e´le´ment de K (ϕ−1(U)), que nous note-
rons Qn. Quel que soit n ∈ N et quel que soit x ∈ ϕ
−1(U), nous avons
|Qn(x)− Fx| = |Pn(x)− F0(x)|
≤
p−1∑
k=0
∣∣∣∣pk,n(x)qk,n(x) − fk(x)
∣∣∣∣ |T k(x)|
≤
p−1∑
k=0
∥∥∥∥pk,nqk,n − fk
∥∥∥∥
U
‖T‖kϕ−1(U).
On en de´duit que la suite (Qn)n≥0 d’e´le´ments de K (ϕ
−1(U)) converge vers
l’e´le´ment ψU,c(F ) pour la norme ‖.‖ϕ−1(U). Par conse´quent, l’e´le´ment ψU,c(F )
appartient a` B(ϕ−1(U)).
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Notons
ψU : B(U)[T ]/(G(T )) → B(ϕ
−1(U))
le morphisme de´duit de ψU,c par corestriction.
Proposition 5.3.3. — Le morphisme ψU est un isomorphisme.
De´monstration. — D’apre`s la proposition 5.2.7, la norme ‖.‖U,w,re´s de´finie sur
B(U)[T ]/(G(T )) est e´quivalente a` sa norme spectrale et, d’apre`s le lemme 5.2.4,
cette norme spectrale n’est autre que la norme uniforme sur ϕ−1(U). Le caracte`re
injectif du morphisme s’en de´duit aussitoˆt.
Soit F un e´le´ment de B(ϕ−1(U)). Par de´finition, il existe une suite (Pn)n≥0
d’e´le´ments deQ et une suite (Qn)n≥0 d’e´le´ments deQ ne s’annulant pas sur ϕ
−1(U)
telles que la suite (Pn/Qn)n≥0 converge vers F pour ‖.‖U,w,re´s. Soit n ∈ N. No-
tons PU,n et QU,n les images respectives de Pn et Qn dans QU . Par hypothe`se,
l’e´le´ment QU,n ne s’annule pas sur ϕ
−1(U) = M (QU ). D’apre`s le corollaire 1.2.4
de [1], il est donc inversible dans QU . La suite (PU,nQ
−1
U,n)n≥0 de QU est de Cau-
chy dans QU . Elle converge donc vers un e´le´ment de QU dont l’image par le
morphisme ψU est l’e´le´ment F dont nous sommes partis.
Nous disposons donc, a` pre´sent, d’un isomorphisme
ψb : lim−→
U∈R
B(U)[T ]/(G(T ))
∼
−→ lim−→
U∈R
B(ϕ−1(U))
∼
−→ lim−→
U∈U
B(ϕ−1(U)),
ou` U de´signe l’ensemble des voisinages du point b dans B. En effet, la premie`re
fle`che est un isomorphisme en vertu de la proposition qui pre´ce`de et la seconde
graˆce au fait que l’ensemble R est, par hypothe`se, cofinal dans U .
Pour tout e´le´ment U de U , la partie ϕ−1(U) est un voisinage de la fibre ϕ−1(b)
dans C. Nous disposons donc d’un morphisme de restriction
χb : lim−→
U∈U
B(ϕ−1(U))→
r∏
i=1
OC,ci .
Lemme 5.3.4. — Le morphisme χb est injectif.
De´monstration. — Ce re´sultat de´coule directement du lemme 5.1.2.
Inte´ressons-nous, a` pre´sent, a` la surjectivite´ du morphisme χb. Pour cela, il
nous faut introduire une nouvelle condition. Rappelons que, pour tout point b
de B, nous notons κ(b) = OB,b/mb le corps re´siduel du point b et que le
corps H (b) est son comple´te´ pour la valeur absolue associe´e a` b.
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De´finition 5.3.5. — Nous dirons qu’un point b de B satisfait la condition (IG)
si tout facteur irre´ductible dans κ(b)[T ] du polynoˆme G(T ) reste irre´ductible
dans H (b)[T ].
Nous supposerons de´sormais que le point b satisfait la condition (IG). Remar-
quons que tel est toujours le cas si le polynoˆme G(b)(T ) est irre´ductible (ou,
de manie`re e´quivalente, si r = 1). Dans l’anneau H (b)[T ], e´crivons l’image du
polynoˆme G(T ) sous la forme
G(b)(T ) =
r∏
i=1
hi(T )
ni ,
ou` r est un entier strictement positif, h1, . . . , hr sont des polynoˆmes irre´ductibles
et unitaires a` coefficients dans H (b) et n1, . . . , nr des entiers strictement positifs.
Les points c1, . . . , cr de C sont donc les points de la droite A
1,an
H (b) de´finis par
l’annulation des polynoˆmes h1, . . . , hr. Quitte a` changer l’ordre des polynoˆmes,
nous pouvons supposer que, quel que soit i ∈ [[1, r]], le point ci est de´fini par
l’e´quation hi = 0.
La condition (IG) assure que la de´composition en produits de facteurs irre´-
ductibles du polynoˆme G(T ) dans κ(b)[T ] et dans H (b)[T ] est identique. On en
de´duit que, quel que soit i ∈ [[1, r]], le polynoˆme hi est a` coefficients dans κ(b).
D’apre`s la proposition 2.5.1, l’anneau local OB,b est hense´lien. Par conse´quent, il
existe des polynoˆmes H1, . . . ,Hr unitaires a` coefficients dans OB,b qui ve´rifient
les proprie´te´s suivantes :
1. G =
r∏
i=1
Hi dans OB,b[T ] ;
2. quel que soit i ∈ [[1, r]], nous avons Hi(b) = h
ni
i dans H (b)[T ].
Lemme 5.3.6. — Il existe un voisinage W1 de c1 dans C, . . . , un voisinage Wr
de cr dans C tels que, quel que soit j ∈ [[1, r]] et quel que soit ε > 0, il existe une
fonction Fj,ε ∈ K (W ), avec
W =
⋃
1≤i≤r
Wi
ve´rifiant les proprie´te´s suivantes :
i) ‖Fj,ε − 1‖Wj ≤ ε ;
ii) quel que soit i 6= j, ‖Fj,ε‖Wi ≤ ε.
De´monstration. — Il suffit de de´montrer le re´sultat inde´pendamment pour cha-
cun des indices j ∈ [[1, r]]. Le re´sultat attendu s’en de´duit en conside´rant, pour
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chaque indice i ∈ [[1, r]], l’intersection des ouverts Wi construits et en restrei-
gnant les fonctions Fj,ε.
Soit j ∈ [[1, r]]. Il existe un voisinage V de b dans B tel que les fonctions
H1, . . . ,Hr appartiennent a` B(V )[T ]. Choisissons des voisinages compacts W1
de c1, . . . , Wr de cr dans ϕ
−1(V ), deux a` deux disjoints. Quitte a` restreindre ces
voisinages, nous pouvons supposer que, quel que soit k ∈ [[1, r]], la fonction Hk
ne s’annule pas sur la partie compacte Wi, pour i 6= k. Il existe alors deux
nombres re´els m,M > 0 tels que, quel que soit k ∈ [[1, r]] et quel que soit i 6= k,
nous ayons
m < min
x∈Wi
(|Hk(x)|) ≤ ‖Hk‖Wi < M.
Remarquons que nous pouvons restreindre les voisinages Wi, avec i ∈ [[1, r]],
sans changer les valeurs des constantes m et M . En particulier, nous pouvons
supposer que nous avons
‖Hj‖Wj <
1
2
mr−1
et, quel que soit i 6= j,
‖Hi‖Wi <
1
2
mM2−r.
Par densite´ de K (W ) dans B(W ) ⊃ B(V )[T ], nous pouvons supposer qu’il
existe des e´le´ments K1, . . . ,Kr de K (W ) qui ve´rifient les meˆmes ine´galite´s que
H1, . . . ,Hr.
Soit N ∈ N∗. Montrons que la fonction DN = K
N
j +
∏
i 6=jK
N
i ne s’annule
pas sur W . Sur Wj, tout d’abord, nous avons
min
x∈Wj

∏
i 6=j
|KNi (x)|

 ≥∏
i 6=j
min
x∈Wj
(|Ki(x)|
N ) ≥ mN(r−1)
et
‖KNj ‖Wj ≤ 2
−NmN(r−1).
On en de´duit que
min
x∈Wj
(|DN (x)|) ≥ (1− 2
−N )mN(r−1) ≥
mN(r−1)
2
.
Soit i 6= j. Nous avons
min
x∈Wi
(|KNj (x)|) ≥ m
N
et ∥∥∥∥∥∥KNi
∏
k 6=i,j
KNk
∥∥∥∥∥∥
Wi
≤ 2−N mNMN(2−r)MN(r−2) ≤ 2−N mN .
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On en de´duit que
min
x∈Wi
(|DN (x)|) ≥ (1− 2
−N )mN ≥
mN
2
.
En particulier, l’e´le´ment DN de K (W ) est inversible.
Conside´rons l’e´le´ment FN = D
−1
N
∏
i 6=jK
N
i de K (W ). Il ve´rifie
‖FN − 1‖Wj = ‖D
−1
N K
N
j ‖Wj ≤ 2m
−N(r−1) 2−NmN(r−1) ≤ 21−N
et, quel que soit i 6= j,
‖FN‖Wi ≤ 2m
−N 2−NmNMN(2−r)MN(r−2) ≤ 21−N .
Quel que soit ε > 0, quitte a` choisir un nombre entierN assez grand, l’e´le´ment FN
ve´rifie les proprie´te´s demande´es.
Lemme 5.3.7. — Le morphisme χb est surjectif.
De´monstration. — Il suffit de montrer que, quel que soit i ∈ [[1, r]] et quel que
soit f dans OC,ci , il existe un e´le´ment F de lim−→U∈U
B(ϕ−1(U)) dont l’image
dans OC,ci est e´gale a` f et l’image dans OC,cj , pour tout j 6= i, est nulle.
Soient i ∈ [[1, r]] et f ∈ OC,ci. Il existe un voisinage Vi de ci dans C sur lequel la
fonction f est de´finie. Quitte a` restreindre ce voisinage, nous pouvons supposer
qu’il existe une suite (pn)n≥0 d’e´le´ments de Q et une suite (qn)n≥0 d’e´le´ments
de Q qui ne s’annulent pas sur Vi tels que la suite (pn/qn)n≥0 converge vers f
pour la norme ‖.‖Vi .
Nous reprenons, a` pre´sent, les notations du lemme pre´ce´dent. Quitte a` res-
treindre le voisinage Vi, nous pouvons supposer qu’il est compact et contenu
dans Wi. Nous noterons
V = Vi ∪

⋃
j 6=i
Wj

 .
Soit n ∈ N. Il existe un nombre re´el m > 0 tel que, quel que soit x dans Vi, nous
ayons |qn(x)| > m et un nombre re´el M ≥ m tel que ‖pn‖V ≤M et ‖qn‖V ≤M .
Posons
λn =
m
2n(r + 1)M
≤
1
r + 1
et µn =
λn
M
≤
1
M(r + 1)
.
Conside´rons l’e´le´ment de K (V ) de´fini par
Qn = Fi,µnqn +
∑
j 6=i
Fj,λn .
Montrons qu’il ne s’annule pas sur W . Quel que soit x ∈ Vi, nous avons
|Qn(x)| ≥ |Fi,µn(x)qn(x)| −
∑
j 6=i
|Fj,λn(x)| ≥ 1−
r
r + 1
≥
1
r + 1
.
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Soit j 6= i. Quel que soit x ∈Wj, nous avons
|Qn(x)| ≥ |Fj,λn(x)| − |Fi,µn(x)qn(x)| −
∑
k 6=i,j
|Fk,λn(x)| ≥
1
r + 1
.
On en de´duit queQn est inversible dans K (V ). Conside´rons, a` pre´sent, l’e´le´ment
de K (V ) de´fini par
Rn = Fi,µnpnQ
−1
n .
Quel que soit j 6= i, nous avons
‖Rn‖Wj ≤
m
2nM2(r + 1)
M(r + 1) ≤
m
2nM
≤
1
2n
.
Au-dessus de Vi, nous avons
Rn −
pn
qn
=
pn
Qnqn
(Fi,µnqn −Qn) =
pn
Qnqn
∑
j 6=i
Fj,λn .
On en de´duit que∥∥∥∥Rn − pnqn
∥∥∥∥
Vi
≤
M(r + 1)
m
(r − 1)m
2n(r + 1)M
≤
r − 1
2n
.
On de´duit de ces ine´galite´s que la suite (Rn)n≥0 converge pour la norme ‖.‖V
vers la fonction qui co¨ıncide avec f sur Vi et qui est nulle sur Wj, quel que
soit j 6= i.
Venons-en, maintenant, a` la description de l’anneau local (ϕ∗OC)b. Il nous
suffit pour cela de regrouper les re´sultats obtenus pre´ce´demment.
The´ore`me 5.3.8. — Soit b un point de B. Supposons que le point b ve´rifie la
condition (IG) et posse`de un syste`me fondamental de voisinages compacts qui
satisfont la condition (RG). Alors le morphisme
αb :
O
p
B,b → (ϕ∗OC)b
(a0, . . . , ap−1) 7→
p∑
i=0
ai T
i
est un isomorphisme de OB,b-modules.
De´monstration. — Notons
βb :
O
p
B,b → OB,b[T ]/(G(T ))
(a0, . . . , ap−1) 7→
p∑
i=0
ai T
i .
C’est un isomorphisme, car le polynoˆme G(T ) est unitaire et de degre´ p.
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Notons γb le morphisme naturel
γb : OB,b[T ]/(G(T ))→ lim−→
U∈R
B(U)[T ]/(G(T )).
Il est bien de´fini car R est, par hypothe`se, un syste`me fondamental de voisinages
du point b dans B et c’est e´galement un isomorphisme.
Notons δb le morphisme induit par la restriction
δb :
r∏
i=1
OC,ci → (ϕ∗OC)b.
D’apre`s le the´ore`me 5.1.4, c’est encore un isomorphisme.
Avec les notations pre´ce´dentes, le morphisme αb se de´compose de la fac¸on
suivante :
αb = δb ◦ χb ◦ ψb ◦ γb ◦ βb.
Nous avons de´montre´ plus haut que les morphismes χb et ψb sont des isomor-
phismes. On en de´duit le re´sultat attendu.
Nous tirons imme´diatement les conse´quences de ce re´sultat en termes globaux.
Corollaire 5.3.9. — Supposons que tout point de B ve´rifie la condition (IG) et
posse`de un syste`me fondamental de voisinages compacts qui satisfont la condi-
tion (RG). Alors, le morphisme
α :
O
p
B → ϕ∗OC
(a0, . . . , ap−1) 7→
p∑
i=0
ai T
i
est un isomorphisme de OB-modules. En particulier, pour toute partie V de B,
le morphisme naturel
OB(V )[T ]/(G(T )) → OC(ϕ
−1(V ))
est un isomorphisme.
De´monstration. — La premie`re partie du re´sultat de´coule imme´diatement du
the´ore`me pre´ce´dent. On en de´duit que, pour toute partie V de B, le morphisme
naturel
OB(V )[T ]/(G(T )) → (ϕ∗OC)(V )
est un isomorphisme. Il nous reste a` remarquer que le morphisme naturel
(ϕ∗OC)(V ) = lim−→
U⊃V
U ouvert
OC(ϕ
−1(U))→ lim−→
W⊃ϕ−1(V )
W ouvert
OC(W ) = OC(ϕ
−1(V ))
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est un isomorphisme. En effet, d’apre`s le lemme 5.3.1, le morphisme ϕ est un
morphisme topologique fini. Il suffit alors d’appliquer le corollaire 5.1.3.
Corollaire 5.3.10. — Supposons que tout point de B ve´rifie la condition (IG)
et posse`de un syste`me fondamental de voisinages compacts qui satisfont la condi-
tion (RG). Supposons que le faisceau OB est cohe´rent. Pour toute partie V de B,
nous noterons
ϕV : ϕ
−1(V )→ V
le morphisme de´duit de ϕ par restriction et corestriction. Alors, pour toute par-
tie V de B et tout faisceau cohe´rent F sur ϕ−1(V ), le faisceau (ϕV )∗F est
cohe´rent.
De´monstration. — D’apre`s le corollaire 5.3.9, le faisceau ϕ∗OC est isomorphe
au faisceau OpB . C’est donc un faisceau cohe´rent. Soient V une partie de B
et F un faisceau cohe´rent sur ϕ−1(V ). Soit b un point de V . Notons c1, . . . , cr,
avec r ∈N, ses ante´ce´dents par le morphisme ϕ. Ils sont en nombre fini, d’apre`s
le lemme 5.3.1. Soit i ∈ [[1, r]]. Il existe un voisinage Ui du point ci dans ϕ
−1(V ),
des entiers pi et qi et une suite exacte
0→ OpiUi → O
qi
Ui
→ FUi → 0.
Nous pouvons supposer que les entiers pi, avec i ∈ [[1, r]], sont e´gaux a` un meˆme
entier p, que les entiers qi, avec i ∈ [[1, r]] sont e´gaux a` meˆme entier q et que
les voisinages Ui, avec i ∈ [[1, r]], sont deux a` deux disjoints. Notons U leur
re´union. D’apre`s le lemme 5.1.2, quitte a` restreindre encore les voisinages Ui,
nous pouvons supposer que la partie U est de la forme ϕ−1(W ), ou` W est un
voisinage du point b dans V . Nous pouvons regrouper les suites pre´ce´dentes en
une suite exacte
0→ OpU → O
q
U → FU → 0.
D’apre`s le the´ore`me 5.1.5, la suite
0→ ((ϕW )∗OU )
p → ((ϕW )∗OU )
q → (ϕW )∗FU → 0
est encore exacte. D’apre`s le corollaire 5.1.3, le faisceau (ϕW )∗OU est la restric-
tion a` W du faisceau ϕ∗OC . C’est donc un faisceau cohe´rent. On en de´duit que
le faisceau (ϕW )∗FU , qui n’est autre que la restriction a`W du faisceau (ϕV )∗F ,
d’apre`s le meˆme corollaire, est cohe´rent. Par conse´quent, le faisceau (ϕV )∗F est
cohe´rent.
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5.4. The´ore`me de division de Weierstraß en un point rigide
Le the´ore`me de division deWeierstraß 2.2.3 que nous avons de´montre´ ge´ne´ralise
le the´ore`me classique sur C et permet de de´crire l’anneau local au voisinage du
point 0 d’une fibre. En ge´ome´trie analytique complexe, il est toujours possible
de se ramener a` ce cas a` l’aide d’une translation. Sur une base quelconque,
en revanche, un tel artifice est impossible. Nous allons cependant montrer ici
que l’e´tude des morphismes finis que nous avons entreprise permet d’obtenir un
the´ore`me de division de Weierstraß pour les points rigides des fibres.
Soit (A , ‖.‖) un anneau de Banach uniforme. Nous notons B = M (A ),
X = A1,an
A
(avec variable T ) et π : X → B le morphisme de projection. Soit
s > 0. Conside´rons l’alge`bre A 〈|T | ≤ s〉 munie de la norme ‖.‖s. Nous note-
rons As son comple´te´ pour la norme uniforme sur son spectre analytique. Le
morphisme A [T ]→ As induit une application continue et injective
M (As) →֒ A
1,an
A
dont l’image est le disque ferme´ D(s). Nous identifierons dore´navant le spectre
analytique M (As) a` ce disque.
De´finition 5.4.1. — Soient b un point de B et P (T ) un polynoˆme a` coefficients
dans A unitaire dont l’image dans H (b)[T ] est irre´ductible. Nous dirons que
le point b satisfait la condition (SP ) s’il existe un nombre re´el s > 0 et un
syste`me fondamental Ub,P de voisinages compacts et spectralement convexes de b
dans B tel que, quel que soient U ∈ Ub,P et r ∈ ]0, s], la partie compacte DU (r)
de M (As) ve´rifie la condition (RP (S)−T ).
Nous dirons qu’un point b de B satisfait la condition (S) si, pour tout
polynoˆme unitaire P (T ) a` coefficients dans OB,b dont l’image dans H (b)[T ] est
irre´ductible, il existe un voisinage compact et spectralement convexe V du point b
dans B sur lequel le polynoˆme P (T ) est de´fini et tel que le point b de M (B(V ))
satisfasse la condition (SP ).
Remarque 5.4.2. — D’apre`s la proposition 1.2.16, si U de´signe une partie
compacte et spectralement convexe deB et r et s deux nombres re´els ve´rifiant 0 <
r ≤ s, alors la partie compacte DU (r) de M (As) est spectralement convexe.
Soient b un point de B et P (T ) un polynoˆme a` coefficients dans A unitaire
et dont l’image dans H (b)[T ] est irre´ductible. Nous noterons y l’unique point
de la fibre π−1(b) de´fini par l’e´quation P = 0. Nous allons de´crire l’anneau local
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de la droite analytique en ce point en nous ramenant a` la situation de´crite dans
les sections qui pre´ce`dent. Pour cela, nous supposerons que le point b ve´rifie la
condition (SP ).
La condition (SP ) assure qu’il existe un nombre re´el strictement positif s et un
syste`me fondamental Ub,P de voisinages compacts et spectralement convexes de b
dans B tel que, quel que soient U ∈ Ub,P et r ∈ ]0, s], la partie compacte DU (r)
deM (As) ve´rifie la condition (RP (S)−T ). Soit U un e´le´ment deUb,P . Conside´rons
l’alge`bre de Banach A ′ = B(DU (s)) et munissons-la de sa norme uniforme ‖.‖
′.
Notons B′ son spectre analytique. Conside´rons le nombre re´el v > 0 dont l’exis-
tence est de´montre´e dans la section 5.2 pour l’alge`bre A ′ et le polynoˆme P (S)−T
de A ′[S]. Choisissons un nombre re´el v′ > v. Notons x ∈ B′ le point de la
fibre au-dessus de b de´fini par l’e´quation T = 0. Nous avons un isomorphisme
H (b)
∼
−→ H (x). Par hypothe`se, la partie B′ ve´rifie la condition (RP (S)−T ). Par
conse´quent, d’apre`s la proposition 5.2.7, la semi-norme ‖.‖′B′,v′,re´s de´finie sur le
quotient A ′[S]/(P (S) − T ) est une norme uniforme. Notons C ′ le spectre ana-
lytique de A ′[S]/(P (S) − T ) et ϕ′ : C ′ → B′ le morphisme naturel. Puisque
le polynoˆme P (S) est irre´ductible dans H (x)[S], la fibre ϕ′−1(x) ne comporte
qu’un seul point. C’est le point rigide de la fibre au-dessus de b de l’espace affine
de dimension 2 associe´ a` l’ide´al maximal (P (S), T ). Nous noterons z ce point.
Remarquons que, par choix de v′, la partie C ′ est un voisinage du point z dans
le ferme´ de Zariski de A2,an
A
de´fini par l’e´quation P (S)− T = 0.
Puisque le polynoˆme (P (S)−T )(x) = P (S)(x) ∈ H (x)[S] est irre´ductible, le
point x de X = A1,an
A
(avec variable T ) satisfait la condition (IP (S)−T ). D’apre`s
la proposition 2.4.3, l’ensemble des parties de la forme DV (r), avec V ∈ Ub,P
et r > 0, est un syste`me fondamental de voisinages compacts du point x dans X.
Quitte a` ne conside´rer les parties pre´ce´dentes que sous les conditions V ⊂ U
et r ≤ 1, nous obtenons un syste`me fondamental de voisinages compacts et
spectralement convexes du point x dans B′. Par hypothe`se, ces parties satisfont
la condition (RP (S)−T ). Nous pouvons donc appliquer le the´ore`me 5.3.8. Il assure
que le morphisme naturel
OX,x[S]/(P (S) − T )
∼
−→ OB′,x[S]/(P (S) − T )→ OC′,z
est un isomorphisme.
Conside´rons, a` pre´sent, l’alge`bre B(U)〈|S| ≤ v′〉 munie de la norme ‖.‖U,v′ .
C’est une alge`bre de Banach dont nous noterons B′′ le spectre analytique. No-
tons ‖.‖′′ la norme uniforme sur B′′ et A ′′ l’alge`bre de Banach obtenue en
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comple´tant l’alge`bre B(U)〈|S| ≤ v′〉 pour cette norme. Conside´rons le nombre
re´el v > 0 dont l’existence est de´montre´e dans la section 5.2 pour l’alge`bre A ′′
et le polynoˆme T −P (S) de A ′′[S]. Choisissons un nombre re´el v′′ ≥ max(v, 1).
Remarquons que la condition (RT−P (S)) est trivialement ve´rifie´e pour tout par-
tie compacte et spectralement convexe de B′′ et, en particulier, pour la partie B′′
elle-meˆme. D’apre`s la proposition 5.2.7, la semi-norme ‖.‖′′B′′,v′′,re´s de´finie sur le
quotient A ′′[T ]/(T −P (S)) est une norme uniforme. Notons C ′′ le spectre ana-
lytique de A ′′[T ]/(T −P (S)) et ϕ′′ : C ′′ → B′′ le morphisme naturel. Puisque le
polynoˆme T −P (S) ∈ A ′′[T ] est de degre´ 1, la fibre ϕ′′−1(y) ne comporte qu’un
seul point. C’est le point rigide de la fibre au-dessus de b de l’espace affine de
dimension 2 associe´ a` l’ide´al maximal (P (S), T ), comme pre´ce´demment. Nous
noterons donc encore z ce point.
Le point y deB′′ (avec variable S) satisfait e´videmment la condition (IT−P (S)).
La remarque 5.4.2 montre que le point y de B′′ posse`de un syste`me fondamen-
tal de voisinages compacts qui satisfont la condition (RT−P (S)). Il suffit, par
exemple, de conside´rer l’ensemble des voisinages compacts rationnels du point y.
Nous pouvons donc appliquer le the´ore`me 5.3.8. On en de´duit que le morphisme
naturel
OY,y
∼
−→ OB′′,y → OC′′,z
est un isomorphisme.
Pour finir, remarquons que les parties C ′ et C ′′ se plongent naturellement
dans l’espace affine de dimension 2 au-dessus de B. Par choix de v′′, une fois
identifie´s les espaces et leur plongement, nous avons l’inclusion C ′ ⊂ C ′′. On en
de´duit qu’en tout point c inte´rieur a` C ′, le morphisme de restriction
OC′′,c → OC′,c
est un isomorphisme. En effet, en un tel point, l’anneau local est forme´ des
fonctions qui sont localement limites uniformes de fractions rationnelles sans
poˆles a` coefficients dans A . En particulier, nous avons un isomorphisme
OC′′,z
∼
−→ OC′,z.
Il ne nous reste plus, a` pre´sent, qu’a` combiner ces re´sultats pour obtenir une
description explicite de l’anneau local OY,y.
The´ore`me 5.4.3. — Sous la condition (SP ), le morphisme naturel
OX,x[S]/(P (S) − T )→ OC′,z
∼
←− OY,y
est un isomorphisme.
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Forts de cette description, nous pouvons, a` pre´sent, de´montrer un the´ore`me
de division de Weierstraß au voisinage des points rigides des fibres de la droite
analytique. Rappelons les notations : A est un anneau de Banach muni d’une
norme uniforme, B = M (A ) est son spectre analytique, b est un point de B,
P (S) est un polynoˆme unitaire a` coefficients dans A dont l’image dans H (b)[S]
est irre´ductible, Y = A1,an
A
est la droite analytique au-dessus de B (nous no-
tons S la variable correspondante) et y est l’unique point de la fibre au-dessus
de b de´fini par l’e´quation P (y) = 0.
The´ore`me 5.4.4. — Supposons que le point b de B satisfait la condition (S).
Soit G(S) un polynoˆme a` coefficients dans OB,b. Notons n la valuation P -adique
de l’image de ce polynoˆme dans H (b)[S]. Alors, pour tout e´le´ment F de OY,y,
il existe un unique couple (Q,R) d’e´le´ments de OY,y ve´rifiant les proprie´te´s sui-
vantes :
i) l’e´le´ment R est un polynoˆme a` coefficients dans OB,b de degre´ strictement
infe´rieur a` nd ;
ii) nous avons l’e´galite´ F = QG+R.
En outre, si l’e´le´ment F appartient a` OB,b[S], il en est de meˆme pour les
e´le´ments Q et R.
De´monstration. — On se rame`ne imme´diatement a` traiter le meˆme proble`me
dans l’anneau local OC′,z et avec le polynoˆme G = P
n. Le re´sultat se de´duit
alors simplement du the´ore`me de division de Weierstraß classique dans l’an-
neau OX,x. De´taillons la preuve de l’existence de la division. Nous disposons
d’un isomorphisme
OX,x[S]/(P (S) − T )
∼
−→ OC′,z.
Puisque le polynoˆme P (S) − T de OX,x[S] est unitaire, il existe des e´le´ments
f0, . . . , fd−1 de OX,x tels que l’on ait
F =
d−1∑
i=0
fi S
i mod (P (S)− T ).
Soit i ∈ [[1, d− 1]]. D’apre`s le the´ore`me 2.2.3, il existe un e´le´ment qi de OX,x et
un polynoˆme ri(T ) a` coefficients dans OB,b de degre´ infe´rieur a` n − 1 tels que
l’on ait l’e´galite´
fi = qiT
n + ri.
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Par conse´quent, dans l’anneau OX,x[S]/(P (S) − T ), nous avons
F =
(
d−1∑
i=0
aiqiS
i
)
T n +
d−1∑
i=0
ri(T )S
i
=
(
d−1∑
i=0
aiqiS
i
)
T n +
d−1∑
i=0
ri(P (S))S
i
.
Pour conclure, il nous suffit de remarquer que le degre´ du polynoˆme
d−1∑
i=0
ri(P (S))S
i ∈ OB,b[S]
est infe´rieur a` (n− 1)d+ (d− 1) = nd− 1.
La remarque finale est claire lorsque le point y est rationnel, en utilisant le
fait que l’anneau OB,b[S] se plonge dans OY,y et l’unicite´ de la division. Le cas
d’un point y quelconque se rame`ne a` celui d’un point rationnel par le meˆme
raisonnement que pre´ce´demment.
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5.5. Endomorphismes de la droite
Dans cette partie, nous e´tudions les morphismes finis d’une partie de la droite
analytique dans elle-meˆme donne´s par un polynoˆme a` coefficient dominant in-
versible. Maintenant que nous disposons du the´ore`me de division de Weierstraß
pour les points rigides, nous pouvons suivre pas a` pas les raisonnements utilise´s
en ge´ome´trie analytique complexe.
Soit (A , ‖.‖) un anneau de Banach uniforme. Nous notons B = M (A ),
X = A1,an
A
(avec variable T ) et π : X → B le morphisme de projection. Fixons,
de`s a` pre´sent, les notations. Notons K l’anneau total des fractions de A . Soit
P (T ) =
d∑
i=0
ai T
i,
avec d ∈ N∗ et a0, . . . , ad ∈ K, un polynoˆme non constant a` coefficients dans K.
Pour toute partie V compacte et spectralement convexe de l’espace B sur la-
quelle les coefficients de P sont de´finis et le coefficient ad inversible, le morphisme
naturel
B(V )[T ]→ B(V )[T, S]/(P (S) − T )
∼
−→ B(V )[S]
induit un morphisme continu de la partie π−1(V ) dans elle-meˆme. Soit U une
partie localement connexe de l’espace B sur laquelle les coefficients de P sont
de´finis et le coefficient ad inversible. Tout point de U posse`de un syste`me fonda-
mental de voisinages compacts et spectralement convexes. Par conse´quent, nous
pouvons construire un morphisme
ϕ : π−1(U)→ π−1(U)
en recollant des morphismes du type pre´ce´dent. Afin d’e´viter les confusions,
nous noterons respectivement Z et Y la source et le but du morphisme ϕ. Nous
conside´rerons donc le morphisme
ϕ : Z → Y.
Proposition 5.5.1. — Le morphisme ϕ est un morphisme topologique fini.
De´monstration. — Le fait que le morphisme ϕ soit continu est imme´diat. Pour
montrer qu’il est ferme´, nous allons montrer qu’il est topologiquement propre,
c’est-a`-dire que l’image re´ciproque de toute partie compacte est encore compacte.
Soit E une partie compacte de Y . Il existe une partie compacte C de B et un
nombre re´el r tels que la partie E soit contenue dans le disque compact DC(r).
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La partie ϕ−1(E) est alors une partie ferme´e de
ϕ−1(DC(r)) =
{
z ∈ Z
∣∣ π(z) ∈ C, |P (S)(z)| ≤ r} .
D’apre`s le corollaire 1.1.12, cette dernie`re partie est compacte. On en de´duit que
la partie ϕ−1(E) l’est e´galement.
Pour finir, montrons que les fibres du morphisme ϕ sont finies. Soit y un point
de Y . L’ensemble de ses ante´ce´dents par l’application ϕ est l’ensemble des points
de l’espace analytique A1,an
H (y), dont nous noterons S la variable, qui annulent le
polynoˆme
Qy(S) = P (y)(S) − T (y) =
d∑
i=0
ai(y)S
i − T (y) ∈ H (y)[S].
Puisque le polynoˆme P n’est pas constant et que son coefficient dominant ne
s’annule pas sur Y , le polynoˆme Qy(S) n’est pas nul. On en de´duit que l’en-
semble ϕ−1(y) est fini.
Posons
G(S) = P (S)− T ∈ O(U)[T ][S].
Conside´rons A2,an
A
l’espace affine analytique de dimension 2 sur A avec va-
riables S et T . Notons Z ′ l’ouvert de A2,an
A
forme´ des points dont la projection
sur l’espace B appartient a` U . Le polynoˆmeG de´finit une fonction analytique sur
l’espace Z ′. Nous identifierons l’espace analytique Z avec le ferme´ de Zariski de
l’espace Z ′ de´fini par l’e´quation G = 0. Soit y un point de Y . Notons z1, . . . , zt,
avec t ∈ N∗, ses ante´ce´dents par le morphisme ϕ. Le the´ore`me qui suit est
l’analogue du the´ore`me 2 de [13], I, §2.
Remarque 5.5.2. — Les de´finitions 5.3.5 et 5.4.1 des conditions (IG) et (S)
e´tant locales, elles s’adaptent sans peine au cas des points d’un espace analytique
qui n’est pas un spectre analytique. Nous nous autoriserons donc a` les utiliser
encore sans plus de pre´cautions.
The´ore`me 5.5.3. — Supposons que le point de y de Y satisfait les condi-
tions (IG) et (S). Soit (f1, . . . , ft) ∈
∏t
i=1 OZ′,zi. Alors, il existe un unique
e´le´ment (r, q1, . . . , qt) de OY,y[S]×
∏t
i=1 OZ′,zi ve´rifiant les proprie´te´s suivantes :
i) le polynoˆme r est de degre´ strictement infe´rieur a` d ;
ii) quel que soit i ∈ [[1, t]], nous avons fi = qiG+ r dans OZ′,zi.
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De´monstration. — Dans H (y)[S], e´crivons le polynoˆme G sous la forme
G(y)[S] = ad(y)
t∏
i=1
pi(S)
ni ,
ou` p1, . . . , pt sont des polynoˆmes irre´ductibles et unitaires a` coefficients dansH (y)
et n1, . . . , nt des e´le´ments de N
∗. Pour i ∈ [[1, t]], notons di le degre´ du po-
lynoˆme pi. Les points z1, . . . , zt de Z
′ sont donc les e´le´ments de la fibre au-dessus
du point y de´finis par l’annulation des polynoˆmes p1, . . . , pt. Quitte a` changer
l’ordre des polynoˆmes, nous pouvons supposer que, quel que soit i ∈ [[1, t]], le
point zi est de´fini par l’e´quation pi = 0.
D’apre`s la condition (IG), la de´composition en produits de facteurs irre´ductibles
du polynoˆme G[S] dans κ(y)[S] et dans H (y)[S] est identique. On en de´duit
que, quel que soit i ∈ [[1, t]], le polynoˆme pi est a` coefficients dans κ(y). D’apre`s la
proposition 2.5.1, l’anneau local OY,y est hense´lien. Par conse´quent, il existe des
polynoˆmes G1, . . . , Gt unitaires a` coefficients dans OY,y ve´rifiant les proprie´te´s
suivantes :
1. G = ad
t∏
i=1
Gi dans OY,y[S] ;
2. quel que soit i ∈ [[1, t]], nous avons Gi(y) = p
ni
i .
De´montrons, maintenant, l’existence de l’e´criture annonce´e. Il suffit de le
de´montrer pour des t-uplets (f1, . . . , ft) comportant un seul terme non nul. Le
re´sultat ge´ne´ral en de´coulera par addition. Soit i ∈ [[1, t]] et supposons que, quel
que soit j 6= i, nous avons fj = 0. Posons
ei = ad
∏
j 6=i
Gj(S).
La fonction ei est inversible au voisinage du point zi. Puisque le point de y
de Y satisfait la condition (S), nous pouvons appliquer le the´ore`me de division
de Weierstraß 5.4.4. On en de´duit qu’il existe un e´le´ment qi de OZ′,zi et un
polynoˆme r′ a` coefficients dans OY,y et de degre´ strictement infe´rieur a` nidi tels
que
fi e
−1
i = qiGi + r
′ dans OZ′,zi .
En multipliant l’e´galite´ par ei, nous obtenons
fi = qiG+ r dans OZ′,zi,
ou` r = r′ ei est un polynoˆme de degre´ strictement infe´rieur a` d.
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Soit j 6= i. La fonction Gi est inversible au voisinage du point zj. Posons
qj = −r
′G−1i dans OZ′,zj .
Nous avons alors
0 = qj G+ r dans OZ′,zj .
Pour finir, de´montrons l’unicite´ de l’e´criture obtenue. Soit (r, q1, . . . , qt) un
e´le´ment de OY,y[S]×
∏t
i=1 OZ′,zi ve´rifiant les proprie´te´s suivantes :
i) le polynoˆme r est de degre´ strictement infe´rieur a` d ;
ii) quel que soit i ∈ [[1, t]], nous avons fi = qiG+ r dans OZ′,zi .
Pour montrer que l’e´criture est unique, nous pouvons supposer que, quel que
soit i ∈ [[1, t]], nous avons fi = 0 et montrer alors que r = 0 et que, quel
que soit i ∈ [[1, t]], qi = 0. Supposons donc que, quel que soit i ∈ [[1, t]], nous
avons fi = 0. Soit i ∈ [[1, t]]. Avec les meˆmes notations que pre´ce´demment, nous
obtenons l’e´galite´
−r = (qiei)Gi dans OZ′,zi .
D’apre`s la remarque finale du the´ore`me 5.4.4, cette e´galite´ vaut dans OY,y[S].
Puisque les polynoˆmes G1, . . . , Gt sont premiers entre eux deux a` deux, leur
produit a−1d G divise r. Pour des raisons de degre´, cela impose au polynoˆme r
d’eˆtre nul. Par unicite´ de la division euclidienne dans chacun des anneaux OZ′,zi ,
avec i ∈ [[1, t]], nous en de´duisons que les fonctions q1, . . . , qt sont e´galement
nulles.
Nous parvenons enfin au re´sultat attendu.
The´ore`me 5.5.4. — Supposons que le point de y de Y ve´rifie les conditions (IG)
et (S). Alors, le morphisme
OdY,y → (ϕ∗OZ)y
(c0, . . . , cd−1) 7→
d−1∑
i=0
ci S
i
est un isomorphisme.
De´monstration. — Puisque le polynoˆme G est de degre´ d est que son coefficient
dominant est inversible sur π(Y ), le morphisme
OdY,y → OY,y[S]/(G(S))
(c0, . . . , cd−1) 7→
d−1∑
i=0
ci S
i
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est un isomorphisme. Le re´sultat de´coule alors du the´ore`me pre´ce´dent graˆce a`
l’e´galite´
(ϕ∗OZ)y ≃
t∏
i=1
OZ,zi .
Nous de´duisons de ce re´sultat deux corollaires. Leur de´monstration est simi-
laire a` celle des corollaires 5.3.9 et 5.3.10.
Corollaire 5.5.5. — Supposons que tout point de Y ve´rifie les conditions (IG)
et (S). Alors, le morphisme
OdY → ϕ∗OZ
(c0, . . . , cd−1) 7→
d−1∑
i=0
ci S
i
est un isomorphisme. En particulier, pour toute partie V de Y , le morphisme
naturel
OY (V )[S]/(P (S) − T )→ OZ(ϕ
−1(V ))
est un isomorphisme.
Corollaire 5.5.6. — Supposons que tout point de Y ve´rifie les conditions (IG)
et (S). Supposons que le faisceau OY est cohe´rent. Pour toute partie V de Y ,
nous noterons
ϕV : ϕ
−1(V )→ V
le morphisme de´duit de ϕ par restriction et corestriction. Alors, pour toute par-
tie V de Y et tout faisceau de Oϕ−1(V )-modules cohe´rent F , le faisceau de OV -
modules (ϕV )∗F est cohe´rent.
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5.6. Au-dessus d’un anneau d’entiers de corps de nombres
Nous souhaitons disposer des re´sultats e´tablis a` la section pre´ce´dente lorsque
la base est le spectre d’un anneau d’entiers de corps de nombres. Nous nous
plac¸ons dans ce cadre et reprenons les notations du chapitre 4. Nous souhaitons
montrer que les hypothe`ses du the´ore`me 5.5.4 sont satisfaites. Commenc¸ons par
nous inte´resser a` la condition (IG).
Proposition 5.6.1. — Soient x un point de X et P (S) un polynoˆme irre´ductible
de κ(x)[S]. Alors l’image de P (S) dans H (x)[S] est irre´ductible.
De´monstration. — Supposons, tout d’abord, que la caracte´ristique du corps
re´siduel κ(x) est un nombre premier. Le point x appartient alors a` une fibre
extreˆme. D’apre`s le the´ore`me 4.1.3, le corollaire 4.2.5 ou la proposition 4.3.8,
les corps κ(x) et H (x) sont naturellement isomorphes et le re´sultat est tauto-
logique.
Supposons, a` pre´sent, que la caracte´ristique du corps re´siduel κ(x) est nulle.
Dans ce cas, le polynoˆme P est se´parable. D’apre`s le the´ore`me 4.4.1, iv, le
corps κ(x) est hense´lien. Nous concluons alors par la proposition 2.4.1 de [2].
Corollaire 5.6.2. — Soient x un point de X et G(S) un polynoˆme a` coeffi-
cients dans l’anneau local OX,x. Le point x ve´rifie la condition (IG).
Inte´ressons-nous, a` pre´sent, a` la condition (S).
Lemme 5.6.3. — Soient U une partie compacte et spectralement convexe de B
et r un nombre re´el strictement positif. Supposons que les valeurs absolues as-
socie´es aux points de U sont ultrame´triques. Notons B(U){|T | ≤ r} l’alge`bre
constitue´e des e´le´ments de la forme∑
i≥0
bi T
i de B(U)[[T ]]
tels que la suite (‖bi‖U r
i)i≥0 tend vers 0. Munissons-la de la norme de´finie par∥∥∥∥∥∥
∑
i≥0
bi T
i
∥∥∥∥∥∥
U,r,um
= max
i≥0
(‖bi‖U r
i).
C’est alors une alge`bre comple`te et le morphisme A[T ] → B(DU (r)) induit un
isomorphisme d’alge`bres norme´es
B(U){|T | ≤ r}
∼
−→ B(DU (r)).
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De´monstration. — Puisque la partie U de B est spectralement convexe, le mor-
phisme A[T ]→ B(U){|T | ≤ r} induit une injection continue
M (B(U){|T | ≤ r})→ A1,anA
dont l’image est le disque DU (r). Soit F un e´le´ment de A[T ] qui ne s’annule pas
sur le disque DU (r). Alors, d’apre`s [1], corollaire 1.2.4, l’e´le´ment F est inversible
dans B(U){|T | ≤ r}. On en de´duit que le morphisme A[T ] → B(U){|T | ≤ r}
se prolonge en un morphisme injectif
K (DU (r)) →֒ B(U){|T | ≤ r}.
Comparons, maintenant, la norme ‖.‖U,r,um a` la norme uniforme sur le disque
DU (r). Soit F =
∑
i≥0 fi T
i ∈ A[T ]. Soit b un point de U . La semi-norme
associe´e au point b est, par hypothe`se, ultrame´trique. Par conse´quent, la norme
uniforme ‖.‖b,r sur le disque ferme´ de rayon r au-dessus du point b ve´rifie
‖F‖b,r = max
i≥0
(|ai(b)| r
i).
On en de´duit que
‖F‖DU (r) = maxb∈U
(‖F‖b,r) = max
i≥0
(‖bi‖U r
i) = ‖F‖U,r,um.
Le morphisme pre´ce´dent se prolonge donc au comple´te´ de K (DU (r)). On en
de´duit un morphisme injectif
B(DU (r)) →֒ B(U){|T | ≤ r}.
L’image de ce morphisme contient tous les polynoˆmes a` coefficients dans B(U).
L’ensemble de ces polynoˆmes e´tant dense dans B(U){|T | ≤ r}, le morphisme
pre´ce´dent est un isomorphisme.
Rappelons que si (A , ‖.‖) de´signe un anneau de Banach et t un e´le´ment
de R∗+, nous notons At le comple´te´ de l’alge`bre A 〈|T | ≤ t〉 pour la norme uni-
forme sur son spectre analytique et que nous identifions ce spectre au disque
ferme´ D(t) contenu dans la droite analytique A1,an
A
.
Lemme 5.6.4. — Soient t > 0, x un point de D(t) et U un voisinage compact
et connexe du point x dans D(t) ve´rifiant les proprie´te´s suivantes :
i) les valeurs absolues associe´es aux points de U sont ultrame´triques ;
ii) la partie U est spectralement convexe ;
iii) la partie U posse`de un bord analytique fini et alge´briquement trivial.
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Soit P (S) un polynoˆme de O(U)[S] tel que l’e´le´ment Re´s(P,P ′) de O(U) n’est
pas nul. Alors, quel que soient s > 0 et r ∈ ]0, s], le disque DU (r) (avec va-
riable T0) de M ((At)s) ve´rifie la condition RP (S)−T0 .
De´monstration. — Soient s > 0 et r ∈ ]0, s]. Notons V = DU (r) muni de
la variable T0. D’apre`s la proposition 1.2.16, une telle partie de M ((At)s) est
spectralement convexe.
Pour tout point y de Γ, notons yr le point ηr de la fibre de V au-dessus du
point y. Remarquons, de`s a` pre´sent, que, pour tout point y de Γ, l’e´le´ment T0(yr)
de H (yr) est transcendant sur H (y). Notons
ΓV = {yr, y ∈ Γ}.
Tout e´le´ment deB(V ) atteint son maximum sur ΓV . Il suffit, pour s’en convaincre,
d’utiliser la description explicite de´montre´e dans le lemme qui pre´ce`de.
Pour montrer que le disque V ve´rifie la condition RP (S)−T0 , il nous suffit
donc de montrer que la fonction Re´s(P (S)− T0, P
′(S)) ne s’annule pas sur ΓV .
Soit y un point de Γ. Nous avons Re´s(P (S), P ′(S))(y) 6= 0. En effet, dans le cas
contraire, puisque l’anneau local OX,y est un corps, la fonction Re´s(P (S), P
′(S))
serait nulle au voisinage du point y et donc nulle sur U , d’apre`s le principe du
prolongement analytique. Conside´rons l’e´le´ment Ry(T0) = Re´s(P (S)−T0, P
′(S))
de H (y)[T ]. Nous venons de montrer que Ry(0) 6= 0. On en de´duit que le
polynoˆme Ry n’est pas nul, puis que Ry(T0(yr)) n’est pas nul, car T0(yr) est
transcendant sur H (y). C’est le re´sultat attendu.
Lemme 5.6.5. — Soit x un point de X. Soit P (S) un polynoˆme de OX,x[S]
dont l’image dans H (x)[S] est irre´ductible. Alors l’e´le´ment Re´s(P,P ′) de OX,x
n’est pas nul.
De´monstration. — Le polynoˆme P (S) est e´galement irre´ductible dans κ(x)[S] et
donc dans OX,x[S], puisque l’anneau local OX,x est hense´lien. Or l’anneau OX,x
est inte`gre et son corps de fractions est parfait, car de caracte´ristique nulle. En
effet, c’est une extension du corps des fractions de l’anneau OB,π(x), dont la
caracte´ristique est nulle. On en de´duit le re´sultat voulu.
Proposition 5.6.6. — Tout point de X satisfait la condition (S).
De´monstration. — Soit x un point de X. Supposons, tout d’abord, que le corps
re´siduel comple´te´ H (x) est parfait. Soit P (S) un e´le´ment de OX,x[S] dont
l’image dans H (x)[S] est irre´ductible. Puisque le corps re´siduel comple´te´ H (x)
240 CHAPITRE 5. MORPHISMES FINIS
est parfait, ce polynoˆme est se´parable et nous avons Re´s(P (S), P ′(S))(x) > 0.
Par conse´quent, il existe un nombre re´el m > 0 et un voisinage compact et
spectralement convexe V du point x dans X sur lequel le polynoˆme P (S) est
de´fini et la fonction Re´s(P (S), P ′(S)) minore´e par m. Conside´rons, a` pre´sent,
le polynoˆme Re´s(P (S) − T0, P
′(S)) de B(V )[T0]. Nous venons de montrer que
son coefficient constant est minore´ sur V . Par conse´quent, il existe s > 0 tel
que ce polynoˆme ne s’annule pas sur DV (s). Pour tout voisinage compact et
spectralement convexe U de x dans V et tout nombre re´el r ∈ ]0, s], la condi-
tion (RP (S)−T0) est alors ve´rifie´e sur le disque DU (r).
Supposons, a` pre´sent, que le corps re´siduel comple´te´ H (x) n’est pas par-
fait. Le point x appartient alors ne´cessairement a` une fibre extreˆme de l’es-
pace X. D’apre`s le the´ore`me 4.4.8, il posse`de un syste`me fondamental de voi-
sinages ve´rifiant les conditions du lemme 5.6.4. On conclut alors a` l’aide du
lemme 5.6.5.
Nous pouvons, a` pre´sent, appliquer le the´ore`me 5.5.4 et ses corollaires. Nous
allons notamment en de´duire une expression explicite des anneaux de sections
globales au voisinage des lemniscates. Soit V une partie de l’espace B et P (S)
un polynoˆme a` coefficients dans O(D) dont le coefficient dominant est inversible.
Soient s et t deux e´le´ments de R+ ve´rifiant l’ine´galite´ s ≤ t. Posons
C0 =
{
x ∈ XV
∣∣ s ≤ |T (x)| ≤ t} ,
L0 =
{
x ∈ XV
∣∣ s ≤ |P (T )(x)| ≤ t} ,
C1 =
{
x ∈ XV
∣∣ s < |T (x)| ≤ t} ,
L1 =
{
x ∈ XV
∣∣ s < |P (T )(x)| ≤ t} ,
C2 =
{
x ∈ XV
∣∣ s ≤ |T (x)| < t} ,
L2 =
{
x ∈ XV
∣∣ s ≤ |P (T )(x)| < t} ,
C3 =
{
x ∈ XV
∣∣ s < |T (x)| < t} ,
L3 =
{
x ∈ XV
∣∣ s < |P (T )(x)| < t} ,
C4 =
{
x ∈ XV
∣∣ |T (x)| ≥ s} ,
L4 =
{
x ∈ XV
∣∣ |P (T )(x)| ≥ s} ,
C5 =
{
x ∈ XV
∣∣ |T (x)| > s}
et L5 =
{
x ∈ XV
∣∣ |P (T )(x)| > s} .
Choisissons un couple (C,L) parmi les couples (Ci, Li), avec i ∈ [[0, 5]].
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Proce´dons, a` pre´sent, comme dans la section 5.5. Pour toute partie V com-
pacte et spectralement convexe contenue dans D, le morphisme naturel
B(V )[T ]→ B(V )[T, S]/(P (S) − T )
∼
−→ B(V )[S]
induit un morphisme continu de la partie XV dans elle-meˆme. Ces morphismes
se recollent en un morphisme
ϕ : XV → XV .
Remarquons que nous avons l’e´galite´
L = ϕ−1(C).
D’apre`s le corollaire 5.6.2 et la proposition 5.6.6, les hypothe`ses des corol-
laires 5.5.5 et 5.5.6 sont ve´rifie´es. En appliquant le corollaire 5.5.5, nous obtenons
le re´sultat suivant.
The´ore`me 5.6.7. — Le morphisme naturel
O(C)[S]/(P (S) − T )→ O(L)
est un isomorphisme.
Le the´ore`me 3.2.19 nous permet d’en de´duire une description explicite des
anneaux de sections globales des lemniscates.

CHAPITRE 6
ESPACES DE STEIN
Ce chapitre est consacre´ a` l’e´tude de quelques sous-espaces de Stein de la
droite analytique au-dessus d’un anneau d’entiers de corps de nombres. Nous
y utiliserons les notations du chapitre 4. Pre´cise´ment, nous de´montrons que
certaines parties assez simples, disques, couronnes ou lemniscates relatifs, sont
des espaces de Stein.
Le nume´ro 6.1 contient les de´finitions dans un cadre ge´ne´ral : nous appellerons
espace de Stein tout espace annele´ qui satisfait les conclusions des the´ore`mes A
et B de H. Cartan. Nous rappelons e´galement quelques proprie´te´s classiques de
ces espaces.
Au nume´ro 6.2, nous nous sommes attache´ a` de´gager des conditions sous
lesquelles une re´union de deux parties compactes et de Stein est encore un
espace de Stein. Les notions introduites peuvent sembler absconses, mais elle ne
sont que formalisations des me´thodes de la ge´ome´trie analytique complexe.
Nous reprenons ensuite le cadre du chapitre 4, celui de la droite affine analy-
tique au-dessus d’un anneau d’entiers de corps de nombres. Nous utilisons alors
les re´sultats obtenus pour montrer, par re´currence, que les parties compactes et
connexes de l’espace de base sont des espaces de Stein, au nume´ro 6.3, ainsi que
les couronnes compactes des fibres, au nume´ro 6.4, et les couronnes compactes
et connexes de la droite, au nume´ro 6.5.
Au nume´ro 6.6, finalement, nous traiterons le cas des couronnes ouvertes et,
plus ge´ne´ralement, de toute partie de la forme{
x ∈ XV
∣∣ s < |P (T )(x)| < t} ,
ou` V est une partie connexe de la base, P (T ) un polynoˆme unitaire a` coeffi-
cients dans O(V ) et r et s deux nombres re´els. Nous reprenons, la` encore, les
me´thodes de la ge´ome´trie analytique complexe. Nous indiquons tout d’abord des
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conditions sous lesquelles une partie qui posse`de une exhaustion par des parties
compactes et de Stein est elle-meˆme un espace de Stein. Nous de´montrons en-
suite un re´sultat de fermeture pour certains germes de faisceaux, qui nous semble
pre´senter un inte´reˆt inde´pendant. Nous concluons finalement en de´crivant ex-
plicitement des exhaustions de Stein pour les couronnes ouvertes et en utilisant
les re´sultats sur les morphismes finis de´montre´s au chapitre 5.
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6.1. De´finitions
Soit (X,OX ) un espace localement annele´. Avant d’en venir aux de´monstra-
tions annonce´es, nous rappelons quelques proprie´te´s et de´finitions dans un cadre
ge´ne´ral. Expliquons, tout d’abord, ce que nous entendons par espace de Stein.
Nous utiliserons la de´finition cohomologique classique.
De´finition 6.1.1. — Soit F un faisceau de OX -modules. Nous dirons que le
faisceau F satisfait le the´ore`me A si, pour tout point x de X, le OX,x-
module Fx est engendre´ par l’ensemble de ses sections globales F (X).
Soit Y une partie de X. Nous dirons que le faisceau F satisfait le the´ore`me A
sur Y si le faisceau de OY -modules F|Y satisfait le the´ore`me A.
Remarquons que, par de´finition (cf. de´finition 4.5.1), le the´ore`me A est satis-
fait localement pour les faisceaux de type fini. E´nonc¸ons ce re´sultat sous forme
d’un lemme afin de pouvoir nous y faire re´fe´rer ulte´rieurement.
Lemme 6.1.2. — Soit F un faisceau de OX-modules de type fini. Soit x un
point de X. Il existe un voisinage V du point x dans X tel que le faisceau F
satisfasse le the´ore`me A sur V .
Signalons e´galement que lorsque nous conside´rons des parties compactes, nous
pouvons pre´ciser le re´sultat du the´ore`me A.
Lemme 6.1.3. — Soit F un faisceau de OX-modules de type fini qui satisfait
le the´ore`me A. Si l’espace X est compact, il existe un ensemble fini d’e´le´ments
de F (X) dont les images engendrent le OX,x-module Fx en tout point x de X.
De´monstration. — Soit x un point de l’espace X. Puisque le faisceau F est
un OX-module de type fini, il existe un voisinage U du point x dans X, un
entier p et des e´le´ments F1, . . . , Fp de F (X) tels que, pour tout point y de U ,
le OX,y-module Fy soit engendre´ par les germes (F1)y, . . . , (Fp)y.
D’apre`s le the´ore`me A, il existe un entier q et des e´le´ments G1, . . . , Gq deF (X)
tels le OX,x-module Fx soit engendre´ par les germes (G1)x, . . . , (Gq)x. En par-
ticulier, il existe une famille (ai,j)1≤i≤p,1≤j≤q d’e´le´ments de OX,x tels que l’on
ait
∀i ∈ [[1, p]], (Fi)x =
q∑
j=1
ai,j (Gj)x dans Fx.
Il existe un voisinage V du point x dans U sur lequel les e´le´ments ai,j, avec
i ∈ [[1, p]] et j ∈ [[1, q]], sont de´finis et les e´galite´s pre´ce´dentes sont valables. On
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en de´duit que, pour tout point y de V , le OX,y-module Fy est engendre´ par les
germes (G1)y, . . . , (Gq)y.
On conclut finalement en utilisant la compacite´ de l’espace X.
De´finition 6.1.4. — Soit F un faisceau de OX -modules. Nous dirons que le
faisceau F satisfait le the´ore`me B si, quel que soit q ∈ N∗, nous avons
Hq(X,F ) = 0.
Soit Y une partie de X. Nous dirons que le faisceau F satisfait le the´ore`me B
sur Y si le faisceau de OY -modules F|Y satisfait le the´ore`me B.
De´finition 6.1.5. — Nous dirons que l’espace X est un espace de Stein si
tout faisceau de OX-modules cohe´rent satisfait les the´ore`mes A et B.
Remarque 6.1.6. — Attention, cette de´finition d’espace de Stein est plus faible
que la de´finition classique pour les espaces analytiques sur un corps ultrame´trique
(cf. [20], de´finition 2.3).
Soit Y une partie de X. Lorsque Y est compacte, les proprie´te´s de finitude
des faisceaux cohe´rents imposent des liens entre les faisceaux cohe´rents sur Y et
les faisceaux cohe´rents de´finis sur un voisinage de Y dans X. Le re´sultat qui suit
est de´montre´ a` la proposition 1 de [7]. La preuve qui y figure est e´crite dans le
langage de la ge´ome´trie analytique complexe, mais elle s’adapte a` notre cadre,
sans la moindre modification.
Proposition 6.1.7. — Supposons que la partie Y est compacte. Soit F un
faisceau de OY -modules cohe´rent. Alors, il existe un voisinage ouvert U du com-
pact Y dans X et un faisceau de OX-modules cohe´rent G tel que l’on ait
F = G|Y .
Corollaire 6.1.8. — Supposons que la partie Y est compacte et posse`de un
syste`me fondamental de voisinages forme´ d’espaces de Stein. Alors, la partie Y
est de Stein.
Mentionnons que l’on peut remplacer les conditions qui figurent dans la
de´finition d’espace de Stein par des conditions plus faibles. En effet, le the´ore`me A
se de´duit du the´ore`me B. La nullite´ du premier groupe de cohomologie a` coeffi-
cient dans n’importe quel faisceau cohe´rent suffit d’ailleurs a` assurer le re´sultat
(cf. [13], IV, §1, the´ore`me 2).
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The´ore`me 6.1.9. — Supposons que, pour tout faisceau de OX-modules cohe´rent F ,
on ait H1(X,F ) = 0. Alors tout faisceau de OX -modules cohe´rent satisfait le
the´ore`me A.
On de´duit de ce re´sultat une stabilite´ de la notion d’espace de Stein par
morphisme fini.
The´ore`me 6.1.10. — Soit ϕ : Y → X un morphisme topologique fini. Sup-
posons que, pour tout faisceau de OY -modules cohe´rent F , le faisceau de OX -
modules ϕ∗F est cohe´rent. Alors l’espace Y est un espace de Stein.
De´monstration. — Soit F un faisceau de OY -modules cohe´rent. D’apre`s le
the´ore`me 5.1.6, pour tout entier q, nous avons un isomorphisme
Hq(Y,F ) ≃ Hq(X,ϕ∗F ).
Or le faisceau ϕ∗F est cohe´rent et la partie X est de Stein. On en de´duit que,
pour tout entier q ≥ 1, nous avons
Hq(Y,F ) = 0.
Nous venons de montrer que tout faisceau de OY -modules cohe´rent satisfait le
the´ore`me B. Le the´ore`me 6.1.9 assure alors que la partie Y est de Stein.
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6.2. Cadre ge´ne´ral pour les compacts
Dans cette premie`re partie, nous nous sommes attacher a` de´gager un cadre
ge´ne´ral pour de´montrer que des parties compactes sont des espaces de Stein.
Nous conside´rerons donc ici un espace localement annele´ (X,OX) et deux parties
compactes K− et K+ de l’espace topologique sous-jacent. Posons L = K−∩K+
et M = K− ∪K+.
6.2.1. Lemmes de Cousin et de Cartan
Il n’est gue`re aise´ de travailler directement avec les anneaux de fonctions au
voisinages de compacts. Nous allons donc introduire une de´finition qui nous
permettra de conside´rer plutoˆt des anneaux de Banach.
De´finition 6.2.1. — Un syste`me de Banach associe´ au couple (K−,K+)
est la donne´e de
i) un ensemble ordonne´ filtrant (A,≤) ;
ii) un syste`me inductif ((B−α , ‖.‖
−
α ), ϕ
−
α,β) sur A a` valeurs dans la cate´gorie des
anneaux de Banach et des morphismes borne´s entre iceux ;
iii) un syste`me inductif ((B+α , ‖.‖
+
α ), ϕ
+
α,β) sur A a` valeurs dans la cate´gorie des
anneaux de Banach et des morphismes borne´s entre iceux ;
iv) un syste`me inductif ((Cα, ‖.‖α), ϕα,β) sur A a` valeurs dans la cate´gorie des
anneaux de Banach et des morphismes borne´s entre iceux ;
v) pour tout e´le´ment α de A, un morphisme borne´ ψ−α : B
−
α → Cα ;
vi) pour tout e´le´ment α de A, un morphisme borne´ ψ+α : B
+
α → Cα ;
vii) pour tout e´le´ment α de A, un morphisme ρ−α : B
−
α → O(K
−) ;
viii) pour tout e´le´ment α de A, un morphisme ρ+α : B
−
α → O(K
+) ;
ix) pour tout e´le´ment α de A, un morphisme ρα : Cα → O(L)
ve´rifiant les proprie´te´s suivantes :
1. pour tout e´le´ment α de A, le diagramme
B−α
ρ−α //
ψ−α

O(K−)
·L

Cα
ρα
// O(L)
commute ;
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2. pour tout e´le´ment α de A, le diagramme
B+α
ρ+α //
ψ+α

O(K+)
·L

Cα
ρα
// O(L)
commute ;
3. pour tous e´le´ments α et β de A tels que α ≤ β, le diagramme
Cα
ρα
""E
EE
EE
EE
E
ϕβ,α

O(L)
Cβ
ρβ
<<zzzzzzzz
commute ;
4. le morphisme
ρ : lim−→
α∈A
Cα → O(L)
induit par la famille de morphismes (ρα)α∈A est un isomorphisme.
Dans toute la suite de ce paragraphe, nous conside´rerons un syste`me de
Banach Ω associe´ au couple (K−,K+). Nous aurons besoin d’une proprie´te´
supple´mentaire, connue sous le nom de lemme de Cousin.
De´finition 6.2.2. — Un syste`me de Cousin associe´ au couple (K−,K+)
est un syste`me de Banach associe´ au meˆme couple et pour lequel il existe un
nombre re´el D ve´rifiant la proprie´te´ suivante : pour tout e´le´ment α de A et tout
e´le´ment f de Cα, il existe des e´le´ments f
− de B−α et f
+ de B+α tels que
i) f = ψ−α (f
−) + ψ+α (f
+) ;
ii) ‖f−‖−α ≤ D ‖f‖α ;
iii) ‖f+‖+α ≤ D ‖f‖α.
Nous allons montrer que tout syste`me de Cousin ve´rifie le lemme de Cartan,
en reprenant essentiellement la me´thode mise en œuvre dans [13], III §1.
Commenc¸ons par introduire quelques notations. Soient p, q ∈ N∗ et (D , ‖.‖)
un anneau de Banach. Nous de´finissons la norme d’une matrice a = (ai,j) ∈
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Mp,q(D) par
‖a‖ = max
1≤i≤p

 q∑
j=1
‖ai,j‖

 .
La multiplication des matrices est continue par rapport a` cette norme. En effet,
on ve´rifie facilement que, quel que soient r ∈ N∗, a ∈ Mp,q(D) et b ∈ Mq,r(D),
on a
‖ab‖ ≤ ‖a‖ ‖b‖.
Nous noterons I ∈Mq(D) la matrice identite´. Nous allons, tout d’abord, de´montrer
quelques lemmes.
Lemme 6.2.3. — Toute matrice a de Mq(D) ve´rifiant
‖a− I‖ ≤
1
2
est inversible et son inverse a−1 ve´rifie l’ine´galite´
‖a−1‖ ≤ 2.
Lemme 6.2.4. — Soit (ak)k≥0 une suite de Mq(D) ve´rifiant la condition∑
k≥0
‖ak − I‖ ≤
1
2
.
Alors, quel que soit n ∈ N, nous avons
‖a0 · · · an − I‖ ≤ 2
n∑
k=0
‖ak − I‖
De´monstration. — De´montrons ce re´sultat par re´currence sur l’entier n ∈ N.
Pour n = 0, c’est e´vident.
Supposons que la formule est vraie pour n ∈ N. Nous avons
a0 · · · anan+1 − I = (a0 · · · an − I)(an+1 − I)
+(a0 · · · an − I) + (an+1 − I).
On en de´duit que
‖a0 · · · anan+1 − I‖ ≤ ‖a0 · · · an − I‖ ‖an+1 − I‖
+‖a0 · · · an − I‖+ ‖an+1 − I‖
≤ 2
n∑
k=0
‖ak − I‖
+(‖a0 · · · an − I‖+ 1) ‖an+1 − I‖.
En outre, nous avons
‖a0 · · · an − I‖ ≤ 2
n∑
k=0
‖ak − I‖ ≤ 1.
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On en de´duit que
‖a0 · · · an+1 − I‖ ≤ 2
n+1∑
k=0
‖ak − I‖.
Lemme 6.2.5. — Soit (gk)k≥0 une suite de Mq(D) ve´rifiant∑
k≥0
‖gk‖ ≤
1
4
.
Alors la suite de terme ge´ne´ral
Pn = (I + g0) · · · (I + gn)
converge dans Mq(D) vers une matrice inversible P ve´rifiant
‖P − I‖ ≤ 2
∑
k≥0
‖gk‖.
De´monstration. — D’apre`s le lemme pre´ce´dent, quels que soient j ≥ i ≥ 0, nous
avons
‖(I + gi) · · · (I + gj)− I‖ ≤ 2
j∑
k=i
‖gk‖.
En particulier, quel que soit n ∈ N, nous avons
‖Pn − I‖ ≤ 2
n∑
k=0
‖gk‖ ≤
1
2
et donc ‖Pn‖ < 3/2. On en de´duit que, quels que soient m ≥ n ≥ 0, on a
‖Pm − Pn‖ = ‖Pn ((I + gn+1) · · · (I + gm)− I)‖
≤
3
2
m∑
k=n+1
‖gk‖.
Par conse´quent, la suite (Pn)n≥0 est une suite de Cauchy de Mq(D). Puisque
cet anneau est complet, elle converge donc vers un e´le´ment P . Nous avons
ne´cessairement
‖P − I‖ ≤ 2
∑
k≥0
‖gk‖ ≤
1
2
.
Le lemme 6.2.3 nous permet alors de conclure.
Plac¸ons-nous de nouveau dans le cadre des syste`mes de Cousin. Pour α ∈ A,
les morphismes ψ−α , ψ
+
α , ρ
−
α , ρ
+
α et ρα se prolongent naturellement en des mor-
phismes de groupes entre les espaces de matrices ; nous les noterons identique-
ment.
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Lemme 6.2.6. — Supposons que Ω soit un syste`me de Cousin. Soit ε ∈ R
ve´rifiant 0 < ε < 1/2D−1 et β = 4D2ε < 1. Soit α ∈ A. Soit a = I+b ∈Mq(Cα)
telle que ‖b‖α ≤ ε. Alors, il existe a
− = I + b− ∈ Mq(B
−
α ), a
+ = I + b+ ∈
Mq(B
+
α ) et a˜ = I + b˜ ∈Mq(Cα) ve´rifiant les proprie´te´s suivantes :
i) a = ψ−α (a
−) a˜ ψ+α (a
+) ;
ii) ‖b−‖−α ≤ D ‖b‖α ;
iii) ‖b+‖+α ≤ D ‖b‖α ;
iv) ‖b˜‖α ≤ βα ‖b‖α.
De´monstration. — En appliquant la proprie´te´ des syste`mes de Cousin a` chaque
coefficient de la matrice b, on montre qu’il existe des matrices b− ∈Mq(B
−
α ) et
b+ ∈Mq(B
+
α ) ve´rifiant les proprie´te´s suivantes :
1. b = ψ−α (b
−) + ψ+α (b
+) ;
2. ‖b−‖−α ≤ D ‖b‖α ;
3. ‖b+‖+α ≤ D ‖b‖α.
Posons a− = I + b− ∈ Mq(B
−
α ) et a
+ = I + b+ ∈ Mq(B
+
α ). Nous avons alors
l’e´galite´
ψ−α (a
−)ψ+α (a
+) = a+ ψ−α (b
−)ψ+α (b
+).
Par choix de b, nous avons D‖b‖α ≤ 1/2. D’apre`s le lemme 6.2.3, la matrice a
−
est inversible dans Mq(B
−
α ) et ve´rifie ‖(a
−)−1‖−α ≤ 2. De meˆme, la matrice a
+
est inversible dans Mq(B
+
α ) et ve´rifie ‖(a
+)−1‖+α ≤ 2.
Posons
a˜ = ψ−α (a
−)−1 aψ+α (a
+)−1 et b˜ = a˜− I dans Mq(Cα).
Nous avons alors
b˜ = ψ−α
(
(a−)−1
)
aψ+α
(
(a+)−1
)
− I
= ψ−α
(
(a−)−1
)
(ψ−α (a
−)ψ+α (a
+)− ψ−α (b
−)ψ+α (b
+)) ψ+α
(
(a+)−1
)
− I
= −ψ−α
(
(a−)−1
)
ψ−α (b
−)ψ+α (b
+)ψ+α
(
(a+)−1
)
et nous en tirons l’ine´galite´
‖b˜‖α ≤ 4D
2‖b‖2α ≤ β‖b‖α.
Nous voici enfin preˆts a` de´montrer le lemme de Cartan.
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The´ore`me 6.2.7 (Lemme de Cartan). — Supposons que Ω soit un syste`me
de Cousin. Alors, il existe ε ∈ R ve´rifiant la proprie´te´ suivante : quels que
soient α ∈ A et a ∈ Mq(Cα) ve´rifiant ‖a − I‖α < ε, il existe c
− ∈ GLq(B
−
α ) et
c+ ∈ GLq(B
+
α ) telles que
i) a = ψ−α (c
−)ψ+α (c
+) ;
ii) ‖c− − I‖−α ≤ 4D ‖a− I‖α ;
iii) ‖c+ − I‖+α ≤ 4D ‖a− I‖α.
De´monstration. — Choisissons ε ∈ R ve´rifiant les conditions du lemme pre´ce´dent
ainsi que β ≤ 1/2 et ε ≤ 1/(8D). Soient α ∈ A et a ∈ Mq(Cα) ve´rifiant
‖a − I‖α < ε. Posons b = a − I et M = ‖b‖α. De´finissons, a` pre´sent, par
re´currence, trois suites (b−k )k≥0, (b
+
k )k≥0 et (b˜k)k≥0 de Mq(B
−
α ), Mq(B
+
α ) et
Mq(Cα) ve´rifiant les conditions suivantes : quel que soit k ≥ 0, nous avons
1. ‖b−k ‖
−
α ≤ DMβ
k ;
2. ‖b+k ‖
+
α ≤ DMβ
k ;
3. ‖b˜k‖α ≤Mβ
k
et, quel que soit k ≥ 1, nous avons
4. ψ−α (I + b
−
k ) (I + b˜k)ψ
+
α (I + b
+
k ) = I + b˜k−1.
Initialisons la re´currence en posant b˜0 = b. La troisie`me proprie´te´ est alors
ve´rifie´e, par la de´finition meˆme de M . Posons b−0 = 0 et b
+
0 = 0. Les premie`re
et deuxie`me proprie´te´s sont alors trivialement ve´rifie´es.
Soit k ≥ 0 tels que b−k , b
+
k et b˜k soient de´ja` construits et ve´rifient les proprie´te´s
demande´es. Nous avons alors
‖b˜k‖α ≤Mβ
k ≤M ≤ ε
et le lemme pre´ce´dent applique´ avec b = b˜k nous fournit trois matrices b
−, b+
et b˜. Posons b−k+1 = b
−, b+k+1 = b
+ et b˜k+1 = b˜. La quatrie`me proprie´te´ est alors
ve´rifie´e.
Nous disposons, en outre, des ine´galite´s suivantes : ‖b˜k+1‖α ≤ β‖b˜k‖α, ‖b
−
k+1‖
−
α ≤
D‖b˜k‖α et ‖b
+
k+1‖
+
α ≤ D‖b˜k‖α. On en de´duit que les trois premie`res proprie´te´s
sont e´galement ve´rifie´es.
Pour n ∈ N∗, posons
Pn = (I + b
−
1 ) · · · (I + b
−
n ) ∈Mq(B
−
α )
et
Qn = (I + b
+
n ) · · · (I + b
+
1 ) ∈Mq(B
+
α ).
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De la quatrie`me proprie´te´ on de´duit que, quel que soit n ∈ N, nous avons
a = ψ−α (Pn) (I + b˜n)ψ
+
α (Qn).
En utilisant les trois premie`res et le fait que β ≤ 1/2, nous obtenons∑
k≥0
‖b−k ‖
−
α = DM
∑
k≥0
βk = 2DM ≤
1
4
.
D’apre`s le lemme 6.2.5, la suite (Pn)n≥0 converge dans B
−
α vers une matrice
inversible c− ∈ GLq(B
−
α ) ve´rifiant
‖c− − I‖−α ≤ 2
∑
k≥0
‖b−k ‖
−
α ≤ 4DM ≤ 4D‖a− I‖α.
De meˆme, la suite (Qn)n≥0 converge dans B
+
α vers une matrice inversible c
+ ∈
GLq(B
+
α ) ve´rifiant
‖c+ − I‖+α ≤ 2
∑
k≥0
‖b+k ‖
+
α ≤ 4DM ≤ 4D‖a− I‖α.
Puisque la suite (b˜n)n≥0 converge vers 0, la suite (ψ
−
α (Pn)ψ
+
α (Qn))n≥0 converge
vers a. On en de´duit que
a = ψ−α (c
−)ψ+α (c
+).
6.2.2. Prolongement de sections d’un faisceau
Soit Ω un syste`me de Banach associe´ au couple (K−,K+). Pour de´montrer les
the´ore`mes A et B, nous chercherons a` prolonger des sections de faisceaux. Pour
ce faire, nous introduisons une nouvelle proprie´te´ pour les syste`mes de Cousin ;
il s’agit d’une proprie´te´ d’approximation.
De´finition 6.2.8. — Un syste`me de Cousin-Runge associe´ au couple
(K−,K+) est un syste`me de Cousin associe´ au meˆme couple et tel que, quels
que soient α ∈ A, p, q ∈ N, s1, . . . , sp, t1, . . . , tq ∈ Cα et δ ∈ R
∗
+, nous nous
trouvions dans l’une des deux situations suivantes : soit il existe un e´le´ment
inversible f de B+α , des e´le´ments s
′
1, . . . , s
′
p de B
+
α et t
′
1, . . . , t
′
q de B
−
α tels que,
quel que soient i ∈ [[1, p]] et j ∈ [[1, q]], on ait
i) ‖ψ+α (f
−1si − s
′
i)‖α ‖ψ
+
α (f)ψ
−
α (tj)‖α ≤ δ ;
ii) ‖ψ+α (f
−1si)‖α ‖ψ
+
α (f)ψ
−
α (tj)− ψ
−
α (t
′
j)‖α ≤ δ,
soit il existe un e´le´ment inversible f de B−α , des e´le´ments s
′
1, . . . , s
′
p de B
+
α et
t′1, . . . , t
′
q de B
−
α tels que, quel que soient i ∈ [[1, p]] et j ∈ [[1, q]], on ait
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i) ‖ψ−α (f
−1tj − t
′
j)‖α ‖ψ
−
α (f)ψ
+
α (si)‖α ≤ δ ;
ii) ‖ψ−α (f
−1tj)‖α ‖ψ
−
α (f)ψ
+
α (si)− ψ
+
α (s
′
i)‖α ≤ δ.
Nous utiliserons cette proprie´te´ par le biais du lemme suivant.
Lemme 6.2.9. — Supposons que Ω soit un syste`me de Cousin-Runge. Soit ε >
0 le nombre re´el dont le the´ore`me 6.2.7 assure l’existence. Soient F un fais-
ceau de OM -modules, p, q ∈ N, T
− ∈ F (K−)p, T+ ∈ F (K+)q, U0 = (ua,i) ∈
Mp,q(O(L)) et V0 = (vb,j) ∈Mq,p(O(L)) telles que, dans F (L), on ait
a) T− = U0 T
+ ;
b) T+ = V0 T
−.
Supposons qu’il existe α ∈ A, U,Uδ ∈Mp,q(B
+
α ) et V, Vδ ∈Mq,p(B
−
α ) tels que
c) ϕ+α (U) = U0 ;
d) ϕ−α (V ) = V0 ;
e) ‖ψ+α (Uδ − U)‖α ‖ψ
−
α (V )‖α < ε ;
f) ‖ψ+α (U)‖α ‖ψ
−
α (Vδ − V )‖α < ε.
Alors il existe S− ∈ F (M)p, S+ ∈ F (M)q , A− ∈ GLp(O(K
−)) et A+ ∈ GLq(O(K
+))
ve´rifiant
i) S− = A− T− dans F (K−) ;
ii) S+ = A+ T+ dans F (K+).
De´monstration. — Supposons qu’il existe α ∈ A, U,Uδ ∈ Mp,q(B
+
α ) et V, Vδ ∈
Mq,p(B
−
α ) tels que
c) ρ+α (U) = U0 ;
d) ρ−α (V ) = V0 ;
e) ‖ψ+α (Uδ − U)‖α ‖ψ
−
α (V )‖α < ε ;
f) ‖ψ+α (U)‖α ‖ψ
−
α (Vδ − V )‖α < ε.
Posons T−δ = ρ
−
α (Vδ)T
− dans F (K−). Dans F (L), nous avons alors
T−δ − T
+ = ρα(ψ
−
α (Vδ − V ))T
− = ρα(ψ
−
α (Vδ − V )ψ
+
α (U))T
+.
Posons
A = I + ψ−α (Vδ − V )ψ
+
α (U) ∈Mq(Cα).
Nous avons alors
T−δ = ρα(A)T
+ dans F (L)
et
‖A− I‖α ≤ ‖ψ
−
α (Vδ − V )‖α ‖ψ
+
α (U)‖α < ε.
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D’apre`s le the´ore`me 6.2.7, il existe deux matrices C− ∈ GLq(B
−
α ) et C
+ ∈
GLq(B
+
α ) telles que
A = ψ−α (C
−)ψ+α (C
+).
Posons
A+ = ρ+α (C
+) ∈ GLq(O(K
+)).
Dans F (L), nous avons alors
A+ T+ = ρα
(
ψ−α
(
(C−)−1
)
A
)
T+ = ρα
(
ψ−α
(
(C−)−1
))
T−δ .
Nous pouvons donc de´finir un e´le´ment S+ de F (M)q par
1. S+
|K−
= ρ−α
(
(C−)−1
)
T−δ ;
2. S+
|K+
= A+ T+.
On proce`de de meˆme pour construire la section S−.
Nous parvenons maintenant au re´sultat permettant de recoller les sections
d’un faisceau.
The´ore`me 6.2.10. — Supposons que Ω soit un syste`me de Cousin-Runge. Soit
F un faisceau de OM -modules. Supposons qu’il existe deux entiers p et q, une
famille (t−1 , . . . , t
−
p ) d’e´le´ments de F (K
−) et une famille (t+1 , . . . , t
+
q ) d’e´le´ments
de F (K+) dont les restrictions a` L engendrent le meˆme sous-O(L)-module de
F (L). Alors il existe s−1 , . . . , s
−
p , s
+
1 , . . . , s
+
q ∈ F (M), a
− ∈ GLp(O(K
−)) et
a+ ∈ GLq(O(K
+)) tels que

s−1
...
s−p

 = a−


t−1
...
t−p

 dans F (K−)p
et 

s+1
...
s+q

 = a+


t+1
...
t+q

 dans F (K+)q.
De´monstration. — Posons
T− =


t−1
...
t−p

 et T+ =


t+1
...
t+q

 .
Par hypothe`se, il existe α ∈ A, U = (ua,i) ∈Mp,q(Cα) et V = (vb,j) ∈Mq,p(Cα)
tels qu’on ait les e´galite´s
T− = ρα(U)T
+ et T+ = ρα(V )T
− dans F (L).
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Conside´rons le nombre re´el ε > 0 dont le the´ore`me 6.2.7 assure l’existence.
Quitte a` e´changer les compacts K− et K+, nous pouvons supposer que la
premie`re proprie´te´ des syste`mes de Cousin-Runge est ve´rifie´e. Il existe alors un
e´le´ment inversible f de B+α , des e´le´ments uˆa,i de B
+
α , pour (a, i) ∈ [[1, p]]× [[1, q]],
et vˆb,j de B
−
α , pour (b, j) ∈ [[1, q]]× [[1, p]], ve´rifiant les conditions suivantes : quel
que soient (a, i) ∈ [[1, p]]× [[1, q]] et (b, j) ∈ [[1, q]]× [[1, p]], nous avons
i) ‖ψ+α (f
−1ua,i − uˆa,i)‖α ‖ψ
+
α (f)ψ
−
α (vb,j)‖α < ε ;
ii) ‖ψ+α (f
−1ua,i)‖α ‖ψ
+
α (f)ψ
−
α (vb,j)− ψ
−
α (vˆb,j)‖α < ε.
Les matrices T−, ρ+α (f)T
+, ρα(ψ
+
α (f
−1)U) et ρα(ψ
+
α (f)V ) ve´rifient donc les
hypothe`ses du lemme 6.2.9. Par conse´quent, il existe S− ∈ F (M)p, S+ ∈
F (M)q , A− ∈ GLp(O(K
−)) et A+ ∈ GLq(O(K
+)) tels que
1. S−
|K−
= A− T− ;
2. S+
|K+
= A+ ρ+α (f)T
+.
En posant 

s−1
...
s−p

 = S−,


s+1
...
s+q

 = S+,
ainsi que a− = A− et a+ = ρ+α (f)A
+, on obtient le re´sultat souhaite´. Remar-
quons que a+ ∈ GLq(O(K
+)) car f est inversible dans B+α .
Indiquons, a` pre´sent, la fac¸on dont ce re´sultat permet de de´montrer le the´o-
re`me A.
Corollaire 6.2.11. — Supposons qu’il existe un syste`me de Cousin-Runge as-
socie´ au couple (K−,K+). Soit F un faisceau de OM -modules de type fini qui
satisfait le the´ore`me A sur les compacts K− et K+. Alors il le satisfait encore
sur leur re´union M .
De´monstration. — D’apre`s le lemme 6.1.3 il existe deux entiers p et q, une fa-
mille (t−1 , . . . , t
−
p ) d’e´le´ments deF (K
−) dont l’image engendre leOX,x-moduleFx
en tout point x de K+ et une famille (t+1 , . . . , t
+
q ) d’e´le´ments de F (K
+) dont
l’image engendre le OX,x-module Fx en tout point x de K
+. En particulier, les
restrictions a` L de ces deux familles engendrent toutes deuxF (L). Nous pouvons
donc appliquer le the´ore`me 6.2.10. Les sections s−1 , . . . , s
−
p , s
+
1 , . . . , s
+
q de F (M)
dont il assure l’existence engendrent le OX,x-module Fx en tout point x de M .
On en de´duit le re´sultat annonce´.
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Expliquons, a` pre´sent, comment de´duire le the´ore`me B du the´ore`me A. Insis-
tons sur le fait que, dans la proposition qui suit, nous n’avons besoin d’associer
aucun syste`me de Banach au couple (K−,K+).
Proposition 6.2.12. — Supposons que pour tout e´le´ment f de O(L), il existe
un e´le´ment f− de O(K−) et un e´le´ment f+ de O(K+) qui ve´rifient l’e´galite´
f = f− + f+ dans OX,x.
Supposons e´galement que tout faisceau de OL-modules cohe´rent satisfait le the´ore`me B.
Soit F un faisceau de OM -modules cohe´rent qui satisfait le the´ore`me A
sur M . Soit
0→ F
d
−→ I0
d
−→ I1
d
−→ · · ·
une re´solution flasque du faisceau F . Soient q ∈ N∗ et γ un cocycle de degre´ q
sur M . Si γ est un cobord au voisinage des compacts K− et K+, alors c’est un
cobord au voisinage de leur re´union M .
De´monstration. — Supposons qu’il existe β− ∈ Iq−1(K−) et β+ ∈ Iq−1(K+)
tels que
d(β−) = γ dans Iq(K
−) et d(β+) = γ dans Iq(K
+).
Supposons, tout d’abord que q ≥ 2. Nous avons d(β− − β+) = 0 dans Iq(L).
D’apre`s le the´ore`me B, nous avons Hq−1(L,F ) = 0. Par conse´quent, il existe
α ∈ Iq−2(L) telle que d(α) = β
− − β+ dans Iq−1(L). Puisque le faisceau Iq−2
est flasque, α se prolonge en une section surM que nous noterons identiquement.
De´finissons β ∈ Iq−1(M) par β = β
− au-dessus de K− et β = β+ + d(α) au-
dessus de K+. Nous avons alors l’e´galite´
d(β) = γ dans Iq(M)
et γ est un cobord au voisinage de M .
Inte´ressons-nous, a` pre´sent, au cas q = 1. Nous avons alors d(β− − β+) = 0
dans I1(L). On en de´duit que β
− − β+ est un e´le´ment de F (L). D’apre`s
le the´ore`me A et le lemme 6.1.3, il existe un entier positif m et une famille
(u1, . . . , um) d’e´le´ments deF (M) dont les images engendrent leOX,x-moduleFx
en tout point x de M . En d’autres termes, l’application
Om → F
(a1, . . . , am) 7→
m∑
i=1
ai ui
est surjective au-dessus de M . Son noyau N est un faisceau de OM -modules
cohe´rent. D’apre`s le the´ore`me B, nous avons H1(L,N ) = 0. On en de´duit que la
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famille (u1, . . . , um) engendre F (L) en tant que O(L)-module. Par conse´quent,
il existe λ1, . . . , λm ∈ O(L) tels que
β− − β+ =
m∑
i=1
λi ui dans F (L).
Par hypothe`se, quel que soit i ∈ [[1,m]], il existe λ−i ∈ O(K
−) et λ+i ∈ O(K
+)
tels que
λi = λ
−
i − λ
+
i dans O(L).
Nous avons alors l’e´galite´
β− −
m∑
i=1
λ−i ui = β
+ −
m∑
i=1
λ+i ui dans F (L).
On en de´duit l’existence d’un e´le´ment β deI0(M) ve´rifiant d(β) = γ dansI1(M).
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6.3. Parties compactes de la base
Dans la suite de ce chapitre, nous reprenons les notations du chapitre 4.
Nous allons maintenant appliquer les re´sultats obtenus au paragraphe pre´ce´dent
pour de´montrer que certaines parties compactes de l’espace de base B sont de
Stein. A` cet effet, nous allons exhiber des syste`mes de Cousin-Runge. E´nonc¸ons
tout d’abord un re´sultat de the´orie des nombres.
Lemme 6.3.1. — Il existe C ∈ R tel que, quel que soit
(xσ)σ∈Σ∞ ∈
∏
σ∈Σ∞
Kˆσ,
il existe y ∈ A ve´rifiant
∀σ ∈ Σ∞, |y − xσ|σ ≤ C.
De´monstration. — Notons r1 le nombre de places re´elles de K et 2r2 le nombre
de places complexes de K. Le re´sultat de´coule directement du fait que l’image
de l’anneau des entiers A par l’application
K → Rr1 ×Cr2 ≃ Rr1+2r2
x 7→ (σ(x))σ∈Σ∞
est un re´seau.
Le lemme qui suit sera utile pour exhiber des syste`mes de Cousin.
Lemme 6.3.2. — Soient σ ∈ Σ et u ∈ ]0, l(σ)[. Posons
K−0 = [a
u
σ, a
l(σ)
σ ], K
+
0 = B \ ]a
u
σ, a
l(σ)
σ ] et L0 = K
−
0 ∩K
+
0 = {a
u
σ}.
Il existe D ∈ R tel que, quel que soit a ∈ B(L0), il existe a
− ∈ B(K−0 ) et
a+ ∈ B(K+0 ) ve´rifiant les proprie´te´s suivantes :
i) a = a− − a+ dans B(L0) ;
ii) ‖a−‖K−0
≤ D ‖a‖L0 ;
iii) ‖a+‖K+0
≤ D ‖a‖L0 .
De´monstration. — Conside´rons la constante C ∈ R dont le lemme 6.3.1 as-
sure l’existence. Nous pouvons, sans perdre de ge´ne´ralite´, supposer que C ≥ 1.
Soit a ∈ B(L0). Remarquons que l’anneau B(L0) est isomorphe au corps Kˆσ
muni de la valeur absolue |.|uσ. Dans le raisonnement qui suit, nous aurons besoin
de connaˆıtre le type de σ.
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B = M (A)
K+0
K−0
a
l(σ)
σ
auσ
a0
Fig. 1. Les compacts K−0 et K
+
0 .
Supposons, tout d’abord, que σ ∈ Σ∞. Dans ce cas, nous avons
B(K−0 ) = Kˆσ et ‖.‖K−0
= max(|.|uσ , |.|σ)
et
B(K+0 ) = A et ‖.‖K+0
= max
σ′∈Σ∞\{σ}
(|.|σ′).
Distinguons plusieurs cas. Supposons, tout d’abord, que |a|σ ≥ 1. Puisque σ ∈ Σ∞,
le nombre re´el |a|uσ est un e´le´ment de Kˆσ. Par de´finition de C, il existe b ∈ A
ve´rifiant les proprie´te´s suivantes :
1. |b+ |a|uσ|σ ≤ C ;
2. ∀σ′ ∈ Σ∞ \ {σ}, |b|σ′ ≤ C.
Quel que soit σ′ ∈ Σ∞ \ {σ}, nous avons donc
|b|σ′ ≤ C ≤ C |a|
u
σ.
De nouveau, nous allons distinguer deux cas. Supposons, tout d’abord, que |b|σ ≥ 1.
De la premie`re ine´galite´, nous tirons
|b|σ ≤ |a|
u
σ + C
≤ (C + 1) |a|uσ .
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Puisque |b|σ ≥ 1, nous avons e´galement |b|
u
σ ≤ (C + 1) |a|
u
σ . Si |b|σ ≤ 1, nous
avons encore |b|σ ≤ (C + 1) |a|
u
σ .
Supposons, a` pre´sent, que |a|σ ≤ 1. Nous avons alors l’e´galite´ ‖a‖K−0
= |a|uσ .
Nous posons b = 0.
Dans tous les cas, il existeD ∈ R tel que ‖a+b‖K−0
≤ D |a|uσ et ‖b‖K+0
≤ D |a|uσ.
Nous pouvons, par exemple, choisir D = C + 2. Les e´le´ments a− = a + b
de B(K−0 ) et a
+ = b de B(K+0 ) ve´rifient les proprie´te´s demande´es.
Supposons, a` pre´sent, que σ ∈ Σf . Nous avons alors
B(K−0 ) = Aˆσ et ‖.‖K−0
= |.|uσ
et
B(K+0 ) = A
[
1
σ
]
et ‖.‖K+0
= max
(
|.|uσ, max
σ′∈Σ∞
(|.|σ)
)
.
Comme pre´ce´demment, nous allons distinguer plusieurs cas. Pour commencer,
supposons que |a|σ ≥ 1. D’apre`s le the´ore`me d’approximation fort, il existe un
e´le´ment b de
⋂
σ′∈Σf\{σ}
Aσ ve´rifiant
|b+ a|σ ≤ 1.
En partculier, b + a appartient a` B(K−0 ). Par de´finition de la constante C, il
existe c ∈ A ve´rifiant la proprie´te´ suivante : quel que soit σ′ ∈ Σ∞, nous avons
|b+ c|σ′ ≤ C. On en de´duit que, quel que soit σ
′ ∈ Σ∞, nous avons
|b+ c|σ′ ≤ C ≤ C |a|
u
σ.
En outre, nous avons
|b+ c|uσ ≤ max (|a|
u
σ , |a+ b|
u
σ , |c|
u
σ) ≤ |a|
u
σ .
Supposons, a` pre´sent, que |a|σ ≤ 1. Dans ce cas, a appartient a` B(K
−). Nous
posons b = c = 0.
Dans tous les cas, il existe D ∈ R tel que ‖a + b + c‖K−0
≤ D |a|uσ et
‖b+ c‖K+0
≤ D |ak|
u
σ. Nous pouvons, par exemple, choisirD = C+1. Les e´le´ments
a− = a + b + c de B(K−0 ) et a
+ = b+ c de B(K+0 ) ve´rifient les proprie´te´s de-
mande´es.
Inte´ressons-nous, a` pre´sent, a` la proprie´te´ d’approximation qui intervient dans
la de´finition des syste`mes de Cousin-Runge.
Lemme 6.3.3. — Soient σ ∈ Σ et u ∈ ]0, l(σ)[. Posons
K−0 = [a
u
σ, a
l(σ)
σ ], K
+
0 = B \ ]a
u
σ, a
l(σ)
σ ] et L0 = K
−
0 ∩K
+
0 = {a
u
σ}.
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Soient p, q ∈N et s1, . . . , sp, t1, . . . , tq ∈ B(L0). Soit δ ∈ R
∗
+. Si σ appartient
a` Σf , alors il existe un e´le´ment inversible f de B(K
+
0 ) et des e´le´ments s
′
1, . . . , s
′
p
de B(K+0 ) et t
′
1, . . . , t
′
q de B(K
−
0 ) tels que, quel que soient i ∈ [[1, p]] et j ∈ [[1, q]],
on ait
i) ‖f−1si − s
′
i‖L0 ‖ftj‖L0 ≤ δ ;
ii) ‖f−1si‖L0 ‖ftj − t
′
j‖L0 ≤ δ.
Si σ appartient a` Σ∞, alors il existe un e´le´ment inversible g de B(K
−
0 ) et des
e´le´ments s′′1, . . . , s
′′
p de B(K
+
0 ) et t
′′
1, . . . , t
′′
q de B(K
−
0 ) tels que, quel que soient
i ∈ [[1, p]] et j ∈ [[1, q]], on ait
i) ‖gsi − s
′′
i ‖L0 ‖g
−1tj‖L0 ≤ δ ;
ii) ‖gsi‖L0 ‖g
−1ti − t
′′
i ‖L0 ≤ δ.
De´monstration. — Posons M = max{‖si‖L0 , ‖tj‖L0 , 1 ≤ i ≤ p, 1 ≤ j ≤ q}.
L’anneau de Banach B(L0) n’est autre que le corps Kˆσ muni de la valeur ab-
solue |.|uσ. Par conse´quent, pour tout e´le´ment i de [[1, n]], il existe un e´le´ment s
∗
i
de K tel que
‖si − s
∗
i ‖L0 ≤ δ.
Distinguons maintenant deux cas. Supposons, tout d’abord, que σ est un
e´le´ment de Σf . D’apre`s le lemme 3.1.6, il existe h ∈ A telle que{
|h|σ < 1 ;
∀σ′ ∈ Σf \ {σ}, |h|σ′ = 1.
Il existe N ∈ N tel que, quel que soit i ∈ [[1, p]], on ait
hN s∗i ∈ Aˆσ = B(K
−
0 ).
Posons
f = h−N ∈ K.
Son image dans l’anneau B(K+0 ) est inversible. En outre, quel que soit i ∈ [[1, p]],
nous avons
‖f−1si − f
−1s∗i ‖L0 ≤ ‖f
−1‖L0 ‖si − s
∗
i ‖L0 ≤ δ |f
−1|uσ.
Soit j ∈ [[1, q]]. D’apre`s le the´ore`me d’approximation fort, il existe un e´le´ment t∗j
de A[1/σ] tel que
‖ftj − t
∗
j‖L0 ≤ δ.
En particulier, la fonction t∗j de´finit un e´le´ment de B(K
+
0 ) et, quel que soit i ∈
[[1, p]], nous avons
‖f−1si‖L0 ‖ftj − t
∗
j‖L0 ≤ |f
−1|uσ ‖si‖L0 δ ≤Mδ,
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car f−1 ∈ A. Quel que soit i ∈ [[1, p]], nous avons e´galement
‖f−1si − f
−1s∗i ‖L0 ‖ftj‖L0 ≤ δ |f
−1|uσ |f |
u
σ ‖tj‖L0 ≤Mδ.
Supposons, a` pre´sent, que σ ∈ Σ∞. Il existe g ∈ A tel que, quel que soit
i ∈ [[1, n]], on ait gs∗i ∈ A. Remarquons que l’image de g dans B(K
−
0 ) est inver-
sible et que gs∗i est un e´le´ment de B(K
+
0 ). En outre, quel que soit i ∈ [[1, n]],
nous avons
‖gsi − gs
∗
i ‖L0 ≤ ‖g‖L0 ‖si − s
∗
i ‖L0 ≤ |g|
u
σ δ.
Choisissons un nombre re´el N > 0 tel que
∀i ∈ [[1, p]], ‖gsi‖L0 ≤ N.
Soit j ∈ [[1, q]]. Il existe un e´le´ment t∗j de K tel que
‖g−1tj − t
∗
j‖L0 ≤
δ
N
.
La fonction t∗j de´finit un e´le´ment de B(K
−
0 ) et, quel que soit i ∈ [[1, p]], ve´rifie
‖gsi‖L0 ‖g
−1tj − t
∗
j‖L0 ≤ ‖gsi‖L0
δ
N
≤ δ.
Quel que soit i ∈ [[1, p]], nous avons encore
‖gsi − s
∗
i ‖L0 ‖g
−1tj‖L0 ≤ |g|
u
σ δ |g
−1|uσ ‖tj‖L0 ≤Mδ.
Les lemmes qui pre´ce`dent nous permettent d’exhiber de nombreux syste`mes
de Cousin-Runge.
Proposition 6.3.4. — Soient σ ∈ Σ et u ∈ ]0, l(σ)[. Posons
K−0 = [a
u
σ, a
l(σ)
σ ], K
+
0 = B \ ]a
u
σ, a
l(σ)
σ ].
Soient K− et K+ deux parties compactes et connexes de l’espace B dont l’in-
tersection est le singleton {auσ}. Il existe un syste`me de Cousin-Runge associe´
au couple (K−,K+).
De´monstration. — Ce cas est particulie`rement simple et nous allons construire
un syste`me de Cousin-Runge dont l’ensemble A est re´duit a` un seul e´le´ment.
Quitte a` e´changer les compacts K− et K+, nous pouvons supposer que nous
avons les inclusions
K− ⊂ K−0 et K
+ ⊂ K+0 .
Posons
(B−, ‖.‖−) = (B(K−0 ), ‖.‖K−0
),
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(B+, ‖.‖+) = (B(K+0 ), ‖.‖K+0
)
et
(C , ‖.‖) = (H (auσ), |.|
u
σ).
On de´finit de manie`re e´vidente des morphismes borne´s ψ− et ψ+ comme dans
la de´finition des syste`mes de Banach. La proposition 3.1.21 permet de de´finir
e´galement des morphismes ρ−, ρ+ et ρ. L’ensemble de ces donne´es forme un
syste`me de Banach associe´ au couple (K−,K+). Les deux lemmes qui pre´ce`dent
assurent que c’est un syste`me de Cousin-Runge.
De ce re´sultat, nous allons de´duire que toute partie compacte et connexe de
l’espace B est un espace de Stein.
The´ore`me 6.3.5. — Soit M une partie compacte et connexe de l’espace B.
Tout faisceau de OM -modules de type fini satisfait le the´ore`me A.
De´monstration. — Soit F un faisceau de OM -modules de type fini. Soit b un
point de M . D’apre`s le lemme 6.1.2, le faisceau F ve´rifie le the´ore`me A sur un
voisinage du point b. Par compacite´ de M , il existe un entier p et des parties
compactes et connexes V0, . . . , Vp de M recouvrant M telles que, quel que soit
i ∈ [[0, p]], le faisceau F ve´rifie le the´ore`me A sur Vi. Nous pouvons, en outre,
supposer que, quel que soit j ∈ [[0, p − 1]], les compacts Wj =
⋃
0≤i≤j Vi et Vj+1
s’intersectent en un ensemble re´duit a` un point de la forme auσ, avec σ ∈ Σ et
u ∈ ]0, l(σ)[. On montre alors, par re´currence et en utilisant a` chaque e´tape la
proposition 6.3.4 et le corollaire 6.2.11, que, quel que soit j ∈ [[0, p]], le faisceau F
ve´rifie le the´ore`me A sur Wj. On obtient le re´sultat attendu en conside´rant le
cas j = p.
The´ore`me 6.3.6. — Soit M une partie compacte et connexe de l’espace B.
Tout faisceau de OM -modules cohe´rent satisfait le the´ore`me B.
De´monstration. — Soit F un faisceau de OM -modules cohe´rent. Soit
0→ F
d
−→ I0
d
−→ I1
d
−→ · · ·
une re´solution flasque du faisceau F . Soient q ∈ N∗ et γ un cocycle de degre´ q
sur M . Soit b un point de M . Par de´finition, le cocycle γ est un cobord au
voisinage du point b. En raisonnant comme dans la preuve qui pre´ce`de et en
utilisant la proposition 6.2.12, dont la premie`re hypothe`se est ve´rifie´e d’apre`s
la proposition 6.3.4, au lieu du corollaire 6.2.11, on montre que le cocycle γ est
un cobord sur le compact M . Puisque ce re´sultat vaut pour tout cocycle, nous
avons finalement montre´ que le faisceau F ve´rifie le the´ore`me B.
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Corollaire 6.3.7. — Toute partie compacte et connexe de l’espace B est un
espace de Stein.
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6.4. Parties compactes des fibres
Appliquons, a` pre´sent, les re´sultats obtenus dans le cas des parties compactes
des fibres de la droite analytique X. Nous commencerons par de´montrer l’exis-
tence de syste`mes de Cousin-Runge.
Lemme 6.4.1. — Soient V une partie compacte de B et u, v, w trois nombres
re´els ve´rifiant 0 < u ≤ v ≤ w. Pour tout e´le´ment f de l’anneau B(V )〈u ≤ |T | ≤ v〉,
il existe des e´le´ments f− de B(V )〈|T | ≤ v〉 et f+ de B(V )〈u ≤ |T | ≥ w〉 tels
que
i) f = f− + f+ dans B(V )〈u ≤ |T | ≤ v〉 ;
ii) ‖f−‖V,v ≤ ‖f‖V,u,v ;
iii) ‖f+‖V,u,w ≤ ‖f‖V,u,v.
De´monstration. — Il existe une suite (ak)k∈Z d’e´le´ments de B(V ) telle que
f =
∑
k∈Z
ak T
k ∈ B(V )〈u ≤ |T | ≤ v〉.
Posons
f− =
∑
k≥0
ak T
k ∈ B(V )〈|T | ≤ v〉
et
f+ =
∑
k≤−1
ak T
k ∈ B(V )〈u ≤ |T | ≤ w〉.
Ces e´le´ments ve´rifient l’e´galite´
f = f− + f+ dans B(V )〈u ≤ |T | ≤ v〉.
Inte´ressons-nous, a` pre´sent, aux normes de ces se´ries. Remarquons que∥∥∥∥∥
∑
k∈Z
ak T
k
∥∥∥∥∥
V,u,v
=
∑
k∈Z
‖ak‖V max(u
k, vk)
=
∑
k≤−1
‖ak‖V u
k +
∑
k≥0
‖ak‖V v
k.
Nous avons
‖f−‖V,v =
∑
k≥0
‖ak‖V v
k ≤ ‖f‖V,u,v
et
‖f+‖V,u,w =
∑
k≤−1
‖ak‖V u
k ≤ ‖f‖V,u,v.
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Lemme 6.4.2. — Soient V une partie compacte de B et u, v, w trois nombres
re´els ve´rifiant 0 < u ≤ v ≤ w. Soient p et q deux entiers et s1, . . . , sp, t1, . . . , tq
des e´le´ments de B(V )〈u ≤ |T | ≤ v〉. Soit δ ∈ R∗+. Alors, il existe un e´le´ment in-
versible f de B(V )〈u ≤ |T | ≤ w〉, des e´le´ments s′1, . . . , s
′
p de B(V )〈u ≤ |T | ≤ w〉
et t′1, . . . , t
′
q de B(V )〈|T | ≤ v〉 tels que, quel que soient i ∈ [[1, p]] et j ∈ [[1, q]],
on ait
i) ‖f−1si − s
′
i‖V,u,v ‖ftj‖V,u,v ≤ δ ;
ii) ‖f−1si‖V,u,v ‖ftj − t
′
j‖V,u,v ≤ δ.
De´monstration. — Pour i ∈ [[1, p]] et j ∈ [[1, q]], notons
si =
∑
k∈Z
a
(i)
k T
k ∈ B(V )〈u ≤ |T | ≤ v〉
et
tj =
∑
k∈Z
b
(j)
k T
k ∈ B(V )〈u ≤ |T | ≤ v〉.
Soit M > 0 tel que
max
1≤i≤p
(‖si‖V,u,v) ≤M et max
1≤j≤q
(‖tj‖V,u,v) ≤M.
Il existe k0 ≤ 0 tel que, quels que soit j ∈ [[1, q]], on ait∑
k≤k0−1
‖b
(j)
k ‖V u
k ≤
δ
M
.
Posons
f = T−k0 ∈ B(V )〈u ≤ |T | ≤ w〉.
C’est un e´le´ment inversible de B(V )〈u ≤ |T | ≤ w〉. Pour j ∈ [[1, q]], posons
t′j = f
∑
k≥k0
b
(j)
k T
k =
∑
k≥0
b
(j)
k+k0
T k ∈ B(V )〈|T | ≤ v〉.
Quels que soient i ∈ [[1, p]] et j ∈ [[1, q]], nous avons alors
‖f−1si‖V,u,v ‖ftj − t
′
j‖V,u,v ≤ ‖T
k0‖V,u,v ‖si‖V,u,v
∥∥∥∥∥∥f
∑
k≤k0−1
b
(j)
k T
k
∥∥∥∥∥∥
V,u,v
≤ uk0 M
∥∥∥∥∥∥
∑
k≤k0−1
b
(j)
k T
k−k0
∥∥∥∥∥∥
V,u,v
≤ uk0 M
∑
k≤k0−1
‖b
(j)
k ‖V u
k−k0
≤ δ.
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Soit i ∈ [[1, p]]. Il existe un e´le´ment s′′i de B(V )[T, T
−1] tel que
‖si − s
′′
i ‖V,u,v ≤
δ
M
(v
u
)k0
.
Posons
s′i = f
−1s′′i = T
k0s′′i ∈ B(V )〈u ≤ |T | ≤ w〉.
Quel que soit j ∈ [[1, q]], nous avons alors
‖f−1si − s
′
i‖V,u,v ‖ftj‖V,u,v ≤ u
k0 δ
M
(v
u
)k0
v−k0 M ≤ δ.
Proposition 6.4.3. — Soit b un point de B. Soit r un e´le´ment deR∗+\
√
|H (b)∗|.
Notons x le point ηr de la fibre Xb. Soient K
− et K+ deux parties compactes et
connexes de la fibre Xb dont l’intersection est e´gale au singleton {x}. Alors, il
existe un syste`me de Cousin-Runge associe´ au couple (K−,K+).
De´monstration. — Il existe un nombre re´el w tel que la partie compacte K− ∪
K+ soit contenue dans le disque ouvert de centre 0 et de rayon w de la fibre Xb.
Quitte a` e´changer les compacts K− et K+, nous pouvons supposer que
K− ⊂
{
y ∈ Xb
∣∣ |T (y)| ≤ r} .
Soit (Vn)n∈N une suite de´croissante de voisinages compacts du point b dans B
qui compose un syste`me fondamental de voisinages de ce point. On de´duit faci-
lement l’existence d’une telle suite de la description explicite de la topologie de
l’espace B pre´sente´e au nume´ro 3.1.1. Soit (un)n∈N une suite croissante et de
limite r d’e´le´ments de ]0, r[. Soit (vn)n∈N une suite de´croissante et de limite r
d’e´le´ments de ]r, w[. Pour tout e´le´ment n de N, nous posons
(B−n , ‖.‖
−
n ) = (B(Vn)〈|T | ≤ vn〉, ‖.‖Vn,vn),
(B+n , ‖.‖
+
n ) = (B(Vn)〈un ≤ |T | ≤ w〉, ‖.‖Vn ,un,w)
et
(C , ‖.‖n) = (B(Vn)〈un ≤ |T | ≤ vn〉, ‖.‖Vn,un,vn).
Quels que soient n ∈N etm ∈ N, on de´finit de manie`re e´vidente des morphismes
ψ−n , ψ
+
n , ρ
−
n , ρ
+
n et ρn comme dans la de´finition des syste`mes de Banach. Le fait
que les trois derniers soient borne´s de´coule de la proposition 2.1.1. L’ensemble
de ces donne´es forme un syste`me de Banach associe´ au couple (K−,K+). Les
trois premie`res proprie´te´s sont e´videntes et la dernie`re de´coule du the´ore`me
2.4.8. Les deux lemmes qui pre´ce`dent assurent que ce syste`me est un syste`me
de Cousin-Runge.
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Corollaire 6.4.4. — Soit b un point de l’espace B. Soit Pb(T ) un polynoˆme a`
coefficients dans H (b). Soit r un e´le´ment de R∗+ \
√
|H (b)∗|. Posons
L0 = {z ∈ Xb | |Pb(T )(z)| = r}.
Soient s et t deux e´le´ments de R+ tels que s ≤ r ≤ t. Conside´rons les parties
compactes de X de´finies par
K−0 = {z ∈ Xb | s ≤ |Pb(T )(z)| ≤ r}
et
K+0 = {z ∈ Xb | r ≤ |Pb(T )(z)| ≤ t}.
Notons M0 leur re´union. Soit F un faisceau de OM0-modules de type fini qui
satisfait le the´ore`me A sur les compacts K−0 et K
+
0 . Alors il le satisfait encore
sur M0.
De´monstration. — D’apre`s le lemme 3.1.22, il existe un voisinage ouvert U du
point b dans B et un polynoˆme P (T ) a` coefficients dans O(U) dont l’image dans
H (b)[T ] est Pb(T ). Comme explique´ au nume´ro 5.5, le morphime
O(U)[T ]→ O(U)[T, S]/(P (S) − T )
∼
−→ O(U)[S]
induit un morphisme
ϕ : Z = XU → XU = Y.
C’est un morphisme topologique fini, d’apre`s la proposition 5.5.1. Posons
K− = {z ∈ Xb | s ≤ |T (z)| ≤ r}
et
K+ = {z ∈ Xb | r ≤ |T (z)| ≤ t}.
Ces deux compacts ont pour intersection l’ensemble re´duit au point ηr de la
fibre Xb, point que nous noterons y. Notons M leur re´union. Un calcul direct
montre que, pour tous nombres re´els u et v, nous avons
ϕ−1 ({z ∈ Xb |u ≤ |T (z)| ≤ v}) = {z ∈ Xb |u ≤ |Pb(T )(z)| ≤ v}.
En particulier, nous avons
ϕ−1(K−) = K−0 , ϕ
−1(K+) = K+0 , ϕ
−1(y) = L0 et ϕ
−1(M) =M0.
On en de´duit que la partie compacte L0 est finie.
D’apre`s le lemme 6.1.3, il existe un entier p et des e´le´ments t−1 , . . . , t
−
p deF (K
−
0 )
dont les images engendrent le OZ,z-module Fz , pour tout e´le´ment z de K
−
0 . De
meˆme, il existe un entier q et des e´le´ments t+1 , . . . , t
+
q de F (K
+
0 ) dont les images
engendrent le OZ,z-module Fz, pour tout e´le´ment z de K
+
0 . Le corollaire 5.6.2
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et la proposition 5.6.6 nous permettent d’appliquer le the´ore`me 5.5.4. Il assure
que la famille (1, S, . . . , Sd−1), ou` d de´signe le degre´ du polynoˆme P , engendre le
OY,y-module (ϕ∗OZ)y. Quitte a` remplacer la famille (t
−
i )1≤i≤p de ϕ∗F (K
−) par
la famille (Sk t−i )0≤k≤d−1,1≤i≤p, nous pouvons supposer que le sous-OY,y-module
de (ϕ∗F )y qu’elle engendre est identique au sous-(ϕ∗OZ)y-module de (ϕ∗F )y
qu’elle engendre. D’apre`s le the´ore`me 5.1.4, les morphismes naturels
(ϕ∗OZ)y →
∏
z∈L0
OZ,z et (ϕ∗F )y →
∏
z∈L0
Fz
sont des isomorphismes. Pour tout e´le´ment z de L0, la famille (t
−
1 , . . . , t
−
p ) en-
gendre le OZ,z-module Fz. Par conse´quent, elle engendre e´galement le OY,y-
module (ϕ∗F )y. De meˆme, quitte a` remplacer la famille (t
+
i )1≤i≤q de ϕ∗F (K
+)
par la famille (Sk t+i )0≤k≤d−1,1≤i≤q, nous pouvons supposer qu’elle engendre le
meˆme OY,y-module (ϕ∗F )y .
D’apre`s le the´ore`me 6.2.10 et la proposition 6.4.3, il existe alors des e´le´ments
s−1 , . . . , s
−
p , s
+
1 , . . . , s
+
q de F (M), a
− de GLp(O(K
−)) et a+ de GLq(O(K
+)) tels
que 

s−1
...
s−p

 = a−


t−1
...
t−p

 dans F (K−)p
et 

s+1
...
s+q

 = a+


t+1
...
t+q

 dans F (K+)q.
Les matrices a− et a+ induisent des e´le´ments a−0 et a
+
0 de GLp(O(K
−
0 ))
et GL(O(K+0 )) tels que

s−1
...
s−p

 = a−0


t−1
...
t−p

 dans F (K−0 )p
et 

s+1
...
s+q

 = a+0


t+1
...
t+q

 dans F (K+0 )q.
Les sections s−1 , . . . , s
−
p , s
+
1 , . . . , s
+
q deF (M0) engendrent alors le OZ,z-moduleFz
en tout point z de M0. On en de´duit le re´sultat annonce´.
Inte´ressons-nous, maintenant, plus spe´cifiquement au cas des fibres centrale
et extreˆmes.
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The´ore`me 6.4.5. — Soit b un point central ou extreˆme de l’espace B. Soit M
une partie compacte et connexe de la fibre Xb. Tout faisceau de OM -modules de
type fini satisfait le the´ore`me A.
De´monstration. — Soit F un faisceau de OM -modules de type fini. D’apre`s le
lemme 6.1.2, tout point de M posse`de un voisinage sur lequel le faisceau F
ve´rifie le the´ore`me A. Par compacite´ de M , il existe un entier p et des parties
compactes et connexes M0, . . . ,Mp de M recouvrant M telles que, quel que
soit i ∈ [[0, p]], le faisceau F ve´rifie le the´ore`me A sur Mi. Nous pouvons, en
outre, supposer que, quel que soit j ∈ [[0, p − 1]], les compacts Nj =
⋃
0≤i≤j Mi
et Mj+1 s’intersectent en un ensemble re´duit a` un point de type 3. Quel que
soit j ∈ [[0, p − 1]], il existe alors un polynoˆme irre´ductible Pb(T ) a` coefficients
dans H (b), un e´le´ment r de R∗+ \ {1} et des e´le´ments s et t de R+ ve´rifiant
s ≤ r ≤ t tels que l’on ait soit
Nj ⊂ {z ∈ Xb | s ≤ |Pb(T )(z)| ≤ r} et Mj+1 ⊂ {z ∈ Xb | r ≤ |Pb(T )(z)| ≤ t},
soit
Mj+1 ⊂ {z ∈ Xb | s ≤ |Pb(T )(z)| ≤ r} et Nj ⊂ {z ∈ Xb | r ≤ |Pb(T )(z)| ≤ t}.
On montre alors, par re´currence et en utilisant le corollaire pre´ce´dent a` chaque
e´tape, que, quel que soit j ∈ [[0, p]], le faisceau F ve´rifie le the´ore`me A sur Nj .
On obtient le re´sultat attendu en conside´rant le cas j = p.
Remarque 6.4.6. — Nous pouvons en fait de´montrer le re´sultat pre´ce´dent
pour tous les points de Bum. Il suffit de savoir e´crire tout compact M de Xb
comme re´union de compacts M0, . . . ,Mp, pour un certain entier p, ve´rifiant
les meˆmes proprie´te´s que ceux de la preuve du the´ore`me : pour tout e´le´ment j
de [[0, p − 1]], il existe un polynoˆme Pb(T ) a` coefficients dans H (b), un e´le´ment r
de R∗+ \
√
|H (b)∗| et des e´le´ments s et t de R+ ve´rifiant s ≤ r ≤ t tels que l’on
ait
Nj =
⋃
1≤i≤j
Mi =
{
z ∈ Xb
∣∣ |Pb(T )(z)| = r}
et soit
Nj ⊂ {z ∈ Xb | s ≤ |Pb(T )(z)| ≤ r} et Mj+1 ⊂ {z ∈ Xb | r ≤ |Pb(T )(z)| ≤ t},
soit
Mj+1 ⊂ {z ∈ Xb | s ≤ |Pb(T )(z)| ≤ r} et Nj ⊂ {z ∈ Xb | r ≤ |Pb(T )(z)| ≤ t}.
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On peut de´montrer que, pour tout e´le´ment r de R∗+ \
√
|H (b)∗| et tout
polynoˆme irre´ductible Pb a` coefficients dans H (b), l’ensemble{
z ∈ Xb
∣∣ |Pb(T )(z)| = r}
est re´duit a` un point. Le re´sultat concernant le de´coupage des compacts s’obtient
alors en utilisant le fait que les points du type pre´ce´dent sont denses et la
structure d’arbre de l’espace Xb.
Lemme 6.4.7. — Soit b un point de l’espace B. Soit Pb(T ) un polynoˆme a`
coefficients dans H (b). Soit r un e´le´ment de R∗+ \
√
|H (b)∗|. Posons
L0 =
{
z ∈ Xb
∣∣ |Pb(T )(z)| = r} .
Soit t ≥ r. Conside´rons les parties compactes de X de´finies par
K−0 =
{
z ∈ Xb
∣∣ |Pb(T )(z)| ≤ r}
et
K+0 =
{
z ∈ Xb
∣∣ r ≤ |Pb(T )(z)| ≤ t} .
Leur intersection est le compact L0. Pour tout e´le´ment f de O(L0), il existe un
e´le´ment f− de O(K−0 ) et un e´le´ment f
+ de O(K+0 ) qui ve´rifient l’e´galite´
f = f− + f+ dans O(L0).
De´monstration. — Commenc¸ons par le meˆme raisonnement que dans le corol-
laire qui pre´ce`de. D’apre`s le lemme 3.1.22, il existe un voisinage ouvert U du
point b dans B et un polynoˆme P (T ) a` coefficients dans O(U) dont l’image dans
H (b)[T ] est Pb(T ). Comme explique´ au nume´ro 5.5, le morphisme
O(U)[T ]→ O(U)[T, S]/(P (S) − T )
∼
−→ O(U)[S]
induit un morphisme
ϕ : Z = XU → XU = Y.
Posons
K− =
{
y ∈ Xb
∣∣ |T (y)| ≤ r}
et
K+ =
{
y ∈ Xb
∣∣ r ≤ |T (y)| ≤ t} .
Ces deux compacts ont pour intersection l’ensemble re´duit au point ηr de la
fibre Xb, point que nous noterons x. D’apre`s le the´ore`me 5.6.7, les morphismes
naturels
O(K−)[S]/(P (S) − T )→ O(K−0 ),
O(K+)[S]/(P (S) − T )→ O(K+0 )
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et
OY,x[S]/(P (S) − T )→ O(L0)
sont des isomorphismes. Par conse´quent, il suffit de de´montrer le re´sultat pour
le point x et les parties compactes K− et K+. Le re´sultat de´coule alors de
l’existence d’un syste`me de Cousin associe´ au couple (K−,K+) (cf. proposition
6.4.3).
The´ore`me 6.4.8. — Soit b un point central ou extreˆme de l’espace B. Soit M
une partie compacte et connexe de la fibre Xb. Tout faisceau de OM -modules de
type fini satisfait le the´ore`me B.
De´monstration. — Soit F un faisceau de OM -modules cohe´rent. Soit
0→ F
d
−→ I0
d
−→ I1
d
−→ · · ·
une re´solution flasque du faisceau F . Soient q ∈ N∗ et γ un cocycle de degre´ q
sur M . Par de´finition, tout point de M posse`de un voisinage sur lequel le co-
cycle γ est un cobord. Par compacite´ de M , il existe un entier p et des parties
compactes et connexes M0, . . . ,Mp de M recouvrant M telles que, quel que soit
i ∈ [[0, p]], le cocycle γ soit un cobord sur Mi. Nous pouvons, en outre, sup-
poser que, quel que soit j ∈ [[0, p − 1]], les compacts Nj =
⋃
0≤i≤jMi et Mj+1
s’intersectent en un ensemble re´duit a` un point de type 3.
Montrons, par re´currence, que, quel que soit j ∈ [[0, p]], le cocycle γ est un
cobord sur le compact Nj. Le cas j = 0 est vrai par hypothe`se. Soit j ∈ [[0, p − 1]]
et supposons que le cocycle γ est un cobord sur le compact Nj . D’apre`s le
lemme pre´ce´dent, pour tout e´le´ment f de O(Nj ∩Mj+1), il existe un e´le´ment f
−
de O(Nj) et un e´le´ment f
+ de O(Mj+1) qui ve´rifient l’e´galite´
f = f− + f+ dans O(Nj ∩Mj+1).
En outre, puisque l’intersection Nj ∩ Mj+1 est re´duite a` un point, tout fais-
ceau de ONj∩Mj+1-modules ve´rifie le the´ore`me B. Finalement, tout faisceau de
ONj∪Mj+1-modules cohe´rent satisfait le the´ore`me A, d’apre`s le the´ore`me 6.4.5.
La proposition 6.2.12 assure alors que le cocycle γ est un cobord sur le compact
Nj ∪Mj+1 = Nj+1, ce qu’il fallait de´montrer.
Nous avons en particulier prouve´ que le cocycle γ est un cobord sur le compact
M = Np. Puisque ce re´sultat vaut pour tout cocycle, nous avons finalement
montre´ que le faisceau F ve´rifie le the´ore`me B.
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Remarque 6.4.9. — Nous pouvons en fait de´montrer le re´sultat pre´ce´dent
pour tous les points de Bum en proce´dant de meˆme et en utilisant le re´sultat
dont il est question a` la remarque 6.4.6.
Le cas des parties compactes des fibres internes peut se traiter, comme tou-
jours, en se ramenant au cas classique des espaces analytiques sur un corps
value´ complet. Nous pouvons en de´duire des re´sultats inde´pendants de la fibre
conside´re´e, par exemple dans le cas des couronnes.
The´ore`me 6.4.10. — Soient b un point de l’espace B et r et s deux e´le´ments
de R+ ve´rifiant l’ine´galite´ r ≤ s. Posons
C = {y ∈ Xb | r ≤ |T (y)| ≤ s}.
La couronne C est un sous-espace de Stein de la droite analytique X.
De´monstration. — Si b est un point central ou extreˆme de l’espace B, le re´sultat
de´coule des the´ore`mes 6.4.5 et 6.4.8.
Supposons de´sormais que le point b est un point interne de l’espace B. Notons
jb : Xb →֒ X
le morphisme d’inclusion. Soit F un faisceau cohe´rent sur C. Le faisceau de
OXb-modules j
−1
b F est encore un faisceau cohe´rent sur C. D’apre`s la proposi-
tion 3.4.6, il nous suffit de montrer que le faisceau j−1b F ve´rifie les the´ore`mes A
et B.
Distinguons, a` pre´sent, deux cas. Si le point b appartient a` une branche ul-
trame´trique, son corps re´siduel H (b) est muni d’une valeur absolue ultrame´trique
non triviale. D’apre`s le the´ore`me 2.4 de [20], la proposition 3.3.4 de [1] et le
the´ore`me 6.1.9, pour tous e´le´ments r′ et s′ de R+, la partie de l’espace analy-
tique A1,an
H (b) de´finie par
{y ∈ Xb | r
′ < |T (y)| < s′}
est un espace de Stein (dans notre sens). Or, d’apre`s le lemme 3.2.12, l’ensemble
des parties de la forme
{y ∈ Xb | r
′ < |T (y)| < s′},
ou` r′ et s′ sont deux e´le´ments de R+ ve´rifiant r
′ ≺ r et s′ > s, est un syste`me
fondamental de voisinages de C dans l’espace analytique A1,an
H (b). Le corollaire
6.1.8 assure alors que la partie compacte C de l’espace analytique A1,an
H (b)
est de
Stein.
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Si le point b appartient a` une branche archime´dienne, le faisceau cohe´rent j−1b F
ve´rifie encore les the´ore`mes A et B. En effet, les couronnes ferme´es de C sont
des espaces de Stein.
Remarque 6.4.11. — Lorsque le point b est un point interne d’une branche
ultrame´trique, nous avons essentiellement rede´montre´ un cas particulier de la
proposition 3.1 de [14].
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6.5. Couronnes compactes de la droite
Dans ce paragraphe, nous de´montrons que certaines parties compactes de la
droite analytique X sont de Stein. Comme pre´ce´demment, nous commencerons
par exhiber des syste`mes de Cousin-Runge.
Lemme 6.5.1. — Soient σ ∈ Σ, u ∈ ]0, l(σ)[ et s, t ∈ R+ tels que s ≤ t.
Posons
K−0 = [a
u
σ, a
l(σ)
σ ], K
+
0 = B \ ]a
u
σ, a
l(σ)
σ ] et L0 = K
−
0 ∩K
+
0 = {a
u
σ}.
Soit D ∈ R la constante dont le lemme 6.3.2 assure l’existence. Quels que
soient s, t ∈ [0,+∞[, avec s ≤ t, et quel que soit f ∈ B(L0)〈s ≤ |T | ≤ t〉,
il existe f− ∈ B(K−0 )〈s ≤ |T | ≤ t〉 et f
+ ∈ B(K+0 )〈s ≤ |T | ≤ t〉 ve´rifiant les
proprie´te´s suivantes :
i) f = f− − f+ dans B(L0)〈s ≤ |T | ≤ t〉 ;
ii) ‖f−‖K−0 ,s,t
≤ D ‖f‖L0,s,t ;
iii) ‖f+‖K+0 ,s,t
≤ D ‖f‖L0,s,t.
De´monstration. — Soient s, t ∈ [0,+∞[, avec s ≤ t, et f ∈ B(L0)〈s ≤ |T | ≤ t〉.
Par de´finition, il existe une famille (ak)k∈Z de B(L0) = Kˆσ telle que l’on ait
f =
∑
k∈Z
ak T
k
et que les se´ries ∑
k≥0
ak t
k et
∑
k≤0
ak s
k
convergent. Soit k ∈ Z. D’apre`s le lemme 6.3.2, il existe des e´le´ments a−k
de B(K−0 ) et a
+
k de B(K
+
0 ) ve´rifiant les proprie´te´s suivantes :
i) ak = a
−
k − a
+
k dans B(L0) ;
ii) ‖a−k ‖K−0
≤ D ‖ak‖L0 ;
iii) ‖a+k ‖K+0
≤ D ‖ak‖L0 .
Posons
f− =
∑
k∈Z
a−k T
k
et
f+ =
∑
k∈Z
a+k T
k.
Ces se´ries ve´rifient les conditions requises.
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Contrairement au pre´ce´dent, le re´sultat d’approximation ne nous semble pas
pouvoir se de´duire du re´sultat similaire pour les parties compactes de la base
(cf. lemme 6.3.3).
Lemme 6.5.2. — Soient σ ∈ Σ, u ∈ ]0, l(σ)[ et s, t ∈ R+ tels que s ≤ t.
Posons
K−0 = [a
u
σ, a
l(σ)
σ ], K
+
0 = B \ ]a
u
σ, a
l(σ)
σ ] et L0 = K
−
0 ∩K
+
0 = {a
u
σ}.
Soient p, q ∈ N et s1, . . . , sp, t1, . . . , tq ∈ B(L0)〈s ≤ |T | ≤ t〉. Soit δ ∈ R
∗
+.
Si σ appartient a` Σf , alors il existe un e´le´ment inversible f de B(K
+
0 )〈s ≤ |T | ≤ t〉
et des e´le´ments s′1, . . . , s
′
p de B(K
+
0 )〈s ≤ |T | ≤ t〉 et t
′
1, . . . , t
′
q de B(K
−
0 )〈s ≤ |T | ≤ t〉
tels que, quel que soient i ∈ [[1, p]] et j ∈ [[1, q]], on ait
i) ‖f−1si − s
′
i‖L0,s,t ‖ftj‖L0,s,t ≤ δ ;
ii) ‖f−1si‖L0,s,t ‖ftj − t
′
j‖L0,s,t ≤ δ.
Si σ appartient a` Σ∞, alors il existe un e´le´ment inversible g de B(K
−
0 )〈s ≤ |T | ≤ t〉
et des e´le´ments s′′1, . . . , s
′′
p de B(K
+
0 )〈s ≤ |T | ≤ t〉 et t
′′
1, . . . , t
′′
q de B(K
−
0 )〈s ≤ |T | ≤ t〉
tels que, quel que soient i ∈ [[1, p]] et j ∈ [[1, q]], on ait
i) ‖gsi − s
′′
i ‖L0,s,t ‖g
−1tj‖L0,s,t ≤ δ ;
ii) ‖gsi‖L0,s,t ‖g
−1ti − t
′′
i ‖L0,s,t ≤ δ.
De´monstration. — Posons M = max{‖si‖L0,s,t, ‖tj‖L0,s,t, 1 ≤ i ≤ p, 1 ≤ j ≤
q}. Soit i ∈ [[1, p]]. La fonction si appartient a`B(L0)〈s ≤ |T | ≤ t〉. Par conse´quent,
il existe une famille (ak)k∈Z de Kˆσ telle que
si =
∑
k∈Z
ak T
k
et les se´ries ∑
k≥0
|ak|
u
σ t
k et
∑
k≤0
|ak|
u
σ s
k
convergent. Il existe ni, n
′
i ∈ Z tel que∥∥∥∥∥∥si −
n′i∑
k=ni
ak T
k
∥∥∥∥∥∥
L0,s,t
≤ δ.
Il existe e´galement s∗i ∈ K[T, T
−1] tel que∥∥∥∥∥∥
n′i∑
k=ni
ak T
k − s∗i
∥∥∥∥∥∥
L0,s,t
≤ δ.
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Distinguons deux cas. Supposons, tout d’abord, que σ ∈ Σf . D’apre`s le lemme
3.1.6, il existe h ∈ A telle que{
|h|σ < 1 ;
∀σ′ ∈ Σf \ {σ}, |h|σ′ = 1.
Il existe N ∈ N tel que, quel que soit i ∈ [[1, p]], on ait hN s∗i ∈ Aˆσ[T, T
−1]. En
particulier, la fonction hN s∗i de´finit un e´le´ment de B(K
−
0 )〈s ≤ |T | ≤ t〉. Posons
f = h−N ∈ K.
C’est un e´le´ment inversible de B(K+0 )〈s ≤ |T | ≤ t〉. En outre, nous avons
‖f−1si − f
−1s∗i ‖L0,s,t ≤ ‖f
−1‖L0,s,t ‖si − s
∗
i ‖L0,s,t ≤ 2δ |f
−1|uσ.
Soit j ∈ [[1, q]]. La fonction tj appartient a` B(L0)〈s ≤ |T | ≤ t〉. Par conse´quent,
il existe une famille (bk)k∈Z de Kˆσ telle que
ftj =
∑
k∈Z
bk T
k
et les se´ries ∑
k≥0
|bk|
u
σ t
k et
∑
k≤0
|bk|
u
σ s
k
convergent. Il existe mj ,m
′
j ∈ Z tel que∥∥∥∥∥∥ftj −
m′j∑
k=mj
bk T
k
∥∥∥∥∥∥
L0,s,t
≤ δ.
Par le the´ore`me d’approximation fort, quel que soit ε > 0, il existe des e´le´ments
cmj , . . . , cm′j de K tels que, quel que soit k ∈ [[mj,m
′
j ]], on ait
1. ∀σ′ ∈ Σf \ {σ}, ck ∈ Aˆσ′ ;
2. |bk − ck|
u
σ ≤ ε.
On en de´duit qu’il existe t∗j ∈ A[1/σ][T, T
−1] tel que∥∥∥∥∥∥
m′j∑
k=mj
bk T
k − t∗j
∥∥∥∥∥∥
L0,s,t
≤ δ.
En particulier, la fonction t∗j de´finit un e´le´ment de B(K
+
0 )〈s ≤ |T | ≤ t〉 et, quel
que soit i ∈ [[1, p]], nous avons
‖f−1si‖L0,s,t ‖ftj − t
∗
j‖L0,s,t ≤ |f
−1|uσ ‖si‖L0,s,t 2δ ≤ 2Mδ,
car f−1 ∈ A. Quel que soit i ∈ [[1, p]], nous avons e´galement
‖f−1si − f
−1s∗i ‖L0,s,t ‖ftj‖L0,s,t ≤ 2δ |f
−1|uσ |f |
u
σ ‖tj‖L0,s,t ≤ 2Mδ.
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Supposons, a` pre´sent, que σ ∈ Σ∞. Il existe g ∈ A tel que, quel que soit
i ∈ [[1, n]], on ait gs∗i ∈ A[T, T
−1]. Remarquons que l’image de g l’anneau B(K−0 )〈s ≤ |T | ≤ t〉
est inversible et que gs∗i de´finit un e´le´ment de B(K
+
0 )〈s ≤ |T | ≤ t〉. En outre,
quel que soit i ∈ [[1, n]], nous avons
‖gsi − gs
∗
i ‖L0,s,t ≤ ‖g‖L0 ‖si − s
∗
i ‖L0,s,t ≤ 2 |g|
u
σ δ.
Soit j ∈ [[1, q]]. Puisque la fonction g−1tj appartient a` B(L0)〈s ≤ |T | ≤ t〉, il
existe une famille (bk)k∈Z de Kˆσ telle que
g−1tj =
∑
k∈Z
bk T
k
et les se´ries ∑
k≥0
|bk|
u
σ t
k et
∑
k≤0
|bk|
u
σ s
k
convergent. Il existe mj ,m
′
j ∈ Z tels que∥∥∥∥∥∥g−1tj −
m′j∑
k=mj
bk T
k
∥∥∥∥∥∥
L0,s,t
≤
δ
2 ‖gsi‖L0,s,t
.
En approchant chacun des coefficients bk, avec k ∈ [[mj ,m
′
j ]], on montre qu’il
existe e´galement t∗j ∈ K[T, T
−1] tel que∥∥∥∥∥∥
m′j∑
k=mj
bk T
k − t∗j
∥∥∥∥∥∥
L0,s,t
≤
δ
2 ‖gsi‖L0,s,t
.
La fonction t∗j de´finit un e´le´ment deB(K
−
0 )〈s ≤ |T | ≤ t〉 et, quel que soit i ∈ [[1, p]],
ve´rifie
‖gsi‖L0,s,t ‖g
−1tj − t
∗
j‖L0,s,t ≤ ‖gsi‖L0,s,t 2
δ
2 ‖gsi‖L0,s,t
≤ δ.
Quel que soit i ∈ [[1, p]], nous avons encore
‖gsi − s
∗
i ‖L0,s,t ‖g
−1tj‖L0,s,t ≤ 2 |g|
u
σ δ |g
−1|uσ ‖tj‖L0,s,t ≤ 2Mδ.
Proposition 6.5.3. — Soient σ ∈ Σ, u ∈ ]0, l(σ)[ et s, t ∈ R+ tels que s ≤ t.
Posons
K−0 = [a
u
σ, a
l(σ)
σ ], K
+
0 = B \ ]a
u
σ, a
l(σ)
σ ], L0 = K
−
0 ∩K
+
0 = {a
u
σ}
et
L = CL0(s, t) = {x ∈ X |s ≤ |T (x)| ≤ t}.
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Soient K− une partie compacte de CK−0
(s, t) et K+ une partie compacte de
CK+0
(s, t) dont l’intersection est le compact L. Il existe un syste`me de Cousin-
Runge associe´ au couple (K−,K+).
De´monstration. — Soit (sn)n∈N une suite croissante et de limite s d’e´le´ments
de [0, s[. Soit (tn)n∈N une suite de´croissante et de limite t d’e´le´ments de ]t,+∞[.
Pour tout e´le´ment n de N, nous posons
(B−n , ‖.‖
−
n ) = (B(K
−
0 )〈sn ≤ |T | ≤ tn〉, ‖.‖K−0 ,sn,tn
),
(B+n , ‖.‖
+
n ) = (B(K
+
0 )〈sn ≤ |T | ≤ tn〉, ‖.‖K+0 ,sn,tn
)
et
(C , ‖.‖n) = (B(L0)〈sn ≤ |T | ≤ tn〉, ‖.‖L0,sn,tn).
Quels que soient n ∈ N et m ∈ N, on de´finit de manie`re e´vidente des mor-
phismes borne´s ψ−n et ψ
+
n comme dans la de´finition des syste`mes de Banach. Le
the´ore`me 3.2.19 permet de de´finir e´galement des morphismes ρ−n , ρ
+
n et ρn. La
proposition 2.1.1 assure qu’ils sont borne´s. L’ensemble de ces donne´es forme un
syste`me de Banach associe´ au couple (K−,K+). Les trois premie`res proprie´te´s
sont e´videntes et la dernie`re de´coule de nouveau du the´ore`me 3.2.19, joint a` la
proposition 3.1.21. Les deux lemmes qui pre´ce`dent assurent que ce syste`me est
un syste`me de Cousin-Runge.
Nous allons de´duire de ces re´sultats le fait que les couronnes compactes et
connexes de la droite analytique X sont des espaces de Stein.
The´ore`me 6.5.4. — Soit V une partie compacte et connexe de l’espace B.
Soient s et t deux nombres re´els tels que 0 ≤ s ≤ t. Posons
M = CV (s, t) = {x ∈ XV | s ≤ |T (x)| ≤ t}.
Tout faisceau de OM -modules de type fini satisfait le the´ore`me A.
De´monstration. — Soit F un faisceau de OM -modules de type fini. Soit b un
point de V . D’apre`s le the´ore`me 6.4.10, le faisceau F ve´rifie le the´ore`me A sur
le compact Xb ∩M et donc sur un voisinage de ce compact, d’apre`s le lemme
6.1.2. En utilisant le lemme qui pre´ce`de, on en de´duit qu’il existe un voisinage
compact Vb du point b dans V tel que le faisceau F ve´rifie le the´ore`me A sur
le compact XVb ∩M . Par compacite´ de M , il existe un entier p et des parties
compactes et connexes V0, . . . , Vp de V recouvrant V telles que, quel que soit
i ∈ [[0, p]], le faisceau F ve´rifie le the´ore`me A sur XVi ∩M . Nous pouvons, en
outre, supposer que, quel que soit j ∈ [[0, p − 1]], les compacts Wj =
⋃
0≤i≤j Vi
et Vj+1 s’intersectent en un ensemble re´duit a` un point de type 3. On montre
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alors, par re´currence et en utilisant a` chaque e´tape la proposition 6.5.3 et le
corollaire 6.2.11, que, quel que soit j ∈ [[0, p]], le faisceau F ve´rifie le the´ore`me A
sur XWj ∩M . On obtient le re´sultat attendu en conside´rant le cas j = p.
The´ore`me 6.5.5. — Soit V une partie compacte et connexe de l’espace B.
Soient s et t deux nombres re´els tels que 0 ≤ s ≤ t. Posons
M = CV (s, t) = {x ∈ XV | s ≤ |T (x)| ≤ t}.
Tout faisceau de OM -modules cohe´rent satisfait le the´ore`me B.
De´monstration. — Soit F un faisceau de OM -modules cohe´rent. Soit
0→ F
d
−→ I0
d
−→ I1
d
−→ · · ·
une re´solution flasque du faisceau F . Soient q ∈ N∗ et γ un cocycle de degre´ q
sur M . Soit b un point de V . D’apre`s le the´ore`me 6.4.10, le faisceau F ve´rifie le
the´ore`me B sur le compact Xb ∩M . Par conse´quent, le cocycle γ est un cobord
au voisinage du compact Xb ∩M . En utilisant le lemme 3.2.12, on en de´duit
qu’il existe un voisinage compact Vb du point b dans V tel que le cocycle γ soit
sur le compact XVb ∩M . En raisonnant comme dans la preuve qui pre´ce`de et
en utilisant la proposition 6.2.12, dont la premie`re hypothe`se est ve´rifie´e d’apre`s
la proposition 6.5.3, au lieu du corollaire 6.2.11, on montre que le cocycle γ est
un cobord sur le compact M . Puisque ce re´sultat vaut pour tout cocycle, nous
avons finalement montre´ que le faisceau F ve´rifie le the´ore`me B.
The´ore`me 6.5.6. — Soit V une partie compacte et connexe de l’espace B.
Soient s et t deux nombres re´els tels que 0 ≤ s ≤ t. La couronne compacte
CV (s, t) = {x ∈ XV | s ≤ |T (x)| ≤ t}
est un espace de Stein.
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6.6. Lemniscates de la droite
Dans cette partie, nous allons montrer que les the´ore`mes A et B sont satisfaits
pour les faisceaux cohe´rents de´finies sur les couronnes ouvertes de la droite
analytique X et les lemniscates. Ici encore, nous nous inspirerons des techniques
utilise´es en ge´ome´trie analytique complexe. Pour toute couronne ouverte C, nous
conside`rerons une famille croissante de couronnes ferme´es dont la re´union est
e´gale a` C. Nous montrerons alors que cette famille forme une exhaustion de
Stein (cf. [13], IV, §1, de´finition 6). Il nous restera alors a` montrer que toute
partie posse´dant une exhaustion de Stein est de Stein.
La preuve que nous proposons ici suit de tre`s pre`s l’ouvrage [13] de H. Grauert
et R. Remmert. Plus pre´cise´ment, nous nous sommes inspire´s de la partie IV, §1
pour les de´finition et proprie´te´s des exhaustions de Stein et de la partie IV, §4,
pour montrer que les familles croissantes de couronnes ferme´es conside´re´es en
satisfont les conditions.
Nous traiterons finalement le cas des lemniscates en faisant appel au the´ore`me
6.1.10 et aux re´sultats sur les morphismes finis de´montre´s au chapitre 5.
6.6.1. Exhaustions de Stein
Commenc¸ons par rappeler la de´finition d’une exhaustion.
De´finition 6.6.1. — Soit S un espace topologique. Une suite (Kn)n∈N de par-
ties compactes de S est une exhaustion de S si elle ve´rifie les proprie´te´s
suivantes :
i) quel que soit n ∈ N, le compact Kn est contenu dans l’inte´rieur de Kn+1 ;
ii) la re´union des compacts Kn est e´gale a` S.
Le re´sultat qui suit est classique (cf. [13], IV, §1, the´ore`me 4) et nous permet-
tra de de´montrer une partie du the´ore`me B pour les faisceaux cohe´rents de´finis
sur les couronnes ouvertes.
The´ore`me 6.6.2. — Soient S un espace topologique et (Kn)n∈N une exhaus-
tion de S. Soient S un faisceau de groupes abe´liens sur S et q ≥ 2 un nombre
entier. Supposons que, quel que soit n ∈ N, on ait
Hq−1(Kn,S ) = H
q(Kn,S ) = 0.
Alors on a e´galement
Hq(S,S ) = 0.
286 CHAPITRE 6. ESPACES DE STEIN
De´finition 6.6.3. — Soient (A, ‖.‖A) et (B, ‖.‖B) deux anneaux munis de semi-
normes. Soit ϕ : A → B un morphisme d’anneaux. Nous dirons que le mor-
phisme ϕ est borne´ s’il existe un nombre re´el M tel que, pour tout e´le´ment a
de A, nous ayons
‖ϕ(a)‖B ≤M ‖a‖A.
Venons-en, a` pre´sent, aux exhaustions de Stein (cf. [13], IV, §1, de´finition 6).
De´finition 6.6.4. — Soient (S,OS) un espace localement annele´ et S un fais-
ceau de OS-modules cohe´rent. Une suite (Kn)n∈N de parties compactes et de
Stein de S est une exhaustion de Stein de S relativement au faisceau S
si c’est une exhaustion de S et si, quel que soit n ∈ N, il existe une semi-
norme ‖.‖n sur S (Kn) telle que, quel que soit n ∈ N, les proprie´te´s suivantes
soient ve´rifie´es :
i) la partie S (S)|Kn de S (Kn) est dense pour ‖.‖n ;
ii) l’application de restriction (S (Kn+1), ‖.‖n+1)→ (S (Kn), ‖.‖n) est borne´e ;
iii) l’application de restriction (S (Kn+1), ‖.‖n+1)→ (S (Kn), ‖.‖n) envoie toute
suite de Cauchy sur une suite convergente ;
iv) tout e´le´ment s de S (Kn+1) ve´rifiant ‖s‖n+1 = 0 est nul sur Kn.
Cette notion nous permettra de comple´ter la de´monstration du the´ore`me B
pour les faisceaux cohe´rents de´finis sur les couronnes ouvertes, par l’interme´diaire
du re´sultat suivant (cf. [13], IV, §1, the´ore`me 7).
The´ore`me 6.6.5. — Soient (S,OS) un espace localement annele´ et S un fais-
ceau de OS-modules cohe´rent. Supposons qu’il existe une exhaustion de Stein
de S relativement au faisceau S . Alors nous avons
H1(S,S ) = 0.
En regroupant les re´sultats des deux the´ore`mes qui pre´ce`dent et celui du
the´ore`me 6.1.9, nous obtenons le re´sultat suivant.
The´ore`me 6.6.6. — Soit (S,OS) un espace localement annele´. Supposons que,
pour tout faisceau de OS-modules cohe´rent S , l’espace S posse`de une exhaustion
de Stein relativement a` S . Alors, l’espace S est de Stein.
6.6.2. Fermeture des modules
Pour montrer que les exhaustions naturelles des couronnes ouvertes par des
couronnes ferme´es sont bien des exhaustions de Stein, nous avons besoin de
re´sultats de fermeture sur certains faisceaux de modules. Nous leur consacrons
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cette partie. Les preuves que nous proposons sont inspire´es de [16], II, D,
the´ore`mes 2 et 3.
Commenc¸ons par introduire une notation. Soient (Y,OY ) un espace analy-
tique, y un point de Y et V un voisinage du point y dans Y . Soient p ∈N et M
un sous-module de OpY,y. Nous noterons M (V ) le OY (V )-module constitue´ des
e´le´ments F de OY (V )
p dont le germe Fy en y appartient a` M . De´finissons, main-
tenant, la notion de module fortement engendre´. Nous l’utiliserons constamment
dans cette partie.
De´finition 6.6.7. — Soient (Y,OY ) un espace analytique et y un point de Y .
Soient p ∈ N et M un sous-module de OpY,y. Soient V un voisinage du point y
dans Y et ‖.‖ une norme sur OY (V ). Nous munissons le module produit OY (V )
p
de la norme, que nous noterons encore ‖.‖, donne´e par le maximum des normes
des coefficients. Soient q ∈ N et G1, . . . , Gq des e´le´ments de OY (V )
p. Nous di-
rons que la famille (G1, . . . , Gq) engendre fortement le module M sur V
pour la norme ‖.‖ s’il existe une constante C ∈ R telle que, pour tout
e´le´ment F de M (V ), il existe des fonctions f1, . . . , fq dans OY (V ) satisfaisant
les proprie´te´s suivantes :
i) F =
q∑
i=1
fiGi dans M (V ) ;
ii) quel que soit i ∈ [[1, q]], nous avons ‖fi‖ ≤ C ‖F‖.
Nous dirons que le module M est fortement engendre´ sur V pour la
norme ‖.‖ s’il existe une famille finie de OY (V )
pqui engendre fortement le
module M sur V pour la norme ‖.‖.
Les syste`mes de ge´ne´rateurs forts jouissent de proprie´te´s agre´ables.
Lemme 6.6.8. — Soient (Y,OY ), (Y
′,OY ′) et (Y
′′,OY ′′) des espaces analy-
tiques, y, y′ et y′′ des points de Y , Y ′ et Y ′′, p, p′, p′′ des entiers et M , M ′,
M ′′ des sous-modules de OpY,y, O
p′
Y ′,y′ et O
p′′
Y ′′,y′′ . Soient V , V
′ et V ′′ des voisi-
nages des points y, y′ et y′′ dans Y , Y ′ et Y ′′ et ‖.‖, ‖.‖′ et ‖.‖′′ des normes
sur OY (V ), OY ′(V
′) et OY ′′(V
′′). Supposons qu’il existe une suite exacte courte
de groupes abe´liens
0→ M ′(V ′)
u
−→ M (V )
v
−→ M ′′(V ′′)→ 0
ve´rifiant les proprie´te´s suivantes :
i) le morphisme u est une isome´trie ;
ii) il existe un morphisme borne´ u0 : OY ′(V
′)→ OY (V ) qui ve´rifie
∀f ′ ∈ OY ′(V
′), ∀F ′ ∈ M (V ′), u(f ′ F ′) = u0(f
′)u(F ′) ;
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iii) le morphisme v est borne´ ;
iv) il existe un morphisme borne´ τ : OY ′′(V
′′)→ OY (V ) qui ve´rifie
∀f ′′ ∈ OY ′′(V
′′), ∀F ∈ M (V ), v(τ(f ′′)F ) = f ′′ v(F ).
Si les modules M ′ et M ′′ sont fortement engendre´s sur V ′ et V ′′ pour les
normes ‖.‖′ et ‖.‖′′, alors le module M est fortement engendre´ sur V pour
la norme ‖.‖.
De´monstration. — Commenc¸ons par traduire les hypothe`ses sur les morphismes
borne´s. Il existe des constantes Du0 ,Dv,Dτ ∈ R telles que, quel que soit f
′ ∈
OY ′(V
′), on ait
‖u0(f
′)‖ ≤ Du0 ‖f
′‖′,
quel que soit F ∈ M (V ), on ait
‖v(F )‖′′ ≤ Dv ‖F‖
et, quel que soit f ′′ ∈ OY ′′(V
′′), on ait
‖τ(f ′′)‖ ≤ Dτ ‖f
′′‖′′.
Supposons que les modules M ′ et M ′′ sont fortement engendre´s sur V ′ et V ′′
pour les normes ‖.‖′ et ‖.‖′′. Il existe un entier r′ ∈ N et une famille (G′1, . . . , G
′
r′)
de M ′(V ′) qui engendre fortement le module M ′ sur V ′ pour la norme ‖.‖′,
avec une certaine constante C ′ ∈ R. De meˆme, il existe un entier r′′ ∈ N et une
famille (G′′1 , . . . , G
′′
r′′) de M
′′(V ′′) qui engendre fortement le module M ′′ sur V ′′
pour la norme ‖.‖′′, avec une certaine constante C ′′ ∈ R. Quel que soit i ∈ [[1, r′]],
nous posons
H ′i = u(G
′
i).
Quel que soit j ∈ [[1, r′′]], nous choisissons un e´le´ment H ′′j de M (V ) tel que
v(H ′′j ) = G
′′
j .
Nous allons montrer que la famille (H ′1, . . . ,H
′
r′ ,H
′′
1 , . . . ,H
′′
r′′) de M (V ) en-
gendre fortement le module M sur V pour la norme ‖.‖.
Soit F ∈ M (V ). Alors v(F ) ∈ M ′(V ′). Il existe donc f ′′1 , . . . , f
′′
r′′ ∈ OY ′′(V
′′)
tels que l’on ait
i) v(F ) =
r′′∑
j=1
f ′′j G
′′
j ;
ii) ∀j ∈ [[1, r′′]], ‖f ′′j ‖
′′ ≤ C ′′ ‖v(F )‖′′.
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Posons
F0 = F −
r′′∑
j=1
τ(f ′′j )H
′′
j .
Quel que soit j ∈ [[1, r′′]], nous avons
‖τ(f ′′j )‖ ≤ Dτ ‖f
′′
j ‖
′′ ≤ DτC
′′ ‖v(F )‖′′ ≤ DτC
′′Dv ‖F‖.
Nous en de´duisons que
‖F0‖ ≤

1 +DτC ′′Dv r
′′∑
j=1
‖H ′′j ‖

 ‖F‖.
Posons
M = 1 +DτC
′′Dv
r′′∑
j=1
‖H ′′j ‖.
Nous avons
v(F0) = v(F )−
r′′∑
j=1
v(τ(f ′′j )H
′′
j ) = v(F )−
r′′∑
j=1
f ′′j G
′′
j = 0.
Par conse´quent, F0 ∈ Ker(v) = ℑ(u). On en de´duit qu’il existe F
′ ∈ M ′(V ′) tel
que
u(F ′) = F0.
Il existe e´galement f ′1, . . . , f
′
r′ ∈ OY ′(V
′) tels que l’on ait
i) F ′ =
r′∑
i=1
f ′i G
′
i ;
ii) ∀i ∈ [[1, r′]], ‖f ′i‖
′ ≤ C ′ ‖F ′‖′.
Nous avons finalement
F = F0 +
r′′∑
j=1
τ(f ′′j )H
′′
j
= u
(
r′∑
i=1
f ′i G
′
i
)
+
r′′∑
j=1
τ(f ′′j )H
′′
j
=
r′∑
i=1
u0(f
′
i)H
′
i +
r′′∑
j=1
τ(f ′′j )H
′′
j .
Nous avons vu pre´ce´demment que la norme des coefficients τ(f ′′j ), avec j ∈ [[1, r
′′]],
est borne´e en fonction de celle de ‖F‖. En outre, quel que soit i ∈ [[1, r′]], nous
avons
‖u0(f
′
i)‖ ≤ Du0 ‖f
′
i‖
′ ≤ Du0C
′ ‖F ′‖′ ≤ Du0C
′ ‖F0‖ ≤ Du0C
′M ‖F‖.
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On en de´duit que la famille (H ′1, . . . ,H
′
r′ ,H
′′
1 , . . . ,H
′′
r′′) de M (V ) engendre for-
tement le module M sur V pour la norme ‖.‖.
Corollaire 6.6.9. — Soient (Y,OY ) un espace analytique et y un point de Y .
Soient V un voisinage du point y dans Y et ‖.‖ une norme sur OY (V ). Sup-
posons que tous les ide´aux de OY,y sont fortement engendre´s sur V pour la
norme ‖.‖. Alors, quel que soit p ∈ N∗, tous les sous-modules de OpY,y sont
fortement engendre´s sur V pour la norme ‖.‖.
De´monstration. — Nous allons de´montrer le re´sultat par re´currence. L’initiali-
sation pour p = 1 n’est autre que l’hypothe`se. Soit p ∈ N∗ pour lequel le re´sultat
est vrai. Soit M un sous-module de Op+1Y,y . Notons M
′ l’ide´al de OY,y compose´
des e´le´ments f de OY,y tels que (0, . . . , 0, f) appartient a` M . Notons M
′′ le
sous-module de OpY,y dont les e´le´ments sont les p premie`res composantes des
e´le´ments de M . Les morphismes naturels
0→ M ′(V )
u
−→ M (V )
v
−→ M ′′(V )→ 0
forment une suite exacte courte de groupes abe´liens. Montrons que les proprie´te´s
du lemme 6.6.8 sont ve´rifie´es. Le morphisme u est bien une isome´trie. Choisissons
pour u0 le morphisme identite´ sur OY (V ). Les proprie´te´s du point ii) sont alors
ve´rifie´es. Le morphisme v est borne´ (et l’on peut meˆme choisir la constante 1).
Nous pouvons choisir pour τ le morphisme identite´ sur OY (V ). L’hypothe`se
de l’e´nonce´ nous assure que l’ide´al M ′ est fortement engendre´ sur V pour la
norme ‖.‖. L’hypothe`se de re´currence nous assure que tel est e´galement le cas
pour le module M ′′. D’apre`s le lemme 6.6.8, le module M est, lui aussi, forte-
ment engendre´ sur V pour la norme ‖.‖.
E´nonc¸ons, a` pre´sent, quelques conditions permettant d’assurer que certains
modules posse`dent des syste`mes de ge´ne´rateurs forts.
Lemme 6.6.10. — Soient (Y,OY ) un espace analytique et y un point de Y .
Soit V un voisinage du point y dans Y . Munissons l’anneau OY (V ) de la norme
uniforme ‖.‖V . Supposons que le morphisme de restriction OY (V ) → OY,y est
injectif et que l’anneau local OY,y est un corps. Alors, quel que soit p ∈ N
∗, tous
les sous-modules de OpY,y sont fortement engendre´s sur V pour la norme ‖.‖V .
De´monstration. — D’apre`s le corollaire 6.6.9, il suffit de montrer que tous les
ide´aux de OY,y sont fortement engendre´s sur V pour la norme ‖.‖V . Puisque
l’anneau local OY,y est un corps, il ne posse`de que deux ide´aux : OY,y et (0).
Il est e´vident que la famille (1) engendre fortement l’ide´al OY,y sur V pour la
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norme ‖.‖V . L’injectivite´ du morphisme OY (V )→ OY,y assure que la famille (0)
engendre fortement l’ide´al OY,y sur V pour la norme ‖.‖V .
Lemme 6.6.11. — Soient (Y,OY ) un espace analytique et y un point de Y .
Supposons que l’anneau local OY,y est un anneau de valuation discre`te. Soit V
un voisinage du point y dans Y et π une uniformisante forte de l’anneau OY,y
sur V . Alors, la famille (π) engendre fortement l’ide´al πOY,y sur V pour la
norme ‖.‖V .
De´monstration. — C’est une simple traduction des de´finitions.
Corollaire 6.6.12. — Soient (Y,OY ) un espace analytique et y un point de Y .
Supposons que l’anneau local OY,y est un anneau de valuation discre`te. Notons m
son ide´al maximal. Soit V un voisinage du point y dans Y et π une uniformi-
sante forte de l’anneau OY,y sur V . Supposons que le morphisme de restriction
OY (V ) → OY,y est injectif. Alors, quel que soit p ∈ N
∗, tous les sous-modules
de OpY,y sont fortement engendre´s sur V pour la norme ‖.‖V .
De´monstration. — D’apre`s le corollaire 6.6.9, il suffit de montrer que tous les
ide´aux de OY,y sont fortement engendre´s sur V pour la norme ‖.‖V . Puisque
l’anneau local OY,y est un anneau de valuation discre`te, ses ide´aux sont de la
forme (0) ou (πn) avec n ∈ N. L’injectivite´ du morphisme OY (V ) → OY,y as-
sure que la famille (0) engendre fortement l’ide´al (0) sur V pour la norme ‖.‖V .
On constate imme´diatement que la famille (1) engendre fortement OY,y sur V
pour la norme ‖.‖V . Finalement, on montre, par re´currence, en utilisant le
lemme pre´ce´dent, que, quel que soit n ∈ N, la famille (πn) engendre fortement
l’ide´al πn OY,y sur V pour la norme ‖.‖V .
Appliquons ces re´sultats au cas de la base B et de l’espace X.
Corollaire 6.6.13. — Soit Y l’un des deux espaces B et X. Soit y un point
de Y en lequel l’anneau local OY,y est un corps ou un anneau de valuation
discre`te. Il existe un syste`me fondamental V de voisinages compacts du point y
dans Y tel que, pour tout e´le´ment V de V et tout entier p ∈ N∗, tout sous-
module de OpY,y est fortement engendre´ sur V pour la norme ‖.‖V .
De´monstration. — D’apre`s la proposition 3.6.5 et le the´ore`me 4.4.2, le principe
du prolongement analytique vaut au voisinage de tout point de l’espaces Y . Par
conse´quent, pour toute partie connexe V contenant le point y, le morphisme de
restriction OY (V )→ OY,y est injectif.
292 CHAPITRE 6. ESPACES DE STEIN
Supposons, tout d’abord, que l’anneau local OY,y est un corps. D’apre`s le
lemme 6.6.10 et la remarque qui pre´ce`de, il suffit de de´montrer que le point y
posse`de un syste`me fondamental de voisinages compacts et connexes. C’est
e´vident pour l’espace B et c’est encore vrai pour l’espace X, d’apre`s le the´ore`me
4.4.1.
Supposons, a` pre´sent, que l’anneau local OY,y est un anneau de valuation
discre`te. Soit π une uniformisante de l’anneau OY,y et U un voisinage du point y
sur lequel elle est de´finie. D’apre`s le corollaire 6.6.12 et la remarque figurant au
de´but de la preuve, il suffit de montrer que le point y de Y posse`de un syste`me
fondamental V de voisinages compacts et connexes tel que, pour tout e´le´ment V
de V , la fonction π est une uniformisante forte de l’anneau OY,y sur V . C’est le
cas, d’apre`s le lemme 4.1.10 et le the´ore`me 4.4.7.
Il nous reste a` traiter le cas des points rigides des fibres extreˆmes de l’espaceX.
Soient V une partie compacte de B et t un nombre re´el strictement positif.
D’apre`s la proposition 3.2.14, le morphisme naturel A[T ]→ O(V )[[T ]] se prolonge
un un morphisme injectif
jV,t : O(DV (t)) →֒ O(V )〈|T | ≤ t〉
†.
Soit f un e´le´ment de O(DV (t)). Il existe une suite (ak)k∈N d’e´le´ments de O(V )
telle que l’on ait l’e´galite´
jV,t(f) =
∑
k∈N
ak T
k dans O(V )〈|T | ≤ t〉†.
Nous posons alors
‖f‖V,t =
∑
k∈N
‖ak‖V t
k ∈ R+.
La fonction ‖.‖V,t de´finit une norme sur l’anneau O(DV (t)).
Lemme 6.6.14. — Soit m un e´le´ment de Σf . Posons V0 = [am, a˜m]. Soit x le
point de la fibre extreˆme X˜m de´fini par l’e´quation T (x) = 0. Soient V un voisi-
nage compact et connexe du point a˜m dans V0 et t un e´le´ment de l’intervalle ]0, 1[.
Pour tout e´le´ment F de O(DV (t)) dont l’image dans l’anneau local OX,x est di-
visible par πm, il existe un e´le´ment dV,t(F ) de O(DV (t)) qui ve´rifie l’e´galite´
F = πmdV,t(F ) dans O(DV (t)).
De´monstration. — Soit un e´le´ment F de O(DV (t)) dont l’image dans l’anneau
local OX,x est divisible par πm. Conside´rons la restriction de la fonction F a` la
trace E du disque DV (t) sur la fibre extreˆme X˜m. Cette fonction est nulle au
voisinage du point x. Le principe du prolongement analytique sur X˜m assure
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qu’elle est nulle en tout point de E. Or, d’apre`s le corollaire 4.2.5, en tout
point y de E diffe´rent de x, l’anneau local OX,y est un anneau de valuation
discre`te d’uniformisante πm. On en de´duit que la fonction F est divisible par πm
au voisinage de tout point de E. Soit z un point de DV (t)\E. La fonction πm est
inversible au voisinage de ce point. Par conse´quent, la fonction F est multiple
de πm au voisinage de ce point.
En utilisant le fait que les anneaux locaux sont inte`gres et que le principe du
prolongement analytique vaut sur la partie connexe DV (t) de X, nous obtenons
l’existence d’un e´le´ment dV,t(F ) de O(DV (t)) qui ve´rifie l’e´galite´
F = πmdV,t(F ) dans O(DV (t)).
Lemme 6.6.15. — Soit m un e´le´ment de Σf . Posons V0 = [am, a˜m]. Soit x
le point de la fibre extreˆme X˜m de´fini par l’e´quation T (x) = 0. Soit I un
ide´al de OX,x. Supposons que pour tout voisinage W du point x dans X, il
existe un voisinage compact et connexe V du point a˜m dans V0 et un nombre
re´el t > 0 tels que le disque compact DV (t) soit contenu dans W et l’ide´al πmI
soit fortement engendre´ sur DV (t) pour la norme ‖.‖V,t. Alors, il en est de meˆme
pour l’ide´al I .
De´monstration. — Soit W un voisinage du point x dans X. Par hypothe`se, il
existe un voisinage compact et connexe V du point a˜m dans V0, un nombre
re´el t > 0, un entier q et des e´le´ments G1, . . . , Gq de O(DV (t)) ve´rifiant les
proprie´te´s suivantes :
i) le disque compact DV (t) est contenu dans W ;
ii) la famille (G1, . . . , Gq) engendre fortement le module πmI sur DV (t) pour
la norme ‖.‖V,t, avec une certaine constante C.
Nous reprenons les notations du lemme qui pre´ce`de. Soit F un e´le´ment deI (DV (t)).
La fonction πmF appartient alors a` πmI (DV (t)). Il existe donc des e´le´ments
f1, . . . , fq de O(DV (t)) satisfaisant les proprie´te´s suivantes :
i) πmF =
q∑
i=1
fiGi = πm
q∑
i=1
fi dV,t(Gi) dans O(DV (t)) ;
ii) quel que soit i ∈ [[1, q]], nous avons ‖fi‖V,t ≤ C ‖πmF‖V,t.
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La partie DV (t) e´tant connexe, l’inte´grite´ des anneaux locaux et le principe du
prolongement analytique nous assurent que
F =
q∑
i=1
fi dV,t(Gi) dans O(DV (t)).
En outre, pour tout e´le´ment i de [[1, q]], nous avons
‖fi‖V,t ≤ C ‖πmF‖V,t ≤ C‖πm‖V ‖F‖V,t.
On en de´duit que la famille (d(G1), . . . , d(Gq)) engendre fortement le module I
sur DV (t) pour la norme ‖.‖V,t.
Remarque 6.6.16. — L’implication re´ciproque de celle e´nonce´e dans le lemme
pre´ce´dent est valable et sa de´monstration est d’ailleurs e´vidente.
Proposition 6.6.17. — Soit m un e´le´ment de Σf . Posons V0 = [am, a˜m]. Soit x
le point de la fibre extreˆme X˜m de´fini par l’e´quation T (x) = 0. Soient p un entier
non nul et M un sous-module de OpY,y. Soit W un voisinage du point x dans X.
Alors, il existe un voisinage compact et connexe V du point a˜m dans V0 et un
nombre re´el t > 0 tels que le disque compact DV (t) soit contenu dans W et le
module M soit fortement engendre´ sur DV (t) pour la norme ‖.‖V,t.
De´monstration. — D’apre`s le corollaire 6.6.9, le cas p = 1 entraˆıne les autres.
Nous pouvons donc supposer que p = 1. Dans ce cas, le module M est un
ide´al de OX,x. Dans le cas ou` l’ide´al M est nul, le principe du prolongement
analytique nous permet de conclure. Nous supposerons, de´sormais, que l’ide´al M
n’est pas nul. Rappelons que, d’apre`s le the´ore`me 2.4.8, l’anneau local OX,x est
un anneau de se´ries convergentes a` coefficients dans OB,a˜m . Plus pre´cise´ment, il
est naturellement isomorphe a` l’anneau La˜m de´fini a` la section 2.2. Reprenons,
a` pre´sent, les notations du lemme 2.2.11. Notons
w = min{v(F ) |F ∈ M , G 6= 0}.
D’apre`s ce lemme, il existe un ide´al N de OX,x ve´rifiant les proprie´te´s suivantes :
i) M = πw
m
N ;
ii) il existe un e´le´ment G de N qui ve´rifie G(a˜m) = 0.
D’apre`s le lemme 6.6.15, il suffit de de´montrer le re´sultat voulu pour l’ide´al N .
Il existe un voisinage compact et connexe V de a˜m dans V0 et un nombre
re´el t > 0 tels que
G ∈ B(V )〈|T | ≤ t〉.
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D’apre`s le the´ore`me de pre´paration de Weierstraß (cf. the´ore`me 2.2.6), il existe
une fonction inversible E ∈ OX,x et un polynoˆme Ω ∈ OB,b[T ] distingue´ de degre´
d ∈ N tel que l’on ait l’e´galite´ G = E Ω dans OX,x. Quitte a` restreindre V et a`
diminuer t, nous pouvons supposer que cette e´galite´ vaut dans B(V )〈|T | ≤ t〉.
Remarquons que Ω est un e´le´ment de N . D’apre`s la proposition 2.4.3, quitte
a` diminuer encore V et t, nous pouvons supposer que le disque compact DV (t)
est contenu dans W .
D’apre`s le the´ore`me de division de Weierstraß semi-local, quitte a` diminuer
encore V et t, nous pouvons supposer que, quel que soit u ∈ [t, 1], pour tout
e´le´ment F de B(V )〈|T | ≤ u〉, il existe un unique e´le´ment (Q,R) appartenant a`
(B(V )〈|T | ≤ u〉)2 tel que
i) R soit un polynoˆme de degre´ strictement infe´rieur a` d ;
ii) F = QΩ+R.
En outre, il existe une constante C ∈ R∗+, inde´pendante de u et de F , telle que
l’on ait les ine´galite´s {
‖Q‖V,u ≤ C ‖F‖V,u ;
‖R‖V,u ≤ C ‖F‖V,u.
Soit F un e´le´ment deO(DV (t)). D’apre`s la proposition 3.2.14, il existe u ∈ ]t, 1]
tel que
F ∈ O(V )〈|T | ≤ u〉 = O(V )〈|T | ≤ u〉.
En appliquant le re´sultat pre´ce´dent, nous obtenons deux e´le´ments Q et R de
B(V )〈|T | ≤ u〉 et donc de O(DV (t)), d’apre`s le the´ore`me 3.2.16. On en de´duit
que QΩ appartient a` N (DV (t)) et donc que R appartient a` N (DV (t)). Il
existe a0, . . . , ad−1 ∈ O(V ) tels que
R(T ) =
d−1∑
i=0
ai T
i.
Nous de´finissons un morphisme de groupes r en associant a` l’e´le´ment F la fa-
mille (a0, . . . , ad−1). Les majorations du the´ore`me de division de Weierstraß et
du lemme 2.1.2 nous assurent que
‖r(F )‖V,t ≤ Ct
1−d ‖F‖V,t.
Notons N ′′ le sous-OB,a˜m -module de O
d
B,a˜m
forme´ par les familles de coef-
ficients des polynoˆmes de N dont le degre´ est strictement infe´rieur a` d. No-
tons N ′ l’ide´al de OX,x engendre´ par Ω et
u : N ′(DV (t))→ N (DV (t))
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l’injection canonique. D’apre`s le the´ore`me de division de Weierstraß, nous dis-
posons alors d’une suite exacte
0→ N ′(DV (t))
u
−→ N (DV (t))
r
−→ N ′′(DV (t))→ 0.
Montrons qu’elle ve´rifie les conditions du lemme 6.6.8. Le morphisme u est
bien une isome´trie. Nous pouvons choisir l’identite´ de OY (DV (t)) pour le mor-
phisme u0. Nous avons montre´ pre´ce´demment que le morphisme r e´tait borne´.
Pour le morphisme τ , nous choisissons le morphisme naturel O(V )→ O(DV (t)).
Il est e´galement borne´.
En outre, la famille (G) engendre fortement le module N ′ sur V pour la
norme ‖.‖V,t, toujours d’apre`s le the´ore`me de division de Weierstraß. La des-
cription explicite de l’espace V et des fonctions sur cet espace assure que le
module N ′′ est e´galement fortement engendre´ sur V pour la norme ‖.‖V . Nous
de´duisons alors du lemme 6.6.8 que le module N est fortement engendre´ sur V
pour la norme ‖.‖V,t.
Remarque 6.6.18. — Ce re´sultat vaut e´galement pour les points rationnels
des autres fibres. La de´monstration en est d’ailleurs plus simple puisque l’anneau
local en le point de la base est alors un corps. Il vaut encore pour les points
rationnels des fibres des espaces affines de dimension plus grande. Nous pourrions
e´galement l’adapter pour les points rigides, a` condition de prendre la peine
de´finir des normes ade´quates.
De´montrons, a` pre´sent, le re´sultat sur la fermeture des modules que nous
avions en vue.
The´ore`me 6.6.19. — Soient x un point de X, p un entier non nul et M un
sous-module de OpX,x. Soient U un voisinage de x dans X et F un e´le´ment de
O(U)p. Supposons qu’il existe une suite (Fk)k∈N de O(U)
p qui converge vers
uniforme´ment vers F sur U et que, quel que soit k ∈ N, on ait (Fk)x ∈ M .
Alors, on a
Fx ∈ M .
De´monstration. — Nous devons distinguer plusieurs cas : celui ou` l’anneau local
OX,x est un corps, celui ou` c’est un anneau de valuation discre`te et celui ou` le
point x est un point rigide de sa fibre. La de´monstration est similaire dans les
trois cas. Nous ne traiterons que le dernier qui est le plus difficile, en particulier
a` cause de la diffe´rence, pour les fonctions de´finies sur des disques, entre leur
norme en tant que se´rie et leur norme uniforme. Seuls les point rigides des fibres
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extreˆmes ne sont pas traite´s dans les autres cas. Nous supposerons donc que x
est de ce type. D’apre`s la proposition 3.3.1, nous pouvons nous ramener au cas
d’un point rationnel. Quitte a` nous placer sur un voisinage assez petit du point
x, puis a` effectuer une translation, nous pouvons supposer que le point x est le
point de sa fibre de´fini par l’e´quation T (x) = 0.
D’apre`s la proposition 2.4.3, il existe un voisinage W de b dans B et un
nombre re´el u > 0 tels que la partie DV (t) soit contenue dans U . D’apre`s le
the´ore`me 6.6.17, il existe un voisinage compact et connexe V de b dans W , un
nombre re´el t ∈ ]0, u[, un entier q ∈ N et des e´le´ments G1, . . . , Gq de DV (t) tels
que la famille (G1, . . . , Gq) engendre fortement le module M sur DV (t) pour la
norme ‖.‖V,t, avec une certaine constante C.
Quitte a` extraire une sous-suite de (Fk)k∈N, nous pouvons supposer que, quel
que soit k ∈ N∗, nous avons
‖Fk − Fk−1‖DV (u) ≤ 2
−k.
D’apre`s la proposition 2.1.3, nous avons alors
‖Fk − Fk−1‖V,t ≤
u
u− t
2−k.
Construisons, a` pre´sent, par re´currence, des suites (fk,1)k∈N, . . . , (fk,q)k∈N
de O(DV (t)) ve´rifiant les proprie´te´s suivantes : quel que soit k ∈ N, nous avons
Fk =
q∑
j=1
fk,jGj
et, quel que soit k ∈ N∗, nous avons
∀j ∈ [[1, q]], ‖fk,j − fk−1,j‖DV (t) ≤
C
2k
.
Initialisons la re´currence. Pour construire f0,1, . . . , f0,q, il suffit d’utiliser le
fait que la famille (G1, . . . , Gq) engendre fortement le module M sur DV (t)
pour la norme ‖.‖V,t avec la constante C et de l’appliquer a` la fonction F0.
Soit k ∈ N∗ et supposons avoir construit fk−1,1, . . . , fk−1,q ∈ O(DV (t))
ve´rifiant les proprie´te´s demande´es. En appliquant la proprie´te´ de ge´ne´ration
forte a` la fonction Fk − Fk−1, on montre qu’il existe gk,1, . . . , gk,q ∈ O(DV (t))
ve´rifiant
Fk − Fk−1 =
q∑
j=1
gk,jGj
et
∀j ∈ [[1, q]], ‖gk,j‖V,t ≤ C‖Fk − Fk−1‖V,t ≤
C
2k
.
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Pour j ∈ [[1, q]], posons
fk,j = fk−1,j + gk,j.
On obtient alors le re´sultat voulu car, quel que soit j ∈ [[1, q]], nous avons
‖gk,j‖DV (t) ≤ ‖gk,j‖V,t.
Soit j ∈ [[1, q]]. D’apre`s les ine´galite´s pre´ce´dentes, la suite (fk,j)k∈N est de
Cauchy dans O(DV (t)). Soit U0 un voisinage du point x dans X contenu dans
l’inte´rieur de DV (t). La suite (fk,j)k∈N converge alors dans O(U0). Notons
fj ∈ O(U0) sa limite. Nous avons alors
F =
q∑
j=1
fjGj dans O(U0).
On en de´duit finalement que
Fx ∈ M .
6.6.3. Conclusion
Nous nous inte´resserons ici a` l’e´tude des lemniscates au-dessus de n’importe
quelle partie connexe de l’espace de baseB. Commenc¸ons par e´noncer un re´sultat
topologique. Il se de´montre a` l’aide des descriptions explicites du nume´ro 3.1.1
Lemme 6.6.20. — Toute partie connexe de l’espace B posse`de une exhaustion
par des parties compactes et connexes.
Soit V une partie connexe de l’espace B. Soit (Vn)n∈N une exhaustion de V
par des parties compactes et connexes de l’espace B.
Soient s, t ∈ [0,+∞[, avec s < t. Soient (sn)n∈N et (tn)n∈N deux suites re´elles
ve´rifiant les conditions suivantes :
i) la suite (sn)n∈N est strictement de´croissante et tend vers s ;
ii) la suite (tn)n∈N est strictement croissante et tend vers t ;
iii) s0 ≤ t0.
Soit (un)n∈N une suite strictement croissante et tendant vers l’infini d’e´le´ments
de [s0,+∞[.
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Posons
V
(0)
s,t =
{
x ∈ XV
∣∣ s ≤ |T (x)| ≤ t} ,
V
(1)
s,t =
{
x ∈ XV
∣∣ s < |T (x)| ≤ t} ,
V
(2)
s,t =
{
x ∈ XV
∣∣ s ≤ |T (x)| < t} ,
V
(3)
s,t =
{
x ∈ XV
∣∣ s < |T (x)| < t} ,
V
(4)
s =
{
x ∈ XV
∣∣ |T (x)| ≥ s}
et V
(5)
s =
{
x ∈ XV
∣∣ |T (x)| > s} .
De´signons par C l’une de ses six parties deX. De´finissons alors une exhaustion
(Cn)n∈N de C par des parties compactes en posant, pour tout n ∈ N,
Cn = XVn ∩ C(s, t) si C = V
(0)
s,t ,
Cn = XVn ∩ C(sn, t) si C = V
(1)
s,t ,
Cn = XVn ∩ C(s, tn) si C = V
(2)
s,t ,
Cn = XVn ∩ C(sn, tn) si C = V
(3)
s,t ,
Cn = XVn ∩ C(s, un) si C = V
(4)
s
et Cn = XVn ∩ C(sn, un) si C = V
(5)
s .
Nous allons montrer que l’exhaustion (Cn)n∈N est une exhaustion de Stein
de C relativement a` tout faisceau de OC-modules cohe´rent. Nous savons de´ja`,
d’apre`s le the´ore`me 6.6.29 que, pour tout e´le´ment n de N, la partie Cn est de
Stein. Fixons un faisceau de OC-modules cohe´rent S .
Il nous faut, a` pre´sent, de´finir une semi-norme sur chacune des couronnes
compactes conside´re´es. Soit n ∈ N. D’apre`s le the´ore`me A et le lemme 6.1.3, il
existe un entier ln ∈ N
∗ et un morphisme de OCn-modules surjectif
αn : O
ln
Cn
→ SCn .
Le the´ore`me B assure qu’il induit un morphisme de O(Cn)-modules surjectif
εn : O(Cn)
ln → S (Cn).
Introduisons une notation. Pour toutes parties E et F de X ve´rifiant E ⊂ F
et tout entier positif l, nous noterons ‖.‖∞,E la semi-norme sur l’anneau O(F )
l
obtenue en prenant le maximum des normes uniformes sur E des coefficients.
Nous de´finissons alors une semi-norme ‖.‖n sur S (Cn) en posant, pour toute
section s ∈ S (Cn),
‖s‖n = inf{‖t‖∞,Cn , t ∈ ε
−1
n (s)}.
Il nous reste a` ve´rifier que les conditions de la de´finition 6.6.4 sont satisfaites.
Soit n ∈ N. Introduisons, tout d’abord, quelques notations. Nous de´signerons
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par rn et ρn les applications de restriction suivantes :
rn : (O(Cn+1)
ln+1 , ‖.‖∞,Cn+1)→ (O(Cn)
ln+1 , ‖.‖∞,Cn)
et
ρn : (S (Cn+1), ‖.‖n+1)→ (S (Cn), ‖.‖n).
Le morphisme rn est borne´.
D’apre`s le the´ore`me B, le morphisme surjectif αn+1 : O
ln+1
Cn+1
→ SCn+1 conside´re´
pre´ce´demment induit un morphisme surjectif
ε′n : O(Cn)
ln+1 → S (Cn).
Nous pouvons donc de´finir une nouvelle semi-norme ‖.‖′n sur S (Cn) en posant,
pour toute section s ∈ S (Cn),
‖s‖′n = inf{‖t‖∞,Cn , t ∈ ε
′−1
n (s)}.
Nous noterons
σn : S (Cn), ‖.‖
′
n)→ (S (Cn), ‖.‖n)
le morphisme identite´ allant de l’anneau S (Cn) muni de la norme ‖.‖
′
n a` l’an-
neau S (Cn) muni de la norme ‖.‖n.
Lemme 6.6.21. — Quel que soit n ∈ N, il existe un morphisme borne´
ηn : O(Cn)
ln+1 → O(Cn)
ln
qui fait commuter le diagramme suivant :
O(Cn)
ln+1
ε′n //
ηn

S (Cn)
σn

O(Cn)
ln
εn // S (Cn)
.
De´monstration. — Soit (e1, . . . , eln+1) la base canonique du O(Cn+1)-module
O(Cn+1)
ln+1 . Quel que soit i ∈ [[1, ln+1]], on choisit gi ∈ O(Cn)
ln tel que
εn(gi) = (σn ◦ ε
′
n)(ei) dans S (Cn).
L’application
ηn :
O(Cn)
ln+1 → O(Cn)
ln
ln+1∑
i=1
fi ei 7→
ln+1∑
i=1
fi gi
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convient. Elle fait clairement commuter le diagramme qui pre´ce`de. En outre,
pour tous e´le´ments f1, . . . , fln+1 de O(Cn), nous avons∥∥∥∥∥∥
ln+1∑
i=1
fi gi
∥∥∥∥∥∥
∞,Cn
≤
ln+1∑
i=1
‖fi‖Cn ‖gi‖∞,Cn
≤ max
1≤i≤ln+1
(‖fi‖Cn)
ln+1∑
i=1
‖gi‖∞,Cn
≤
∥∥∥∥∥∥
ln+1∑
i=1
fi ei
∥∥∥∥∥∥
∞,Cn
ln+1∑
i=1
‖gi‖∞,Cn
Finalement, nous obtenons le diagramme commutatif suivant :
(O(Cn+1)
ln+1 , ‖.‖∞,Cn+1)
εn+1
//
rn

(S (Cn+1), ‖.‖n+1)
·|Cn

ρn
xx
(O(Cn)
ln+1 , ‖.‖∞,Cn)
ε′n //
ηn

(S (Cn), ‖.‖
′
n)
σn

(O(Cn)
ln , ‖.‖∞,Cn)
εn // (S (Cn), ‖.‖n).
De´montrons, a` pre´sent, que les conditions de la de´finition 6.6.4 sont satisfaites.
Lemme 6.6.22. — Pout tout entier positif n, le morphisme ρn est borne´.
De´monstration. — Soit n ∈ N. Les morphismes rn, ηn et εn sont borne´s.
Par conse´quent, il existe un nombre re´el M tel que, pour tout e´le´ment t de
O(Cn+1)
ln+1 , nous ayons
‖εn ◦ ηn ◦ rn(t)‖n ≤M ‖t‖∞,Cn+1 .
Soit s un e´le´ment deS (Cn+1). Soit δ > 0. Il existe un e´le´ment tδ deO(Cn+1)
ln+1
tel que
‖tδ‖∞,Cn+1 ≤ ‖s‖n+1 + δ.
On en de´duit que
‖ρn(s)‖n = ‖εn ◦ ηn ◦ rn(tδ)‖n
≤ M‖tδ‖∞,Cn+1
≤ M‖s‖n+1 +Mδ.
On obtient le re´sultat voulu en faisant tendre le nombre re´el δ vers 0.
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Lemme 6.6.23. — Pout tout entier positif n, l’image du morphisme ρn est
dense dans S (Cn) pour la norme ‖.‖n.
De´monstration. — Soit n ∈ N. Puisque le morphisme σn est surjectif et borne´,
il suffit de montrer que l’image du morphisme de restriction
S (Cn+1)→ S (Cn)
est dense pour la norme ‖.‖′n.
Soit s un e´le´ment de S (Cn). Soit δ > 0. Il existe un e´le´ment t de O(Cn)
ln+1 tel
que ε′n(t) = s. On de´duit du lemme 3.2.12 et de la proposition 3.2.18 (respective-
ment 3.2.14) que l’anneau A[T, T−1] (respectivement A[T ]) est dense dans O(Cn)
si sn > 0 (respectivement sn = 0). En particulier, l’anneau O(Cn+1) est dense
dans l’anneau O(Cn) et il existe un e´le´ment t
′ de O(Cn+1)
ln+1 tel que
‖rn(t
′)− t‖∞,Cn ≤ δ.
Posons s′ = εn+1(t
′) ∈ S (Cn+1). Nous avons alors∥∥∥s′|Cn − s
∥∥∥′
n
≤ δ.
Lemme 6.6.24. — Soit n ∈ N. Soit s ∈ S (Cn+1) telle que ‖s‖n+1 = 0. Alors
la section s est nulle sur l’ouvert (Cn+1)
◦. En particulier, elle est nulle sur Cn.
De´monstration. — Par hypothe`se, il existe t ∈ ε−1n+1(s) et une suite (tj)j∈N de
Ker(εn+1) ve´rifiant
lim
j→+∞
‖t− tj‖∞,Cn+1 = 0.
En d’autres termes, la suite (tj)j∈N converge uniforme´ment vers t sur (Cn+1)
◦.
Soit x ∈ (Cn+1)
◦. La suite des germes ((tj)x)j∈N converge vers tx dans O
ln+1
Y,x .
D’apre`s le the´ore`me 6.6.19, nous avons
tx ∈ K er(εn+1)x.
Par conse´quent, t ∈ K er(εn+1)((Cn+1)
◦) et la section s est nulle sur (Cn+1)
◦.
Lemme 6.6.25. — Soit n ∈ N. Soit (sk)k∈N une suite d’e´le´ments de S (Cn+1)
qui est de Cauchy pour la semi-norme ‖.‖n+1. Il existe un e´le´ment s de S (Cn)
tel que la suite (ρn(sk))k∈N converge vers s pour la semi-norme ‖.‖n.
Si s′ est une limite de la suite (ρn(sk))k∈N dans S (Cn), alors elle co¨ıncide
avec l’e´le´ment s sur l’ouvert (Cn)
◦.
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De´monstration. — Il existe une application α : N → N strictement croissante
telle que
∀k ∈ N, ‖sα(k) − sα(k+1)‖n+1 ≤
1
2k+1
.
Pour tout entier positif k, choisissons un e´le´ment dk de O(Cn+1)
ln+1 qui rele`ve
l’e´le´ment sα(k) − sα(k+1) de S (Cn+1) et ve´rifie
‖dk‖∞,Cn+1 ≤
1
2k
.
Choisissons e´galement un e´le´ment t0 de O(Cn+1)
ln+1 qui rele`ve s0. Pour tout
entier positif k, posons
tk = t0 +
k∑
l=0
dl.
C’est un e´le´ment de O(Cn+1)
ln+1 qui rele`ve sk. On ve´rifie aise´ment que la suite
(tk)k∈N est une suite de Cauchy de O(Cn+1)
ln+1 . Puisque la couronne Cn est
contenue dans l’inte´rieur de Cn+1, la suite (rn(tk))k∈N converge dans O(Cn)
ln+1 .
Notons t sa limite.
Puisque les morphismes ηn et εn sont borne´s, la suite (εn(ηn(rn(tk))))k∈N
de S (Cn) converge vers s = εn(ηn(t)). Or, pour tout entier positif k, nous
avons
εn(ηn(rn(tk))) = ρn(sα(k)).
Par conse´quent, la suite (ρn(sk))k∈N de S (Cn) posse`de une valeur d’adhe´rence.
Puisque le morphisme ρn est borne´ et que la suite (sk)k∈N est de Cauchy, la
suite (ρn(sk))k∈N l’est encore. On en de´duit qu’elle converge vers s.
Soit s′ une limite de la suite (ρn(sk))k∈N dans S (Cn). Nous avons ‖s
′−s‖n =
0. D’apre`s le lemme 6.6.24, les e´le´ments s et s′ co¨ıncident sur l’ouvert (Cn)
◦.
Lemme 6.6.26. — Soit n ∈ N. L’image du morphisme
S (C)→ S (Cn)
est dense pour la semi-norme ‖.‖n.
De´monstration. — D’apre`s le lemme 6.6.22, pour tout entier k ≥ n, il existe
Mk ≥ 1 tel que, pour tout e´le´ment t de S (Ck+1), nous ayons∥∥t|Ck∥∥k ≤Mk ‖t‖k+1.
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Soit s un e´le´ment de S (Cn). Soit δ > 0. Choisissons une suite (δk)k≥n
d’e´le´ments de R∗+ telle que
∑
k≥n
(
k−1∏
i=n
Mi
)
δk ≤ δ.
En utilisant le lemme 6.6.23, on montre, par re´currence, qu’il existe un e´le´ment
(sk)k≥n ∈
∏
k≥n
S (Ck)
tel que sn = s et, pour tout entier k ≥ n,∥∥∥sk+1|Ck − sk
∥∥∥
k
≤ δk.
Soit k ≥ n. Pour tout entier l ≥ k, nous avons
‖sl+1|Ck − sl|Ck‖k = ‖(sl+1|Cl − sl)|Ck‖k ≤
(
l−1∏
i=k
Mi
)
δl ≤
(
l−1∏
i=n
Mi
)
δl.
On en de´duit que la suite (sl|Ck)l≥k de S (Ck) est de Cauchy. D’apre`s le lemme
6.6.25, elle posse`de une limite tk dans S (Ck).
Soient k1 et k2 deux entiers ve´rifiant k1 ≥ k2 ≥ n. Puisque le morphisme de
restriction de S (Ck1) a` S (Ck2) est borne´, l’e´le´ment tk2 |Ck1
de S (Ck1 est une
limite de la suite (sl|Ck1
)l≥k2 . D’apre`s le lemme 6.6.25, les e´le´ments tk2 |Ck1
et
tk1 co¨ıncident sur (Ck1)
◦. Puisque (Ck)k≥n est une exhaustion de C, la famille
(tk)k≥n de´termine une section t de S (C).
Pour tout entier k ≥ n, nous avons
t|Cn − s = t|Cn − sk+1|Cn +
k∑
l=n
(sl+1|Cn − sl|Cn).
Par conse´quent, pour tout entier k ≥ n, nous avons
‖t|Cn − s‖n ≤ ‖t|Cn − sk+1|Cn‖n +
k∑
l=n
(
l−1∏
i=n
Mi
)
δl.
En faisant tendre k vers l’infini, nous obtenons
‖t|Cn − s‖n ≤ δ.
Cela termine la de´monstration.
Les re´sultats des quatre lemmes qui pre´ce`dent correspondent aux quatre
conditions requises pour que l’exhaustion (Cn)n∈N soit une exhaustion de Stein
relativement au faisceau S (cf. de´finition 6.6.4). Nous avons donc de´montre´ le
re´sultat suivant.
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The´ore`me 6.6.27. — La suite (Cn)n∈N est une exhaustion de Stein de la cou-
ronne C, relativement a` tout faisceau de OC-modules cohe´rent.
Le the´ore`me 6.6.6 nous permet alors d’en de´duire le re´sultat voulu.
The´ore`me 6.6.28. — La couronne C est une partie de Stein de la droite ana-
lytique X.
A` l’aide des re´sultats sur les morphismes finis que nous avons obtenus, nous
pouvons de´duire que d’autres parties de la droite analytique X sont de Stein.
Regroupons ces re´sultats dans le the´ore`me qui suit.
The´ore`me 6.6.29. — Soit V une partie connexe de l’espace B. Soient s et t
deux nombres re´els tels que 0 ≤ s ≤ t. Soit P un polynoˆme a` coefficients
dans O(V ) dont le coefficient dominant est inversible. Les parties suivantes de
la droite analytique X sont des espaces de Stein :
i)
{
x ∈ XV
∣∣ s ≤ |P (T )(x)| ≤ t} ;
ii)
{
x ∈ XV
∣∣ s ≤ |P (T )(x)| < t} ;
iii)
{
x ∈ XV
∣∣ s < |P (T )(x)| ≤ t} ;
iv)
{
x ∈ XV
∣∣ s < |P (T )(x)| < t} ;
v)
{
x ∈ XV
∣∣ |P (T )(x)| ≥ s} ;
vi)
{
x ∈ XV
∣∣ |P (T )(x)| > s}.
De´monstration. — Comme explique´ au nume´ro 5.5, le morphime
O(V )[T ]→ O(V )[T, S]/(P (S) − T )
∼
−→ O(U)[S]
induit un morphisme
ϕ : XU → XU .
Chacune des parties qui figure dans l’e´nonce´ est l’image re´ciproque d’une cou-
ronne par ce morphisme. D’apre`s le corollaire 6.6.28, les couronnes sont des
espaces de Stein. Nous pouvons donc conclure en utilisant le the´ore`me 6.1.10.
Les hypothe`ses en sont ve´rifie´es d’apre`s la proposition 5.5.1, le corollaire 5.5.6,
le corollaire 5.6.2, la proposition 5.6.6 et le the´ore`me 4.5.5.

CHAPITRE 7
APPLICATIONS
Dans ce chapitre, nous exposons quelques re´sultats sur les se´ries arithme´tiques
convergentes. Rappelons que nous de´signons par cette expression les se´ries a`
coefficients dans un anneau d’entiers de corps de nombres, e´ventuellement lo-
calise´ par une partie multiplicative finiment engendre´e, qui posse`dent un rayon
de convergence strictement positif en toute place. Nous allons montrer que les
the´ore`mes ge´ome´triques que nous avons obtenus jusqu’ici peuvent eˆtre applique´s
a` leur e´tude.
Nous consacrons le nume´ro 7.1 aux proble`mes de Cousin. Rappelons que le
proble`me de Cousin multiplicatif consiste a` prescrire l’ordre des ze´ros et des
poˆles d’une fonction me´romorphe et que le proble`me de Cousin additif consiste
a` prescrire ses parties principales (c’est-a`-dire ses parties non holomorphes). En
ge´ome´trie analytique complexe, l’origine de ces questions remonte au XIXe`me
sie`cle. Elle sont, de´sormais, bien comprises et la the´orie des espaces de Stein
permet de leur apporter une solution e´le´gante. Pour plus de pre´cisions, l’on
consultera avec profit le deuxie`me paragraphe du chapitre V de l’ouvrage [13]
de H. Grauert et R. Remmert.
Au nume´ro 7.2, nous nous inte´resserons a` la noethe´rianite´ de certains an-
neaux de se´ries arithme´tiques convergentes. Pour tout nombre re´el positif r,
notons Zr+[[T ]] l’anneau forme´ des se´ries en une variable a` coefficients entiers
dont le rayon de convergence complexe est strictement supe´rieur a` r. Dans l’ar-
ticle [17], D. Harbater de´montre, par une preuve purement alge´brique, que, pour
tout nombre re´el positif r, l’anneau Zr+[[T ]] est noethe´rien (cf. the´ore`me 1.8).
En ge´ome´trie analytique complexe, on trouve un re´sultat analogue dans l’ar-
ticle [11] de J. Frisch, qui sera ensuite pre´cise´ par Y.-T. Siu, dans [26]. Nous
adapterons leur me´thode, tre`s ge´ome´trique, dans le cadre de la droite analytique
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au-dessus d’un anneau d’entiers de corps de nombres afin d’e´tendre le re´sultat
de D. Harbater.
Finalement, au nume´ro 7.3, nous proposons une nouvelle de´monstration d’un
re´sultat de D. Harbater lie´ au proble`me de Galois inverse. Notons Z1− [[T ]] l’an-
neau forme´ des se´ries en une variable a` coefficients entiers dont le rayon de
convergence complexe est supe´rieur ou e´gal a` 1. Le corollaire 3.8 de l’article [19]
assure que tout groupe fini est le groupe de Galois d’une extension du corps
Frac(Z1− [[T ]]). Nous proposons une de´monstration ge´ome´trique et conceptuelle-
ment tre`s simple de ce re´sultat.
De nouveau, nous reprenons les notations du chapitre 4.
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7.1. Proble`mes de Cousin arithme´tiques
Dans cette partie, nous nous inte´resserons aux proble`mes de Cousin pour les
anneaux de se´ries arithme´tiques.
Nous allons nous inte´resser a` ces proble`mes sur la droite analytique X = A1,anA
au-dessus de B = M (A). Puisque les seules fonctions me´romorphes sur X sont
les fractions rationnelles (cf. corollaire 4.4.6), nous n’e´tudierons pas ve´ritablement
les proble`mes de Cousin sur l’espace X, mais nous restreindrons au disque unite´
ouvert de rayon 1. A` cet effet, nous utiliserons les re´sultats obtenus au chapitre
pre´ce´dent sur les sous-espaces de Stein de X. Signalons que les de´monstrations
que nous proposons pre´sentent encore des similitudes frappantes avec celles de
la ge´ome´trie analytique complexe.
Fixons quelques notations. Posons
D = D˚(0, 1) =
{
x ∈ X
∣∣ |T (x)| < 1}
et, quel que soit σ ∈ Σ,
Daσ =
{
x ∈ Xaσ
∣∣ |T (x)| < 1} .
7.1.1. Proble`me de Cousin multiplicatif
Annonc¸ons tout de suite un re´sultat ne´gatif : le proble`me de Cousin multipli-
catif n’admet pas toujours de solution sur le disque D, c’est-a`-dire qu’il existe
un diviseur qui ne provient d’aucune fonction me´romorphe. En fait, tel est de´ja`
le cas sur un corps ultrame´trique, de`s que celui-ci n’est pas maximalement com-
plet. Ce re´sultat est duˆ a` M. Lazard (cf. [21], proposition 6). Fixer les ordres
des ze´ros est donc impossible, mais nous allons montrer que nous pouvons les
minorer.
De´finition 7.1.1. — Soit x un point rigide de Daσ . Notons px ∈ Kˆm[T ] le
polynoˆme irre´ductible et unitaire qui lui est associe´. L’anneau local OD,x est
alors un anneau de valuation discre`te dont px est une uniformisante. Soient f
une fonction de´finie sur un voisinage du point x et n un entier. Nous dirons que
la fonction f s’annule a` l’ordre n en x si pnx divise f dans l’anneau local OX,x.
Introduisons une autre de´finition afin de pre´ciser sous quelles conditions nous
entendons prescrire les ordres d’annulation.
De´finition 7.1.2. — Une distribution d’ordres o sur D est la donne´e de
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i) un sous-ensemble fini Σo de Σ ;
ii) pour tout σ ∈ Σo, un sous-ensemble Eσ de points rigides de Daσ ;
iii) pour tout σ ∈ Σo et tout point e ∈ Eσ, un nombre entier ne
ve´rifiant la condition suivante : quel que soit σ ∈ Σo, l’ensemble Eσ est ferme´,
discret et ne contient pas le point 0.
A` toute distribution d’ordres est donc associe´ un diviseur de Cartier sur le
disque ouvert analytique Daσ . Il est presque imme´diat que ce diviseur s’e´tend en
un diviseur de Cartier sur D∩X ′σ. Pour l’e´tendre e´galement a` la fibre centrale,
nous utiliserons le re´sultat topologique qui suit.
Lemme 7.1.3. — Soient σ ∈ Σ, I un ensemble, Π = (Pi)i∈I une famille de
polynoˆmes a` coefficients dans Kˆσ, deux a` deux distincts, irre´ductibles et uni-
taires et (xi)i∈I la famille de points rigides de Xaσ associe´e. Supposons que
l’ensemble E des points xi, avec i ∈ I, soit contenu dans Daσ , ferme´ et discret
dans Daσ et e´vite le point 0. Alors la partie
VΠ =
⋃
i∈I
{y ∈ X ′σ |Pi(y) = 0}
est ferme´e dans (X ′σ ∪X0) ∩D.
De´monstration. — Nous allons montrer que le comple´mentaire U de VΠ dans la
partie (X ′σ ∪X0) ∩D est ouvert. Par hypothe`se, la partie U ∩Daσ est ouverte.
La structure de produit de X ′σ (cf. propositions 3.4.1 et 3.4.2) nous permet d’en
de´duire que la partie U ∩X ′σ est encore ouverte.
Soit y un point de U ∩X0 = D∩X0. Il existe un e´le´ment r de [0, 1[ tel que y
soit le point ηr de la fibre centrale X0. Puisque la partie E du disque Daσ est
ferme´e et ne contient pas 0, il existe t > 0 ve´rifiant{
z ∈ E
∣∣ |T (z)| < t} = ∅.
Par conse´quent, la partie ⋃
0<ε≤1
{z ∈ Xaεσ | |T (z)| < t
ε}
ne coupe pas VΠ.
Soit s ∈ ]r, 1[. Il existe α ∈ ]0, 1] tel que tα > s. La partie de´finie par
V = {z ∈ π−1([a0, a
α
σ [) | |T (z)| < s}
est un voisinage de y dans Xσ . Observons qu’elle ne coupe pas VΠ. En effet, la
partie VΠ ne coupe pas la fibre centrale X0 et ne coupe pas non plus V ∩ X
′
σ,
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par choix de s. Finalement, nous avons bien montre´ que la partie VΠ est ferme´e
dans (X ′σ ∪X0) ∩D.
Soit o une distribution d’ordres sur D. Pour montrer qu’il existe une fonction
analytique qui posse`de des ze´ros d’ordre supe´rieur a` ceux prescrits par o, nous
allons commencer par interpre´ter une telle fonction comme une section d’un
faisceau. A` cet effet, construisons explicitement le diviseur de Cartier mentionne´
plus haut. Plus pre´cise´ment, nous allons associer a` la distribution d’ordres o un
sous-faisceau inversible So de O sur l’espace
Do = D \

 ⋃
m∈Σo∩Σf
X˜m

 .
Soient σ ∈ Σo. Pour chaque e´le´ment e de Eσ, choisissons un voisinage ouvert Ue
du point e dans Daσ et e´vitant le point 0. Quitte a` restreindre ces ouverts, nous
pouvons supposer qu’ils sont deux a` deux disjoints. Soit e ∈ Eσ. Notons pe
le polynoˆme a` coefficients dans Kˆσ, irre´ductible et unitaire associe´ a` ce point.
L’image de l’ouvert Ue par le flot,
Ve =
⋃
y∈Ue
TX(y),
est un voisinage ouvert dans Do du ferme´ de Zariski
Ze = {y ∈ X
′
σ | pe(y) = 0}.
Pour f ∈ Eσ \ {e}, les ouverts Ve et Vf sont disjoints. De´finissons le faisceau So
sur l’ouvert Ve par
So|Ve = p
ne
e O|Ve .
D’apre`s le lemme 7.1.3, la partie
U = Do \

 ⋃
σ∈Σo,e∈Eσ
Ze


est ouverte. Nous y de´finissons le faisceau So par
So|U = O|U .
On ve´rifie sans peine que cette de´finition est cohe´rente avec les pre´ce´dentes et
que le faisceau S0 ainsi construit est un sous-faisceau inversible de O|Do .
The´ore`me 7.1.4. — Soit o une distribution d’ordres sur D. Alors il existe une
fonction ϕ holomorphe sur Do et non nulle ve´rifiant la condition suivante : quel
que soient σ ∈ Σo et e ∈ Eσ, la fonction ϕ s’annule au point e a` un ordre
supe´rieur a` ne.
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De´monstration. — Le faisceau So construit pre´ce´demment est inversible et donc
cohe´rent. D’apre`s le the´ore`me 6.6.28, ce faisceau satisfait le the´ore`me A sur Do.
On en de´duit qu’il existe une section globale non nulle ϕ du faisceau So sur Do.
Cette fonction convient.
7.1.2. Proble`me de Cousin additif
Soient F un ensemble ferme´ et discret de points deC et (Rf )f∈F une famille de
polynoˆmes a` coefficients dans C sans terme constant. En ge´ome´trie analytique
complexe, la re´solution du proble`me de Cousin additif sur C, appele´ encore
the´ore`me de Mittag-Leffler, nous assure qu’il existe une fonction me´romorphe ϕ
sur C ve´rifiant les proprie´te´s suivantes :
i) la fonction ϕ est holomorphe sur C \ F ;
ii) pour tout point f de F , nous avons ϕ(z) −R
(
1
z−f
)
dans OC,f .
Comme pre´ce´demment, nous allons chercher a` adapter ce re´sultat pour des
fonctions me´romorphes sur le disque unite´ ouvert D. Rappelons que nous avons
introduit le faisceau des fonctions me´romorphes a` la de´finition 4.4.3. Com-
menc¸ons par une nouvelle de´finition.
De´finition 7.1.5. — Le faisceau quotient
P = M /O
est appele´ faiceau des parties principales sur X.
Par construction, nous disposons de la suite exacte courte
0→ O → M → P → 0.
Soit U un ouvert deX. La suite exacte longue de cohomologie associe´e commence
comme suit :
0→ O(U)→ M (U)→ P(U)→ H1(U,O)→ · · ·
En particulier, si le groupe H1(U,O) est nul, alors l’application canonique
M (U)→ P(U)
est surjective. Cette simple remarque permet de de´montrer le the´ore`me de
Mittag-Leffler en l’appliquant avec U = C. Nous allons adopter la meˆme de´marche
pour apporter une solution au proble`me de Cousin additif sur l’espace analy-
tique X.
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Soit σ ∈ Σ. Fixons une cloˆture alge´brique Lσ de Kˆσ. Soit x un point rigide
de Daσ . Le the´ore`me 3.3.12 assure qu’il existe un e´le´ment α(x) de Lσ tel que
l’on ait un isomorphisme
Kˆσ(α(x)) ≃ H (x)
et un voisinage U ′x du point rationnel α(x) de A
1,an
H (x) tel que le morphisme
naturel
ux : U
′
x → A
1,an
Kˆσ
induise un isomorphisme sur son image Ux. En particulier, nous avons un iso-
morphisme
vx : OA1,an
Kˆσ
,x
∼
−→ O
A
1,an
H (x)
,α(x).
De´finition 7.1.6. — Une distribution p de parties principales sur D est
la donne´e de
i) un sous-ensemble fini Σp de Σ ;
ii) pour tout σ ∈ Σp, un sous-ensemble Fσ de points rigides de Daσ ;
iii) pour tout σ ∈ Σ∆ et tout point f ∈ Fσ, un e´le´ment Rf de H (f)[T ] sans
terme constant
ve´rifiant la condition suivante : quel que soit σ ∈ Σp, l’ensemble Fσ est ferme´,
discret et ne contient pas le point 0.
Si p de´signe une distribution de parties principales sur D, nous posons
Dp = D \

 ⋃
m∈Σp∩Σf
X˜m

 .
The´ore`me 7.1.7. — Soit p une distribution de parties principales surD. Alors,
il existe une fonction ϕ me´romorphe sur Dp ve´rifiant les conditions suivantes :
i) quel que soit σ /∈ Σp, la se´rie ϕ de´finit une fonction holomorphe sur Daσ ;
ii) quel que soit σ ∈ Σp la fonction ϕ de´finit une fonction me´romorphe sur
Daσ , holomorphe sur le comple´mentaire de Fσ ;
iii) quel que soient σ ∈ Σp et f ∈ Fσ, nous avons
vf
∗ϕ−Rf
(
1
T − α(f)
)
∈ O
A
1,an
H (f)
,α(f)
;
iv) ϕ ∈
(
A
[
1
Σp
]
[[T ]]
)
∩ ODaσ ,0.
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De´monstration. — Nous allons associer a` la distribution de parties principales p
une section sp du faisceau P surDp. Soit σ ∈ Σp. Pour chaque e´le´ment f de Fσ,
nous avons de´fini pre´ce´demment un voisinage ouvert Uf du point f dans Daσ .
Puisque la partie Fσ est discre`te et ne contient pas 0, quitte a` restreindre ces
ouverts, nous pouvons supposer qu’ils sont deux a` deux disjoints et e´vitent le
point 0. Soit f ∈ Fσ . En utilisant les propositions 2.5.3 et 1.3.10, on montre que
l’isomorphisme u−1f , de´fini sur Uf , se prolonge a` l’image de l’ouvert Uf par le
flot,
Vf =
⋃
y∈Uf
TX(y).
C’est un voisinage ouvert dans Dp du ferme´ de Zariski
Zf = {y ∈ X
′
σ | pf (y) = 0}.
Pour g ∈ Fσ \ {f}, les ouverts Vf et Vg sont disjoints. De´finissons la section sp
du faisceau P sur l’ouvert Vf par
sp|Vf = (u
−1
f )
∗
(
Rf
[
1
T − α(f)
])
.
D’apre`s le lemme 7.1.3, la partie
U = Dp \

 ⋃
σ∈Σp,f∈Fσ
Zf


est ouverte. Nous y de´finissons la section sp par
sp|U = 0.
On ve´rifie sans peine que cette de´finition est cohe´rente avec les pre´ce´dentes et
que nous avons bien construit ainsi une section sp de P sur l’ouvert Dp.
D’apre`s le the´ore`me 6.6.28, nous avons H1(Dp,O) = 0. On en de´duit que le
morphisme canonique
M (Dp)→ P(Dp)
est surjectif. Par conse´quent, la section sp posse`de un ante´ce´dent ϕ par ce mor-
phisme. Quel que soit σ ∈ Σ, la fonction ϕ de´finit une fonction me´romorphe
sur Daσ qui posse`de les proprie´te´s prescrites par l’e´nonce´.
Remarquons e´galement que la fonction ϕ est holomorphe au voisinage de
la section nulle de Dp. On en de´duit que le de´veloppement en 0 de ϕ est a`
coefficients dans A[1/Σp], par la proposition 3.2.14.
Sous cette forme, le re´sultat du the´ore`me peut eˆtre obtenu a` partir du re´sultat
analogue de ge´ome´trie analytique complexe et d’un argument d’approximation.
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Nous en proposons, a` pre´sent, un raffinement qui, a` notre connaissance, ne peut
se de´montrer ainsi.
The´ore`me 7.1.8. — Soient o une distribution d’ordres sur D et p une distri-
bution de parties principales sur D. Supposons que, quel que soit σ ∈ Σo∩Σp, les
ensembles Eσ et Fσ soient disjoints. Alors, il existe une fonction ϕ me´romorphe
sur D′ = Do ∩Dp ve´rifiant les conditions suivantes :
i) quel que soit σ /∈ Σp, la se´rie ϕ de´finit une fonction holomorphe sur Daσ ;
ii) quel que soit σ ∈ Σp la fonction ϕ de´finit une fonction me´romorphe sur
Daσ , holomorphe sur le comple´mentaire de Fσ ;
iii) quel que soient σ ∈ Σp et f ∈ Fσ, nous avons
vf
∗ϕ−Rf
(
1
T − α(f)
)
∈ O
A
1,an
H (f)
,α(f)
;
iv) quel que soient σ ∈ Σo et e ∈ Eσ, la fonction ϕ s’annule au point e a` un
ordre supe´rieur a` ne ;
v) ϕ ∈
(
A
[
1
Σo ∪Σp
]
[[T ]]
)
∩ ODaσ ,0.
De´monstration. — Il suffit de reprendre la preuve du the´ore`me pre´ce´dent en
l’appliquant a` d’autres faisceaux. Juste avant le the´ore`me 7.1.4, nous avons
construit un sous-faisceau So deO|Do . Construisons un sous-faisceau To deM|Do
par la meˆme me´thode. Reprenons les notations utilise´es lors de la de´finition du
faisceau So. Nous pouvons, en outre, supposer que les ouverts Ue, et donc Ve,
sont connexes. Soient σ ∈ Σo et e ∈ Eσ. Notons Se l’ensemble des e´le´ments
de O|Ve qui ne sont pas identiquement nuls sur Ze. C’est une partie multiplica-
tive de O|Ve . Nous posons
To|Ve = p
ne
e S
−1
e O|Ve .
Nous posons e´galement
To|U = M|U .
Nous avons bien construit ainsi un sous-faisceau de M|Do .
Le faisceau So s’injecte dans ce faisceau. Nous allons, a` pre´sent, construire
une section sp du faisceau quotient To/So sur l’ouvert D
′ = Do ∩ Dp. Nous
pouvons proce´der exactement comme dans la preuve du the´ore`me pre´ce´dent.
Il suffit de prendre garde a` choisir des ouverts Uf qui e´vitent les points des
ensembles Eσ.
Conside´rons la suite exacte courte
0→ So → To → To/So → 0.
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Le faisceau So est inversible et donc cohe´rent. D’apre`s le the´ore`me 6.6.28, nous
avons donc H1(D′,So) = 0. On en de´duit que le morphisme canonique
T (D′)→ (To/So)(D
′)
est surjectif. Par conse´quent, la section sp posse`de un ante´ce´dent ϕ par ce mor-
phisme. Cette fonction posse`de les proprie´te´s requises.
Nous donnerons a` la fin de la partie suivante (cf. corollaire 7.1.10) une in-
terpre´tation en termes de se´ries de ce the´ore`me.
7.1.3. The´ore`me de Poincare´
Dans la ligne´e des proble`mes de Cousin, le the´ore`me de Poincare´ sur C nous
assure que toute fonction me´romorphe s’e´crit globalement comme un quotient
de deux fonctions holomorphes. Ici encore, les techniques des espaces de Stein
s’ave`reront utiles.
The´ore`me 7.1.9. — Soit M une partie connexe et de Stein de la droite X.
L’anneau O(M) est inte`gre et le morphisme naturel
Frac(O(M))→ M (M)
est un isomorphisme.
De´monstration. — Le corollaire 4.4.5 assure donc que l’anneau O(M) est inte`gre.
Il suffit de de´montrer que le morphisme naturel
Frac(O(M)) → M (M)
est surjectif. Soit h un e´le´ment de M (M). Le faisceau de OM -modules OM∩hOM
est cohe´rent. Puisque la fonction nulle appartient e´videmment a` l’image du
morphisme pre´ce´dent, nous pouvons supposer que h n’est pas nulle. Le faisceau
OM ∩ hOM n’est alors pas nul. D’apre`s le the´ore`me A, il posse`de une section
globale non-nulle f sur M . On en de´duit le re´sultat voulu.
Ce the´ore`me nous permet, par exemple, de de´crire les fonctions me´romorphes
sur le disque ouvert de centre 0 et de rayon 1 comme quotient de fonctions
holomorphes sur ce disque. Nous allons utiliser ce re´sultat pour donner une
version explicite, c’est-a`-dire en termes de se´ries convergentes, du the´ore`me 7.1.8.
Soit σ ∈ Σ. Soient Lσ une cloˆture alge´brique de Kˆσ et Lˆσ son comple´te´
pour la valeur absolue |.|σ. Remarquons que le groupe de Galois Gal(Lσ/Kˆσ)
7.1. PROBLE`MES DE COUSIN ARITHME´TIQUES 317
agit sur Lˆσ. Pour tout e´le´ment x de Lσ, nous noterons px le polynoˆme minimal
unitaire de x sur Kˆσ. Nous noterons e´galement
L◦◦σ =
{
x ∈ Lσ
∣∣ |x|σ < 1} .
Rappelons, finalement, que l’on peut interpre´ter les fonctions holomorphes
sur A1,an
Kˆσ
comme des fonctions holomorphes sur A1,an
Lˆσ
invariantes par le groupe
de Galois Gal(Lσ/Kˆσ).
Corollaire 7.1.10. — Soit Σ∆ une partie finie de Σ. Pour σ ∈ Σ∆, soient Eσ
et Fσ deux sous-ensembles de L
◦◦
σ disjoints, ferme´s, discrets et e´vitant 0. Pour σ ∈
Σ∆ et e ∈ Eσ, soit ne un entier. Pour σ ∈ Σ∆ et f ∈ Fσ, soit Rf un polynoˆme
a` coefficients dans H (f) sans terme constant. Supposons que
i) quel que soient σ ∈ Σ∆, e ∈ Eσ et τ ∈ Gal(Lσ/Kˆσ), nous avons
τ(e) ∈ Eσ et nτ(e) = ne ;
ii) quel que soient σ ∈ Σ∆, f ∈ Fσ et τ ∈ Gal(Lσ/Kˆσ), nous avons
τ(f) ∈ Fσ et Rτ(f) = τ(Rf ).
Alors, il existe deux se´ries u, v ∈ A[1/Σ∆][[T ]] ve´rifiant les proprie´te´s suivantes :
a) quel que soit σ /∈ Σ∆, la se´rie u/v, vue comme fonction analytique sur Lˆσ,
est de´veloppable en 0 en une se´rie entie`re de rayon de convergence supe´rieur
a` 1 ;
b) quel que soit σ ∈ ΣΣ et z /∈ Fσ, la se´rie u/v, vue comme fonction analytique
sur Lˆσ, est de´veloppable en z en une se´rie entie`re de rayon de convergence
strictement positif ;
c) quel que soit σ ∈ ΣΣ et e ∈ Eσ, la se´rie u/v, vue comme fonction analytique
sur Lˆσ, s’annule en e a` un ordre supe´rieur a` ne ;
d) quel que soient σ ∈ Σ∆ et f ∈ Fσ, la se´rie u/v, vue comme fonction analy-
tique sur Lˆσ, est de´veloppable en f en une se´rie de Laurent de partie princi-
pale Rf
(
1
T−f
)
et de rayon de convergence strictement positif.
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7.2. Noethe´rianite´ d’anneaux de se´ries arithme´tiques
7.2.1. Sous-varie´te´s analytiques
Jusqu’ici, nous avons e´tudie´ les proprie´te´s de la droite analytique X ou de cer-
taines de ces parties, comme les disques et les couronnes relatifs. Il est e´galement
naturel de s’inte´resser aux ferme´s analytiques de la droite X, c’est-a`-dire aux
parties de´finies localement par l’annulation de fonctions analytiques. Nous en
proposons ici une bre`ve e´tude.
De´finition 7.2.1. — Soit U un ouvert de X. On appelle sous-varie´te´ analy-
tique de U tout espace localement annele´ de la forme
(V (I ),OU/I ),
ou` I est un faisceau d’ide´aux de type fini de OU .
Remarque 7.2.2. — Soient U un ouvert de X et I un faisceau d’ide´aux de
type fini de OU . L’espace topologique V (I ) est donc ferme´ dans U . Puisque le
faisceau OU est cohe´rent, le faisceau d’ide´aux de type fini I l’est e´galement.
Nous en de´duisons que le faisceau OU/I l’est encore.
De´finition 7.2.3. — Soient U un ouvert de X et (Z,OZ) une sous-varie´te´ ana-
lytique de U . Soit x un point de Z. On dit que la sous-varie´te´ (Z,OZ) est inte`gre
en x si l’anneau local OZ,x est inte`gre. On dit que la sous-varie´te´ (Z,OZ) est
inte`gre si elle est inte`gre en chacun de ses points.
Nous allons, a` pre´sent, de´crire les germes de sous-varie´te´s analytiques inte`gres
en un point. Soit x un point de X. Soient U un voisinage ouvert de x dans X
et I un faisceau d’ide´aux de OU tel que la sous-varie´te´ analytique
(Z,OZ) = (V (I ),OU/I )
soit inte`gre en x. L’ide´al Ix est donc un ide´al premier de OX,x. Nous allons
distinguer plusieurs cas.
Supposons tout d’abord, que l’anneau local OX,x est un corps. L’ide´al Ix ne
peut alors eˆtre que l’ide´al nul. Par le principe du prolongement analytique (cf.
the´ore`me 4.4.2), au voisinage du point x, l’ide´al I est nul et la sous-varie´te´
(Z,OZ) co¨ıncide avec (X,OX ).
Supposons, a` pre´sent, que l’anneau local OX,x est un anneau de valuation
discre`te d’uniformisante τ . L’ide´al Ix est alors soit l’ide´al nul, soit l’ide´al (τ).
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Si Ix = (0), localement, la sous-varie´te´ (Z,OZ) n’est autre que l’espace total,
comme pre´ce´demment. Supposons donc que Ix = (τ). D’apre`s 6.6.13, l’ide´al I
est localement engendre´ par τ . Distinguons de nouveau plusieurs cas.
Supposons, tout d’abord, que le point b = π(x) est un point interne de B.
Il existe σ ∈ Σ tel que ce point appartienne a` la branche σ-adique ouverte. Il
existe donc un polynoˆme P (T ) ∈ H (b)[T ] = Kσ[T ] irre´ductible et unitaire tel
que le point x soit le point de la fibre Xb de´fini par l’e´quation P (T )(x) = 0.
En outre, nous pouvons supposer que τ = P (T ). Notons V un voisinage ouvert
et connexe de b dans π(U) au-dessus duquel l’ide´al I est engendre´ par P (T ).
Nous pouvons supposer que V est contenu dans la branche σ-adique ouverte.
Alors l’application qui a` tout point c de V associe l’unique point y de la fibre Xc
de´fini par l’e´quation P (T )(y) = 0 re´alise un home´omorphisme de V sur XV ∩Z.
On en de´duit que XV ∩Z est connexe et localement connexe par arcs. En outre,
en tout point y de XV ∩Z, l’anneau local OZ,y est un corps. Par conse´quent, les
parties ouvertes et connexes de la sous-varie´te´ XV ∩ Z ve´rifient le principe du
prolongement analytique.
Supposons, a` pre´sent, que b = π(x) soit le point central a0 de B. Il existe
encore un polynoˆme P (T ) ∈ H (b)[T ] = K[T ], irre´ductible et unitaire, tel que
le point x soit le point de la fibre Xb de´fini par l’e´quation P (T )(x) = 0. Nous
pouvons e´galement supposer que τ = P (T ). Au voisinage de x, la sous-varie´te´
de´finie par l’e´quation P (T ) = 0 est un reveˆtement topologique de B, ramifie´ au
point x. Il suffit de choisir pour voisinage de x un ouvert de X sur lequel I est
engendre´ par P (T ) et qui e´vite les fibres extreˆmes X˜m correspondant a` un ide´al m
tel que le polynoˆme P (T ) ait des racines multiples dans km (il n’existe qu’un
nombre fini de tels ide´aux). Comme pre´ce´demment, il existe un voisinage W
de x dans U tel que la sous-varie´te´ W ∩Z soit connexe, localement connexe par
arcs et que ses parties ouvertes et connexes ve´rifient le principe du prolongement
analytique.
Supposons, pour finir, que b = π(x) soit un point extreˆme de B. Il existe
alors m ∈ Σf tel que b = a˜m. L’anneau local OX,x est un anneau de valuation
discre`te si, et seulement si, le point x est de type 2 ou 3. Nous pouvons alors
choisir l’uniformisante τ = πm. Par conse´quent, au voisinage du point x, la
sous-varie´te´ Z n’est autre que la fibre X˜m. De nouveau, nous en de´duisons qu’il
existe un voisinage W de x dans U tel que la sous-varie´te´ W ∩ Z soit connexe,
localement connexe par arcs et que ses parties ouvertes et connexes ve´rifient le
principe du prolongement analytique.
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Il nous reste a` traiter le cas ou` l’anneau local OX,x n’est ni un corps, ni un
anneau local. Le point x est alors ne´cessairement un point rigide d’une fibre
extreˆme : il existe m ∈ Σf et un polynoˆme irre´ductible et unitaire P (T ) ∈ km[T ]
tel que x soit l’unique point de la fibre X˜m de´fini par l’e´quation P (T )(x) =
0. L’ide´al maximal de OX,x est (πσ, P (T )). L’ide´al premier Ix peut eˆtre de
plusieurs sortes. Tout d’abord, comme dans les cas pre´ce´dents, nous pouvons
avoir Ix = (0). La sous-varie´te´ Z co¨ıncide alors localement avec l’espace X
tout entier. Si l’ide´al Ix est de hauteur 2, c’est l’ide´al maximal mx et la sous-
varie´te´ Z est, localement, re´duite au point x. Si l’ide´al Ix est de hauteur 1, alors
nous pouvons avoir Ix = (πm), auquel cas la sous-varie´te´ Z co¨ıncide localement
avec la fibre X˜m, ou bien Ix = (Q(T )), ou` Q(T ) est un polynoˆme irre´ductible
de Aˆm[T ] qui rele`ve P (T ). Dans ce dernier cas, il est encore possible de construire
une section de π qui soit un home´omorphisme d’un voisinage de a˜m dans B vers
un voisinage de x dans Z. Dans tous les cas, il existe un voisinage W de x
dans U tel que la sous-varie´te´ W ∩Z soit connexe, localement connexe par arcs
et que ses parties ouvertes et connexes ve´rifient le principe du prolongement
analytique.
A` l’aide de ces descriptions explicites, nous obtenons les re´sultats suivants.
Proposition 7.2.4. — Soit x un point de X. Soient U un voisinage ouvert
de x dans X et I un faisceau d’ide´aux de OU tel que la sous-varie´te´ analytique
(Z,OZ) = (V (I ),OU/I )
soit inte`gre en x. Alors il existe un voisinage ouvert V de x dans X tel que la
sous-varie´te´ Z ∩ V de V soit inte`gre.
Proposition 7.2.5. — Soient U un ouvert de X et (Z,OZ) une sous-varie´te´
analytique inte`gre de U . Alors Z est localement connexe par arcs et ses parties
ouvertes et connexes satisfont au principe du prolongement analytique.
7.2.2. The´ore`me de Frisch
Dans ce paragraphe, nous de´montrons que l’anneau des germes de fonctions
analytiques au voisinage de certains compacts est noethe´rien. Le premier re´sultat
de ce type a e´te´ obtenu par J. Frisch dans le cadre de la ge´ome´trie analytique
complexe (cf. [11], the´ore`me I, 9) :
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The´ore`me (J. Frisch). — Soit X une varie´te´ analytique re´elle ou complexe.
Soit K une partie compacte de X, semi-analytique et de Stein. Alors l’anneau
des fonctions analytiques au voisinage de K est noethe´rien.
De´finition 7.2.6. — Soient E une partie de X et x un point de E. La partie E
est dite morcelable au voisinage du point x si, pour tout voisinage ouvert U
de x dans X et toute sous-varie´te´ analytique Z de U inte`gre en x, il existe un
voisinage V de x dans E ∩U qui posse`de un syste`me fondamental de voisinages
ouverts dans U dont les traces sur Z sont connexes.
La partie E est dite morcelable si elle est morcelable au voisinage de chacun
de ses points.
Proposition 7.2.7. — Soit E une partie morcelable de X. Soient F un fais-
ceau cohe´rent sur E et (Fn)n∈N une suite croissante de sous-faisceaux cohe´rents
de F . Alors la suite (Fn)n∈N est localement stationnaire dans E au sens ou`,
quel que soit x ∈ E, il existe un entier n0 ∈ N et un voisinage U de x dans E
tels que
∀n ≥ n0, ∀z ∈ U, (Fn0)z
∼
−→ (Fn)z.
De´monstration. — Soit x ∈ E. Il existe n0 ∈ N tel que, quel que soit n ≥ n0,
on ait
(Fn0)x
∼
−→ (Fn)x.
Quitte a` remplacer F par F/Fn0 et Fn par Fn/Fn0 , pour n ≥ n0, puis a`
de´caler les indices, nous pouvons supposer que
(Fn)x = 0,
quel que soit n ∈ N. Puisque Fx est un module de type fini sur OX,x, il existe
un entier r ∈ N et une filtration
0 =M0 ⊂M1 ⊂ · · · ⊂M r = Fx
de Fx par des sous-modules de type fini et des ide´aux premiers p0, . . . , pr de OX,x
ve´rifiant la condition suivante : quel que soit i ∈ [[0, r − 1]], on dispose d’un
isomorphisme
M (i+1)/M (i) ≃ OX,x/pi.
Cette filtration et ces isomorphismes se prolongent au niveau des faisceaux. Il
existe une filtration de F
0 = F (0) ⊂ F (1) ⊂ · · · ⊂ F (r) = F
par des sous-faisceaux cohe´rents de´finis au voisinage de a et r sous-varie´te´s
analytiques Z0, . . . , Zr−1 de´finies au voisinage de x, inte`gres en x et ve´rifiant la
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condition suivante : quel que soit i ∈ [[0, r − 1]], on dispose d’un isomorphisme
de faisceaux
F
(i+1)/F (i) ≃ OZi .
Il nous suffit, a` pre´sent, de montrer que, pour chaque i ∈ [[0, r − 1]], la sous-
suite (Gi,n)n∈N de F
(i)/F (i+1) ≃ OZi induite par (Fn)n∈N stationne au voisi-
nage de x dans E et meˆme au voisinage de x dans E ∩ Zi. Soit U un voisinage
ouvert de x dans X sur lequel Zi est de´finie. D’apre`s la proposition 7.2.4, nous
pouvons supposer que Zi ∩ U est une sous-varie´te´ inte`gre de U . Par hypothe`se,
la partie E de X est morcelable au voisinage du point x. Il existe donc un voi-
sinage V de x dans E ∩ U qui posse`de un syste`me fondamental de voisinages
ouverts dans X dont les intersections avec Zi sont connexes.
Soient n ∈ N et f ∈ Gi,n. Il existe un voisinage ouvert W de V dans X sur
lequel la fonction f est de´finie et tel que W ∩ Zi soit une sous-varie´te´ inte`gre
et connexe de W . Puisque (Gi,n)x = 0, la fonction f est nulle au voisinage de x
dans Zi. D’apre`s 7.2.5, W ∩ Zi ve´rifie le principe du prolongement analytique.
On en de´duit que f est nulle sur W ∩ Zi. Finalement, le faisceau Gi,n est nul
sur V ∩ Zi, et donc sur V .
Corollaire 7.2.8. — Soient E une partie de X morcelable et de Stein, F un
faisceau cohe´rent sur E et (fi)i∈I une famille de sections de F sur E. Le sous-
faisceau de F engendre´ par la famille (fi)i∈I est cohe´rent.
The´ore`me 7.2.9. — Soient E une partie compacte morcelable et de Stein de X.
L’anneau O(E) des germes de fonctions analytiques au voisinage de E est
noethe´rien.
De´monstration. — Soit (In)n∈N une suite croissante d’ide´aux de type fini deO(E).
Pour n ∈ N, notons In le faisceau d’ide´aux cohe´rents de OX engendre´ par In.
D’apre`s la proposition 7.2.7 et la compacite´ de E, il existe un rang n0 ∈ N a`
partir duquel la suite (In)n∈N stationne.
Puisque l’ide´al In0 est de type fini, il posse`de un syste`me ge´ne´rateur fini
(f1, . . . , fp), avec p ∈N et, quel que soit i ∈ [[1, p]], fi ∈ O(E). Le morphisme de
faisceaux
ϕ :
O
p
X → In0
(a1, . . . , ap) 7→ a1f1 + . . .+ apfp
est alors surjectif.
Soit n ≥ n0. Notons G le noyau du morphisme de faisceaux ϕ. C’est encore
un faisceau cohe´rent sur E. Nous disposons de la suite exacte
0→ G → Op → In → 0.
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Puisque H1(E,G ) = 0, le morphisme
O(E)p → In(E)
(a1, . . . , ap) 7→ a1f1 + . . .+ apfp
,
est surjectif. Par conse´quent, nous avons
In ⊂ In(E) = (f1, . . . , fp)O(E) ⊂ In0 .
On en de´duit que In = In0 .
7.2.3. Se´ries arithme´tiques
Dans ce paragraphe, nous appliquons le the´ore`me obtenu afin de de´montrer la
noethe´rianite´ de certains anneaux de se´ries arithme´tiques. Il est vraisemblable
que l’analogue du the´ore`me de Frisch vaut pour toute partie semi-analytique de
la droite X = A1,anA . Cependant, pour le de´montrer par la me´thode pre´sente´e
ci-dessus, il nous faudrait savoir que les parties semi-analytiques de X sont
localement connexes. Nous ne nous lancerons pas dans la de´monstration de
ce re´sultat et nous contenterons d’adapter le the´ore`me de Frisch au cas des
couronnes ferme´es au-dessus de certaines parties compactes de l’espace B.
Soit V une partie compacte et connexe de l’espace B. Soit s et t deux nombres
re´els ve´rifiant 0 ≤ s ≤ t. Posons
C = CV (s, t) = {x ∈ XV | s ≤ |T (x)| ≤ t}..
Proposition 7.2.10. — La couronnne C de X est localement connexe par arcs.
De´monstration. — Si x est un point inte´rieur a` C, le re´sultat est vrai car il l’est
pour l’espace X lui-meˆme, d’apre`s le the´ore`me 4.4.1. Nous supposerons donc,
de´sormais, que le point x est situe´ sur le bord de la couronne C. En particu-
lier, nous avons ne´cessairement |T (x)| = s ou |T (x)| = t. Nous supposerons
que |T (x)| = t. L’autre cas se traite de meˆme. Nous allons distinguer selon le
type du point x et de son projete´ π(x) sur la base.
Supposons, tout d’abord, que le point π(x) soit un point extreˆme : il existe
m ∈ Σf tel que π(x) = a˜m. Si le point x est le point ηs, alors le re´sultat provient
du corollaire 2.4.5, si t 6= 1, et de la proposition 4.3.3, si t = 1. Il faut plus
pre´cise´ment revenir a` la description explicite des sections donne´e dans la preuve
de ces propositions. Il nous reste a` traiter le cas ou` x ve´rifie |T (x)| = 1, mais
n’est pas le point η1. Un tel point appartient ne´cessairement a` l’inte´rieur de la
couronne C. En effet, il existe α˜ ∈ k˜∗
m
et u ∈ [0, 1[ tels que x = ηα˜,u. Choisissons
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un releve´ α de α˜ dans Aˆm. Soit v ∈ ]u, 1[. Alors le voisinage de x dans X de´fini
par
U =
{
y ∈ π−1(]a0, a˜m])
∣∣ |(T − α)(y)| < v}
est contenu dans C(s, 1). En effet, soient ε ∈ ]0,+∞] et y ∈ U∩Xaεm . Nous avons
|(T − α)(y)| < v < 1. Puisque |α(y)| = |α|ε
m
= 1, cela impose que |T (y)| = 1.
Lorsque le point π(x) est le point central a0 de B, le re´sultat se de´montre de
fac¸on identique.
Venons-en, a` pre´sent, au cas de la partie archime´dienne de X. Soit σ ∈ Σ∞.
Rappelons que, d’apre`s la proposition 3.4.2, l’application
ϕ :
Xaσ × ]0, 1] → X
′
σ
(x, ε) 7→ xε
est un home´omorphisme. Nous supposerons que Kσ = C. Le cas Kσ = R se
traite de meˆme. Nous avons
ϕ−1(X ′σ ∩ C(s, t)) =
{
(u, z) ∈ ]0, 1]×C
∣∣ s1/u ≤ |z| ≤ t1/u} .
Cette partie est localement connexe par arcs et il en est de meˆme de son inter-
section avec la couronne C.
Il nous reste a` traiter le cas ou` le point π(x) est de la forme aλσ, avec σ ∈ Σf
et λ ∈ ]0,+∞[. Nous pouvons supposer que λ = 1. Comme dans le cas des fibres
au-dessus d’un corps trivialement value´, il nous suffit de traiter le cas ou` x est
le point ηt de sa fibre. Nous supposerons que t ∈ ]0, 1[. Les autres cas se traitent
de meˆme. Soit U un voisinage de x dans X. Il existe un voisinage connexe par
arcs V de x dans Xaσ ∩U . Il existe β ∈ ]0, 1[ tel que, quel que soit u ∈ ]t
1/β, tβ [,
on ait ηu ∈ Xaσ ∩ V . D’apre`s la proposition 3.4.1, quitte a` augmenter β, nous
pouvons supposer que la partie
W = {xε, x ∈ Xaσ ∩ V, ε ∈ ]β, 1/β[}
est un voisinage de x dans U . La trace de W sur chaque fibre est connexe
par arcs en tant qu’intersection sur un arbre de deux parties connexes par arcs
(l’une e´tant home´omorphe a` V , l’autre e´tant une couronne). En outre, ces fibres
sont jointes par une section depuis la base : l’application qui au point aσ,ε, avec
ε ∈ ]β, 1/β[, associe le point ηt de sa fibre. On en de´duit que la trace de la
partie W sur la couronne C est connexe par arcs.
Corollaire 7.2.11. — La couronne C de X est morcelable.
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De´monstration. — Soit x un point de C. Soient U un voisinage ouvert de x
dans X et Z une sous-varie´te´ analytique de U inte`gre en x. Nous devons montrer
qu’il existe un voisinage V de x dans E∩U qui posse`de un syste`me fondamental
de voisinages ouverts dans U dont les traces sur Z sont connexes.
Supposons, tout d’abord, que Z = U au voisinage de x. Dans ce cas, la
proposition pre´ce´dente nous permet de conclure. Si, maintenant, Z est une sous-
varie´te´ analytique stricte de U , nous en connaissons pre´cise´ment la forme graˆce
aux descriptions donne´es dans la partie 7.2.1. En particulier, au voisinage du
point x, la sous-varie´te´ Z est soit un point, soit home´omorphe a` un intervalle,
soit une fibre extreˆme. Le re´sultat est imme´diat dans chacun de ces cas.
The´ore`me 7.2.12. — L’anneau O(C) des germes de fonctions analytiques au
voisinage de la couronne C de X est noethe´rien.
De´monstration. — Une telle partie est morcelable en vertu du corollaire pre´ce´-
dent. Nous savons e´galement qu’elle est de Stein, d’apre`s le the´ore`me 6.5.6. Le
the´ore`me 7.2.9 nous permet donc de conclure.
Corollaire 7.2.13. — Soient Σ′ un sous-ensemble fini de Σ contenant Σ∞
et (rσ)σ∈Σ′ une famille d’e´le´ments de ]0, 1[. Il existe un e´le´ment N ∈ A
∗ tel
que ⋂
σ∈Σ′
Aσ = A
[
1
N
]
.
Le sous-anneau de K((T )) constitue´ des se´ries de la forme
∑
k≥k0
ak T
k ve´rifiant
les conditions
i) k0 ∈ Z,
ii) ∀k ≥ k0, ak ∈ A[1/N ],
iii) ∀σ ∈ Σ′, ∃r > rσ, lim
k→+∞
|ak|σ r
k = 0
est noethe´rien.
Le sous-anneau de K[[T ]] constitue´ des se´ries de la forme
∑
k≥0 ak T
k ve´rifiant
les conditions
i) ∀k ≥ 0, ak ∈ A[1/N ],
ii) ∀σ ∈ Σ′, ∃r > rσ, lim
k→+∞
|ak|σ r
k = 0
est noethe´rien.
De´monstration. — Il suffit d’appliquer le the´ore`me pre´ce´dent a` une couronne
bien choisie. Posons
t = max
σ∈Σ′
(rσ) ∈ ]0, 1[.
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Quel que soit σ ∈ Σ′, il existe εσ ∈ ]0, 1] tel que
t1/εσ = rσ.
De´finissons une partie compacte V de B par
V =
( ⋃
σ∈Σ′
[a0, a
εσ
σ ]
)
∪
( ⋃
σ/∈Σ′
Bσ
)
.
Soit s ∈ ]0, t]. D’apre`s la proposition 3.2.24, le premier anneau conside´re´ n’est
autre que l’anneau O(CV (s, t)). Il est noethe´rien, en vertu du the´ore`me pre´ce´dent.
Le second e´nonce´ s’obtient de meˆme en conside´rant le disque DV (t), au lieu
de la couronne CV (s, t).
Comme cas particulier du the´ore`me, nous retrouvons un re´sultat de D. Har-
bater (cf. [17], the´ore`me 1.8). Signalons que notre de´monstration se distingue
tre`s nettement de la sienne, qui passe par une description explicite de tous les
ide´aux premiers de l’anneau e´tudie´.
Corollaire 7.2.14. — Soit r∞ ∈ ]0, 1[. Conside´rons le sous-anneau Zr+ [[T ]]
de Z[[T ]] constitue´ des se´ries de la forme
∑
k≥0 ak T
k ve´rifiant la condition
∃r > r∞, lim
k→+∞
|ak|∞ r
k = 0.
C’est l’anneau des fonctions holomorphes au voisinage du disque de centre 0 et
de rayon r∞ de C dont le de´veloppement en se´rie entie`re en 0 est a` coefficients
entiers. L’anneau Zr+[[T ]] est noethe´rien.
De´monstration. — Il suffit d’appliquer le second re´sultat du the´ore`me pre´ce´dent
avec K = Q et Σ′ = Σ∞.
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7.3. Proble`me de Galois inverse
Nous exposons ici une application de notre the´orie au proble`me de Galois
inverse. Pre´cise´ment, nous nous proposons de de´montrer que tout groupe groupe
fini est le groupe de Galois d’une extension finie et galoisienne du corps M (D),
ou` D de´signe le disque relatif ouvert de rayon 1 centre´ en la section nulle..
Signalons que, dans le cas ou` le corps de nombres K conside´re´ n’est autre que le
corps Q, nous rede´montrons un re´sultat de D. Harbater (cf. [19], corollaire 3.8).
Nous souhaitons insister sur le fait que la de´monstration que nous proposons
est purement ge´ome´trique, ce qui la distingue de celle de D. Harbater, tre`s
alge´brique.
Nous utiliserons un proce´de´ classique : construction de reveˆtements galoisiens
cycliques, puis recollement de ces reveˆtements afin d’en obtenir un nouveau ayant
pour groupe de Galois un groupe fini prescrit. L’on trouvera une introduction
tre`s agre´able a` ces techniques dans l’article [22], ou` Q. Liu de´montre – d’apre`s
D. Harbater et en suivant une ide´e de J.-P. Serre – que, pour tout nombre
premier p, tout groupe fini est le groupe de Galois d’une extension finie et galoi-
sienne du corpsQp(T ). La mise en œuvre de ces deux e´tapes que nous proposons
nous semble particulie`rement simple, une fois connues les proprie´te´s de la droite
analytique sur un anneau d’entiers de corps de nombres. Les me´thodes uti-
lise´es par D. Harbater nous paraissent d’une difficulte´ technique bien supe´rieure
(cf. [18], proposition 2.2 pour la construction des reveˆtements cycliques et [19],
the´ore`me 3.6, dont la preuve fait appel aux re´sultats de l’article [17], pour le
recollement).
Mentionnons pour finir que nous allons en fait construire des faisceaux d’al-
ge`bres cohe´rents ayant pour groupe d’automorphismes un groupe fini prescrit.
Bien entendu, ces faisceaux sont les images directes de faisceaux structuraux de
reveˆtements ramifie´s de la droite analytique sur un anneau d’entiers de corps
de nombres et il y aurait tout inte´reˆt a` mener plutoˆt nos constructions dans ce
langage. Nous nous en abstenons uniquement parce qu’aucune re´fe´rence concer-
nant ces espaces n’est disponible. Nous indiquerons cependant en remarque les
traductions dans ce cadre ; elles sont imme´diates pour qui dispose d’une bonne
the´orie des courbes analytiques sur un anneau d’entiers de corps de nombres.
Introduisons quelques notations. Rappelons que nous notons
D = D˚(0, 1) =
{
x ∈ X
∣∣ |T (x)| < 1} .
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Pour tout e´le´ment m de Σf , nous posons
Dm = D ∩Xm,
D′
m
= Dm \X0
et D′′
m
= D′m \ X˜m.
7.3.1. Construction locale de reveˆtements cycliques
Soient V une partie de X et P un polynoˆme unitaire a` coefficients dans O(V ).
Notons n son degre´. On de´finit un pre´faisceau FP sur V en posant, pour toute
partie ouverte U de V ,
FP (U) = O(U)[S]/(P (S))
et en utilisant les morphismes de restriction induits par ceux du faisceau O.
Lemme 7.3.1. — Le pre´faisceau FP est un faisceau de OV -alge`bres cohe´rent.
De´monstration. — On constate imme´diatement que le pre´faisceau FP est un
pre´faisceau de OV -alge`bres. Il nous suffit donc de montrer que c’est un faisceau
et un faisceau de OV -modules cohe´rent. Puisque le polynoˆme P est unitaire, le
morphisme de OV -modules
OnV → F
(a0, . . . , an−1) 7→
n−1∑
i=0
ai S
i
est un isomorphisme. On en de´duit que le pre´faisceau F est un faisceau, puis
qu’il est cohe´rent, car le faisceau structural O l’est, en vertu du the´ore`me 4.5.5.
Remarque 7.3.2. — Le faisceau FP est l’image directe du faisceau structural
d’une courbe analytique sur A. Celle-ci nous est donne´e comme un reveˆtement
ramifie´, de degre´ infe´rieur a` n, de la partie V de la droite analytique A1,anA .
Nous allons, a` pre´sent, restreindre notre e´tude aux faisceaux FP pour une
classe de polynoˆmes P particuliers. Soient n un entier supe´rieur a` 1, p un nombre
premier congru a` 1 modulo n et m un ide´al maximal de l’anneau A contenant p.
Posons
Q(S) = Sn − πn
m
− T ∈ O(D′′
m
)[S].
Le re´sultat du lemme suivant donne la raison du choix des entiers n et p.
Lemme 7.3.3. — L’anneau Am contient n racines n
e`mes de l’unite´.
7.3. PROBLE`ME DE GALOIS INVERSE 331
De´monstration. — Puisque l’anneau Am contient l’anneau Zp, il suffit de mon-
trer que le polynoˆme Un−1 posse`de n racines dans Zp. Le groupe multiplicatif F
∗
p
du corps re´siduel Fp de Zp est cyclique et d’ordre p− 1. Puisque n divise p− 1,
le groupe F∗p contient un e´le´ment d’ordre exactement n et le polynoˆme U
n − 1
est scinde´ a` racines simples sur Fp. Le lemme de Hensel assure qu’il l’est encore
sur Zp.
Pour tout entier positif i et tout nombre rationnel k, posons
Cik =
k (k − 1) · · · (k − i+ 1)
i!
∈ Q.
Rappelons que nous avons l’e´galite´
∑
i≥0
Ci1
n
Zi


n
= 1 + Z dans Q[[Z]].
Lemme 7.3.4. — Pour tout e´le´ment x de D′
m
et tout entier positif i, nous
avons ∣∣∣Ci1
n
(x)
∣∣∣ ≤ 1.
De´monstration. — Soient x un e´le´ment de D′
m
et i un entier positif. Notons |.|x
la valeur absolue sur le corps H (x). Remarquons que l’application
Cik : Q→ Q
est polynomiale, et donc continue lorsque l’on munit le corps Q de la valeur
absolue |.|x. Nous savons que, pour tout entier l, l’e´le´ment C
i
l est entier. Il
ve´rifie donc l’ine´galite´ ∣∣Cil ∣∣x ≤ 1,
puisque la valeur absolue |.|x est ultrame´trique. En outre, le nombre premier p
ne divise pas l’entier n. Par conse´quent, le nombre rationnel 1n appartient a` Zp
et il est donc limite d’e´le´ments de Z pour la valeur absolue |.|x. On en de´duit le
re´sultat voulu.
Fixons ζ une racine primitive ne`me de l’unite´. Notons τ la permutation cy-
clique (1 2 · · · n) de l’ensemble [[1, n]]. Posons
U =
{
x ∈ D′
m
∣∣ |T (x)| < |πm(x)|n} .
Proposition 7.3.5. — Il existe un isomorphisme de OU -alge`bres
ϕ : FQ → O
n
tel que, pour tout ouvert V de U et tout e´le´ment s de F (V ), nous ayons
ϕ(ζs) = τ(ϕ(s)).
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De´monstration. — Conside´rons la fonction
f = π−n
m
T
de´finie sur X ′
m
. Pour tout e´le´ment r de ]0, 1[, conside´rons la partie Vr de D
′
m
de´finie par
Vr =
{
x ∈ D′
m
∣∣ |T (x)| ≤ r|πm(x)|n} .
Pour tout e´le´ment x de Vr et tous entiers a ≥ 0 et b ≥ a, nous avons∣∣∣∣∣
b∑
i=a
Ci1
n
(x) f(x)i
∣∣∣∣∣ ≤ ra.
On en de´duit que la se´rie
∑
i≥0 C
i
1
n
f i converge uniforme´ment sur Vr. Puisque
tout point de U posse`de un voisinage de la forme Vr, pour un certain e´le´ment r
de ]0, 1[, la se´rie
∑
i≥0 C
i
1
n
f i de´finit une fonction g sur U . Cette fonction ve´rifie
l’e´galite´
gn = 1 + f = 1 + π−n
m
T dans O(U).
On en de´duit que nous avons l’e´galite´
Q(S) = Sn − πn
m
− T =
n∏
j=0
(S − πm ζ
j g) dans O(U)[S].
Par conse´quent, le morphisme
FQ → O
n
F (S) 7→
(
F (πm g), F (πm ζ
−1 g), . . . , F (πm ζ
−(n−1) g)
)
est un isomorphisme. On ve´rifie imme´diatement qu’il satisfait la condition re-
quise.
Remarque 7.3.6. — La premie`re partie du re´sultat signifie que le reveˆtement
associe´ au faisceau FQ est trivial au-dessus de l’ouvert U . La seconde assure
que le groupe 〈ζ〉 ≃ Z/nZ agit sur le reveˆtement par une permutation cyclique
des feuillets du lieu trivial.
Lemme 7.3.7. — Le polynoˆme Q(S) = Sn − πn
m
− T est irre´ductible sur le
corps Frac(O(D′′
m
)). En particulier, l’anneau FQ(D
′′
m
) est inte`gre.
De´monstration. — Notons x le point 0 de la fibre extreˆme X˜m. D’apre`s le co-
rollaire 3.2.5, l’anneau local en ce point est isomorphe a` l’anneau Aˆm[[T ]]. Re-
marquons que le polynoˆme Q(S) est irre´ductible sur le corps Kˆm((T )). En effet,
il n’y a aucune racine, pour des raisons de valuation T -adique, est se´parable et
le groupe de Galois de son extension de de´composition agit transitivement sur
ses racines.
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D’apre`s le principe du prolongement analytique (cf. the´ore`me 4.4.2), le mor-
phisme naturelO(D′′
m
)→ OX,x est injectif. Par conse´quent, le corps Frac(O(D
′′
m))
est un sous-corps de Frac(OX,x), et donc de Kˆm((T )). On en de´duit que le po-
lynoˆme Q(S) est irre´ductible sur le corps Frac(O(D′′
m
)).
Puisque le polynoˆme Q(S) est unitaire, l’unicite´ de la division euclidienne
assure que le morphisme
O(D′′
m
)[S]/(Q(S)) → Frac(O(D′′
m
))[S]/(Q(S))
est injectif. Puisque l’anneau au but est inte`gre, celui a` la source, qui n’est autre
que l’anneau FQ(D
′′
m
), l’est e´galement.
Remarque 7.3.8. — Ce re´sultat signifie que la courbe associe´e au faisceau FQ
est inte`gre, c’est-a`-dire re´duite et irre´ductible.
Nous pouvons eˆtre encore plus pre´cis.
Lemme 7.3.9. — Soient x un point de U et i un e´le´ment de [[1, n]]. Le mor-
phisme
ρ : FQ(D
′′
m
)→ Fx
ϕx
−→
∼
O
n
X,x
pi−→ OX,x,
ou` pi est la projection sur le i
e`me facteur, est injectif.
De´monstration. — Soit s un e´le´ment de l’anneau FQ(D
′′
m
) = O(D′′
m
)/(Q(S))
dont l’image par le morphisme ρ est nulle. Choisissons un e´le´ment F (S) de
O(D′′
m
)[S] qui repre´sente la section s. Reprenons les notations de la preuve de
la proposition 7.3.5. Par hypothe`se, nous avons
R(πm ζ
−i g) = 0 dans OX,x.
Pour montrer que l’e´le´ment s est nul, il suffit de montrer que le polynoˆme Q(S)
est le polynoˆme minimal de l’e´le´ment πm ζ
−i g sur le corps Frac(O(D′′
m
)). C’est
bien le cas, puisque le lemme pre´ce´dent assure que le polynoˆme Q est irre´ductible
sur le corps Frac(O(D′′
m
)).
Remarque 7.3.10. — Ce re´sultat est une sorte de principe du prolongement
analytique sur la courbe associe´e au faisceau FQ : si une fonction holomorphe
sur la courbe est nulle au voisinage d’un point de l’un des feuillets du reveˆtement,
alors elle est nulle partout. On attend que ce principe vaille pour toute courbe
irre´ductible.
Terminons par un re´sultat topologique.
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Lemme 7.3.11. — La partie
F = D′′
m
\ U =
{
x ∈ D′′
m
∣∣ |T (x)| ≥ |πm(x)|n}
est ferme´e dans le disque D.
De´monstration. — Il suffit de montrer que F est ferme´e dans Dm puisque cette
dernie`re partie est elle-meˆme ferme´e dans D. En d’autres termes, nous souhai-
tons montrer que la partie
V = U ∪ (D ∩X0)
est ouverte dansDm. Puisque U est une partie ouverte deDm, il suffit de montrer
que V est voisinage dans Dm de chacun des points de D ∩X0.
Soit x un point de D ∩ X0. Posons r = |T (x)|. C’est un e´le´ment de l’inter-
valle ]0, 1[. Soient s un e´le´ment de ]r, 1[ et ε un e´le´ment de ]0, 1[ tels que l’on ait
|πm|
nε
m
> s. La partie {
y ∈ π−1([a0, a
ε
m
[)
∣∣ |T (y)| < s}
est un voisinage ouvert du point x dans Dm qui est contenu dans V .
7.3.2. Recollement
Soit G un groupe fini. Notons n son ordre et g1, . . . , gn ses e´le´ments. Chacun
de ces e´le´ments engendre un sous-groupe cyclique de G. Nous allons construire,
par la me´thode mise en place au nume´ro pre´ce´dent, un reveˆtement galoisien
cyclique associe´ a` chacun des e´le´ments du groupe G. Il ne nous restera plus
ensuite qu’a` les recoller convenablement.
En termes ge´ome´triques, nous allons recoller les reveˆtements au-dessus de leur
lieu de trivialite´ en tenant compte des relations entre les e´le´ments du groupe G.
Ce proce´de´ est simple et naturel et l’on ne doit pas se laisser rebuter par la
technicite´ apparente de la construction qui suit.
Soit i un e´le´ment de [[1, n]]. Notons ni l’ordre de l’e´le´ment gi dans le groupe G.
C’est un diviseur de n et nous noterons di le quotient. Soient pi un nombre pre-
mier congru a` 1 modulo ni et mi un ide´al maximal de l’anneau A qui contient pi.
Soit ζi une racine primitive n
e`me
i de l’unite´ dans Aˆmi . Notons Fi le faisceau
FSni−π
ni
mi
−T sur D
′′
mi
et Gi le faisceau F
di
i . Posons
Ui =
{
x ∈ D′′
mi
∣∣ |T (x)| < |πmi(x)|ni} et Fi = D′′mi \ Ui.
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Notons τi la permutation cyclique (1 2 · · · ni) de l’ensemble [[1, ni]]. D’apre`s la
proposition 7.3.5, il existe un isomorphisme de OUi-alge`bres
ϕi : Fi
∼
−→ Oni
qui ve´rifie la condition suivante : pour tout ouvert V de Ui et toute section s
de Fi sur V , nous ayons
ϕi(ζi s) = τi(ϕi(s)).
Choisissons des e´le´ments ai,0, . . . , ai,di−1 de [[1, n]] de sorte que tout e´le´ment du
quotient G/〈gi〉 posse`de un repre´sentant et un seul parmi les e´le´ments gai,0 , . . . , gai,di−1 .
Notons σi la permutation de l’ensemble [[1, n]] telle que
∀u ∈ [[0, di − 1]], ∀v ∈ [[1, ni]], gai,u g
v−1
i = gσi(uni+v).
D’apre`s le lemme 7.3.11, pour tout e´le´ment i de [[1, n]], la partie Fi est ferme´e
dans D. De´finissons une partie ouverte de D par
U0 = D \
⋃
1≤i≤n
Fi.
Notons G0 le faisceau O
n sur U0.
Lemme 7.3.12. — L’ouvert U0 de la droite X est connexe.
De´monstration. — Notons Σ0 = {m1, . . . ,mn}. Par de´finition, nous avons
U0 =
⋃
1≤i≤n
{
x ∈ D′′
mi
∣∣ |T (x)| < |πmi(x)|} ∪ ⋃
σ∈Σ\Σ0
Bσ.
La projection de cette partie est
B0 = B \
⋃
1≤i≤n
{a˜mi},
qui est connexe. En outre, la section nulle de´finie une section continue de l’appli-
cation π : U0 → B0 et, pour tout e´le´ment b de B0, la partie Xb∩U0 est connexe.
On en de´duit que la partie U0 est connexe.
La famille (U0,D
′′
m1
, . . . ,D′′
mn
) de´finit un recouvrement ouvert du disque D.
Les seules intersections de deux e´le´ments de cette famille a` n’eˆtre pas vides sont
celles de la forme D′′
mi
∩D′′
mi
, pour i ∈ [[0, n]], et D′′
mi
∩U0 = Ui, pour i ∈ [[1, n]].
Pour de´finir un faisceau d’alge`bres G en recollant les faisceaux G0, . . . ,Gn, il
nous suffit de choisir un isomorphisme de O-alge`bres entre Gi et G0 au-dessus
de l’ouvert Ui, pour tout e´le´ment i de [[1, n]]. Nous utiliserons l’isomorphisme
ψi : Gi
(ϕi,...,ϕi)
−−−−−−→
∼
O
n σ
−1
i−−→
∼
O
n = G0.
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Remarquons que le faisceau G est cohe´rent, car nous l’avons construit en recol-
lant des faisceaux cohe´rents (cf. lemme 7.3.1).
Proposition 7.3.13. — Il existe un morphisme de groupes injectif du groupe G
dans le groupe des automorphismes de O-alge`bres du faisceau G .
De´monstration. — Soit h un e´le´ment du groupe G. Notons αh la permutation
de l’ensemble [[1, n]] telle que
∀j ∈ [[1, n]], hgj = gαh(j).
On de´finit a` l’aide de cette permutation un automorphisme de OU0-alge`bres µh
de G0 :
µh : G0 = O
n αh−→
∼
O
n = G0.
Soit i un e´le´ment de [[1, n]]. Notons βh la permutation de l’ensemble [[0, di − 1]]
telle que
∀u ∈ [[0, di − 1]], hgai,u = gai,βh(u) dans G/〈gi〉.
Notons β′h la permutation de l’ensemble [[1, di]] de´finie par
∀u ∈ [[1, di]], β
′
h(u) = βh(u− 1) + 1.
Elle induit un automorphisme de OUi-alge`bres de Gi :
Gi = F
di
i
β′h−→
∼
F
di
i = Gi.
Soit u un e´le´ment de [[0, di − 1]]. Il existe un e´le´ment mi,u de [[0, ni − 1]] tel que
hgai,u = gai,βh(u) g
mi,u
i dans G.
On de´finit alors un automorphisme γh de OUi-alge`bres de Gi :
Gi = F
di
i
(ϕ
mi,1
i ,...,ϕ
mi,di
i )−−−−−−−−−−−→
∼
F
di
i = Gi.
Un simple calcul montre qu’au-dessus de l’ouvert Ui, les automorphismes µh
et γh ◦ β
′
h de G co¨ıncident.
Nous avons donc construit une application
µ :
G → AutO(G )
h 7→ µh
.
Montrons que c’est un morphisme de groupes. Soient h1 et h2 deux e´le´ments
de G. Pour tout e´le´ment j de [[1, n]], nous avons
gαh1h2 (j)
= h1h2gj
= h1gαh2 (j)
= gαh1 (αh2 (j))
.
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Par conse´quent, nous avons αh1h2 = αh1 ◦ αh2 et donc µh1h2 = µh1 ◦ µh2 . Par
conse´quent, l’application µ est un morphisme de groupes.
Montrons finalement que le morphisme µ est injectif. Soient h1 et h2 deux
e´le´ments de G tels que αh1 = αh2 . Nous avons alors
h1g1 = gαh1 (1)
= gαh2 (1)
= h2g1.
On en de´duit que h1 = h2. Par conse´quent, le morphisme µ est injectif.
Remarque 7.3.14. — Il n’est gue`re difficile de montrer que le morphisme µ
construit pre´ce´demment est en fait un isomorphisme de groupes.
Corollaire 7.3.15. — Il existe un morphisme de groupes injectif du groupe G
dans le groupe des automorphismes de O(D)-alge`bres du faisceau G (D).
De´monstration. — Soient A et B deux faisceaux de OD-alge`bres cohe´rents.
Conside´rons l’application surjective
MorO(A ,B)→ MorO(D)(A (D),B(D)).
Elle est injective car les faisceaux A et B satisfont le the´ore`me A (cf. corollaire
6.6.28).
On en de´duit que le morphisme de groupes injectif
µ : G→ AutO(G )
construit pre´ce´demment induit un morphisme de groupes injectif
µD : G→ AutO(D)(G (D)).
Lemme 7.3.16. — Tout e´le´ment de G (D) annule un polynoˆme unitaire a` co-
efficients dans M (D) de degre´ infe´rieur a` n.
De´monstration. — Soit s un e´le´ment de G (D). Nous supposerons, tout d’abord,
qu’il existe un point x0 de U0 tel que toutes les coordonne´es de son image sx0
dans Gx0 = O
n
X,x0
soient distinctes. Puisque l’ouvert U0 est connexe, le prin-
cipe du prolongement analytique (cf. the´ore`me 4.4.2) assure qu’en tout point x
de U0, toutes les coordonne´es du germe sx sont distinctes. Notons a1, . . . , an les
coordonne´es de l’image de s dans G (U0) = O(U0)
n. Posons
M(Z) =
n∏
j=1
(Z − ai) ∈ O(U0)[Z].
En tout point x de U0, l’image du polynoˆme M est l’unique polynoˆme unitaire
de degre´ infe´rieur a` n a` coefficients dans Mx qui annule le germe sx.
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Pour tout e´le´ment j de [[0, n]], posons Vj = U0 ∪
⋃
1≤i≤jD
′′
mi
. Montrons, par
re´currence, que pour tout e´le´ment j de [[0, n]], il existe un polynoˆme unitaire Nj
de degre´ n a` coefficients dans M (Vj) qui annule l’e´le´ment s|Vj de G (Vj). Nous
avons de´ja` traite´ le cas j = 0. Soit maintenant un e´le´ment j de [[0, n − 1]] pour
lequel l’hypothe`se de re´currence est ve´rifie´e. Puisque l’ouvert D′′
mj+1
est connexe,
l’anneau M (D′′
mi
) est un corps, d’apre`s le corollaire 4.4.5, et tout e´le´ment de
l’anneau O(D′′
mi
)/(Snj+1 − π
nj+1
mj+1
− T ) est annule´ par un polynoˆme unitaire de
degre´ infe´rieur a` nj+1 a` coefficients dans le corps M (D
′′
mi
). On en de´duit que
l’e´le´ment s|Uj+1 de G (D
′′
mi
) est annule´ par un polynoˆme unitaire Mj+1 de degre´
infe´rieur a` n a` coefficients dans le corps M (D′′
mi
). Soit x un e´le´ment de D′′
mi
∩
U0 = Uj+1. Nous avons de´montre´ qu’il existe un unique polynoˆme unitaire de
degre´ infe´rieur a` n a` coefficients dans Mx qui annule le germe sx. On en de´duit
que les images les images des polynoˆmes Nj etMj+1 dans Mx[Z] co¨ıncident. Par
conse´quent, les images de ces polynoˆmes dans M (Uj+1)[Z] co¨ıncident. On en
de´duit que le polynoˆme Nj se prolonge en un polynoˆme unitaire Nj+1 de degre´
infe´rieur a` n a` coefficients dans M (Vj+1) qui annule l’e´le´ment s|Vj+1 de G (Vj+1).
On de´duit finalement le re´sultat attendu du cas j = n.
Soit x0 un point de l’ouvert U0. La fibre du faisceau G au point x0 est iso-
morphe a` l’alge`bre OnX,x0 . D’apre`s le the´ore`me 6.6.29, le faisceau G ve´rifie le
the´ore`me A sur le disque D. On en de´duit qu’il existe un e´le´ment s0 de G (D)
dont toutes les coordonne´es de l’image dans la fibre Gx0 = O
n
X,x0
sont distinctes.
Soit s un e´le´ment de O(D). Il existe un e´le´ment λ de O(D) tel que toutes les
coordonne´es du germe de la section s1 = s+λs0 au point x0 soient distinctes. Le
raisonnement qui pre´ce`de montre qu’il existe deux polynoˆmes unitaires P0 et P1
de degre´ infe´rieur a` n a` coefficients dans M (D) qui annulent respectivement les
sections s0 et s1. D’apre`s le corollaire 4.4.5, l’anneau M (D) est un corps. On en
de´duit qu’il existe un polynoˆme unitaire P de degre´ infe´rieur a` n a` coefficients
dans M (D) qui annule la section s.
Lemme 7.3.17. — L’alge`bre G (D) est inte`gre.
De´monstration. — Remarquons, tout d’abord, que l’alge`bre G (D) n’est pas
nulle. En effet, les e´le´ments 0 et 1 sont distincts. Il nous reste a` montrer qu’elle
ne contient aucun diviseur de ze´ro.
Soient s et t deux e´le´ments de G (D) dont le produit est nul. Au-dessus de
l’ouvert U0, le faisceau G n’est autre que le faisceau O
n. D’apre`s le lemme 7.3.12
et le corollaire 4.4.5, l’anneau O(U0) est inte`gre. Par conse´quent, la premie`re
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coordonne´e de l’une des deux sections doit eˆtre nulle. Supposons que ce soit
celle de s. Notons
s = (s1, . . . , sn) dans O(U0)
n.
Nous supposons donc que s1 = 0.
Soit i un e´le´ment de [[1, n]]. Il existe un e´le´ment j de [[1, n]] tel que gj = gi g
−1
1
dans le groupe G. Notons
s = (t1, . . . , tdj ) dans Fj(D
′′
mj
)dj .
Il existe des e´le´ments u de [[0, dj − 1]] et v de [[1, nj ]] tels que
g1 = gaj,u g
v−1
j .
Par de´finition du morphisme ψj , nous avons alors
ϕj(tu+1) =


sσj(unj+1)
...
sσj(unj+nj)

 dans O(Uj)nj .
Par de´finition de σj, nous avons σj(unj+v) = 1. Par conse´quent, l’e´le´ment sσj(unj+v)
de O(Uj) est nul. Le lemme 7.3.9 assure que l’e´le´ment tu+1 de Fj(D
′′
mj
) est
e´galement nul. Nous avons choisi l’e´le´ment j de fac¸on a` avoir l’e´galite´ g1 = gi
dans G/〈gj〉. On en de´duit qu’il existe un e´le´ment w de [[1, nj ]] tel que si =
sσj(unj+w) dans O(Uj). Par conse´quent, l’e´le´ment si est nul dans O(Uj) et donc
dans O(U0), par le principe du prolongement analytique.
Nous avons montre´ que l’e´le´ment s|U0 de G0(U0) est nul. En utilisant de fac¸on
re´pe´te´e le lemme 7.3.9, on en de´duit que l’e´le´ment s de G (D) est nul. Par
conse´quent, l’alge`bre G (D) est inte`gre.
Lemme 7.3.18. — L’anneau A est alge´briquement ferme´ dans l’anneau G (D).
De´monstration. — Soit P un polynoˆme unitaire a` coefficients dans A sans ra-
cines dans A. Supposons, par l’absurde, qu’il existe une section s de G (D) qui
est racine du polynoˆme P . Notons x le point 0 de la fibre centrale X0 de l’es-
pace X. C’est un point de l’ouvert U0. Notons a la premie`re coordonne´e de
l’image du germe sx par l’isomorphisme Gx
∼
−→ OnX,x. C’est un e´le´ment de OX,x
qui ve´rifie l’e´galite´ P (a) = 0. D’apre`s le corollaire 3.2.8, l’anneau local OX,x
se plonge dans l’anneau K[[T ]]. On en de´duit que le polynoˆme P posse`de une
racine dans l’anneau K[[T ]] et donc dans le corps K. Puisque l’anneau A est
alge´briquement ferme´ dans le corps K, cette racine doit appartenir a` A. Nous
avons abouti a` une contradiction. On en de´duit le re´sultat annonce´.
Introduisons une de´finition correspondant a` cette proprie´te´.
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De´finition 7.3.19. — Une extension L du corps M (D) est dite re´gulie`re si le
corps K est alge´briquement ferme´ dans L.
Regroupons, a` pre´sent, les re´sultats obtenus.
Proposition 7.3.20. — L’extension de corps
M (D)→ Frac(G (D))
est finie de degre´ n, re´gulie`re et galoisienne de groupe de Galois G.
De´monstration. — L’extension M (D)→ Frac(G (D)) est finie et de degre´ infe´rieur
a` n d’apre`s le lemme 7.3.16. Elle est re´gulie`re d’apre`s le lemme 7.3.18. On
de´duit du corollaire 7.3.15 que le groupe G s’injecte dans le groupe des M (D)-
automorphismes du corps Frac(G (D)). Or le groupe G a pour cardinal n. On en
de´duit que l’extension M (D)→ Frac(G (D)) est exactement de degre´ n, qu’elle
est galoisienne et que son groupe de Galois est isomorphe au groupe G.
Puisque nous sommes partis d’un groupe fini G arbitraire, nous avons finale-
ment de´montre´ le re´sultat suivant.
The´ore`me 7.3.21. — Tout groupe fini est le groupe de Galois d’une extension
finie, galoisienne et re´gulie`re du corps M (D).
Pour finir, donnons une description explicite du corps M (D). Rappelons que
l’anneau A est munie de la norme ‖.‖ de´finie de la fac¸on suivante :
∀f ∈ A, ‖f‖ = max
σ:K →֒C
(|σ(f)|∞).
Proposition 7.3.22. — Notons A1− [[T ]] le sous-anneau de A[[T ]] forme´ des
se´ries ∑
k≥0
ak T
k
qui ve´rifient la condition suivante :
∀r < 1, lim
k→+∞
‖ak‖ r
k = 0.
Le morphisme naturel A[T ]→ M (D) induit un isomorphisme
Frac(A1− [[T ]])
∼
−→ M (D).
De´monstration. — D’apre`s les the´ore`mes 6.6.29 et 7.1.9, le morphisme naturel
Frac(O(D)) → M (D)
est un isomorphisme.
On montre que le morphisme A[T ]→ O(D) induit un isomorphisme
A1− [[T ]]
∼
−→ O(D)
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en e´crivant
O(D) = lim
−→
r<1
O(D(r))
et en utilisant la description explicite de l’anneau O(D(r)) fournie par le the´ore`me
3.2.14. On en de´duit le re´sultat annonce´.
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GLOSSAIRE DES NOTATIONS
Espaces analytiques
A anneau de Banach, p.4
M (A ) spectre analytique de l’anneau de Banach A , p.6
An,an
A
espace affine analytique de dimension n sur l’anneau de Banach A , p.7
px noyau de la semi-norme associe´e au point x, p.6, 7
H (x) corps re´siduel comple´te´ du point x, p.6, 7
f(x) valeur de la fonction f au point x, p.6, 7
α point rationnel, p.10
O faisceau structural, p.20
mx ide´al maximal de l’anneau local Ox, p.20
κ(x) corps re´siduel du point x, p.20
Points de la droite affine analytique au-dessus d’un corps trivialement
value´
η1 point de Gauß, associe´ a` la valeur absolue triviale, p.14
ηP,0 (pour P irre´ductible) unique point de´fini par l’e´quation P = 0, p.12
ηP,r (pour P irre´ductible et r ∈ R
∗
+ \ {1}) unique point de´fini par l’e´quation |P | = r, p.14
ηα,r (r ∈ R
∗
+ \ {1}) autre notation pour le point ηT−α,r, p.14
ηr (pour r ∈ R
∗
+ \ {1}) autre notation pour le point η0,r, p.14
α point rationnel, p.14
Points de la droite affine analytique au-dessus d’un corps ultrame´trique
complet
α point rationnel, p.14, 17
ηα,r point de Shilov du disque de centre α et de rayon r, p.15, 17
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ηr autre notation pour le point η0,r, p.16, 17
ηα,r point de type 4, p.17
ηP,0 (pour P irre´ductible) unique point de´fini par l’e´quation P = 0, p.18
Faisceaux et fonctions
K pre´faisceau des fractions rationnelles sans poˆles, p.19
O faisceau structural, p.20
B(V ) (pour V compact) comple´te´ de l’anneau K (V ) pour la norme uniforme, p.25
P faisceau des parties principales, p.312
o distribution d’ordres, p.309
p distribution de parties principales, p.313
Zr+[[T ]] se´ries a` coefficients entiers de rayon de convergence strictement supe´rieur a` r, p.327
A1− [[T ]] se´ries a` coefficients dans A de rayon de convergence supe´rieur ou e´gal a` 1, p.340
Flot
Ib, Ix intervalle de de´finition du flot, p.36
|.|εx (pour ε ∈ Ix) image d’un point par le flot, p.36
|.|0x prolongement du flot en 0, p.37
DY graphe du flot dans Y , p.38
IY (x) intervalle de de´finition du flot dans Y , p.38
TY (x) trajectoire du point x dans Y , p.38
DY (x) graphe du flot de x dans Y , p.38
Disques et couronnes
r, s, t polyrayons, p.45
k n-uplet d’entiers, p.45
sk puissance d’un polyrayon, p.45, 47
T multivariable, p.45
T k puissance d’une multivariable, p.45
s ≤ t, s < t, s ≺ t relations d’ordre entre polyrayons, p.45
max(sk, tk) maximum pour les polyrayons, p.46, 47
min(sk, tk) minimum pour les polyrayons, p.47
D(t) disque ferme´, p.45
C(s, t) couronne ferme´e, p.46, 47
DV (t) disque ferme´ au-dessus de V , p.117
D˚V (t) disque ouvert au-dessus de V , p.117
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CV (s, t) couronne ferme´e au-dessus de V , p.117
C˚V (s, t) couronne ferme´e au-dessus de V , p.117
D disque ouvert de rayon 1 de A1,anA , p.309
Daσ trace de D sur Xaσ , p.309
Dm trace de D sur Xm, p.330
D′
m
trace de D sur X ′
m
, p.330
D′′
m
trace de D sur X ′′
m
, p.330
A 〈|T | ≤ t〉 alge`bre de se´ries associe´e au disque D(t), p.45
A 〈s ≤ |T | ≤ t〉 alge`bre de se´ries associe´e a` la couronne C(s, t), p.46, 47
As comple´te´ de A 〈|T | ≤ s〉 pour la norme uniforme sur son spectre, p.225
O(V )〈|T | ≤ t〉† alge`bre de se´ries surconvergentes associe´e au disque DV (t), p.119
O(V )〈s ≤ |T | ≤ t〉† alge`bre de se´ries surconvergentes associe´e a` la couronne CV (s, t), p.122
‖.‖t norme sur l’alge`bre A 〈|T | ≤ t〉, p.45
‖.‖V,t norme sur l’alge`bre B(V )〈|T | ≤ t〉, p.53
‖.‖U,w,re´s semi-norme induite par ‖.‖U,w
sur l’anneau quotient B(U)[T ]/(G(T )), p.209
‖.‖s,t norme sur l’alge`bre A 〈s ≤ |T | ≤ t〉, p.46, 47
‖.‖V,s,t norme sur l’alge`bre B(V )〈s ≤ |T | ≤ t〉, p.67
Lb anneau local limite d’alge`bres de disques, p.53
Lb,r anneau local limite d’alge`bres de couronnes, p.67
Corps de nombres
K corps de nombres, p.88
A anneau des entiers du corps K, p.88
|.|∞ valeur absolue usuelle, p.89
|.|0 valeur absolue triviale, p.89
vp valuation p-adique, p.89
|.|p valeur absolue p-adique normalise´e par |p|p =
1
p , p.89
m ide´al maximal de A, p.90
Am localise´ de A en m, p.90
πm uniformisante de Am, p.90
km corps re´siduel de Am, p.90
Aˆm comple´te´ de Am pour la topologie m-adique, p.90
Kˆm corps des fractions de Aˆm, p.90
pm nombre premier ve´rifiant m ∩ Z = pmZ, p.90
nm degre´ de l’extension Kˆm/Qpm , p.90
|.|m valeur absolue sur K prolongeant |.|pm , p.90
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σ plongement du corps K dans C (et parfois ide´al maximal de A), p.90
Kˆσ R ou C selon que le plongement est re´el ou complexe, p.90
|.|σ valeur absolue associe´e au plongement, p.90
nσ degre´ de l’extension Kˆσ/R, p.90
r1 nombre de plongements re´els de K, p.91
r2 moitie´ du nombre de plongements complexes non re´els de K, p.91
Σf ensemble des ide´aux maximaux de A, p.91
Σ∞ ensemble des plongements complexes de K a` conjugaison pre`s, p.91
Σ re´union des deux ensembles pre´ce´dents, p.91
l(σ) 1 si σ ∈ Σf , +∞ si σ ∈ Σ∞, p.91
Spectre analytique d’un anneau d’entiers de corps de nombres
M (A), B spectre analytique de l’anneau A, p.89
M (A)σ, Bσ branche σ-adique, p.92
M (A)′σ, B
′
σ branche σ-adique ouverte, p.92
M (A)′′σ, B
′′
σ branche σ-adique semi-ouverte, p.92
a0 point associe´ a` la valeur absolue triviale sur A, p.89
am point associe´ a` la valeur absolue |.|m, p.90
aε
m
point associe´ a` la valeur absolue |.|ε
m
, p.90
a0
m
autre notation pour le point a0, p.90
a˜m point associe´ a` la valeur absolue triviale sur km, p.90
a+∞
m
autre notation pour le point a˜m, p.90
aσ point associe´ a` la valeur absolue |.|σ, p.90
aεσ point associe´ a` la valeur absolue |.|
ε
σ, p.90
a0σ autre notation pour le point a0, p.90
Espace affine analytique au-dessus d’un anneau d’entiers de corps de
nombres
An,anA espace affine analytique de dimension n au-dessus de A, p.89
X An,anA au chapitre 3, p.109
A1,anA aux chapitres 4, 6, 7 et au nume´ro 5.6, p.161, 237, 261, 308
π morphisme de projection naturel X → B, p.109
XV image re´ciproque de la partie V par le morphisme π, p.109
Xσ partie σ-adique, p.109
X ′σ partie σ-adique ouverte, p.109
X ′′σ partie σ-adique semi-ouverte, p.109
Xb fibre du morphisme π au-dessus du point b, p.109
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X0 fibre du morphisme π au-dessus du point a0, p.109
X˜m fibre du morphisme π au-dessus du point a˜m, p.109
Espaces de Stein
K−, K+ compacts, p.249
L intersection de K− et K+, p.249
M re´union de K− et K+, p.249
Ω syste`me de Banach associe´ au couple (K−,K+), p.250
K−0 , K
+
0 compacts de B, p.261
L0 intersection de K
−
0 et K
+
0 , p.261

INDEX
Ade`les, voir Corps de nombres
Alge´briquement trivial, 107
Anneau de Banach, 3
uniforme, 19
Anneau local en un point
de A1,anA , 195
de M (A), 102
de type 2
d’une fibre extreˆme, 180
de la fibre centrale, 191
de type 3
d’une fibre extreˆme, 164, 173
de la fibre centrale, 164, 176
de´ploye´, 77
de An,anA , 109–116
interne
de An,anA , 151
non-rigide de A1,anA , 164
rigide
d’une fibre extreˆme de A1,anA , 163
d’une fibre extreˆme de An,anA , 144
d’une fibre interne de A1,anA , 163
d’une fibre interne de An,anA , 145
de la fibre centrale de A1,anA , 163
de la fibre centrale de An,anA , 145
rigide de A1,an
A
, 227
Bord analytique, 105
au voisinage d’un point de M (A), 107
au voisinage d’un point de type 2 d’une
fibre extreˆme, 184
au voisinage d’un point de type 3 d’une
fibre extreˆme, 168, 174
au voisinage d’un point de´ploye´, 154
au voisinage d’un point interne
de A1,anA , 168
de An,anA , 153
au voisinage d’un point rigide
d’une fibre extreˆme de A1,anA , 168
de An,anA , 154
au voisinage d’un point de A1,anA , 197
d’une couronne, 125
de M (A ), 151
des compacts de M (A), 106–107
Bord de Shilov, voir Bord analytique
Branche σ-adique, 92
ouverte, 92
semi-ouverte, 92
Caracte`re, 4
e´quivalence, 5
Compacite´
disques, 8
lemniscates, 9
σ-compacite´, 9
Compact
de la base, 100
pro-rationnel, 28, 29
rationnel, 28, 29
spectralement convexe, 29, 225
Condition (IG), 218
sur A1,anA , 237
Condition (RG), 212
Condition (S), 225
sur A1,anA , 239
Condition (SP ), 225
Condition (U), 61
pour les points de M (A), 103
Connexite´ par arcs au voisinage d’un point
de A1,anA , 195
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de M (A), 97
de type 2 d’une fibre extreˆme, 180
de type 2 de la fibre centrale, 191
de type 3 d’une fibre extreˆme, 164, 173
de type 3 de la fibre centrale, 164, 176
de´ploye´, 77
interne, 149
non-rigide de A1,anA , 164
rigide
de A1,anA , 140
de An,anA , 141
rigide de A1,anA , 163
Corps
maximalement complet, 17
re´siduel comple´te´, 6, 7
value´, 4
Corps de nombres
ade`les, 103
formule du produit, 91
notations, 88–91
Couronne
alge`bre associe´e, 46
bord de Shilov, 125
comparaison des normes, 50
connexite´ par arcs locale, 324
de Stein, voir Espace de Stein
morcelable, 325
noethe´rianite´ de l’anneau des sections,
326
relative, 118
sections globales, 123, 126
voisinages, 118
Dimension topologique
de A1,anA , 195
de An,anA , 156
de M (A), 155
Disque, voir Couronne
alge`bre associe´e, 45
comparaison des normes, 50
connexite´ par arcs locale, 324
de Stein, voir Espace de Stein
morcelable, 325
noethe´rianite´ de l’anneau des sections,
326
relatif, 118
sections globales, 120, 126
voisinages, 118
Distribution
d’ordres, 309
de parties principales, 313
Droite affine analytique
sur A, 161–201
cohe´rence du faisceau structural, 201
dimension topologique, 195
me´trisabilite´, 195
proprie´te´s, 195
sous-varie´te´ analytique, 319–321
sur un corps trivialement value´, 12–15
sur un corps ultrame´trique, 15–18
anneaux locaux, 22
Eisenstein, voir The´ore`me d’Eisenstein
Espace affine analytique, 7–11
sur A, 109–160
dimension topologique, 156
me´trisabilite´, 155
sur un corps archime´dien, 11–12, 20
Espace analytique, 22
Espace de Stein, 246
compact, 246
compact de M (A), 267
couronne compacte d’une fibre de A1,anA ,
277
couronne compacte de A1,anA , 284, 326
couronne quelconque de A1,anA , 305, 311,
313, 337
exhaustion de Stein, voir Exhaustion
fonctions me´romorphes, 316
lemniscate de A1,anA , 305
stabilite´ par morphisme fini, 247
the´ore`me A, voir The´ore`me A
the´ore`me B, voir The´ore`me B
Exhaustion, 285
de Stein, 286
pour les couronnes de A1,anA , 298–305
sur M (A), 298
Extension imme´diate, 17
Extension re´gulie`re, 340
Faisceau
cohe´rent, 199, 330
au voisinage d’un compact, 246
sur une partie morcelable de A1,anA ,
322
de type fini, 199
des fonctions me´romorphes, voir Fonc-
tions me´romorphes
des parties principales, 312
des relations, 199
recollement de sections, 257
restriction a` une partie quelconque, 23
sections sur une partie quelconque, 22
structural, voir Faisceau structural
Faisceau structural, 20
cohe´rence sur A1,anA , 201
fermeture des modules, 296
INDEX 355
germes au voisinage d’un compact, 323
sections sur M (A), 101–102
sections sur un disque de An,anA , 120
sections sur une couronne de An,anA , 123
section sur une lemniscate de A1,anA , 241
sections sur une partie connexe deA1,anA ,
196
Fermeture des modules, 296
Fibre
centrale, 109
extreˆme, 109
interne, 109, 147–154
structure de produit, 147, 149
Flot, 37
voisinages flottants, voir Voisinages flot-
tants
Fonctions analytiques, voir Faisceau struc-
tural
Fonctions holomorphes, voir Faisceau
structural
Fonctions me´romorphes
extension galoisienne de M (D), 340
the´ore`me de Poincare´, 316
Fonctions me´romorphes surA1,anA , 195–197
Formule du produit, voir Corps de nombres
Fortement engendre´, 287
anneau de valuation discre`te, 291
corps, 291
point rationnel d’une fibre extreˆme de
A
1,an
A , 294
Fractions rationnelles sans poˆles, 19
Frisch, voir The´ore`me de Frisch
Harbater, voir The´ore`me d’Harbater
Hense´lianite´, 79–80
Isomorphisme local, 82
au voisinage d’un point de type 3
d’une fibre extreˆme, 172
de la fibre centrale, 176
au voisinage d’un point rigide
d’une fibre extreˆme, 129
d’une fibre interne, 132
de la fibre centrale, 133
de An,anA , 143
Lemme
de Cartan, 254
de Cousin, voir Syste`me de Cousin
Me´trisabilite´, voir Espace affine analytique
Mittag-Leffler, voir The´ore`me de Mittag-
Leffler
Morcelable, 322
couronne, 325
Morphisme borne´, 3, 286
Morphisme fini
applications aux espaces de Stein, 247
au sens topologique, 205–206, 215, 231
au-dessus de A, 237–241
endomorphisme d’une droite, 231–235
hypersurface d’une droite, 215–223
image directe du faisceau structural,
221–223, 234–235
Noethe´rianite´
d’anneaux de se´ries arithme´tiques, 326
des anneaux de sections sur un compact
de A1,anA , 323
des anneaux de sections sur une cou-
ronne de A1,anA , 326
des anneaux locaux, voir Anneau local
en un point
Norme
d’anneau, 3
spectrale, 19
sur un anneau d’entiers de corps de
nombres, 89
uniforme, 19, 213
Ordre d’annulation en un point rigide, 309
Ouverture au voisinage d’un point
de A1,anA , 195
de type 2 d’une fibre extreˆme, 180
de type 2 de la fibre centrale, 191
de type 3 d’une fibre extreˆme, 164, 173
de type 3 de la fibre centrale, 164, 176
de´ploye´, 77
interne, 149
non-rigide de A1,anA , 164
rigide de A1,anA , 163
rigide de An,anA , 143
Partie σ-adique, 109
ouverte, 109
semi-ouverte, 109
Parties principales, 312
Poincare´, voir The´ore`me de Poincare´
Point
central, 93
de Gauß, 14, 17
de type 1, 15, 17–18, 22
de type 2, 16, 17, 22
d’une fibre extreˆme, 177–186
de la fibre centrale, 186–193
de type 3, 16, 17, 22
d’une fibre extreˆme, 171–174
de la fibre centrale, 174–176
de type 4, 17, 22
de´ploye´, 74
extreˆme, 93
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interne, 93, 109, 147–154
rationnel, 10
rigide, 11, 18, 22
d’une fibre de An,anA , 129–145
Polynoˆme distingue´, 56
Proble`me de Cousin
additif
sur A1,anA , 313, 315, 317
sur C, 312
multiplicatif
sur A1,anA , 311, 315, 317
sur un corps ultrame´trique, 309
Proble`me de Galois inverse, 329–341
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recollement, 334–341
The´ore`me d’Harbater, 340
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au voisinage d’un point de A1,anA , 195
au voisinage d’un point de M (A), 157
au voisinage d’un point de type 2
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de la fibre centrale, 193
au voisinage d’un point de type 3
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de la fibre centrale, 169, 176
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de A1,anA , 169
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pour les fonctions me´romorphes sur
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pour une sous-varie´te´ analytique inte`gre
de A1,anA , 321
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Re´sultant, 212
Semi-norme
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spectrale, 19
Se´paration, 9
Spectre analytique, 6
de A, 89–107
dimension topologique, 155
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de Cousin, 250
de Cousin-Runge, 255
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A, voir The´ore`me A
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d’Eisenstein, 117
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sur la fibre centrale de A1,anA , 274
sur une fibre extreˆme de A1,anA , 274
The´ore`me B, 246
⇒ the´ore`me A, 247
couronne compacte de A1,anA , 284
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sur la fibre centrale de A1,anA , 276
sur une fibre extreˆme de A1,anA , 276
The´ore`me de Weierstraß
division au voisinage d’un point rigide,
228
division globale, 207
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pre´paration locale, 58
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en un point de A1,anA , 197
en un point de type 2 d’une fibre
extreˆme, 184
en un point de type 3 d’une fibre
extreˆme, 168, 174
en un point extreˆme de M (A), 165
en un point rigide
d’une fibre interne de An,anA , 166
de la fibre centrale de An,anA , 166
Valeur absolue
ine´galite´ ultrame´trique relaˆche´e, 35
ultrame´trique, 12
Voisinages d’un compact, 73
couronne, 118
disque, 118
Voisinages d’un point
de type 2
INDEX 357
d’une fibre extreˆme, 179
de la fibre centrale, 189
de´ploye´, 74, 76
interne
de An,anA , 147, 149
rigide de A1,anA , 136
Voisinages flottants, 38
pour un point de type 3
d’une fibre extreˆme, 172
de la fibre centrale, 175
pour un point interne, 149
Weierstraß, voir The´ore`me de Weierstraß
