In this paper, we discuss a quality measure for an aggregation-based coarsening algorithm, named coarsening based on compatible weighted matching, which relies on the interplay between the principle of compatible relaxation and the maximum product matching in weighted graphs. The measure we propose is based on a recent general convergence analysis theory applied to the class of multigrid methods employing unsmoothed aggregation. The analysis, as well as the coarsening procedure, is purely algebraic and allows a a posteriori evaluation of the quality of the aggregates. The connection between the choice of the aggregates and the compatible relaxation principle is highlighted, confirming the consistency between available theories for designing effective coarsening procedure in purely algebraic multigrid methods and the effectiveness of the coarsening based on compatible weighted matching. We discuss general methods to obtain aggregates for which good convergence properties are achieved, as well as their application to various test cases.
Introduction
We consider here how to evaluate the quality of certain MultiGrid methods (MG) for the solution of linear systems of the form
on the finite-dimensional linear vector space V equipped with an inner product (·, ·), where A : V → V is symmetric positive definite (SPD), f ∈ V and V is the dual of V ; by the Riesz representation theorem V can be identified with V . More specifically, we focus on the class of Algebraic MultiGrid Methods (AMG) with unsmoothed aggregation (UA-AMG) [17, 20] . These can be seen as particular instances of a general stationary linear iterative method for solving (1) u m = u m−1 + B(u − Au m−1 ), m = 1, 2, . . . ; given u 0 ∈ V,
where B : V → V is a linear operator which can be interpreted as an approximate inverse of A. An AMG method, or indeed any MG, is based on the recursive use of a two-grid scheme combining the action of a smoother, i.e., a convergent iterative method, and a coarse-grid correction, which corresponds to the solution of the residual equations on a coarser grid. In completely general terms, the guiding design principle of an AMG is the optimization of the choice of coarse space for a given smoother. The most commonly used smoothers are the splitting-based methods, such as the Gauss-Seidel method and the (modified or scaled) Jacobi method. As usual in the MG context, the final objective of any analysis is to achieve uniform convergence with respect to the problem size. Unfortunately, this is a property that can normally be established only for the two-level AMG (TL-AMG); it is very rarely extended to the multilevel case when no "geometric" information on the matrix A is available. Our task is then to ensure the selection of an appropriate set of aggregates, i.e., the disjoint sets of fine grid unknowns to which the coarse grid unknowns are associated, to guarantee a fast convergence at a reasonable cost per iteration. Of the many possible ways of achieving such a result, we narrow down our investigation to the case of UA-AMG; see [3, 4] for the first works in these direction. Within this framework, we are going to exploit the unifying theory outlined in the recent review [20] to investigate and characterize the quality of the coarse spaces generated by means of the aggregation procedure introduced in [6, 9] . The latter is a technique based on the use of matching algorithms for weighted graphs [8, 15, 18] that aims to achieve a purely algebraic and automatic approach for the solution of (1), without further assumptions on the SPD system matrix and independently of any user's parameter.
The remainder of this paper is organized as follows: to begin with, in Section 2 we introduce a quality measure for a general UA-AMG in terms of the unifying theory from [20] . Then, in Section 3 we reintroduce the UA-AMG from [6, 9] and specialize the convergence theory and the quality measure for the aggregates from the previous section to this case. Section 4 is entirely devoted to the application of the theory to some standard benchmarks; specifically, we investigate how the various matching algorithms applied for obtaining the aggregates influence their quality. Section 5 shows the coherency between the quality of aggregates and the convergence ratio of a convergent smoother applied to the effective smoother space, i.e., to the complementary space to the coarse space. Section 6 summarizes conclusions.
2 Convergence theory for TL-AMG algorithms and quality measure for aggregates
The measure of the quality of the aggregates, and thus of the coarse space, for a given TL-AMG algorithm we are interested in depends both on the convergence ratio achieved by the resulting method and on the cost needed for defining and applying the multigrid hierarchy. To set the notation, and the context in which we are performing our analysis, let us briefly recall the components of a TL-AMG method, i.e.:
• a convergent smoother, R : V → V ,
• a coarse space V c ; this is either a subspace of V , or more generally a space with smaller dimension than V . It is always linked to V via a prolongation operator P : V c → V ;
• a coarse space solver, B c : V c → V c , and how these components are related to its convergence properties. We follow the approach discussed in [20] that permits to analyze the convergence properties of a multigrid algorithm in a general way. To this end, we need to introduce the inner product
together with the accompanying norm · R −1 , where R is called the symmetrized operator of R. We assume, moreover, that R is SPD, which implies that the smoother R is always convergent and such that
The restriction of (1) to the coarse space is then expressed as
where
For the sake of the analysis, the coarse space solver B c is often chosen to be the exact solver, namely B c = A −1 c , however we should distinguish between an exact TL-AMG and an inexact TL-AMG when B c is only an approximation of A −1 c . Given g ∈ V , a TL-AMG operator B, defined by the above components is described in Algorithm 1. The corresponding error propagation operator
Algorithm 1 Two-level post-smoothed MG Data A: matrix, R: convergent smoother, P : prolongator, B c : coarse solver, g: arbitrary vector in V Result Bg: preconditioned vector Coarse grid correction: w := P B c P g Post-smoothing: Bg := w + R(g − Aw)
We can now explore the connection between the TL-AMG convergence rate and selection of the coarse spaces. Let us now consider the prolongation operator P , used in representing the operator Π c . In our case P will be a piecewise constant prolongation, a very common choice. This means that the coarse grid correction computed on the residual equation will be transferred back to the fine grid by assigning the same value to all fine grid variables associated with a given coarse variable.
A common alternative to this choice is to smooth-out the prolongator P by means of a number of smoothing iteration applied to a piecewise constant tentative prolongator; this choice gives rise to the popular class of AMG algorithms with smoothed aggregation [19, 20] , but they are out of the scope of the present analysis.
We assume now that there exists a sequence of spaces V 1 , V 2 , . . . , V J , which are not necessarily subspaces of the vector space V , and that each of them is related to the original space V by a linear operator
We are moreover assuming that V can be written as a sum of subspaces as
We can then write
where Π j is the dual operator of Π j . We assume that for each j there is an operator A j : V j → V j which is symmetric positive semi-definite, and we define A W : W → W as follows:
We also assume that for each j there is a SPD operator D j : V j → V j , and define D : W → W as follows:
We associate a coarse space with each V j : V c j ⊂ V j , and consider the corresponding orthogonal projection Q j : V j → V c j with respect to (·, ·) Dj . We define Q : W → W by Q = diag(Q 1 , . . . , Q J ).
Let us assume the following relations:
• For all w ∈ W :
for some positive constant C p,2 independent of w;
• For each w ∈ V , there exists w ∈ W such that w = Π W w and
for some positive constant C p,1 independent of w;
where N (A j ) is the kernel of A j .
The above assumptions imply that if w ∈ N (A), then w ∈ N (A 1 )×. . .×N (A J ).
We define the global coarse space V c by
Furthermore, for each coarse space V c j , we define:
In the context of linear algebraic problems arising from finite elements methods, these are usually named the local Poincaré constants (see, e.g., [10, Section 1.5]); finally we define
which is finite thanks to assumption (9) . By TL-AMG convergence theory, if D j provides a convergent smoother, then
is the convergence rate for TL-AMG for V j with coarse space V c j and the following theorem holds:
Theorem 2.1. If all the previous assumptions holds, then for each v ∈ V we have the error estimate:
Then the TL-AMG with coarse space defined in (10) converges with a rate:
with c D depending on the convergent smoother, i.e.,
It is therefore natural to view the constant µ c in (12) as the convergence quality measure for the aggregates that we were looking for. We will use it in Section 3, to infer the convergence of the TL-AMG based on coarsening relying on weighted matching described in [6, 9] , as well as to evaluate the quality of the aggregates. Let us also underline that many of the convergence results for TL-AMG methods, such as the AGMG method described in [16, 17] , can be described by means of this set of tools; see, e.g., sections 12.4 and 13.1 of [20] for the application to the classical AMG and aggregation-based AMG.
Generating aggregates from matching in weighted graphs
We now adapt the theory illustrated in the previous section to analyze the construction of the coarse space by means of the coarsening based on compatible weighted matching as in [6, 9] . We look at the graph G = (V, E) associated with the sparse matrix A 1 , also known as the adjacency graph of A. This is the graph G whose set of nodes V corresponds to the row/column indices I = {1, . . . , n} of A, and whose set of edges e i →j = (i, j) ∈ E is induced by the sparsity pattern of A. To this graph we associate an edge weight matrixÂ with the following entries:
where a i,j are the entries of A and w = (w i ) n i=1 is a given vector. For such a graph, a matching M is a set of pairwise non-adjacent edges, containing no loops, i.e., no two edges share a common vertex. We call M a maximum product matching if it maximizes the product of the weights of the edges e i →j belonging it, i.e., if it maximizes the product of the entries ofÂ associated to the matched edges. We stress that for sub-optimal matching algorithms, as discussed in Section 3.2, not all nodes will be endpoints of one of the matched edges; we call such nodes unmatched. By this procedure we are choosing as V 1 , . . . , V j the spaces defined by the aggregates {A j } J j=1 for the row/column indices I denoting the matrix entries; equivalently, we are decomposing the index set as
More generally, to further reduce the dimension of the coarse space, we can perform subsequent pairwise matching steps, i.e., we can iterate times the matching procedure, acting each time on the graph G obtained by collapsing together the matched nodes from the previous step.
Let us consider the case in which a single step of pairwise aggregation is performed. We can identify two types of aggregates A j : those corresponding to pairs of matched nodes, and those corresponding to the unmatched nodes. It follows that the spaces V j in (5) 
The next step in the construction is the definition of the global prolongation matrix P by means of the operators Π j : V j → V , for j = 1, . . . , J, in (5). If we denote by n p = |M| the cardinality of the graph matching M, i.e., the number of matched edges, and by n s the number of unmatched edges, we can identify for each edge e i →j ∈ M the vectors w ei →j = 1
then the Π j associated to these aggregates are
and the corresponding columns of the projection matrix are given bỹ
Remark 3.1. The vectors in (15) are by construction D-orthogonal with respect to the local matrix
To complete the construction of the prolongation matrix, we also need to fix an ordering for the unmatched n s = n c −n p = J −n p nodes. The local projector Π j is again the one in (16) , but we apply it to the scalars w k/|w k |, k = 1, . . . , n s , thus obtaining the remaining columns of the prolongation matrix
In an expanded form, the resulting prolongation matrix can then be expressed as
that permits also to express the global coarse space as the space generated by the columns of P , i.e., V c = span{p 1 , . . . , p J }. The matrix P we have just built is indeed a piecewise constant interpolation operator.
Selecting the weight vector
We can now use again the general theory for the convergence of a multigrid algorithm to discuss what is the optimal choice for the weight vector w, and therefore identify the optimal prolongator operator P .
In this case,
Therefore, a sensible choice would be to include in the range of P at least the first eigenvector Φ 1 ; this would be sufficient to enforce convergence, albeit possibly with a poor convergence ratio. Proposition 3.1. Using the same notation of Theorem 3.1, if the weight vector w used to define the prolongator matrix P in (17) is the Φ 1 eigenvector of T = RA then the A-norm of the error propagation matrix E 2 A is less or equal than
The range of the prolongation matrix P in (17) includes the original vector of the weights w, i.e., there exists h ∈ R nc such that P h = w. The conclusion follows immediately by a straightforward application of Theorem 3.1.
Unfortunately this is a suboptimal choice from a computational point of view. Indeed, if we do possess some a priori information on the eigenvector, then using this information could ameliorate the quality of the aggregates, and thus of the convergence of the method.
In the case where one does not possess information on the eigenvector(s), selecting the appropriate vector w may not be an easy task. To obtain a good candidate in a completely black-box manner we could exploit the smoother R to select as a weight vector an ε-smooth algebraic vector in the sense of the following:
Definition 3.1. Let R : V → V be a smoothing operator such that its symmetrization R is positive definite. Given ∈ (0, 1), we say that the vector v is
Such a vector can be obtained by performing a few iterations of the smoother on either a random choice or on the initial theoretical guess.
The last possible adaptive refinement that we are going to consider is the application of a bootstrap iteration exploiting the multigrid hierarchy itself as in in [9] . A whole hierarchy B 0 associated to an initial guess w 0 , again either a random or user-defined guess, is built in the first step of the bootstrap procedure. Then the hierarchy is used to refine the choice of vectors w by means of the iteration (2) for the homogeneous linear system, i.e.,
To build the multigrid hierarchies B p for the bootstrap iteration (18) we exploit now the vectors w r available at each rth step. We stress that, from the operative point of view, this means that if one knows at least one ε-smooth vector w to be used as w 0 , then it is possible to use it to launch the bootstrap iteration (18) and obtain hierarchies B 0 , B 1 , . . . , B m−1 , each satisfying the convergence result in Theorem 2.1, and generating, when accumulated all-together, an algorithm with improved convergence rate. Moreover, if the bootstrap iteration is launched with a random vector then the TL-AMG algorithm with bootstrap procedure can still obtain an acceptable convergence rate (see [7, 9] ).
Selecting the matching algorithm
One of the main costs in the construction of the multigrid hierarchy is represented by the computation of the maximum product matching needed to identify the aggregates. To achieve this it is useful to distinguish between two different approaches. The first approach is to compute an exact matching, i.e., a matching that achieved exactly the maximum product. The second approach computes an matching whose product value is not optimal, but is guaranteed greater or equal than 1 /2 of the maximum; this is called a 1 2 -approximate maximum product matching. Relaxing the request to obtain the exact optimum pertmits to achieve both a reduction of the construction time, as well as the possibility to perform the building phase in a parallel context with a limited amount of data exchange. For the details regarding these computational complexity aspects we refer to the discussion in [9] ; here we focus on the quality of the aggregates obtained by using the different matching algorithms.
For the first class of algorithms we employ the matching algorithm in [8] that is implemented in the HSL_MC64 routine [13] , while for the second class we refer to the 1 2 -approximation algorithm in [18] , the auction type algorithm from [2] , and the suitor algorithm in [15] , that is the one that is then applied when parallel data distribution is used; see also [1] .
Estimating the µ c constant
From an operational point of view, the usefulness of the convergence analysis in Section 2 resides in the possibility of carrying out a purely local analysis, by looking only at the restriction on the aggregates of the operators A W , and D. In the case of the pairwise aggregation based on the maximum weight matching we are discussing here, we identify such operators as the restriction of the operator A to the aggregates obtained through the matching algorithm, i.e.,
We can then write the complete matrix A as the sum of the block diagonal matrix A W and a remainder A R containing all the parts we have discarded. To proceed with the analysis we now need to make some further assumptions on the structure and properties of the matrix A. If A is SPD and strictly diagonally dominant we can slightly modify the choice in (19) to have both A W and A R positive definite, since
with bothÂ W , andÂ R SPD; on the other hand, if we only assume diagonal dominance, thenÂ R may have some zero eigenvalues. Another case in which this splitting can be obtained is the case of M-matrices. More generally, we can consider a modified split (20) of the form
for a block-diagonal matrix ∆ = blockdiag(δ 1 I, . . . , δ J I). We stress that this choice does not alter the choice for the restricted diagonal operator D in (19) , which is unchanged by the possible shift needed for the splitting (20) . Under these hypothesis we can obtain (7), (8) , and (9).
Lemma 3.1. Let the two-grid multigrid hierarchy be constructed with the prolongator P in (17) and the restricted operators (19) corrected as in (20) . Then assumptions (7), and (8) hold true with C p,1 = 1, and C p, (6) and (16) we have that for all v ∈ W
The kernel of the projected matrices A k is reduced to the zero vector since the projector P has orthogonal columns, and thus the projected matrices on W are SPD.
To prove (9) we need to fix the D j -orthogonal projector Q j : V j → V c j , in our case this is given by
that can be expressed in aggregate form as the D-orthogonal projector
To produce the convergence bound in (13) we need to bound the local Poincarè constants µ −1 j (V c j ) in (11) . Such a bound can be obtained by adopting the general strategy in [16] , and more precisely by specializing to our case [16, Theorem 3.4] .
Theorem 3.2. The exact TL-AMG with convergent smoother R, and prolongator P in (17) based on the maximum weight matching applied on a SPD matrix A has a convergence rate of
where c D is the constant in (14), µ c is defined as in (12), and the µ −1
Proof. To prove this result we need to observe that the matrices A j in the reduced spaces are of size 2 × 2, due to the pairwise nature of the matching algorithm we use. Moreover, since from Lemma 3.1, we know that N (A j ) = {0}, all such matrices are invertible. Therefore, if we let Φ i , i = 1, 2, be the eigenvectors associated with the two eigenvalues λ i (D −1 j A j ), i = 1, 2, to provide the inequalities we need we set
Let us observe that the first condition means that Φ 2 is D j -orthogonal to the vector w ej defining the local prolongator, that is Φ 2 = αw ⊥ ej , α ∈ R, and w ⊥ ej the vector defined in (15) , and that, moreover, Q jṽj = 0. We can then useṽ j to bound the µ −1 j (V c j ) coefficient from below as
, on the other hand, the bound from above follows easily from
.
In the case in which the local w ei→j = Φ 1 , then we can express
The Theory at work
To highlight the results in Theorem 3. 
We focus on a 2D example so that we can graphically represent the different aggregates. We concentrate first on the computation of the bounds discussed in Theorem 3.2, and on the analysis of the different bounds obtained for the different choices of the matching algorithm in Section 3.2 while keeping fixed the choice of the weight vector w. Then, in a second part of the numerical examples, we devote our attention to the analysis of the quality of the aggregates for different choices of the weight vectors w, while considering also the different refinement strategies discussed in Section 3.1. The version of the BootCMatch algorithm [9] we use here for the tests is available on the repository https://github.com/bootcmatch/BootCMatch. All the plots and the eigenvalues/eigenvectors computations are then performed in Matlab v. 9.6.0.1072779 (R2019a) on the matrices exported from the C code in Matrix Market format.
Computing the µ c constants
To confirm the applicability of the theory developed in Section 3 we compute both the "true" µ c constants by solving the generalized eigenvalue problem with the D-orthogonal projector Q in (23), and the estimate obtained by means of Theorem 3.2 for three different prototypical problems obtained from different choices of the diffusion coefficient in (25). For each of these cases we consider the various matching algorithms discussed in Section 3.2 and the application of = 1, 2 steps of pairwise matching, i.e., we consider aggregates made by at most two or four fine variables. In all cases we consider the weight vector w = (1, 1, . . . , 1) T , that is suggested by the structure of the matrix. We stress that all the results obtained in the following subsections can be read alongside the numerical experiments in [9] since they complement and further explains the convergence behavior of the method discussed there.
The constant coefficient diffusion
The first case is the Laplacian with homogeneous coefficients, i.e., a(x, y) = 1, on a uniform n × n grid. This gives rise to the matrix A n 2 = I n ⊗ T n + T n ⊗ I n , T n = tridiag(−1, 2, −1),
scaled in such a way that its coefficients are independent from the dimension n 2 of the problem. We first visualize the different aggregates generated by the various matching algorithms in Figure 1 . In this case the aggregation based on the maximum product matching HSL_MC64 produces the same aggregates that can be obtained by using the standard C\F-splitting. Moreover, by (17) it is straightforward to observe that P is a scalar multiple of the one obtained by choosing w ei equal to the vector of all ones; hence, the methods produce exactly the same Q of the classical aggregation, and therefore the same bounds obtained for it in [16, Theorem 3.4] . The aggregates also match the quality of the aggregates in [14] , in which the matching strategy for the identification of the aggregates is applied directly to A and coupled with the prolongator P whose nonzero entries are all 1; see the results in Table 1 .
Concerning the usage of alternative matching methods, we see that the HSL_MC64 and the SUITOR algorithms do produce the same µ c constants and bounds, even if SUITOR is only guaranteed to reach a value of the objective function one half away from the optimal one. In general, we can observe that in the cases = 1 the same constants are reached for different aggregates. This (12) . Aggregates obtained with the weight vector w = (1, 1, . . . , 1) T , and the different matching algorithms for = 1, 2 pairwise matching steps.
suggests that reaching the maximum weight is not mandatory, and that different configurations can yield the same results in term of overall quality of the aggregates.
Diffusion with axial anisotropies
As second test case we consider having a simple spatial anisotropy oriented with the y-grid lines, i.e.,
in which we are again using a scaling that makes the matrix coefficients independent of the problem size. Intuitively, in this case we would expect the aggregates to be oriented with the anistropy, i.e., along the y-axis. If we look at the aggregates we obtain in Figure 2 we observe that the matching algorithms produce aggregates corresponding to out intuition, with the exception of the PREIS algorithm that for = 2 produces some aggregates that do not seem feasible. Indeed, if we look also at the constants µ c , and their estimates reported in Table 2 we observe that, excluding the case of the PREIS algorithm, the µ c constant behaves consistently. The failure in obtaining a bound in the case of the PREIS algorithm is due to the inability of finding a splitting of the form (21) for the given aggregates. It is interesting to compare the value of the constant for = 1 step of matching for this case with the one obtained for the case with constant coefficients in Table 1 : observe in particular that the strong directionality of the diffusion makes the pairwise aggregates much more effective. On the other hand, we observe also that switching to larger aggregates leads to a worse quality of the aggregates than in the case of isotropic problem. The other type of directional anisotropy we want to consider is the one with respect to an axis that is not aligned with a coordinate axis, i.e., we consider an anisotropy with direction θ and modulus ε resulting in the matrix A n 2 = ε sin(θ)(I n ⊗T n )+ε cos(θ)T n ⊗I n , T n = tridiag(−1, 2, −1), ε = 100, (28) always with a scaling that makes the matrix coefficients independent from the dimension of the problem. In this case the intuition, for a general angle θ, tells us that the aggregates should line up with the axis whose diffusion coefficient is relatively larger. The choice of θ = π /8 reported in Figure 3 confirms this intuition. The agreement between the various matching algorithm is also reflected in the µ c constant, as can be confirmed by looking at Table 3. If we compare  Tables 2 and 3 , we also observe that the behavior is analogous, and that the true µ c constants are only marginally worse.
Diffusion with jumps in the coefficients
The last case we consider is the case in which the diffusion coefficient is only piece-wise regular, exhibiting jumps between two values in the Ω = [0, 1] 2 domain. For these kind of problems there is some numerical evidence showcasing the efficiency of aggregation-based AMG methods [16, 17] , yet it is interesting to evaluate how a fully algebraic and unsmoothed aggregation procedure behaves. (12) . Aggregates obtained with the weight vector w = (1, 1, . . . , 1) T , and the different matching algorithms for = 1, 2 pairwise matching steps.
For our test, we consider the case a(x, y) = 3, x > 1 /2 and y > 1 /2, 1, otherwise.
We report the aggregates obtained for this test problem in Figure 4 . the quality of the attained aggregates we can look again at the µ c constant given in Table 4 . We observe that in this case the 1 2 -approximate algorithms deliver aggregates with better quality with respect to the complete matching algorithms.
Selecting the weight vector
We consider here the same test problem of the previous section, in which all the aggregates were computed by using the weight vector w = (1, 1, . . . , 1) T , and compare it with the possible different choices for the weight vector discussed in Section 3.1. In every case we compare the aggregates obtained by using as weight vector w either:
1. a random initial guess, refined by some smoother iterations, 2. the vector w = (1, 1, . . . , 1) T , refined by some smoother iterations, 3. the eigenvector associated with the smallest eigenvalue.
Then, in Section 4.2.1 we focus on the bootstrap procedure. (12) . Aggregates obtained with the weight vector w = (1, 1, . . . , 1) T , and the different matching algorithms for = 1, 2 pairwise matching steps.
Random weight. We start considering the choice of an initial random weight vector w for all the test problems in Section 3.1, and consider using as smoother for its refinement the 1 -Jacobi method; each refinement step in this case has a cost that is dominated by a diagonal scaling. We test the procedure for all the matching algorithms discussed in Section 3.2, but we visualize the attained aggregates only for SUITOR. From what we have seen in the previous section, the SUITOR matching algorithm consistently gives good results for all the problems, and is, from a computational point of view, the most suitable when looking for the parallel applicability of the AMG algorithms [9] . In Figure 5 we report the results obtained; as we can observe, a random initial guess without any refinement is a very poor choice, and we need several refinement steps to obtain constants µ c that are comparable with the ones we have seen in Section 4.1. However, we can still go below the results obtained with the theoretical guess given by the constant weight vector w = (1, 1, . . . , 1) T , at the cost of performing many refinement iterations and excluding the case of diffusion with jumping coefficients. Note also that the aggregates for which these result are obtained would have been difficult to guess.
Refined uniform weight. As we have seen from the previous set of examples, a sufficient number of refinement steps on a random weight vector w already improves the quality of the aggregates obtained trough the matching algorithms. Therefore, we expect to obtain a similar result when we start from a more reasonable guess for the weight vector. We consider the same experimental setting and only change the initial guess from a random w to the uniform vector w = (1, 1, . . . , 1) T . For this case we plot in Figure 6 the aggregates obtained with the AUCTION algorithm, which attains the best constants. What is interesting to notice in this case is that very few iterations of the smoother coupled with the AUCTION algorithm generate aggregates that are better then the ones obtained by the complete matching algorithm HSL_MC64. The cases in which directionality in the coefficient is present ends up in reproducing the expected aggregates with very few iterations.
The eigenvector weight. To complete our analysis we consider the aggregates generated by using as weight vector w the eigenvector associated with the smallest eigenvalue as in Proposition 3.1. Since this is a theoretical test, we consider only the application of the full matching algorithm HSL_MC64. We report the constants µ c obtained by this choice in with the results in Tables 1, 2, 3 and 4 we observe two different behaviors. In the case of the simpler homogeneous problem selecting the eigenvector makes for worse µ c constants when = 2 steps of pairwise aggregations are used with respect to the case in which the vector w = (1, 1, . . . , 1) T is used in Table 1 . If we look at the aggregates obtained by this choice in Figure 7a , and compare them with the one in Figure 1 , we see that the new aggregates are very far from the box aggregates obtained in that case, this causes that for certain aggregates we get an M -matrix A k
whose scaled version D k A −1 k is not a matrix with constant row sum. Therefore the relative w e k is not an eigenvector, i.e., we get a µ k constant that is intermediate between λ 1 and λ 2 , as discussed in Theorem 3.2. On the other hand, the constant vector choice always provides an irreducible and diagonally dominant M -matrix D −1 k A k , hence the vector w e k = (1, 1, 1, 1) T is the unique eigenvector associated with the smallest eigenvalue, thus we obtain a better constant. Focusing now on the other cases in Table 5 , whose aggregates are also depicted in Figure 7 , we obtain nearly the same results with the exception of the piece-wise regular coefficients in which we are able to ameliorate the attained constants; observe also that they are near the one obtained with the SUITOR algorithm and the w = (1, . . . , 1) T vector, even if the aggregates are very different.
What we can conclude from testing the usage of the eigenvector relative to the smallest eigenvalue is that, although guaranteeing the convergence due to Proposition 3.1, it can generate sub-optimal aggregates. On the other hand, either selecting a vector knowing the structure of the matrices {A k } k , as in the constant coefficient case with the w = (1, 1, . . . , 1) T vector, or refining a choice by means of the smoothing procedure, can yield better results as we have seen.
The bootstrap procedure
We have observed in the previous section, refining the weight vector by means of a standard stationary method may require a certain number of iterations, i.e., a certain number of matrix-vector products. While in some cases this may be feasible, e.g., if we plan to reuse same multigrid hierarchy for (many) different solves, in other cases we could decide to exploit this larger setup time to achieve more than the simple refinement of the weight vector w.
We have recalled in (18) how we can use the multigrid hierarchy itself to refine the choice of the weight w. The secondary effect of having built this composite solver, as discussed in [9, Section 5] , is then the possibility of using it as preconditioner for a Krylov subspace solver. Therefore, the setup cost is compensated by the tradeoff the necessity of obtaining a better weight vector w, and having an efficient preconditioner with a user's defined convergence rate.
As an application, we consider here only the case of the diffusion with jumping coefficients from Section 4.1.3. Specifically, we consider the case in which we initialize the bootstrapping procedure with the vector w obtained after five step of the stationary 1 -Jacobi method applied to the uniform, all ones vector. We perform = 2 steps of pairwise aggregation with the HSL_MC64 algorithm, and 4 bootstrap iterations. We reported the obtained aggregates, together with the µ c constants, in Figure 8 . We observe that, consistently with what was happening for the usage of the simple stationary iterative method, the reduction of the µ c constant is not monotone; see again Figures 5, and 6. Nevertheless, we get aggregates with better quality if compared with the results in Table 4 . Moreover, after the initial oscillation in quality the value of the µ c constant, as expected, seems to stabilize; however, even if the overall constant is the same, the aggregates obtained are different. It is worth noting that, when using the bootstrap procedure to produce a preconditioner, the fact that the aggregates stop improving after a certain number of steps does not necessarily imply that the convergence ratio of the product hierarchy also stops improving. Indeed, Figure 8 : Diffusion problem with piece-wise regular coefficients jumping between two values. Aggregates obtained by using the weight vector w from 4 consecutive steps of bootstrap iteration. The procedure is initialized with the vector w 0 obtained after five step of the stationary 1 -Jacobi method applied to the all one vector. the convergence ratio is guaranteed to become better for each new added component; see the analysis in [9, Section 5].
Quality of the aggregates and the compatible relaxation principle
The convergence theory from [20] we have discussed in Section 2 is not the only available approach; indeed, there exist several other measures that could be used to evaluate the convergence quality of the overall MG algorithm [5, 11, 12] . As we have discussed in Section 1, and highlighted in Sections 2, and 3, these results are all based on the design principle that tells us how to define a measure relating the subspace generated by the coarsening procedure with the subspace induced by the eigenmodes with small associated eigenvalue. Specifically, we have seen that the latter must be interpolated well to find an approximation property leading to uniform convergence; see, e.g., the optimal case described in Theorem 3.1, and the convergence result in Theorem 2.1.
To introduce the new measure for complementing the information obtained from the quality measure of the aggregates and the result in Theorem 2.1, we need to define the following 2 × 2-block factorization
where range(P f ) is the space in which the smoother should be effective; this can be used to obtain a decomposition of the whole R n since for all e ∈ R n we have e = P f e f + P e c . Exploiting the observation in Remark 3.1, we can express the matrix P f through the block factorization (29) in a straightforward way as
By this construction each relaxation scheme that is well defined for the block A f f is then a compatible relaxation, i.e., a scheme that keeps the values of the coarse variables intact, and therefore makes the smoothing and coarse correction operators work each on the appropriate subspaces.
To validate numerically this claim we then look at the convergence radius ρ(·) of the iterative method induced by the restriction of the 1 -Jacobi global smoother on the matrix A f f in (29), i.e., we look at
where M is the iteration matrix of the 1 -Jacobi global smoother for A. In Table 6 we report the value of ρ f for each combination of test problem and matching algorithm, while setting the weight vector w = (1, 1, . . . , 1) T , and the number of matching steps to = 1. If we compare the obtained constants with the ones in the columns for = 1 in the Tables 1, 2 , 3, 4, we observe that the value of the ρ f constants behaves consistently with quality measure µ c within the same experiment, while it is harder to use it to compare among the aggregates for different test cases. The above results confirm the effectiveness of the coarsening based on compatible weighted matching as a purely algebraic and automatic coarsening procedure for SPD matrices and the coherence between the convergence theories discussed in [11, 20] .
Conclusions
This paper has presented some theoretical results which complement the available computational evidence on the convergence properties of the coarsening based on compatible weighted matching. This is a purely algebraic and automatic procedure, exploiting unsmoothed aggregation for coarsening of general SPD matrices in AMG, introduced in [6, 9] . We have shown that the necessary conditions for convergence of AMG, as stated in [20] , are satisfied. Furthermore, the theory identifies a quality measure of aggregates which we used as a posteriori guideline to analyze the effectiveness of different maximum weight matching algorithms exploited in the coarsening procedure. We have applied the theory to different test cases arising from scalar elliptic PDEs, and we have shown that the good quality of the coarsening procedure is preserved in the case of using sub-optimal algorithms for computing maximum weight matching and that it appears also insensitive to anisotropy and discontinuities in the coefficients of the considered test cases.
