Given the potential X-ray radiation risk to the patient, low-dose CT has attracted a considerable interest in the medical imaging field. The current main stream low-dose CT methods include vendor-specific sinogram domain filtration and iterative reconstruction, but they need to access original raw data whose formats are not transparent to most users. Due to the difficulty of modeling the statistical characteristics in the image domain, the existing methods for directly processing reconstructed images cannot eliminate image noise very well while keeping structural details. Inspired by the idea of deep learning, here we combine the autoencoder, the deconvolution network, and shortcut connections into the residual encoder-decoder convolutional neural network (RED-CNN) for low-dose CT imaging. After patch-based training, the proposed RED-CNN achieves a competitive performance relative to the-state-of-art methods in both simulated and clinical cases. Especially, our method has been favorably evaluated in terms of noise suppression, structural preservation and lesion detection. Index Terms-Low-dose CT, deep learning, auto-encoder, convolutional, deconvolutional, residual neural network.
as sparse transforms to deal with the low-dose, few-view, limited-angle and interior CT issues, such as total variation (TV) and its variants [6] [7] [8] [9] , nonlocal means (NLM) [10] [11] [12] , dictionary learning [13] , low-rank [14] , and other techniques. Model based iterative reconstruction (MBIR) modeled the physical acquisition processes and has been equipped into some current CT scanners [15] .
Although IR methods obtained exciting results, there are two weaknesses. First, on most newer MDCT scanners, IR techniques have replaced FBP based image reconstruction techniques for enabling radiation dose reduction. However, these IR techniques are vendor-specific since the details of the scanner geometry and correction steps are not available to non-vendor personnel. Second, there are substantial computational overhead expenses and costs associated with most IR techniques. Fully model based iterative reconstruction techniques have greater radiation dose reduction potential but slow reconstruction speed and changes in image appearance limit their applications for routine CT protocols.
An alternative for LDCT is post-processing of reconstructed images, which does not rely on raw data. These techniques can be directly applied on LDCT images, and integrated into any CT system. In [16] , NLM was introduced to take advantage of the feature similarity within a large neighborhood in a reconstructed image. Inspired by the theory of sparse representation, dictionary learning [17] was adapted for LDCT, and resulted in substantially improved image quality of LDCT of the abdomen [18] . Meanwhile, Block-matching 3D (BM3D) was proved efficient for various X-ray imaging tasks [19] [20] [21] . In contradiction to the other two kinds of methods, an accurate distribution of image noise cannot be statistically determined, which prevents users from achieving the optimal tradeoff between structure preservation and noise supersession.
Recently, deep learning (DL) has generated an overwhelming enthusiasm in several imaging applications, ranging from lowlevel to high-level tasks from image denoising, deblurring and super resolution to segmentation, detection and recognition [22] . It simulates the information processing procedure by human, and can efficiently learn high-level features from pixel data through a hierarchical network framework [23] .
Several DL algorithms have been proposed for image denoising using different network models [24] [25] [26] [27] [28] [29] [30] . As the autoencoder (AE) has a great potential for image denoising, stacked sparse denoising autoencoder (SSDA) and its variant were introduced [24, 26] . Convolutional neural networks are powerful tools for feature extraction and have been applied for image denoising, deblurring and super resolution [27] [28] [29] . Burger et al. [30] analyzed the performance of multi-layer perception (MLP) to image patches and obtained competitive results to the state-of-the-art methods. Previous studies have applied DL for image analysis, such as image segmentation [31, 32] , organ classification [33] and nuclei detection [34] , but there are few reports on tomographic imaging topics.
For example, Wang et al. incorporated a DL-based regularization term into a fast MRI reconstruction framework [35] . Chen et al.
presented preliminary results with a light-weight CNN-based framework for LDCT imaging [36] . A deeper version using wavelet transform as inputs was presented last year [37] , which won the second place in the "2016 NIH-AAPM-Mayo Clinic Low Dose CT Grand Challenge." Wurfl et al. mapped the filtered back-projection (FBP) workflow to a deep CNN architecture and reduced the reconstruction error by a factor of two in the case of limited-angle tomography [38] . Also, Wang shared his perspective on machine learning to have a major impact on tomographic reconstruction [39] .
Despite the interesting results with CNN for LDCT, the potential of deep CNN has not been fully realized. Although some studies with CNN involved construction of deeper networks [40, 41] , most image denoising models had limited layers (usually 2~3 layers) since image denoising is considered as a "low-level" task for suppressing noise and artifacts while preserving structural details instead of extracting features. This is in clear contrast to high-level tasks such as recognition or detection, in which pooling and other operations are widely used to bypass many image details.
We incorporated a deconvolution network [42] and shortcut connections [40, 41] into a CNN model, which is referred to as a residual encoder-decoder convolutional neural network (RED-CNN). In the second section, the proposed network architecture is described. The third section deals with experimental evaluation and validation of the proposed model. In the final section, relevant issues are discussed, and the conclusion is drawn.
II. METHODS

A. Noise Reduction Model
Our image domain processing starts with a straightforward reconstruction from a low-dose scan, and the image denoising problem is restricted within the image domain [36] . Since the DL-based methods are independent to the statistical distribution of image noise, the LDCT problem can be simplified to the following one. (2) where f is regarded as the optimal approximation of 1   , and can be estimated using DL techniques.
B. Residual Autoencoder Network
AE was originally developed for unsupervised feature learning with noisy inputs, which is also suitable for image restoration.
In this context, CNN also demonstrated an excellent performance. However, due to its multiple down-sampling operations, some image details can be missed by CNN. For LDCT, here we propose a residual network combining AE and CNN. Rather than adopting fully connected layers for encoding and decoding in stacked autoencoder networks, we use both convolutional and deconvolutional layers in symmetry. Furthermore, different from the typical encoder-decoder structure, residual learning [42] with shortcuts is included to facilitate the operations of the convolutional and corresponding deconvolutional layers.
The overall architecture of the proposed network is shown in Fig. 1 . This network has total 10 layers, including 5 convolutional and 5 deconvolutional layers symmetrically arranged. Shortcuts are added into the network. Each layer except for the last one is followed by rectified linear units (ReLU) [43] . The details about the network are described as follows.
1) Patches extraction
DL-based methods need a huge number of samples. This requirement cannot always be met in practice, especially in clinical imaging practice. In this study, we propose to use patches from overlapping regions in the images. This strategy has been found to be effective and efficient, because the perceptual differences of local regions can be detected, and the number of samples are significantly boosted [24, 27, 28] . In our experiments, we extracted patches from LDCT and corresponding NDCT images with a fixed size from the simulated and Mayo Contest database. 
2) Stacked encoders (Feature extraction)
Unlike traditional stacked AE networks, we use a chain of fully-connected convolutional layers as the stacked encoders. The features are extracted from low-level to high-level step by step in order to preserve primary components and essential information in the extracted patches. Moreover, since the pooling layer (down-sampling) after a convolutional layer may discard important structural details, it is abandoned in our encoder. As a result, there are only two types of layers in our encoder: convolutional layers and ReLU units, and the stacked encoders () i ei C x can be formulated as (3) where N is the number of convolutional layers, i W and i b denote the weights and biases respectively,  represents the convolution operator, 0
x is the extracted patch from the input images, and ( 0) i i  x is the extracted features from the previous layers. ReLU( ) max(0, ) xx  is the activation function. After the stacked encoders, the image patches are transformed into a feature space, and the output is a feature vector N x whose size is N l .
3) Stacked decoders (Image reconstruction)
Although the pooling operation is removed, a serial of convolutions will still down-sample the input signals. Inspired by the recent results on semantic segmentation [44, 45] , deconvolutional layers are integrated into our model to play the role of upsampling, which can be seen as image reconstruction from extracted features. We also adopt a chain of fully-connected deconvolutional layers to form the stacked decoders for image reconstruction. Since the encoders and decoders should appear in pair, the convolutional and deconvolutional layers are symmetric in the proposed network. Clearly, convolution is a down-sample process, while deconvolution is an up-sample progress. To ensure the input and output of the network match exactly, the convolutional and deconvolutional layers must have equal kernel sizes. Note that the data flow of convolutional and deconvolutional layers in our framework follows the rule of "FILO" (First In Last Out). As demonstrated in Fig. 1 , the first convolution layer corresponds to the last deconvolutional layer, the last convolution layer corresponds to the first deconvolutional layer, and so on. In other words, this architecture is featured by the symmetry of paired convolution and deconvolution layers.
There are two types of layers in our decoder network: deconvolution and ReLU. Thus, the stacked decoders () i di D y can be formulated as: (4) where N is the number of deconvolutional layers, ' i W and ' i b denote the weights and biases respectively, represents the deconvolutional operator, N x  y is the output feature vector after stacked encoding, ( 0) i Ni  y is the reconstructed feature vector from the previous deconvolutional layer, and 0 y is the reconstructed patch. After stacked decoding, image patches are reconstructed from features, and can be assembled to reconstruct a denoised image.
4) Residual compensation
Different from the prior art methods [24, 25] , convolution will eliminate some image details. Although the deconvolutional layers can recover some of the details, when the network goes deeper this inverse problem becomes more ill-posed, and the accumulated loss could be quite unsatisfactory for image reconstruction. Indeed, at the stage of optimization, when the network depth increases the gradient diffusion could make the network difficult to train.
To address the above issue, inspired by deep residual learning [40, 46] we introduce a residual compensation mechanism into the proposed network. Instead of mapping the input to the output solely by the stacked layers, we adopt a residual mapping, as shown in Fig. 2 . Defining the input as I and the output as O , the residual mapping can be denoted as () F I O I , and we use stacked layers to fit this mapping. Once the residual mapping is built, we can reconstruct the original mapping as
Consequently, we transform the direct mapping problem to a residual mapping problem. There are two benefits associated with this architecture. First, it is easier to optimize the residual mapping than optimizing the direct mapping. In other words, it helps avoid the gradient vanishing during training when the network is deep. For example, it would be much easier to train an identity mapping network by pushing the residual to zero than fitting an identity mapping directly. Second, since only the residual is processed by the convolutional and deconvolutional layers, much information and details can be preserved in the output of the deconvolutional layers, which can significantly enhance the LDCT imaging performance.
5) Training
The proposed network is an end-to-end mapping from low-dose CT images to normal-dose images. Once the network is configured, the set of parameters, of the convolutional and deconvolutional layers should be estimated to build the mapping function M . The estimation can be achieved by minimizing the loss ( ; ) FD between the estimated CT images and the reference NDCT images X . Given a set of paired train patches
Y denote NDCT and LDCT image patches respectively, and is the total number of training samples. The mean squared error (MSE) is utilized as the loss function:
In this study, the loss function was optimized by Adam [47] .
III. EXPERIMENAL DESIGN AND RESULTS
A Fig. 3 . The corresponding dataset of LDCT images was produced by adding Poisson noise into the sinograms simulated from the normal-dose images. The noise level was controlled by the blank scan factor which was set to photons in the initial studies. In our simulation, Siddon's ray-driven method [48] was used to generate the projection data in fan-beam geometry. The source-to-rotation center distance was 40 cm while the detector-to-rotation center was 40 cm. The image region '' ={ , , , } Since direct processing of the entire CT image is intractable, RED-CNN was applied to image patches. Our method benefits from the patch extraction since patch-based processing represents the local details required for optimal denoising and the number of samples were greatly increased for the training purpose. Deep learning methods require a large amount of training samples, but collecting medical images is usually limited by the complicated formalities addressing multiple factors such as the patient's privacy.
In the training step, 200 normal-dose and corresponding simulated low-dose images were randomly selected as the training set.
Also, 100 image pairs were randomly selected as the testing set. Images from the patients in the training set were not in the testing set.
2) Clinial data
To evaluate the clinical performance of RED-CNN, a real clinical dataset was used, which was authorized by Mayo Clinics for "The 2016 NIH-AAPM-Mayo Clinic Low Dose CT Grand Challenge". The training set contained 3643 full and quarter dose 512×512 CT images from 10 patients [37] . The network was trained by 1mm thickness images while 3mm thickness quarter dose images were regarded as the testing set, and 3mm thickness full dose images as the standard of reference. For fairness, crossvalidation was utilized in the testing phase. While testing on CT images from each patient, the images from the other 9 patients were involved in the training phase.
3) Parameter selection
The patch size  was set to 55×55 with the sliding interval of 4 pixels. After the patch extraction, the number of training patch pairs reached 10 6 . Furthermore, three kinds of transformation operations, including rotation (by 45 degrees), flipping (vertical and horizontal) and scaling (scale factors were 2 and 0.5), were used for data augmentation. In our experiments, we evaluated several parameter combinations and finalized the parameter settings as follows. The network was trained with Caffe. The base learning rate was set to 10 -4 , and slowly decreased down to 10 -5 . The convolution and deconvolution kernels were initialized with random Gaussian distributions with zero mean and standard deviation 0.01. The kernel size of all layers was set to 5×5. All the experiments were performed with MATLAB 2015b on a PC (Intel i7 6700K CPU and 16 GB RAM). The training stage is time-consuming for traditional CPU implementation. A common way for acceleration is to work in a parallel manner. In our work, the training of RED-CNN was performed on a graphic processing unit card (GTX 1080). Although the training was done on patches, the proposed network can perform on images of arbitrary sizes. All the testing images were simply fed into the network, without decomposition.
The three metrics, including the root mean square error (RMSE), peak signal to noise ratio (PSNR) and structural similarity index measure (SSIM), were chosen for quantitative assessment of image quality.
Four different state-of-the-art methods were compared against our RED-CNN, including TV-POCS [6] , K-SVD [18] , BM3D [20] and WaveNet [37] . Dictionary learning and BM3D are two most popular image domain based denoising methods already applied for LDCT. ASD-POCS is a widely used iterative reconstruction method under the TV regularization. WaveNet is the most recently proposed CNN-based LDCT denoising method. It is considered as a modified lightweight CNN model [36] . The parameters of these competing methods were set per the suggestions from the original papers.
B. Experimental Results
1) Simulated data
Two representative slices from the testing dataset were shown in Fig. 4 , which are through the chest and abdominal regions respectively. It can be seen that the original normal-dose images from different scan protocols contained different noise levels. Fig.   5 shows our results from the chest image. In Fig. 5(a) , there was high image noise and streaking artifacts adjacent to structures with high attenuation coefficients such as bones. All applied methods suppressed image noise to various degrees. However, in Fig.   5 (b), TV-POCS suffered from a blocky effect and also smoothened some important small structures in the lungs. K-SVD and BM3D preserved more details than TV-POCS, but there were artifacts near the bones. WaveNet and RED-CNN eliminated most image noise and artifacts while preserving the structural features better than the other methods. Furthermore, RED-CNN discriminated low contrast regions the best near the soft tissue. Fig. 6 shows the zoomed parts in a region of interest (ROI). Clearly, the blood vessels in the lungs, highlighted by the blue arrow, were smoothened by TV-POCS in Fig. 6(b) . The other methods could identify these details to different extents, and the details were retained without blurring in Fig. 6(f For quantitative evaluation, four ROIs were chosen as highlighted by red dotted boxes in Fig. 5(a) . The results are in Fig. 8 . The quantitative results followed similar trends per visual inspection. The RED-CNN had the lowest RMSE and the highest PSNR/SSIM for all the ROIs. Fig. 9 presents the results from the abdominal image. Since the image quality of the original normal-dose image ( Fig. 4(b) ) is worse than the chest image ( Fig. 4(a) ), the simulated LDCT image suffered from severe deterioration and many structures cannot be distinguished in Fig. 9(a) . TV-POCS and K-SVD cannot recover the image well. The blocky effect appeared in Fig. 9(b) . BM3D eliminated most noise but the artifacts close to the spine were evident. WaveNet and RED-CNN suppressed most of the noise and artifacts but the result in Fig. 9 (e) suffered a bit from over-smoothing, which is consistent to the previous results with a lightweight CNN as reported in [36] . The red arrows indicate several noticeable structural differences between different methods. The linear high attenuation structure in the liver likely representing a contrast enhanced blood vessel was best retained by RED-CNN in figure   10 . The low attenuation pseudolesions noted in the posterior aspect of the liver on other techniques were not seen on RED-CNN.
The thin and subtle right adrenal gland was best appreciated on the RED-CNN image as well. Finally, margins of different tissues were also better delineated and retained on RED-CNN image.
The quantitative results for the whole images restored using these methods are listed in Table I . It can be seen that RED-CNN obtained the best scores on all the indexes. Table II gives the mean measurements for all the 100 images from the testing dataset. Again, it can be seen that the proposed RED-CNN model outperformed the state-of-the-art methods in terms of each of the metrics. 
2) Clinical data
Two representative slices from real clinical CT scans were chosen to evaluate the performance of the proposed RED-CNN. The results are in Figs. 11-14 . In Figs. 11 and 13 , it is clear that RED-CNN delivered the best performance in terms of both noise suppression and structure preservation. In the zoomed parts indicated by the blue box in Figs. 12 and 14 , the low-contrast liver lesions hhighlighted by the red circles, were processed using our and others' methods, and our proposed method gave the best image quality. TV-POCS and K-SVD generated some artifacts and lowered the detectability of lesions. BM3D blurred the lowcontrast lesions. Although WaveNet had a performance similar to that of our method, WaveNet smoothened the low contrast lesions in Fig. 12(f) and (g) while our RED-CNN preserved the edges of lesions very well. Meanwhile, two tiny focal low attenuation lesions were hard to detect in Fig. 13 (f) but can be noticed in Fig. 13(g) . Table III summarizes the quantitative results from the aforementioned two images. RED-CNN had the best performance in all the metrics similar to subjective of lesions.
For qualitative evaluation, 10 LDCT images with lesions and the processed images using different methods were selected for evaluation. Artifact reduction, noise suppression, contrast retention, lesion discrimination, and overall quality were included as subjective indicators on the five-point scale (1 = unacceptable and 5 = excellent). Two radiologists (R1 and R2) with 6 and 8 years of clinical experience respectively evaluated these images independently to provide their scores. The NDCT images were used as the gold standard. For each set of images, the scores were reported as means ± SDs (average scores of the two radiologists ±standard deviations). The student t test with p < 0.05 was performed. The statistical results are in Table IV . For all the five indicators, the LDCT images had the lowest scores due to their severe image quality degradation. All the LDCT methods significantly improved the scores. WaveNet and RED-CNN produced substantially higher scores than the other methods, and RED-CNN performed slightly better than WaveNet and ran significantly faster than WaveNet in both the training and testing processes.
IV. DISCUSSION
A. Deconvolutional Decoder
Different from the traditional convolutional layers, deconvolutional layers, also referred to as learnable up-sampling layers, can produce multiple outputs with a single input. This architecture has been successful in sematic segmentation [44, 45] coupled with convolutional layers. With traditional fully-connected CNNs [27, 28, 36] , some important details could be lost in the procedure of feature extraction. That is the reason why the number of layers of these CNNs are usually less than 5, for low-level tasks, such as denoising, deblurring and super resolution [24] [25] [26] [27] [28] [29] [30] . In our proposed model, we have balanced the conventional CNN layers with an equal number of deconvolutional layers, forming the network capable of up-sampling the extracted features back to the image of the original size. In our network, pooling and unpooling operations have been avoided to keep structural information in the images. We have accessed the performance of the networks with and without deconvolutional layers as shown in Fig. 15 . The data used to plot the curves were randomly selected from the NBIA dataset (average values from 40 images). In Fig. 15 , "CNN10" denotes the network only with 10 convolutional layers. It can be seen that our model with the deconvolution mechanism has performed better than the fully-convolutional convolutional counterpart. 
B. Shortcut Connection
Shortcut connection is another trick we have used to improve the structural preservation. It has been proven useful in the both high-and low-level tasks, such as image recognition [40, 41] and image restoration [46] . We have evaluated the impact of shortcuts in the proposed RED-CNN. The results are in Fig. 16 . The model with shortcuts have produced better PSNR and RMSE values.
C. Performance Robustness
In our experiments, the noise level was fixed, and the corresponding network was trained under the assumption of a uniform noise level. In practice, it is impossible to train with different parameter sets subject to different noise levels. Since the IR methods usually have several parameters, it is inconvenient to explore the possible parameter space for optimal image quality. We argue that the proposed RED-CNN model is robust for different noise levels. To show the robustness of RED-CNN, several combinations of noise levels in training and testing datasets were simulated to generate the quantitative results in Table V . It is clear that RED-CNN+ obtained the best performance in all the situations, which means that if an accurate noise level cannot be determined, a good solution is to train the network with mixed data with several possible noise levels. In the column 'RED-CNN', we see that in spite of training with a single noise level, RED-CNN is still competitive in handling the cases of inconsistent noisy data.
D. Performance Robustness
The computational cost is another advantage of deep learning. Although the training is time-consuming, it can be improved with GPU. For the dataset involved in our experiments, it took about 4 hours for about 10 6 patches and 12 hours for about 10 7 patches.
WaveNet has a much more complex architecture with 26 layers and 15 channel inputs, and as a result the training time was much longer (also implemented in Caffe). For 10 6 and 10 7 patches, it took 12 hours and 30 hours respectively. The other methods, especially for iterative methods, do not need a training process, but the execution time is much longer than WaveNet and RED-CNN. In this study, the average execution times for ASD-POCS, K-SVD, BM3D, WaveNet and RED-CNN are 21. 36, 38.45, 4.22, 30. 22 and 3.68 seconds respectively. Actually, after the network is trained offline, the proposed model is much more efficient than any other methods in terms of execution time.
V. CONCLUSION
In brief, we have designed a symmetrical convolutional and deconvolutional neural network, aided by shortcut connections.
Two kinds of datasets have been utilized to evaluate and validate the performance of our proposed RED-CNN in comparison with the state of the art methods. The simulated and clinical results have demonstrated a great potential of deep learning for noise suppression, structural preservation, and lesion detection. In the future, we plan to optimize RED-CCN, and extend its use to other imaging tasks.
