ABSTRACT
INTRODUCTION
number of recent studies indicated some evidence of contractionary effects in the UK economy, as well in the US post-war II private business economy, following a technological innovation. Notably among these studies are Gali (1999) , Khan and Tsoukalas (2006; KT hereafter) . In the Gali paper was the highlighting of estimates of the decomposition of productivity and hours into technology and nontechnology components. Furthermore, it implies that the estimated conditional correlations of hours and productivity were negative for technology shocks and positive for non-technology shocks. Gali, therefore, argued that the results were difficult to reconcile with a conventional RBC interpretation of business cycles but, on the other hand, are consistent with a simple model with monopolistic competition and sticky prices.
In addition to the above, Khan et al (2006) demonstrated that after a neutral technology shock, hours worked declined in a persistent manner in the UK. They argued that the responses were robust based on measures of labour input, level versus differenced hours in the vector autoregressive (VAR), small and large VARS, long versus medium run identification, and neutral versus investment specific technology shocks. They even attributed the large negative correlation between labour productivity and hours as the source of the responses. Equally, the assumption is that models with nominal price stickiness, low substitutability between domestic and foreign consumption, and investment specific shocks would be more appropriate in interpreting the short run effects of technology shocks. Thus, KT's (2006) conclusion on the findings was that technology shock might only have a small role as the driving force behind the UK business cycle.
The way hours worked was examined and is defined and implemented in the estimations, as well as its impact on the outcome. This is necessary because RBC models generally regard technology as an important source of economic fluctuations and, consequently, the perception of its effect on employment as expansionary. Following Basu, Fernald and Kimball (2004; BFK hereafter) model and the Gali (1999) approach in evaluating the predictions of the RBC model to positive technology shocks, it is acknowledged that the possibility of aggregate productivity growth before this is product market"s imperfect competition. Further insights are in BF (2002) and KT (2006) . For example, in the BFK model, when technology improves upon impact, input use falls while output changes very marginally. There are few studies, such as Kiley (1998) , Gali (1999) , Francis and Ramey (2002) , and Basu, Fernald & Kimball (BFK) (2004) , that have came up with results indicating that positive technology shock may reduce total A © 2011 The Clute Institute hours worked in the short run. This, of course, would be an important finding if it can be confirmed. However, in , the effect on hours varied across industries, with some showing a reduction and others indicating a rise in hours. Shea (1999) found an increase in input use, especially labour in the short run. The BFK result only contradicts the prediction of real business cycle models of technology improvements being expansionary, that is, both inputs and output increasing instantaneously. Furthermore, a standard one-sector real business cycle (RBC) model would not fit into the model because of the view of expansionary effects due to technology innovations.
There is also the assumption that inputs and outputs tend to rise instantaneously. Francis and Ramey (2001) , as well as Vigfusson (2002) , regard this view as consistent with the RBC models. Thus, a sticky-price approach could fit to solve the problem as it predicts that "when technology improves, input use and investment demand would decline in the short term, including output". Standard RBC model predictions suggest that both the employment of capital and labour will rise in the short run when technology improves, while other macroeconomic models behave to the contrary. In terms of the implications for RBC models, the findings from the various literatures discussed above are inconsistent with standard parameterisations of frictionless RBC models. For instance, the BFK results seems to be in line with the predictions of DGE models with sticky prices, illustrated using the quantity theory and demand for money, with a fixed supply of money and sticky prices.
In this paper, two different techniques were used to investigate the response of hours after technology shocks and for evidence of contractionary effects at the aggregate level in the UK. In contrast with the other studies mentioned above, BEID data were used for the empirical estimations, whereas Gali made use of the US and OECD quarterly labour force statistics while Khan et al was based on simulated data.
Approaches To The Model
The first of these methods is the direct measurement of technology, or usually referred to as the growth accounting approach. The second approach adopts the bivariate structural vector autoregressive model (BSVAR) technique. In both methods, the assumption is that industries possess a gross output production function represented as: (1) where represents the gross output, the capital stock, denoting employees, the intermediate inputs (that is, energy and materials), represents hours worked per employees, denotes the effort per worker and capital utilization rate or the capital"s workweek. The terms form the total labour input . The capital stock, together with the number of employees, is assumed quasi-fixed, but firms can also alter their intensity of inputs use. The term is the industry"s production function, which is homogeneous of arbitrary degree in total inputs. Where is greater than one, it means that the industry has increasing returns to scale, thereby reflecting overhead costs, decreasing marginal cost, or both, while the term denotes the industry's technology.
Technology Estimation
The first step here is to establish the aggregate technology estimation. Therefore, utilizing Hall"s (1990) cost minimization approach, output growth is related to the growth rate of inputs. Thus, the first order condition yield is the essential output elasticities or, in other words, the weighted growth of each input corrected for imperfect competition and technological improvements. Furthermore, for any industry with variable , the was
defined as its logarithmic growth rate inputs as , thus enabling the definition of growth in output y as: (2) where, represents each industry mark up, the share of inputs in industry "s gross output and , the Solow residuals or technology. The industry level gross output technology shock aggregated using a weighted sum scheme. In the aggregation, each industry carrying the weight of its nominal share denoted as in total (nominal) value added of n industries as: (3) where is the estimated average industry mark up, while represents the share of materials in industry at a given time period. Therefore transforms the estimated gross output technology shocks into value added shocks. In addition, we correct for work effort and capacity utilization in (2) by introducing growth in hours in the model: 
Productivity Estimation
The computation of aggregate productivity growth came as the residual of the difference between aggregate output and input growth rates. In other words, it is the estimated difference between aggregate value-added and the share-weighted growth in primary inputs, hence the definition as: (5) where and are the shares of capital and labour in output defined as the cost of capital or labour in total value added. The shares need not sum to one, thereby making it distinct to Solow residuals. The terms and denotes, growth in aggregate capital and labour stocks. Therefore, aggregate productivity growth is as follows:
where denotes aggregate steady-state mark-up weighted by the nominal shares of industry in N industries.
From equation 4 came the estimation of the industry mark up . The terms R represent resource allocation coming from capital, labour, intermediate goods and imperfect competition, respectively, in equation (6) . The first two terms can be obtained as residuals, whilst the last two can be estimated. Finally, equation (6) implies that with perfect competition and no reallocation terms, growth in productivity and technology would be equal.
The BSVAR Step
Turning now to the BSVAR model approach, productivity and hours estimated decomposition into technology and non-technology components were related. The RBC model, as explored by Kydland and Prescott (1982) and the subsequent extensions, attributes the majority of aggregate fluctuations observed in the post-war U.S. economy as being consistent with the competitive equilibrium of a neoclassical growth model augmented with a labour-leisure choice and exogenous technology shocks. It emphasizes shocks to technology as the main force behind economic fluctuations.
The Gali (1999) Gali and Rabanal (2004) study. The prediction of RBC models focuses on the high positive correlation between hours and productivity, especially on shifts in the labour demand schedule caused by technology shocks together with an upward sloping labour supply. The Gali stylized model provided an alternative perception to the productivity -hour"s anomaly that deviated from the basic RBC model paradigm.
The BSVAR Model Framework
The BSVAR model is henceforth commenced model on the premises of labour market dynamics in a sticky price and variable labour efforts (the Keynesian Economics). In other words, a monetary model with a monopolistic competition, sticky prices and variable labour efforts approach was taken. The hypotheses assumption is that technology and monetary shocks are the two prime exogenous factors. The identification restriction process employs three assumptions. The first assumption is that output is determined in line with a homogeneous of degree one, strictly concave, aggregate production function expressed as: (8) where denotes the output, and represent the effective capital and labour input services used, respectively. The above equation permits for the possible inclusion of the unobservable variations in the utilization rate of inputs of capital and labour. The term represents an exogenous technology parameter following a stochastic process with a unit root. The second identification restriction assumption is that the capital-labour ratio, measured in efficiency units, follows a stationary stochastic process. Therefore, if represents the return on physical capital, the profit maximization is given by the following expression: (9) where denote mark-up and is the depreciation rate. Therefore, the capital-labour ratio will be stationary whenever the sequence of returns is stationary.
Finally, the third assumption relates to the effective labour input , which is a homogeneous of degree one function of hours and efforts , thus:
The efforts per hour follows a stationary stochastic process and homogeneity required if effective labour input is proportional to hours whenever effort per hour is constant. Therefore, from equations (8) to (10), the expression for measured labour productivity is represented as and in log form as: (11) Under these three assumptions, and stationary, hence, making equation (11) crucial for the identification of technology shocks. Thus, using the bivariate structural vector autoregressive (BSVAR) model, the conditional comovement"s estimation is possible. In addition, this would allow equation (11) to identify the restriction that only technology shocks might possess a permanent effect on the level of productivity as well as complying with RBC models and/or models with nominal price rigidities.
The computation of the conditional correlations of hours and productivity variations came from the impulse response coefficients of the structural moving average (MA) representation. An example can be found in Gali (1996) , Baxter and King (1993), Shapiro and Watson (1988), and Blanchard and Summers (1986). This approach does not require the usual assumptions necessary to construct Solow residual-based measures of technology shock, such as time varying mark ups, capital utilization and corrections for labour hoarding. In terms of the drawbacks with the model as theorized by Gali, arguably said, it does not adequately satisfy the requirement for an endogenous growth model, where all shocks affect productivity in the long term, as well as in standard model when there are permanent shocks to the tax rate on capital income.
The Specification And Conditional Correlation Estimators
The assumption is that the observed variations in log productivity
and log hours ) ( t n , originates from two exogenous disturbances; namely, technology and non-technology shocks. They are, in addition, assumed to be orthogonal to each other and their impact propagates over time through unspecified mechanisms. Therefore, the vector is an expression of a possible infinite distributed lag of technology and non-technology shocks, and in a matrix form, is: =
where and represent technology and non-technology shocks. The orthogonal assumption, with a standard normalization, indicates . The identifying restriction for the unit root of productivity is from technology shocks relation to , with the matrix of long run multipliers C (1) constrained to the lower triangular. In addition, C (1) is the cumulated effect of . The integration of both productivity and hours are of the order one and, as such, it may be necessary to differentiate the variables to achieve stationarity.
The results to these effects are shown in Table 2 . In addition, equation (12) also contains the consistent estimates of the coefficients of C (L) as a function of the estimated parameters of a reduced-form VAR for . The estimate for C (L) is set in the impulse response coefficients. Having set the parameters for the reduced form VAR, and establishing the imposed restrictions, we have the expression for the estimate of conditional correlations as: = (13) where , while and are conditional variances of productivity growth and hours growth. This will eventually tend to infinite. With respect to stationarity, we therefore performed robust diagnostic checks, including standard procedures of the ADF unit root test. The tests are helpful in determining the choice of variables to utilize in the estimations.
A 5-Variable Model
In this section, we look for evidence to determine the robustness of the estimates and, as such, the estimation of a higher dimensional (5-variable) VAR model. This allows for four orthogonal non-technology shocks. The data used in the specification of the model include data on money, interest rates, prices, productivity and labourinput series used in the bivariate model. The measure of the stock of money for the five variable models is denoted as m. In the estimation, the real growth in M4 was used instead of M0. The reason is M4 has a longer series than M0. In any case, there are no effects to the results by this choice of variable. The price measure is the log of the consumer price index CPI. The nominal interest rate r is the three-month Treasury Bills. In the estimation, both the real interest rate and the inflation rate are entered in levels. In the estimation of the 5-variable model, both the real
interest rate and the inflation rate were specified in levels and can be justified because there are no theoretical requirements that they must be differenced.
Data Analysis
In the model, the measure of aggregate technology change contrasted with aggregate productivity growth . Initially, technology change was estimated at disaggregated level and then aggregate. The main variables were gross output, value added, capital, labour, and intermediate inputs. The BEID capital input computation came from the services of seven assets, of which three are ICT (computers, Software and communications equipment). Each industry"s intermediate input is an aggregate of purchases from all other industries and from imports. The labour input is measured by hours worked, but with an adjustment for quality change derived from aggregate data. The dataset construction is consistent with the national accounts, both in nominal and real terms. It is also consistent with the 2002 Blue Book. An important principle behind the BEID dataset is that industry outputs are measured gross, so that proper account can be taken of the contribution of intermediate input. Different maintained assumptions about the stationarity of hours per capita can lead to different outcomes. In Figures 1a & 1b, per capita hours exhibit a stationarity trend, thus the definitions of hours worked used in the estimations were carefully examined. Following the models approach, hours worked were defined in four different ways; namely:
 CBH: total hours worked divided by the total workforce  CBPH: total hours worked divided by a measure of the civilian population  CPH: Average total hours per week worked divided by the civilian population  CPHRS: Average hours worked divided by the workforce As shown in Figures 1a and 1b , it does not matter which hour is used; it will still yield the same result. The UK hours data used are trending downward, while US hours for the Gali study is not trending. In addition, the US hours are not stationary, but the UK hours are trend stationary and robust. The trend and cyclical of the four different definitions are of the same pattern. (GDP); that is, y and the corresponding labour input measures and (log of employed civilian labour force and productivity). The other forms are and (total employee hours worked). Therefore, productivity is and . The Hodrick-Prescott Filter (HPF) estimation applies to each component of employment and productivity. First differences were used, as well as de-trended variables, since they yield the same results as the de-trended ones.
THE EMPIRICAL FINDINGS AND RESULTS

The Growth Accounting Method
The results indicate the aggregate effects of technology shocks, estimated as an appropriately weighted average of industry regression residuals, using a 3SLS method in the estimations for the level series. With a control for utilization, both productivity and technology co-moves much closer. Utilization implies that firms are employing factors fully. Table 1 provides a summary of the means and standard deviation of TFP from OLS equation regression estimation. For the private business economy, the standard deviation of technology is 0.03 percent per year compared to the 0.02 percent standard deviation of TFP; a variance of 0.01 percent is low. It is also a slightly similar result for hours. As for manufacturing, the standard deviation of technology is 0.026 percent per year compared to 0.031 percent of TFP; a variance of 0.01 percent per year is high. The reduction in variance is because of the decrease in positive co-variance across industries, consistent with business cycle factors, common demand shocks that induce positive correlation changes in utilization and TFP across industries. n dp  ) (lg h n dp  The values of the DW-statistic showed evidence of serial correlations, and therefore require correction, by using lags of the dependent variables. The corrections however lowered the powers of the regressions coefficients. Table 2 highlights the results of the estimated regression to technology shocks . The first row indicates the response with output growth changes, which is small on impact and negative after a one-year lag. The second row is hours/utilization. The third row is the total observed inputs (cost-share weighted growth in capital and labour). In current technology, the effect is more on the manufacturing economy than it is on the private business economy. Furthermore, the recovery or the cyclical fluctuation is swifter in the manufacturing sector than it is in the private business sector. It is a similar result on TFP, especially on the manufacturing. In terms of the impact-effect on hours or utilization when technology improves, it is negative and insignificant. The impact on hours is a small decline after one period (or year) for the private business economy, but it recovers a little and positive in the second
The Clute Institute period, but insignificant, and then went into contraction in the fourth period. As for the economic implications, it implies that the initial response of labour input during a recovery reflects increased intensity. In other words, existing employees work longer hours and harder. As the recovery progresses, rising labour input hours, in this case, reflects primarily new employment rather than increased intensity.
The column with "cumulative effect" in Table 2 is an aggregation of the shocks for that particular variable. For the private economy, both input and output showed a rise on impact following positive technology shocks, while hours, employment, and TFP showed a decline, or negative sign. For the manufacturing sectors, only inputs have a negative sign on impact following a positive technology change, even though the decline is insignificant. The rise of input on the private economy is significant and positive. Table 3 shows the list of sectors that comprise the U.K private business economy -the SIC classifications. Table 4 is for the manufacturing sectors of the U.K economy only. The term denotes mark-up. 
The BSVAR Results
This section commenced by considering the conditional productivity-labour input co-movements and then proceeded to show some evidence based on the bivariate model estimates. It implies that there is more than one quantifiable feature for consideration. The bivariate model results in Table 2 are from the estimated equation (12) using the U.K quarterly data for the period 1971:1 to 2006:4. The baseline series for labour-input is the log of total employee-hours (seasonal adjusted) denoting "hours" and the ONS labours statistics. The result shows an evidence of contractionary effect for the UK economy. In row 1 of Table 5 , it implies the unconditional total hours worked declined by 23 percent. With the imposition of long-run restriction, the decline arising due to technology is 55 percent and significant at 5 percent critical level, while that of non-technology is 7 percent and insignificant. This means that most of the shocks are due to technology improvements" impact on hours. When total hours worked is first difference, the effect is a positive outcome, as shown in row 2 of Table 5 . All other results in the table gave negative correlation between labour productivity and hours, both on the level and growth rate estimations. Therefore, given the representations, the short-term rigidities in aggregate demand could be due to the stickiness of the price level and as the negative co-movement between productivity and employment (hours) after a technology shock, as also shown in Figure 2 . However, in the long-term, there seems to be positive co-movements generated by demand, as shown in Figure 3 . Table 4 .2 is the estimates of unconditional and conditional correlations between the levels and growth of productivity and labour input (hours or employment) in the UK using quarterly data. © 2011 The Clute Institute
The unobserved effort variations can also explain the positive co-movement induced by demand shocks. Figure 2 shows the estimated impulse responses based on the model with first difference. In response to a positive technology shock of size equal to Cholesky one-standard deviation, labour productivity indicates an instant increase of about 0.4 percent and subsequently stabilizing at a level higher. Output also experiences a permanent increase, but more gradual than productivity for the de-trended LBHT. The gap between the initial rise in labour productivity and output manifests by a short-term persistent decline in hours.
The negative conditional correlations found in the results are due to the joint variations in employment and productivity coming from technology shock taking place on impact. Under such circumstances, the variables drift into opposite directions, as shown in Figures 2 and 3 . As for the positive correlation from the estimated dynamic responses to a non-technology shock, it shows a persistent positive effect on hours and productivity. The impact on hours and output can therefore account for the source of the unit root detected in hours. Equally, the positive comovement of productivity and hours on impact is responsible for the positive sign in the estimated correlation conditional on non-technology shocks. In terms of the appropriateness of the definitions of hours used in Table 5 , the results show that (first differenced hours) estimation is the most preferred. Its expansionary effect is consistent with the RBC models, while others are not. Under the log level hours, it yields a negative impact or contraction. In addition, the result between the two implies that the main intuition is therefore not about the methodological approach, but essentially one of empirical argument. The empirical implication is because hours used in logarithmic levels are trending and therefore require de-trending to achieve stationarity (see Figures 1a and 1b and note on Figure 2 ). Equally, hours in this model gives a better response following positive technology shocks in capturing the dynamic effects in the economy. This is because increases in observed inputs (total hours or hours per worker) can be a proxy for unobserved changes in utilization, such as capacity utilization and labour effort. .000
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. Table 5 is the conditional correlation estimate for the BSVAR and Table 6 , the 5-variable or higher dimension models. The results from the unit root test are for the series used in Table 7 . The results from the unit root test are for the series used in the 5-variable model. The null hypothesis for all the series at 5% test critical values was not rejected. Table 6 : shows the results from the 5-variable models estimations -unconditional estimation and a decompose technology estimation (technology and non-technology estimates). 
Explanation Of The VAR Model
Sims (1980) proposed a model with a dynamic specification, with the possibility to test causal linkages rather than imposing them, in the form of the vector autoregressive or VAR model. The regressors are lags of all the variables in the model. Since there are no current endogenous variables on the right-hand side of the equation, imposing restrictions on the identifying system is not a feature. The set of regressors is the same for each equation so that each equation is estimated efficiently using the OLS estimator. The VAR model ignored economic restrictions and, as such, "a theoretic". It is, on the other hand, a reduced form of simultaneous equations system where the predetermined variables are all lagged dependent variables without pure exogenous variables.
In this case, we have two elements of arbitrariness in specifying the VAR that corresponds to the theory. First, the economic theory does not normally provide indications regarding the lag length of VAR models. Two approaches can be taken in this case: 1) Either a prior chosen lag length and verify that the results are independent of this auxiliary assumption, or 2) to let the data choose the correct lag length using optimal statistical criteria, such as Akaike (1974) or Schwartz (1978).
Secondly, many dynamic models tend to deliver solutions for the vector of endogenous variables with covariance matrix being singular because there are larger numbers of endogenous variables than shocks. Therefore, to undertake a meaningful estimation,one must probabilistically complete the model by adding other sources of disturbances. For example, one possible source for this new disturbance could be a measurement error. In other words, there could be an induce Granger-causality. The concept of Granger causality starts with the premise that the future cannot cause the past. If event A occurs after event B, then A cannot cause B. The Granger causality was applied to economic time series to determine if a particular time series causes another preceding one; in other words, if the set of variables or a variable in one period causes another set of variables or variable. However, merely because event A occurs before B does not mean that A causes B. Thus, the estimated VAR is non-singular because of omission of important sources of dynamics from the model. Furthermore, the assumption is is the first element of . Therefore, by regressing on by the 
CONCLUSIONS
The evidence from this study shows that hours worked fall or rise after a positive permanent technology shock, depending on the empirical treatment of hours. The correlation between technology and hours also indicates strong positive co-movements. Similarly, productivity shows positive co-movements with hours because of positive technology shocks. There is clear evidence of contraction following the method advocated by Gali (1999) . There is no significant contractionary effect present upon positive technology impact, using direct measure of technology of BFK or the measure proposed by CEV. The specification highlights how permanent technology shock causes a hump-shaped rise in productivity. This implies that the shocks can account for the strong cyclical positive comovements between hours worked and productivity and, as such, it can be concluded that technology shocks are an important impulse factor. The tables reflect the corresponding estimates of productivity-labour input correlations conditional (long-run restriction imposition) on each type of shock. The BSVAR result also shows the unconditional correlations (short-run unrestricted estimation). We presented the results using both and in the estimated SVAR. The estimates confirm the results from the bivariate model -that technology shocks induce a statistically significant negative correlation between productivity and hours.
The concluding key question here is whether technology shocks do generate recognizable business cycles. As indicated by Gali (1999) and , a positive co-movement of GDP and labour input is a key feature of business cycles in industrialized economies. Hence, the answer is affirmative because a positive correlation of output and hours features within the essential predictions of the basic RBC model propelled by technology shocks. It is not explicitly clear if technology shock is responsible for the pattern of GDP and labour input fluctuations associated with business cycles.
Finally, we can conclude that from the results in Table 2 , it shows that technology improvements do not contract input use overall. Also very important in this study is the implication for monetary policy given the impact of technology shocks in the model. Monetary policy is crucial for the authorities to determine on how to react to technology shocks in order to adjust to the new level of full employment output. This is not withstanding the fact that monetary policy target is predominately for short-run stabilization of the economy around moving target of full employment output. 
