Abstract. The Sturm-Liouville equation
Introduction
Asymptotics for Sturm-Liouville equations − (py ) + qy = λry (1.1) subject to boundary conditions y(0) cos α = (py )(0) sin α, α ∈ (−π/2, π/2], (1.2) y(l) cos β = (py )(l) sin β, β ∈ (−π/2, π/2], (1.3) are classical when the coefficients permit a Liouville transformation (so, in particular, p, r are positive). For example, if the resulting q (once p and r are reduced to one) is L 1 and αβ = 0, then the eigenvalues (which we label λ m , corresponding to eigenfunctions with m zeros in (0, l) for sufficiently large m) satisfy
as m → ∞, where a and b can be given simply in terms of the data in (1.1)-(1.3). We remark that (1.4) is sometimes written in the equivalent form
Here s m is (for large m) the positive square root of λ m . When more smoothness is imposed on the coefficients, the o terms may be developed in powers of m −1 . See, e.g., [8] , [10] for discussions of these ideas.
which is equivalent to s m = cm + O(1) (1.8) for the corresponding square roots. Here we shall allow all the coefficients to be nonconstant between the TP, and we shall obtain the O(1) term in (1.8) explicitly, with an error term of O(m −1/2 ). A comparison of (1.5) with (1.8) shows that indefiniteness of the weight function r gives rise to the extra terms between cm and dm −1 . In the sequel, for brevity, we also refer to s m = √ λ m as an eigenvalue of (1.1)-(1.3).
It turns out that our O (1) term is also independent of the negative values of r; so, up to O(m −1/2 ), the asymptotics depend only on subproblems on the disjoint intervals where r is positive. In fact, our main result states (roughly) that the λ + m asymptotically form the "disjoint" (see below) union of the positive eigenvalues for these subproblems. Two remarks are in order here, however. First, some of the eigenvalues from the subproblems may coincide. This resonance effect complicates our analysis considerably. For example, we must allow repeated elements in the above union (which is termed disjoint) in this case; see Definition 1.1. In particular, there is the possibility that an infinite sequence of λ + m appear asymptotically as multiple eigenvalues, despite the well-known fact that they are simple. We give an example of this behaviour in Section 6, where various sequences of eigenvalues License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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are separated by distances that are exponentially small in m. The implications for numerical calculation are evident.
Our second remark concerns the fact that the subproblems have their own boundary conditions, and these turn out to depend on s (= √ λ), except for the end intervals, where the original conditions (1.2) and (1.3) are used. We note that applications of s-dependent boundary conditions can be found in [6] and the references therein.
Section 2 gives the definition of, and some preliminary results about, a modified Prüfer angle. We develop asymptotics for problems with s-dependent boundary conditions on a single subinterval in Section 3. Section 4 extends the theory of the modified Prüfer angle to several subintervals. The proof of our main result, Theorem 1.2 below, is detailed in Section 5.
Here and in the remainder of this work we assume that 0 = a 0 < a 1 < ... < a n = l, where pr| (aj ,aj+1) and (pr)
and lim x→a 
where a + j and a − j+1 denote limits from respectively the right at a j and from the left at a j+1 , and we set a 
If r < −c < 0 on (a j , a j+1 ), we define σ j = ∅. If r > c > 0 on (a j , a j+1 ), we define σ j to be the set of positive eigenvalues s = √ λ of (1.1) with boundary conditions (1.2) and (1.10) for j = 0, (1.9) and (1.10) for 1 ≤ j ≤ n − 2, and finally (1.9) and (1.3) for j = n − 1, where
Our principal result expresses σ asymptotically in terms of the σ j as follows. Asymptotic expressions for the sequences σ j are given in Corollary 3.6.
Preliminary considerations
We start with the following. Proof. This is a direct consequence of the asymptotics in the Appendix of [7] (which treats r > 0 and λ ∈ C): (a) and (b) follow by taking positive and negative λ respectively.
The following function enables us to write some tedious arithmetic in a compact form. Definition 2.2. We denote by Θ(ω; k), k > 0, the angle depending continuously on ω such that Θ(0; k) = 0 and tan Θ(ω; k) = k tan ω.
∞ with respect to both ω and k. 
, from which (d) and (e) follow easily.
The next item we introduce is a modified Prüfer angle. For details on the customary Prüfer angle we refer the reader to [3] , and for different modifications of the Prüfer angle, to [1] , [2] . Proof. Ω is the solution of the differential equation
with Cauchy condition Ω(χ; s; χ; ω) = ω. Now (a) (resp. (b)) follows because the right side of (2.4) is periodic (resp. Lipschitz) in Ω.
The theorem below gives some basic building-blocks of the paper. We assume that the modified Prüfer angle at a j is Ω j , so in particular, Ω j+1 = Ω(a j+1 ; s; a j ; Ω j ). 
where
Proof. For the proof we use the results of Lemma 2.1. From the definition of Θ(·; ·) and since Ω j is the modified Prüfer angle at a j , we have y(a j ) = ρ sin Θ(Ω j ; j ) and
For (a) we substitute the above expressions for y(a j ) and
and hence (2.3) follows.
Case (b) requires more careful analysis. From (2.2) we obtain
If Ω j / ∈ I(j; s; δ), then
and, with Lemma 2.3 (e) and (f), we can conclude that
so, by Lemma 2.3 (c),
where c 1 > 0 depends only on j . Hence
Consequently, for all such s,
, which enables us to conclude that
and (2.4) is an immediate consequence.
From Theorem 2.6 and Lemma 2.5 we obtain the following corollary, which illustrates the behaviour of the modified Prüfer angle at the right end of an interval of negative weight, as a function of the modified Prüfer angle at the left end of the interval.
Corollary 2.7. Let the modified Prüfer angle at
and
Proof. After consideration of Theorem 2.6 it is evident that all that is needed to prove this corollary is to match up the I m and J r indices. In order to perform this matching it is sufficient to obtain the pairing at some single point on the (Ω j ; Ω j+1 ) curve, after which all other matchings are uniquely determined by periodicity and monotonicity of the curve. We consider the case of
, and by continuity y(t) > b > 0, say. It follows that
This second contradiction shows that x does not exist for large s, and so the corresponding Ω j+1 is in the interval (0, π/2). Thus we have determined that Ω j ∈ I 0 (j; s; δ) gives Ω j+1 ∈ J 0 (j; s; δ). But the monotonicity of Ω j+1 as a function of Ω j then shows that if Ω j ∈ I 1 (j; s; δ), then Ω j+1 ∈ J 0 (j; s; δ). The periodicity of the same function completes the proof. We end this section by giving an expression for the modified Prüfer angle Ω j+2 at a j+2 in terms of the modified Prüfer angle Ω j at a j , under the condition that r is positive on the interval (a j , a j+1 ) and hence negative on the interval (a j+1 , a j+2 ). This is a direct consequence of (2.3) and Corollary 2.7.
is a continuous strictly increasing function of Ω j , such that if Ω j is increased by kπ, k ∈ Z, then Ω j+2 increases by kπ, and for large s we have
The resultant behaviour of Ω j+2 as a function of Ω j and s is illustrated in Figure  2 . Note that the horizontal axis refers to ζ j s + Θ(Ω j ; j ). 
Eigenvalue problems with s-dependent boundary conditions
In this section we shall discuss asympotics on subintervals. Before discussing eigenvalues, we build on the results of Section 2 by considering Ω at one end of an interval given its value at the other end. As we shall see, this involves s-dependent conditions at the a j , 0 < j < n. We start with r < 0 on the first subinterval, Ω being specified at a 0 = 0 via (1.2), i.e.,
and if, in addition, r < c < 0 on (a 0 , a 1 ), then
Here and below, cot −1 and tan −1 are assumed to take values in the range
Proof. The expression for Ω 0 follows from (3.1). Referring to Corollary 2.7 (see Fig. 1 ), we see that Ω 1 ∈ J −1 in the first case and Ω 1 ∈ J 0 in the other two.
For the case r > 0 on the final interval (a n−1 , a n ) we will also denote the modified Prüfer angle there by Φ instead of Ω. In particular, (1.3) implies
at a n , and the corresponding Φ n−1 at a n−1 obeys the following estimates. Lemma 3.2. If (3.2) holds and r > c > 0 on (a n−1 , a n ), where c is a constant, then
Proof. It is easily verified that
From Theorem 2.6 (a) with j = n − 1 and Lemma 2.3 (c) and (e) we have
Combining the above with (3.4), we obtain (3.3).
Before proceeding we need a lemma concerning the s-derivative of Ω j+1 if Ω j is specified (and vice versa). 
Proof. For this proof we use the modified Prüfer angle of [2] . Let
so tan ψ = sy √ r/y , where y satisfies (1.1), and hence
Differentiating the above with respect to s, we geṫ
Treating (3.7) as a first order linear equation inψ, we see that (3.7) has integrating factor
and there exist γ > 0 and
In the case of (3.10),ψ(a j ) = 0, and (3.5) follows easily from (3.8).
In the case of (1.2),ψ
which with (3.8) gives
for some positive constant κ 1 which depends on r, q and α. From (3.9), (3.5) follows easily.
Dividing (3.8) by h(a j ), we can reason as above to establish (3.6).
Since the eigenvalues are ordered by Sturm's Theorem, we shall also need the following elementary result on oscillation counts. When we consider oscillation counts, the modified Prüfer angle and the standard Prüfer angle behave in a similar manner, enabling us to deduce the next result as in the case of the unmodified Prüfer angle. We are now ready for the main result of this section, which gives eigenvalue asymptotics for Sturm-Liouville problems with s-dependent boundary conditions on subintervals where r > 0. Note that Ω 0 is specified via (3.1), Ω n by Θ(β; s) (cf. (3.2)), and for 0 < j < n the specification of Ω j is equivalent to the s-dependent condition sy(a j ) = (tan Ω j )y (a j ) (3.10) on (1.1). 
for j ≥ 1, and (1.2) for j = 0, at a j ; and of the form
for j +1 ≤ n− 1, and (1.3) for j +1 = n, at a j+1 . For each large m ∈ N, this eigenvalue problem has one and only one eigenvalue s = s m > 0, which corresponds to an eigenfunction with oscillation count m. In addition, s m is given asymptotically by:
Proof. Let Ω j ∈ (−π/2, π/2], the modified Prüfer angle at a j , be given by tan Ω j = k + for j = 0, and by (3.1) for j = 0. Then, by Lemma 3.3, there exist c − , c + > 0 such that (3.5) holds for large s.
The eigenvalue condition at a j+1 for j + 1 = n becomes Ω n = Θ(β; s) + mπ, m ∈ Z, (3.13) and the s-derivative of the right-hand side of the above equation is O(1/s 2 ). Along with (3.5) this shows that for each large m ∈ N there is one and only one s > 0 solving (3.13).
The eigenvalue condition at a j+1 for j + 1 ≤ n − 1 becomes
and the s-derivative of the right hand side of the above equation is zero. Along with (3.5) this gives that for each large m ∈ N there is one and only one s > 0 solving (3.13).
The oscillation count corresponding to each m can be determined from Lemma 3.4.
It remains to give an asymptotic expression for the sequence s m , m ∈ N.
For the case j = n − 1, Theorem 2.6(a) and (3.13) give
Since n ≥ 2, (3.11) gives Ω n−1 = tan −1 k + , and so
and from Lemma 3.4 the oscillation count corresponding to s is m if β ∈ (0, π/2] and m − 1 for β ∈ (−π/2, 0]. In the case 1 ≤ j ≤ n − 2, Theorem 2.6(a), (3.11) and (3.14) give
and from Lemma 3.4 the oscillation count corresponding to s is m − 1.
In the case j = 0, (3.1) and (3.14) give 
where s mj corresponds to an eigenfunction with m zeros in (0, l).
Proof. Comparing (1.9) and (1.10) with (3.11) and (3.12), we see that k
j+1 . The result now follows from Theorem 3.5.
The modified Prüfer angle
In this section two lemmata are given which express the modified Prüfer angle, as a function of s, at the right-hand end of a subinterval where r is negative, under the assumption that the modified Prüfer angle Ω 0 at a 0 = 0 is given by (3.1). See Corollary 2.8 and Figure 2 for the notationJ andJ below. of˙ σ i is repeated according to its multiplicity) . There exist constants k 1 , k 2 ∈ Z and k 0 , k 3 
and, for m such that P m−1 = ∅ and integers N ≥ 0 such that
Proof. For brevity we will present the proof only for the case of α ∈ (0, π/2]; the proofs for α = 0 and α ∈ (−π/2, 0) are similar to the case presented.
(i) We proceed by induction on k. For k = 0 let k 0 = 4/ζ 0 , k 2 = 1 and k 3 = 1. Our first step is to show that
From Lemmas 3.1 and 2.3 we have
for sufficiently large s. Now Corollary 3.6 gives √ sm , we obtain
Hence for sufficiently large m we have , we obtain
Now for large m, we have s m+1 ≤ 9s m ≤ 9s; so
Considering both (4.4) and (4.6), we see that ζ 0 s + Θ(Ω 0 (s); 0 ) ∈Ĩ m+1 (0; s; 1). Thus from Corollary 2.8 we have Ω 2 (s) ∈J m+1 (0; s; 1), which proves (4.1) for k = 0.
(ii) We next demonstrate
assuming P m−1 and P m+N are nonempty (which is automatic for k = 0 and sufficiently large m, since Σ = σ 0 consists of simple eigenvalues). 
as for (4.6) but with m replaced by m + N .
Considering both (4.7) and (4.8), we see that for s ∈ Q,
and thus from Corollary 2.8 we have
This completes the proof of (ii) and hence of the case k = 0.
(iii) We now proceed to the induction step, and assume the lemma to be true From the assumptions on the induction step we see that Ω 2k+2 , as a function of s, is of the form illustrated in Figure 3 . 
, whereL 2k (·) is as defined in Corollary 2.8 and k 0 , k 2 and k 3 are given by the induction hypothesis. Let d be the least j such that s j ≥s m+1 , and let h be the least j such that η j ≥s m+1 . It is easily seen that d and h tend to infinity with m.
Note that for large enough m (and hence d) we have s d /s d−1 < 4, and so
follow from Lemma 2.3.
From Corollary 3.6 with j = 2k + 2, there exists an integer A such that for large i,
cf. (4.3). Combining (4.11), with i = h − 1, (4.9) and s ≥ η h−1 +k 0 / √s m , we obtain
). , we obtain
Now for sufficiently large m (and hence
For sufficiently large h we have
Hence we obtain
(4.13)
Considering both (4.12) and (4.13), we see that
Thus from Corollary 2.8 we have 
From (4.14) we have
and from the analogue of (4.14) with t instead of s we have Ω 2k+4 (t) ∈J w+u+k2+A−2 (2k + 2; t;k 3 ). 
Thus from Corollary 2.8 we have
which completes the proof of the lemma.
The following lemma can be proved in a manner similar to Lemma 4.1: its proof is omitted.
Lemma 4.2. Let r <
where each element is repeated according to its multiplicity. There exist constants
√ sm+1 , and, for any m such that P m−1 = ∅ and integers N ≥ 0 such that P m+N = ∅,
where Ω 2k+1 = Ω(a 2k+1 , s, 0, Ω 0 ) is the modified Prüfer angle at a 2k+1 , given that the modified Prüfer angle at a 0 is given by (3.1).
Proof of Theorem 1.2
We are now ready to prove our main result.
Note 5.1. For s > 0, λ = s 2 is an eigenvalue of (1.1), (1.2), (1.3) if and only if: (a) for the case of r < 0 on (a n−1 , a n ),
where Ω 0 and Φ n satisfy (3.1) and (3.2) respectively; (b) for the case of r > 0 on (a n−1 , a n ), Proof of Theorem 1.2. As before we shall restrict attention to the case of α, β ∈ (0, π/2], the other cases being similar.
We begin with the case of r < 0 on (a n−1 , a n ). From Note 5.1, s ∈ σ if and only if
where m is the oscillation count associated with s.
For sufficiently large m, there is a unique solution s to (5.1) for each large m ∈ N, by Sturm's Theorem. This solution corresponds to the intersection of the graphs of Φ n and Ω n − mπ. From Lemmas 4.1 and 4.2 (corresponding to even and odd n respectively) we see that Ω n − mπ and Φ n are as illustrated in Figure 4 Then with Lemmas 4.1 and 4.2 (corresponding to odd and even n respectively) we have, for large s, the situation illustrated in Figure 5 . As before, there is a unique intersection between the graphs of Ω n−1 − mπ and Φ n−1 , by Sturm's Theorem. It is apparent from Figure 5 that the ordered sequence σ can be partitioned, not necessarily uniquely, into two subsequences t i and η j , in such a manner that 
