Abstract. We describe the architecture and the algorithms used in Columbia University's Xphone multimedia communication system. The system assumes a "best-effort" operating system and network and provides facilities for call management, intra-application scheduling for the support of continuous data flow and integration with the windowing system, and synchronized video/audio acquisition/playback (locally or across a network) with minimized and bounded end-to-end delay. An algorithm based on time-stamps and device-state information is used for synchronization. The effects of jitter (delay variation) are mitigated with silence detection; the endto-end delay is kept bounded by a restart mechanism. Finally, for live video sources, we describe a source bit-rate adaptation algorithm that maximizes the video image quality to the available network bandwidth and video display window size.
Introduction
One of the enabling technologies for multimedia systems is video compression algorithms. Recent advances in compression technology for images and video [Joint Photographics Experts Group (JPEG), Motion Picture Experts Group (MPEG-1, MPEG-2)] have resulted in bandwidth reductions of two orders of magnitude, down to 1-2 Mbits/sec. In addition, the work of international standardization organizations and the increased interest in video applications for computers and consumer electronics products have resulted in very large scale integration (VLSI) implementations of these algorithms, which can be used for the development of real systems (Ang et al. 1991; Anguilar et al. 1991; CCITT 1990; JPEG 1991; LeGall 1991; Liou 1991; MPEG 1990; Wallace 1991) .
Video coding, however, is just one of the components of a multimedia system. The support of continuous, high-volume and real-time data (like video or audio) in both computers
Correspondence to: A. Eleftheriadis e-mail: [eleftl,sassan2,anastas3] @ ctr.columbia.edu and networks represents a tremendous shift in design methodology, resulting in a re-evaluation of basic principles. Time dependency of information as a concept existed only in dedicated systems (e.g., the telephone network, or embedded systems); with multimedia, it has become an issue for practically any application. The focal point of multimedia research is to provide bit-pipe characteristics (guaranteed bandwidth, low and constant delay, accurate synchronization) to packet-based systems, using algorithms and architectures that can be widely deployed.
The availability of some kind of real-time support from the underlying operating system and network is important for high-quality, wide-area multimedia communications, and is currently a very active area of research Habib and Saadawi 1992; Jamin et al. 1992; Zhang and Fisher I992) . It is nevertheless possible to provide multimedia communication even in environments in which delay uncertainty prevails (best-effort systems), albeit with some quality degradation. In addition, algorithms employed in non-real-time and real-time systems can be the same; although the latter will definitely perform better, the techniques used to achieve this performance can be similar (especially if the real-time support is not "hard"). Throughout this paper we assume the use of a best-effort operating system and network; in other words, no time-related guarantees are provided.
A number of systems and techniques have appeared in the literature, addressing various aspects of multimedia systems. Early efforts provided audio communication only (Aguilar et al. 1986 ). Some systems use analog video and audio communication (Ahuja and Ensor 1992) , with the corresponding self-evident limitations in terms of media integration in user applications. A significant volume of work has been reported at the system architecture level (Dannenberg et al. 1992; Nikolaou 1990; Vonderweidt et al. 1991) , describing the interface between applications and multimedia services and the latter's structure. In the area of media synchronization, a number of techniques have been proposed. These include incorporation of time constraints and scheduling of multimedia documents (Buchanan and Zellweger 1992; Kretz and Colaitis 1992; Litde and Ghafoor 1990), media synchronization for database access applications (where a high end-to-end delay is acceptable) (Dannenberg et al. 1992; Ramanathan and Rangan 1992) , and synchronization for interactive multimedia communications (Jeffay et al. 1992 (Jeffay et al. , 1994 . In the first and second areas, the proposed techniques are basically used to derive time-stamps (or their equivalent) with no further analysis of how these timestamps will be enforced; in addition, strong assumptions are usually made in terms of the performance of the underlying network and host equipment (Ramanathan and Rangan 1992) . In the third area, which is more directly related to our work, the techniques described by Jeffay et al. (1992 Jeffay et al. ( , 1994 require very tight coupling of software/hardware layers (the authors use their own operating system).
In this paper we describe the architecture and associated algorithms of the Xphone multimedia communications system, which has been developed to support the use of multimedia information both locally and across networks by end-user applications. Our primary focus -and the contribution of this paper -is on the techniques used for source bit-rate control, audio/video synchronization and end-to-end delay control, as well as the mechanisms with which these techniques can be integrated into a coherent and usable service for application developers. Source bit-rate control uses features provided by the video encoding hardware to accommodate network load variations and window sizes changed by users. Audio/video synchronization and low end-to-end delay are essential for acceptable human communication. Synchronization is achieved via an algorithm based on time-stamps, while end-to-end delay minimization is achieved via silence detection and a restart protocol. The performance of these algorithms is demonstrated by a number of graphs depicting system parameters in actual conferencing sessions. The current implementation supports point-to-point connections over the Transmission Control Protocol/Internet Protocol (TCP/IP); these techniques, however, are potentially applicable to other transport protocols, and can also be used in multipoint connections. The selection of TCP was dictated primarily by two factors. First, the effectiveness of the algorithms could be demonstrated with minimal protocolrelated complications, since all of them operate at a higher layer. Second, use of the video source bit-rate control algorithm and protection of the local areal network (LAN) from congestion required the use of a flow-controlled transport protocol.
The specific environment in which the system has been implemented and evaluated is composed of Sun SPARCstation 2 workstations connected via an Ethernet LAN used by 25 hosts (note that any network supporting IP can be used). Video compression (JPEG) is provided by the XVideo board from Parallax Graphics, while audio is acquired and played back through the workstation's audio hardware. The basic communication parameters of the system are (averages): 8 frames/s for 320 x 240 24-bit video, 250 ms end-to-end delay and 1 Mbit/s for bandwidth (full-duplex, including 64 kbits/s for audio). The positioning of this system in the space of multimedia communication systems is shown in Fig. 1 . The axes denote increasing complexity and/or support features for each of the three major system components, i.e., the network, the operating system, and the video codec.
The structure of the paper is as follows. In Sect. 1 we briefly describe the architecture of the system, and show how the individual algorithms described later are integrated. In Sect. 2 we describe our source bit-rate control algorithm. Section 3 describes the end-to-end delay properties of the system, and shows how silence detection has been employed for the reduction of delay by a factor of 50%. In Sect. 4 we describe the audio/video synchronization algorithm used. We conclude the paper with a summary of the major points and future work plans in Sect. 5.
The Xphone system architecture
The objective of the system is to provide distributed multimedia services to application programmers. In other words, Xphone is not an application per se, but rather a facility that multimedia system developers can employ for their specific needs. The basic features that had to be provided are:
-Support for continuous data streams, such as video and audio, and intra-application scheduling -Synchronization facilities, especially for video and audio, both locally and across a network connection It is not our intention to provide a specific multimedia-object structuring like as found in multimedia documents; such constructions are located hierarchically higher than Xphone, and can easily be accommodated by it. The system comprises four main subsystems: call management, scheduling, network transport, and media-specific support. The last includes support for I/O operations for various media types and also the appropriate synchronization mechanisms (which, for fine-grain synchronization, are dependent on the media device specifics). We now briefly describe each component. The structure of a typical Xpbone application is shown in Fig. 2. 
Call management
Call management in the Xphone system is a fully symmetric operation. Calls are managed by a server process -which must be available in each workstation -that receives and dispatches call control information to and from application programs. When a server receives a connection request, it notifies the relevant user either by periodically printing a message on the screen or via the peer application if it is currently running. A connection request can be accepted or rejected by the end user, aborted by the caller, or it can fail if an error occurs. After successfully establishing a connection, the application processes exchange data directly. Connections are terminated either by the applications (hang-up), or by system errors (connection failures). The call-state model presented to applications is shown in Fig. 3 . Note that all error-related transitions have been removed for clarity. This model is similar to the one presented by a classical telephone service, with the added benefit of caller identification. During the connection establishment, the peer applications exchange the port numbers that they have already bound for actual data transmission. The server has been implemented with the remote procedure call (RPC) package, and is registered to inetd for automatic invocation.
Scheduling
Scheduling at the application level is essential for providing continuity of data flow. This is amplified by the eventdriven architecture of interactive, window-based, graphical user-interface environments (like those based on the X Window System). In these environments, the application is designed to react to prescribed events generated by the user or the system (e.g., when a button is pressed); the main program control is handled internally by the supporting windowing software. Consequently, a scheduling facility is provided so that: (1) software development can still be based on the established call-back architecture, and (2) continuity of data flow is guaranteed. In doing so, the facility must be seamlessly integrated in the windowing environment; this has the additional benefit that existing applications are able to use multimedia services with no modifications of their already developed code. In our software we provide support for the XView and X Toolkit Intrinsics packages (other toolkits can of course be easily added). The support consists of equivalent substitutes for the main-loop control functions of these packages, which use the Xphone scheduler for processing window-system events. Xphone events (e.g., a call request) are processed synchronously with the scheduler. In other words, events are dispatched only between scheduler tasks to guarantee state consistency. The scheduler can be seen as a static priority one, with the difference that tasks are usually not removed from the scheduling queue. The scheduler processes tasks in a round robin fashion, starting from the ones with the highest priority. The application program has the option of restarting a round, hence skipping low priority tasks. Certain tasks -like processing events of the windowing system -are always given the highest priority, as otherwise they can adversely affect the interactive response time of the application.
Data input and output is performed via the scheduler. The application assigns a unique identifier to each medium (video, audio, etc.) . Read and write functions must be provided for each such medium. The former reads data from the medium device (or a storage device) and submits it to Xphone for network transmission. The latter receives data from Xphone, originating from the network, and plays them back on the medium device (or perhaps stores it in a file). These two functions are registered to the scheduler under the medium identifier with a specified priority. If the priority is nonzero, the scheduler automatically invokes the read function when appropriate. The scheduler invokes the write function whenever a packet with data of this specific type is retrieved from the network. The system attempts to read data from the network between tasks and, if successful, it immediately dispatches them.
With this scheme, the application can guarantee a continuous data flow with a single call to the scheduler that registers the appropriate I/O operations. The fact that event processing is synchronous greatly simplifies the application's code. Moreover, the overhead of these operations is very small, and when appropriately optimized allows the application to operate with very high performance.
Network transport
The system currently uses the TCP/IP protocol stack, and hence the processing here is minimal. The system structures the transmitted data with a header that includes the medium identification, packet length and time-stamp information. When a packet is received by Xphone, the header is transformed to a larger one that includes an entry for a "reception" time-stamp. This can be used later for time-keeping purposes (e.g., to monitor the end-to-end delay).
In a network connection it is sometimes impossible to read or write a medium packet completely from or to the network.
While network read operations may be incomplete (the system will complete the operation at a later time), write operations must be completed when ordered. Although an output queue could be used, it would increase the end-to-end delay considerably. To avoid this problem and also to help increase the throughput, after incomplete write attempts a read is performed which, if successful, will dispatch a packet to the appropriate medium write function. The incomplete write attempt is then resumed.
Media-specific support
This component is responsible for handling I/O and control operations for the various media types. These operations depend heavily on the specific hardware platform selected and its accompanying software interfaces. In our environment the audio hardware is treated at the application level as a regular UNIX device, while the XVideo board is operated through X Window-based operations. Although a generic device interface would help application developers (and it has frequently been proposed in the literature), it is extremely difficult to capture the richness of the various interfaces in a single entity. In addition, layering such a generic interface on top of differing native interfaces may degrade the performance. Our approach consists of providing support for I/O operations that conform to the Xphone scheduler interface, but allowing the application the option to control other operations fully (e.g., the video window size or its placement in a user interface).
Media synchronization is performed in this component, as it depends heavily on the specifics of the implementation. Synchronization in our system is based on time-stamps, which are placed by the acquisition routines (the media read functions) in the medium data header. Fine-grain intermedia synchronization (basically of video and audio) is performed by supervised output; the media write routines of the media types to be synchronized are encapsulated in a single write that makes the necessary decisions and invokes the appropriate media write operations. The time-stamp time line can effect coarse-grain synchronization.
In the current implementation, the system uses the Sun audio device that provides 8-bit #-law companded audio at an 8-KHz sampling rate, and the XVideo board from Parallax, Graphics which provides on-demand JPEG coded video frames of sizes up to 640 x 480. On-demand implies that frame acquisition/playback and compression/decompression are under complete program control; in other words, there is no buffering of the video source at the device-driver level (as opposed to audio, which is continuously sampled). by today's local and wide area networks spans more than an order of magnitude, from 10 Mbits/s Ethernet to 100 Mbits/s or more with Fiber Digital Data Interfaces (FDDI) and Asynchronous Transfer Mode (ATM) networks. Most importantly, in environments where the network does not provide guaranteed bandwidth or delay, the available bandwidth, as seen by the application, is often highly variable. Use of a constant target bit-rate in this case may adversely affect both the end-to-end delay of the system and the video frame rate (the latter will be affected when on-demand video coding or frame skipping is used).
The capabilities of the host computer also place limitations on the system performance, as there are specific limits of data throughput sustainable by the various components (bus, CPU etc.). Finally, the actual codec used has a dominant effect on the range of achievable bit-rates, as it directly controls both the compression ratio and the maximum attainable frame rate. In cases where the compression paremeters are fixed, the only possible way to control the source rate is by modifying the frame rate. Most codecs (including JPEG), however, are capable of trading off image quality and bit-rate. By exploiting this capability, one can adapt to large variations of the network load. The algorithm described here assumes the use of the JPEG compression algorithm, and it also provides for adaption of the source-rate to video-display window size (possibly performed by the user).
The JPEG algorithm for still image compression could be briefly described as follows (JPEG 1991; Wallace 1991) . Each color component of the original image is divided into nonoverlapping blocks of 8 x 8 pixels. Each block is first offset by -2 p-l, where P is the number of bits per color component (8 for true color). It is then transformed by a Forward Discrete Cosine Transform to yield 64 frequency coefficients. These coefficients are then quantized according to an implementationdependent quantization table that is under user control. High frequencies, to which the human eye is less sensitive, are quantized with a coarse step size, while low-frequency components are subject to a much finer quantization. This quantization step is the principle source of lossiness in the JPEG algorithm. Next, the quantized coefficients are rearranged in ascending order of spatial frequency by starting with the DC (top-left) coefficient and proceeding in a zig-zag manner. The DC coefficients are then differentially encoded. The other 63 coefficients are runlength encoded to produce a string of zero AC coefficients followed by a nonzero AC coefficient. The run-lengths are then entropy coded (Huffman or arithmetic coding) to achieve compression. Huffman tables are also customizable. At the decoder the reverse procedure takes place.
By varying the quantization tables, applications can trade off between compression ratio and output image quality: the coarser the quantization, the higher the compression ratio since the quantized coefficients will be smaller and the strings of zeros preceding a nonzero coefficient longer. The quality of the output image, however, will become poorer. In the specific video coding equipment that we used, the quantization process is controlled by a single parameter Q; the higher the value of Q, the coarser the quantization. In addition, the achievable frame rate is an increasing function on Q (a higher Q yields a higher frame rate). This is due to various system-level (bus, device driver etc.) bandwidth bottlenecks.
In order to adapt to the network load and variations in the image size, it is necessary to find an explicit relationship between Q, the source bit-rate, and the image size. An analytical derivation of such a formula is not possible, as the resultant bit-rate is dependent on the source material. We have derived such a relationship by fitting a nonlinear model to experimentally obtained data. We have used 18 image sizes ranging from 96 x 72 to 640 x 480 (aspect ratio 4/3). For each image size, several minutes of video data (head and shoulders) were recorded and played back, for values of Q ranging from 25 up to 600 (in steps of 25). For each such combination, an average sourCe bit-rate was estimated (with the instantaneous values of frame size over inter-frame time). These values were fitted with minimum squared error techniques to the following nonlinear model:
where B is the source bit-rate in Mbits/s (here 1 Mbit = 1024 x 1024 bits), W is the image area (measured in pixels), and pl(') and P2(') are 5th order polynomials. The selection of this specific model was based on its total squared error performance. The coefficients of pl and P2 are given in Table 1 . Figure 4 depicts the relationship between B and Q for various values of W. We should note that a trade-off exists between the extent of the applicability of the model (in terms of the values forpl and p2) for various video material and the performance that it allows to be achieved. Furthermore, it should be emphasized that this model encompasses the whole video subsystem (i.e., acquisition, encoding, transfer to main memory via the system's bus), and not just the encoder.
Our algorithm employs Eq. 1 to adapt to network load variations as follows. The system (video input function) maintains an estimate of the available network bandwidth, based on measurements of actual throughput of the video stream only. This is given by the average frame length times the average frame rate, over a 10-frame window. Every 10 frames, this estimate is consulted and a possibly new value of Q is selected. Assume that B(t) is the current bandwidth estimate, W(t) the current image area, and Q(t) is the current value of Q, as shown in Fig. 5 . Then under no network load, the output bit-rate would be given by: B(t) = Pl (W(t)) + p2(W(t)) log(Q(t)). If the network is loaded, then the actual bit-rate observed will be lower, say/)(t), corresponding to a Q value given by:
By selecting this new value, and hence moving from the operating point A1 to A3 in Fig. 5 , the system can lower its bandwidth requirements, and yet maintain a sufficiently high frame rate. This, of course, has the effect of degrading the spatial image quality; the objective here is to sustain a frame rate that may already be only marginally acceptable by tolerating a small degradation in spatial resolution. It should be noted that the measured bandwidth cannot exceed the one specified by Eq. 1 (although this may sometimes happen since this is only an experimental, statistic estimate). If the actual available bandwidth were known, then Eq. 2 could be applied directly to derive the new optimum value of Q. Since, in our environment, this information is not available, a procedure must be provided that will enable the increase of the source bit-rate when the network load allows it. 
Q adaptation mapping [AQ = Q(t) -C2(t), AQ' = Q(t + ~t) -O(t)]

if Q(t) > Q(t) + 50, then Q(t + 60 = Q(t) + 25, -ifQ(t)+50 > Q(t) >_ Q(t)-z5,thenQ(t+6t) = Q(t)-25, and -if Q(t) < Q(t) -25, then Q(t + 60 = Q(t).
This "hysterisis" mapping is depicted in Fig. 6 . Clearly, this process tries to favor the reduction of Q as it is the only means of increasing quality. To reduce the sensitivity of the algorithm to small or short-time variations in bandwidth, large thresholds are used to trigger modifications of Q. The values of Q(t) are always kept within the range of 25 to 350, which correspond to acceptable levels of quality for casual communication purposes.
In Fig. 7 we show the variations of Q(t), B(t) and the frame rate F(t) over an actual 3-min session (W = 320 • 240). The values have been scaled as shown to facilitate the comparative examination of the plots. The network load was introduced by TCP/IP traffic between two hosts. As can be observed from the plots, Q(t) increases whenever the available bandwidth as given by B(t) decreases. However, if the network load permits it, reductions of Q(t) result in a larger output bit-rate (and further attempts to reduce Q(t)). More significantly, however, we note that although a 50% reduction occurs in the output bit-rate during the last minute, the effect on the frame rate is much smaller (a 10% reduction). This is accomplished by a reduction in quality, as shown by the high Q values.
End-to-end delay
The end-to-end delay in audio communication systems is a very important factor, and is limited by the requirements imposed for human interaction. Acceptable end-to-end delay values prescribed for long-distance telephony are in the range of a few hundred milliseconds. Consequently, and since video in the Xphone system is on-demand coded, the end-to-end delay requirements are dictated by that of the audio signal, which is subject to a constant output processing rate.
We define the end-to-end delay as the time between acquisition and playback of an audio sample. This delay consists of several components. Firstly, there is the acquisition time of the samples of an audio frame. Additional delay is introduced by network transmission, which includes transport and lowerlayer protocol processing and physical transmission of the data over the link(s). Finally, a queuing delay is introduced at the audio output buffer as audio frames arrive in a bursty fashion. Other components such as buffer copying are ignored, as their effect is on a much smaller scale.
When a session is set up, the initial end-to-end delay consists simply of the acquisition delay of the first audio frame plus the transmission delay associated with it. (Note that the audio acquisition buffer size in our system is set by the operating system at 1024 bytes, which places a lower limit on the acquisition delay of the first packet at 128 ms.) From that point on, this delay stays constant as long as the audio output buffer at the receiver is not emptied. If the buffer is empty for a time, then the overall end-to-end delay of the session is increased by exactly that time; since the audio data cannot be processed faster than their natural sampling rate, they accumulate at the receiver's buffer. This effect is demonstrated in Fig. 8 , where we show the increments in the end-to-end delay after the reception of the first audio packet and the corresponding audio output buffer occupancy.
In order to keep the end-to-end delay bounded, a restart mechanism has been used to stop the acquisition and transmission of audio and video temporarily. Normal operation is resumed only after the receiver's audio output buffer is completely emptied, in which case the delay state is identical to the one during the session's startup. The mechanism follows a simple handshake rule, as shown in Fig. 9 . When the receiver senses that the average delay is larger than the prespecified threshold, it sends a STOP message to the transmitter. Upon its reception, the transmitter stops acquiring and sending audio and video frames and sends a STOPPED message to the receiver. Meanwhile, the latter continues playing the frames that it receives or are already in its audio buffer. This is done in order to avoid dropping audio packets that were sent prior to the sender being notified of the temporary interruption of communication. Once the receiving host receives the STOPPED message, it knows that no more audio packets are on the way. It then starts to monitor its audio buffer, and once it is empty it sends a RESUME message to the transmitter. When the transmitter receives this RESUME message, it resumes normal operation. Note that the restart procedure should seldom be used, as it interrupts the communication process. The duration of a restart procedure -and hence of communication disruptionfollows closely the current end-to-end delay. The estimation of the end-to-end delay is now described.
To mitigate the adverse effects of jitter, we employed silence detection in the audio signal. Silence detection is widely used for bandwidth reduction purposes in voice communication; here, however, we also use the silent parts of the speech signal to reduce the end-to-end delay. Essentially, silent parts of audio provide "relief" periods in which the output buffer is allowed to drain. The waiting time at the output buffer is then considerably reduced. The effectiveness of this technique is directly related to the speech activity factor, which for telephone conversations is approximately 50%. In our system we have found that the activity factor is actually lower (around 40%) due to the effect of the higher end-to-end delay (similar to a long distance connection). Clearly, in the case of an audio stream with no silence such an algorithm will have no effect. We should note that an alternative approach in which the output buffer occupancy is reduced by selectively discarding very small audio segments (receiver drops) suffers from very rapid deterioration of speech quality due to temporal nonlinearities.
The silence detector that we have employed is triggered by the difference between successive samples of audio. We opted here for simplicity, and minimal processing overhead. Silence is always detected on a flame-by-frame basis, and is searched for from the beginning of the frame until a nonsilent part is reached. To avoid erroneous decisions, an initial segment of a frame is classified as silence only if it is at least one third of the frame's total length. For the same purpose, the first silent part detected after a non-silent one is never classified as silence. Although more sophisticated designs could have been used, this simple design suffices to illustrate the effectiveness of the approach. Note that frame headers are always transmitted, even if the entire frame was classified as silence; also, the size of the initial segment of the frame that was classified as silence is transmitted in the frame's header.
To demonstrate the effectiveness of the technique, the endto-end delay was estimated with and without silence detection. The estimates (which are also used to trigger the restart protocol) are based on per-frame measurements of the mentioned three principal components of the end-to-end delay (i.e., acquisition time, transmission delay, and output queueing), averaged over a window of size 10. The acquisition time is given simply by the ratio of the length of the frame (including silence, if any) to the audio sampling rate. The output queueing time can be similarly computed by the ratio of the current output buffer occupancy to the audio sampling rate. The estimation of the transmission delay is more involved, as timing information from a single host must be used to avoid clock . End-to-end delay increments and audio buffer occupancy Fig. 9 . Restart protocol for end-to-end delay bounding synchronization problems. For this purpose, the transmission delay is estimated as half the round-trip delay. The latter is obtained by sending a special packet with no data that is immediately transmitted back to the sender. The round-trip delay is then the difference between the time this packet was sent and the time it was received. A new estimate is obtained between successive audio frame acquisitions. Due to the very small size of the frame header, the added overhead is quite small. Moreover, the whole process is completely transparent to the application as it only involves the registration of the appropriate modules to the Xphone scheduler during initialization. The accuracy of this transmission delay estimate is restricted by a number of factors; however, in all cases in which it is used (performance evaluation and restart triggering) an error of few tens of milliseconds is not significant. Figure 10 compares the estimated end-to-end delay, with and without silence detection, over two 2-min sessions. A speech activity factor of 50% was maintained. To demonstrate that the two experiments were carried out under similar condi- Fig. 10 . Estimated end-to-end delay with and without silence detection Fig. 11 . Estimated transmission delay with and without silence detection tions (i.e., network load), the estimated transmission time for both cases is shown in Fig. 11 . As can be seen, the end-to-end delay with the use of silence detection has been effectively kept around 300 ms, whereas without silence detection it reached 600 ms.
Audio/video synchronization
Synchronization is an essential part of any multimedia system, regardless of local or distributed (across a network) operation. Synchronization can be intramedium (or rate synchronization) where it pertains to maintaining the natural rate of the source (e.g., 64 Kbits/s audio), or intermedia where it guarantees that the explicit (user specified) or implicit (as in audio and video) time relationships between various media types are enforced. On the basis of various timing scales between the synchronization requirements of various media types, one can also distinguish between fine-grain and coarse-grain synchronization. The latter refers to cases in which the misadjustment tolerances are larger than those posed by video and audio (which are in the order of tens of milliseconds). An example of this case is the display of a still image and its associated text.
The most difficult task is the fine-grain, intermedia synchronization of video and audio, as the tolerances prescribed by human perception criteria are very tight. Here we describe the algorithms that we have developed to attack this problem. The results we obtained were very good, as judged by subjective evaluation. An objective evaluation of synchronization requires a sophisticated setup that allows the real-time playback of test video and audio material, their real-time digital acquisition at the other end of the system, and the analysis of the timing relationships of the test patterns by a computer. The performance evaluation results of such a configuration have not yet been completed, and will be reported in a future paper. As mentioned in Sect. 4, silence detection may be employed to help maintain a low average end-to-end delay between restart operations. Whether or not silence detection is used changes the algorithm slightly; both cases are analyzed.
The objective of a synchronization algorithm can be stated as follows. Let toa and tP~ be the time of acquisition and playback of the/th object of type o. Then, for accurate synchronization the following conditions must hold:
1. tP -tPo~_~ = to~ -tao~_~ for all i and o (intramedium synchronization), and 2. t p, -t p = t a -t a for all i, o and k (intermedia synchrokl oi k~ nization).
Since obtaining the time from a computer -especially a multitasking one -does not guarantee accuracy, both acquisition and playback times can only be approximated. These conditions can then only be approximately satisfied.
In view of time-stamp uncertainty, the task of our synchronization algorithm is to ensure that the following conditions hold:
1. t p Of course, the latter is simply an ordering condition. We note that these conditions bound the synchronization misalignment by the time interval required for two successive media acquisitions. As the performance of the system increases (e.g., a higher video frame rate can be supported), the synchronization accuracy increases.
At the acquisition phase, both audio and video frames are time-stamped with millisecond resolution before they are delivered to the network. Time-stamping occurs immediately after acquisition; this implies that the time-stamp for audio marks the end of the audio frame rather than its beginning. Note that it is essential that time references are always based on the same clock to avoid clock synchronization requirements. For the audio signal that is subject to continuous sampling, intramedium synchronization must be used to ensure that the full 64 Kbits/s rate is serviced. This is done at the acquisition point, simply by always reading the full contents of the audio input buffer. As data transmission takes place, multiplexed video and audio frames are received by the Xphone system and are delivered to the appropriate media playback routines. The audio frames are always immediately submitted to the audio output buffer. Due to possible nonzero buffer occupancy, the actual playback time may vary. The synchronization algorithm affects the playback of video frames only, and is based on both time-stamps and audio buffer occupancy. Let U and t a devj vj note the reception and acquisition time-stamps of the jth video frame respectively, with similar notation for the audio frames (t~ and U). Let also O(t) denote the output buffer occupancy at time t in audio samples, and ra the playback rate (here 8000 samples/s). In Fig. 12 we depict the audio buffer occupancy evolution until the time of the jth video frame's arrival U Vj" The first task of the algorithm is to position itself in the playback time-line. To that end, it must find the acquisition time-stamp of the currently played (or last played, if the output buffer is empty) audio frame, which may not be the most recently received. For this purpose, a finite history of received audio frames is kept, and the audio output buffer occupancy is O queried [ (tvj) ]. This audio frame history is scanned until an audio frame k is found, which satisfies:
where L(ad denotes the length of the ith audio frame in samples, and 1 is the most recent audio frame received. We assume now that silence detection is not used, and distinguish between two cases: (1) O(t~j ) = 0, and (2) O(tr~j ) 7~ 0. The first case implies that the audio output buffer is in a "starved" state (with the corresponding consequences in the end-to-end delay), and that the last audio frame has already been played out. The synchronization algorithm then decides to drop or queue the video frame, depending whether t~k is greater or less than t a (note that the audio time-stamp refers vj to the end of the audio frame). In the second case, the decision has three branches, i.e., drop, playback, or queue. The criteria are:
1. Ift~j <ta ak_~ thendrop. 2. Ift~k_j < t a < t a then play back.
--vj ak 3. Ift~k < t a then queue.
--V5
When no information is available for the k -lth audio frame, then the estimate t~k --L(ak)/ra is used instead of tXk_~. Due to time-stamp inaccuracy, incorrect decisions may be made if this estimate is always used. Clearly, as the end-to-end delay increases, both the video and audio output queues will increase in occupancy. Whenever the synchronization aIgorithm is invoked, it processes all video frames currently resident in the video output queue either until it is empty or a frame that must be queued (wait) is found. When silence detection is used, the audio frame headers of completely silent frames are still transmitted to the receiver; for frames that are partly silent the length of the silence is conveyed in the frame header. In this case, an audio buffer occupancy of zero does not always designate starvation, since it may correspond to a silent part. Moreover, this silent part may belong to an audio frame that has not yet arrived, so that it is not possible to decide accurately if the situation is normal or abnormal. For this purpose, the three-part decision already described is employed in all cases, except when the audio buffer occupancy is zero and the last audio frame received was not entirely silent (note that when occupancy is zero, the last audio frame received is always the reference one). When this happens and the video acquisition time-stamp satisfies t~k_l < ~a < t~ k (criterion 2), then the video frame is dropped. In the V:i case where a video frame is queued, but the following audio frame is silence, this algorithm will cause a slight delay in the video frame's playback. However, since this corresponds to silence, there is no synchronization problem.
We should note that, with this bounded synchronization scheme, long-term intramedium synchronization for video is maintained, although its short-term, local accuracy is traded off with audio/video intermedia synchronization. This trade-off is more heavily pronounced with a high video/audio interleave factor, which in turn depends on the video acquisition hardware and the audio input buffering. In our system this factor is typically 1:1 or 2: l. For much higher values -or if the video encoding/decoding processes are highly assymetric in terms of delay -an extra control step would be required for synchronizing intramedium video packets during the time their associated audio packet was played back. For normal video frame rates (up to 30 frames/s) and a configurable audio input buffer it is always possible to enforce a low interleave factor, and hence avoid any such complication.
Concluding remarks
We have presented the architecture and the algorithms used in the Xphone multimedia communication system. This system assumes the use of a best-effort operating system and network, and provides for synchronized video/audio playback with bounded and minimized end-to-end delay, as well as source bit-rate adaptation to the network load. The major points of the paper can be summarized as follows: -Intra application scheduling is essential for the transparent support of continuous, multimedia data flow and for achieving seamless integration with interactive windowing environments.
-Modeling of the source bit-rate can be used very effectively to maximize video quality according to the available network bandwidth, and also to adapt to changing videodisplay-window sizes.
Silence detection together with a restart mechanism is a very efficient mechanism for reducing and bounding the end-to-end delay. -Adequate video/audio synchronization is possible, even with no real-time support.
Using these techniques, the current system's implementation was shown to achieve a frame rate of 8 frames/s for a frame size of 320 • 240, an average bit-rate of 1 Mbit/s (full-duplex) and an average end-to-end delay of 250-300 ms.
Further improvements can be achieved in a number of ways. For example, the end-to-end delay can be further minimized by reducing the size of the audio acquisition buffer, by applying a more sophisticated silence-detection algorithm, and by coding the companded audio signal. The quality can also be improved by applying echo cancellation techniques. The current levels of end-to-end delay can generate undesirable echo phenomena, the severity of which depends heavily on the quality of the audio equipment used (for example, it can be completely eliminated with the use of a high-quality lavalier microphone). The video source rate bit-rate control algorithm can also be improved by providing a mechanism that enables the adaptive calibration of the bit-rate model being used.
Finally, a considerable improvement in overall performance can be attained by replacing the TCP layer with an unreliable one that can, however, to recover in cases of errors with no retransmissions. Although full reliability is desirable for audio, packet losses can be tolerated for video. As the three primary components of multimedia communication systems (codec, computer, and network) have competing requirements, techniques such as the ones described in this paper will become essential for their smooth cooperation.
