Abstract-A unitary shift operator (GSO) for signals on a graph is introduced, which exhibits the desired property of energy preservation over both backward and forward graph shifts. For rigour, the graph differential operator is also derived in an analytical form. The commutativity relation of the shift operator with the Fourier transform is next explored in conjunction with the proposed GSO to introduce a graph discrete Fourier transform (GDFT) which, unlike existing approaches, ensures the orthogonality of GDFT bases and admits a natural frequencydomain interpretation. The proposed GDFT is shown to allow for a coherent definition of the graph discrete Hilbert transform (GDHT) and the graph analytic signal. The advantages of the proposed GSO are demonstrated through illustrative examples.
I. INTRODUCTION
The rapidly expanding field of Graph Signal Processing [1, 2, 3, 4] requires a rigorous definition of a graph shift operator, which should ideally incorporate domain-specific knowledge of the graph topology as a means to introduce the graph counterparts of many classical signal processing techniques. While the signal shift is straightforwardly defined on the discrete-time axis, its definition on irregular graph domains is not obvious due to the rich underlying connectivity structure.
Existing GSOs typically take the convenient form of the graph adjacency or Laplacian matrices which are not isometric operators, however, for rigour it is desirable, or even necessary, to preserve the signal energy (L 2 -norm) over shifts. Consequently, several isometric shift operators have been recently proposed which satisfy the energy-preserving property [5, 6, 7] , whereby the eigenvalues of the adjacency or Laplacian matrix are cast onto a unit circle, thus preserving in this way the isometry property. However, the corresponding GDFT harmonics are not orthogonal for a general graph structure.
To this end, we set out to revisit the definition of unitary GSOs. This is achieved by drawing inspiration from the classical definition of the unitary shift operator acting on Hilbert spaces [8] . Its continuous counterpart, the graph differential operator, is also derived. Owing to the isometric nature of the proposed GSO, we show that its eigen-analysis provides a new basis for the graph discrete Fourier transform which exhibits a frequency-domain interpretation as in classical Fourier analysis. As a result, rigorous definitions of the graph discrete Hilbert transform and the graph analytic signal are provided based on the proposed GSO. Practical utility of the proposed class of GSOs, and its underlying GDFT functionality, is demonstrated through intuitive examples.
II. UNITARY GRAPH SHIFT OPERATORS
We follow the notation employed in [4] whereby a graph, denoted by G = {V, E}, is defined as a set of N vertices, V = {1, 2, ..., N }, which are connected by a set of edges, E ⊂ V × V. The existence of an edge between vertices m and n is designated by (m, n) ∈ E. The graph connectivity of an N -vertex graph can be formally represented by the adjacency matrix, A ∈ R N ×N , whereby the vertex connectivity structure is described by
A. Properties of shifted signals Consider a graph signal, x ∈ R N , for which x(n) is the observed sample at a vertex n ∈ V. Topologically, a necessary property of the backward shift on a graph is that the signal sample, x(n), must in some respect move from its original vertex, n, to vertices, m, within its nearest neighborhood modelled by A in (1), with (m, n) ∈ E (see Figure 1) . In its elementary form, the backward shifted signal, y b ∈ R N , can thus be defined using the graph adjacency matrix, A, as
Remark 1. The adjacency matrix, A in (1), provides the minimal information required to fully reflect the connectivity structure arising from the graph topology, and therefore to define the most elementary graph shift. Therefore, a sufficient condition to define the backward graph shift is that the shifted signal, y b , lies in the column space of A.
Similarly, the forward shift on a graph can be defined as a movement of the signal sample, x(n), from its original vertex, n, to vertices, m, within its neighborhood for which (n, m) ∈ E. The forward shifted signal, denoted by y f ∈ R N , can also be defined using the graph adjacency matrix, A, as
Remark 2. Following Remark 1, a sufficient condition to define the forward graph shift is that the shifted signal, y f , lies in the row space of A. For the visualisation, see Figure 1 .
It is important to notice that for a general adjacency matrix, A, the signal energy is not necessarily preserved over shifts, that is, Ax = x or A T x = x . However, it is often desirable, or even necessary, that a graph shift does not decrease or increase signal energy. It would also be advantageous to have a shift operator whereby the forward shift represents the inverse of the backward shift -not the case with A. One such isometric GSO is introduced in the following. , which exhibits the properties of shift operators acting on Hilbert spaces [8] , given by:
i) The row and column spaces of S and A coincide;
ii) The forward GSO is the inverse of the backward GSO;
iii) The energy of any graph signal, x ∈ R N , is preserved over both backward and forward shifts, that is
In other words, S is an isometric mapping.
Remark 3. For the condition in (2) to hold for any graph signal, x ∈ R N , the matrix S must be unitary, whereby the conditions S −1 = S T and S T S = SS T = I should be satisfied. The task of defining an isometric GSO can now be formalised as that of determining the unitary matrix, S, which is closest to A in a Hilbert space, that is, S is required to exhibit the maximum inner product with A, that is
This can be achieved analytically by evaluating the singular value decomposition of A, given by
where
are respectively the left and right matrix of singular vectors, and Σ ∈ R N ×N is the diagonal matrix of singular values. From (3) and (4), the backward shift operator can be expressed as
ensures that det(S) = 1, so as to produce a proper rotation matrix. The maximum inner product with A is therefore equal to S, A = tr (Σ).
Remark 4. Since U, Q and V are unitary matrices, S preserves signal energy over both backward and forward shifts. Furthermore, U and V provide respectively the orthonormal bases for the column and row spaces of A. Therefore, the row and column spaces of S coincide with those of A.
Remark 5. The matrix S = UQV
T is called the symmetric orthogonalization of the matrix A, and is unique [9, 10] . The solution is also closely related to the orthogonal Procrustes problem [11] and the associated Kabsch algorithm [12] . An important feature is that among all possible orthogonalizations of A, the symmetric orthogonalization ensures that S − A is minimised, or equivalently, S, A is maximised [13] . Therefore, the column and row spaces of S are the closest in the Hilbert space to those of A. , which means that the forward and backward shifts are equivalent. 
The backward and forward shifted versions of the signal in Figure 1 (b) were evaluated using both the elementary shift matrix, A, and the proposed isometric GSO, S in (5), and are illustrated in Figure 1 . Notice that, as desired, the signal energy was preserved when employing the unitary GSO, S, while the energy of the signals shifted through A increased. Remark 7. Like in standard linear shift-invariant systems, a system on a graph can be implemented as a linear combination of a graph signal, x, and its graph shifted versions, S m x. The output signal of an order-M system is then defined as [1, 14] 
where h m are the system coefficients. Owing to the unitary properties of the proposed class of GSOs, systems based on this isometric shift exhibit the desirable boundedness property
which stems from the triangle inequality employed above.
C. Differential operator on a graph
While the time shift designates a discrete change in a system, the continuous-time counterpart of the shift is the differential. A fundamental result which links the discrete and continuous calculus, known as Stone's theorem [15, 16] , provides a direct relation between these operators. This becomes obvious when considering the Taylor series expansion of the shifted signal at a time instant k, which has the form
In other words, the shift operator is an exponential of the differential operator. In the graph setting, this relation becomes
is the graph differential operator. Therefore, the graph differential operator is given by
and is also referred to as the infinitesimal generator of the shift operator, S.
Remark 8. The logarithm of the shift (rotation) matrix, S, exhibits the skew-symmetry property, ∇ T = −∇. Skewsymmetric matrices form a tangent space of orthogonal matrices, and can be thus thought of as infinitesimal rotations.
III. GRAPH DISCRETE FOURIER TRANSFORM
It is well understood that the classical Fourier transform is intrinsically linked to the shift operator. To see this, consider the discrete-time signal, x(k) ∈ R, at a time instant, k, which exhibits the following Fourier relationship
where F{x}(ω) ∈ C is the Fourier transform of x(k), and ω the angular frequency. The operation of a shift can then be interpreted through the time shift property of the Fourier transform, given by
Owing to the linearity property of the Fourier transform, this means that the linear shift operator, S, will also directly apply in the Fourier domain, to yield
From the operator-theoretic perspective, the relation in (15) can be viewed as the diagonalization of the shift operator by the Fourier transform, whereby the eigenfunction, F{x}(ω), is accompanied by the eigenvalue, e −ω
. In other words, this asserts the classical commutativity relationship between the shift operator and the Fourier transform.
A. Graph discrete Fourier transform (GDFT)
Since the proposed shift, S, is a rotation matrix, its eigenvalues lie on the unit circle and hence take the form e −ω . Therefore, the commutativity property of the shift operator with the Fourier harmonics in (15) naturally extends from the discrete-time setting to the irregular graph domain, as follows
where f ω ∈ C N is the graph Fourier harmonic which corresponds to the angular frequency, ω. Equivalently, the proposed GSO, S, admits the following eigenvalue decomposition
is the graph discrete Fourier transform (GDFT) matrix, and Ω ∈ R N ×N is a diagonal matrix which contains the frequencies associated to the GDFT harmonics.
Remark 9. The eigenvalues and eigenvectors of S have a natural frequency-domain interpretation which is in akin to the classical Fourier analysis. The eigenvalue, e −ω , designates the phase displacement (angular frequency), ω, over a shift, while the associated unit-norm eigenvector, f ω , defines the axis of rotation (harmonic) on a unit-sphere in R N , whereby the operator S induces a shift over the unit-sphere.
Since the shift operator, S, is real-valued, it exhibits a symmetric spectrum. This means that its eigenvalues and eigenvectors are either real-valued or appear in conjugate complex pairs. From (17), the GDFT matrix takes the form
where the column vectors of F = {f ω } ω>0 are the GDFT bases associated with the positive frequencies, and f 0 ∈ R N is the real-valued bases associated with the DC component (ω = 0) for the case where N is odd. Consequently, the matrix Ω takes the form
where Ω is a diagonal matrix which contains the positive angular frequencies, ω > 0.
Owing to the Hermitian symmetry of F, the GDFT relationship of a real-valued graph signal, x ∈ R N , is given by
where X ∈ C N is the GDFT coefficient vector, defined as
with X = {X(ω)} ω>0 comprising the GDFT coefficients associated with positive frequencies. To compute the GDFT coefficients, we can thus directly evaluate
Example 2. For the graph presented in Figure 1(a) , the GDFT parameters, F ∈ C
8×8
and Ω ∈ R
, were obtained from the eigenvalue decomposition of S as in (17). Owing to the symmetry of the spectrum, and because here N = 8 is an even integer, F ∈ C 8×4 contained four distinct complexvalued eigenvectors which are illustrated in Figure 2 . The eigenvalues in (17), that is, the angular frequencies were given by ω ∈ {0.238, 1.244, 2.209, 2.817} in radians per second. B. System on a graph in the GDFT domain In light of the GDFT decomposition of S in (17), we can now reconsider the system on a graph in (8) as follows
The pre-multiplication of this relation with F H yields
with the GDFT of the output signal defined as Y = F H y, which exhibits a similar structure to X in (21).
An element-wise formulation of the system in (24) allows us to define the transfer function of a system on a graph
which resembles the frequency response in classical Fourier setting.
C. Graph discrete Hilbert transform (GDHT)
The implicit frequency-domain interpretation of the proposed GDFT allows us to directly introduce the graph discrete Hilbert transform (GDHT), based on the GDFT coefficients associated with the non-negative frequencies, that is
and in this way obtain the graph analytic signal, x a ∈ C N . As with standard time-domain analytic signals, the proposed GSO allows for the graph analytic signal to be expressed in terms of its vertex-varying magnitude and phase, that is x a (n) = a(n)e φ(n) (27) where a(n) = |x a (n)| and φ(n) = ∠ x a (n) are respectively the local graph magnitude and phase. The local angular frequency can also be evaluated as the differential of the local phase with respect to the vertex index, that is, ω(n) = dφ(n) dn . Based on the proposed graph differential operator in (12) , the local graph phase is obtained as follows
Example 3. For the graph signal, x ∈ R 8 , in Figure 3 (a), the local graph magnitude, phase and frequency, denoted respectively by a, φ, ω ∈ R 8 , were evaluated using the GDHT in (26) and based on the proposed GSO of the directed graph in Figure 1(a) . Notice that the GDHT provides a means to detect features of the graph signal, such as the local magnitude, phase and frequency, which are not obvious from the signal itself. IV. CONCLUSIONS A class of unitary shift operators for signals on a graph has been proposed which exhibits the energy preservation property. Based on the proposed GSO, rigorous definitions of the differential operator, discrete Fourier transform and discrete Hilbert transform have been introduced and their practical utility has been demonstrated through intuitive examples.
