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Abstract
Starting from the averaged null energy condition (ANEC) in Minkowski we show that conformal
symmetry implies the ANEC for a conformal field theory (CFT) in a de Sitter and anti-de Sitter
background. A similar and novel bound is also obtained for a CFT in the Lorentzian cylinder.
Using monotonicity of relative entropy, we rederive these results for dS and the cylinder. As a
byproduct we obtain the vacuum modular Hamiltonian and entanglement entropy associated to
null deformed regions of CFTs in (A)dS and the cylinder. A third derivation of the ANEC in dS
is shown to follow from bulk causality in AdS/CFT. Finally, we use the Tomita-Takesaki theory
to show that Rindler positivity of Minkowski correlators generalizes to conformal theories defined
in dS and the cylinder.
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1 Introduction and summary
The main focus of this work is the averaged null energy condition (ANEC), defined for an arbitrary
quantum field theory (QFT) on a fixed space-time gµν as∫ +∞
−∞
dλ kµkνTµν ≥ 0 , (1.1)
where Tµν is the stress tensor operator and kµ is the tangent vector over a complete null geodesic
with affine parameter λ. The original motivation for considering this condition comes from general
relativity, where it is a reasonable substitute for the null energy condition kµkνTµν ≥ 0, known to
fail in quantum theories. The ANEC can be used to rule out space-times with certain unwanted
features [1–3], as well as for proving classic theorems in general relativity [4–6]. Even in the simplest
case of a QFT in Minkowski, the ANEC has been applied to obtain very interesting results such as
the conformal collider bounds of Ref. [7].
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Although the ANEC in Minkowski has been proven for general QFTs in Refs. [8–10], the question
still remains whether it is a true statement of quantum theories defined in more general backgrounds.
In this work we take a few steps in this direction and prove the ANEC for arbitrary conformal field
theories (CFTs) defined on fixed de Sitter and anti-de Sitter space-times. Moreover, for a CFT in the
Lorentzian cylinder R× Sd−1 we obtain a similar condition given by∫ pi/2
−pi/2
dλ¯ cosd(λ¯)kµkνTµν ≥ 0 , (1.2)
where λ¯ is affine and the null geodesic is not complete but goes between antipodal points in the
spatial sphere Sd−1. The stress tensor in (1.2) is vacuum subtracted Tµν ≡ Tµν − 〈0|Tµν |0〉 in order
to avoid a trivial violation due to some constant Casimir energy.1
We start in Sec. 2, where we derive the three constraints in (A)dS and the cylinder in a simple way.
Given that the ANEC in Minkowski has been well established for general QFTs [8–10], we start from
this condition and apply certain conformal transformations from Minkowski to these space-times.2
After the mapping, the resulting constraint gives the ANEC in (A)dS and the bound (1.2) for the
cylinder. To implement these transformations appropriately we must carefully deal with the fact that
the conformal group is only globally well defined in the Lorentzian cylinder.3 Since this plays an
important role in this work, let us briefly explain its significance.
The Lorentzian cylinder R × Sd−1 can be represented by an infinite strip in the (σ/R, θ) plane,
where σ ∈ R is the time coordinate and θ ∈ [0, pi], with the end points corresponding to the poles of
the spatial sphere Sd−1 of radius R, see Fig. 1. The conformal transformations relating the cylinder,
Minkowski and (A)dS are essentially given by different ways of cutting out regions of this infinite
strip. When mapping a curve (or surface) from one space-time into another it is crucial that we keep
track of this, since a given curve may not fit inside some of the sections of the strip shown in Fig. 1.
The key technical feature of (A)dS that enables the derivation of the ANEC is that a complete and
affinely parametrized null geodesic in Minkowski is also complete and affine in (A)dS. Since this is not
true for the Lorentzian cylinder, we do not obtain the ANEC in this case but the constraint in (1.2).
In Sec. 3 we investigate whether an independent proof of these results can be obtained from
monotonicity of relative entropy, as done in Ref. [8] for the Minkowski ANEC. We do so by first
computing the vacuum modular Hamiltonians of null deformed regions in these space-times, which
we obtain by conformally mapping the Minkowski modular operator associated to null deformations
of Rindler [14]. The appropriate conformal transformations are a slight modification from the ones
used in Sec. 2. The case of dS is particularly simple, where we show that the modular Hamiltonian
1Given that (A)dS are maximally symmetric space-times, this is not necessary for the ANEC in (1.1). For more
details see discussion around (2.27).
2See Refs. [11, 12] for previous studies on the behavior of the ANEC under conformal transformations.
3For a pedagogical introduction see David Simmons-Duffin’s lecture notes on TASI 2019 (although to this date the
notes are not complete, they are still very useful). Another useful explanation is given in the first secion of Ref. [13].
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associated to null deformations of the static patch is given by
KdS = 2piR
d−2
∫
Sd−2
dΩ(~x⊥)
∫ +∞
A¯(~x⊥)
dη
(
η − A¯(~x⊥)
)
Tηη(η, ~x⊥) , (1.3)
where for fixed ~x⊥, η is an affine parameter in dS and the stress tensor is projected along this
direction. For A¯(~x⊥) = 0 the integral is over the future horizon of the de Sitter static patch, while
arbitrary A¯(~x⊥) corresponds to null deformations. Using this together with monotonicity of relative
entropy gives the ANEC in dS. Although a similar procedure results in the bound in the cylinder (1.2),
it does not generalize to the AdS case due to some technical issues related to our previous comment
on the global definition of the conformal group. We finish Sec. 3 by computing the universal terms
of the entanglement entropy associated to the null deformed modular Hamiltonians in (A)dS and the
cylinder. The details of the computations are summarized in App. B, where we build on some results
of Ref. [15] using AdS/CFT.
We continue in Sec. 4, where we explore some aspects that would be necesary to generalize the
causality proof of the Minkowski ANEC [9] to these curved space-times. In particular, we study
one of its crucial ingredients, the "wedge reflection positivity" or "Rindler positivity", which for two
scalar operators can be written as
〈0| O†(X˜µ)O(Xµ) |0〉 > 0 , X˜µ(Xµ) = (−T,−X, ~Y ) , (1.4)
where Xµ = (T,X, ~Y ) are Cartesian coordinates in Minkowski and Xµ must satisfy X > |T |. This
property was derived in Ref. [16] from the Tomita-Takesaki theory [17, 18]. Using the conformal
transformations of Sec. 3 we map the Bisognano-Wichmann Tomita operator [19] to the CFTs in
the Lorentzian cylinder and de Sitter, and show that a generalized version of (1.4) holds in these
backgrounds. The resulting property for the cylinder is particularly interesting since unlike (1.4), the
transformation X˜µ is non-linear.4
The third (and last) independent proof of the ANEC in de Sitter is based on AdS/CFT and given
in appendix A. We show that the approach of Ref. [20] used to derive the Minkwoski ANEC for
holographic theories described by Einstein gravity can be naturally extended to de Sitter. We should
mention that while this work was in preparation Ref. [21] used a similar method to derive the bound
in the Lorentzian cylinder (1.2) for space-time dimensions d = 3, 4, 5 and holographic CFTs dual to
Einstein gravity.
We finish in Sec. 5 with a discussion of our results and several future research directions. In
particular we comment on the connection between these bounds and the quantum null energy condi-
tion (QNEC). Using the modular Hamiltonian in (1.3), we point out that the QNEC in de Sitter can
be written in terms of the second order variation of relative entropy.
4The wedge reflection positivity for the CFT in the Lorentzian cylinder and de Sitter for operators of arbitrary even
spin are given in (4.22) and (4.23) respectively.
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Figure 1: Diagrams illustrating the effect of the conformal transformations given in table 1 when
applied to the Lorentzian cylinder. The whole infinite strip on the left diagram corresponds to the
cylinder, with the North and South pole at θ = 0 and θ = pi respectively.
2 ANEC in (A)dS from conformal symmetry
In this section we map the null plane in Minkowski to the Lorentzian cylinder, de Sitter and anti-de
Sitter. After describing the geometric aspects of the transformation we apply it to the ANEC operator
in Minkowski space-time. This allows us to obtain the ANEC for CFTs in (A)dS and a similar novel
bound for theories defined in the cylinder.
2.1 Taking the null plane on a conformal journey - Take I
The conformal transformations relating Minkowski, the cylinder and (A)dS have been known for a
long time [22]. The simplest way to introduce them is to start from the metric in the Lorentzian
cylinder R× Sd−1 written as
ds2LC = −dσ2 +R2
(
dθ2 + sin2(θ)dΩ2(~v )
)
, (2.1)
where σ ∈ R is the time coordinate and θ ∈ [0, pi], with the end points corresponding to the North
and South pole of the spatial sphere Sd−1 of radius R. The line element dΩ2(~v ) is given by
dΩ2(~v ) =
(
2L
L2 + |~v |2
)2
d~v.d~v , (2.2)
which corresponds to a unit sphere Sd−2 in stereographic coordinates ~v ∈ Rd−2. The length scale L
can be any, not necessarily related to R.5 This cylinder manifold can be represented by an infinite
strip in the (σ/R, θ) plane, as shown in the first diagram of Fig. 1, where the North and South pole
5To obtain the Sd−2 in terms of the usual angles we describe the vector ~v ∈ Rd−2 in spherical coordinates and then
parametrize its radius according to |~v | = L tan(φ/2) with φ ∈ [0, pi].
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Map to New coordinates Conformal factor w2 Transformed space-time
R× Rd−1 r± = R tan(θ±/2) (R
2 + r2+)(R
2 + r2−)
4R2
−dt2 + dr2 + r2dΩ2(~v )
dS cosh(ts/R) = 1/ cos(σ/R) cos2(σ/R) −dt2s +R2 cosh2(ts/R)
[
dθ2 + sin2(θ)dΩ2(~v )
]
AdS ρ = R tan(θ) cos2(θ) −ρ
2 +R2
R2
dσ2 +
R2
ρ2 +R2
dρ2 + ρ2dΩ2(~v )
Table 1: Details of the conformal transformations relating the Lorentzian cylinder to various space-
times. We indicate the new coordinates, the conformal factor w2 obtained from the change of coordi-
nates ds2LC = w
2ds¯2 and the metric of the transformed space-time. The null coordinates in the cylinder
are θ± = σ/R ± θ, while in Minkowski we define r± = r ± t with the radius r ≥ 0 and t ∈ R. For the
(A)dS space-times we have ts ∈ R and ρ ≥ 0.
are given by the vertical lines at θ = 0 and θ = pi respectively. Other values of θ ∈ (0, pi) in this
diagram corresponds to a unit sphere Sd−2.
Conformal transformations in the cylinder are essentially given by different ways of cutting this
infinite strip. The cutting is implemented by a change of coordinates which puts the metric of
the cylinder in the form ds2LC = w
2ds¯2, followed by a Weyl rescaling which removes the conformal
factor w2. Effectively, this maps a section of the Lorentzian cylinder to the space-time ds¯2. Through
this procedure we can obtain Minkowski and (A)dS.6 The appropriate change of coordinates and
conformal factors in each case are indicated in table 1. From this it is straightforward to see that
each of the transformations cuts the infinite strip as given in Fig. 1. For instance, in the Minkowski
case we see that r± ∈ R translates into θ± ∈ [−pi, pi] together with the implicit constraint θ ∈ [0, pi].
The way in which we have written the metrics in (A)dS in table 1 is (probably) the most familiar
form but not the most convenient to describe null surfaces, which is ultimately what we are interested
in. A more suitable description of these space-times is given directly in terms of the coordinates in
the cylinder
ds2dS =
−dσ2 +R2 (dθ2 + sin2(θ)dΩ2(~v ))
cos2(σ/R)
,
ds2AdS =
−dσ2 +R2 (dθ2 + sin2(θ)dΩ2(~v ))
cos2(θ)
.
(2.3)
Changing to ts and ρ given in table 1, we obtain the more familiar forms of (A)dS. Notice that due
to the denominators in (2.3) the range of σ is restricted to |σ/R| ≤ pi/2 for dS while θ ∈ [0, pi/2] in
AdS. This implements the cutting of the infinite strip as sketched in Fig. 1.
Let us now consider the null plane in d-dimensional Minkowski and analyze its transformation
properties under these mappings. Taking Cartesian coordinates Xµ = (T,X, ~Y ) in Minkowski, the
6Starting from the Lorentzian cylinder, Ref. [22] discusses some additional conformal relations. Although in this
work we restrict to Minkowski and (A)dS, a similar treatment is possible in these other cases.
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null plane X− = X − T = 0 can be parametrized in terms of (λ, ~x⊥) as
Nplane =
{
Xµ ∈ R× R× Rd−2 : Xµ(λ, ~x⊥) = (λ, λ, ~x⊥) , (λ, ~x⊥) ∈ R× Rd−2
}
. (2.4)
For fixed ~x⊥ the curve Xµ(λ) trivially satisfies the geodesic equation
d2Xµ
dλ2
+ Γµαβ
dXα
dλ
dXβ
dλ
= 0 , (2.5)
since the connection Γµαβ vanishes in these coordinates. This means that λ is an affine parameter
while we can think of ~x⊥ as a label going through the different geodesics.
Since the transformation from Minkowski to the cylinder in table 1 is given in terms of radial null
coordinates r± = r± t, it is convenient to first change from the Cartesian spatial coordinates (X, ~Y )
to spherical. We can do this by defining (r,~v ) according to7
r =
(
X2 + |~Y |2)1/2 , ~v = 2R~Y
X +
(
X2 + |~Y |2)1/2 . (2.6)
Using this together with (2.4) we can write the null plane in spherical coordinates, where the
Minkowski metric is ds2 = −dt2 + dr2 + r2dΩ2(~v ).8 The conformal mapping from Minkowski to
the cylinder is then applied by writing r± = R tan(θ±/2) with θ± = θ ± σ/R, so that the null surface
in the cylinder coordinates vµ = (θ+, θ−, ~v ) becomes
vµ(λ, ~x⊥) =
(
θ+(λ, ~x⊥), θ−(λ, ~x⊥),
2R~x⊥
λ+
√
λ2 + |~x⊥|2
)
, (λ, ~x⊥) ∈ R× Rd−2 , (2.7)
where
θ±(λ, ~x⊥) = 2 arctan
(√
λ2 + |~x⊥|2 ± λ
R
)
. (2.8)
If we evaluate the conformal factor associated to this transformation and given in table 1 along the
surface we find
w2(λ, ~x⊥) =
4R2λ2 + (R2 + |~x⊥|2)2
4R4
. (2.9)
To understand the surface let us analyze its behavior for fixed values of ~x⊥. The geodesic equa-
tion (2.5) is not invariant under the conformal transformations since the connection transforms with
an additional term under the Weyl rescaling, and becomes
d2vµ
dλ2
+ Γ¯µαβ
dvα
dλ
dvβ
dλ
=
[
−2 d
dλ
ln (w(λ))
]
dvµ
dλ
, (2.10)
where Γ¯µαβ is the connection in the cylinder. One can explicitly check that the curve (2.7) has a null
tangent vector which satisfies this equation for any value of ~x⊥. Altogether, this means that vµ(λ, ~x⊥)
is (as expected) a null geodesic, even though λ is not affine anymore due to the non-vanishing term
7The inverse transformation is given by (X, ~Y ) = r
(|~v |2 − 4R2, 4R~v) / (|~v |2 + 4R2).
8The metric in the unit sphere dΩ2(~v ) is given in (2.2) with L = 2R.
6
on the right-hand side of (2.10). This additional term can be canceled by defining an appropriate
affine parameter λ¯(λ) according to
λ¯′′(λ) =
[
−2 d
dλ
ln (w(λ))
]
λ¯′(λ) =⇒ λ¯(λ) = c0
∫
dλ
w2(λ)
+ c1 , (2.11)
where c0 and c1 are integration constants which can depend on the transverse coordinates ~x⊥. Us-
ing (2.9) we can evaluate this explicitly and obtain an affine parameter in the cylinder
λ(λ¯, ~x⊥) =
R2 + |~x⊥|2
2R
tan(λ¯) , |λ¯| ≤ pi/2 , (2.12)
where we have conveniently fixed the integration constants c0 and c1.
Let us analyze the behavior of each of these geodesics. For any value of ~x⊥ all the curves begin
and end at the same space-time points, given by
(σ/R, θ, |~v| )∣∣
initial
=
(
−pi
2
,
pi
2
,+∞
)
, (σ/R, θ, |~v| ) ∣∣
final
=
(pi
2
,
pi
2
, 0
)
. (2.13)
Remember that the Sd−2 in the cylinder metric (2.1) is parametrized in stereographic coordinates ~v,
so that |~v| equal to zero and infinity correspond to antipodal points in the Sd−2. This means that
both the initial and final points lie on the equator θ = pi/2 of the spatial sphere Sd−1, but on opposite
sides. As the affine parameter takes values in λ¯ ∈ (−pi/2, pi/2), the curves travel between these points
without intersecting and covering the whole sphere.
Some special values of ~x⊥ have particularly simple trajectories. For instance, the geodesics
with |~x⊥| = R always stay on the equator θ = pi/2, and are parametrized according to
For |~x⊥| = R =⇒ vµ(λ¯, ~x⊥) =
(
pi
2
+ λ¯,
pi
2
− λ¯, 2~x⊥
tan(λ¯) + sec(λ¯)
)
. (2.14)
Other simple curves are given by |~x⊥| equal to zero or infinity, which corresponds to trajectories that
go through the North and South pole of Sd−1 respectively. Their motion in the ~v coordinate is always
constant expect at the pole where it discontinuously changes from zero to infinity.
For all other values of |~x⊥| the curves travel along other possible paths in the sphere without
intersecting. In the center diagram of Fig. 2 we show some trajectories for the case d = 3, where
the spatial section of the cylinder is an S2.9 For higher dimensions we can represent the geodesics
in the (σ/R, θ) plane as shown in the left diagram of that figure. Although all these curves are null,
they are not necessarily at an angle of pi/4 since they have a non-trivial motion in the coordinate ~v.
Only for |~x⊥| equal zero and infinity the coordinate ~v remains constant and the curves have an angle
of pi/4 in the (σ/R, θ) plane.
The mapping of this surface to (A)dS is straightforward since it only involves the Weyl rescaling
in (2.3). Using this, the conformal factors connecting Minkowski to (A)dS evaluated along the null
9To plot the curves on the S2 it is useful to write the stereographic coordinate v ∈ R as v = 2R tan(φ/2) with |φ| ≤ pi
and then consider Cartesian coordinates (x, y, z) in terms of the spherical angles (θ, φ). Using (2.7) this gives (x, y, z)
in terms of (λ, ~x⊥) so that the curves always lie on the surface of the S2.
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North Pole South Pole
Cylinder De Sitter
North Pole South Pole
Figure 2: Geodesics in the Lorentzian cylinder and de Sitter for several values of ~x⊥. The diagram
in the left does not contain all the information since it is missing the motion in the coordinates ~v on
the Sd−2. In the center diagram, we plot some trajectories for the case d = 3 where the spatial section
of the cylinder is given by S2. Equal colors in each diagram correspond to the same geodesics. To
the right we have the geodesics in the (σ/R, θ) plane together with the region covered by de Sitter.
Since the topology of dS is the same as the cylinder, the trajectories in dS are also given by the center
diagram.
surface can be computed from (2.8) and (2.9)
w2dS(~x⊥) =
(
R2 + |~x⊥|2
2R2
)2
, w2AdS(~x⊥) =
(
R2 − |~x⊥|2
2R2
)2
. (2.15)
Note that in both cases the results are independent of λ. This apparently innocent observation will
have very deep consequences. In particular, it means that the affine parameter λ in the null plane is
also affine in (A)dS, since the right-hand side of the geodesic equation (2.10) automatically vanishes.
For de Sitter we plot the geodesics in the (σ/R, θ) plane in the right diagram of Fig. 2. All
curves fit exactly inside in the space-time, traveling from the boundary at past infinity to future
infinity. Since the topology of de Sitter is the same as the cylinder R× Sd−1, with a time dependent
radius Sd−1, the trajectories are the same as for the cylinder shown in the center diagram of Fig. 2.
The difference is that the curves in de Sitter cannot be extended beyond their initial and final points,
since they encounter the dS boundaries at |σ/R| = pi/2.
The AdS case is quite different, since there are geodesics that lie outside the space-time, as we
see in the left diagram of Fig. 3. Only curves with |~x⊥| < R lie inside AdS. The critical geodesic
that has a vertical path in the (σ/R, θ) plane is given by |~x⊥| = R in (2.14), and travels exactly
along the AdS boundary. This is in accordance with the vanishing of the conformal factor in (2.15),
which is signaling something important since the conformal transformation is not invertible around
that point.
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Figure 3: In the left diagram we plot the AdS geodesics in the (σ/R, θ) plane. Comparing with Fig. 2
we see that only half of the curves with |~x⊥| < R fit inside the space-time. In the right diagram we
plot the trajectories in a cross section of the solid cylinder for the case of d = 3. Equal colors in each
diagram correspond to the same geodesics.
For d = 3 we plot the trajectories of the AdS geodesics in a cross section of the solid cylinder, so
that we get the right diagram in Fig. 3.10 Different values of ~x⊥ follow distinct paths in AdS. This
is in contrast to the cylinder and dS where all the geodesics are equivalent up to a rotation of the
sphere Sd−1. The maximum depth in AdS reached by each geodesic is given at λ = 0, and can be
written in terms of the AdS radial coordinates ρ = R tan(θ) in table 1 as
ρmin =
(
2R2
R2 − |~x⊥|2
)
|~x⊥| , |~x⊥| ∈ [0, R] .
The maximum depth corresponds to |~x⊥| = 0 where the geodesic reaches the center of AdS, while
for |~x⊥| = R the geodesics travel along the AdS boundary and ρmin diverges.
2.2 Mapping the Minkowski ANEC
Let us now apply the mapping of the Minkowski null plane to obtain some interesting results regarding
the energy measured along null geodesics. Consider the ANEC in Minkowski, proven for general QFTs
in Refs. [8–10] and given by
E(~x⊥) ≡
∫ +∞
−∞
dλTλλ(λ, ~x⊥) ≥ 0 . (2.16)
10To obtain this plot we write the Cartesian coordinates (x, y) as (x, y) = θ(cos(φ), sin(φ)) where φ is obtained from
v = 2R tan(φ/2). Using the description of the geodesics in (2.7) we get (x, y) as a function of (λ, ~x⊥).
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The integral is over a null geodesic in the null plane (2.4), parametrized by λ and labeled by ~x⊥. The
stress tensor Tµν is projected along this null path according to
Tλλ =
dXµ
dλ
dXν
dλ
Tµν , (2.17)
where Xµ = Xµ(λ, ~x⊥) in (2.4).
To map the integral operator in (2.16) we require the transformation of the stress tensor. Given
the Hilbert space H associated to the field theory in Minkowski, the unitary operator U : H → H¯
implements the mapping to H¯, the Hilbert space of the transformed CFT. Since Tµν is a quasi-primary
operator with spin ` = 2 and scaling dimension ∆ = d it transforms under the adjoint action of U as
UTµνU
† = |w(vµ)|2−d ∂v
α
∂Xµ
∂vβ
∂Xν
(
T¯αβ − S¯αβ
)
. (2.18)
The anomalous term S¯αβ is proportional to the identity operator and non-vanishing for even d. For
d = 2 it can be written in terms of the Schwartzian derivative. Assuming that Tµν has vanishing
expectation value in the Minkowski vacuum |0〉,11 we can determine the anomalous contribution S¯αβ
as
0 = 〈0|Tµν |0〉 =⇒ S¯αβ = 〈0¯| T¯αβ |0¯〉 , (2.19)
where we have used that S¯αβ is proportional to the identity operator. The effect of the anomalous term
is to ensure that the mapped stress tensor T¯αβ vanishes when evaluated in the new vacuum state |0¯〉.
For the most part we leave this vacuum substraction implicit and simply write T¯αβ ≡ T¯αβ − 〈0¯| T¯αβ |0¯〉.
Using this we can write the transformation of the operator Tλλ appearing in (2.16) as
UTλλ(λ, ~x⊥)U † = |w(λ, ~x⊥)|2−d
[
dvα
dλ
dvβ
dλ
T¯αβ(λ, ~x⊥)
]
= |w(λ, ~x⊥)|2−dT¯λλ(λ, ~x⊥) , (2.20)
where the components of T¯λλ are now computed from the null surface vµ(λ, ~x⊥) in (2.7). In this way,
the mapping of the Minkowski ANEC in (2.16) is in general given by
UE(~x⊥)U † =
∫ +∞
−∞
dλ |w(λ, ~x⊥)|2−dT¯λλ(λ, ~x⊥) ≥ 0 . (2.21)
This gives a non-trivial constraint for the CFTs defined on the cylinder and (A)dS implied by confor-
mal symmetry and the ANEC in Minkowski. Since we are using the same coordinates vµ = (θ+, θ−, ~v )
to describe all of these space-times, the geodesics are always given by (2.7).
2.2.1 Weighted average in Lorentzian cylinder
For the case of the Lorentzian cylinder the conformal factor is given by (2.9). Since it has a non-trivial
dependence in λ, we change the integration variable to λ¯(λ), the affine parameter in (2.12), which
gives
UE(~x⊥)U † = 1
R
(
2R2
R2 + |~x⊥|2
)d ∫ pi/2
−pi/2
dλ¯ cosd(λ¯)T¯λ¯λ¯(λ¯, ~x⊥) ,
11For our purpose this assumption is not strictly necessary. Although Poincare symmetry of the vacuum only
implies 〈0|Tµν |0〉 ∝ ηµν , when projecting the stress tensor along the null direction Tλλ this constant factor drops out.
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where we remember to consider the hidden factors of dλ in the definition of Tλλ when changing the
integration variable. The positivity of the Minkowski ANEC implies a novel bound for the null energy
of a CFT in the cylinder12 ∫ pi/2
−pi/2
dλ¯ cosd(λ¯)T¯λ¯λ¯(λ¯, ~x⊥) ≥ 0 . (2.22)
Before analyzing its features, let us rewrite it in a more convenient way.
Even though this inequality seems simple enough, the coordinate description of the geodesics
in (2.7) is complicated. However their trajectories in Fig. 2 are very simple. A more convenient
description of the same geodesics can be obtained by taking advantage of the rotation symmetry of the
sphere. In particular we can rotate the coordinates in Sd−1 such that the initial and final points (2.13)
are instead given by the North and South pole. This has the advantage that every geodesic has a
constant value of ~v along its trajectory, instead of the complicated dependence in (2.7). The geodesics
in the rotated frame are described in terms of the space-time coordinates vµ = (θ+, θ−, ~v ) as
vµ(λ¯, ~x⊥) = (2λ¯+ pi/2, pi/2, ~x⊥) , (λ¯, ~x⊥) ∈ [−pi/2, pi/2]× Rd−2 . (2.23)
These curves start and end at the same time as (2.13) but at different spatial points of the sphere,
given by the North and South pole. The tangent vector is clearly null and one can check that it
satisfies the geodesic equation with affine parameter λ¯. In Sec. 3 we rederive the bound (2.22) from
relative entropy directly in terms of a geodesic equivalent to (2.23). Let us now comment on the most
interesting features of (2.22).
The bound (2.22) is not equivalent to the ANEC in the Lorentzian cylinder. To start, the condition
is along a finite length geodesic which is not complete. Although we can obtain a bound for a complete
geodesic going around the sphere Sd−1 an infinite number of times by applying (2.22) to each section,
it is not equivalent to the ANEC due to the non trivial weight function cosd(λ¯).13 This weight
function is required so that the operator (2.22) is well defined. In the integration range |λ¯| ≤ pi/2,
the function cosd(λ¯) is non-negative, smooth and vanishes at the boundaries. The rapid decay of the
function at |λ¯| = pi/2 is crucial, given that it is precisely at the boundary of a sharply integrated
operator, where large amounts of negative energy can acumulate.14
Let us also recall that the stress tensor appearing in (2.22) is normalized so that it vanishes in the
vacuum state of the cylinder. This arises due to the anomalous transformation of the stress tensor
under the conformal map (see the discussion around (2.19)). The operator in the inequality is then
given by T¯µν ≡ T¯µν − 〈0¯| T¯µν |0¯〉, where |0¯〉 is the vacuum of the CFT in the cylinder. This vacuum
contribution has been explicitly computed in Ref. [24] for arbitrary CFTs, where it is shown to vanish
12While this work was in preparation Ref. [21] appeared where this inequality was derived for d = 3, 4, 5 and strongly
coupled holographic CFTs described by Einstein gravity. This derivation show that the bound is valid in a more general
setup.
13It is important that the inequality (2.22) is written in terms of the affine parameter of the geodesic, since we could
always define a new parameter which absorbs the weight function cosd(λ¯) in the integral.
14See section 4.2.4 of Ref. [23] for an explicit example of this feature in two dimensional CFTs.
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when d is odd while for even d it is given by
〈0¯| T¯λ¯λ¯ |0¯〉 =
4(−1)d/2Ad
(d− 1)Rd−2Vol(Sd) , (2.24)
with Ad the trace anomaly coefficient, see Ref. [25] for conventions. The vacuum substraction ensures
that the inequality (2.22) is not trivially violated by come constant negative Casimir energy.
Finally let us comment in the large d limit, which is particularly interesting since the func-
tion cosd(λ¯) localizes at λ¯ = 0. Although λ¯ = 0 in (2.23) corresponds to the equator of Sd−1 we can
always rotate the coordinates system so that the integral localized around an arbitrary point. This
means we can write the bound directly in terms of the space-time coordinates vµ in the large d limit
as the following local constraint
T¯−−(θ+, θ−, ~v ) ≥ lim
d→+∞
(−1)d/2Ad
(d− 1)Rd−2Vol(Sd) , (2.25)
where we have projected the stress tensor in the null coordinate θ−.
Evaluating the limit on the right-hand side is not as simple as it might seem since the coeffi-
cient Ad vanishes for d odd and has a non-trivial dependence when d is even. Although the explicit
dependence of Ad for even d can be computed for free or holographic theories [26, 25], the question
still remains regarding how to deal with the factor Rd−2. Whatever the case may be, there are only
two possible outcomes for the limit in (2.25): it is either undetermined or it converges to zero. While
an undetermined result means that there is something funny going on with large d limit in (2.22), if
it goes to zero it implies that the stress tensor is locally a positive operator in the cylinder. This is
an interesting result which we hope to further investigate in future work.
2.2.2 ANEC in (A)dS
Let us now consider the mapping to (A)dS, where the conformal factors evaluated on the null surface
are given in (2.15). Since these are independent of λ the mapping of the Minkowski ANEC (2.21) is
given by
UE(~x⊥)U † = |w(A)dS(~x⊥)|2−d
∫ +∞
−∞
dλ T¯λλ(λ, ~x⊥) ,
which implies
E(A)dS(~x⊥) ≡
∫ +∞
−∞
dλ T¯λλ(λ, ~x⊥) ≥ 0 . (2.26)
Let us explain what are the features that allows us to identify this as the ANEC in both de Sitter
and anti-de Sitter.
The first crucial fact is that w(A)dS(~x⊥) is independent of λ, so that the right hand side of the
geodesic equation (2.10) vanishes and implies that λ is an affine parameter in (A)dS.15 Moreover,
15It important that the integral in the ANEC is written in terms of an affine parameter. While the condition in (2.16)
is clearly invariant under affine transformations λ→ aλ+ b, it changes its form under a more general transformation,
e.g. λ→ L sinh(λ/L).
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this allows to remove it from the λ integral in (2.21) so that there is no weight function along the
trajectory, as we had for the case of the Lorentzian cylinder (2.22). Another important feature is that
the geodesics in both dS and AdS are complete, i.e. they cannot be extended beyond λ ∈ R. This is
certainly the case as the curves start and end at the (A)dS boundaries. Altogether, this allows us to
identify (2.26) as the ANEC in (A)dS, valid for any conformal theory.
Similarly to the case of the cylinder, for dS we can use the spatial symmetry to describe the
null geodesics in (2.7) in a more convenient way. Since de Sitter space-time is topologically given
by R× Sd−1, we can use the same reasoning around (2.23) to describe the geodesics in de Sitter as
vµ(λ, ~x⊥) = (2 arctan(λ) + pi/2, pi/2, ~x⊥) , (λ, ~x⊥) ∈ R× Rd−2 .
In Sec. 3 we rederive the ANEC in de Sitter from relative entropy directly in terms of a null geodesic
equivalent to this one.
For AdS we do not have a symmetry argument to simplify the description of the geodesics in (2.7).
As we see in the right diagram of Fig. 3 the geodesics for different values of ~x⊥ are distinct and travel
through the space-time in different ways.
Before moving on let us recall that the stress tensor appearing in (2.26) contains a substraction
with respect to the (A)dS vacuum, i.e. T¯µν ≡ T¯µν − 〈0(A)dS| T¯µν |0(A)dS〉. However, there is an
important distinction in this case given by the fact that (anti-)de Sitter is a maximally symmetric
space-time. This implies that the vacuum expectation value of the stress tensor is proportional to
the (A)dS metric,16 which results in
〈0(A)dS| T¯µν |0(A)dS〉 ∝ g(A)dSµν =⇒ 〈0(A)dS| T¯λλ |0(A)dS〉 ∝ g(A)dSµν
dvµ
dλ
dvν
dλ
= 0 . (2.27)
Therefore, the Casimir energy of (A)dS makes no contribution to the ANEC in (2.26).
3 Null energy bounds from relative entropy
In the previous section we showed that the ANEC in (A)dS and a similar bound for the Lorentzian
cylinder follow from the Minkowski ANEC and conformal symmetry. The aim of this section is to
investigate whether these results can also be obtained from relative entropy, as done in Ref. [8] for
the Minkowski ANEC. Let us start by briefly review the approach used in that paper.
Consider a smooth curve in the null plane (2.4) defined by λ = A(~x⊥) which splits the surface in
two regions Nplane = A+ ∪ A−, where A± are given by λ ≥ ±A(~x⊥). Given a QFT in d-dimensional
space-time Xµ we take the space-time region DA+ for which A+ is its future horizon, and analogously
for DA−. A diagram of the setup is given in Fig. 4. For these space-time regions let us consider the
reduced density operator ρA± associated to the vacuum state |0〉. We can define ρA± as the operator
which satisfies the following property
〈0| OA± |0〉 = Tr
(
ρA± OA±
)
, (3.1)
16We can explicitly check this from equation (21) in Ref. [24] using that the Riemann tensor of (A)dS is determined
from its metric.
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Figure 4: Plot of DA+ (green) and DA− (red) in the (T,X) plane in Minkowski space-time. The
function A(~x⊥) (blue dot) changes along the null plane X − T = 0 as we move through the transverse
directions ~x⊥ outside of the page. A very nice 3D picture of this region can be found in Fig. 1 of
Ref. [15].
for OA± any operator (not necessarily local) supported exclusively in DA±. Given a reduced density
operator its logarithm defines the modular HamiltonianKA± = − ln(ρA±)+const, where the constant
is fixed by normalization.
For this setup the modular Hamiltonian of the vacuum state was computed in Ref. [14] (see also
Refs. [8, 27, 28]) and shown to have the following simple local expression
KA± = ±2pi
∫
A±
dS (λ−A(~x⊥))Tλλ(λ, ~x⊥) , (3.2)
where dS = d~x⊥dλ is the induced surface element on the null plane and Tλλ is defined in (2.17).
When A(~x⊥) = 0 the regions in Fig. 4 corresponds to the Rindler wedge and its complement, so
that (3.2) follows from the Bisognano-Wichmann theorem [19]. In this case the modular Hamiltonian
can be written as a local integral over any Cauchy surface in DA±, not necesarily along the null
horizons. This is not true when A(~x⊥) is a non-trivial function, since the operator has a local
expression only along the null surface A± [14].
It is useful to also consider the full modular Hamiltonian KˆA+ , defined for a generic space-time
region V as
KˆV = KV −KV ′ , (3.3)
where V ′ is the causal complement of V . Using the expressions in (3.2) we find
KˆA+ = 2pi
∫
Nplane
dS (λ−A(~x⊥))Tλλ(λ, ~x⊥) , (3.4)
where the integral is now over the full null plane. This operator has the advantage that it is globally
defined in the Hilbert space, without any ambiguities that can arise in (3.2) from the boundary of
integration. In the context of the Tomita-Takesaki theory that we review in Sec. 4, KˆV determines
the modular operator.
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To prove the Minkowski ANEC, Ref. [8] combined the full modular Hamiltonian in (3.4) together
with relative entropy, that is defined as
S(ρ||σ) = Tr (ρ ln(ρ))− Tr (ρ ln(σ)) ≥ 0 , (3.5)
where ρ and σ are any two density operators. The monotonicity property of relative entropy implies
that given any two space-time regions such that A ⊇ B, the reduced operators satisfy the inequal-
ity S (ρA||σA) ≥ S (ρB||σB). Taking σ as a pure state and starting from this inequality and an
analogous one for the complementary regions, it is straightforward to prove following constraint [29]
KˆA − KˆB ≥ 0 , for A ⊇ B , (3.6)
where KˆA/B is the full modular Hamiltonian of σ.17 Using (3.4) we can explicitly write the inequality
for null deformations of Rindler, which gives
KˆA − KˆB = 2pi
∫ +∞
−∞
dλ
∫
Rd−2
d~x⊥ (B(~x⊥)−A(~x⊥))Tλλ(λ, ~x⊥) ≥ 0 ,
where we must have B(~x⊥) ≥ A(~x⊥). Taking A(~x⊥) = 0 and B(~x⊥) = δ(~x⊥ − ~x 0⊥) for any ~x 0⊥, gives
the ANEC in Minkowski (2.16) as derived in Ref. [8].
Our strategy for extending this proof is simple. Using conformal transformations we map the
modular Hamiltonian in (3.4) to (A)dS and the Lorentzian cylinder. From this we can explicitly
write the inequality (3.6) coming from relative entropy and obtain a bound for the energy along null
geodesics. We shall see that this procedure is non-trivial and while it works for de Sitter and the
Lorentzian cylinder, it fails to give the ANEC in the anti-de Sitter case. Along the way we obtain
several new modular Hamiltonians and compute their associated entanglement entropy.
3.1 Taking the null plane on a conformal journey - Take II
Since our aim is to map the modular Hamiltonian (3.2), given by an integral over a region of the
null plane, we start by discussing the geometric transformation of the null plane. Although we have
already analyzed this in the previous section, the resulting surface (2.7) has a complicated coordi-
nate description which is not the most convenient. We now consider a slightly different conformal
transformation that is more useful for writing the modular Hamiltonians.
Instead of mapping the null plane directly to the cylinder, we first consider a conformal transforma-
tion mapping the Minkowski space-timeXµ = (T,X, ~Y ) into itself xµ = (t, x, ~y ). This transformation
is given by
xµ(Xµ) =
Xµ + (X ·X)Cµ
1 + 2(X · C) + (X ·X)(C · C) −D
µ , (3.7)
17The inequality implied by relative entropy is more general than (3.6) and given by
Tr
[
ρ
(
KˆA − KˆB
)] ≥ 2Sf (A,B) ,
where Sf (A,B) is the free entropy of the state ρ. This is a non-negative and UV finite quantity constructed from
the entanglement entropy 2Sf (A,B) = (SA − SA′) − (SB − SB′), see Ref. [29]. If ρ is a pure state, the free entropy
vanishes and we recover (3.6).
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where (X ·X) = ηµνXµXν . It gives a space-time translation in the Dµ = (R,R,~0 ) direction together
with a special conformal transformation with parameter Cµ = (0, 1/(2R),~0 ). The Minkowski metric
in the new coordinates becomes ds2 = w2(xµ)ηµνdxµdxν , where the conformal factor is given by
w2(Xµ) =
(
1 + 2(X · C) + (X ·X)(C · C))2 .
Evaluating this along the null plane (2.4) we find
w2(λ, ~x⊥) =
(
λ+ p(~x⊥)
R
)2
where p(~x⊥) =
|~x⊥|2 + 4R2
4R
. (3.8)
The mapped suface can be found by evaluating (3.7) in the parametrization of the null plane in (2.4)
xµ(λ, ~x⊥) = R
(
p(~x⊥)
λ+ p(~x⊥)
)(− 1, ~n(~x⊥)) , ~n(~x⊥) = ( |~x⊥|2 − 4R2|~x⊥|2 + 4R2 , 4R~x⊥|~x⊥|2 + 4R2
)
, (3.9)
where ~n ∈ Rd−1 is a unit vector |~n(~x⊥)| = 1. This surface corresponds to a future and past null
cone starting from the origin xµ = 0. Although λ is not affine anymore, we can define an affine
parameter α according to λ(α) = p(~x⊥)(R/α− 1),18 so that the surface is given by
xµ(α, ~x⊥) = α(−1, ~n(~x⊥)) , (α, ~x⊥) ∈ R× Rd−2 . (3.10)
Positive α corresponds to the past null cone of the origin xµ = 0, while negative α gives the future
cone. The transverse coordinates ~x⊥ parametrize a unit sphere Sd−2 in stereographic coordinates,
as can be seen by computing the induced metric on the surface and finding α2dΩ2(~x⊥) with dΩ(~x⊥)
in (2.2) (where L = 2R).
There is a subtlety in this transformation that we must be careful with. As we can see from
the description in terms of λ in (3.9), there is a discontinuity in the mapping when λ = −p(~x⊥),
that is precisely where the conformal factor (3.8) vanishes. Similarly to the previous mapping to
AdS in (2.15), this is signaling a failure of the transformation, which is somewhat expected given
that special conformal transformations are not globally defined in Minkowski but on its conformal
compactification, the Lorentzian cylinder. To properly interpret the surface (3.10) we must go to the
cylinder.
Since a single copy of Minkowski is not enough to cover the whole cylinder, we consider an infinite
number of Minkowski space-times Mn and Mm labeled by the integers (n,m), so that the whole
cylinder manifoldMLC is obtained from
MLC =
( ⋃
n∈Z
Mn
)
∪
( ⋃
m∈Z
Mm
)
.
To each of the Minkowski copies we apply a slightly different conformal transformation
r
(n)
± (θ±) = R tan(θ±/2) , r
(m)
± (θ±) = −R tan(θ∓/2) , (3.11)
18This expression for α can be obtained from the integral in (2.11), using w2(λ, ~x⊥) in (3.8) and conveniently fixing
the integration constants c1 and c0.
16
where the domain of the coordinates θ± in each case is given by
Dn =
{
θ± ∈ R : (θ± ∓ 2npi) ∈ [−pi, pi] , θ ∈ [0, pi]
}
,
Dm =
{
θ± ∈ R : (θ± ∓ (2m− 1)pi) ∈ [0, 2pi] , θ ∈ [0, pi]
}
.
(3.12)
In every case, the transformations acts in the same way as in table 1 but mappingM(n,m) to different
sections of the Lorentzian cylinder. These are given in the (σ/R, θ) plane by the shaded blue and
orange regions in the second diagram of Fig. 5. The main difference between the n (blue) and m
(orange) patches is that the n series maps the Minkowski origin to the North pole, while for m the
origin is mapped to the South.
Let us now use these relations to map the null plane across the special conformal transformation
and into the cylinder. From (3.9) we can write the null radial coordinates r± on the surface as
r±(λ, ~x⊥) =
2Rp(~x⊥)
|λ+ p(~x⊥)|Θ
[∓ (λ+ p(~x⊥)) ] . (3.13)
Applying the transformation associated to the patch n = 0 in (3.11) to the region of the null
plane λ > −p(~x⊥) and m = 0 to λ < −p(~x⊥) we find
λ > −p(~x⊥) =⇒ r(n=0)± :
(
θ+ = 0, tan(θ−/2) =
2p(~x⊥)
λ+ p(~x⊥)
)
, θ− ∈ [0, pi] ,
λ < −p(~x⊥) =⇒ r(m=0)± :
(
θ+ = 0, tan(θ−/2) =
2p(~x⊥)
λ+ p(~x⊥)
)
, θ− ∈ [pi, 2pi] ,
(3.14)
where the range of θ− in each case is obtained from (3.12). Notice that the surface across the two
patches is continuous as θ− → pi. Moreover, the singularity that is present in the Minkowski space xµ
at λ→ −p(~x⊥) is smoothed out in the cylinder by the tangent function. This completely determines
the mapping of the null plane in the Minkowski coordinates Xµ to the Lorentzian cylinder, which we
sketch in Fig. 5.
We can now reinterpret the discontinuity in the Minkowski null cone xµ in (3.9) from the perspec-
tive of the Lorentzian cylinder. As we see in Fig. 5, this discontinuity is nothing more than the null
surface going from the Minkowski copy Mn=0 to Mm=0. The future null cone in appears to come
from infinity, that is precisely what happens from the perspective of Mm=0 in Fig. 5. This means
that the future and past null cones in (3.9) are not in the same Minkowski patch, since the mapping
of the full null plane does not fit in the Minkowski space-time xµ. Shortly, this will play an important
role when computing the modular Hamiltonian associated to the null cone.
The conformal factor relating the Minkowski space-time Xµ with the cylinder is obtained by
taking the product of (3.8) and the expression in table 1 evaluated at (3.13), which gives
w(λ, ~x⊥)2 =
[
(λ+ p(~x⊥))2
R2
]
×
[
4p2(~x⊥) + (λ+ p(~x⊥))2
4(λ+ p(~x⊥))2
]
=
4p2(~x⊥) + (λ+ p(~x⊥))2
4R2
. (3.15)
Using this to solve the integral in (2.11), we find an affine parameter β = β(λ) for the surface in the
cylinder
tan(β) =
2p(~x⊥)
λ+ p(~x⊥)
, (3.16)
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Minkowski De Sitter Anti-de Sitter
Figure 5: Mapping of the null plane in Minkowski to the null surfaces in the (σ/R, θ) plane. The
different diagrams indicate the sections of the cylinder covered by each of the space-times. We see that
discontinuity at λ = −p(~x⊥) in the Minkowski case is nothing more than the surface going from the
Minkowski patchMn=0 toMm=0 in the second diagram. For de Sitter we consider a slight variation
of the Weyl rescaling so that the surface fits in the space-time, see discussion above (3.18).
where we have conveniently fixed the integration constants to c0 and c1. Comparing with (3.14)
we identify β = θ−/2, so that the null surface in the cylinder coordinates vµ = (θ+, θ−, ~v ) has the
following simple description
vµ(β, ~x⊥) = (0, 2β, ~x⊥) , (β, ~x⊥) ∈ [0, pi]× Rd−2 . (3.17)
The surface goes from the South pole of the Sd−1 all the way to the North pole. Up to a time
translation and rotation of the Sd−1, it is equivalent to the surface obtained through the mapping of
the previous section in (2.7) (see Fig. 2) but with a much simpler description.
Let us now apply the transformation to (A)dS given by the Weyl rescaling in (2.3). Since the
surface in the cylinder (3.17) has a range in σ/R given by σ/R ∈ [−pi, 0] we consider a slightly
different Weyl rescaling for the de Sitter case, given by changing the conformal factor in (2.3)
to cos2(σ/R)→ sin2(σ/R). This allows us to take the range of the time coordinate in dS σ/R ∈ [−pi, 0]
so that the surface (3.17) fits in the space-time, as we see in Fig. 5. In the same figure we see that
the null surface does not fit in a single copy of AdS. Evaluating the conformal factor relating the
Minkowski space-time Xµ to (A)dS using (3.15) and (3.17) we find
wdS(~x⊥) = p(~x⊥)/R , wAdS(λ, ~x⊥)2 =
(
λ+ p(~x⊥)
2R
)2
. (3.18)
For de Sitter the conformal factor is independent of λ and similar to the one obtained from the
conformal transformation in Sec. (2.15). This means that λ is an affine parameter in dS. We still
find it convenient to apply an affine transformation by defining η according to λ(η) = p(~x⊥)(2η − 1)
so that using (3.16) the surface in dS has a simple description. Writing β in (3.17) in terms of η we
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Mapping of Affine parameter Induced Fits inside
null plane to along geodesic metric space-time?
Minkowski null cone λ(α) = p(~x⊥)(R/α− 1) α2dΩ2(~x⊥) No
Lorentzian cylinder λ(β) = p(~x⊥)(2 cot(β)− 1) R2 sin2(β)dΩ2(~x⊥) Yes
De Sitter λ(η) = p(~x⊥)(2η − 1) R2dΩ2(~x⊥) Yes
Anti-de Sitter λ(ζ) = p(~x⊥)(2/ζ − 1) R2ζ2dΩ2(~x⊥) No
Table 2: Summary of the mapping of the Minkowski null plane under the conformal transforma-
tions discussed in this section. We indicate the relation between the affine parameter in the null
plane λ and the one in the mapped surface, the induced metric and whether the surface fits in
the mapped space-time. The metric on the unit sphere Sd−2 in stereographic coordinates is given
by dΩ2(~x⊥) = d~x⊥.d~x⊥/p2(~x⊥), where p(~x⊥) = (|~x⊥|2 + 4R2)/4R.
find
vµ(η, ~x⊥) = (0, 2 arccot(η), ~x⊥) , (η, ~x⊥) ∈ R× Rd−2 , (3.19)
where since β = arccot(η), the image of arccot(η) is taken in [0, pi].
For anti-de Sitter the conformal factor depends on λ, which means λ is not affine after the
transformation. This is quite different to the mapping considered in the previous section, where it
was independent of λ (2.15). An affine parameter in AdS ζ can be easily found by solving the integral
in (2.11), which gives λ(ζ) = p(~x⊥)(2/ζ − 1). Writing β in (3.17) in terms of ζ, the surface in AdS is
given by
vµ(ζ, ~x⊥) = (0, 2 arctan(ζ), ~x⊥) , (η, ~x⊥) ∈ R≥0 × Rd−2 .
As ζ → +∞ the surface reaches θ = pi/2 corresponding to the AdS boundary and the conformal
factor (3.18) vanishes. The full surface does not fit in a single copy of AdS.
3.2 Modular Hamiltonians of null deformed regions in curve backgrounds
Now that we have a simple description of the mapping of the null plane we can apply these conformal
transformations on the modular Hamiltonian KA± in (3.2) and explicitly write the constraint (3.6)
coming from relative entropy. We summarize the most important aspects of the mapping of the null
plane in table 2.
A general conformal transformation given by a change of coordinates zµ(Xµ) induces a geometric
transformation of the null surface A± → A¯±, while the Hilbert space is mapped by a unitary oper-
ator U : H → H¯. Consider an arbitrary primary operator Oa(Xµ) of spin ` ∈ N0, where the label a
contains all the Lorentz indices, i.e. a = (µ1, . . . , µ`). An arbitrary matrix R ba is obtained from R νµ
as
R ba ≡ R ν1µ1 . . . R ν`µ` . (3.20)
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Since Oa(Xµ) is primary, it transforms according to
UOa(Xµ)U † = |w(zµ)|`−∆ ∂z
b
∂Xa
O¯b(zµ) , (3.21)
where O¯a(zµ) acts on the Hilbert space H¯.
To obtain the transformation property of the reduced density operator ρA± we consider its defining
property (3.1). Writing this relation for a primary operator Oa(Xµ) and using its simple transfor-
mation law (3.21) we find
〈0¯| O¯b(zµ) |0¯〉 = Tr
(
UρA±U †O¯b(zµ)
)
, zµ ∈ DA¯± , (3.22)
where |0¯〉 = U |0〉 is the vacuum state in the mapped CFT. We have canceled the conformal fac-
tors appearing on both sides as well as the Jacobian matrices, which are invertible since conformal
transformations can be inverted. The location of the mapped operator is given by zµ ∈ DA¯±.
This relation allows us to identify the reduced density operator associated to the causal domain
of the mapped null surface A¯± as ρ¯A¯± = UρA±U †. Although (3.22) only involves primary operators
of integer spin, we can differentiate it to obtain its descendants, while an analogous transformation
property to (3.21) gives the equivalent relation for primary operators of half-integer spin. Altogether,
this means that the modular Hamiltonian transforms in the expected way given by the adjoint action
of U as K¯A¯± = UKA±U †.
Since the modular Hamiltonian of the null plane (3.2) is written as an integral of the stress tensor,
we can directly use the transformation of Tλλ in (2.20). The modular Hamiltonian associated to A¯±
is then given by
K¯A¯± = ±2pi
∫
A¯±
dS¯ (λ−A(~x⊥))T¯λλ(λ, ~x⊥) . (3.23)
We have absorbed the factor |w(z)|2−d into the surface element dS¯ = d~x⊥dλ
√
h¯, where h¯ is the
determinant of the induced metric of the mapped surface in the new space-time. Although A¯± is
a (d−1) dimensional surface, its surface element scales as (d−2) because it is null. Applying a simple
change of integration variables we can write the integral in terms of a generic affine parameter λ¯ as
K¯A¯± = ±2pi
∫
A¯±
dS¯
[
λ(λ¯)−A(~x⊥)
λ′(λ¯)
]
T¯λ¯λ¯(λ¯, ~x⊥) , (3.24)
where we took into account the λ derivatives in the definition of Tλλ. In an analogous way, the full
modular Hamiltonian in (3.4) transforms according to
KˆA¯+ = 2pi
∫
N¯
dS¯
[
λ(λ¯)−A(~x⊥)
λ′(λ¯)
]
T¯λ¯λ¯(λ¯, ~x⊥) , (3.25)
where N¯ = A¯+ ∪ A¯−. Using these relations and the results of the previous section summarized in
table 2 we can easily write these operators explicitly. In Fig. 6 we plot the null horizons A¯± and
their causal regions for the different space-times in the (σ/R, θ) plane.
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Figure 6: Plot of the mapped surfaces A¯± and their causal domains DA¯± in the (σ/R, θ), where we
indicate the region of the cylinder covered by each of the space-times.
3.2.1 Minkowski null cone
Let us start by taking A¯+ as a region of the past null cone in Minkowski (3.10), given by
A¯+ =
{
xµ ∈ R× Rd−1 : xµ(α, ~x⊥) = α(−1, ~n(~x⊥)) , (α, ~x⊥) ∈ [0, A¯(~x⊥)]× Rd−2
}
, (3.26)
where ~n(~x⊥) is given in (3.9). The affine parameter α is obtained from the relation λ(α) in table
2, while the entangling surface λ = A¯(~x⊥) ≥ 0 is determined from A(~x⊥) = p(~x⊥)(R/A¯(~x⊥) − 1).
Using (3.24) and the results in table 2 the modular Hamiltonian associated to the region A¯+ is given
by
K¯A¯+ = 2pi
∫
Sd−2
dΩ(~x⊥)
∫ A¯(~x⊥)
0
dααd−2
[
α(A¯(~x⊥)− α)
A¯(~x⊥)
]
T¯αα(α, ~x⊥) . (3.27)
Fixing A¯(~x⊥) = R, the space-time region DA¯+ corresponds to the causal domain of a ball of
radius R centered at t = −R, whose modular Hamiltonian has been long known [30, 31]. For
an arbitrary function A¯(~x⊥) it gives the modular Hamiltonian associated to null deformations of the
ball.19 This operator was previously considered in Ref. [14] but the result in that paper is incorrect, as
can be seen by noting that it does not reproduce the correct result when A¯(~x⊥) = R.20 The integral
in (3.27) can also be written directly in terms of the space-time coordinates using that r− = 2α
and ~x⊥ = ~v.
For the complementary space-time region DA¯− we cannot write the modular Hamiltonian since
the null surface A¯− does not fit inside Minkowski, see Fig. 6. This means we cannot write the full
modular Hamiltonian KˆA¯+ and derive a null energy bound from the monotonicity of relative entropy.
19For a nice 3D picture of the setup see Fig. 2 of Ref. [15].
20A correct expression for the modular Hamiltonian that is equivalent to (3.27) was previously given in Ref. [32]
without proof.
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An exception to this is given by the case of the ball where A¯(~x⊥) = R implies A(~x⊥) = 0. As previ-
ously discussed, for this particular case the modular Hamiltonian becomes the Bisognano-Wichmann
result, meaning that it can be written as a local integral over any Cauchy surface in the region DA¯−.
We can use this freedom to chose a surface which fits in Minkowski, starting from A¯(~x⊥) = R (blue dot
in second diagram of Fig. 6) and finishing at space-like infinity (σ/R, θ) = (0, pi). Using this we can
write the modular Hamiltonian corresponding to the complementary region of a ball in Minkowski,
as done for example in Ref. [29]. This analysis clarifies the validity of such expression.
3.2.2 Lorentzian cylinder
We now consider the transformation to the Lorentzian cylinder, where the null surface A¯+ is written
in the coordinates uµ = (σ/R, θ,~v ) as
A¯+ =
{
uµ ∈ R× [0, pi]× Rd−2 : uµ = (−β, β, ~x⊥) , (β, ~x⊥) ∈ [0, A¯(~x⊥)]× Rd−2
}
. (3.28)
The entangling surface β = A¯(~x⊥) ∈ [0, pi] is given by the function A¯(~x⊥), which can be written
from the relation λ(β) in table 2 as A(~x⊥) = p(~x⊥)(2 cot(A¯(~x⊥))− 1). The modular Hamiltonian is
obtained from (3.24) and table 2, so that we find
K¯A¯+ = 2pi
∫
Sd−2
dΩ(~x⊥)
∫ A¯(~x⊥)
0
dβ (R sin(β))d−2
[
sin(β) sin(A¯(~x⊥)− β)
sin(A¯(~x⊥))
]
T¯ββ(β, ~x⊥) . (3.29)
For A¯(~x⊥) = θ0 the region DA¯+ corresponds to the causal domain of a cap region centered at the
North Pole on the spatial sphere Sd−1 and agrees with the result obtained in [31]. The operator can
be written in terms of the space-time coordinates using that θ− = 2β and ~x⊥ = ~v.
Since the whole null surface fits in the cylinder, we can write the operator associated to the com-
plementary region or equivalently, we can directly express the full modular Hamiltonian using (3.25)
as
KˆA¯+ = 2pi
∫
Sd−2
dΩ(~x⊥)
∫ pi
0
dβ (R sin(β))d−2
[
sin(β) sin(A¯(~x⊥)− β)
sin(A¯(~x⊥))
]
T¯ββ(β, ~x⊥) . (3.30)
From this we can explicitly write the constraint (3.6) coming from relative entropy and obtain a
bound on the null energy. Since the two regions are determined by the functions A¯(~x⊥) and B¯(~x⊥)
the constraint becomes∫ pi
0
dβ sind(β)
∫
Rd−2
d~x⊥
[
cot(B¯(~x⊥))− cot(A¯(~x⊥))
p(~x⊥)d−2
]
T¯ββ(β, ~x⊥) ≥ 0 , (3.31)
where A¯(~x⊥) ≥ B¯(~x⊥) so that the condition for the regions in (3.6) is satisfied. We have also
written the surface element dΩ(~x⊥) explicitly in terms of p(~x⊥). It is now convenient to fix the
functions A¯(~x⊥) and B¯(~x⊥) to
A¯(~x⊥) = pi/2 , and cot(B¯(~x⊥)) = p(~x⊥)d−2δ(~x⊥ − ~x 0⊥) , (3.32)
22
where ~x 0⊥ is any fixed vector in Rd−2. Although the condition for B¯(~x⊥) involving the Dirac delta
might seem unusual due to the cotangent function, B¯(~x⊥) is determined by the original func-
tion B(~x⊥) from B(~x⊥) = p(~x⊥)(2 cot(B¯(~x⊥)) − 1). The behavior of B¯(~x⊥) implied by (3.32) is
qualitatively given by
B¯(~x⊥) ∼
 pi/2 , for ~x⊥ 6= ~x 0⊥0 , for ~x⊥ = ~x 0⊥ .
Using this we can solve the integral in ~x⊥ in (3.31) and find∫ pi
0
dβ sind(β) T¯ββ(β, ~x⊥) ≥ 0 , (3.33)
where the affine parameter β describes the geodesic in (3.17). Up to a translation of the geodesic,
this is equivalent to the constraint derived in the previous section (2.22).
3.2.3 De Sitter
For de Sitter, the null surface A¯+ is given in the uµ = (σ/R, θ,~v ) coordinates by
A¯+ =
{
uµ ∈ [−pi, 0]× [0, pi]× Rd−2 : uµ = (−β(η), β(η), ~x⊥) , (η, ~x⊥) ∈ [A¯(~x⊥),+∞)× Rd−2
}
,
(3.34)
where η(β) = cot(β). The entangling surface η = A¯(~x⊥) ∈ R is obtained from the relation λ(η) in
table 2 as A(~x⊥) = p(~x⊥)(2A¯(~x⊥) − 1). Using (3.24) and the results in table 2 we can write the
associated modular Hamiltonian as
K¯A¯+ = 2piR
d−2
∫
Sd−2
dΩ(~x⊥)
∫ +∞
A¯(~x⊥)
dη
(
η − A¯(~x⊥)
)
T¯ηη(η, ~x⊥) , (3.35)
which has a similar structure to that of the Minkowski null plane (3.2). When A¯(~x⊥) = 0 we
have β = pi/2 so that the space-time regions DA¯± correspond to the left and right static patches of
de Sitter, see Fig. 6. For general A¯(~x⊥) it is given by null deformations of these regions.
Since the whole null surface fits inside de Sitter, we can write the modular Hamiltonian of the
complementary region and therefore the full modular Hamiltonian, which from (3.25) is given by
KˆA¯+ = 2piR
d−2
∫
Sd−2
dΩ(~x⊥)
∫ +∞
−∞
dη
(
η − A¯(~x⊥)
)
T¯ηη(η, ~x⊥) . (3.36)
From this we can explicitly write the constraint (3.6) coming from monotonicity of relative entropy.
Taking the regions as determined by the two functions A¯(~x⊥) and B¯(~x⊥), the general inequality
in (3.6) implies ∫ +∞
−∞
dη
∫
Rd−2
d~x⊥
[
B¯(~x⊥)− A¯(~x⊥)
p(~x⊥)d−2
]
T¯ηη(η, ~x⊥) ≥ 0 , (3.37)
where B¯(~x⊥) ≥ A¯(~x⊥) so that the condition for the regions in (3.6) is satisfied. We have also written
the integral over Sd−2 explicitly in terms of ~x⊥. Fixing the regions such that
A¯(~x⊥) = 0 , and B¯(~x⊥) = p(~x⊥)d−2δ(~x⊥ − ~x 0⊥) ,
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we can trivially solve the integral and obtain the ANEC for a CFT in de Sitter
EdS(~x⊥) =
∫ +∞
−∞
dη T¯ηη(η, ~x⊥) ≥ 0 ,
where the geodesic is given by (3.19).
3.2.4 Anti-de Sitter
Finally let us consider the conformal transformation to AdS, where the null surface A¯+ is written in
the coordinates uµ = (σ/R, θ,~v ) as
A¯+ =
{
uµ ∈ R× [0, pi/2]× Rd−2 : uµ = (−β(ζ), β(ζ), ~x⊥) , (ζ, ~x⊥) ∈ [0, A¯(~x⊥)]× Rd−2
}
,
(3.38)
where ζ(β) = tan(β) and A¯(~x⊥) ∈ R≥0 is obtained from the relation λ(ζ) in table 2 as A(~x⊥) =
p(~x⊥)
(
2/A¯(~x⊥)− 1
)
. The modular Hamiltonian associated to A¯+ is obtained from (3.24) and the
results in table 2
K¯A¯+ = 2piR
d−2
∫
Sd−2
dΩ2(~x⊥)
∫ A¯(~x⊥)
0
dζ ζd−2
[
ζ(A¯(~x⊥)− ζ)
A¯(~x⊥)
]
T¯ζζ(ζ, ~x⊥) . (3.39)
Notice that it has the same structure as the modular Hamiltonian on the deformed null cone (3.27).
If the function A¯(~x⊥) is constant, the space-time region DA¯+ corresponds to the causal domain of
a ball in AdS. We can see this noting that the usual AdS radial coordinate ρ in table 1 is given
by ρ = R tan(θ). Since the full null surface N¯ = A¯+ ∪ A¯− does not fit inside the whole AdS space-
time we cannot write the full modular Hamiltonian and the constraint (3.6) coming from relative
entropy. This means that while the ANEC in dS can be derived from relative entropy, this is not true
for AdS, as a consequence of the fact that the Minkowski null plane does not fit inside AdS.
3.3 Entanglement entropy
Since we have derived some new modular Hamiltonians for CFTs in the Lorentzian cylinder and
(A)dS, we would like to compute their associated entanglement entropy. In Ref. [15] the entropy of
the regions in the null plane and cone in Minkowski were computed using two independent approaches;
the first one based on some symmetry considerations and the second on the HRRT holographic
prescription [33, 34]. We follow the holographic approach since it is the simplest, although in future
work it would be interesting to study the generalization of the other procedure.
The details of the calculations are summarized in App. B. The final result for the entanglement
entropy can be written in every case as
S =
µd−2
d−2
+ · · ·+ a∗d ×

4(−1) d−22
Vol(Sd−2)
∫
Sd−2
dΩ(~v ) ln
[
2R

b0(~v )
]
, d even
2pi(−1) d−12 , d odd ,
(3.40)
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where Vol(Sd−1) = 2pid/2/Γ(d/2),  is a short distance cut-off and a∗d is given by [35]
a∗d =

Ad , for d even
(−1) d−12 ln[Z(Sd)]/2pi , for d odd .
(3.41)
The coefficient of the Euler density in the stress tensor trace anomaly is given by Ad (see Ref. [25]
for conventions) while Z(Sd) is the regularized vacuum partition function of the CFT placed on a
unit d-dimensional sphere (see Ref. [36] for some examples in free theories).
The entanglement entropy (3.40) has a divergent expansion in  with a leading area term, whose
coefficient µd−2 is non-universal (depends on the regularization procedure). The only universal term
is indicated in (3.40) and depends on the value of d. For odd space-times it is the same in every
setup, while for even d the function b0(~v ) is given in each case by
b0(~v ) =

sin(A¯(~v )) ∈ (0, 1] , Lorentzian cylinder
1/A¯(~v ) ∈ (0,+∞) , de Sitter
A¯(~v ) ∈ (0,+∞) , anti− de Sitter .
We have indicated the range of b0(~v ) given by the fact that the functions A¯(~v ) are different in each
setup, see the definition of the null surfaces above. Based on the arguments given in Ref. [15], we
expect this calculation for the entanglement entropy to hold to every order in the holographic CFT.
Notice that for the case of de Sitter we have restricted A¯(~v ) > 0 despite of the fact that the
mapping of the null plane fits in the space-time for A¯(~v ) ∈ R (see (3.34) and Fig. 6). The issue
with A¯(~v) ≤ 0 is that the associated space-time region DA¯+ lies outside of de Sitter. The entangle-
ment entropy is a non-local quantity that captures this so that the holographic calculation breaks
down in this regime, see App. B for details.
4 Wedge reflection positivity in curved backgrounds
In the previous sections we derived interesting bounds for the null energy along a complete geodesic
for CFTs in (A)dS and the Lorentzian cylinder. We now want to investigate whether these results can
be obtained from the causality arguments used in Ref. [9] to derive the Minkowski ANEC. One of the
crucial ingredients in this proof from causality is the so called "Rindler positivity" or "wedge reflection
positivity" (we use these terms interchangeably). This is a general property proved in Ref. [16] that
implies the positivity of certain correlation functions in Minkowski. The aim of this section is to show
that wedge reflection positivity generalizes to CFTs in dS and the Lorentzian cylinder, but not to
AdS.
Let us start by reviewing some general aspects of the Tomita-Takesaki theory [17, 18] that is the
central formalism used in this section. Given a QFT and a space-time region W in Minkowski we can
identify a Von Neumann algebra W, given by all the bounded operators supported in W that close
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under hermitian conjugation and the weak operator topology.21 From this algebra we can construct
its commutant W ′, that is also a Von Neumann algebra formed by all the operators that commute
with every element in W.
The Tomita-Takesaki theory starts by assuming that we can find a cyclic and separating vector |ψ〉
with respect to the Von Neumann algebra W.22 For a particular choice of |ψ〉 and W we define the
Tomita operator S according to
SO |ψ〉 = O† |ψ〉 , ∀ O ∈ W .
Since |ψ〉 is cyclic this defines the action of S on every vector of the Hilbert space. The Tomita
operator can be written in terms of its polar decomposition as S = J∆1/2 with J anti-unitary
and ∆1/2 hermitian and positive semi-definite. Moreover, since S has an inverse S−1 = S, the choice
of J is unique and ∆1/2 is positive definite. The operator J is called the modular conjugation and ∆
the modular operator. Without too much effort, they can be shown to satisfy the following properties
(e.g. see Ref. [18])
J = J† = J−1 , J∆1/2J = ∆−1/2 , J |ψ〉 = ∆ |ψ〉 = |ψ〉 , (4.1)
where the definition of the hermitian conjugate for an anti-unitary operator is 〈α| J |β〉 = 〈β| J† |α〉.
The key properties satisfied by J and ∆ which amounts to the Tomita-Takesaki theorem are given
by
JWJ =W ′ , (4.2)
∆isW∆−is = W and ∆isW ′∆−is = W ′ where s ∈ R. The modular conjugation J maps the algebra
into its commutant, while ∆is transforms each algebra into itself.
Given O ∈ W we define the "reflected" operator O˜ as O˜ ≡ JOJ ∈ W ′. From this formalism
follows a very general inequality which bounds the expectation value of O˜O in the state |ψ〉
〈ψ| O˜O |ψ〉 = 〈ψ| O∆1/2SO |ψ〉∗ = 〈ψ| O∆1/2O† |ψ〉 = 〈α|∆1/2 |α〉 ,
where we have define |α〉 = O† |ψ〉. Using that ∆1/2 is positive definite we arrive at the central
inequality
〈ψ| O˜O |ψ〉 > 0 , O ∈ W . (4.3)
For a generic setup the reflected operator O˜ is related to O in a very complicated way. The only
certainty we have regarding O˜ is that it is in the commutant algebra of W, which follows from the
Tomita-Takesaki theorem (4.2). This means that extracting useful information from (4.3) might be
very challenging.
21Given a sequence of operators On the weak operator topology defines the limit On → O according
to | 〈α| (On −O) |β〉 | < n, where |α〉 and |β〉 are any two vectors in the Hilbert space.
22The vector |ψ〉 is cyclic if the set {O |ψ〉 , ∀O ∈ W} is dense in H, while it is separating if O |ψ〉 = 0 for O ∈ W
implies O ≡ 0.
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There is however a particular setup in which the action of J becomes simple enough. Taking the
Minkowski space-time coordinates Xµ = (T,X, ~Y ), consider the right Rindler wedge
W =
{
Xµ ∈ R× R× Rd−2 : X± = X ± T > 0
}
. (4.4)
For the Von Neumann algebra associated to this wedge and the Minkowski vacuum state |0〉,23
Bisognano and Wichmann [19] proved that the modular operator ∆ is given by ∆ = e−KˆW , where KˆW
is the full modular Hamiltonian defined in (3.3), which can be written as
KˆW = 2pi
∫
Nplane
dS λTλλ(λ, ~x⊥) , (4.5)
where the integral is over the full null plane in (2.4) with dS = d~x⊥dλ.
Moreover, they showed that the modular conjugation J is obtained from the consecutive discrete
transformations J = CRT, where the operators T and R reflect the coordinates T and X respectively
while C implements charge conjugation. Starting from a QFT that is invariant under the Poincare
group without assuming invariance under any discrete symmetry, it can be shown that the vacuum
is invariant under the combination CRT, i.e. CRT |0〉 = |0〉. The proof is analogous to the CPT
theorem for d = 4, see the discussion in Refs. [18, 37]. This gives a very simple description of the
modular conjugation J , whose action on an arbitrary operator Oa(Xµ) of integer spin ` is given
by [16]
JOa(Xµ)J = ∂X˜
b
∂Xa
O†b(X˜µ) , with X˜µ(Xµ) = (−T,−X, ~Y ) , (4.6)
where we are using the notation a = (ν1, . . . , ν`) and the jacobian matrix is written in the conven-
tion (3.20).24 If the operator Oa(Xµ) is inserted in the right wedge W , the action of J translates it
to the complementary region W ′, the left wedge
W ′ =
{
Xµ ∈ R× R× Rd−2 : X± = X ± T < 0
}
.
For this reason, we call the geometric action X˜µ(Xµ) a reflection.
Using this we can explicitly write the general inequality (4.3) and obtain Rindler positivity as
derived in Ref. [16]
(−1)P 〈0| O†µ1...µ`(X˜µ)Oν1...ν`(Xµ) |0〉 > 0 , Xµ ∈W , (4.7)
where P is the number of T indices plus X indices. Although we have only written the expression
for a single operator this property holds for an arbitrary number of operators, where notice that the
order of the reflected operator is not inverted, i.e. O˜1O2 = O˜1O˜2. Moreover, since the expectation
values of operators in Lorentzian signature are not functions but distributions, this is a constraint on
a distribution.
23The Minkowski vacuum state is cyclic and separating as a consequence of the Reeh-Schlieder theorem.
24For half-integer spin the action of CRT is more complicated and there are some subtelties regarding the inequal-
ity (4.3), see Ref. [16].
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4.1 Conformal transformation of Tomita operator
The strategy for generalizing (4.7) is simple. Using the conformal transformations discussed in Sec. 3
we can map the Tomita operator, explicitly write the general inequality (4.3) and obtain wedge
reflection positivity in these curved backgrounds.
Consider a generic conformal transformation implemented in the space-time by a change of coordi-
nates zµ(Xµ) that maps the right Rindler wedge in Minkowski W to some other region W¯ in the new
space-time. The transformation of the Hilbert space is implemented by a unitary operator U : H → H¯,
so that the algebraW is mapped by the adjoint action of U according to UWU † = W¯. Using thatW
is a Von Neumann algebra it is straightforward to show that this is also true for W¯. Although every
local operator inW is mapped to a local operator in W¯ under the action of U , only primary operators
have a simple transformation law.
The vacuum state |0〉 ∈ H is mapped to U |0〉 = |0¯〉 ∈ H¯ which can be shown to be cyclic and
separating with respect to W¯, using that this is true for |0〉 and W. This means we can construct
the Tomita operator S¯ associated to |0¯〉 and the algebra W¯ in the usual way
S¯O¯ |0¯〉 = O¯† |0¯〉 , O¯ ∈ W¯ .
The mapped Tomita operator S¯ is related to S in the Rindler wedge through the adjoint action of U ,
so that the mapped modular operator and conjugation are given by
∆¯ = exp
(− UKˆWU †) , J¯ = U(CRT)U † ,
where KˆW is the boost generator in (4.5). The mapping of the modular operator ∆ is completely
determined by the transformation of the full modular Hamiltonian KˆW . Since we already analyzed
the mapping of this operator in Sec. 3 we focus on the modular conjugation.25
The action of the modular conjugation J¯ can be found by applying U to the CRT action in (4.6).
If we restrict to bosonic primary operators Oa(Xµ) and use that they transform according to (3.21),
we find
J¯O¯a(zµ)J¯ =
∣∣∣∣w(zµ)w(z˜µ)
∣∣∣∣∆−` ∂z˜b∂za O¯†b(z˜µ) , with z˜µ = zµ(X˜µ) , (4.8)
where we used that the jacobian matrix is invertible since this is true for the conformal mapping.
The action of J¯ is similar to that of CRT, since the local operator inserted at zµ is geometrically
reflected to z˜µ. However, notice that (4.8) only holds for primary operators while the action of CRT
in (4.6) is for arbitrary operators.
From this we can write the general positivity inequality (4.3) coming from the Tomita-Takesaki
theory and find
∂z˜c
∂zb
〈0¯| O¯†c(z˜µ)O¯a(zµ) |0¯〉 > 0 , O¯a : primary , zµ ∈ W¯ . (4.9)
25In Sec. 3 we analyze the transformation of the full modular Hamiltonian for more general regions given by arbitrary
null deformations of the Rindler wedge. Here we restrict to the case in which we have no deformations.
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This gives a positivity constraint on the correlators of the mapped CFT that is analogous to Rindler
positivity in (4.7). In the following, we explicitly write this for CFTs in the Lorentzian cylinder and
de Sitter and show that it can be expressed as in (4.7).
Before moving on, let us note that J¯ gives an interesting discrete symmetry of the vac-
uum J¯ |0¯〉 = |0¯〉 which might not be evident from first principles. In particular, it relates two point
functions of primary operators according to
〈0¯| O¯a(z1)O¯b(z2) |0¯〉 =
∣∣∣∣w(z1)w(z2)w(z˜1)w(z˜2)
∣∣∣∣∆−`(∂z˜c1∂za1 ∂z˜
d
2
∂zb2
)
〈0¯| O¯c(z˜1)O¯d(z˜2) |0¯〉 . (4.10)
This gives a simple non-trivial way of checking our calculations.
4.2 Lorentzian cylinder
Let us start by considering the conformal transformation relating Minkowski to the Lorentzian cylin-
der. Using a more rigorous approach, the mapping of the Tomita operator under this transformation
was analyzed in Ref. [30] for a massless scalar and more generally in Ref. [13] for an arbitrary CFT.
As a first step, consider the special conformal transformation in (3.7) with the slight modifica-
tion Dµ = (R,R,~0 )→ (0, R,~0 ). The right Rindler wedgeW in (4.4) is mapped to the causal domain
of a ball of radius R centered at the origin of the xµ = (t, x, ~y ) coordinates [17]
DB =
{
xµ ∈ R× R× Rd−2 : R−
√
x2 + |~y |2 > |t|
}
.
The mapping of the CRT operator is characterized by the geometric reflection x˜µ = xµ(−T,−X, ~Y ),
that from the change of coordinates in (3.7), can be easily found to be given by
x˜µ(xµ) =
R2
(x · x)xρδ
ρµ , (4.11)
where (x · x) = ηµνxµxν and xµ = (−t, x, ~y). As first noted in Ref. [30] this corresponds to the
composition of an inversion xµ → R2xµ/(x · x) with a time reflection t→ −t, meaning that the CRT
operator is mapped to
U(CRT)U † = (CIT) ,
where I is the inversion operator. In appendix C we show that the discrete transformation CIT is
part of the Euclidean conformal group in the same way as CRT belongs to the Euclidean Poincare
group. The action of CIT on a primary operator of integer spin ` can be obtained from (4.8) using
that26
w(xµ)
w(x˜µ)
=
R2
|(x · x)| ,
∂x˜µ
∂xν
=
R2
(x · x)
[
ηρν − 2xρxν
(x · x)
]
δρµ . (4.12)
26The conformal factor w(xµ) obtained from applying the conformal transformation in (3.7) with Dµ = (0, R,~0) is
given by
w2(xµ) =
[
4R2
−t2 + (R− x)2 + |~y|2
]2
.
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Figure 7: On the left we have a diagram of the (t, r) Minkowski plane with the causal domain of the
ball DB = A∪B∪C, where each region is marked with a different color and vertical lines. The reflected
regions under the action of r˜± in (4.13) are marked with horizontal lines and the corresponding colors.
On the right we have the mapping of the same regions but from the perspective of the Lorentzian
cylinder with coordinates (σ/R, θ).
Let us analyze the geometric action of CIT in the causal domain of the ball, which is supposed
to give the modular conjugation J¯ . To do so it is convenient to write the reflection transformation
in (4.11) in terms of the null radial coordinates r± = r ± t, which gives
r˜±(r±) =
R2
r±
Θ(r+r−)− R
2
r∓
Θ(−r+r−) . (4.13)
Since this transformation is discontinuous and not well defined in the future and past null
cone (x · x) = r+r− = 0, there are three regions in DB = A ∪ B ∪ C where r˜± acts in a distinct
way (depending on the sign of r±). In the left diagram of Fig. 7 we plot the three regions and their
behavior under the CIT transformation in the (t, r) plane.
The immediate observation is that D˜B = A˜ ∪ B˜ ∪ C˜ is a disconnected space-time region. This
is problematic for the action of the modular conjugation since according to the Tomita-Takesaki
theorem (4.2), J¯ should map the algebra to its commutant. The regions B˜ and C˜ are causally
connected to DB, meaning that operators with support in DB and D˜B do not commute with each
other. Altogether this means that the mapping of the modular conjugation J under this conformal
transformation fails.
The origin of the problem is the same as the one discussed in Sec. 3: special conformal transforma-
tions are not well defined in Minkowski but on its conformal compactification, the Lorentzian cylinder.
To obtain a well defined action for the modular conjugation J¯ , we must apply another mapping that
takes the CIT operator to the cylinder. We can do this by using the conformal transformation in
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table 1, which we slightly modify by introducing the constant θ0 ∈ [0, pi] according to
r±(θ±) = R
tan(θ±/2)
tan(θ0/2)
=⇒ w = cot(θ0/2)
2 cos(θ+/2) cos(θ−/2)
, (4.14)
where w is the conformal factor and θ± = θ±σ/R are the null coordinates in the cylinder (2.1). The
advantage of introducing θ0 is that θ± = θ0 corresponds to the boundary of DB, so that the causal
domain of the ball is mapped to the region in the cylinder
W¯θ0 =
{
(σ/R, θ,~v ) ∈ R× [0, pi]× Rd−2 : |θ±| < θ0
}
. (4.15)
Although the space-time region is given by the causal domain of a cap of size θ0 around the North
pole, the region in parameter space (σ/R, θ) is given by a wedge, see right diagram in Fig. 7. We now
need to obtain the mapping of W¯θ0 under the reflection transformation induced by CIT in (4.11).
One way of doing this is using the change of coordinates in (3.11), which take into account that
a single Minkowski copy does not cover the entire cylinder. Although this is certainly possible, it is
technically and conceptually more clear to take a different route based on the embedding formalism
of the conformal group. In appendix C we use this to show that the geometric action of the modular
conjugation J¯ in the cylinder is given by the following relation
tan(θ˜±/2) = tan2(θ0/2) cot(θ±/2) . (4.16)
This transformation leaves the wedge θ± = θ0 fixed and if we apply it to W¯θ0 in (4.15) we find
W¯ ′θ0 =
{
(σ/R, θ,~v ) ∈ R× [0, pi]× Rd−2 : |θ±| > θ0
}
. (4.17)
We plot the transformation W¯θ0 → W¯ ′θ0 in the right diagram of Fig. 7. The reflection in the cylinder
is exactly what we could have guessed: it reflects across a wedge in parameter space obtained by
splitting the cylinder at θ = θ0. From Fig. 7 we see that the issues that arise from the action of CIT in
Minkowski are resolved from the perspective of the cylinder. The space-time regions W¯θ0 = A∪B∪C
and W¯ ′θ0 = A˜ ∪ B˜ ∪ C˜ are the causal complements of each other, as required for the action of the
modular conjugation J¯ by the Tomita-Takesaki theory (4.2).
The transformation in (4.16) can only be explicitly solved when we split the cylinder in two wedges
of equal size, i.e. θ0 = pi/2
θ˜±(θ±)
∣∣
θ0=pi/2
= pi − θ± . (4.18)
For θ0 6= pi/2 the transformation is non-linear, as expected by the fact that it relates wedges of
different sizes. We can still solve (4.16) numerically and plot it in Fig. 8, where we explicitly see its
non-linear behavior.
Now that we understand the mapping of the Tomita operator to the cylinder we can write the
general inequality (4.9) and obtain wedge reflection positivity. To do so, let us first analyze the
action of the modular conjugation J¯ on primary operators, which can be obtained from the general
31
Figure 8: Plot of the reflected coordinate θ˜± as a function of θ± for several values of θ0. Only
for θ0 = pi/2 (purple line in the center) the transformation is linear.
relation (4.8). The conformal factor appearing in this expression is the one relating the Minkowski
coordinates Xµ to the cylinder, which is given by the product of (4.12) with (4.14), so that we find∣∣∣∣w(θ±)w(θ˜±)
∣∣∣∣ =
∣∣∣∣∣ R2r+r− × cos(θ˜+/2) cos(θ˜−/2)cos(θ+/2) cos(θ−/2)
∣∣∣∣∣ = f(θ+)f(θ−) , (4.19)
where in the second equality we have used (4.14) and (4.16) and defined f(θ±) as
f(θ±) =
tan(θ0/2)
cos(θ±/2)
√
tan2(θ±/2) + tan4(θ0/2)
≥ 0 . (4.20)
This is non-negative since θ0 ∈ [0, pi] and θ± ∈ [−pi, pi] for W¯ . When the wedges are of equal
size θ0 = pi/2, this function equals to one. The Jacobian matrix associated to the reflection transfor-
mation (4.16) can be written in terms of the space-time coordinates vµ = (θ+, θ−, ~v ) using that the
only non-trivial components are given by
∂θ˜±
∂θ±
= −f(θ±)2 . (4.21)
Using all this in (4.8) we can explicitly write the action of the modular conjugation on a primary
field of integer spin `. Moreover, the general positivity relation (4.9) becomes
(−1)P 〈0¯| O¯†µ1...µ`(v˜µ)O¯ν1...ν`(vµ) |0¯〉 > 0 , vµ ∈ W¯θ0 , (4.22)
where P is the sum of θ+ indices plus θ− indices. This proves the wedge reflection positivity of
correlators in the Lorentzian cylinder. It is somewhat more interesting that Rindler positivity given
that for θ0 6= pi/2 the reflection transformation θ˜±(θ±) is non-linear.
As a simple check of our calculations we can verify the validity of the identity (4.10) implied
by J¯ |0¯〉 = |0¯〉. Using that the two point function of scalar primary operators of scaling dimension ∆
32
in the cylinder is given by27
〈0¯| O¯(vµ1 )O¯(vµ2 ) |0¯〉 =
∣∣4R2 sin(∆θ+/2) sin(∆θ−/2)∣∣−∆ ,
it is straightforward to check that (4.10) holds for arbitrary values of θ0 ∈ [0, pi].
4.3 De Sitter
The generalization to a CFT in de Sitter space-time is straightforward, since the conformal mapping
is just given by the Weyl rescaling in (2.3). Since we keep the same space-time coordinates, the
geometric action of the modular conjugation is still given by (4.16). However, the value of θ0 is
restricted to θ0 = pi/2, since for other values one of the wedges in the dS diagram of Fig. 8 necessarily
lies outside of de Sitter. The modular conjugation in dS is then characterized by θ˜±(θ±) = pi − θ±,
which corresponds to a reflection between the left and right de Sitter static patches.
Using that f(θ±)
∣∣
θ0=pi/2
= 1 and the expressions (4.19) and (4.21) we can explicitly write the
action of the modular conjugation J¯ on any bosonic primary operator from (4.8).28 Moreover, the
wedge reflection positivity in de Sitter (4.9) is given by
(−1)P 〈0¯| O¯†µ1...µ`(v˜µ)O¯ν1...ν`(vµ) |0¯〉 > 0 , vµ ∈ W¯θ0=pi/2 , (4.23)
where P is the sum of θ+ indices plus θ− indices.
5 Discussion and future directions
In this work we derived the ANEC for general CFTs in (A)dS and a similar novel bound for the
Lorentzian cylinder. By thoroughly studing the connection of these conditions with the previous
derivations of the Minkowski ANEC in Refs. [8, 9, 20] we have obtained other useful technical results.
This includes null deformed modular Hamiltonians and their associated entanglement entropies in
Sec. 3, as well as an extension of Rindler positivity to curved backgrounds in Sec. 4. Let us comment
on some future research directions that would be interesting to pursue.
ANEC in (A)dS beyond conformal theories: Since our derivation of these conditions relies
heavily on conformal symmetry, a natural question is whether they can be extended to general
quantum field theories. For de Sitter, following Refs. [8, 9] would require to show that the full
modular Hamiltonian (3.36) or the wedge reflection positivity (4.23) are still true beyond CFTs. Since
our methods used to derive both of these results rely on conformal symmetry, one would require more
powerful tools to do so. For the AdS case, we have seen that both aproaches used in Refs. [8, 9] fail
even for CFTs, which suggests that a general proof of the ANEC in AdS calls for a completely new
procedure.
27We have chosen the coordinate system so that the position of the two points in the unit sphere Sd−2 is the same,
i.e. ~v1 = ~v2. Moreover, this is the correlator for space-like separated points since for the time-like case we have an
additional phase e±i∆ depending on the ordering.
28Notice that the conformal factor w2(σ) = cos2(σ/R) satisfies w2(σ)/w2(σ˜) = 1.
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ANEC in AdS from holography: In App. A we have shown how the ANEC in de Sitter can
be derived for holographic CFTs described by Einstein gravity. The bound for the CFT in the
cylinder (2.22) has also been recently obtained through this method in Ref. [21] for d = 3, 4, 5. This
suggests it might be possible to extend the holographic proof to the AdS case, although we have seen
some examples where the generalization of certain results to AdS is delicate and does not work.
Vacuum susbstracted ANEC in the cylinder: We have shown that a CFT in the Lorentzin
cylinder satisfies the novel bound given in (2.22). Although we have stressed that this condition is not
equivalent to the ANEC, it is still possible that the vacuum substracted ANEC is a true statement
of QFTs defined in the cylinder. For the particular case of a free scalar in R× S1 this was explicitly
shown in Ref. [38]. In future work it would be interesting to explore other methods that could allow
to extend this to more general setups.29
Constraint on higher spin operators: In the causality proof of the Minkowski ANEC in Ref. [9]
the following positivity constraint for higher spin null integrated operators was derived
E(`)(~x⊥) ≡
∫ +∞
−∞
dλT
(`)
λ...λ(λ, ~x⊥) ≥ 0 , (5.1)
where T (`)µ1...µ` is the lowest dimension operator of even spin ` ≥ 2 and (λ, ~x⊥) are the coordinates in
the null plane (2.4). Applying the conformal transformations in Sec. 2 we can obtain the analogous
constraint in (A)dS. Since T (`)µ1...µ` is a primary operator it transforms in similar way to Tλλ in (2.20)
UT
(`)
λ...λU
† = |w(A)dS(~x⊥)|`−∆T¯ (`)λ...λ .
Integrating over λ ∈ R, the left hand-side becomes (5.1) and we get
UE(`)(~x⊥)U † = |w(A)dS(~x⊥)|`−∆
∫ +∞
−∞
dλ T¯
(`)
λ...λ(λ, ~x⊥) ,
where we have used that the conformal factors w(A)dS(~x⊥) in (2.15) are independent of λ. Since λ is
an affine parameter in (A)dS, the higher spin Minkowski ANEC (5.1) implies the analogous constraint
for (A)dS. The geodesics are given in (2.7) where in the AdS case ~x⊥ is constrained to |~x⊥| < R, so
that the curves lie in the space-time. A completely analogous calculation using (2.9) and (2.12) also
generalizes the bound obtained for the Lorentzian cylinder
UE(`)(~x⊥)U † ∝
∫ pi/2
−pi/2
dλ¯
(
cos(λ¯)
)∆+`−2
T¯
(`)
λ¯...λ¯
(λ¯, ~x⊥) ≥ 0 ,
where the proportionality constant is positive for ` even. For the cylinder and de Sitter it should be
possible to derive these higher spin constraints using the wedge reflection positivity proved in Sec. 4.
29For a field theory on a generic space-time Ref. [39] proposed that the ANEC (without any vacuum energy subtrac-
tion) must hold along achronal null geodesics, i.e. curves which do not contain points connected by a time-like path.
Several references in the literature find evidence supporting this proposal [40–42], while other claim to obtain counter
examples [12, 43].
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Moreover, it would be interesting to analyze the generalization of these conditions to continuous spin,
as obtained for Minkowski in Ref. [44].
Witt algebra in de Sitter: In Ref. [14] it was shown that it is possible to define some null
integrated operators in the Minkowski null plane which satisfy the Witt algebra. More precisely, the
operators30
L(n)(~x⊥) = i
∫ +∞
−∞
dλλn+1 Tλλ(λ, ~x⊥) ,
where shown to satisfy the following algebra[
L(n)(~x⊥), L(m)(~y⊥)
]
= (n−m)δ(~x⊥ − ~y⊥)L(n+m)(~x⊥) . (5.2)
We can apply the conformal transformation of Sec. 3 from Minkowski to dS, so that using (2.20) the
operators L(n)(~x⊥) transform as
UL(n)(~x⊥)U † =
Rd−2
p(~x⊥)d−2
i
∫ +∞
−∞
dλλn+1T¯λλ(λ, ~x⊥) =
Rd−2
p(~x⊥)d−2
L
(n)
dS (~x⊥) ,
where p(~x⊥) = (|~x⊥| + 4R2)/4R and we have defined L(n)dS (~x⊥) in terms of λ, which is affine in de
Sitter. Using this in (5.2), the operators L(n)dS (~x⊥) satisfy the following algebra[
L
(n)
dS (~x⊥), L
(m)
dS (~y⊥)
]
= (n−m)
[
p(~x⊥)d−2
Rd−2
δ(~x⊥ − ~y⊥)
]
L
(n+m)
dS (~x⊥) .
The term between square brackets in the right hand side is nothing more than the Dirac delta associ-
ated to the induced metric in the null surface in de Sitter, see table 2. Hence, the operators L(n)dS (~x⊥)
in this surface also satisfy the Witt algebra. It would be interesting to further explore this in the
context of the calculations in Refs. [46, 47].
Entanglement entropy beyond holography: In appendix B we computed the entanglement
entropy associated to the null deformed regions in the Lorentzian cylinder and (A)dS using AdS/CFT.
Although these results are valid to all orders in the boundary CFT, it would be instructive to recover
the same expressions directly in field theory. One way of doing so is by applying a similar approach
as the one used in Ref. [14] to compute the entanglement entropy associated to the null plane and
cone in Minkowski.
Other conformally related space-times: In this work we have focused on the conformal trans-
formations relating Minkowski, the Lorentzian cylinder and (A)dS. However, Ref. [22] describes some
additional space-times that are connected through conformal mappings which might be interesting
to further explore. For instance, for a CFT in R × Hd−1, with H a hyperbolic plane, one could use
similar methods to compute both the modular Hamiltonian and associated entanglement entropy of
null deformed regions.
30See section 4.6 of Ref. [45] for a discussion regarding some aspects of the definition of these operators.
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Negative energy in large d limit: The energy condition obtained for the CFT in the Lorentzian
cylinder (2.22) has a very interesting behavior in the large space-time dimension limit, where it gives
a local constraint on the null projection of the stress tensor (2.25). This suggest that the study of
negative energy in this regime might give some interesting insights. To our knowledge, the large d
limit of negative energy in QFT has not been systematically investigated in the literature. Since
we have not been able to completely determine the limit in (2.22) this is an interesting result that
deserves further study.
Wedge reflection positivity and entropy inequalities: In Sec. 4 we derived the Rindler pos-
itivity for CFTs in the Lorentzian cylinder and de Sitter, the case of the cylinder being particularly
interesting since the transformation is non-linear. Following a similar approach as in Refs. [48, 49] it
would be interesting to explore the consequences of these properties regarding entanglement entropy
inequalities.
5.1 Comment on the QNEC
The quantum null energy condition (QNEC) is a local constraint on the null projection of the stress
tensor that has recently attracted much interest [50]. For a general QFT in Minkowski the QNEC has
been proven in Ref. [51] and more interestingly in Ref. [52], where it was shown to follow from the
Minkowski ANEC. The results of this paper raise the question of whether there is a similar connection
to be made between the conditions in (A)dS.
To do so let us first review the statement of the QNEC in Minkowski from the perspective of
relative entropy. Consider the relative entropy between the vacuum σ = |0〉 〈0| and an arbitrary
state ρ reduced to null deformations of the Rindler region. Using that the modular Hamiltonian is
given by (3.2), the relative entropy (3.5) can be written as
S(ρ||σ) = 2pi
∫
Rd−2
d~x⊥
∫ +∞
A(~x⊥)
dλ (λ−A(~x⊥))
[〈Tλλ〉ρ − 〈Tλλ〉|0M 〉]− [S(ρ)− S(|0M 〉)] , (5.3)
where S(ρ) and S(|0M 〉) are the entanglement entropy of each state reduced to the null deformed
region. Now let us consider a one parameter family of deformations labeled by κ and given
by A(~x⊥;κ) = A(~x⊥) + κA˙(~x⊥) with A˙(~x⊥) ≥ 0. The QNEC in Minkowski can be formulated as the
statement that the second derivative of the relative entropy with respect to κ is positive ∂2κS(ρ||σ) ≥ 0.
The derivative of (5.3) can be further simplified using that 〈Tλλ〉|0M 〉 vanishes since Minkowski
is a maximally symmetric space-time (see discussion around (2.27)). Furthermore, some symmetry
considerations regarding Minkowski and the null plane given in Ref. [15] show that the vacuum
entanglement entropy S(|0M 〉) is independent of A(~x⊥). Altogether, the QNEC in Minkowski is
given by
d2
dκ2
S(ρ||σ) ≥ 0 ⇐⇒ 2pi
∫
Rd−2
d~x⊥A˙(~x⊥)2〈Tλλ〉ρ ≥ d
2
dκ2
S(ρ) . (5.4)
This was proven for general QFTs in Refs. [51, 52]. The local version of the bound is obtained by
taking A˙(~x⊥)2 = δ(~x⊥ − ~x 0⊥).
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Let us now discuss the case of de Sitter. The first thing we might try is to directly map the
inequality on the right of (5.4) by applying the conformal transformation from Minkowski to dS
discussed in Sec. 3. Using the transformation property of the stress tensor Tλλ in (2.20) and the
conformal factor (2.15) we can map the left-hand side of the inequality and find
2piRd−2
∫
Sd−2
dΩ(~x⊥)A˙(~x⊥)2〈T¯λλ〉ρ¯ ≥ d
2
dκ2
S(ρ) , (5.5)
where dΩ(~x⊥) = d~x⊥/p(~x⊥)d−2 and ρ¯ = UρU †. The mapping of the right-hand side is more com-
plicated since it involves the entanglement entropy. Although the entanglement entropy in quantum
mechanics is invariant under a unitary transformation, this is not true in QFTs given that the entropy
requires a cut-off  which transforms in a non-trivial way. To our knowledge there is no standard
general prescription for the transformation of the entanglement entropy.
For the particular case of holographic theories dual to Einstein gravity, Ref. [53] obtained some
interesting results by using some earlier observations from Ref. [54]. Applying this to the mapping
of Minkowski to de Sitter in Sec. 3, their results suggest that the transformation of the right-hand
side of (5.5) is given by
d2
dκ2
S(ρ) −→ d
2
dκ2
[
S(ρ¯)− S(|0dS〉)
]
, (5.6)
where S(ρ¯) is the entropy of the the mapped state ρ¯ in the null deformed region of dS.
A first argument supporting (5.6) is that it implies the saturation of the QNEC in de Sitter when
evaluated in the vacuum |0dS〉, which we expect to be true given that it is in Minkowski. If we did
not have the vacuum substraction in (5.6) the QNEC would not saturate given that the vacuum
entanglement entropy of de Sitter (3.40) has a non-trivial dependence on the entangling surface.
Another argument in favor of (5.6) comes from relative entropy. Using the modular Hamiltonian
in dS (3.35), we can explicitly write the the relative entropy between the states ρ¯ and σ¯ = |0dS〉 〈0dS|
and take its second derivative with respect to κ, so that we find
d2
dκ2
S(ρ¯||σ¯) ≥ 0 ⇐⇒ 2piRd−2
∫
Sd−2
dΩ(~x⊥)A˙(~x⊥)2〈T¯λλ〉ρ¯ ≥ d
2
dκ2
[
S(ρ¯)− S(|0dS〉)
]
.
To obtain this, we have written the modular Hamiltonian (3.35) in terms of the affine parameter λ
using λ(η) = p(~x⊥)(2η − 1) from table 2. The negativity of the second derivative of the relative
entropy in dS implies precisely the same transformation property of the entropy given in (5.6).
For the other space-times and surfaces studied in this paper, the treatment becomes more obscure.
For AdS we have the issue that the mapping of the whole null plane does not fit inside the space-time,
so that the conformal transformation of (5.4) becomes even more ambiguous. Moreover, the QNEC is
obtained from the quantum focusing conjecture [50] applied to a point p and a hypersurface orthogonal
surface that is locally stationary through p. A straightforward computation of the expansion of the
null congruence of each surface considered in Sec. 3, show that this is only true for the case of de
Sitter. This is also evident when computing the relative entropy from the modular Hamiltonians
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in Sec. 3. Since the operators in AdS (3.39) and the Lorentzian cylinder (3.29) have a much more
complicated structure, their second derivative with respect to κ is not as simple as in (5.4).
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A ANEC in de Sitter from holography
In this section we give a proof of the ANEC for a holographic conformal field theory in de Sitter,
dual to Einstein gravity. We follow the approach of Ref. [20], where the Minkowski ANEC was
derived under the assumption that the gravity dual has good causal properties. More precisely, the
assumption is that for two boundary points connected by a boundary null geodesic, there is no causal
curve (i.e. time-like or null) through the bulk which travels faster than the boundary null geodesic.
A.1 General features of bulk AdS with de Sitter boundary
Let us start by discussing some general notions regarding AdS/CFT and asymptotically AdSd+1
space-time. An asymptotically AdS space-time can be written in Fefferman-Graham coordinates as
ds2 = (L/z)2
[
dz2 + gµν(z, v)dv
µdvν
]
, (A.1)
where the AdS radius is L, the boundary is at z = 0 and z > 0 corresponds to the bulk interior.
The d-dimensional metric gµν(z, v) admits an expansion in powers of z given by [55]
gµν(z, v) = g
(0)
µν (v) + z
2g(2)µν (v) + · · ·+ zd ln(z2/L2)hµν(v) + zdg(d)µν (v) + o(zd) ,
where hµν is non-zero only for even d and o(zd) means terms that vanish strictly faster than zd. The
first term in this expansion g(0)µν gives the space-time in which the boundary CFT is defined. Since in
this case we are interested in a de Sitter background, we have from (2.3)
g(0)µν dv
µdvν =
R2
sin2 [(θ+ − θ−)/2]
[
dθ+dθ− + sin2 (θ) dΩ2(~v )
]
, (A.2)
where vµ = (θ+, θ−, ~v ) with the null coordinates θ± = θ ± σ/R. We have written dS with the
conformal factor sin2(σ/R) so that σ/R ∈ [−pi, 0].
The higher order terms hµν and g
(n)
µν (v) with n < d can be obtained by perturbately solving
Einstein’s equations. They are all written in terms of geometric quantities built from the boundary
metric g(dS)µν [55], i.e. they are a complicated functions of the Riemann, Ricci and curvature tensor
of g(dS)µν and their covariant derivatives. For instance, the first order term is given by
g(2)µν =
1
d− 2
[ R
2(d− 1)g
(dS)
µν −Rµν
]
, (A.3)
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where the Ricci tensor and scalar on the right-hand side are computed from the metric g(dS)µν . Given
that in this particular case we are considering a de Sitter boundary, we can use the fact that it is
maximally symmetric, so that the Riemann tensor is completely fixed by the metric
Rµνρσ = 1
R2
(gµρgνσ − gµσgνρ) .
From this we see that (A.3) is proportional to the boundary metric g(2)µν = −g(dS)µν /(2R2).31 The
powerful observation is that this is true for all the higher order terms hµν and g
(n)
µν with n < d.32
Although the actual proportionality constants mn cannot be computed for arbitrary d, it will be
enough to use that they are proportional
hµν = mdg
(dS)
µν , g
(n)
µν = mng
(dS)
µν , n < d .
Using this, we can write any asymptotically AdS metric with a de Sitter boundary as
ds2 = (L/z)2
[
dz2 +
(
m(z)g(dS)µν (v) + z
dg(d)µν (v)
)
dvµdvν + o(zd)
]
, (A.4)
where the function m(z) satisfies m(z = 0) = 1 and is determined from the coefficients mn
m(z) = 1 +m2z
2 + · · ·+mdzd ln(z2/L2) .
This expansion to order o(zd) will be enough for our purposes.
The higher order terms are determined by the particular state in the boundary CFT. The first
undetermined contribution g(d)µν is related to the expectation value of the stress tensor of the dual
CFT according to the standard AdS/CFT dictionary
〈Tµν〉 = dL
d−1
16piG
g(d)µν (v) +Xµν [g
(n<d)] , (A.5)
where Xµν gives the anomalous term of the stress tensor in the CFT and G is Newton’s constant.
Although in a general setup Xµν is a functional of g
(n)
µν with n < d, we can use the same obser-
vation as before to conclude that the anomalous terms is also proportional to the boundary met-
ric Xµν = xdg
(dS)
µν . If we project the stress tensor along the null direction θ−, the anomalous terms
drops out and we find
〈T−−〉 = dL
d−1
16piG
g
(d)
−−(v) , g
(d)
−− =
dvµ
dθ−
dvν
dθ−
g(d)µν . (A.6)
A.2 Curve ansatz and no bulk shortcut
Let us now describe the setup that will allow us to obtain the ANEC. Consider a null geodesic in the
boundary moving along the θ− direction
vµ(θ−) = (0, θ−, ~v ) , θ− ∈ [pi − θ0, pi + θ0] , (A.7)
31When the bulk is pure AdS the metric is Fefferman-Graham metric is given by (B.20) to all orders and we can
explicitly check the proportionality factor −1/(2R2).
32Since the Riemann is proportional to the metric, the terms in g(n)µν involving covariant derivatives vanish.
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Figure 9: On the left we have a diagram of the setup in the (σ/R, θ) plane, with the shaded blue
region corresponding to de Sitter. The boundary curve is shown in blue, while in green and red we
show to different bulk curves going out of the page which satisfy the boundary conditions (A.9). The
no bulk shortcut property implies that if these bulk curves are causal, the red trajectory is forbidden.
On the right we plot our ansatz for the function fz(θ−) which shows how the bulk curve goes into the
bulk for different values of L. As → 0 the depth of the curve decreases and since θ0 = pi − d−1, its
range in the boundary goes to θ− ∈ [0, 2pi].
where ~v is fixed and the null tangent vector is given by (0, 1,~0 ). The parameter θ0 ∈ [0, pi] determines
the initial and final points of the geodesic. For θ0 = pi the geodesic is complete, going from the South
pole of de Sitter at past infinity to the North at future infinity, while for θ0 = 0 it is a single point.
In the left diagram of Fig. 9 we sketch this curve in blue in the (σ/R, θ) plane. Although θ− is not
an affine parameter in dS, it is convenient to describe the geodesic in this way.
We now wish to construct a bulk curve which starts at the same point as (A.7) at the boundary,
goes into the bulk and ends in some other point at the boundary (not necessarily the same one
as (A.7)). Consider the curve given by
xA(θ−) = (z, vµ) = (fz(θ−), f+(θ−), θ−, ~v ) , θ− ∈ [pi − θ0, pi + θ0] ,
which has a tangent vector equal to
dxA
dθ−
= (f ′z(θ−), f
′
+(θ−), 1,~0 ) = (f
′
z(θ−), k
µ(θ−)) . (A.8)
The functions fz(θ−) and f+(θ−) must satisfy the following boundary conditions
fz(pi ± θ0) = 0 , f+(pi + θ0) = 0 , (A.9)
which ensures that the bulk curve behaves in the way we just described. A sketch of two bulk curves
in red and green are shown in the left diagram of Fig. 9.
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The final position of this curve in the boundary is determined from θfinal+ = f+(pi − θ0). The no
bulk shortcut property is the statement that there is no bulk causal curve xA(θ−) whose end point
at the boundary is at the past of the end point of (A.7). More concretely, it implies the following
If gAB
dxA
dθ−
dxB
dθ−
≤ 0 =⇒ θfinal+ = f+(pi − θ0) ≥ 0 , (A.10)
where gAB is the full bulk metric given in (A.4). This forbids a causal curve as the red one shown in
the left diagram of Fig. 9. Violation of the no bulk shortcut property would result in causality and
locality problems of the boundary theory (see Refs. [20, 21, 56, 57] for related discussions).
The strategy is to construct a particular causal bulk curve given in (A.8), such that the no bulk
shortcut property (A.10) gives the ANEC for the boundary theory. From the expansion of the bulk
metric in (A.4), the curve is causal as long as it satisfies the following constraint
(f ′z(θ−))
2 +
[
m(fz(θ−))g(dS)µν (θ−) + fz(θ−)
dg(d)µν (θ−)
]
kµ(θ−)kν(θ−) + o(zd) ≤ 0 , (A.11)
where kµ(θ−) is given in (A.8). We will consider a particular bulk curve whose maximum depth
in the bulk is given by L with  a dimensionless quantity, and expand to leading order in   1.
This curve must satisfy the boundary conditons in (A.9) to every order in  as well as the causality
constraint (A.11) to leading order. Our ansatz is inspired by the calculations in Refs. [20, 21].
For the function giving the z coordinates fz(θ−) we choose
fz(θ−) = L
(
tan(θ0/2)− | cot(θ−/2)|
tan(θ0/2)
)
.
We plot this in the right diagram of Fig. 9 for several values of . The function is positive in the
range of θ− ∈ (pi − θ0, pi + θ0) and vanishes at the end points, so that it satisfies the boundary
conditions (A.9). The maximum depth of the curve into the bulk is given by L. To obtain the
ANEC we relate the parameter θ0 to  according to
θ0 = pi − d−1 . (A.12)
The limit of  1 then corresponds to a bulk curve near the boundary which covers a complete null
geodesic in de Sitter (A.7), see Fig 9. If we expand for small  we find
fz(θ−) = − | cot(θ−/2)|
2
d +O(2d) .
From this we see that the function fz(θ−) is of order  while its derivative goes like d. This is one
of the crucial properties of the ansatz, since it ensures that the first positive term in the causality
constraint (A.11) is subleading in the  expansion.
For the remaining function f+(θ−) we consider the following
f+(θ−) =
d
R2
∫ pi+θ0
θ−
dθ′− sin
2(θ′−/2)g
(d)
−−(0, θ
′
−, ~v ) +Q(θ−)
(
tan(θ0/2) + cot(θ−/2)
tan(θ0/2)
)
d+δ ,
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where Q(θ−) is any regular function and δ a small positive number. This function satisfies the
boundary condition in (A.9) since it vanishes at the initial point θ− = pi + θ0. From this, we can
write the tangent vector for the boundary components kµ(θ−) in (A.8) in an expansion in  as
kµ(θ−) =
dvµ
dθ−
+
[
−sin
2(θ−/2)
R2
g
(d)
−−(0, θ−, ~v )
d +Q′(θ−)d+δ
]
(1, 1,~0 ) +O(d+1) . (A.13)
Now that we have a bulk curve which satisfies the boundary conditions in (A.9), we check that it
is causal to leading order in , i.e. that it satisfies (A.11). Expanding this constraint we find
R2m(fz(θ−))
sin2 [(f+(θ−)− θ−)/2]
[
−sin
2(θ−/2)
R2
g
(d)
−−(0, θ−, ~v )
d +Q′(θ−)d+δ
]
+ dg
(d)
−−(0, θ−, ~v ) + o(
d) ≤ 0 ,
where we have used that the de Sitter metric is given by (A.2) so that the contraction of the
term duµ/dθ− vanishes. Using that the function m(fz(θ−)) = 1 + O(2) and expanding the sine
in the denominator we find[
−g(d)−−(0, θ−, ~v )d +
R2Q′(θ−)
sin2 (θ−/2)
d+δ
]
+ dg
(d)
−−(0, θ−, ~v ) + o(
d) ≤ 0 .
The leading order in d involving the metric g(d)−− cancels and the first non-vanishing contribution is
given by d+δ. Recall that o(d) means terms that vanish strictly faster than d. This means that for
any fixed bulk space-time (corresponding to a state in the boundary CFT) we can fix δ > 0 to be
small enough so that it is the leading contribution in  when compared to the unknown terms o(d).
In this way, the causality constraint reduces to the following condition on the function Q(θ−)
Q′(θ−) ≤ 0 . (A.14)
By fixing this function such that it satisfies this property we are guaranteed to have a causal curve.
Now that we have constructed the bulk causal curve, we can investigate the consequences of
imposing the no bulk shortcut property in (A.10). Writing this explicitly we find
θfinal+ =
d
R2
∫ pi+θ0
pi−θ0
dθ′− sin
2(θ′−/2)g
(d)
−−(0, θ
′
−, ~v ) + 2Q(pi − θ0)d+δ ≥ 0 .
Since the bulk curve is causal only in the limit of   1 we must expand in . Doing so, and using
that the boundary stress tensor is related to g(d)−− according to (A.6) we find∫ 2pi
0
dθ′− sin
2(θ′−/2)〈T−−(0, θ′−, ~v )〉 ≥ −
(
2R2dLd−1
16piG
)
lim
→0
[
Q(d−1)δ + . . .
]
.
There are three possibilities for the value of the function Q(θ−) as θ− → 0. The least interesting
case is when it diverges to +∞ faster that δ goes to zero so that the bound becomes trivial. On the
contrary, if it diverges to −∞ then the causality condition Q′(θ−) ≤ 0 in (A.14) is not verified and
the curve is not causal. The most interesting case is when Q(θ−) goes to a constant value, so that
the right hand side vanishes and we obtain a non-trivial condition given by∫ 2pi
0
dθ′− sin
2(θ′−/2)〈T−−(0, θ′−, ~v )〉 ≥ 0 .
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This is actually the ANEC in de Sitter, as can be seen by remembering that the parameter θ− is not
affine. If we change the integration variable to an affine parameter η(θ−) = cot(θ−/2) (see table 2
noting that β = θ−/2), we obtain
EdS(~v ) =
∫ +∞
−∞
dη Tηη(η,~v ) ≥ 0 .
B Entanglement entropy of null deformed regions
In this appendix we compute the entanglement entropy associated to the modular Hamiltonians
obtained in Sec. 3. The case of the null plane and null cone in Minkowski space-time have already been
considered in Ref. [15]. Using a similar approach we obtain explicit expressions for the entanglement
entropy of null deformed regions associated to the Lorentzian cylinder and (A)dS.
B.1 Review: Minkowski null cone
Let us start by considering the entanglement entropy of the vacuum associated to an arbitrary surface
in the null cone of Minkowski, given in (3.26) and following the holographic calculation in Ref. [15].
Since the global state in the CFT is the Minkowski vacuum, we must consider pure AdS in Poincare
coordinates
ds2 = (L/z)2
(
dz2 − dt2 + dr2 + r2dΩ2(~v )) , (B.1)
where L is the AdS radius and dΩ2(~v) is the metric on a unit sphere Sd−2 parametrized by stereo-
graphic coordinates ~v ∈ Rd−2 (2.2).
According to the HRRT prescription [33, 34], the entanglement entropy is obtained from the
area of the extremal bulk surface that intersects with the boundary z = 0 on the entangling surface
of (3.26). Since the surface lies on the null cone, it is convenient to define null coordinates in the bulk
rˆ± = rˆ ± t obtained from
z = rˆ sin(ψ) , r = rˆ cos(ψ) , (B.2)
where rˆ ≥ 0 and ψ ∈ [0, pi/2]. The AdS metric in these coordinates becomes
ds2 =
(
L
rˆ sin(ψ)
)2 (−dt2 + drˆ2 + rˆ2 (dψ2 + cos2(ψ)dΩ2(~v ))) , (B.3)
so that the d-dimensional Minkowski boundary is located at ψ → 0. Since in this limit rˆ → r, the
coordinates rˆ± become the null coordinates in Minkowski r± = r ± t. Moreover, given that the
entangling surface in the CFT (3.26) is located at (r+, r−) = (0, 2A¯(~v )), the boundary condition for
the bulk extremal surface can be easily written as
lim
ψ→0
(rˆ+, rˆ−, ~v ) =
(
0, 2A¯(~v ), ~v
)
, (B.4)
where A¯(~v ) > 0.
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To obtain the entanglement entropy we must find the extremal codimension two surface subject
to this constraint. This was computed exactly in Refs. [32, 15] where it was shown to satisfy rˆ+ = 0
not only at the boundary but at every point in the bulk. This means that the area of the extremal
surface is obtained from the induced metric (B.3) at rˆ+ = 0
ds2
∣∣
rˆ+=0
= L2
(
dψ2 + cos2(ψ)dΩ2(~v )
sin2(ψ)
)
. (B.5)
Using that the entropy is related to the area according to S = 2piArea/`d−1p , the entanglement entropy
is given by
S =
4pia∗d
Vol(Sd−1)
∫
Sd−2
dΩ2(~v )
∫ pi/2
0
dψ
cosd−2(ψ)
sind−1(ψ)
, (B.6)
where we have conveniently defined the factor a∗d in Einstein gravity according to
2a∗d = Vol(S
d−1)(L/`p)d−1 with Vol(Sd−1) = 2pid/2/Γ(d/2) .
For the boundary CFT this factor is mapped to (3.41).
Note that the integral in (B.6) seems to be insensitive to the details of the extremal surface (given
by rˆ−(ψ,~v )) and therefore independent of the entangling surface A¯(~v). However, this is not true
since the extremal surface plays a role in regulating the integral in (B.6), which diverges in the limit
of ψ → 0.
To reproduce a divergent field theory quantity through a bulk computation we must be careful
about the choice of the cut-off, since different regularizations yield distinct results. For instance, if we
regulate (B.6) with ψmin =  we incorrectly conclude that the entanglement entropy in the null cone
is independent of the entangling surface. A field theory computation shows that this is incorrect [15].
The appropriate cut-off is dictated by holographic renormalization [58], in which we must first write
the bulk metric in Fefferman-Graham coordinates
ds2 = (L/z)2
[
dz2 + gµν(z, x
µ)dxµdxν
]
, (B.7)
where the boundary is described by xµ and located at z → 0. The metric gµν(z, xµ) admits an
expansion in z given by gµν(z, xµ) = g
(0)
µν (xµ) + z2g
(2)
µν (xµ) + . . . , where g
(0)
µν (xµ) corresponds to the
space-time in which the boundary CFT is defined. The appropriate cut-off  is obtained from the z
coordinate according to zmin = .
In this case, the AdS metric as written in (B.1) is already in Fefferman-Graham coordiantes. We
can relate ψ to z using (B.2), so that the cut-off  is given by
zmin =  = sin(ψ)rˆ−(ψ,~v )/2 , (B.8)
where we have evaluated at the extremal surface rˆ+ = 0 and rˆ−(ψ,~v ). To compute the entanglement
entropy in terms of , we must invert this relation to get an expansion for ψ(, ~v ) and solve the
integral in (B.6). The function rˆ−(ψ,~v ) is determined from the details of the extremal surface and
has some expansion near the boundary as ψ → 0
rˆ−(ψ,~v ) = 2A¯(~v) + b1(~v )ψ + b2(~v )ψ2 + . . . , (B.9)
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where the first order term is fixed by the boundary condition (B.4) and the coefficients bi(~v ) determine
the higher order contributions. They can be obtained from the exact expressions of the extremal
surface given in Refs. [32, 15]. Using this in (B.8) we can invert the relation and find the expansion
for ψ(, ~v )
ψ(, ~v ) =

A¯(~v )
− b1(~v )
2A¯(~v )3
2 + . . . . (B.10)
With this expression we regulate the integral (B.6) and obtain the entanglement entropy.
As usual, the entanglement entropy is dominated by a divergent area term and subleading con-
tributions. We only compute the universal terms, i.e. contributions that are independent of the
regularization procedure. For even d this is given by a logarithmic term, while for odd d it is a
constant term. Using (B.10) in (B.6) we find the following expansion as derived in Ref. [15]
S =
µd−2
d−2
+ · · ·+ a∗d ×

4(−1) d−22
Vol(Sd−2)
∫
Sd−2
dΩ(~v ) ln
(
2A¯(~v )/
)
, d even
2pi(−1) d−12 , d odd ,
(B.11)
where µi are non-universal coefficients. If we take A¯(~v) = R we recover the well known result for
the entanglement of a ball [31]. For odd d, the universal term is independent of the entangling
surface A¯(~v ). In Ref. [15] it was argued that this feature is not modified by quantum and higher
curvature corrections in the bulk, meaning that the entanglement entropy in (B.11) is valid to all
orders in the dual field theory.
Notice that the higher order terms in the expansion of the null surface (B.9) play no role in
determining the universal term of the entanglement entropy. This means that the only non-trivial
information we used to obtain (B.11) is that the whole surface satisfies rˆ+ = 0. This will simplify the
calculation for the curved backgrounds we consider in the following.
B.2 Lorentzian cylinder
We can apply a similar procedure to obtain the entanglement entropy associated to the null sur-
face (3.28) in the Lorentzian cylinder. Since the state is still given by the CFT vacuum, the bulk
geometry is also pure AdS. However, we must consider a different set of coordinates which give a
different conformal frame at the boundary. To do so, we define the following coordinates
rˆ± = rˆ ± t = R tan(θˆ±/2) , θˆ± = θˆ ± σ/R , (B.12)
so that the AdS metric (B.3) becomes
ds2 =
L2
sin2(ψ) sin2(θˆ)
[
−(dσ/R)2 + dθˆ2 + sin2(θˆ) (dψ2 + cos2(ψ)dΩ2(~v ))] . (B.13)
As we take the boundary limit ψ → 0 we recover the metric R×Sd−1, where the bulk coordinates θˆ±
become the null coordinates in the boundary θˆ± → θ±.
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To find the entanglement entropy we look for the extremal surface with boundary conditions fixed
by the entangling surface in (3.28), so that we have
lim
ψ→0
(θˆ+, θˆ−, ~v ) = (0, 2A¯(~v ), ~v ) , (B.14)
where A¯(~v ) ∈ (0, pi).33
Instead of computing the extremal surface from scratch we use the results obtained for the
Minkowski null cone. The extremal surface of the Minkowski null cone is mapped under the change of
coordinates (B.12) so that the condition rˆ+ = 0 translates into θˆ+ = 0. The induced metric in (B.13)
under the constraint θˆ+ = 0 is the same as in (B.5), meaning that the entanglement entropy is again
determined by the integral in (B.6). The difference comes from the regularization procedure. To
find the appropriate cut-off zmin =  we write the space-time metric (B.13) in Fefferman-Graham
coordinates (B.7). The appropriate change of coordinates is given by
cot(ψ) =
(
4R2 − z2
4Rz
)
sin(θ) , cos(θˆ) =
(
4R2 − z2
4R2 + z2
)
cos(θ) ,
where z ∈ [0, 2R] and θ ∈ [0, pi]. Inverting these relations
z
2R
=
1−
√
1− sin2(ψ) sin2(θˆ)
sin(ψ) sin(θˆ)
, tan(θ) = cos(ψ) tan(θˆ) , (B.15)
and applying to the AdS metric in (B.13) we find
ds2 = (L/z)2
[
dz2 −
(
4R2 + z2
4R2
)2
dσ2 +
(
4R2 − z2
4R2
)2
R2
(
dθ2 + sin2(θ)dΩ2(~v )
)]
,
that is precisely in the Fefferman-Graham form with the cylinder metric at the boundary.
Setting zmin =  in (B.15) we can find the relation between ψ and the cut-off by evaluating the
right-hand side on the extremal surface θˆ = θˆ−(ψ,~v )/2. This has a near boundary expansion given
by
θˆ−(ψ,~v ) = 2A¯(~v ) + b1(~v )ψ + . . . ,
where the first order term is fixed by the boundary condition (B.14). Using this in (B.15) with zmin = 
and inverting we find
ψ(, ~v ) =
(/R)
sin(A¯(~v ))
− b1(~v )
sin2(A¯(~v )) tan(A¯(~v ))
(/R)2 + . . . . (B.16)
From this we can regulate and solve the integral in (B.6) to obtain the universal terms of the en-
tanglement entropy. Comparing with the expansion of ψ(, ~v ) that we got for the case of the null
33The function A¯(~v) is not the same as the one for the null cone. They are related through the coordinate
change (B.12).
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cone (B.10) we immediately see that the entropy only gets a universal contribution from the linear
term in (B.16). For odd d it is also given by (B.11) while for even d we obtain
S =
µd−2
d−2
+ · · ·+ (−1) d−22 4a
∗
d
Vol(Sd−2)
∫
Sd−2
dΩ(~v ) ln
[
2R

sin(A¯(~v ))
]
.
Same as with the Minkowski null cone, we expect this result to be valid to all orders in the dual
CFT. For the particular case in which A¯(~v) = θ0, we recover the result for a cap region of angular
size θ0 [31].
B.3 De Sitter
A similar story holds for the entanglement in de Sitter associated to the null surface in (3.34). Since
the coordinates in the boundary are also given by (σ/R, θ,~v ) we can still work with pure AdS as
written in (B.13). To get de Sitter at the boundary we simply have to take the limit ψ → 0 with
the additional factor of sin2(σ/R) in the conformal factor. The boundary condition of the extremal
surface is obtained from (3.34) using this η(β) = cot(β) so that we find
lim
ψ→0
(θˆ+, θˆ−, ~v ) =
(
0, 2 arcot
(
A¯(~v )
)
, ~v
)
, (B.17)
where in principle A¯(~v) ∈ R.34
The entanglement entropy is still given by the integral in (B.6). To obtain the relation between
the cut-off  and ψ we must write the metric (B.13) in Fefferman-Graham coordinates with g(0)µν
given by the de Sitter metric. Since the relation between the coordinates is fairly complicated it is
convenient to break it up in two steps.35 First let us consider the coordinates % ≥ 0 and θ ∈ [0, pi]
defined according to
cot(ψ) =
%
L
sin(θ) , cos(θˆ) =
%√
%2 + L2
cos(θ) , (B.18)
which has an inverse given by
% = L
√
1− sin2(ψ) sin2(θˆ)
sin(ψ) sin(θˆ)
, tan(θ) = cos(ψ) tan(θˆ) .
The metric (B.13) takes the standard form of global AdS
ds2 = −
(
%2 + L2
R2
)
dσ2 +
(
L2
%2 + L2
)
d%2 + %2
(
dθ2 + sin2(θ)dΩ2(~v )
)
. (B.19)
From this we can define the new coordinates z ∈ [0, 2R] and σˆ/R ∈ [−pi, 0] according to
% = −
(
4R2 − z2
4Rz
)
L
sin(σˆ/R)
, tan(σ/R) = −
(
4R2 − z2
4R2 + z2
)
cot(σˆ/R) .
34The inverse of the cotangent function is defined so that its image is in the range [0, pi].
35The easiest way to obtain these coordinate transformations is to use the embedding description of AdS and analyze
the relation between the different parametrizations.
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Since σˆ has a finite domain we are only taking a section of the range of σ, given by |σ| ≤ piR/2. The
inverse can be computed and written as
z
2R
=
√
(%/L)2 + 1 cos(σ/R)−
√
(%/L)2 cos2(σ/R)− sin2(σ/R) ,
cos(σˆ/R) =
√
%2 + L2
%2
sin(σ/R) .
The metric (B.19) then becomes
ds2 = (L/z)2
[
dz2 +
(
4R2 − z2
4R2 sin(σˆ/R)
)2 [−dσˆ2 +R2 (dθ2 + sin2(θ)dΩ2(~v ))]] , (B.20)
which is in Fefferman-Graham coordinates with a dS boundary. Using the relations between the
different coordinates we can obtain an expression for z in terms of the coordinates (ψ, θˆ±). Imposing
also the constraint θˆ+ = 0 which is satisfied by the extremal surface we find
z
2R
=
cot(θˆ−/2)−
√
cot2(θˆ−/2)− sin2(ψ)
sin(ψ)
, (B.21)
where θˆ−(ψ,~v ) determines the extremal surface. This has a near boundary expansion given by
θˆ−(ψ,~v ) = 2 arccot
(
A¯(~v )
)
+ b1(~v )ψ + . . . ,
with the first order term determined from the boundary condition (B.17). Evaluating this in (B.21)
with zmin =  we get an expansion that we can invert to get ψ(, ~v ) and find
ψ(, ~v ) =

A¯(~v )(/R) +O(/R)2 , A¯(~v ) > 0 ,
4A¯(~v )(R/) +O(1) , A¯(~v ) < 0 .
From this we see that the case in which A¯(~v ) < 0 is anomalous since the limit  → 0 gives a
divergence in ψ. We can understand this by noting that for A¯(~v ) < 0 the corresponding space-time
region DA¯+ in de Sitter lies outside the space-time (see Fig. 6). Since the entanglement entropy is
a non-local quantity which captures global information about the region it is no surprise that the
calculation breaks down in this regime. The case A¯(~v ) = 0 is also anomalous from this perspective
and corresponds to taking the space-time region DA¯+ as the de Sitter static patch.
If we restrict to the A¯(~v ) > 0 case, we find that the entanglement entropy for even d can be
written as
S =
µd−2
d−2
+ · · ·+ (−1) d−22 4a
∗
d
Vol(Sd−2)
∫
Sd−2
dΩ(~v ) ln
[
2R
A¯(~v )
]
.
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B.4 Anti-de Sitter
Finally we consider the entanglement entropy for a CFT in a fixed AdSd background given by the
space-time region associated to the null surface (3.38). The boundary condition for the extremal
surface is now given by
lim
ψ→0
(θˆ+, θˆ−, ~v ) = (0, 2 arctan
(
A¯(~v )
)
, ~v ) ,
where A¯(~v ) > 0. Considering the AdSd+1 bulk metric as in (B.13) we get an AdSd boundary by
taking the limit ψ → 0 with the additional conformal factor cos2(θ), so that we get (2.3). The
entropy is still given by (B.6) where we must regulate with an appropriate cut-off obtained from the
Fefferman-Graham bulk coordinates.
To find these coordinates we first apply the transformation in (B.18) to (B.13) so that we get pure
AdSd+1 in the standard coordinates in (B.19). Once we have the metric in this form we can define
the new coordinates (ρ, z) given by
%2 =
(
4R2 + z2
4Rz
)2
(ρ2 + L2)− L2 , tan(θ) = ρ
L
(
4R2 + z2
4R2 − z2
)
,
where z ∈ [0, 2R] and we restrict θ ∈ [0, pi/2]. The inverse transformation can be written as
z
2R
= −(%/L) cos(θ) +
√
(%/L)2 cos2(θ) + 1 , ρ =
L% sin(θ)√
%2 cos2(θ) + L2
.
This takes the AdSd+1 bulk metric in (B.19) to the appropriate Fefferman-Graham coordinates
ds2 = (L/z)2
[
dz2 +
(
4R2 + z2
4LR
)2 [
−
(
ρ2 + L2
R2
)
dσ2 +
(
L2
ρ2 + L2
)
dρ2 + ρ2dΩ2(~v )
]]
.
From this we can write the relation between z and the coordinates (ψ, θˆ) as
z
2R
=
√
1 + sin2(θˆ) tan2(θˆ) sin2(ψ) cos2(ψ)−
√
1− sin2(θˆ) sin2(ψ)
sin(θˆ) sin(ψ)
√
1 + tan2(θˆ) cos2(ψ)
.
Evaluating at zmin =  and expanding for the extremal surface near the boundary
θˆ(ψ,~v ) = arctan
(
A¯(~v )
)
+ b1(~v )ψ +O(ψ2) ,
we can invert the relation and find the appropriate cut-off to regulate the integral (B.6)
ψ(, ~v ) =
(/R)
A¯(~v )
+O(/R)2 .
The entanglement entropy for even values of d is then given by
S =
µd−2
d−2
+ · · ·+ (−1) d−22 4a
∗
d
Vol(Sd−2)
∫
Sd−2
dΩ(~v ) ln
[
2R

A¯(~v )
]
.
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C Modular conjugation in cylinder from embedding formalism
In this appendix we use the embedding formalism of the conformal group to map the geometric action
of CIT operator in (4.11) to the Lorentzian cylinder. The main idea of the embedding space formalism
is to embed the space-time of the CFT into a larger space where conformal transformations act linearly.
Since the conformal group is isomorphic to SO(d, 2) we define the embedding coordinates ξ ∈ Rd,2
ξ = (ξ0, ξi, ξd, ξd+1) ,
in the space
ds2 = −(dξ0)2 +
d−1∑
i=1
(dξi)2 +
[
(dξd)2 − (dξd+1)2
]
. (C.1)
Every group element g ∈ SO(d, 2) has a representation in terms of a matrix Mg which has a linear
action in the embedding coordinates given by ordinary matrix multiplication ξ′ = Mg ξ. The relation
with the d-dimensional space-time of the CFT is obtained as follows.
We first define the projective null cone as
PC =
{
ξ ∈ R2,d : (ξ · ξ) = 0}
ξ ∼ c ξ , c ∈ R+ , (C.2)
where (ξ · ξ) is computed using the embedding metric (C.1). The denominator means that there is a
gauge redundancy in the scaling of ξ. To obtain the d-dimensional Minkowski space-time we use this
gauge freedom to fix ξ+ = ξd + ξd+1 = R (called the Poincare section) with R an arbitrary length
scale. With this gauge choice we can parametrize ξ ∈ PC as
ξ(x) =
(
xµ,
R2 − (x · x)
2R
,
R2 + (x · x)
2R
)
, (C.3)
where xµ = (t, ~x) and (x · x) = ηµνxµxν . Using this we compute the induced metric in PC and
obtain d-dimensional Minkowski ds2 = dξ(x) · dξ(x) = ηµνdxµdxν . By considering a different section
of the projective null cone in which ξ+ = R/w(x) we can obtain a different d-dimensional space-time
that is conformally related to Minkowski.
Let us now describe how a conformal transformation is induced by the linear action
of Mg ∈ SO(d, 2). Since Mg ξ might take us off the section of the projective cone that we started
from (i.e. ξ(x)+ 6= (Mg ξ(x))+) we must also apply a rescaling, so that the overall transformation is
given by
ξ(x) −→ Mg ξ(x) −→ ξ(x)
+
(Mg ξ(x))+
Mg ξ(x) = ξ(x
′) . (C.4)
This induces a transformation from x→ x′ that corresponds to a conformal transformation in the d-
dimensional space-time of the CFT.
We now want to apply this formalism to obtain the linear transformation in the embedding space ξ
which implements the action of CIT (4.11) in the Poincare section. Consider the matrix Mg˜ which
implements a rotation of angle pi between the embedding coordinates (ξ0, ξd), so that we have
Mg˜ ξ = (−ξ0, ξi,−ξd, ξd+1) . (C.5)
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Following the prescription described in (C.4) the transformation in the embedding coordinates is
given by
ξ˜(x) =
R2
(x · x)
(
−t, ~x, −R
2 + (x · x)
2R
,
R2 + (x · x)
2R
)
,
where the rescaling by R2/(x · x) is such that ξ˜(x)+ = R. Comparing this expression with ξ(x˜)
in (C.3) we find that the induced transformation in xµ is given by
x˜µ(x) =
R2
(x · x)(−t, ~x) ,
that is precisely the CIT reflection in (4.11). This shows thatMg˜ given in (C.5) implements the reflec-
tion transformation in the embedding space. Notice that although Mg˜ does not correspond to a con-
formal transformation sinceMg˜ 6∈ SO(d, 2), it belongs to the Euclidean conformal group SO(d+ 1, 1).
This is analogous to what happens with the CRT operator that is not in the Lorentz group but is
part of the Euclidean group.
Using this we can easily obtain the action of CIT applied to the Lorentzian cylinder R × Sd−1.
To do so, we consider a different section of the projective null cone PC obtained from the following
parametrization
ξ(σ, θ, ~n) = R
(
sin(σ/R), sin(θ)~n, cos(θ), cos(σ/R)
)
, (C.6)
where ~n ∈ Rd−1 such that |~n|2 = 1. This is a vector in the projective null cone in the section given
by
ξ+ = 2R cos(θ+/2) cos(θ−/2) , (C.7)
where θ± = θ ± σ/R. The d-dimensional induced metric in (C.1) is given by
ds2 = dξ(σ, θ, ~n).dξ(σ, θ, ~n) = −dσ2 +R2 (dθ2 + sin2(θ)ds2Sd−2) , (C.8)
that is the Lorentzian cylinder R× Sd−1.
Considering the action of Mg˜ in (C.5) and following the procedure in (C.4), we find
ξ˜(σ, θ, ~n) =
R
tan(θ+/2) tan(θ−/2)
(− sin(σ/R), sin(θ)~n,− cos(θ), cos(σ/R)) ,
where the rescaling ensures that we remain in the section (C.7). Comparing with ξ(σ˜, θ˜, ~n)36 in (C.6)
the reflection transformation in the cylinder is given by
tan(θ˜±) = − tan(θ±) =⇒ θ˜±(θ±) = pi − θ± , (C.9)
where to get rid of the trigonometric functions we imposed θ+ + θ− = 2θ ∈ [0, 2pi]. This is a
simple linear relation that reflects points across the wedge θ± = pi/2, that is the fixed point of the
transformation.
Since there should not be anything special about θ0 = pi/2, we would like to generalize (C.9) to
arbitrary values of θ0 ∈ [0, pi]. Inspired by some calculations in [31], we can do so by considering
36We find that it is consistent to assume that the unit vector ~n is not changed by the transformation.
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a slight variation of the parametrization (C.6), given by boosting the embedding coordinates in
the (ξd, ξd+1) direction
ξ0 = R sin(σ/R) , ξi = R sin(θ)ni ,
ξd = R cosh(γ) cos(θ) +R sinh(γ) cos(σ/R) ,
ξd+1 = R cosh(γ) cos(σ/R) +R sinh(γ) cos(θ) ,
where γ ∈ R is the boost parameter. Since the boost is an isometry of the embedding space, the
vector ξ is still null and gives the same induced metric as in (C.8). However the gauge condition ξ+
is slightly different
ξ+ = 2Reγ cos(θ+/2) cos(θ−/2) . (C.10)
Repeating the calculation leading to (C.9) but for γ 6= 0, we find that the induced reflection trans-
formation is now given by
tan(θ˜±) =
− sin(θ±)
cos(θ±) cosh(2γ) + sinh(2γ)
. (C.11)
The value of γ determines the size of the wedge θ0 in the cylinder where the reflection is applied.
The relation between γ and θ0 can be found by looking at the fix point of the transformation (C.11),
so that we get eγ = tan(θ0/2). Since we cannot analytically solve θ˜±(θ±) for arbitrary θ0 ∈ [0, pi] we
compute it numerically and obtain the diagram in Fig. 8. Although the relation in (C.11) written in
terms of θ0 is quite complicated, it is straightforward to check that the same reflection transformation
is obtained from the following simpler relation37
tan(θ˜±/2) = tan2(θ0/2) cot(θ±/2) . (C.12)
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