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We generalize the formalism of continuous quantum measurement on the environ-
ment of a system to the case when several observers perform measurements on different
parts of that environment. The formalism is applied to several examples: homodyne
detection of phonons in the quantum Brownian motion, photodetection and homodyne
detection for a two-level atom, and homodyne detection of two-photon emission. We
find that observers gain most information about the state of the system and they agree
the most when they measure in environmental basis most correlated to the pointer basis
of the system. We also prove and illustrate by examples that a single observer cannot
find out just from his own measurement records if other observers are making mea-
surements or what are the basis of their measurement. The example with two-photon
emission shows that for many-body entanglement a single observer may be “system
blind”, his own measurements are mere noises, and the information about the state of
the system is encoded in correlations between different observers’ measurements.
I. INTRODUCTION
Information about the state of open quantum systems can be obtained from measurements on their environments.
Certain states of the system, known as pointer states, are most robust under the interaction with the environment and
entangle the least with it [1]. In [2] we showed that under reasonable assumptions those states remain unchanged even
when a single observer is performing continuous quantum measurement on the environment to extract information
about the system. In this paper we extend the formalism of continuous quantum measurement [3–5] to the case
when several observers simultaneously perform measurements on different parts of the environment. A first step in
this direction was carried out by us in [6] where we studied a toy model. There measurements by different observers
were performed at discrete times to find out the state of the system, which did not evolve in time. Here, instead, we
consider a more physically typical situation where the system is evolving in time and observers continuously monitor
the environment to assess the state of the system.
We label observers with an index α. The knowledge that a given observer has about the system is contained in
his single observer density matrix ρα(t). As we shall see, this density matrix depends on the measurement records
dNα(t) obtained from the detector used by such an observer. When one has access to all the records of all observers,
{dNα(t)}, then the knowledge about the state of the system is encapsulated in a multiple observer density matrix
ρ(t). Such knowledge is the information gained by a hypothetical “supervisor” that has access to all measurement
records. Both the single and multiple observer density matrices evolve according to master equations that will be
derived in the next section. We will use this formalism to address some interesting questions:
• What is the average correlation between the density matrix of a single observer ρα and the supervisor’s ρ? We
shall quantify this correlation by the average fidelity Oα(t) = Trρ(t)ρα(t), where the overline means a weighted
average over different realisations of all the stochastic measurement records {dNα(t)} of all observers. In other
words, how far on average is the knowledge of the observer α from the knowledge he would have if he had
access to the records of all the other observers. He cannot know about ρ(t) more than he can extract from his
own records only. The extracted information can be measured by the average purity of the single observer state
Oαα(t) = Trρ2α(t). Here the weighted average is over different realizations of the stochastic measurement records
of observer α. Even if the multiple observer ρ(t) had higher average purity, the fidelity Oα would be equal to
the single observer purity, Oα = Oαα. This equality will be illustrated on several examples in Sections III, IV
and V. Oαα is maximal for measurements in a basis correlated with the pointer states [2]. If the pointers are
perfect, a single observer can gain full knowledge about the state of the system without need to access to the
records of any of the other observers.
• What is the average correlation between different single observer’s ρα ? We shall quantify this correlation by the
relative fidelity Oαβ(t) = Trρα(t)ρβ(t). In other words, how much do different observers agree on the state of the
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system? It is clear that for perfect pointers and for measurements in a basis correlated to these perfect pointers
they will, after an initial transient time, reach full agreement, Oαβ(t → ∞) = 1. This case was illustrated by
the toy example in Ref. [6] and we will illustrate it again for zero temperature quantum Brownian motion in
section III. In general, as seen in the examples of Sections IV and V, the agreement is not perfect but it gets
better when the observers’ measurement basis get closer to those environmental states correlated to the system
pointers basis. For a two-level atom subject to direct photodetection (see Section IV) we find an anticorrelation,
Oαβ < 1/2. Each observer learns something about the state of the system but their estimates of the state ρα(t)
are anticorrelated. The two level atom is very far from being classical and, what is more, photodetection is very
far from being a measurement in a basis correlated with the pointer states.
• Can an observer α find out from his own records dNα(t) if there are other observers performing measurements
on the environment of the same system or what are the basis of their measurements? Different ρα(t)’s are
(anti-)correlated because measurement outcomes of one observer affect future outcomes of the other observers
so it may appear that each observer can see the perturbations caused by other observers and from there to infer
what other observers are doing. We will give a general negative answer in Section II: records of a single observer
contain no information from which one could possibly find out what other observers are doing. We readress this
issue on a case by case basis in Sections III, IV and V. The records of different observers are correlated but a
single record is not enough to find out about the nature of measurements by other observers.
• In Section VI we give an example where the state of the system can get weakly entangled with two parts of
environment at a time, and corresponds to a continuous version of the toy model of Ref. [6]. The question which
arises in this context is whether a single observer who can measure only one of these two parts can gain any
information about the system at all. It turns out that the answer depends on the basis in which he makes his
measurements. He can make a poor choice such that his own results tell him nothing about the system, so he
has to ask the other observer to give him his records and only by comparing them can he figure out what is
ρ(t). He can also make a good choice such that his own results tell him precisely what are the results of the
other observer and what is the state of the system.
II. MULTIPLE OBSERVERS CONDITIONAL MASTER EQUATIONS
Imagine a system S coupled to an environment E . The state of the environment is continuously being monitored
by a set of detectors D in certain measurement basis which can be different for different detectors. When the results
of these measurements are ignored (which in technical terms corresponds to tracing over all possible environmental
states of E as well as over all the records of D), then the reduced density matrix of the system ρ(t) evolves according
to an “unconditional” master equation (UME)
dρ(t) = dρUME[ρ(t)] , (1)
which describes a change in ρ(t) within an ininitesimal time step dt. This master equation is “unconditional” in the
sense that all the information about the records of D has been discarded. Note that we are assuming the open system
is markovian, so that the system state at time t+dt only depends on its state at time t. This assumption requires that
E is forgetting its entanglement with S on a timescale which is much shorter than the time it needs to get entangled
with S.
In what follows we will use the stronger assumption that at the beginning of every new time step dt the state of
S + E can be factorized as ρ(t)⊗ µ, where µ is always the same density matrix of the environment. This assumption
is not as unnatural as it may appear at first sight. It is often satisfied in quantum optics. When the environment is a
radiation field one can use for the environment a basis of wavepackets of the radiation field, e.g. localized photons (or
phonons for the field of vibrations in a crystal lattice). A localized wavepacket interacts with the system for a short
time as compared to the time of entanglement between S and the wavepacket and then it flies away from the system
and never comes back. In the next moment the system is interacting with the next wavepacket. Thus the assumption
does not mean that every time dt the whole, say, photon environment is somehow refreshed to a state µ. It means
that every dt, S is put in contact with a new wavepacket which has not been interacting with S before and so the
new wavepacket is “prepared” in the state µ. The environment E at the time t is the wavepacket which is overlaping
with S at the time t. When E is understood in this way, then it appears to be refreshed to the state µ once every dt.
The concomitant set of approximations we are using are collectively known as the quantum Markov approximation.
A two-level atom emitting photons in a free space satisfies these assumptions, but they are not satisfied by a two-level
atom interacting with a cavity mode. The photon emitted inside a cavity can reflect from a wall and interact again
with the atom. In fact the atom in a cavity is not even a markovian system.
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Suppose that the measurement results are not ignored but instead they are used to extract information about S.
Let us further assume that E can be divided into parts Eα numbered by an index α and that each part is coupled
to its own detector Dα. We model the measurements by detectors Dα as a projection of the detectors’ states in
the measurement basis with outcomes dNα(t). From the point of view of monitoring the state of the system, the
projections are equivalent to detector environment-induced einselection in the measurement basis [7]. No matter how
much the measurement is delayed or how long it takes to decohere the state of Dα, the outcome dNα(t) affects our
knowledge ρ(t) about the state of the system at the time t when the environment Eα got entangled with the system. In
general the measurement basis can be nonorthogonal or overcomplete, but in the following, for the sake of simplicity,
we restrict ourselves to the complete orthogonal case.
To derive a conditional master equation when the results are not ignored, we assume that at the time t the state
of S + E +D is given by
ρS+E+D(t) = ρ(t)⊗α (µα ⊗ να) , (2)




S+E+D(t + dt) = ρS+E [ρ(t)]⊗α να , (3)
and then the detectors Dα are coupled to Eα and they get partially or fully entangled with the environments. This
results in a huge density matrix of S + E +D
ρ
′′
S+E+D(t + dt) = ρS+E+D[ρ(t)]. (4)
Measurements on the detectors project their states with projectors PdNα(t) onto states |dNα(t)〉. After tracing over
the environmental states one gets a new unnormalized density matrix of the system conditioned upon the outcomes
{dNα(t)} on the detectors,
ρ˜[t + dt|{dNα(t)}] = TrETrD
{⊗αPdNα(t) ρS+E+D[ρ(t)]} . (5)
The probability distribution to obtain the set of outcomes {dNα(t)} depends on ρ(t) and is given by
P [{dNα(t)}|ρ(t)] = TrS ρ˜[t + dt|{dNα(t)}] . (6)
From the time we find the actual outcomes {dNα(t)} we know that at the time t+dt the system was in the normalized
conditional state
ρ(t + dt) =
ρ˜[t + dt|{dNα(t)}]
P [{dNα(t)}|ρ(t)] . (7)
Equation (7) defines a stochastic master equation which we call multiple observer conditional master equation
(MOCME). The stochastic ρ(t) is the knowledge about the state of the system of a hypothetical “supervisor” who
has access to the records of all the observers α assigned to the detectors Dα. The ρ(t) at time t is conditioned on all
the records {dNα(t)}.
The MOCME Eq.(7) can be used to calculate the probability to obtain given strings of records {dNα(kdt)}, (k =
1, 2, . . .) for a given initial state ρ(0). To find that probability we evolve Eq.(7) with the input {dNα(kdt)} starting
from the initial state ρ(0) and obtain ρ(kdt) which is conditioned on the input {dNα(kdt)}. Then we feed the
ρ(kdt) into Eq.(6) and obtain the probabilities P k for the given outcomes {dNα(kdt)} at the discrete times tk = kdt,
P k = P [{dNα(kdt)}|ρ(kdt)]. Finally, we find the probability of the given set of records {dNα(kdt)} for a given initial
state ρ(0) as a product p[{dNα(t)}|ρ(0)] =
∏
k P
k. This probability can be used as a measure of compatibility of the
set of records {dNα(t)}. In a given run of the experiment we will get with certain joint probability the record N1(t)
for observer 1, and the record N2(t) for observer 2. When this probability is zero the given records cannot come from
the same experiment, i.e., they are incompatible.
Note that when all the measurements are ignored the reduced density matrix of the system at the time t + dt is
given by
ρUME(t + dt) = TrETrD {ρS+E+D[ρ(t)]} . (8)
and it is an average of the conditional master equation (7) over different outcomes {dNα(t)} weighted by the probability
distribution (6). The same result is obtained simply by tracing the unnormalized density matrix (5) over different
dNα(t).
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Each individual observer knows only his own records dNα(t). How is his knowledge ρα(t) about the system
conditioned on his records dNα(t)? He does not know the records of the other observers {dNβ(t), β 6= α} so the
best that he can do is to trace Eq.(5) over {dNβ(t), β 6= α}, obtaining an unnormalized density matrix ρ˜α,
ρ˜α[t + dt|dNα(t)] = TrETrD
{PdNα(t) ρS+E+D[ρ(t)]} . (9)
The right hand side (RHS) still depends on the multiple observer ρ(t) conditioned on all the past records of all
observers. The RHS is linear in ρ(t) so it can be easily averaged over the past records of all the observers except the
records of observer α. After this average ρ(t) on the RHS is replaced by a single observer ρα(t) which is conditioned
only on the past records dNα(t) of observer α. The equation becomes
ρ¯α[t + dt|dNα(t)] = TrETrD
{PdNα(t)ρS+E+D[ρα(t)]} . (10)
The probability to get a given outcome dNα(t) is given by
Pα[dNα(t)|ρα(t)] = TrS ρ¯α[t + dt|dNα(t)] , (11)
and the final normalized density matrix reads
ρα(t + dt) =
ρ¯α[t + dt|dNα(t)]
Pα[dNα(t)|ρα(t)] . (12)
Equation (12) is a stochastic master equation for a single observer α, which we refer to as a single observer conditional
master equation (SOCME). Again, in a similar way as for the MOCME, we can use SOCME to compute the probability
of a given single observer records {dNα(kdt)}, (k = 1, 2, . . .) for a given initial state ρα(0).
Once we formulated both the MOCME (7) and the SOCME (12) we can ask the question: Can a single observer
α find out from only his own records dNα(t) if there are other observers performing measurements on other parts of
the environment of the same system or what are the basis of their measurements? A generic environment can indeed
allow information transfer from one observer to another through its own degrees of freedom. For example, if two
observers are located at the end of a spring and one of them exerts some tension on one end, clearly the other will be
able to detect it. However, our quantum Markov approximation rules out examples like this one, since it implies that
the part of the environment being measured cannot “talk back” with the rest of the environment or the system after
the measurement. The question that still remains within the quantum Markov approximation is whether information
transfer can occur thanks to the entanglement between the parts of the environment measured by the observers and
the system. If this could happen, then it would be possible to send signals from one observer to the other simply by
choosing to measure or not to measure or by changing the basis of the measurement. This would open the possibility
of faster than light communication. Both the MOCME and the SOCME can be interpreted as stochastic generators
of the records dNα(t) for observer α. The question is if such an observer can distinguish which of the two generators
is the source for a given dNα(t)? From our derivation of the SOCME from the MOCME it is clear that he cannot.
If the given dNα(t) comes from the MOCME, then we know that there is a set of records {dNβ(t), β 6= α} which
come out from the MOCME generator as a “by-product”. We do not know what actual records they are but we
can assign probabilities p[{dNα(t), {dNβ(t), β 6= α}}|ρ(0)] to different “by-products”. When we trace this probability
distribution for records over different {dNβ(t), β 6= α}, we will obtain p[dNα(t), ρα(0)] which is the same as the
probability distribution for records dNα(t) coming out from the SOCME. As the probability distributions for dNα(t)
coming from the two generators are the same, there is no way for a single observer to find out which generator is
the actual source of his record. Although the records of different observers are correlated, any given observer cannot
infer any meaningful statistical information about measurements by other observers from only his own measurement
records.
Another question which might be provoked by the SOCME formalism is the following. Suppose that there are
two observers who monitor the evolution of the same system and obtain records dNα(t), (α = 1, 2). During the
measurements they do not have time to talk to each other and thus they do not know the other’s records, so the
knowledge of each observer about the system state is described by his own SOCME. After they finish the experiment,
they meet and compare their records. One might ask the question: If the two observers are described by two different
SOCME, how can we know that when they meet and compare their records they will not find them incompatible? This
paradox disappears when we recall that whenever there are two observers, the MOCME (7) is the right description.
It generates incompatible records with zero probability.
Given the above discussion it is easy to show that the average purity of the single observer state Oαα = Trρ2α(t) is
equal to the average fidelity between the multiple observers’ and single observer’s states Oα = ρ(t)ρα(t). We recall
that the overline in the former formula is an average over realizations of stochastic processes dNα(t) of the records
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of observer α, whereas in the latter formula the average is over realizations over all stochastic processes {dNα(t)} of
all the observers. To prove that the equality holds, let first take an average over all dNβ(t), (β 6= α). The single
observer ρα(t) does not depend on those processes since, by definition, it is already an average over them. Doing this
partial averaging ρ(t) transforms into ρα(t). Finally, we have to average over the stochastic realizations of dNα(t),
from where it follows that Oα = Oαα.
A. Continuum limit dt → 0
The equations MOCME and SOCME can be simplified when we finally take the limit dt → 0. The MOCME (7)
can be split into an unconditional and a stochastic part,
ρ(t + dt) = ρUME(t + dt) +
{
ρ˜[t + dt|{dNα(t)}]




The average of the stochastic part over the outcomes {dNα(t)} is zero. In the continuum limit we obtain ρUME(t+dt) =
ρ(t) + dρUME[ρ(t)] like in Eqs.(1,8) and the MOCME becomes
dρ(t) = dρUME[ρ(t)] + dρst[ρ(t), {dNα(t)}] . (14)
Further simplification can be obtained when we assume that the interaction Hamiltonian between S and E is a sum





In a short time dt this Hamiltonian can create only weak pairwise entanglements between S and different Eα’s. As a
result, to leading order in dt the MOCME becomes




with a sum over stochastic terms from different Eα. To leading order in dt, the probability distribution (6) can be





Each dρst,α in Eq.(16) when averaged over dNα(t) with the probability Pα[dNα(t)|ρ(t)] gives zero. If we average
Eq.(16) over all {dNβ(t), β 6= α}, then we will obtain a continuum version of the SOCME (12),
dρ(t) = dρUME[ρ(t)] + dρst,α[ρ(t), dNα(t)] . (18)
The probability distribution for dNα(t) is given by Eq.(11).
Examples in the following sections IV,V,VI fall in the category of the pairwise entanglement. In section VII we give






In a short time dt this Hamiltonian can create only weak pairwise entanglement between S and different disjoint pairs.
To leading order in dt the MOCME simplifies to
dρ(t) = dρUME[ρ(t)] +
∑
(α,β)
dρst,(α,β)[ρ(t), dNα(t), dNβ(t)] , (20)




P(α,β)[dNα(t), dNβ(t)|ρ(t)] . (21)
An analogue of the SOCME for a pair of observers is obtained from Eq.(20) by averaging over all pairs except a given
one,
dρ(t) = dρUME[ρ(t)] + dρst,(α,β)[ρ(t), dNα(t), dNβ(t)]. (22)
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III. QUANTUM BROWNIAN MOTION
A. Perfect agreement for perfect pointers
In this section we consider the well-known model of quantum Brownian motion consisting of a harmonic oscillator,
which is the system, in interaction with a reservoir of harmonic oscillators (phonons) with a position-position coupling.
We will restrict ourselves to the case of zero temperature environment. The self Hamiltonian for the system is
H = ωa†a, where ω is the frequency of the oscillator and a, a† are bosonic annihillation/creation operators. Imagine
that a set of observers perform homodyne detection measurements on the environment of phonons so that each of
them gains some piece of information about the state of the system oscillator. Given the set of records of all those
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This equation for the conditional evolution of the density matrix of the system, written in the interaction picture
representation, is valid in the rotating wave approximation. Here we use Itoˆ version of stochastic calculus. The first
term is of Lindblad form and describes damping and decoherence due to spontaneous emission of phonons. We have
set the damping coefficient to one. The second (stochastic) term feeds back information gained by observers into the
state of the system ρ. The coefficient γ = R exp(iφ) is the amplitude of the local oscillator in the homodyne detector2,
Nα(t) are the number of phonons detected by observer α until time t. The increments dNα ∈ {0, 1} are dichotomic
stochastic processes with averages
dNα(ρ) = ηαdt[R
2 + Re−iφTrρa + Re+iφTrρa† + Trρa†a] , (24)
and dNαdNβ = δαβ dNα. ηα are the efficiencies of different detectors which can be defined as the fractions of
environment monitored by particular detectors. In the phonodetection limit (R = 0), the average detection rate
(24) is proportional to the average occupation number. Every time a phonon is detected (dNα = 1 for any α) the
occupation numbers in ρ are reduced by one. In the homodyne limit (R  1) the detection rates measure the coherent
amplitude Trρ[e+iφa + e−iφa†] of the state of the system.
It is known that coherent states |z〉, such that a|z〉 = z|z〉, are pointers states for the quantum Brownian motion
model [8]. These states are not exactly perfect pointers: due to damping to the environment, they lose their initial
purity and eventually decay towards the ground state. This process takes place in a time scale of the order of the
damping rate, which we have set to 1. On the other hand, decoherence takes places in another time scale, of order
1/r2, where r is the amplitude of the coherent state z = r exp(iθ). Therefore, if we assume that the initial state of the
system oscillator is a coherent state with large amplitude (r  1), then decoherence is much faster than damping. On
the fast timescales ' 1/r2 we can neglect the decay and consider the coherent states as “perfect” pointers, in the sense
that they do not lose their initial purity. We can then neglect the slower damping and concentrate on decoherence
and information gain (but see Ref. [9] for an exact solution).






| − z〉〈−z|+ C|+ z〉〈−z|+ C?| − z〉〈+z| . (25)
Here A ∈ [−1, +1]. Substitution of the density matrix (25) into Eq.(23), and subsequent left and right projections on
| ± z〉 3 give stochastic differential equations for A and C. In the homodyne limit (R  r), where detection rates are
fast as compared to the spontaneous emission (decoherence) time, at any given time the correlators for the increments
dnα ≡ dNα − dNα(ρ) are
dnα = 0 ,
dnαdnβ ≈ δαβ dNα ≈ δαβ ηαR2dt +O(R) . (26)
1In Appendix A we derive the MOCME for the two-level atom model. ¿From that is it straightforward to get the corresponding
master equation for zero temperature quantum Brownian motion.
2For simplicity, we are asumming that all observers perform the same kind of homodyne detection, so that the amplitudes Rα
and phases φα are all equal. We will lift this restriction in later examples.
3In the limit r  1, the states |z〉 and | − z〉 are approximately orthogonal.
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In this limit the increments can be approximated by dnα =
√
ηαR dWα, where dWα’s are gaussian Wiener increments,
such that dWα = 0 and dWαdWβ = δαβdt [4,5]. After introducing a variable B as A = tanh B, and translating to
Stratonovich convention, we get
dB
dτ














(τ2) = δαβ δ(τ1 − τ2). (28)
Suppose that the observers start doing measurements at τ = 0. Given their lack of any previous knowledge, the
initial state is a maximally mixed state, A = B = C = 0. According to Eq.(27), B initially performs a random
walk driven by the noises but once it diffuses into a positive (tanh B = +1) or negative (tanh B = −1) domain, the
deterministic force η tanhB takes over and inevitably drives B towards positive or negative infinity respectively.
After the transient time τ ∼ 1/η, A settles down at A = ±1 which corresponds to the pure state | ± z〉 (see the
multiple observer trajectory A(τ) in Fig.1). By this time an observer who knows all dNα(t) would already gain full
knowledge about the state of the system (his ρ(t) would be pure). Note that this happens even if the total efficiency
η is less than one.
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Note that dNα is not conditioned on ρα but on ρ. There is one-way information flow, dNα conditions the evolution
of the single observer ρα(t) by the multiple observer ρ(t).
When taking the homodyne R  r limit in the single observer case, one has to be more careful than in the multiple
observer case,








Rr≈ √ηαR dWα + 2ηαrR (A−Aα) cos(θ − φ). (30)




= ηα tanh Bα +
[
ηα tanh B − ηα tanh Bα +√ηα dWα
dτ
]






where Aα = tanh Bα. The terms in the square brackets come from the stochastic term in Eq.(29). The multiple
observer A = tanh B on the most right hand side is not a misprint, it reflects the fact that information about the
multiple observer ρ is fed in by dNα.
The multiple observer evolution settles A = tanhB at ±1 after the transient time τ ∼ 1/η. Once A = tanh B = ±1
is chosen, the deterministic drift term ηα tanh B on the RHS of Eq.(31) will inevitably force Aα = tanh Bα to make
the same choice after the longer transient time τ ∼ 1/ηα. Eventually all observers will settle down at A = Aα = ±1,
and the relative fidelities will be equal to one, Oαβ = 1 (see the single realisations for two observers α = 1, 2 in Fig.1).















FIG. 1. A single realisation of the stochastic trajectories A(τ ) (thick line), A1(τ ) and A2(τ ) (thin lines) for η1 = 0.7 and
η2 = 0.3. The multiple observer A(τ ) settles at +1 around τ ≈ 1, it is followed by A1(τ ) after a τ -delay ≈ 1. A2(τ ) after a
long period of indecision settles down at +1 at τ ≈ 5.
B. Locality of the measurements
Let us restrict ourselves to the case of only two observers α = 1, 2. The measurements by observer 2 affect the
evolution of the multiple observer ρ. Since the state ρ is also being monitored by observer 1, in principle observer
1 may be able to identify perturbations produced by measurements of observer 2 and realize that there is another
observer monitoring the system. We will demonstrate that the SOCME does not admit such a possibility. This is a
direct consequence of the nature of the environment. To begin with, note that Eq.(27) is equivalent to the following













We can compare the following two situations:
1) Observer 1 is the only observer or η2 = 0. His probability distribution evolves according to Eq.(32). The initial
condition P (0, B1) = δ(B1) leads to the solution















2) There is an observer 2 with η2  η1. In this limit, where the perturbations by observer 2 are the strongest,
one is most likely to suspect that the less efficient observer 1 could find out about the more efficient observer 2. The
evolution of B(τ) is mainly conditioned upon the measurements of observer 2. The multiple observer A settles at ±1
on a timescale 1/η which is much faster than the time 1/η1 observer 1 needs to find out about the system. The state
of the system is settled without any influence by measurements of observer 1. Suppose that, with the probability 1/2,
the multiple observer state tanh B = +1 was chosen. B1 evolves according to Eq.(31) with a fixed tanh B = +1. The



















As we do not know which multiple observer state will be chosen, the two probabilities add to give P (2) = P+ + P−.
It is easy to check that P (2) = P (1) in Eq.(33). The probability distributions coincide, so observer 1 cannot find out
if there is any observer 2 even if he detects just 1% of phonons and the other more efficient observer detects 99% or
almost all phonons.
IV. TWO-LEVEL ATOM: DIRECT PHOTODETECTION
We want to contrast the quantum Brownian motion with an example of a system with a small Hilbert space, such
as a driven two-level atom coupled to the radiation field, for which we do not expect perfect pointers. In Appendix
A we derive the MOCME for a two-level atom driven with frequency ω by a laser beam and whose emited radiation
is subject to photodetection. It takes the form























[I + xσx + yσy + zσz] , (37)
where c = (σx− iσy)/2 is the lowering operator, and Nα(t) is the number of photons detected by the observer α until
time t. Its increment dNα ∈ {0, 1} is a dichotomic stochastic process with an average proportional to the occupation
number of the atom,
dNα = ηαdtTr[ρc
†c], (38)
and dNαdNβ = δαβdNα. Every time a photon is detected (any dNα = 1), the atom is brought down to the ground
state (the −1 eigenstate of σz), from where it is excited again by a laser beam through the Hamiltonian term ωσx.
The efficiency ηα of the detector used by observer α is the fraction of photons which are detected by him. For example,
ηα = 0.5 may correspond to missing half of the photons that are coming to that detector. Each observer is building
his own image ρα of the state of the system by feeding his photodetection records dNα(t) into his SOCME


















Note that the statistical distribution (38) of dNα is conditioned on ρ and not on ρα.
When ω  1 the pointer states of the two-level atom are σx eigenstates, i.e., they are determined by the Hamiltonian
ωσx describing the excitations via the laser beam [11]. These pointer states are not perfect since they have a nonzero
initial rate of fidelity loss. In consequence, we do not expect full agreement between observers even if they are
measuring in the pointer σx-eigenstates basis. Direct photodetection is a way to find out if the atom is in the ground
state. This state is orthogonal to the pointers and it does not make a full basis. That is why we expect the relative
fidelity between observers to be very poor. In fact we will find any two observers to be anticorrelated, Oαβ < 1/2.
A. The ω  1 limit
For ω  1 Eqs.(36,39) can be solved rigorously. Suppose that no photons are detected for a certain period of time,
dNα(t) = 0. During this time the density matrix ρ in Eq.(37) evolves according to the deterministic part of Eq.(36).
The unitary self-evolution with the Hamiltonian ωσx is mixing y and z with the frequency 2ω. It is convenient to use
the interaction picture, where
x = xint,
y = yint cos 2ωt− zint sin 2ωt, (40)
z = yint sin 2ωt + zint cos 2ωt,
and the variation in time of xint, yint, zint is slow as compared to ω. If we substitute the density matrix (37) into the
deterministic part of Eq.(36), use the interaction picture, and average over one period of oscillation with frequency
















Every time a photon is detected the multiple observer state ρ is projected to the ground state. All the information
about the previous evolution of ρ(t) is forgotten. Suppose that a detection took place at time t = 0. Just after the
detection the initial conditions are x(0+) = 0, y(0+) = 0, z(0+) = −1. Before the next detection happens, x, y, z
evolve according to Eqs.(40,41),
4In the interaction picture the nonlinear terms in Eq.(36) average to zero thanks to the fast oscillations with frequency ω.
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X(t) = 0,
Y (t) = e−
3
4 (1−η)t sin 2ωt, (42)
Z(t) = −e− 34 (1−η)t cos 2ωt,
where t is the time elapsed since the last photodetection. This solution is valid until the next detection takes place.
The next detection at t = td will bring ρ to the ground state again, from where the system will be excited according
to x = X(t− td), y = Y (t− td), z = Z(t− td). The probability that an observer α will detect a photon between t and
t + dt after the last detection by any observer is




The above argument can also be applied to the SOCME (39). Every time an observer α detects a photon his state
ρα jumps to the ground state, from where it is excited according to
Xα(t) = 0,
Yα(t) = e
− 34 (1−ηα)t sin 2ωt, (44)
Zα(t) = −e− 34 (1−ηα)t cos 2ωt.
The time t here is the time since the last detection by the observer α.
B. Distribution of waiting times
To show that an observer cannot find out if there is any other observer, we will restrict to just two observers α = 1, 2
and we will derive the distribution of waiting times (times between subsequent detections) for observer 1. We will
show that this distribution does not depend on η2 so it is not sensitive to the presence or absence of any observer 2.
Any higher order correlations between detection times can be expressed by this distribution of waiting times because
every time a photon is detected by observer 1, the atomic state goes down to the ground state so that any history
before the detection does not affect evolution that follows the detection. The distribution of waiting times contains
all the information observer 1 can possibly extract from his measurements.
Suppose that observer 1 detects a photon at time t = 0. What is the probability w1(τ) that he will detect the next




















The first factor is the average detection rate Eq.(43), and the second one is the probability that no photon is detected
between 0 and τ . As it should be, w1(τ) is normalized to unity. To obtain the final expression for w1(τ) in Eq.(45)
we have neglected all terms which vanish for ω  1 as well as fast oscillating terms ∼ cos 2ωτ .
If there is a second observer, then the α detection rate would depend not on zα(t) but on z(t). In general there
may be n = 0, 1, . . . ,∞ detections by observer 2 between 0 and τ . Every time there is a detection by observer 2 at
t = tj , (j = 1, . . . , n), z(t) jumps down to −1. For tj < t < tj+1 it evolves as z(t) = Z(t − tj). The probability that
there is no detection by observer 1 between times 0 and τ , given that there are n detections by observer 2 at the times
t1, . . . , tn, is given by
Dn(t1, . . . , tn, τ) = q2(t1)q2(t2 − t1) . . . q2(tn − tn−1)e−
η
2 (τ−tn), (46)
where q2(τ) is distribution of waiting times for observer 2 given that there are no detections by 1,
q2(τ)
ω1≈ e−η2 τ η2
2
(1− e− 34 (1−η)τ cos 2ωτ), (47)
and the factor e−
η
2 (t−tn) is the probability that no detections by any observer take place between tn and t. The
distribution of waiting times for observer 1, averaged over detections by observer 2, is given by Dn multiplied by the
detection rate of observer 1 at τ , and averaged over all possible n and t1, . . . , tn. Therefore the final expression for









dt2 . . .
∫ τ
tn−1
dtn Dn(t1, . . . , tn, τ)
η1
2




2 τ , (48)
where, again, we have neglected terms which vanish for ω  1 and any fast oscillating terms. In Appendix B we show
how to obtain this last formula. We conclude that the distribution of waiting times for observer 1 in the presence of
detections by observer 2 (Eq.(48)) is the same as that for no observer 2 present (Eq.(45)). The distribution of waiting
times for observer 1 is not sensitive to observer 2.
C. Fidelity between ρ1 and ρ
Let us now study how much does a given observer α know about the multiple observer state. To this end we
will calculate the relative fidelity between the multiple observer and single observer density matrices, O1 = Trρρα.
Imagine the following situation. Take an arbitrary instant of time τ = 0 and suppose that the last detection by
observer 1 took place at τ = −t. Then O1 evaluated at the time τ = 0 will be equal to the t-average (i.e., average
over all possible initial times of detection by 1) of the fidelity o1(τ = 0) = Trρ(τ = 0)ρα(τ = 0) given that there were
no detections by observer 1 between τ = −t and τ = 0 and averaged over all the possible numbers n of detections by
observer 2 and his detection times t1, . . . , tn. For the sake of clarity, we now shift the time origin as τ → τ + t, so
that the last detection of 1 took place at time 0 and we are interested in evaluating O1 at time t. The unnormalized
probability distribution for no detections by observer 1 between 0 and t, and n detections by observer 2 at the times












dt2 . . .
∫ t
tn−1




Given that the last detection by observer 1 took place at time 0 and the last detection by any observer happened at
time tn, the relevant fidelity is










4 (1−η)(t−tn) cos 2ωtn . (50)












dt2 . . .
∫ t
tn−1





2(3− 2η1) , (51)
where we have neglected all O(1/ω) terms.
On the other hand, the average purity gained by observer 1 can be calculated as follows. According to Eqs.(44),






2 exp[− 32 (1 − η1)t]. The probability that

















2(3− 2η1) . (52)
As expected, O11 coincides with O1 (see Fig.2).
















FIG. 2. Fidelity O1 − 1/2 and purity O11 − 1/2 for an observer performing photodetection measurements. The initial
condition is maximal lack of knowledge, i.e. ρ(t = 0) = ρ1(t = 0) = I/2. The multiple observer efficiency is η = 0.6 and the
single observer one η1 = 0.5. According to Eqs.(51,52) the asymptotic value is 1/8 = 0.125. The stochastic trajectories are an
average over 256 single realizations.
D. Relative fidelity Oαβ
The relative fidelity O12 = Trρ1ρ2 has contributions from the following two situations:
(1) The last detection by observer 1 took place at time 0. Between times 0 and t there were n ≥ 1 detections
by observer 2 at the times t1, . . . , tn. The last detection before t was made by observer 2 at time tn. According to
Eqs.(42), the fidelity at t is










4 (1−η2)(t−tn) cos 2ωtn . (53)












dt2 . . .
∫ t
tn−1


















dt2 . . .
∫ t
tn−1
dtn Dn(t1, . . . , tn, t)o12(t) =
1
2
− η1(η1 + η2)
η2(6− η1 − η2)(7− η2 − 4η1) . (55)
(2) The last detection before t was made by observer 1 instead of observer 2, as in the case (1). The description
of this second situation is the same as above, except that observers 1 and 2 are interchanged. In particular, the final






− η2(η1 + η2)
η1(6− η1 − η2)(7− η1 − 4η2) . (56)
In general η1 6= η2 and the two situations are not equally likely. Let us call p(1) the probability that case (1) happens;
cleary for case (2) we have p(2) = 1− p(1). The probability p(1) is given by p(1) = N12/N1 = η2/(η1 + η2). The fidelity















− η1η2[6− 2(η1 + η2)]
2(6− η1 − η2)(3− 2η1)(3− 2η2) . (57)
In figures 3 and 4 we show simulations of the time evolution of the fidelity O12 for the case η1 = η2 and η1 6= η2.












FIG. 3. Relative fidelity O12 − 1/2 between two observers performing photodetection measurements. Their initial condition
is maximal lack of knowledge, i.e. ρ1(t = 0) = ρ1(t = 0) = I/2. The efficiencies are η1 = η2 = 0.5. According to Eq.(57) the
asymptotic value of the fidelity is -0.025. The stochastic trajectory is an average over 256 single realizations.
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FIG. 4. Relative fidelity O12 − 1/2 between two observers performing photodetection measurements. Their initial condition
is maximal lack of knowledge, i.e. ρ1(t = 0) = ρ1(t = 0) = I/2. The efficiencies are η1 = 0.7 and η2 = 0.3. According to
Eq.(57) the asymptotic value of the fidelity is -0.022. The stochastic trajectory is an average over 256 single realizations.
Note that the fidelity is manifestly less than 1/2: the single observer states ρ1 and ρ2 are anticorrelated. The reason
for this anticorrelation can be explained as follows. Suppose that the states ρ1, ρ2, ρ are initially fully correlated (i.e.,
a fidelity equal to one). We will argue that there is a mechanism which can turn this positive correlation into an
anticorrelation. Observer 1 is most likely to have a detection when the multiple observer state is excited (z ≈ +1).
The hypothetical positive correlation means that when z ≈ +1, then also z1 ≈ +1 and z2 ≈ +1. Suppose that a
detection by observer 1 happens. The multiple observer z and the single observer z1 jump down to −1. The observer
2 has no clue that there was a detection by observer 1. What is more, the multiple observer z is close to −1 so
observer 2 cannot detect a photon and jump to z2 = −1. His z2 remains close to +1. Just after the detection the
product z z1 > 0 but the product z1 z2 < 0. This mechanism cannot make O1 < 1/2 but it can and it does make
O12 < 1/2.
V. TWO-LEVEL ATOM: HOMODYNE DETECTION
As we saw in the previous section, direct photodetection is a way to find out if the atom is in the ground state.
One can also measure different quadratures of the two-level atom by performing homodyne detection on the radiation
emited from it. In general, it is possible to measure the expectation value of the operator (x cosφ− y sin φ), where φ
is the phase of the local oscillator in the homodyne detector. This kind of measurement tends to localize the state of
the atom around the eigenstates of the operator (σx cosφ− σy sin φ). The MOCME is (see Appendix A)













) ( (c + γα)ρ(c† + γ?α)




Here γα = Rα exp(iφα) is the complex amplitude of the local oscillator of the detector α. We will eventually take
the limit Rα → ∞. We allow each observer to have his own homodyne phase φα, so that they can measure different





+iφαTrρc† + Trρc†c] . (59)
The case φα = 0 corresponds to measurement of the x−quadrature and φα = pi/2 to y−quadrature. The large Rα
limit of Eq.(58) is















cρe−iφα + ρc†e+iφα − ρTr (cρe−iφα + ρc†e+iφα)] , (60)
where dWα’s are gaussian Wiener increments such that dWα = 0 and dWαdWβ = δαβdt. The single observer version
of Eq.(58) is













) ( (c + γα)ρα(c† + γ?α)





In this equation dNα does not depend on ρα but on ρ, and it is responsible for feeding information about ρ into
evolution of ρα. To derive the large Rα limit of this equation we first split









In the large Rα limit the first term is proportional to Rα
√
ηαdWα, and the second term is proportional to R dt ηα(ρ−
ρα). The large Rα limit of Eq.(61) reads











ηα dWα + ηαdt Tr
(
c(ρ− ρα)e−iφα + (ρ− ρα)c†e+iφα
)] [(
cρe−iφα + ρc†e+iφα
)− ρTr (cρe−iφα + ρc†e+iφα)] . (63)
A. Fidelity between ρ and ρα
Unfortunately it is not possible to find analytic solutions to the above equations for all values of the efficiencies
ηα. For small values of these efficiencies it is possible to work out various fidelities by a perturbative expansion in
powers of ηα’s. For ηα = 0, the CME is the UME, which has a stationary solution ρss. In the limit ω  1 it is equal
to ρss = I/2 or xss = yss = zss = 0. The full density matrix is perturbed from this stationary state by the noises
dWα, and the magnitude of the perturbation grows with the ηα’s. We expand ρ = ρss + δρ, the last containing those
perturbations. Let us write δρ = (xσx + yσy + zσz)/2. We expand x as x = x
(1) + x(2) + . . ., where x(1) is of order
η1/2, x(2) is of order η3/2, etc. Similar expansions are used for y and z. To first order in η
1/2



























= −z(1) + 2ωy(1).



































To leading order in η
1/2





























= −z(1)α + 2ωy(1)α .



























































As we can see from Eq.(68) the fidelity coincides with the average purity Oαα. The latter is the highest for measurement
basis correlated to the pointer state basis of the system, i.e., when φα = 0. By this measurement one can find out most
about the system. In figures 5 and 6 we plot the fidelity O1 and the purity O11 for different values of the efficiencies
and homodyne phases.















FIG. 5. Fidelity O1 − 1/2 and purity O11 − 1/2 for an observer performing homodyne measurements. The efficiency is
η1 = 0.1 and the homodyne phase is φ1 = 0. According to Eq.(69), which is valid for small efficiencies, the asymptotic value
of the fidelity and purity is O1 − 1/2 = O11 − 1/2 = 0.05. In the scale of the figure O1 and O11 practically coincide. The
stochastic trajectories are an average over 256 single realizations.
















FIG. 6. Fidelity O1 − 1/2 and purity O11 − 1/2 for an observer performing homodyne measurements. The efficiency is
η1 = 0.5 and the homodyne phase is φ1 = 0. We do not expect Eq.(69) to hold for such a big efficiency. The stochastic
trajectories are an average over 256 single realizations.
B. Relative fidelity Oαβ
The realtive fidelity Oαβ = Trραρβ is zero to leading order in ηα’s. To get a nonzero fidelity we have to go one step
further in the perturbative expansion for x, y, and z. The equations for the second order terms that follow from the








x(2)α + ηα cos
2 φαx
(1)












= −z(2)α + 2ωy(2)α .
Formal solutions of these equations are









β (τ)− sinφα cosφαy(1)β (τ)
)
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β (τ) − sin φα cosφαx(1)β (τ)
)
. (71)




























































The fidelity is maximized when both observers perform x-measurements (φα = φβ = 0). We verified this formula by
numerical simulations using η1 = η2 = 0.01. Below, in figures 7 and 8, we plot the fidelity O12 for different sets of
homodyne phases and efficiencies η1 = η2 = 0.1. These efficiencies are beyond the range of validity of Eq.(73).
















FIG. 7. Fidelity O12 − 1/2 between two observers performing homodyne measurements. The efficiencies are η1 = η2 = 0.1
and the homodyne phases are φ1 = φ2 = 0. The stochastic trajectory is an average over 256 single realizations.















FIG. 8. Fidelity O12 − 1/2 between two observers performing homodyne measurements. The efficiencie are η1 = η2 = 0.1
and the homodyne phases are φ1 = φ2 = pi/2. The stochastic trajectory is an average over 256 single realizations.
VI. THREE-BODY ENTANGLEMENT
A. Two-photon emission: photodetection
In the previous sections we considered physically relevant examples of the generic two-body entanglement between
system and parts of the environment. These days it is possible to create experimentally entangled many-body states
like the GHZ states [12]. This motivates interest in systems which, thanks to many-body interactions, get entangled
with a few parts of the environment at the same time. In this paper we are interested in situations when the
correlations between the system and different parts of the environment arise as a result of the interaction and at the
same time the environmental states are continuously monitored by the detectors. Situations like that are described
by conditional master equations.
Let us consider a “two-level atom” which can emit or absorb two photons at the same time. The interaction





2 − c† a1 a2
)
, (74)
where a1 and a2 are bosonic annihilation operators. The photonic environment is in the vacuum state. Such a
two-photon emission is possible in the dynamical Casimir effect [13] where an oscillating mirror is coupled to two
photons. It is also in principle possible to engineer a system like this in quantum optics. One way to do this is to use
the usual two-level atom emitting one photon plus a parametric down convertor transforming the photon into a pair
of photons with half the original frequency. Recent experiments [14] have succeeded in generating correlated photons
with relatively high efficiencies.
Let us imagine that two observers, 1 and 2, make fully efficient direct photodetection of the photons 1 and 2. It is
clear that if a photon 1 is detected, then also a photon 2 is detected and the atom is projected onto the ground state.
A single observer alone can determine the state of the system and, what is more, he knows that the other observer
has the same outcomes of the measurements and agrees with him on the state of the system. One of the observers is
redundant. The SOCME’s are


















dN1 = dN2 , (76)
dN1 = dtTr[ρ1c
†c] . (77)
Given that dN1 = dN2 we also have ρ1(t) = ρ2(t) = ρ(t).
B. Two-photon emission: homodyne detection
Let us now change the measurement basis that observers use. Consider homodyne detection of each of the outgoing
photon fields. In our derivation we will follow steps similar to those in Ref. [5]. Before the photonic environments get
entangled with the atom, they are in their vacuum states, described by a density matrix equal to µ = |0102〉〈0201|.
The initial global state (atom + two photonic environments) is described by a density matrix R(t) = ρ(t)⊗µ. Let us
transform the bath state into a Wigner probability distribution





2λ2Trµ{R exp[λ1(a†1 − z?1)− λ1(a1 − z1) + λ2(a†2 − z?2)− λ2(a2 − z2)]}. (78)
Note that since the trace is taken only over the bath Hilbert space, this object is still a density operator in the system
Hilbert space. For the vacuum state, we get










The evolution with the interaction Hamiltonian (74) for the time dt drives R(t) into an entangled state
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2 − c†a1a2, R(t)
]
+ O(dt). (80)
We can rewrite this equation in terms of the Wigner probability distribution. To that end we use the fact that the
action of an operator on a density matrix operator ρ is mirrored by the action of a corresponding differential operator
on the Wigner function. Indeed, we have the equivalences


























∂z?2 )W (z1, z2),
ρa†1a
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∂z2)W (z1, z2). (81)
Hence, the Wigner representation of the entangled state is








































For our initial vacuum state, the second and third terms within the brackets vanish identically.
Let us now parametrize zα = (1/2)(xα+iyα) exp(−iφα), where φα’s are the phases of the homodyne local oscillators
1 and 2. Imagine that each observer makes a projective measurement of x1 and x2 respectively. The unnormalized
conditional state following such measurements, in the Wigner representation, reads


















iφ+cρ + e−iφ+ρc†] + O(dt)}, (83)
where φ+ = φ1 + φ2.
The probability distribution of a given joint outcome x1, x2 is given by a trace over ρ(t) of the above conditional
state





















The probability of the joint outcome depends on the expectation value 〈e+iφ+c + e−iφ+c†〉 = 〈σx cosφ+ + σy sin φ+〉.
Suppose that observer 1 knows only his own result x1. The probability for his x1 can be obtained by taking an
average of Eq.(84) over x2, which gives a single observer probability distribution
P1(x1; t + dt) =
∫ ∞
−∞









This single observer probability distribution does not depend on the state of the system. Observer 1 obtains his x1
as a gaussian noise from which he cannot extract any information about the state of the system. The SOCMEs are
unconditional











as there is no information which can be fed back into ρ1.
To extract any information about the system one must have both records x1 and x2 at hand. The information












dx2 x1x2 P (x1, x2; t + dt) = dt 〈σx cosφ+ + σy sinφ+〉 . (87)
On top of this average there are gaussian white noise fluctuations
√
dt x1x2 = dt 〈σx cosφ+ + σy sin φ+〉+ dW . (88)
The normalized conditional system state matrix is
ρc(t + dt) =
W˜c(x1, x2; t + dt)





eiφ+cρ + e−iφ+ρc† − ρTr[eiφ+cρ + e−iφ+ρc†] + O(dt)} , (89)
which, after substituing the expression for
√
dtx1x2, takes the final form
dρc = dW
{
eiφ+cρ + e−iφ+ρc† − ρTr[eiφ+cρ + e−iφ+ρc†]}+ O(dt). (90)
Assuming that the terms O(dt) are the same as in the UME, the MOCME is given by











)− ρTr (e+iφ+cρ + e−iφ+ρc†)] . (91)
This CME is formally the same as the CME for homodyne detection with a phase φ+ = φ1 + φ2 of a two-level
atom with single photon emission. It is worth stressing that there is no real single homodyne detector with phase
φ+ performing measurements, but there are two different homodyne detectors, each associated to different observers,
doing the measurements.
VII. CONCLUDING REMARKS
Let us summarize the new results contained in this paper. We have generalized the formalism of continuous
quantum measurement on the environment of an open quantum system to the case when several observers perform
measurements on different parts of the environment. We have applied the formalism to several examples of quantum
optics as well as to quantum Brownian motion. Observers gain information about the state of the system from their
measurement records. Several questions regarding correlations between those records were posed. We have shown
that observers gain most information about the system and they agree the most when they measure in environmental
basis most correlated to the pointer basis of the system. We have also proved that a single observer cannot find out
just from his own measurement records if other observers are making measurements or what are the basis of their
measurements. In the case of many-body entanglement, certain measurement basis may make a single observer be
“system-blind” in the sense that he gains no information about the state of the system. That information is encoded
in correlations between measurement records of different observers.
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APPENDIX A: DERIVATION OF THE TWO-LEVEL ATOM PHOTO- AND HOMODYNE DETECTION
MASTER EQUATIONS FOR MULTIPLE OBSERVERS
Let us assume a two-level atom that interacts with the electromagnetic field, which we shall consider as the
environment. We will split this environment into different parts α, each of which has associated a detector α. For
example, α may denote different photon wave vectors. In the rotating wave approximation, the dipole interaction
between the atom and the electromagnetic field is
19




where bα and c and annihilation operators for photons and the atom, respectively. At every instant of time t, a new
part of the environment is interacting with the system. Indeed, a localized photon wave packet arrives at the atom,
interacts with it, and then flyes away. Subsequently, a new wave packet performs the same process. Imagine that a
given instant of time t the combined state of the atom and field is R(t) = ρ(t)⊗ µ, where ρ is the density matrix for
the atom and µ is that for the field, which we asumme to be in vacuum µ = ⊗α α|0〉〈0|α.








β(t)] = δαβdt (A2)
that follow from the (singular) commutation relations [dbα(t), db
†
β(t
′)] = δαβδ(t− t′). The above commutation relation
is of order dt instead of dt2, as one might have naively expected. For this reason an expansion to first order in dt
of the evolution operator requires a second order expansion in terms of dBα and dB
†
α. When ones discards all the
information contained in the environment (which is then traced out) one gets an unconditional master equation for
the system








The sum over α just rescales the spontaneous emission rate of the atom. In the following we shall absorve that
rescaling in a redefinition of time and set the spontaneous emission rate to one.
If the measurements on the environment are not ignored but kept, the evolution of the system is conditioned upon
them. In the case of photodetection, for most of the time intervals no photons are detected. In this case of null results
the density matrix of the system evolves according to










which is so constructed as to conserve the trace of ρ under the time evolution. When a photon is measured by any of













Here the increments dNα ∈ {0, 1} are dichotomic stochastic processes with averages dNα(ρ) = ηαdtTr[ρc†c], ηα
denotes the fraction of the environment measured by detector α, and fα is such that two conditions must be satisfied:
1) when dρ = dρ0 + dρ1 is averaged over all records α, it must reduce to the unconditional master equation, and 2)
Tr[dρ0 +dρ1] = 0. It then follows that fα = −ηαρTr(O0ρ)/dNα. Finally we get the multiple observer master equation
for photodetection


















The multiple observer unconditional master equation (A3) is invariant under the transformation c → c + γα and
H → H − (i/2)∑α(γ?αc − γαc†), where γα is a complex number [5]. This symmetry is helpful for deriving other
unravelings of the unconditional master equation, for example the one corresponding to homodyne detection. In this
case γα represents the coherent amplitude of the classical field of the local oscillator α. Introducing this symmetry
into the photodetector ME one immediately obtains the homodyne ME (Eq.(58)).
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APPENDIX B: CALCULATION OF THE DISTRIBUTION OF WAITING TIMES
In this appendix we calculate the distribution of waiting times (wt) for the two-level atom model subjected to direct









dt2 . . .
∫ τ
tn−1
dtn Dn(t1, . . . , tn, τ)
η1
2
[1 + Z(τ − tn)], (B1)
where we recall that
Z(τ − tn) = −e− 34 (1−η)(τ−tn) cos 2ω(τ − tn), (B2)
and that Dn is












1− e− 34 (1−η)(tj−tj−1) cos 2ω(tj − tj−1)
]
, (B3)
where t0 = 0 is the time of the last detection by observer 1. Inserting this equation into the previous one, we see that
when doing the n time integrals only two terms will survive: one that stems from the product of all the 1’s in Dn,
and another coming from the products of all the cosines (which will therefore contain factors of the form cos2(2ωtj)).
All other terms in the expansion of the product in Dn will vanish upon integration. In the ω  1 limit we can replace






























































APPENDIX C: CALCULATION OF Oαβ FOR THE TWO-LEVEL ATOM WITH HOMODYNE
DETECTION
In this appendix we derive Eq.(73) for the stationary value of the fidelity between two single observer density
matrices for the two-level atom model subjected to homodyne detection.
















α (τ)− sin φβ cosφβx(1)α (t)y(1)α (τ)
)
. (C1)




α (τ) = O(1/ω), so we can discard that term




α (τ) = ηα cos





β (t) = ηαηβ cos
2 φα cos
2 φβ . (C2)






















β − iz(2)β ) + h.c.. (C3)








′)θ(τ − τ ′),
W˙α(τ)y
(1)
α (τ ′) = −2√ηα sin φαe− 34 (τ ′−τ)θ(τ − τ ′) cos 2ω(τ − τ ′). (C4)














2 φβ . (C5)
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