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Abstract
The sensitivities revealed by a sensitivity anal-
ysis of a probabilistic network typically depend
on the entered evidence. For a real-life network
therefore, the analysis is performed a number of
times, with different evidence. Although efficient
algorithms for sensitivity analysis exist, a com-
plete analysis is often infeasible because of the
large range of possible combinations of obser-
vations. In this paper we present a method for
studying sensitivities that are invariant to the ev-
idence entered. Our method builds upon the idea
of establishing bounds between which a parame-
ter can be varied without ever inducing a change
in the most likely value of a variable of interest.
1 INTRODUCTION
The numerical parameters for a probabilistic network are
generally estimated from statistical data or assessed by hu-
man experts in the domain of application. As a conse-
quence of incompleteness of data and partial knowledge of
the domain, the assessments obtained inevitably are inaccu-
rate. Since the outcome of a probabilistic network is built
from these assessments, it may be sensitive to the inaccu-
racies involved and, as a result, may even be unreliable.
The reliability of the outcome of a probabilistic network
can be evaluated by subjecting the network to a sensitivity
analysis. Such an analysis amounts to varying the assess-
ments for one or more of its numerical parameters and in-
vestigating the effects on a probability of interest. Efficient
algorithms are available that build upon the observation that
the sensitivity of a probability of interest to parameter vari-
ation complies with a simple mathematical function; this
sensitivity function basically expresses the probability of
interest in terms of the parameter under study [4, 5]. Com-
puting the constants for a sensitivity function requires just
a limited number of network propagations.
The sensitivities revealed by a sensitivity analysis of a prior
probabilistic network typically differ from those revealed
by an analysis of the network after evidence has been en-
tered. A complete sensitivity analysis of a real-life network
would therefore involve performing multiple analyses, for
different profiles of evidence. Such a complete analysis
generally is infeasible, however, as a consequence of the
many different possible profiles. Consider, as an example,
a probabilistic network having 25 observable variables with
3 values each. For this network, there are some 1014 dif-
ferent combinations of observations, or evidence profiles.
A complete sensitivity analysis of the network would re-
quire a number of network propagations that is at least of
the same order of magnitude.
The above example serves to demonstrate the need for
methods that provide insight into sensitivities and their con-
sequences, without actually performing sensitivity analyses
for the full range of evidence profiles. Recent results show
that the change in a probability of interest, that is occa-
sioned by a shift in a given parameter, can be bounded with-
out knowledge of the network under study [2, 3]. The pro-
vided bounds depend, more specifically, just on the original
values of the parameter and of the probability of interest. In
this paper, we argue that these bounds actually are bounds
on a sensitivity function and are built from sensitivity func-
tions themselves. Based upon this observation, we provide
an upper bound on the effect of small shifts in a param-
eter, that is, on its sensitivity value. We further establish
lower bounds on the deviation that is allowed for a parame-
ter from its original value, before the most likely value of a
variable of interest may change. These bounds can again be
established without knowledge of the network under study.
The bounds moreover are evidence-invariant in the sense
that they hold for large ranges of profiles.
The paper is organised as follows. In Section 2, we
present some preliminaries concerning sensitivity func-
tions. In Section 3, we introduce bounds on sensitivity
values; bounds on admissible deviations are discussed in
Section 4. The paper ends with our conclusions and direc-
tions for further research in Section 5.
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2 SENSITIVITY FUNCTIONS
Sensitivity analysis of a probabilistic network amounts to
establishing, for each of the network’s numerical parame-
ters, the sensitivity function that expresses the probability of
interest in terms of the parameter under study. In the sequel,
we denote the probability of interest by Pr(A = a | e), or
Pr(a | e) for short, where a is a specific value of the vari-
ableA of interest and e denotes the available evidence. The
network’s parameters are denoted by x = p(bi | pi), where
bi is a value of a variable B and pi is a combination of val-
ues for the parents of B. We use fPr(a|e)(x) to denote the
sensitivity function that expresses the probability Pr(a | e)
in terms of the parameter x; we often omit the subscript for
the function symbol f , as long as ambiguity cannot occur.
Upon varying a single parameter x = p(bi | pi), the other
parameters p(bj | pi), j 6= i, specified for the variable B
need to be co-varied to ensure that the parameters pertain-
ing to the same conditional distribution still sum to one;
each parameter p(bj | pi) can in fact be seen as a function
of the parameter x under study. In the sequel, we assume
that the parameters p(bj | pi) are co-varied with p(bi | pi)
in such a way that their mutual proportional relationship is
kept constant, that is,
p(bj | pi)← p(bj | pi) · 1− x1− p(bi | pi)
for p(bi | pi) < 1. This proportional co-variation has been
shown to result in the smallest distance between the origi-
nal and the new probability distribution upon variation [3].
Under the (standard) assumption of proportional co-
variation, any sensitivity function fPr(a|e)(x) is a quotient
of two functions that are linear in the parameter x under
study [1, 4]. The numerator of the quotient describes the
probability Pr(a, e) as a function of the parameter x and
the denominator describes Pr(e) as a function of x. More
formally, the function takes the form
f(x) =
c1 · x+ c2
c3 · x+ c4
where the constants cj , j = 1, . . . , 4, are built from the as-
sessments for the numerical parameters that are not being
varied. Any sensitivity function is thus characterised by at
most three constants. These constants can be feasibly de-
termined from the network, for example by computing the
probability of interest for up to three values for the param-
eter under study and solving the resulting system of equa-
tions [4], or by means of an algorithm that is closely related
to junction-tree propagation [5].
The sensitivity function f(x) provides for establishing the
change in the probability of interest that is occasioned by a
specific shift in the parameter x under study. The effect of a
small shift in the parameter is captured by the value f ′(x0)
of the first derivative of the function at the original value x0
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Figure 1: Hyperbolas and their constants (the constraints
on s and t are specific for sensitivity functions).
of the parameter; the absolute value of f ′(x0) is called the
sensitivity value of the parameter x for the current probabil-
ity of interest. Even if the probabilities of the various values
of the variable of interest are not very sensitive to variation
of the parameter x, a small shift in x may still change the
most likely value of this variable. For capturing the extent
of the variation that can be applied to a parameter without
changing the most likely value of the variable of interest,
the concept of admissible deviation was introduced [6]. An
admissible deviation for a variable of interest and a given
parameter, is a pair of values (α, β) that describe the shifts
to smaller values and to larger values, respectively, that are
allowed in the parameter without inducing a change in the
most likely value of the variable of interest. For a param-
eter with an original value of x0, the admissible deviation
(α, β) thus indicates that the parameter can be safely varied
within the interval [x0 − α, x0 + β].
A sensitivity function is either a linear function or a frag-
ment of a rectangular hyperbola. A rectangular hyperbola
takes the general form
f(x) =
r
x− s + t
where, for a hyperbolic sensitivity function, we have that
s = −c4
c3
, t =
c1
c3
, and r =
c2 · c3 − c1 · c4
c32
The hyperbola has two branches and two asymptotes. Fig-
ure 1 illustrates the locations of the possible hyperbola
branches relative to the two asymptotes. For r < 0, the
branches lie in the second (II) and fourth (IV) quadrants
relative to the asymptotes x = s and f(x) = t; for r > 0,
the branches are found in the first (I) and third (III) quad-
rants. Since any sensitivity function is continuous and well-
defined for x ∈ [0, 1], a hyperbolic sensitivity function is
actually a fragment of one of the four possible hyperbola
branches. As for each sensitivity function we further have
that 0 ≤ x ≤ 1 and 0 ≤ f(x) ≤ 1, we observe that the
vertical asymptote x = s lies either to the left of x = 0 or
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to the right of x = 1. For any sensitivity function, there-
fore, we have that s < 0 or s > 1. In addition, we observe
that the horizontal asymptote f(x) = t lies below f(1)
for a first-quadrant function and below f(0) for a second-
quadrant function; we then have that t < 1. Similarly, the
horizontal asymptote lies above f(0) for a third-quadrant
function and above f(1) for a fourth-quadrant function, im-
plying that t > 0. Note, for example, that for a type I func-
tion, negative values of t are possible, and that for a type
IV function, values of t larger than 1 are possible.
3 BOUNDING SENSITIVITY VALUES
A sensitivity analysis is generally performed to investigate
the extent to which a probability of interest Pr(a | e) can
change as a consequence of a shift in the parameter x from
its original value x0 to another value x1. From the sensitiv-
ity function, the change in Pr(a | e) occasioned by the shift
can be computed exactly. As the distance between x0 and
x1 approaches zero, the change in Pr(a | e) is captured
by the value f ′(x0) of the first derivative of the sensitiv-
ity function, which can also be established exactly. In this
section we show for both hyperbolic and linear sensitivity
functions, that bounds on the change in Pr(a | e) and in the
sensitivity value for Pr(a | e) can be established without
actually knowing the sensitivity function. These bounds
constitute the basis for analysing the effects of parameter
variation for large ranges of evidence profiles.
3.1 HYPERBOLIC FUNCTIONS
We consider a parameter x within a given probabilistic net-
work. Suppose that x0 is the value specified in the net-
work for x, and that p0 is the corresponding value of the
probability of interest, which may be any prior or poste-
rior probability. In the sequel, we refer to these values as
the original values of the parameter and of the probabil-
ity of interest, respectively. Without loss of generality, we
assume that neither x0 nor p0 is equal to zero or one.
In their work on sensitivity analysis, Chan and Dar-
wiche [3] established bounds on the new value p1 of the
probability of interest that results from varying the param-
eter x from x0 to x1. Under the assumption of proportional
co-variation, their bounds are given by
p0 · e−δ
p0 · (e−δ − 1) + 1 ≤ p1 ≤
p0 · eδ
p0 · (eδ − 1) + 1
where
δ =
∣∣∣∣ln x11− x1 − ln x01− x0
∣∣∣∣
While these bounds were stated for a fixed x1, we observe
that they are easily rephrased as bounds on the sensitivity
function for all possible values of x, by replacing x1 with
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Figure 2: The upper bound on the sensitivity value of a
hyperbolic sensitivity function, as a function of x0 and p0.
x and p1 with f(x). Note that the above bounds depend on
the original values of the parameter and of the probability
of interest, but are independent of any other aspect of the
network under study. The bounds therefore apply to any
pair (x0, p0) for any network. Their computation, more-
over, does not require any network propagations, except for
establishing the value p0 that corresponds with x0.
Chan and Darwiche [2] further established an upper bound
on the sensitivity value of a parameter for a binary variable:
|f ′(x0)| ≤ p0 · (1− p0)
x0 · (1− x0)
For ease of reference, the upper bound on the sensitivity
value as a function of x0 and p0 is replicated in Figure 2.
The figure reveals that large sensitivities are expected only
for the more extreme values of x0.
We recall that, for real-life probabilistic networks, often
different profiles of evidence are studied in a sensitivity
analysis. We demonstrate the possible uses of the above
bound in view of such a thorough analysis. We consider, as
an example, a parameter with an original value of 0.5. We
conclude from the above bound that any probability of in-
terest will be quite insensitive to small shifts in this param-
eter, regardless of the evidence profile under study. Now
suppose that we are interested in the sensitivity value for
some probability of interest with an original value of 0.9.
For any profile that we can identify, using domain knowl-
edge, as one that induces an increase of this probability,
we observe that no parameter can upon variation induce a
major change. On the other hand, for profiles that serve
to decrease the original probability of interest, a shift in
a parameter with a relatively extreme original value may
induce a considerable change in the probability of interest
given the profile. For such combinations of profiles and
parameters, therefore, a more detailed analysis is required.
An in-depth study of the bounds on a sensitivity func-
tion established by Chan and Darwiche, reveals that these
bounds are the maximum and minimum, respectively, of
two rectangular hyperbolas.
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Proposition 3.1 Let x0 be the original value of a parame-
ter x and let p0 be the corresponding probability of interest
as before. Furthermore, let
i(x) =
p0 · (1− x0) · x
(p0 − x0) · x+ (1− p0) · x0
and
d(x) =
p0 · x0 · (1− x)
(1− p0 − x0) · x+ p0 · x0
Then, for any hyperbolic sensitivity function f(x) with
f(x0) = p0, we have that
min{i(xj), d(xj)} ≤ f(xj) ≤ max{i(xj), d(xj)}
for all xj ∈ [0, 1].
Proof: Any increasing hyperbolic sensitivity function f(x)
with f(x0) = p0 is bounded by an increasing hyperbola
i(x) = rix−si + ti with i(0) = 0, i(1) = 1, and i(x0) = p0,
where i(x) is a lower bound on f(x) for x < x0 and an
upper bound on f(x) for x > x0. Any decreasing hyper-
bolic sensitivity function is bounded by a decreasing hy-
perbola d(x) = rdx−sd + td with d(0) = 1, d(1) = 0, and
d(x0) = p0, where d(x) is an upper bound on f(x) for
x < x0 and a lower bound on f(x) for x > x0. From
the three constraints per function, the constants of i(x) and
d(x) can be computed:
si =
x0 − p0 · x0
x0 − p0 , ti = 1− si, ri = si · (1− si)
and
sd =
p0 · x0
x0 + p0 − 1 , td = sd, rd = sd · (sd − 1)
The result now follows immediately. ¤
From Proposition 3.1, we have that for x ≤ x0 the increas-
ing hyperbola i(x) is a lower bound on any sensitivity func-
tion f(x) with f(x0) = p0 and the decreasing hyperbola
d(x) is an upper bound on f(x); for the larger values of x,
the two hyperbolas switch roles. It is now straightforward
to show that the bounds from the proposition are equivalent
to the bounds provided by Chan and Darwiche. By taking
the first derivatives of the functions i(x) and d(x), more-
over, we find the same upper bound on the sensitivity value
as established by Chan and Darwiche. Their result there-
fore holds not just for the parameters of binary variables,
but for the parameters of any variable in general.
3.2 LINEAR FUNCTIONS
In the previous section, we established hyperbolic bounds
on a sensitivity function. Considering once more the gen-
eral form of a sensitivity function, we note that it reduces
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Figure 3: An example of linear and hyperbolic bounds on
sensitivity functions through (x0, p0) = (0.10, 0.20).
to a linear function for c3 = 0. If we know that a sensitiv-
ity function is linear in the parameter under study, we can
establish tighter bounds than the hyperbolic bounds that we
found before. We consider to this end an increasing linear
function through (0, 0) and (1, 1). Note that this function
passes through (x0, p0) only if x0 = p0. For a linear func-
tion il(x) to serve as a bound on a linear sensitivity func-
tion f(x) with f(x0) = p0, it must either have il(0) = 0
or il(1) = 1. More specifically, for x0 > p0, the function
has il(0) = 0; for x0 < p0, it has il(1) = 1. The function
il(x) thus has two points in common with an increasing hy-
perbolic bound. For either x = 0 or x = 1, however, the
function’s value will lie within the 〈0, 1〉-range. Similar ob-
servations pertain to a decreasing linear function. Figure 3
now illustrates that, although linear sensitivity functions are
also bounded by the hyperbolas i(x) and d(x) from Propo-
sition 3.1, tighter bounds can in fact be established.
Proposition 3.2 Let x0 be the original value of a parame-
ter x and let p0 be the corresponding probability of interest
as before. Furthermore, let
il(x) =

p0
x0
· x, if x0 ≥ p0
1− p0
1− x0 · x+
p0 − x0
1− x0 , otherwise
and
dl(x) =

p0 − 1
x0
· x+ 1, if x0 ≥ 1− p0
−p0
1− x0 · x+
p0
1− x0 , otherwise
Then, for any linear sensitivity function f(x) with f(x0) =
p0, we have that
min{il(xj), dl(xj)} ≤ f(xj) ≤ max{il(xj), dl(xj)}
for all xj ∈ [0, 1].
Proof: Any increasing linear sensitivity function f(x)
with f(x0) = p0 is bounded by an increasing linear
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Figure 4: The upper bound on the sensitivity value of a
linear sensitivity function, as a function of x0 and p0.
function il(x) with il(0) = 0 for x0 ≥ p0 or il(1) = 1
for x0 < p0, and il(x0) = p0, where il(x) is a lower
bound on f(x) for x < x0 and an upper bound on f(x)
for x > x0. Any decreasing linear sensitivity function
is bounded by a decreasing linear function dl(x) with
dl(0) = 1 for x0 ≥ 1 − p0 or dl(1) = 0 for x0 < 1 − p0,
and dl(x0) = p0, where dl(x) is an upper bound on f(x)
for x < x0 and a lower bound on f(x) for x > x0. From
the two constraints per function, the constants of il(x)
and dl(x) can be established. The result then follows
immediately. ¤
An upper bound on the sensitivity value |f ′(x0)| of a linear
sensitivity function is readily found to be the maximum of
the absolute values of the gradients of the increasing and
decreasing linear bounds given in Proposition 3.2. The up-
per bound on the sensitivity value as a function of x0 and p0
is shown in Figure 4. Note that the sensitivity value of a lin-
ear function never exceeds 1; further note that the surface
from Figure 4 can be placed underneath that of Figure 2.
We recall once again that, for real-life probabilistic net-
works, different profiles of evidence are studied. For each
such profile, the parameters that will give rise to a linear
sensitivity function are readily determined [4]. For exam-
ple, the parameters of any variable without observed de-
scendants, will show a linear relationship with the probabil-
ity of interest. Knowledge of where the variable of interest
and the observable variables reside in a network, therefore,
provides for identifying ranges of profiles for which spe-
cific sensitivity functions are linear.
4 BOUNDING ADMISSIBLE DEVIATIONS
In the previous section we showed how bounds on sensi-
tivity functions can be exploited to derive bounds on sensi-
tivity values. Often, however, we are interested not in the
sensitivity of a probability of interest to parameter varia-
tion, but in the effect on the most likely value for the vari-
able of interest. For some parameters, deviation from their
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Figure 5: The minimum admissible deviation defined by
the space between the hyperbolic bounds for p1 and p2.
original assessment may considerably change the probabil-
ities of a variable’s values without inducing a change in the
most likely one; for other parameters, variation may have
little effect on the probabilities involved and yet change the
most likely outcome. The concept of admissible deviation
now captures the sensitivity of the most likely value of a
variable of interest to parameter variation [6].
We consider a variable of interest A. Suppose that a1 is the
most likely value of A given the available evidence. We
further consider a parameter x with the original value x0
and address the extent to which x can be varied without an-
other value than a1 becoming the most likely value of A.
From the sensitivity functions for the probabilities of the
separate values of A, the admissible deviation for x can be
computed exactly. In this section, we show that bounds on
the admissible deviation can be established without actu-
ally knowing these sensitivity functions. For this purpose,
we exploit the bounds on the sensitivity functions found
in the previous section. In doing so, we again distinguish
between hyperbolic and linear sensitivity functions.
4.1 HYPERBOLIC FUNCTIONS
We consider a variable of interest A with n ≥ 2 possible
values. Without loss of generality, we assume that a1 is the
most likely value of A; we then have that p1 = Pr(a1 |
e) ≥ p2 = Pr(a2 | e) for some other value a2 of A. We
further consider a parameter x. Now, let ik(x) and dk(x)
denote the two rectangular hyperbolas from Proposition 3.1
with p0 replaced by pk, k = 1, 2, respectively. The sensi-
tivity function that describes the probability p1 of the most
likely value a1 of A in terms of the parameter x then is
bounded by i1(x) and d1(x); the sensitivity function for the
probability of a2 is bounded by i2(x) and d2(x). Figure 5
serves to illustrate the basic idea. Now, if p1 6= p2, there
is a space between the bounds through which neither of the
sensitivity functions for p1 and p2 can pass. The bound-
aries of this space define the deviation that is minimally
allowed for the parameter under study before the value a2
of the variable of interest may become more likely than a1.
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Figure 6: Minimum admissible deviations (α, β) for hyperbolic sensitivity functions, plotted as a function of p1 and p2,
with p1 ≥ p2 and p2 ≤ 1 − p1, for x0 = 0.1: (a) the minimally admissible shift to smaller values; (b) the minimally
admissible shift to larger values; (c) the minimally admissible shifts to smaller values (solid line) and to larger values
(dashed line) for a binary variable of interest.
Proposition 4.1 Let x0 be the original value of a parame-
ter x and let p1, p2, with p1 ≥ p2, denote the correspond-
ing probabilities of the values a1 and a2 of the variable of
interest A, respectively. Furthermore, let
Q =
√
p1 · (1− p1) · p2 · (1− p2)
Then, the minimum admissible deviation from x0 for a1
and a2 equals (x0 − xα, x β − x0), where xα = [0, x0] ∩{
−x0 ·
( ± (1− x0) ·Q+ (1− p1) · p2 · x0
(p1 − p2) · x02 + (1− 2 · x0) · p1 · (1− p2)
)}
and x β = [x0, 1] ∩{
−x0 ·
( ± (1− x0) ·Q+ (1− p2) · p1 · x0
(p2 − p1) · x02 + (1− 2 · x0) · p2 · (1− p1)
)}
Proof: We observe that the minimum admissible deviation
is computed from the intersections of the bounds on the
sensitivity functions for p1 and p2. More in particular, we
establish the value xα from the intersection of i1(x) and
d2(x). Since hyperbolas have two branches, we find two
values for the intersection, one of which lies within the
interval [0, x0]. Similar observations hold for x β . ¤
The minimum admissible deviation (α, β) from x0 for a1
and a2 indicates that at least a shift by α to smaller values
of the parameter and by β to larger values, are guaranteed
not to change the order of the probabilities p1 and p2 of
a1 and a2, respectively. As an example, Figure 6 depicts
the minimally admissible shifts to smaller values (a) and to
larger values (b) for a parameter with an original value of
0.1, as functions of p1 and p2. Note that p1 ≥ p2 and p1 +
p2 ≤ 1; we thus have that p2 ≤ 0.5. From the figure, we
note that if p1 = p2 then no deviation from x0 is allowed.
The admissible shifts are maximal if p2 = 0. For x0 =
0.5, the minimal shifts allowed would be the same for both
smaller and larger values.
We illustrate an example use of the minimum admissi-
ble deviation in view of a thorough sensitivity analysis in
which various profiles of evidence are studied. We con-
sider Figure 6(c) which shows the intersections of the sur-
faces from Figures 6(a) and (b) with the plane p2 = 1−p1,
that is, we consider a binary variable of interest; note that
we thus have that p1 ≥ 0.5. From the figure we ob-
serve for example that, for any profile that results in p1 =
0.8, the minimum admissible deviation from x0 = 0.1 is
(0.075, 0.269), indicating that the parameter under study
can be varied within the interval [0.025, 0.369] without
changing the most likely value of the variable of interest.
The same deviation is also admissible for any profile that
is known to induce a probability of at least 0.8. If the plau-
sible interval of variation for the parameter is within the
given admissible deviation, then we can safely say that for
all profiles that serve to increase the probability of a1, the
most likely value of the variable of interest cannot change
upon the variation. For profiles that induce a decrease in
p1, however, a more detailed analysis is required.
The admissible deviation (α, β) for a1 and a2 captures the
shifts that can be minimally applied to the original value x0
of the parameter x without changing the order of the prob-
abilities of the values a1 and a2 of the variable of interest
A. For a binary variable, if a1 is the most likely value given
x0, then variation of x within the interval captured by the
admissible deviation guarantees that a1 remains to be the
most likely value. For non-binary variables, however, this
property no longer holds: the value a1 then is guaranteed to
remain the most likely value only if the parameter is varied
within the intersection of the intervals captured by the ad-
missible deviations for all other values a2, . . . , an, n ≥ 2,
of A. When a shift beyond the interval defined by the min-
imum admissible deviation for a1 and a2 is applied to the
parameter x, then the order of the probabilities of a1 and
a2 may change. Note that a2 or in fact another value of A,
may then become the new most likely value.
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Figure 7: The minimum admissible deviation defined by
the space between the linear bounds for p1 and for p2.
4.2 LINEAR FUNCTIONS
We consider the same variable of interest A as before, with
a1 for its most likely value. We suppose that the proba-
bilities of the values of A relate linearly to the parameter
x under study. Now, let ilk(x) and dlk(x) denote the two
linear functions from Proposition 3.2 with p0 replaced by
pk, k = 1, 2, respectively. The sensitivity function that
describes the probability p1 of the most likely value a1 of
A in terms of the parameter x, then is bounded by il1(x)
and dl1(x); the sensitivity function for the probability p2
of the value a2 is bounded by il2(x) and dl2(x). Figure 7
illustrates the basic idea. If p1 6= p2, then the space be-
tween the bounds on the sensitivity functions again defines
the minimum admissible deviation from x0 for a1 and a2.
Proposition 4.2 Let x0 be the original value of a param-
eter x and let p1, p2, with p1 ≥ p2, denote the corre-
sponding probabilities of the values a1 and a2 of the vari-
able of interest A, respectively. Then, the minimum ad-
missible deviation from x0 for a1 and a2 equals (x0 −
max{xα, 0},min{x β, 1} − x0), where
xα =

p2 · x0
p1 − (p1 − p2) · x0 if 1− p2 > x0 ≥ p1
x0
p1 − p2 + 1 if x0 ≥ p1 and
x0 ≥ 1− p2
(1− p1) · x0
1− p2 − (p1 − p2) · x0 if 1− p2 ≤ x0 < p1
p1 − p2 − x0
p1 − p2 − 1 if x0 < p1 and
x0 < 1− p2
and x β is defined similarly, with p1 and p2 interchanged.
Proof: We observe that the minimum admissible deviation
is computed from the intersections of the bounds on the
sensitivity functions for p1 and p2. More specifically, we
establish the value xα from the intersection of il1(x) and
dl2(x), and the value x β from the intersection of il2(x)
and dl1(x). If x0 < p1 and x0 < 1 − p2 then xα may be
negative; similarly, if x0 ≥ p2 and x0 ≥ 1 − p1, then x β
may be larger than one. Otherwise, xα and x β are in the
[0, 1]-interval. The result now follows immediately. ¤
The minimum admissible deviation again indicates mini-
mally allowed shifts to smaller values and to larger values
of the parameter x under study. As an example, Figure 8
depicts the minimally admissible shifts to smaller values
(a) and to larger values (b) for a parameter with an original
value of 0.8, as functions of p1 and p2. We observe that
both surfaces show a level flat. To explain this observation,
we recall that the intersection of the linear bounds may fall
outside the [0, 1]-interval. If the intersection gives xα < 0,
for example, then the parameter under study can be varied
to zero without inducing a change in the more likely value
of a1 and a2. The minimally admissible shift to smaller
values then equals x0. For increasing values of p1 and de-
creasing values of p2, the minimally admissible shift will
then remain to be equal to x0, thereby giving rise to the flat
of Figure 8(a). If the intersection gives x β > 1, then the
minimally admissible shift to larger values equals 1− x0.
We now consider Figure 8(c) which shows the intersections
of the surfaces from Figures 8(a) and (b) with the plane
p2 = 1 − p1, that is, we consider again a binary variable
of interest. We observe that both the minimally admissi-
ble shift α to smaller values and the minimally admissible
shift β to larger values, expressed as functions of p1, show
points at which the function is not differentiable. The func-
tion that expresses β in terms of p1 has such a point at the
value of p1 for which β = 1 − x0. Note that the value of
β cannot increase beyond 1− x0 as it already corresponds
with a shift to the upper boundary of the [0, 1]-interval. The
function that expresses α in terms of p1 has a similar point,
for which α = x0. The function, moreover, is not dif-
ferentiable at p1 = x0. To explain this observation, we
note that the minimally admissible shift to smaller values
is determined by the intersection of the increasing bound
il1(x) on the linear sensitivity function through p1 and the
decreasing bound dl2(x) through p2. We now recall from
Proposition 3.2 that the increasing bound il1(x) is a differ-
ent function for x0 ≥ p1 and for x0 < p1; similarly, the
decreasing bound dl2(x) differs for x0 ≥ 1− p2 = p1 and
for x0 ≤ p1. The function that expresses α in terms of p1
therefore is built from three different functions, giving rise
to the two points at which the function is not differentiable.
In essence, a similar observation holds for the function that
expresses β in terms of p1. However, since x0 = 0.8 is al-
ways larger than 1−p1 = p2, the increasing bound il2(x) is
described by a single function; also the decreasing bound
dl1(x) is captured by a single function. The function ex-
pressing β therefore is built from two functions, giving rise
to just a single point at which it is not differentiable.
We again demonstrate the use of admissible deviations for
studying sensitivities. From Figure 8(c), we observe for
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Figure 8: Minimum admissible deviations (α, β) for linear sensitivity functions, plotted as a function of p1 and p2, with
p1 ≥ p2 and p2 ≤ 1− p1, for x0 = 0.8: (a) the minimally admissible shift to smaller values; (b) the minimally admissible
shift to larger values; (c) the minimally admissible shifts to smaller values (solid line) and to larger values (dashed line) for
a binary variable of interest.
example that, if p1 = 0.8, then for any evidence profile
that induces an increase in this probability, the admissible
deviation is at least (0.3, 0.2), indicating that the parame-
ter under study can be varied within the interval [0.5, 1.0]
without changing the most likely value of the variable of
interest. If the plausible interval of variation for the pa-
rameter is within this deviation, then we can safely say that
for all profiles that will increase the probability of a1, the
most likely value of the variable of interest cannot change
upon the variation. For profiles that induce a decrease in
the probability p1, however, further analysis is required.
5 CONCLUDING OBSERVATIONS
Recent results in sensitivity analysis of probabilistic net-
works showed that bounds can be established on the change
in a probability of interest that is occasioned by a shift in a
given parameter, without any knowledge of the network at
hand. In this paper, we further elaborated on these results
and showed that the previously identified bounds are actu-
ally built from two hyperbolic functions. We also showed
that the bounds can be tightened if the probability of inter-
est is known to relate linearly to the parameter under study.
We then exploited these bounds to establish an upper bound
on the sensitivity value of a parameter and a lower bound
on the deviation that can be applied to the original value
of the parameter without changing the most likely value of
the variable of interest. We argued that these bounds pro-
vide for studying the effects of parameter variation for large
ranges of evidence profiles, without the need to perform a
complete sensitivity analysis.
To further constrain the bounds on the sensitivity functions
for a given probability of interest, we are currently study-
ing the relationship between the four constants in the gen-
eral form of a sensitivity function and the graphical struc-
ture and associated parameters of a probabilistic network.
Further insights in the various bounds may also constitute
the basis for evidence-invariant bounds on the higher-order
sensitivities revealed by real-life probabilistic networks.
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