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As one of the most common modes of transportation, vehicles are very closely related to our 
lives. As a result, safety is an important issue in both vehicle production process and vehicle 
operations. Recently, unmanned vehicles have received much attention from both companies and 
academia.  The first thing we need to consider for unmanned vehicles is safety. With the 
adoption of deep learning (DL) methods, DL-based defect detection and fault detection 
technology has evolved into a powerful tool with increased accuracy and autonomy compared 
with traditional detection technology. This thesis presents novel deep learning methods which 
can help detect defects in X-ray images of vehicle engines during the manufacturing process and 
various faults in the operation of autonomous vehicles. This thesis is focused on applying deep 
neural networks in image-based classification operations. The results show that the algorithms 
can successfully detect the anomalies with satisfactory accuracy.  
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Deep learning has been an important breakthrough in the field of artificial 
intelligence over the past decade. It has been successfully applied to many fields 
such as speech recognition, natural language processing, computer vision, image 
and video analysis. Deep learning models stem from artificial neural networks. The 
origins of neural networks can be tracked back to the 1940s and became a popular 
topic in the 1980s and 1990s. By simulating the mechanism of brain cognition,
neural networks attempt to work on various machine learning problems. In 1986, 
Rumelhart, Hinton, and Williams published a famous backpropagation algorithm 
for training neural networks in Nature [1], which is still widely used today. 
In the beginning of the research on neural networks, scholars focused on classifiers 
such as support-vector machines. Before the emergence of deep learning methods, 
a neural network was built with only a few hidden layers, which are called shallow 
neural networks. In 2006, Hinton proposed deep learning, and since then, deep 




1.2 Machine Learning 
Machine learning (ML) is a discipline that specializes in how computers can 
simulate or achieve human learning behaviors, aiming to acquire new knowledge or 
skills and reorganize existing knowledge structures to constantly improve their 
performance. In brief, it is "the intelligent program learned from samples". The 
purpose of machine learning is to make the machine function as a human brain. The 
current method of learning is to constantly teach the machine to recognize features, 
which relies on the training to achieve functions such as speech recognition, face 
recognition, and image recognition. ML systems are trained by the algorithms 
which are not explicitly written in programs. Many training examples that are 
related to the task are fed into a machine learning system, and statistical structures 
can be found in these examples as shown in Fig. 1.1. For example, if you want to 
tag some family photos and you want to automate the task, you can enter several of 
manually tagged photos into the machine learning system, and the system will then 
learn to connect photos with specific tags. 















1.3 Deep Learning in Neural Network  
The relationship between Deep Learning (DL) and Machine Learning (ML) is 








       
 
Fig.1.2 The relationship between DL, ML and AI 
DL has been the most popular topic in many different areas over the past decade. It 
influences the development and advancement in robotics, drones, self-driving cars, 
and visual recognition including image classification. In this thesis, I will 
investigate how deep learning can be used for anomaly detection. The concept of 
deep learning grows from the study of artificial neural networks. One type of DL 
topology is a multilayer perceptron with multiple hidden layers. DL combines low-
level features to shape more abstract high-level features to discover feature 
representations of data. In fact, ANNs are inspired by the human brain. DL is used 
to extract features from data. For example, when we are training DL neural 
 
Artificial Intelligence 
(AI) Machine Learning 





networks, we do not need to tell the system the input is a cat, while the system can 
actually learn the concept of cat.  
Convolutional Neural Network (CNN), a type of the artificial neural network that 
has been extended across space using shared weights, has been found suitable for 







       1.4 Supervised learning 
Either deep or not deep, the most common type of machine learning is supervised 
learning.  As shown in Fig.1.3 [4], in order to use supervised learning, each 
example in the training database needs to be labelled. For example, we have several 
animal photos, and we label each photo as dog, cat, elephant according to its 
category; then we feed the labelled photos into the model. The model learns the 
features of each photo. After training, when the model receives a new photo, it will 
classify the photo automatically. Supervised learning is very useful in many areas 
especially in classification problems and regression problems. 
 
 







For the classification problem, our goal is to classify the data. If the task is to 
differentiate lung cancer from non-cancer cases, the data will contain whether the 
tumor is benign or malignant. Then the goal is to predict whether it is benign or 
malignant. 0 is used for benignity and 1 for viciousness. This is a classification 
problem, because we want to predict a discrete value. Of course, in this case, our 
discrete values can go 'benign' or 'malignant'. In other classification problems, the 
results may be multi-valued. Regression methods solve a different problem. For 
instance, if we want to predict the market price of a house in a given area, the area 
is the characteristic, and the price of the house is an output value. In order to solve 
this problem, we need to obtain a large amount of real estate data, and each piece of 
data should contain the information of the area and its corresponding price. 
Therefore our data not only covers the area of the house, but also its corresponding 
price, and our goal is to predict the house price through the data of the area. This is 
also a supervised learning method; however our output data, house price, is a 





1.5 Unsupervised Learning 
Same as supervised learning, unsupervised learning is also a branch of machine 
learning. Unsupervised learning relates to using and identifying patterns in the data 
for tasks such as data compression or generative models [5]. In unsupervised 
learning, the input data is not labeled. The sample data category is unknown, and 











































Apparently, the difference between supervised learning and unsupervised learning 
is that unsupervised learning learns from unlabeled data. As shown in Fig. 1.5, the 
left image is an example of supervised learning, which uses regression methods to 
find the best fit between features. In unsupervised learning, the input is isolated 
based on the features, and the prediction is generated based on the cluster to which 
the feature belongs. Clustering is a typical unsupervised learning. The clustering 
algorithm can divide the samples in an untagged data set into multiple subsets that 




































      1.6 Reinforcement Learning: 
Reinforcement Learning (RL) is part of ML which uses feedback decision-making. 
The agent to learn a good behavior is the key of RL. The RL agent does not require 
complete knowledge or control of the environment; instead it only needs to be able 
to interact with the environment and collect information [5]. RL presupposes that 
agents can visit a finite number of states, and when visiting a state, a numerical 
reward will be collected, with negative numbers representing punishments [6]. 
For example, reinforcement learning can be understood through an illustration of 
video game. Whether a player wins or loses in a game, they will get cues to help 
them to improve their skills so that they can have a better performance for the next 









                   
Fig.1.6 RL structure 
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An autoencoder is also a type of artificial neural networks which is used to learn 
efficient data coding in an unsupervised manner [7][8]. It has achieved great 
success in feature extraction. Autoencoder consists of two parts: encoder and 






















                         
Fig.1.7 Autoencoder structure 
The encoder is the part of the network which compresses the input into a latent 
space representation. Then the network feeds the compressed input into the decoder, 










The output of the autoencoder will not be exactly the same as the input. It will be a 
close but degraded representation. Each time when there is reconstructed output, it 




       1.8 Defect Detection and Fault Detection 
In this thesis, novel deep learning methods are proposed to detect two kinds of 
errors. The first one is engine defect detection, which will be discussed in detail in 
Chapter 3. Basically, we will need to detect the engine defects shown in X-ray 
images. The second one is fault detection. The detection of faults reflected in real 












       1.9 Tensorflow 
In this thesis, the classification of defects and faults was implemented using the 
Tensorflow library [9]. Tensorflow is one of the widely used software packages for 
implementing deep learning and other algorithms including a huge number of 
mathematical operations. Tensorflow is an open-source software developed by 
Google, which is one of the most popular machine learning libraries on GitHub. 
Google uses Tensorflow for machine learning in almost all applications. 
Tensorflow is also used for many companies.  For example, if you use Google 
Photos or Google Voice Search, you use the Tensorflow model indirectly. They 
work on large Google hardware clusters and are powerful in perceptual tasks. In 
this thesis, we use Tenseflow to train and test data. Interface and application are 
provided in Tensorflow to express algorithms and execute these algorithms [10]. 




























                                                                                                
 
Fig.1.8 Tensorflow process 
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       1.10 Contributions  
 
1. This thesis proposed and implemented a novel deep learning method to detect 
defects in car engines.  
2. Deep learning methods were used for fault detection for an 8X8 combat vehicle, 
and the faults reflected in the system dynamic models were successfully detected. 
3. This thesis proposed a deep learning method for the classification of multiple 






       1.11 Thesis Outline 
In Chapter 1, the research background and terminologies are presented. Relevant 
previous research is reviewed in Chapter 2. In Chapter 3, a novel deep learning 
method to detect defects in X-ray car engine images is proposed. In Chapter 4, a 
deep learning method to detect faults in autonomous vehicles is presented. In 
Chapter 5, a fault classification method is proposed and investigated. Chapter 6 





















       2.1 Deep Learning 
Deep learning, which refers to the representation learning with multiple layers of 
nonlinear transformation [11], has been developed to tackle problems in fault 
detection and fault tolerance for different applications. Compared with traditional 
fault detection methods such as system identification methods, Deep neural 
network (DNN) based fault detection can achieve faster and more accurate results 
[12]. Unlike traditional machine learning methods, DNN consists of many deep 
layers to extract high-level representations from the original inputs. The output of 
each hidden layer contains the features of different levels. Compared with 
traditional shallow models, which have the problem of lacking expression capacity, 
using deep learning theory can effectively extract characteristics and accurately 
recognize the health condition of the components. As a result, deep learning 
methods have been an active, productive and promising research field. 
 
       2.2 Autoencoder 
Autoencoder was initially introduced in the late 1980s [1] as a linear feature 
extraction method. Unlike latent space approaches which map data into a high 
dimensional space, autoencoder aims to learn a compact representation of data by 




unsupervised. Specifically, an autoencoder learns an encoded representation by 
minimizing the loss between the original data and the data decoded from this 
representation. Autoencoders have been used for image denoising [13] [14]. Later, 
with the involvement of nonlinear activation functions, autoencoder became a 
nonlinear mapping method which was capable of learning more useful features [15] 
than linear feature extraction methods. Compared with other nonlinear feature 
extraction methods, nonlinear autoencoders have a longer training time. 
Autoencoder uses unsupervised neural networks that are similar to but different 
from a traditional feed forward neural network. Like the traditional network, it also 
uses the same principles (i.e. backpropagation) to build a model. However, it does 
not use a labelled dataset containing a target variable for building the model. 
Instead, it uses the training dataset and attempts to replicate the input dataset by 
restricting the hidden layers/nodes. Used as a building block for deep learning 
networks, denoising autoencoders were introduced by Vincent et al. [13] as an 
extension to classic autoencoders. Denoising autoencoders can be stacked to form a 
deep network by feeding the output of one denoising autoencoder into next 
autoencoder [14]. Bergmann et al. [16] proposed a defect segmentation method 
using autoencoder and demonstrated a significant performance gain on a dataset of 
nanofibrous materials. Xie et al. [17] used stacked sparse autoencoders for image 
defect detection and inpainting, which performed on par with K-SVD. Jain et al. 
[18] proposed image defect detection using convolutional neural networks. It was 
observed that using a small sample of training images, the performance was on par 




fields. Agostenelli et al. [19] experimented with adaptive multi-column deep neural 
networks for image defect detection.  
Dimensionality reduction using autoencoders is still a dynamic research topic. 
Many progresses in this research direction have been presented in the literature. For 
example, Dai et al. [20] use instance transfer to learn the samples of the source task 
with different values of weights. Also, a method using feature presentation transfer 
is employed to find a feature representation that can reduce the differences between 
the distribution of data in the source and the target task by Raina et al. [21]. 
Lawrence and Platt [22] use model transfer to discover the parameters that can be 
shared in both the source and the target domain. 
 
       2.3 X-ray Images 
X-ray images are 2D projections of 3D objects or matter and able to reveal hidden 
features of the objects. Using X-rays for defect detection has been studied by many 
researchers. This technique has been used extensively in manufacturing industries 
for quality control inspection [23]. In [24], the authors used X-ray cross-sectional 
images to inspect the brazing joints of heat exchangers rather than penetration 
images. The paper focused on developing non-destructive testing using X-rays to 
inspect defects of brazing heat exchange. Meanwhile, paper [25] discussed an 
interactive process of automatic X-ray inspection in which a tophat operation was 
used. In [26], X-ray images of raw food ingredients were used for detection. 
Artificial Neural Network (ANN) was used as the classifier. Also some researchers 




aerospace industry [27]. Given an X-ray image of the aerospace weld, the system 
locates the weld line and then analyses the region around the line to identify 
abnormalities. In paper [28], the authors address the need of improving the imaging 
resolution of X-ray laminography, particularly for accurate three-dimensional 
measurement of solder joint structure. A method for automatic solder joint defect 
classification using neural networks is proposed and implemented. Recently, with 
the rapid advancement in DNN, applying DNN to automatic defect detection using 
X-ray images is promising for fast and accurate defect algorithms that can learn 
various defect patterns online and achieve better performance compared with 
traditional machine or human inspection methods. In Chapter 3, a novel DNN-
based automatic defect detection method on X-ray images will be discussed.  
 
       2.4 Intelligent Methods for Fault Detection 
Traditional intelligent methods are also called shallow learning models including 
ANN [29], SVM [30], LR [31], etc. Though these methods have already made great 
achievements in intelligent fault diagnosis, they still fail in analyzing complex 
faults with less prior knowledge. Deep learning, which refers to representation 
learning with multiple layers of nonlinear transformation [11], has been developed 
to tackle problems in fault detection and fault tolerance for different applications. 
Hwang et al. [32] wrote a survey of fault detection, isolation, and reconfiguration 
methods in 2010. In [33], the authors considered the types of faults in dynamic 
systems, which can occur in actuators, plant dynamics or sensors. They classified 




quantitative methods, hardware-based fault diagnosis and history-based fault 
diagnosis. Moreover, a new algorithm for detecting and identifying faults was 
proposed by Olyaei et al. [34]. The most important innovations of this algorithm 
are image-based processing and classification using deep neural networks. They 
also used time-frequency graphs to represent the one-dimensional signal. In [35], a 
deep belief network was used to detect fault data from normal data in the sensors of 
NPP. In [36], the authors acknowledged that monitoring nuclear reactors running at 
nominal conditions is critical and proposed the method including a combination of 
convolutional neural network, denoising autoencoders and k-means clustering. In 
[37], the authors attacked the issues of multiple faults that occur at the same time. 
The effectiveness of the proposed method was validated via an in-house 
experimental setup. Nguyen et al. [38] described a novel automatic autonomous 
vision-based power line inspection system that uses Unmanned Aerial Vehicle 
(UAV) inspection as the main inspection method, optical images as the primary 
data source, and deep learning as the backbone of the data analysis. 
The deep leaning models for fault diagnosis can be divided into three main types: 
CNN, DBN, and DAE [39]. DBNs and DAEs can conduct unsupervised pretraining 
on the weights, which can ease the difficulty of the subsequent supervised training 
of the deep networks. However, a key problem in DBNs and DAEs is that there are 
too many weights to train when the inputs are raw signals or their time-frequency 
representations. In contrast, CNNs can reduce the number of weights to be 
optimized using the strategies of local receptive field and weight sharing, which 




this thesis, the convolutional neural network (CNN) for the learning and testing will 
be used.  
2.5 Time-Frequency Signals 
Many sensor signals are one-dimensional signals. In order to extract and utilize 
more information and features embedded in the signals, we often need to convert 
one-dimensional signals to two-dimensional signals using different types of 
transforms. There are usually two ways to extract features. The first approach is the 
signal processing approach, such as statistical analysis [40], Fourier transform [41], 
and wavelet transform (WT) [42]. Besides the signal processing approach, 
dimensionality reduction is another type of approach to select features, which 
include PCA [43], local discriminant analysis [43], etc. In [44], a novel data mining 
method was proposed for early fault detection of the machine tools under time-
varying conditions. A deep learning model was built and trained to automatically 
select the impulse responses from massive vibration data in long-term running. 
Based on the similarity between the dynamic properties, a health index was used to 
indicate the slow and gradual deterioration process of the machine tool. In [45], the 
authors proposed a new method combining time-frequency-domain reflectometry 
and deep learning to verify that a wire is connected to the proper port of the 
underhood electrical center. Experimental results demonstrated the effectiveness of 
the proposed method for detecting the wire mismatch and fault location. In this 







Defect Detection from X-Ray Images Using A Three-
Stage Deep Learning Algorithm 
 
       3.1 Introduction 
Defect detection from various types of images is crucial in many applications. For 
instance, in the manufacturing industry, traditionally, human inspectors need to 
manually inspect the images to determine whether there is a defect in a part before 
it can be assembled into a car. Image defect detection is a very important step in the 
car manufacturing process. Some crucial parts, such as engines need to be almost 
100% free of defects. Failure to detect the defects in the engine may result in 
serious consequences. The defective engine may cause catastrophic accidents when 
assembled and used in the vehicle. Car manufacturers have the responsibility to 
exclude unqualified engines. Currently, most manufacturers still use conventional 
way to defect detection such as hiring skilled people with good technical and 
domain knowledge for detection. However, it is difficult to find enough skilled 
technicians to complete this line of work. Human inspection is also very tedious 
and places a high demand on the eyes of the human inspector. As a result, an 
inspector cannot work continuously for more than several months. Otherwise, it 
will probably cause irreversible vision damage. Therefore, new automatic detection 




In the literature, different image processing and image analysis algorithms have 
been proposed and used for defect detection over the past 30 years. Recently, the 
deep learning based methods have emerged to be a better solution than other 
traditional methods in many scenarios. Deep Neural Network (DNN) based models 
have shown great promise for fast and accurate defect detection [46] [47]. Unlike 
traditional machine learning methods, DNN consists of many deep layers to extract 
high-level representations from the original input. The output of each hidden layer 
can be regarded as the feature extraction of the input data [48]. In [49], the authors 
proposed an unsupervised surface defect detection method using deep autoencoders 
and data augmentation. This method can be applied to the detection of multiple 
types of defects. Although much work has been done in the field of defect detection, 
it remains a challenging task for the application. This chapter considers the problem 
of how to efficiently detect the defects such as air bubbles from X-ray engine 
images. This problem is challenging for three reasons. 1) Due to the nature of X-ray 
imaging, complex 3D structures of the engine and defects are projected onto a 2D 
X-ray image. 2) Since the engine is a crucial part of the vehicle, the success rate of 
the detection is required to be high. 3) The air bubbles in the X-ray images can be 
small and similar to normal engine structures, which makes them hard to detect. As 
a result, the defects will be overlaid with the very complicated normal features of 
the engine, as shown in Figs. 3.1 and 3.4. To the best of our knowledge, there is no 
reported work in the literature to tackle this problem from the angle of deep 




Many DNN methods are limited by the requirement of large training databases and 
high computational costs. In many applications, a large quantity of training data is 
essential to use DNN methods. However, for our specific defect detection task 
which uses X-ray engine images, a large set of images with defects is not available. 
The X-ray images of qualified/normal parts are more abundant whereas the images 
with defects are scarce. Collecting samples with defects is time-consuming and 
sometimes impossible. In order to achieve accurate and fast automatic inspection of 
the part of engine, I propose a method to explore a deep learning technique on a 
modest set of training samples. The results have shown that the proposed DNN-
based classification method can achieve good detection performance with a modest 
training set.  
The X-ray images used in this project contain rich information regarding the shape 
of the engine, the relative position and orientation of the engine to the X-ray 
machine and all the details. However, in order to detect the defects, only the 
classification information needs to be extracted, i.e. whether the image contains the 
fault/defect. As a result, the images can be reduced to a feature representation 
which emphasizes the classification information through dimension reduction. The 
process of dimension reduction inevitably leads to the loss of information. Thus, 
the main problem to be solved is to keep the salient and important characteristics of 
the original data as much as possible. When implemented by autoencoder, a lower 




       3.2 Methodology and Approach 
3.2.1 Motivation and Background 
This study aims to develop general defect detection algorithms for manufacturing 
production lines of car engines. Different from images taken by a camera, this 
research studies the X-ray images in this industry project, which are 2D projection 
of the 3D part of engine. Processing X-ray images is more challenging than 
processing regular camera images. It is hard to detect some air bubbles from X-ray 
image even for a human inspector. On the assembly line, each engine is positioned 
for X-ray imaging. Seven images are taken for one engine from different angles. 
The angles for different engine images can be slightly different due to positioning 
errors.  
In this chapter, a three-stage deep learning algorithm is proposed to detect defects. 
The first stage is to train an autoencoder with normal images. The second stage is to 
fix the coefficients of the encoder and use both normal and defect images to train the 
fully connected network. The last stage is to fine-tune the network as a whole in 






3.2.2 Training with Normal Images 
In this step, we used normal images to train an autoencoder as shown in Fig. 3.2. 
The loss function was to minimize the difference between the input images and 




Fig 3.1. Example of X-ray image without defect 
This step is necessary because although we have abundant data of normal images, 
we only have access to a limited number of the images with defects. The idea 
behind this step is that the DNN model trained with the normal images is a good 
representation of engines, since defects are relatively small compared with the 


















Fig 3.2. First stage: train the DNN with normal images 
   
 























         3.2.3 Training Using Normal and Defect Images 
In the second stage, the normal engine images and the images with defects were 
used as the inputs to DNN, as shown in Fig. 3.3. The weights of the encoder 
learned in the first step were directly used in this step. This stage of training only 
adjusted the weights of the fully connected network (FCN) layers. Therefore, the 
demand for the size of training data was greatly reduced. The training data also 
included labels for input images, which was 1 for defect and 0 for no defect. The 
loss function was minimized in order to match the outputs to the reference 
classification. By designing the DNN in this fashion, the computation time was 








          Fig 3.3. Second stage: train the DNN using normal and defect images 
   The loss function J(w) is defined as follows: 
min
$

















3.2.4 Co-Training and Fine Tuning of Encoder and FCN 
During the previous stage, the weights of the encoder and the FCN network have 
been trained close to the optimal solution. However, the weights of these two parts 
can be further adjusted to produce better results by co-training the encoder and the 
FCN with the normal and the defect images as the inputs. This stage can act as a 
fine-tuning step to further improve the detection performance. 
 
       3.3 Results 
In order to validate the proposed method, we used the real X-ray images obtained 
from the production line to train and test our three-stage deep learning framework. 
A computer with a GPU of GTX 1060, a CPU of i7-6700K of 4 cores and 4.0 GHz, 
and a 16 GB memory was used for the training and testing. 
3.3.1 Datasets for Evaluation 
The training image dataset of this study contains 1569 normal images without 
defects and 151 images with defects. The independent test image dataset includes 96 
normal and 32 defect images. The defect images are manually labeled for training 
and validation purpose. Fig. 3.4 shows the image with bubble defect, and Fig. 3.5 








Fig. 3.4. Example of X-ray image with defect (highlighted with a red circle) 
 
 





         3.3.2 Training DNN 
The autoencoder described in 3.2.2 was used to train the weights which minimize 
the loss function J1. The size of the original normal image was 1024 x 1024, which 
was resized into 512 x 512 as DNN input. The dimensions of the feature map of this 
autoencoder were reduced to 32 x 32 x 8. The computation time for training this 
DNN was 20 hours. If more GPUs are used to run the training in parallel, the 
computation time can be further reduced. 
The first part of autoencoder and a fully connected network (FCN) described in 
3.2.3 were used to train the weights which minimized the loss function J(w). The 
classification labels of the images with and without defect were fed to the FCN and 
compared with the classification decision from the training DNN. The computation 
















         3.3.3 Classification Results  
An independent test dataset of 128 images (96 normal and 32 defect images) was 
used to test the proposed 3-stage DNN. This study employed the following typical 
industrial evaluation metrics to assess the performance of our proposed algorithm: 
Type I errors and Type II errors. In statistical hypothesis testing, a type I error is the 
rejection of a true null hypothesis (false positive), that is, a type I error is falsely 
inferring the existence of defects that does not actually exist. A type II error is the 
failure to reject a false null hypothesis (false negative), that is, a type II error is 
falsely inferring the absence of defects that does exist. The results are presented in 
Table 3.1. 
 
Table 3.1 Classification Results 
TEST IMAGE SET DETECTION ERROR 
96 NORMAL IMAGES 9.37% (TYPE I ERROR) 






Chapter 4                                                                                                      
A Deep Learning Method for Fault Detection of 
Autonomous Vehicles  
In this chapter, a general fault detection method using deep learning techniques is 
proposed to learn the patterns of faults reflected in the dynamic model of an 
autonomous vehicle. The proposed method has been applied to a remotely operated 
scaled multi-wheeled combat vehicle, and the algorithm has been evaluated through 
normal and defective signals. 
 
 
       4.1 Introduction 
Autonomous vehicles are receiving increasing attention in recent research on 
robotic and automotive technology. Multi-wheeled vehicles are one of the difficult 
types of vehicles in applying autonomy due to the large dimensions, heavy weight, 
complexity of the geometry, and dynamics of such vehicles. However, multi-
wheeled vehicles are commonly utilized in different scenarios. Therefore, building 
autonomous multi-wheeled vehicles has become a hot research topic in the field of 
autonomous vehicles [50], [51]. The expected outcomes of the autonomous multi-
wheeled vehicles are set to increase the maneuverability and maintain operational 




As more and more advanced technologies have been developed for autonomous 
vehicles, the electrical and mechanical parts become increasingly complicated and 
intelligent. Due to the complexity of structure and functionality, the chance of fault 
occurrence increases. Faults due to mechanical failure or electrical failure can result 
in catastrophic consequences. Early detection of faults is crucial to save lives and 
reduce economic loss. 
Different algorithms have been proposed and used for fault detection over the past 
30 years. Recently, deep learning based methods have emerged as a better solution 
than other traditional methods in many scenarios. Deep Neural Network (DNN) 
based techniques have shown great potential for fast and accurate fault detection 
[52]. Unlike traditional machine learning methods, DNN consists of many deep 
layers to extract high-level representations from the original input. The output of 
each hidden layer can be regarded as the feature extraction of the input data. 
Compared with traditional shallow models, which lack expression capacity, deep 
learning theory can be used to effectively mine characteristics and accurately 
recognize the health condition of the vehicle parts. Therefore, fault diagnosis and 
prognosis based on deep learning have become an innovative and promising 
research field.  
Deeper networks [53] are useful for fault diagnosis because they are capable of 
finding a good set of features from complex and highly variable signals. However, 
it is challenging to train deeper networks. We need to find a balance between 
network structure complexity, accuracy and computation time. This chapter will 




The key contribution of this chapter is the development of a general framework for 
the detection of faults in the vehicle system dynamics model and/or changes in the 
parameters of the model. 
        
4.2 System Identification and System Dynamics 
The first part of this study is to obtain the dynamic model of an autonomous vehicle 
using system identification as shown in Fig. 4.1. A multi-wheeled autonomos 
vehicle was tested on an open-loop system to obtain the input/output data. The 
obtained data from the test was recorded and analyzed to deduce a model, where 
R1 and L1 are the right and left wheel of the first axle respectively, and R2 and L2 
are the right and left wheel of the second axle respectively. The applied voltage to 
each motor (R1, R2, L1, L2) is different from each other. They are used for vehicle 
navigation with the required heading angle that can be measured by the Tilt 
Compensated Magnetic Compass (CMPS11) attached on the vehicle. An 
experiment on the open loop system of the vehicle measured the multiple-input 
single-output (MISO) data that represent the four input signals to the four motors, 
and the output heading angle of the vehicle. There are two steps in this process. The 
first step is measuring the input/output signals that are used for obtaining the 







Fig. 4.1. Remotely operated multi-wheel vehicle 
 
        
 
                              






Fig. 4.3. Experiment setup for the vehicle model 
Figs. 4.2 and 4.3 show the experiment setup for the part of system identification. 
Matlab System Identification toolbox was used to extract the dynamic system 






Fig. 4.4. System identification tool 
 
Consequently, the obtained system dynamics model is as follows: 
 











 where the transfer functions are 
𝐺EF(𝑠) =
−14.97	𝑠J 	+ 	0.5626	𝑠	 − 	13.09




−149.6		𝑠J + 	95.8	𝑠	 − 	0.6111





4.927		𝑠J 	+ 	0.1471	s	 + 	5.064





94.51		𝑠J + 	93.14	𝑠	 + 	86.09












       4.3 Deep Learning Methodology 
4.3.1 Motivation 
Faults can occur in autonomous vehicles due to electrical or mechanical failures. 
Different from the vehicle with a driver, the faults in autonomous vehicles cannot 
be detected by the human driver in the early stage so that corrective actions can be 
taken. As a result, the fault can escalate and lead to catastrophic outcome. In order 
to detect the fault and report the fault through proper channel, in this chapter, a 
deep learning network is adopted to automatically identify the fault.  
4.3.2 Proposed Fault Detection System Framework 
 
 
    
    
   
 
  
















Fig. 4.5 shows a general framework using continuous wavelet transform (CWT) 
and DNN network. Simulated data will be generated first, and then one-
dimensional signals will be converted to two-dimensional images through wavelet 
transform. Three different wavelet transforms are used in order to extract 
complementary features in the input signals. These three channels of 2D signals are 
fed to a deep neural network for classification. The output of the network indicates 
whether the signal has faults or no fault.  
4.3.3 Data Generation  
Square waves were used as the input to the wheel motors. The output y(t) was 
generated by feeding the system model with the input. R1 is the system without 
fault. The input (highlighted in green) and output (highlighted in red) signals are 
shown in Fig. 4.6. R2 is the system with fault. The fault due to mechanical 
problems is reflected in the dynamic model. The input and output signals are shown 
in Fig. 4.7. The system models were perturbed to simulate inaccuracy in system 
identification. Random perturbation was added to the system model to generate 
data that represented a full range of realistic training/testing data. The input and 
output signals with small perturbation in the system model are shown in Fig. 4.8. 














                              Fig. 4.8. The output of R1 with added small pertubation 
 
4.3.4 Convert the Signal to Time-Frequency Domain Using Wavelet Transform 
Generally, feature extraction is the key to fault detection. The commonly used 
feature extraction methods can be mainly classified into three categories: the Time 
Domain (TD) analysis [55], Frequency Domain (FD) analysis [56], and TD-FD 
analysis [57]. 
In this chapter, continuous wavelets transform is used to convert the 1D output 
signal y(t) to 2D time-frequency domain Yim to feed to DNN as the inputs. By 
adding frequency domain information to the time domain data, the inputs to DNN 
contain more salient features and as a result, make it easier to identify faults. 
The wavelet transform uses a set of the wavelets to generate signals in the time-














where s is a scale parameter inversely related to frequency, and 𝜏 is a translation 
parameter.  
A continuous wavelet transform (CWT) of the signal x(t) can be obtained by  














where 𝜑∗(. )  denotes the complex conjugate of the above function 𝜑(. ) . This 
equation demonstrates that the CWT is similar to the Fourier transform where a 
signal can be decomposed into the frequencies that it is composed of [58]. This 
thesis converts the output signal of R1 (Fig. 4.9) and R2 (Fig. 4.10) to time-






Fig. 4.9. The output signal of R1 after wavelet transform (channel 1) 
 
Fig. 4.10. The output signal of R2 after wavelet transform (channel 1) 
          4.3.5 Deep Neural Networks 
Different from traditional fault detection methods, deep neural networks are a 
machine learning technique, which has the capability of modeling the complex and 
highly nonlinear relationships between the input data and faults to be detected. 
Based on prior domain knowledge and historical data, deep learning can be a 




significantly improve the quality and the speed of the fault decision process. To be 
specific, deep learning can enable a hierarchical nonlinear learning of high-level 
features built on top of low-level features to detect whether faults are present. Low-
level features are the basic details of faults or feature patterns, whereas high-level 
features are more abstract – that is, high-level features, can be obtained by a series 
of nonlinear transformations through multiple deep layers. 
The weights of the deep neural network are trained with 10 layers, as shown in Fig. 
4.5, which minimize the loss function J(w). The size of the normal and fault image 
as DNN input is 512 x 512. The classification labels of the images with and without 
fault are fed to the DNN and compared with the classification decision from the 
training DNN.  
 
The loss function J(w) is defined as follows: 
min
$







where N is the number of training samples, w is all the parameters of the deep 






       4.4 Results 
The system identification methods can be used to obtain the dynamic model of 
many subsystems of the autonomous vehicle. In this chapter, the dynamic models 
of an autonomous vehicle are studied to identify the fault caused by mechanical 
problems to the system. In order to identify faults through the dynamic models, a 
deep learning neural network will be employed. 
4.4.1 Dynamic Model with Fault 
This study needs to detect the fault caused by a mechanical failure. We used a 
separate test dataset of 1000 images (500 normal and 500 defect images) to test the 
proposed DNN and wavelet transform method. The results indicate that the 
proposed combination of DNN and wavelet transform can effectively detect the 
faults, as shown in Table 4.1.  
 
Table 4.1: Fault Detection Results 
TEST IMAGE SET DETECTION CORRECT RATE 
500 NORMAL SIGNALS 100% 









A Deep Learning Method for Multiple Faults Detection and 
Classification of Unmanned Ground Vehicles 
 
Due to the increased complexity in actuators and sensors, unmanned ground 
vehicles have a better chance to generate faults in the course of operation. An 
untreated fault can result in a failure, which may lead to catastrophic consequences. 
A deep learning method using both input and output signals of the vehicles to learn 
the features of different faults reflected in the dynamic models of unmanned 
vehicles is proposed in this chapter. 
 
       5.1 Introduction 
Unmanned ground vehicles (UGVs) can be used for many applications where it 
may be inconvenient, dangerous or impossible for a human driver. Normally UGVs 
are equipped with multiple sensors and actuators. In recent years, the number of 
sensors and actuators of UGVs has been increasing. As a result, the chance of fault 
occurrence increases. Many fault diagnosis algorithms have been proposed to 
ensure the safe operation of the vehicle. The research on fault detection and 
classification has been active over the past thirty years. With more and more 




can be achieved not only by improving the individual reliabilities of the functional 
units but also by an efficient fault detection, isolation and accommodation [59, 60].  
Since the deep belief network (DBN) was applied to aircraft engine fault diagnosis 
by Tamilselvan [61] in 2013, more and more scholars have applied deep learning to 
the field of fault diagnosis and prognosis and obtained many positive results. In 
[62], the authors proposed a new algorithm for detecting and identifying faults. The 
most important innovations of this algorithm are image-based processing and 
classification using deep neural networks. They also used time-frequency graphs to 
represent the one-dimensional signal. In [63], a fault-tolerant control method based 
on deep learning is proposed for the multi-displacement sensor fault of a wheel-
legged robot with new structure. Unlike most methods that only detect a single 
sensor, this method can detect a large number of sensors simultaneously and 
rapidly. In [64], Deep Auto Encoders (DAEs) are developed to automatically and 
accurately identify bearings faults. The experimental results show that the proposed 
method can eliminate the dependence on artificial feature extraction and overcome 
the limitations of individual deep learning model, which is more effective than 
other intelligent diagnosis methods. With the development of wind power, the fault 
of wind turbine is increasing year by year. In [65], based on the strong perception 
and self-learning ability of deep learning theory, a fault diagnosis method of wind 
turbine gearbox with deep belief network and vibration signal is proposed and 
tested. 
The development of deep learning models for fault diagnosis of unmanned ground 




are three main DNN types (i.e. CNN, DBN, and DAE) that can be used for deep 
learning and feature extraction. DBNs and DAEs can be used to conduct 
unsupervised pre-training on the weights, which can ease the difficulty of the 
subsequent supervised training of the deep networks. However, a key problem in 
DBNs and DAEs is that there are too many weights to train when the inputs are raw 
signals or their time-frequency representations. In contrast, convolutional neural 
networks (CNNs) can reduce the number of weights to be optimized using the 
strategies of local receptive field and weight sharing, which can be effective for 
reducing computational burden during the training process. CNN will be used for 
the learning and testing in this chapter.  
Vehicle faults can occur in actuators, plant dynamics or sensors.  Model-based fault 
detection diagnosis is one major branch of the fault detection and diagnosis for 
unmanned ground vehicles. In [66], we proposed a deep learning method for fault 
detection for autonomous vehicles. The results show that the algorithm can 
efficiently detect the model fault in the system. The new contributions of this paper 
include: 1) applying the deep learning based algorithm to the general multiplicative 
and additive faults in the vehicle system dynamic model; and 2) using both system 
input signals and output signals as the inputs to the DNN. To the best of our 
knowledge, it is the first time in the literature to incorporate the input signals into 





       5.2 System Dynamics and Fault Models 
The target vehicle is a four-wheel independently driven and steered system [67]. 
The equations of motion for lateral and yaw motion are obtained as follows: 
 
𝑀'?̇?; + 𝛾𝑉:) = 2𝐶: j𝛿l −
mnoCpq
mr
s − 2𝐶q j
mntCuq
mr
s + 𝛿𝐹;						(1)   
 
𝐼?̇? = 2𝑙l𝐶l j𝛿l −
mnoCpq
mr
s + 2𝑙q𝐶q j
mntCuq
mr
s + 𝛿𝑀x            (2) 
 
 
where 𝛿l ∈ 𝑅F:F is the front steering angle input from the driver, and 𝛿𝐹; and 𝛿𝑀x 
are control lateral force and control yaw moment, respectively.  
 
From equations (1) and (2), the state-space equation can be obtained as follows: 
 
?̇?(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡)                                    (3) 
 
𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝑤(𝑡)                                     (4) 
 
where 𝑥 ∈ 𝑅1:F is the state variable, 𝑢 ∈ 𝑅}:F is the control input, 𝑦 ∈ 𝑅~:F is the 





In this study, we investigate the detection of three different actuator faults in 
vehicles. Fault 1 is the combination of the additive fault and multiplicative fault. 
Fault 2 is the multiplicative fault on the electric motor. Fault 3 is the additive fault 
on the electric motor. Therefore, there are 4 scenarios: without fault, with 
multiplicative fault, with additive fault, with both faults. 
Equations for multiplicative and additive faults [68-70] are as follows: 
 
?̇?(𝑡) = 𝐴𝑥(𝑡) + 𝐵[(𝐼 + 𝛼)𝑢(𝑡) + 𝑓/] 
 
where 𝛼 ∈ 𝑅}:}  represents the multiplicative actuator fault and is a diagonal 
matrix with the diagonal elements 𝛼88, 𝑖 = 1 
, … ,𝑚,−1 < 𝛼88 < 0,	 and I is the identity matrix. The additive actuator fault is 
represented by 𝑓/ ∈ 𝑅}:F. It is assumed that faults are time-invariant.  
 
       5.3 Deep Learning Methodology 
5.3.1 Motivation 
Faults can occur in unmanned ground vehicles due to electrical or mechanical 
failures. Without a driver in the vehicle, who can identify different faults and apply 
appropriate measures, the unmanned ground vehicle needs to incorporate fault 




In this chapter, simulated data are employed to validate our proposed method. The 
vehicle system dynamic model and fault models will be used first to generate 
simulated data, i.e. the system input signal and the output signals. Then one input 
signal and two output signals will be transformed to 2D time-frequency images 
through wavelet transform. These three-channel 2D images are fed to a deep neural 
network for classification. The output of the network indicates whether the signal 
has no fault, fault 1, fault 2 or fault 3.  
5.3.2 Data Generation and Preprocessing 
Square waves with different noise are used as the input to the wheel motors. For 
each sample data, uniform noises with the amplitude of 0.5 are added to the input 
control signal u(t), which is fed into the system dynamic and fault models to 
generate two outputs y1(t) an y2(t) for each scenario. Fault parameters are 𝛼88 =
−0.45, 𝑓/ = −0.55. We have generated 4000 sample data for training with 1000 
samples for each scenario. Figs.5.1- 5.3 show a typical example of input control 
signal and corresponding output signals. Fig. 5.1 shows the system inputs signals 
with faults and without fault. Fig. 5.2 shows the system output signal lateral 
velocity y1(t) for all four scenarios: without fault (green), with fault 1 (blue), with 
fault 2 (yellow), and with fault 3 (pink). Fig. 5.3 shows the system output signal 
yaw motion y2(t) for all four scenarios: without fault (green), with fault 1 (blue), 








Fig. 5.1. The system inputs signals with faults and without fault 





Fig. 5.2. The system output signal y1(t) for all four scenarios: without fault 






Fig. 5.3. The system output signal y2(t) for all four scenarios: without fault 
(green), with fault 1 (blue), with fault 2 (yellow), and with fault 3 (pink). 
In this chapter, continuous wavelet transform (CWT)  is used to transform the 1D 
input/output time-domain signals u(t), y1(t), y2(t) into the corresponding 2D time-
frequency domain images respectively, which are then composed to a 3-channel 
RGB image I to feed to DNN as inputs, as shown in Fig. 5.4. By adding frequency 
domain information to the time domain data, the inputs to DNN contain more 
salient features and as a result, make it easier to identify faults [66]. 
5.3.3 Deep Neural Networks 
One traditional fault detection method is to use system identification and robust 
residual generation [60, 67, 71, 72]. Since system identification based detection 
methods require more restrictive input signals to obtain accurate system models, 




Deep neural networks are a machine learning technique, which have the capability 
of modeling complex and highly nonlinear relationships between the DNN input and 
fault classification. Based on prior domain knowledge and a large amount of training 
data, deep learning can be a powerful and effective tool to detect and classify 
different complex faults of vehicles, which will significantly improve the quality 
and the speed of the fault decision process. To be specific, deep learning can enable 
a hierarchical nonlinear learning of high-level features built on the top of low-level 
features to detect which fault(s) is(are) present. Low-level features are the basic 
details of faults or feature patterns, whereas high-level features are more abstract, 
that is, high-level features can be obtained by a series of nonlinear transformations 
through multiple deep layers. 
We train the weights of the DNN with 10 layers as shown in Fig. 5.4, which 
minimize the loss function J(w). The size of the normal and fault images as DNN 
input is 512 x 512 x 3. The ground truth classification labels of both the normal and 
faults images are fed to the DNN and compared with the classification decision from 














Fig. 5.4. The schematic of DNN fault detection and classification 
 
The loss function J(w) is defined as follows: 
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where n corresponds to the n-th sample of training data, N is the number of training 
samples, w is all the parameters of the deep neural network, and 𝑦01	is the ground 

















       5.4 Results 
The system dynamics models of many vehicles are known. However, system 
identification methods can be used to obtain the dynamic models when the models 
are unknown. In this chapter, the multiplicative and additive faults that may be 
caused by mechanical or electrical problems are considered. The dynamics and 
fault models of an unmanned ground vehicle are used to simulate vehicle faults to 
generate data for training and testing. In order to detect and classify the faults of the 
UGVs, the DNN model based on both the input and output signals of the vehicles is 
proposed. 
In [66], the DNN was fed with only output signals for fault detection. In this 
chapter, both input signals and output signals are employed. This is crucial for fault 
classification because the combination of input and output signals may provide 
more unique features of the system dynamics, with or without faults. Moreover, the 
input signal may not be unique for achieving the same output. Using the 
combination of the input and the output signals as DNN inputs will eliminate the 
ambiguity of the data inputs.   
5.4.1 Fault Classification 
The performance of our proposed DNN fault classification technique is validated in 
this section. A independent test dataset of 2000 images (500 normal images, 500 
defect 1 images, 500 defect 2 images and 500 defect 3 images) was used to test the 
proposed DNN fault classification technique. The results have demonstrated that the 
proposed DNN technique can effectively detect the faults caused by the failure in 




Table 5.1:  Fault Classification Results 
 
TEST DATASET DETECTION CORRECT RATE 
500 NORMAL SIGNALS 99.00% 
500 FAULT 1 SIGNALS 100.00% 
500 FAULT 2 SIGNALS 100.00% 








Chapter 6  
Conclusion and Future Work 
 
       6.1 Conclusion 
In this thesis, novel deep learning methods were proposed to detect anomalies in 
different applications. First, a novel three-stage deep learning algorithm has been 
proposed to effectively classify normal and defect car engine X-ray images, which 
overcomes the problem of the lack of a large amount of training data. Second, a 
new deep neural network with continuous wavelet transform has been developed to 
detect faults for autonomous vehicles, which can differentiate the fault signals from 
normal signals successfully. In this research, only output signals are utilized for 
training and validation in vehicle fault detection. Next, a different deep learning 
method has been developed for multiple faults detection and classification of 
unmanned ground vehicles. It is assumed that the faults are either additive or 
multiplicative, and can alter the coefficients of the vehicle dynamic system model. 
By applying various testing signals to the system, the resultant output signals were 
obtained for neural network training. In this research, both output signals and input 
signals were employed for training. Based on this research, the proposed deep 
learning methods are powerful tools to achieve faster and more accurate fault 
detection for autonomous vehicles which have more sensors and actuators than the 




thesis has shown that the proposed deep learning neural networks can successfully 
classify different types of faults or the combination of faults.  
 
       6.2 Future work 
In the future, the proposed deep learning framework can be refined to achieve more 
accurate classification in more scenarios. Moreover, the deep learning methods 
presented in this thesis can be compared with other methods such as system 
identification methods to identify its potential improvement in fault detection. In 
addition, further work can be done to investigate how to use fault detection and 
fault tolerant control methods to improve the safety of our physical 8x8 combat 
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