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Abstract— The identification of ethical violations committed 
by the auditor is very difficult to do. Artificial intelligence offers 
anomaly detection as an alternative method for detecting the 
opinion anomaly which can be an early indicator of the opinion 
trading occurrence. This paper proposes the use of original 
features from public sector rather than the use of modified 
features from the private sector to be applied in opinion detection 
in public sector. By using 60% Holdout validation, 1-NN 
classification showed that original featured from the public sector 
outperformed the modified featured from the private sector by 
5.82% through 13.10% under F-Measure Criterion and by 
4.22% through 9.56% under AUC criterion.   
Keywords— Financial Statement; Public Sector; Opinion 
Detection; Original Features; KNN 
I.  INTRODUCTION 
Fraud and corruption have grown widely throughout the 
world [1], Association of Certified Fraud Examiners (ACFE) 
report that there are 2,410 cases of occupational fraud that were 
investigated between January 2014 and October 2015 that took 
place in 114 different countries [2]. They attacked all the world 
from the developing countries until the developed countries 
and even invaded the country known to be "clean". They not 
only attack the private sector which is profit-oriented, but also 
the public sector which is service-oriented [3]. This condition 
is being a major concern of public legislators or public policy 
makers around the world. Corruption has robbed public funds 
so that public policies can not be implemented as planned due 
to the scarcity of funds. Corruption kills public confidence in 
political institutions, lead to a disregard for the law, distorts the 
use of public funds, extinguishes healthy competition in the 
provision of public goods and services, and impedes the poor 
to obtain vital basic services [1].  
Fraud and corruption are a violation of the honesty which is 
one code of ethics accountant [4] [5]. The facts show that fraud 
and corruption are not only made by management but also 
sometimes involved accountants, including auditors [6] [7], 
this indicates that honesty is appreciated but not executed well. 
The most popular international case was Enron that involving 
the Arthur Andersen certified public accountant (CPA) firm. 
This case led to the destruction of Arthur Andersen firm. 
Arthur Andersen violated the ethical code of accountants by 
manipulating Enron's financial statements. The manipulation 
was done by not reporting Enron's actual amount of debt. In 
addition to manipulating the Enron's financial statements, 
Arthur Andersen also destroyed the supporting documents on 
the bankruptcy that plagued Enron [8]. Other case took place in 
Indonesia of an ethical code of accountants violations was a 
case of bribes acceptance by BPK-RI's auditor. The auditor 
accepting bribes to change the audit findings that indicate the 
state loss on equipment procurement project at “Balai Latihan 
Kerja Kementerian Tenaga Kerja dan Transmigrasi” (Training 
Hall of Ministry of Manpower and Transmigration). The bribes 
made to alter the findings of state losses into finding procedural 
errors [7]. Another case that struck BPK-RI’s auditor was 
bribery related to changes in opinions on financial statements 
or well-known by the term sale and purchase of opinion [6]. 
Auditors have a moral responsibility to be the "gatekeepers" to 
protect public investment but were found a lot of auditors who 
fail to appreciate their role as the "gatekeepers" [9]. Instead of 
keeping the public trust, they sometimes betray the public trust. 
This condition such as Indonesian adage "bagaikan pagar yang 
makan tanaman" or in English term "like the fences eating the 
plants." 
Identification of ethical violations committed by an auditor 
is very difficult to do. This condition can be revealed most 
often through tips/ whistleblowing [2]. A more severe 
condition, such violations were not identified by the audit 
institution, but directly handled by law enforcement officers 
through arrest operations that led to the destruction of the 
honor of the audit institution. 
Artificial intelligence has been applied in the accounting and 
auditing more than 30 years ago [10] [11]. Artificial 
intelligence offers anomaly detection as an alternative method 
for detecting the opinion anomaly which can be an early 
indicator of the opinion trading occurrence. Research on the 
detection of opinion even fraud occurrences on the financial 
statements of the private sector have been carried out [12]-[19], 
but not in the public sector. 
This paper was inspired by two things: firstly, the scarcity 
of research related to the application of artificial intelligence in 
the area of accounting and financial audit of the public sector. 
Secondly, there are difficulties for detecting opinion anomaly 
issued by the auditors. If the accuracy of detection method 
using artificial intelligence has proven, then this method is 
expected to be an early warning system for exposing ethics 
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 violations in the form of opinion trading on the financial 
statements. 
Previous papers [12] [16]-[19] discussed the features from 
private sector which are profit-oriented. This paper proposes 
the use of original features from public sector which are cost-
oriented for the classification process. This research aims to 
prove whether the classification using the features from the 
public sector is better than using modified features from the 
private sector. We hypothesized that the use of this feature 
scheme will give better results than the use of features 
modified from the private sector scheme. 
The rest of this paper is organized as follows. Chapter 2 
discusses the proposed method of the research. Chapter 3 
presents the results of the proposed method. Chapter 4 gives 
discussion and conclusion. 
II. METHOD 
 The method used in this research consists of seven steps. 
Firstly, the raw data acquisition. Secondly, data normalization. 
Thirdly, data allocation. Fourthly, the classification using 
modified features from the private sector. Fifthly, the 
classification using features from the public sector. Sixthly, 
significance test using Wilcoxon Sign Rank Test, and the last 
stage is the conclusion. The diagram illustrating the method 
proposed in this research presented in Fig. 1. 
Fig. 1. Research method diagram 
A. K- Nearest Neighbor 
KNN is one of 10 data mining method most widely used 
[20]. This method has a simple algorithm, but KNN 
performance is not inferior to other more complicated methods 
[21]. This paper uses a 1-NN and 2 schemes distance most 
often used in research, Euclidean and Manhattan distance, in 
the process of classification. The formula of Euclidean distance 
was presented in (1) and Manhattan Distance was presented in 
(2) as follows. 
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Where: 
D  = distance between x and y 
x = training data 
y = test data 
N = number of features or attributes 
B. Features 
This paper used two schemes features. Firstly, modified 
features from private sector [22] as presented in Table 1 
(scheme code: F1). Secondly, the pure features from the public 
sector as presented in Table 2 (scheme code: F2). The private 
sector is characterized by profit-oriented, while the public 
sector has the characteristics of a serviced-oriented or cost-
center entities. 
TABLE 1.  MODIFIED FEATURES FROM PRIVATE SECTOR 
No Modified Financial Statement  features Private Sector/ F1 [22] 
1 Debt 
2 Total Assets 
3 SILPA (Financing Surplus at The End of Year) 
4 PAD (Local Own-source Revenue) 
5 Cash and Deposits 
6 Accounts Receivable 
7 Cash and Deposits / PAD 
8 Cash and Deposits / Total Assets 
9 SILPA / Total Assets 
10 Current Assets / Total Assets 
11 SILPA / PAD 
12 Accounts Receivable / PAD 
13 PAD / Total Assets 
14 Current Assets / Current Liabilities 
15 PAD / Fixed Assets 
16 Cash / Total Assets 
17 Cash & Deposit / Current Liabilities 
18 Total Debt / Total Equity 
19 Long Term Debt / Total Assets 
20 Total Debt / Total Assets 
21 Total Assets / Total Equity 
22 Long Term Debt / TotalEquity 
23 Fixed Assets / Total Assets 
24 Cash & Deposit / Current Assets 
25 Accounts Receivable / Total Assets 
26 Total Expenditure / Total Expenditure of Last Year 
27 PAD / Last Year's PAD 
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 No Modified Financial Statement  features Private Sector/ F1 [22] 
28 Account Receivable  / Accounts Receivable of Last Year 
29 Total Assets / Total Assets of Last Year 
 
TABLE 2.  THE ORIGINAL  FEATURES FROM PUBLIC SECTOR 
No Original Features from Public Sector/ F2 
1 Capital Expenditure / Change in Fixed Assets 
2 Operational Expenditure / Change in Inventories 
3 Salaries and Allowances Expenditures / Total Expenditures 
4 Capital Expenditure / Total Expenditures 
5 Grant Expenditure / Total Expenditures 
6 Social Assistance Expenditure / Total Expenditures 
7 PAD / Transfer Revenue 
8 Zona Territory (West or East) 
9 Administrative Region Type (City, District, or Province) 
C. Raw Data Acquisition 
One hundred and fifty local government financial 
statements are the source of raw data for KNN classification 
process. The original data in the form of pdf files then inputted 
into the Ms. Excel corresponding to research features. A 
general overview of local government financial statements 
used in this paper as follows. 
• 82 reports from western zone area, 68 reports from 
eastern zone area.  
• 28 province-level reports, 81 district-level reports, and 
41 city-level reports.  
• 75 reports with the unqualified opinion (WTP), 25 
reports with the qualified opinion (WDP), 25 reports 
with the adverse opinions (TW), and 25 reports with the 
disclaimer opinions (TMP). 
D. Data Normalization 
Firstly, replacement of infinity value with the maximum 
value from the feature where the infinity value existed. 
Secondly, transformation raw data with linear and nonlinear 
normalization. Linear transformation consisted of 2 schemes, 
there are N1 and N2. N1 transform data using the scale of 0 to 
1, while N2 transform data using the scale of -1 to 1. Nonlinear 
normalization also consisted of 2 schemes, there are N3 and 
N4.  The equation for N1 through N4 sequentially presented in 
(3) through (6) as follows. 
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Where: 
ikxˆ  = new data at row-i and column-k 
 e = Euler's constant, approximately equal to 
2.71828 
 z = Z-Score for row-i and column-k 
)(min kx  = minimum value of column-k 
)(max kx  = maximum value of column-k 
 
Finally, dataset used in this research is presented in Table 3.  
TABLE 3.  DATASET AND NORMALIZATION WAS APPLIED ON IT 
No Dataset Code Normalization 
1 N1 Linear normalization using the scale (0,1) 
2 N2 Linear normalization using the scale (-1,1) 
3 N3 Nonlinear normalization using Z-Score 
4 N4 Nonlinear normalization (Z-Score Exponential ) 
 
E. Data Allocation 
Holdout validation by 60% allotment used in this paper. 
The Class label (opinion report) became criteria to divide data 
randomly. Class labels were: Class 1 (WTP), Class 2 (WDP), 
Class 3 (TW), and Class 4 (TMP). The classes successive 
pointed out reports quality, the smaller value of the class was 
the better reports quality. Class 1 was the best quality, while 
Class 4 was the worst one. Ninety data became the test data, 
while the remaining as much as 60 data or 40% from total data 
became the training data. 
F. Classification Using Modified Features from Private 
Sector 
Classification carried out using modified features from the 
private sector as described in Table 1. The F-measure and Area 
under the Receiver Operating Characteristic (AUC) will be 
used for the assessment of the performance of the 
classification. The scarcity of research on opinions detection of 
public sector financial statements inspired the use of this 
feature scheme. The performance comparison between this 
scheme and the public sector scheme carried out to determine 
which scheme gives better results. 
G. Classification Using Original Features from Public Sector 
Classification at this stage carried out using the original 
features of the public sector as described in Table 2. Most of 
the government institutions tend to be a cost center entities, so 
the selection of features associated with government spending 
really describe those characteristics. 
H. Wilcoxon Sign Rank Test 
Wilcoxon Sign Rank Test (WSR) was a nonparametric test 
used to determine there is a significant difference between the 
two paired samples or two dependent samples. The equation 
for this methods was presented in (7) as follows. 
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Where: 
Z = value of Wilcoxon Sign Rank Test 
T = the ranksum from the data with fewer number of sign  
n = the number of data which do not have a difference of 
zero  
 
III. RESULTS 
A. The F-Measure Criterion  
The classification results by using features schemes and F-
Measure criterion showed that original features from the public 
sector (F2) have a better performance than the modified 
featured from the private sector (F1). The F2 scheme 
outperformed F1 scheme by 5.82% through 13.10% as 
presented in Table 4.  
TABLE 4.  F-MEASURE  RESULT 
Dataset 
Code 
Distance 
Method 
F-Measure 
F1 F2 Gap  (F2-F1) 
N1 Euclidean 0.3423 0.4734 0.1310 
N1 Manhattan 0.3418 0.4607 0.1190 
N2 Euclidean 0.3423 0.4734 0.1310 
N2 Manhattan 0.3418 0.4607 0.1190 
N3 Euclidean 0.3934 0.4516 0.0582 
N3 Manhattan 0.3582 0.4289 0.0707 
N4 Euclidean 0.3812 0.4700 0.0888 
N4 Manhattan 0.3633 0.4757 0.1124 
 
B. The AUC Criterion 
The classification results by using features schemes and 
AUC criterion also showed that original features from the 
public sector (F2) have a better performance than the modified 
featured from the private sector (F1). The F2 scheme 
outperformed F1 scheme by 4.22% through 9.56% as presented 
in Table 5. 
TABLE 5.  AUC  RESULT 
Dataset 
Code 
Distance 
Method 
AUC 
F1 F2 Gap  (F2-F1) 
N1 Euclidean 0.5200 0.6156 0.0956 
N1 Manhattan 0.5111 0.6000 0.0889 
N2 Euclidean 0.5200 0.6156 0.0956 
N2 Manhattan 0.5111 0.6000 0.0889 
N3 Euclidean 0.5511 0.5933 0.0422 
N3 Manhattan 0.5200 0.5711 0.0511 
N4 Euclidean 0.5467 0.6067 0.0600 
N4 Manhattan 0.5244 0.6089 0.0844 
C. Result from Wilcoxon Sign Rank Test 
The Wilcoxon Sign Rank Test, either using the F-Measure 
criterion or AUC criterion, yield p-value lower than 1% alpha. 
That condition showed the significant difference between F2 
Scheme and F1 Scheme. 
TABLE 6.  WILCOXON SIGN RANK TEST 
Model Criterion F1  Mean 
F2  
Mean P-value 
1 F-Measure 0.36 0.46 0.0078 
2 AUC 0.53 0.60 0.0078 
 
D. AUC Interpretation 
This paper showed the highest AUC using KNN was 
61.56% as presented in Table 5 (the bold value). The 
classification using the N1 dataset and other more complicated 
algorithms such as Logistic Regression (LR), Multilayer 
Perceptron (MLP), Random Forest (RF), Support Vector 
Machine (SVM), and Naive Bayes Multinomial (NBM) as 
presented in Table 7 showed that:   
• KNN performance on the F2 scheme is not inferior to 
MLP, RF, SVM, and NBM.  
• The F2 scheme is superior to the F1 scheme except on 
the use of the RF algorithm. 
TABLE 7.  AUC  COMPARATION FOR KNN AND OTHER ALGORITHMS 
Method 
AUC 
F1 F2 Gap (F2-F1) 
LR (ridge= 1e-8) 0.5689 0.6178 0.0489 
KNN (1-NN, Euclidean) 0.5200 0.6156 0.0956 
MLP  
(learning rate=0.3, epoch=500) 0.5556 0.5978 0.0422 
Random Forest  
(seed=1, iteration=100) 0.5800 0.5778 -0.0022 
SVM (polykernel, epsilon=1e-12) 0.4933 0.5000 0.0067 
Naive Bayes Multinomial 0.4978 0.5000 0.0022 
 
To assess the performance of a classification model, we can 
use the criterion that has been made by [23] as follows.  
TABLE 8.  INTERPRETATION FOR AUC  
AUC Interpretation 
0.90 - 1.00 excellent classification 
0.80 - 0.90 good classification 
0.70 - 0.80 fair classification 
0.60 - 0.70 poor classification 
0.50 - 0.60 failure classification 
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 IV. DISCUSSION AND CONCLUSION 
The superiority of F2 scheme compared to F1 scheme 
proved either using F-Measure criterion or AUC criterion. But 
its performance is not as expected. According to [23], in 
general, the classification performance from this research was 
"poor classification". In other words, the use of original 
features from public sector still not work well, so it needs 
further research to improve the classification performance. The 
case study has not been done in this paper due to data 
limitations. Further research can use the case studies to 
corroborate the results. 
Based on the above discussion we conclude: 
• The use of modified features from the private sector or 
original featured from the public sector financial 
statement was not good enough to be applied for 
opinion detection in the public sector. There was a must 
to use features that truly described the character of 
public sector financial statements. 
• This paper uses the small amount of data and locally 
from regions in Indonesia, then further research can 
make exploration through: 
1) The increase of the amount of data and additional financial 
reports from areas in different countries; 
2) The use of features that describe the public sector 
characteristics, both quantitative and qualitative data, both 
financial and non-financial data; 
3) The development of research models to examine the cause 
of the qualification more deeply.  
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