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Abstract— Increasingly demanding performance require-
ments for dynamical systems motivates the adoption of non-
linear and adaptive control techniques. One challenge is the
nonlinearity of the resulting closed-loop system complicates
verification that the system does satisfy the requirements at all
possible operating conditions. This paper presents a data-driven
procedure for efficient simulation-based, statistical verification
without the reliance upon exhaustive simulations. In contrast
to previous work, this approach introduces a method for online
estimation of prediction accuracy without the use of external
validation sets. This work also develops a novel active sampling
algorithm that iteratively selects additional training points in
order to maximize the accuracy of the predictions while still
limited to a sample budget. Three case studies demonstrate the
utility of the new approach and the results show up to a 50%
improvement over state-of-the-art techniques.
I. INTRODUCTION
As the demand for higher performance and/or efficiency
grows, advanced nonlinear control techniques will be relied
upon to achieve the increasingly more complex requirements
associated with such demands. While methods like model
reference adaptive control (MRAC) [1] and reinforcement
learning (RL) [2] have demonstrated large improvements
in performance and efficiency, a key challenge with com-
plex control techniques is certifying that the closed-loop
system can actually meet the requirements at all possible
uncertainties. The nonlinear (and possibly adaptive) nature
of the controller partly contributes to this difficulty since
the controller nonlinearities can result in drastically different
trajectories given only slightly different operating conditions.
Various verification techniques have been developed to
address this problem. If closed-form differential equations of
the closed-loop system are available, then it may be possible
to construct analytical certificates [3], [4] to provably verify
the closed-loop system satisfies the necessary requirements
under certain modeling assumptions. While analytical proofs
are extremely useful, they are difficult to implement on many
systems. Simulation-guided analytical methods [5]–[7] relax
this difficulty, but are still restricted by certain assumptions
and may be overly conservative due to the reliance upon
specific analytical functions for proof construction [8].
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Statistical verification techniques [9], [10] construct sta-
tistical certificates directly from simulations of the closed-
loop system. While these certificates do not suffer from
the same limitations as proof-based techniques and apply
to a wider range of systems, they are less absolute. If the
observed simulation data fails to adequately cover the entire
space of possible uncertainties, then the accuracy of the
certificate’s predictions in those unobserved regions will be
limited. However, it is prohibitively expensive to simply
saturate the set of all possible uncertainties with a large
number of simulations, particularly when the system requires
higher-fidelity verification models.
This work couples efficient data-driven statistical verifica-
tion [11] with active sampling [12] to carefully select sim-
ulations in order to minimize utilization of the model while
maximizing prediction accuracy. In particular, Section III
introduces a Gaussian process (GP) verification framework to
train GP-based prediction models on a small set of trajectory
robustness measurements and estimate the satisfaction of the
requirements at unseen perturbations. In order to quantify
the model’s confidence in these predictions, the framework
also includes a simple method for online computation of
prediction confidence using cumulative distributions. Sec-
tion IV exploits this validation metric to form a closed-
loop verification procedure that iteratively selects informative
training locations to improve prediction accuracy. As existing
active learning selection metrics [12]–[14] are not ideally
suited to this binary verification problem, we develop a new
tailor-made selection metric based on binary classification
entropy. Results in Section V demonstrate the new statistical
verification framework’s improvement in prediction error
when applied to three nonlinear systems.
II. PROBLEM FORMULATION
Consider the deterministic nonlinear system
x˙(t) = f(x(t),u(t),θ) (1)
subject to parametric uncertainties θ ∈ Rp, where x(t) ∈ Rn
is the state vector and u(t) ∈ Rm is the control input vector.
The open-loop plant in (1) is said to be deterministic; given
the same {x,u,θ}, the output will be the same every time.
Additionally, since the objective is to verify the closed-loop
system, the control inputs u(t) are assumed to be generated
by a known, deterministic control policy u(t) = g(x(t)).
The resulting closed-loop dynamics are a function of the
parametric uncertainties θ. These may include uncertainties
about initial state x(0) or uncertain parameters such as
mass/inertia properties of a physical system. Regardless of
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their source, parameters θ are treated as uncertain initial
conditions that affect the state dynamics. Although the exact
values of the parameters may be unknown at run-time, they
are assumed to fall within a known, bounded set Θ.
Assumption 1 The set of all possible perturbations θ ∈ Θ
is a known, compact, uncountable set Θ ∈ Rp.
In practice, Assumption 1 is not overly restrictive as most
physical systems will have known feasible bounds on the
operating conditions that can be used as Θ.
The trajectory of the closed-loop system is given by
Φ(x(t)|x0,θ) and defines the evolution of state vector x(t)
over the time interval t ∈ [0, Tf ]. Here, the nominal initial
state vector x0 is assumed to be fixed and known. If the
true initial condition x(0) is uncertain (x(0) 6= x0), then
x(0) can be modeled as the combination of known x0 and
corresponding elements of the unknown perturbations, i.e.
x(0) = x0 + θ. The resulting trajectory Φ(x(t)|x0,θ) will
ultimately determine whether the performance requirements
are satisfied at a particular θ condition.
A. Problem Description
The closed-loop system trajectory is expected to satisfy
certain pre-specified performance criteria. These criteria may
be supplied by a wide variety of sources and can include
relatively straightforward concepts like stability or bounded-
ness as well as more complex spatial-temporal requirements
such as those in Section V-B. This work assumes continuous
(non-binary) measurements indicate the robustness of the
trajectory to the requirements.
Assumption 2 Scalar variable y ∈ R measures the ro-
bustness of trajectory Φ(x(t)|x0,θ) . The sign of y indicates
satisfaction of the requirements (y > 0 signifies the trajectory
satisfied the requirements, while y ≤ 0 indicates failure).
As fixed x0 and condition θ completely define the evolution
of each trajectory, we write the measurements as y(θ) to
emphasize robustness is an explicit function of θ.
Signal temporal logic (STL) [15] commonly, but not exclu-
sively, provides these continuous measurements of robustness
to the requirements. Signal temporal logic is a mathematical
language for expressing the requirements as functions of
logical predicates and boolean and/or temporal operators.
In comparison to other temporal logic frameworks, STL
uniquely provides a continuous-valued robustness degree
ρϕ ∈ R to quantify the robustness of a trajectory with respect
to requirement ϕ. The availability of this ρϕ or a similar
measurement to quantify a trajectory’s robustness is central
to the approach in this paper. Similar work without the
availability of non-binary measurements has been presented
in [11], [16]. While it applies to a slightly larger class of
systems, the approach suffers from many limitations that will
be discussed later in this paper.
Even though continuous y(θ) measures the trajectory’s
robustness, the satisfaction of the requirements for deter-
ministic systems is purely binary: at given condition θ, the
corresponding trajectory will either satisfy the requirements
or it will not. Due to the binary aspect of the problem, the
feasible set Θ can be segmented into two unique sets.
Definition 1 The region of satisfaction Θsat contains all
θ ∈ Θ for which the resulting trajectory satisfies the
performance requirements,
Θsat =
{
θ ∈ Θ : y(θ) > 0
}
. (2)
Definition 2 The region of failure Θfail contains all θ ∈
Θ for which the resulting trajectory fails to satisfy the
requirements,
Θfail =
{
θ ∈ Θ : y(θ) ≤ 0
}
. (3)
It is assumed Θsat,Θfail 6= ∅. By construction, Θsat ∪
Θfail = Θ and Θsat ∩ Θfail = ∅. While the conditions
for membership in sets Θsat,Θfail are known, the sets
themselves are unknown in advance; it is not clear whether
an arbitrary θ belongs to Θsat or Θfail without running a
simulation. The verification goal is to compute an estimated
region of satisfaction, Θ̂sat.
Problem 1 Given a deterministic closed-loop system and
measurements of requirement satisfaction, compute an esti-
mated region of satisfaction Θ̂sat, with Θ̂fail = Θ \ Θ̂sat.
III. STATISTICAL DATA-DRIVEN VERIFICATION
Problem 1 can be viewed as a binary classification prob-
lem: predict whether θ belongs to Θsat or Θfail. Previous
work [11], [16] constructed Θ̂sat and Θ̂fail through support
vector machines (SVM) classification models. While the
results demonstrated the ability of the SVM-based approach
to product accurate estimates, there was no way to efficiently
quantify confidence in the predictions online without relying
upon external validation datasets. This mainly evolves out
of the fact binary classification models only utilize binary
evaluations rather than continuous y(θ). SVM extensions
such as Platt scaling [17] produce approximate measures
of confidence without validation sets, but these confidence
estimates rely upon artificial approximations of y(θ) output
from the SVM model rather than the true y(θ) values
themselves.
Although Assumption 2 indicates the sign of y(θ) can
always convert continuous y(θ) into binary evaluations, it
discards valuable information. In comparison to binary mea-
surements, y(θ) also quantifies “just how close” a satisfac-
tory trajectory came to failure or “how bad” an unsatisfactory
one performed. The main contribution of this section is a
new verification framework that trains a regression model in
order to avoid losing the information stored in the robust-
ness degree. Even though regression models replace SVMs,
the problem is still fundamentally binary classification. To
emphasize this, we label the new approach regression-based
binary verification. With the extra information, regression-
based binary verification also simultaneously provides ex-
plicit measures of prediction confidence online without any
additional validation dataset.
A. Gaussian Process Regression Model
The noise-free GP regression model is constructed from a
training dataset L of initial observations. This training dataset
consists of N pairs of θ values and their measurements
y(θ). The set of N observed perturbation conditions is D =
{θ1,θ2, . . .θN} while the measurements are grouped in
vector y = [y(θ1), y(θ2), . . . y(θN )]T . The training dataset
is then L = {D,y}. At its core, a GP defines a distribution
over possible functions that predicts the value of y(θ) in
unobserved regions of Θ. A more in-depth discussion of GPs
is found in [18]. Assuming a zero-mean prior, the end result
of the training process is a Gaussian posterior predictive
distribution at arbitrary location θ∗ with mean µ(θ∗) and
covariance Σ(θ∗),
µ(θ∗) = KT∗K
−1y
Σ(θ∗) = κ(θ∗,θ∗)−KT∗K−1K∗. (4)
Term K∗ is a N × 1 vector of κ(θ∗,θi) ∀i = 1 : N while
K is a N ×N matrix of κ(θi,θj) ∀i, j = 1 : N . Although
there are many possible options for kernel function κ, this
paper uses the squared exponential kernel with automatic
relevance determination (ARD) and kernel hyperparameters
ψ. In comparison to the isotropic squared exponential kernel,
the ARD kernel enables the hyperparameters to vary and thus
deemphasize elements of θ with minimal impact upon y(θ)
or emphasize those with high sensitivity.
The model presented in (4) is the standard GP model.
Although this is by far the most widely-used formulation, it
has been shown to have difficulty with higher-dimensional
systems. More complicated extensions [19], [20] decompose
the GP into the sum of additive models or find sparse
approximations of the full GP. For simplicity, we focus on
verification using standard GPs, but these more complex
extensions could be readily incorporated into our approach.
B. Importance of Hyperparameter Optimization
The choice in hyperparameters ψ greatly affects the GP
regression model and ultimately the posterior predictive dis-
tributions that define Θ̂sat, Θ̂fail. Interestingly enough, the
majority of works related to GP-based verification [14], [21]–
[23] make little-to-no mention of the choice of hyperparam-
eters or assume the optimal choice of hyperparameters that
perfectly replicates the underlying function for y(θ) is known
and fixed. For Problem 1, this assumption cannot be made
as little is known about the distribution of the robustness
degree over θ until after simulations are performed. Instead,
the hyperparameters must be chosen with only the current
available information, training dataset L.
The likelihood distribution of the hyperparameters with re-
spect to the training set L is given by P(ψ|L). The main issue
is that there is no closed-form solution to compute P(ψ|L)
and sampling-based approximations or Markov Chain Monte
Carlo (MCMC) methods are intractable. Instead, maximum
likelihood estimation (MLE) approximates the hyperparame-
ters with local optimums. These methods efficiently compute
a local maximum using steepest descent methods or gradient-
based methods [18].
C. Binary Predictions with Prediction Confidence
The posterior mean µ(θ) provides the basis for the binary
predictions. The mean represents the expected value of the
robustness degree, µ(θ) = ŷ(θ), and defines Θ̂sat,Θ̂fail
using the equivalent of Definitions 1 and 2 with ŷ(θ). Unlike
earlier work with SVM-based predictions [11], [16], the GP-
based model also quantifies the prediction confidence with-
out requiring an external validation dataset. The Gaussian
cumulative distribution function (CDF) associated with the
GP output determines the probability of satisfaction at each
θ location,
P(y(θ) > 0|L, ψ) = P+(θ) = 1
2
+
1
2
erf
( µ(θ)√
2Σ(θ)
)
, (5)
and indicates the likelihood of misclassification error there.
The choice of hyperparameters will also affect the CDF
describing the probability of requirement satisfaction. If the
true hyperparameters, labeled ψ∗, are known, then the actual
probability P(y(θ) > 0|L) = P(y(θ) > 0|L, ψ∗). However,
in the more likely case when ψ∗ is not known, the probability
of satisfaction is the marginal likelihood over all possible ψ,
P(y(θ) > 0|L) =
∫
P(y(θ) > 0|L, ψ)P(ψ|L)dψ . (6)
Since this integral requires P(ψ|L), the computation of the
total probability (6) is intractable as well and the MLE
approximation can be used in its place.
IV. CLOSED-LOOP STATISTICAL VERIFICATION
Data-driven verification must contend with the dueling
objectives of saturating Θ for better accuracy and mini-
mizing |L| due to computational costs. This work assumes
the primary source of computational cost is the simulation
model. In many applications, the model fidelity required
for accuracy verification is quite high. For instance, aircraft
simulations typically require a full nonlinear flight simulation
model to capture the interactions of flight dynamics, actuator
saturation, and control and their effects on performance.
Even with lower-fidelity models, verification may be part
of a larger process such as robust nonlinear control design,
which restricts the number of simulations that can be feasibly
allocated to each candidate controller. To model these practi-
cal limits, we assume the computational budget restricts the
number of simulations allocated to the verification procedure.
Assumption 3 The computational budget manifests as a
cap on the number of simulations, Ntotal.
As the space Θ is uncountable, the approach assumes there
exists an extremely fine discretization Θd which approxi-
mates Θ. Even with this finite discretization, |Θd|  Ntotal
and it is impossible to saturate Θd with training locations
D. The remaining, unobserved sample locations are labeled
U = Θd \ D.
1) Active Sampling: With L limited to Ntotal samples,
it is crucial to select the most informative training set. As
expected, the difficulty lies in the fact that the ideal training
set is unknown apriori. Rather than passively select training
datapoints, either randomly or in a structured grid, active
learning selects informative training samples in an iterative
manner. Active learning [12] describes a wide variety of
different procedures, all of which attempt to identify the
“best” samples to obtain in order to improve a statistical
model. Depending on procedure’s objective, the definition of
the best sample will change, even for the same exact model.
One of the most general approaches is the expected model
change (EMC) metric [13] used by our prior work in closed-
loop verification with binary measurements [16]. Though
mostly applied to SVM models, EMC can be extended to
GP regression models. The “best” sample θ is the point
most likely to induce the largest expect change in the model,
meaning θ = argmin |µ(θ)|. Conversely, the most common
GP-based approach is variance reduction [14]. While various
approximations or derivations exist [22], [23], the end goal is
to reduces the posterior variance of the GP model. Since it is
comparatively expensive to calculate the change in posterior
variance, the most common approximation is to select θ =
argmax Σ(θ) [14]. Regardless of their efficiency or accuracy,
none of these approaches directly address the fundamental
verification objective: to predict whether y(θ) > 0 or not.
Closed-loop statistical verification introduces a new selec-
tion metric to identify informative sample locations: binary
classification entropy. Unlike variance methods, which may
also use the term “entropy” [14], binary classification entropy
exploits the probability P(y(θ) > 0),
H(θ|L, ψ) = −
(
P+(θ) log2P+(θ)
+ (1− P+(θ)) log2(1− P+(θ))
)
,
(7)
rather than the entropy of Σ(θ).
Ideally, the best possible sample location θ would be
to minimize the total posterior entropy. Unfortunately, it
is impractical to compute the expected posterior change in
entropy for the same reason as variance reduction methods
[14]. Instead, closed-loop statistical verification selects the
sample location with the largest reduction in local entropy
θ = argmax
θ′
(
H(θ′|L, ψ)−H(θ′|L+, ψ)
)
= argmax
θ′
H(θ′|L, ψ). (8)
Once a sample is taken, the entropy at that location is 0;
therefore, the point with the largest magnitude of classifica-
tion entropy would have the largest reduction. Note that the
binary classification entropy is strictly non-negative.
2) Batch Sampling: While a sequential sampling proce-
dure based upon (8) will correctly guide the selection of
sample points as intended, it requires a large amount of
computational effort to continuously recompute the GP after
each iteration. Batching sampling presents one of the most
practical methods for reducing the retraining cost - select
multiple samples between retraining steps. Batch active
sampling methods [12], [13], [22], [23] lower the training
cost and exploit any inherent parallel computing capabilities.
These approaches select M datapoints at once and perform
their corresponding simulations in parallel. The challenge is
to ensure adequate diversity in the chosen batch set S in
order to avoid the selection of redundant trajectories.
The second major contribution of this paper is a batch ac-
tive sampling extension of (8) for closed-loop statistical veri-
fication. This approach utilizes importance weighting, essen-
tially modified importance sampling [24], to efficiently select
samples using only the current entropy. Unlike variance-
based procedures, this approach freezes the information and
selects the entire batch of M samples without any interme-
diate retraining. The current entropy H(θ|L, ψ) is used to
construct a probability distribution from which samples of
θ can be chosen, where regions with a large magnitude of
entropy will have a higher probability of selection,
PH(θ) =
1
ZH
H(θ|L, ψ) where ZH =
|θd|∑
i=1
H(θi|L, ψ).
(9)
Although pure random sampling based upon PH(θ) gener-
ates samples that are clustered in regions with large prob-
ability, it does not ensure adequate diversity in batch S.
Particularly when batch size M is low, it is desirable to
spread samples out across regions with similarly-high prob-
ability. The problem is that the randomly-selected samples
may inadvertently cluster into one area rather than spread
out, thus lacking diversity. In order to address this issue,
importance-weighting can be augmented with random matrix
theory methods to encourage diversity in the samples while
still steering samples towards regions with high probabil-
ity/entropy.
The central tool to encourage diversity is Determinantal
Point Processes (DPPs) [25]. DPPs are probabilistic mod-
els for efficient sampling that penalize correlations in the
samples and therefore can be used to discourage similarities
between samples. Algorithm 1 presents the batch active
sampling procedure using DPPs. Each iteration’s DPP forms
a θ-correlation matrix L from a large number (MT ≈ 1000)
of θ locations randomly generated according to PH(θ).
Since MT must be so large to approximate PH(θ), but the
batch size M is generally small, Algorithm 1 implements
a variant of DPPs called k-DPPs [26] to correctly obtain
M  MT samples in a sequential manner. Once a sam-
ple has been selected, the remaining samples are weighted
towards points with corresponding eigenvectors of L that
are orthogonal to that recently-selected sample. The finished
batch S disperses the selected θ locations among regions of
high entropy/probability with less redundancy. It is important
to note that while the k-DPP requires MT random samples
from PH(θ), it does not actually perform simulations at all
those locations and only introduces a small additional cost
over baseline importance sampling.
Algorithm 1 Batch active sampling using k-DPP.
1: Input: training set L, available sample locations U , T
batches, batch size M
2: Initialize: GP regression model, entropy H(θ|L, ψ)
3: for i = 1 : T do
4: Initialize: empty set S = ∅
5: Transform H(θ|L, ψ) into PH(θ)
6: Randomly generate MT locations, construct k-DPP
7: Obtain M samples according to k-DPP, add to S
8: Run simulations ∀θ ∈ S, obtain measurements yS
9: Add {S,yS} to L, remove S from U
10: Retrain regression model GP with new L
11: end for
12: Return: predicted Θ̂sat, Θ̂fail
V. EXAMPLES
This section demonstrates Algorithm 1 on three example
problems of interest. Two of the examples consider adaptive
control systems. The third examines a lateral-directional
autopilot and demonstrates closed-loop verification on a very
complex system with nonlinear open-loop dynamics, control
saturation, sensor models, and switching logic.
A. Example 1: Model Reference Adaptive Control
The first example is a concurrent learning model reference
adaptive control (CL-MRAC) system [27]. This problem
has been examined before with other approaches, namely
proof-based techniques that produced overly-conservative
analytical certificates [8] and data-driven certificates with bi-
nary measurements [11], [16]. The following subsection will
demonstrate that entropy-based active sampling procedures
can produce accurate data-driven certificates of satisfaction
without relying upon large training datasets.
In this problem, the open-loop plant dynamics are subject
to two uncertain parameters, θ = [θ1, θ2]T . The goal of
the system is to track a linear reference model with a
desirable second-order response (state xm(t)) over a 40
second trajectory. The tracking error, the distance between
the actual and reference trajectories, is given by e(t) =
xm(t)−x(t). The adaptive controller estimates the uncertain
parameters online and augments the nominal control input
with an additional component. As a result of the adaptive law
and the uncertainties, the closed-loop dynamics are nonlinear
and difficult to analyze.
While the CL-MRAC adaptive law ensures the asymptotic
convergence of the trajectory, it is difficult to prove bound-
edness of the transient errors. In particular, the performance
requirement considered in this example is that the tracking
error component e1(t) remains bounded within the unit ball
at all times,
ϕbound = [0,40] (1− |e1[t]| ≥ 0). (10)
The performance measurement y(θ) is the STL robustness
degree ρϕ(θ) given by
ρϕ(θ) = min
t′∈[0,40]
ρϕbound [t′](θ). (11)
The goal of the active sampling procedures is to measure
y(θ) = ρϕ(θ) at various training locations and predict
P(y(θ) > 0) at unobserved θ ∈ Θd. For this example, Θd
covers the space between θ1 : [−10, 10] and θ2 : [−10, 10]
with a total of 40,401 possible sample locations. It is unlikely
Ntotal = 40, 401 in most computationally-constrained sce-
narios, so the samples must be carefully selected to improve
the predictions.
Figure 1 compares the verification performance of Al-
gorithm 1 against batch versions of the existing EMC and
variance-based methods as well as passive, random sampling.
The procedures all start with the same 100 initial training sets
of 50 randomly-selected samples and operate in batches of
size M = 5 for a total of Ntotal = 350 points. Entropy-based
sampling outperforms all the competing techniques in aver-
age misclassification error. At the conclusion of the process
after |L| = 350 training points, Algorithm 1 demonstrates a
24.33% average improvement in misclassification error over
the closest competitor, variance-based sampling, as well as a
34.6% improvement over the EMC selection metric used by
closed-loop verification with binary evaluations [16]. Since
the four strategies all start from the same initial training
set and GP model in each of the 100 runs, the results
also directly compare their performance in each of those
test cases. Figure 2 plots the ratio of the 100 runs where
the misclassification rate of Algorithm 1 either matches or
exceeds that of the indicated competing strategy. The new
active sampling method matches or outperforms the top-
competing variance-based method in 88% of the runs.
Figure 3 illustrates the importance of hyperparameter
optimization when nothing is known about the correct choice
of hyperparameters. If the active sampling algorithms naively
fix the hyperparameters to their initial values and never
update them, then the prediction errors may actually increase
with additional simulation data. This mainly serves to high-
light the importance of the choice of hyperparameters and
potential issues with sampling approaches [22], [23] that
assume fixed hyperparameters.
B. Example 2: Adaptive Control with Complex Temporal
Requirements
The second example verifies the same CL-MRAC system
from Section V-A, but with a different set of performance
requirements. In this example, the adaptive system must
satisfy three different signal temporal logic specifications,
i.e. ϕ = ϕ1 ∧ ϕ2 ∧ ϕ3. These three specifications are
ϕ1 = ♦[2,3] (x1[t]− 0.7 ≥ 0) ∧
♦[2,3] (1.3− x1[t] ≥ 0),
ϕ2 = ♦[12,13] (x1[t]− 1.1 ≥ 0) ∧
♦[2,3] (1.7− x1[t] ≥ 0),
and ϕ3 = [22.4,22.6] (x1[t] + 1.6 ≥ 0) ∧
[22.4,22.6] (−1.2− x1[t] ≥ 0) .
(12)
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Fig. 1: (Example 1) Total misclassification error at batch size M =
5 over 100 randomly-initialized runs. Standard deviation intervals
correspond to 0.5σ bounds for easier viewing.
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Fig. 2: (Example 1) Percentage of the 100 runs where the entropy-
based procedure directly matches or outperforms the competing
approach given the same initial training dataset and GP model.
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Fig. 3: (Example 1) Average misclassification error of closed-loop
verification procedures with hyperparameter optimization versus the
same algorithms with static (constant) hyperparameters.
The total robustness measurement for each trajectory is then
y(θ) = min {ρϕ1(θ), ρϕ2(θ), ρϕ3(θ)}. (13)
This example considers the same two uncertain parameters
(θ1, θ2) from Section V-A, but adds a third parameter θ3 for
uncertain initial state x1(0). The new sampling set Θd covers
the space of θ1 : [−5, 5], θ2 : [−5, 5], and θ3 : [−1, 1] with a
grid of 214,221 possible sample locations. Just as with the
previous example, the four verification procedures start with
the same initial training dataset for each of the 100 runs.
In this example, these initial sets consist of 100 random θ
locations and the algorithms operate in batches of M = 10
points until they reach a total of Ntotal = 1, 050 samples.
Figure 4 displays the total misclassification error for all
four approaches while Figure 5 depicts the ratio of tests
where Algorithm 1 matches or outperforms the other three
strategies. The results reaffirm the conclusions from the
previous example: Algorithm 1 ultimately outperforms the
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Fig. 4: (Example 2) Total misclassification error at batch size M =
10 over 100 randomly-initialized runs. Standard deviation intervals
correspond to 0.5σ bounds.
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Fig. 5: (Example 2) Percentage of the 100 runs where the entropy-
based procedure directly matches or outperforms the indicated
approach given the same initial training dataset and GP model.
other approaches in at least 95% of tests, with a 33% and
35% improvement in mean misclassification error over the
EMC- and variance-based procedures.
Figure 6 highlights the use of the prediction confidence
(5) as an online validation tool to identify likely misclassi-
fication errors without external validation. Each θ queried
by the GP prediction model will return not just the binary
prediction (θ ∈ Θ̂sat or Θ̂fail), but also a confidence level
in that prediction. Not surprisingly, the GP model is more
likely to misclassify points with low confidence. Figure 6
displays the misclassification error rate for points with high
(≥ 95%) confidence. In comparison to Figure 4, the rate of
misclassification error is significantly lower, demonstrating
the GP prediction model correctly identified regions where
misclassifications are likely to occur. These results also show
that the prediction error is consistent across the various
open- and closed-loop verification procedures. This last fact
confirms the utility of GP-based, data-driven verification
and its prediction confidence value, regardless of the exact
sampling strategy.
C. Example 3: Lateral-Direction Autopilot
The third example examines an aircraft autopilot for
controlling lateral-directional flight modes. In particular, the
“heading-hold” autopilot turns the aircraft to and holds a
desired reference heading. The simulation model of the
autopilot and DeHavilland Beaver airframe is provided by
the “Aerospace Blockset” toolbox in Matlab/Simulink [28].
This simulation model includes numerous nonlinearities such
as the full nonlinear aircraft dynamics, nonlinear controllers,
and actuator models with position and rate saturations. The
provided “heading hold” autopilot then must satisfy several
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Fig. 6: (Example 2) Misclassification error within the 95% pre-
diction confidence levels. Unlike the total misclassification error,
this only counts prediction errors for points with high confidence.
Standard deviation intervals correspond to 0.5σ bounds.
performance requirements.
The requirement chosen for this example is the “altitude-
hold” requirement of the heading autopilot. In addition to
turning the aircraft to the desired heading angle, the autopilot
must also ensure the aircraft’s altitude remains within 35 feet
of the initial altitude when the reference command was given
[28]. This requirement can be written as
ϕheight = [0,Tf ](35− |x[t]− x[0]| ≥ 0), (14)
where Tf = 50 seconds is the final simulation time and x[t]
is the aircraft altitude (in feet) at time t. The performance
metric is similar to the last example with
y(θ) = min
t′∈[0,Tf ]
ρϕheight [t′](θ). (15)
The verification procedures test the satisfaction of ϕheight
against different conditions of the initial Euler angles and
longitudinal inertia, θ =[roll(0), pitch(0), heading(0), Iyy]T .
While satisfaction of other autopilot requirements can be
explored, such as heading angle overshoot or steady-state
tracking error, the altitude-hold requirement dominated the
other requirements during an initial trade-space exploration.
The space of allowable perturbations Θ spans roll(0):
[−60◦ , 60◦ ], pitch(0): [4◦ , 19◦ ], heading(0): [75◦ , 145◦ ], and
inertia Iyy : [5430, 8430] (kg · m2). The desired reference
heading was kept constant at 112
◦
. Set Θd discretizes Θ
into a normalized 4D grid with 937,692 possible locations.
This example uses the same general procedure from the
last two examples. During each of the 100 runs, the four
procedures start with the same randomly-generated initial
training set of 100 samples. The closed-loop procedures
then select 400 additional training samples in batches of
M = 5 points. As seen in Figure 7, the entropy-based
procedure outperforms the competing approaches to even
greater extent than preceding examples. The entropy-based
procedure produces below 3% average prediction error after
500 iterations, a 37% improvement over the closest variance-
based method and up to 50% over the other two. Similarly,
the results in Figure 8 show that entropy-based, closed-
loop verification will ultimately produce a lower prediction
error than the competing algorithms 100% of the time.
These results further highlight the consistently desirable
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Fig. 7: (Example 3) Total misclassification error at batch size M =
5 over 100 randomly-initialized runs. Standard deviation intervals
correspond to 0.5σ bounds.
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Fig. 8: (Example 3) Percentage of the 100 runs where the entropy-
based procedure directly matches or outperforms the indicated
approach given the same initial training dataset and GP model.
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Fig. 9: (Example 3) Misclassification error within the 95% pre-
diction confidence levels. Unlike the total misclassification error,
this only counts prediction errors for points with high confidence.
Standard deviation intervals correspond to 0.5σ bounds.
performance of Algorithm 1 for deterministic verification of
complex nonlinear systems.
Just like Figure 6, Figure 9 demonstrates the ability
of prediction confidence (5) to correctly identify points
with low accuracy. Once these points are removed, the
misclassification error rate drops considerably, regardless of
the sampling strategy. Where as Figures 7 and 8 highlight
the desirable impact of closed-loop statistical verification,
Figure 9 reaffirms the utility of the online validation aspect
of the new GP-based statistical verification framework.
VI. CONCLUSION
This paper presented new data-driven verification meth-
ods for simulation-based certificates of complex nonlinear
systems. In particular, we introduced a GP-based verification
framework to predict the satisfaction of requirements over the
full space of possible operating conditions. Additionally, this
new approach exploits the availability of continuous mea-
surements to quantify prediction confidence without external
validation sets. In many applications, the simulations them-
selves can be computationally expensive to obtain; therefore,
it is advantageous to minimize the number of simulations
required to obtain accurate predictions. The second contri-
bution of the paper is closed-loop verification using binary
classification entropy for active selection of future training
simulations. Using this strategy, the examples in Section V
demonstrated up to a 50% improvement in prediction error
over existing approaches for the same number of samples.
Ultimately, data-driven verification procedures are in-
tended for use within higher-level problems such as robust,
nonlinear planning or controller optimization. In those those
problems, verification is performed on each candidate control
policy in order to estimate their robustness and the generation
of candidate control policies is often an iterative process.
Thus, the process would typically cycle through a large num-
ber of candidate control policies and it is infeasible to test
all possible uncertainties for every candidate policy. Closed-
loop, data-driven verification aligns with those problems by
providing the controls engineer with the best approximation
of the robustness while restricted to a budget on the number
of allowable simulations during each verification step of the
iterative process. Upcoming work [29] has further developed
the closed-loop verification procedures and extended them to
stochastic systems.
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