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Abstract
We study the fixed parameter tractability of the counting version of a parameterization of the restrictive list H -coloring problem.
The parameterization is defined by fixing the number of preimages of a subset C of the vertices in H through a weight assignment K
on C. We show the fixed parameter tractability of counting the number of list (H,C,K)-colorings, for the case in which (H,C,K)
is simple. We introduce the concept of compactor and a new algorithmic technique, compactor enumeration, that allow us to design
fixed parameter algorithms for parameterized counting problems.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Given two graphs G and H , a homomorphism from G to H is any function mapping the vertices in G to vertices
in H , in such a way that the image of an edge is also an edge. In the case that H is fixed, such a homomorphism is
called an H -coloring of G. For a given graph H , the H -coloring problem asks whether there exists an H -coloring of
the input graph G. The more general version in which a list of allowed colors (vertices of H ) is given for each vertex
in G is known as the list H -coloring. The case in which the number of preimages of the vertices in H are part of
the input is known as the restrictive H -coloring or the restrictive list H -coloring. See [22] for more variations on the
problem and complexity results.
We consider the counting problems associated to the previous problems. The #H -coloring, the list #H -coloring,
the restrictive #H -coloring, and the restrictive list #H -coloring. The known results concerning their complexity are
summarized in Table 1. We use the term dichotomy for a property P and a problem Π when we know that Π is
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Complexity of the parameterized counting H -coloring problems
Problem P #P -complete Ref.
list #H -coloring (1) not (1) [21]
#H -coloring (1) not (1) [15,16]
restrictive list #H -coloring (1) not (1) [7]
restrictive #H -coloring (1) not (1) [7]
list #(H,C,K)-coloring (1) not (1) [9]
#(H,C,K)-coloring (2) not (2) and (H,C,K) irreducible [9]
(1) All the connected components of H are either complete reflexive graphs or complete irreflexive bipartite graphs.
(2) All the connected components of H −C are either complete reflexive graphs or complete irreflexive bipartite graphs.
polynomial time solvable on instances that satisfy P and #P-hard on instances that do not satisfy P . Observe that
most of the coloring problems have such a dichotomy.
In this paper, we continue the study of the various versions of the restrictive #H -coloring problem from the view-
point of Parameterized Complexity. The idea of parameterization appeared as an alternative approach to cope with
the hardness of combinatorial problems coming from the classic Complexity Theory. When parameterizing, we split
the input of the problem to a main part and a parameterized part, hoping that there exists an algorithm in which the
super-polynomial part of its running time depends exclusively of the parameter. When this holds and the parameter is
small, which might be the case for most real applications of the problem, we can consider such an algorithm efficient.
More formally, a parameterized problem is a pair (S,K) where S is the main part and K is the parameterized part.
The Parameterized Complexity settles the question of whether the problem is solvable by an FPT-algorithm with time
complexity
f (K)nO(1)
where f (K) is a (super-polynomial) function that depends only on the parameterized part and n is the size of the
input. If there exists such an algorithm, we say that the parameterized problem belongs to the class FPT. In a series
of fundamental papers (see [1,10–13]), Downey and Fellows defined a hierarchy of complexity classes, namely the
classes W[1] ⊆ W[2] ⊆ · · · ⊆ W[SAT ] ⊆ W[P ] and proposed suitable types of reductions such that hardness for
some of the above classes makes it rather impossible that a problem belongs in FPT (we recall that FPT ⊆ W[1]).
The previous theoretical framework is used for the classification of several parameterized problems according to
their parameterized complexity, and since then, it has been extended to problems of counting in [20] and [24,25].
See [20,23] for further references on Parameterized Complexity.
A parameterization for the restrictive H -coloring was defined in [4] where the parameterized part is H together
with the number of required preimages of some set C of vertices in H . The corresponding parameterized problem is
known as the (H,C,K)-coloring problem. In other words, in the triple (H,C,K), H is a fixed graph, C is the set
of vertices with restrictions, and K is a weight assignment on the vertices of C (encoded by a function K :C → N)
defining the number of the required preimages of these vertices. Thus, the partially weighted graph (H,C,K) consti-
tutes the parameterized part of the problem while the input graph G constitutes the main part.
In [4,9], we studied the complexity of the (H,C,K)-coloring problems and in [8] we provided efficient fixed
parameter algorithms for some particular classes of partially weighted graphs. See [5] for a survey on different para-
meterized problems based on H -colorings.
In this paper we are interested in finding classes of (H,C,K) for which the list #(H,C,K)-coloring problem is
fixed parameter tractable. In a previous paper [8], we have designed linear time fixed parameter algorithms for the list
(H,C,K)-coloring problem and for the (H,C,K)-coloring problem (see also [6]). In the present paper we consider
the class of partially weighted graphs, the simple partially weighted graphs introduced in [8], and we provide a fixed
parameter algorithm for the list #(H,C,K) problem.
One of the fundamental tools for designing efficient fixed-parameter algorithms for decision problems is the
so-called reduction to problem kernel. The method consists in constructing a polynomial time self-reduction that
transforms a problem input (S,K) to another instance (S′,K ′), in such a way that the size of the new instance de-
pends only on some function of K . The instance (S′,K ′) is referred to as the kernel. The interested reader can look
to [14,19,23] for discussions on fixed parameter tractability and the ways to construct kernels.
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counting problems (see for example [20,24,25]). However, so far, no progress has been done in the development of
algorithmic techniques for parameterized counting problems.
In this direction, we introduce a new algorithmic tool, that we call the compactor enumeration, which instead
of isolating a kernel to which the counting problem can be reduced to, develops a technique correspondent to the
“reduction to problem kernel” to deal with counting problems. We define a general type of set, called the compactor,
which contains a certificate for each class in a suitable partition of the solution space of (S,K). The size of the
compactor, as well as the sizes of its elements, depends only on the parameterized part of the problem. Formally,
given a parameterized problem Π , let Sol(S,K) be the set of solutions for input (S,K). We say that a set Cmp(S,K)
is a compactor for Sol(S,K) if
(1) |Cmp(S,K)| is a function that depends only on K .
(2) Cmp(S,K) can be enumerated with an algorithm whose complexity depends only on |Cmp(S,K)|.
(3) There is a surjective functionM : Sol(S,K)→ Cmp(S,K).
(4) For any s ∈ Cmp(S,K), the value |M−1(s)| can be computed within time f (K) nO(1).
Observe that when the above conditions hold, we obtain a fixed parameter algorithm for counting the solutions of
the initial problem by enumerating all the certifying structures and computing, for each one of them, the number of
solutions they certify.
We stress that our method is totally different than the one of reduction to a problem kernel as, in our approach, we
essentially reduce the counting problem to an enumeration problem. Moreover, the reduced problem does not consist
of an instance of the initial problem as it is the case in a kernelization. In particular, some of our compactors are sets
whose elements are defined by a structure formed with a suitable collection of functions.
The complexity of all our algorithms is linear in n, and it is of the form O(f1(κ)n + f2(κ)g + f3(κ) logn +
f4(κ)), where κ depends on (H,C,K), g is the number of connected components of G and f1  f2  f3  f4,
thus functions fi increase in complexity. We assume that the input graph is given as a collection of its connected
components, each connected component is given by an array of adjacency lists. In case that the connected components
are not given we incurred in an additional O(n+m) time to compute the connected components of G [3].
Finally, let us mention that several parameterized problems can be modeled as particular cases of the (H,C,K)-
coloring, in which (H,C,K) is a simple partially weighted graph. Therefore, the techniques developed in this paper
can be used to produce efficient fixed-parameter algorithms for other counting problems. For instance counting the
number of bipartite subgraphs of size k whose removal leaves a complete graph or counting the number of vertex
covers of size k. The later problem is known to be in FPT [20].
2. Definitions and preliminary results
2.1. Graphs, functions, and sets
Given a graph G, let V (G) denote its vertex set and let E(G) denote its edge set. For u,v ∈ E(G), {u,v} denotes
an edge between u and v and {u,u} a loop at vertex u. For U ⊆ V (G), G[U ] denotes the subgraph of G induced by U .
Following the terminology in [17,18] we say that a graph is reflexive if all its vertices have a loop, and that a graph is
irreflexive when none of its vertices is looped. We denote by g = g(G) the number of connected components of G.
For U ⊆ V (G), we use G−U as a notation for the graph G[V (G)−U ]. Given a vertex v let NG(v) = {u ∈ V (G) |
{u,v} ∈E(G)} denote the neighborhood of v in G.
Given a bipartite connected graph G, the vertex set V (G) is partitioned in two sets X(G) and Y(G) so that every
edge has an end point in the X-part and another one in the Y -part. We assume that the X and Y parts of a connected
bipartite graph are defined without ambiguity.
Given two graphs G and G′, with no vertices in common, their disjoint union is the graph G ∪ G′ = (V (G) ∪
V (G′),E(G)∪E(G′)), and their join is the graph G⊕G′ with vertex set V (G)∪ V (G′) and edge set
E(G)∪E(G′)∪ {{u,v} ∣∣ u ∈ V (G), v ∈ V (G′)}.
922 J. Díaz et al. / Journal of Computer and System Sciences 74 (2008) 919–937Fig. 1. A graph G a partial weight assignment (C,K) on H , and some of its restrictive H -colorings. Notice that there are 4 × 28 = 1024 restrictive
H -colorings of G and (C,K).
We use standard graph terminology: Kr,s denotes the complete irreflexive bipartite graph on two parts with r and s
vertices each, notice that Kr,0 denotes an independent set in the notation of a complete bipartite graph, and Krn denotes
the reflexive clique with n vertices.
For any function ϕ :A → B and any subset D ⊆ A, we define the restriction of ϕ to D by ϕ|D = {(a, b) ∈ ϕ |
a ∈D}. Given two functions ϕ :A→N and ψ :A′ →N, with A′ ∩A= ∅, the disjoint union of ϕ and ψ , is a function
from A∪A′ to N defined by:
(ϕ ∪ψ)(x)=
{
ϕ(x) if x ∈A,
ψ(x) if x ∈A′.
As usual, given two functions ϕ,ψ :A→N, define their sum ϕ+ψ as: for any x ∈A, set (ϕ+ψ)(x)= ϕ(x)+ψ(x).
We say that φ ψ if, for any x ∈A, φ(x)ψ(x). We denote by ∅ the empty function.
We often will need sets of consecutive indices, for n,m ∈N, we use the notation,
[n] = {1, . . . , n},
[−m] = {−m, . . . ,−1}, and
[−m,n] = {−m, . . . ,−1,0,1, . . . , n}.
2.2. H -coloring, variants and parameterization
Given two graphs G and H we say that a function χ :V (G)→ V (H) is an H -coloring of G if for any edge {x, y}
of G, {χ(x),χ(y)} is also an edge of H .
For fixed graph H and given a graph G, an (H,G)-list is a function L :V (G)→ 2V (H) mapping any vertex of G to
a subset of V (H). For any v ∈ V (G), the list of v is the set L(v) ⊆ V (H). Given an (H,G)-list L, a list H -coloring
of (G,L) (or a list H -coloring for short) is an H -coloring χ of G such that, for every u ∈ V (G), χ(u) ∈ L(u).
A partial weight assignment on H is a pair (C,K), where C ⊆ V (H) and K :C →N. We will refer to the vertices
of C as the weighted vertices. Given a partial weight assignment (C,K) on H together with an (H,G)-list L, a map-
ping χ :V (G)→ V (H) is a restrictive list H -coloring of (G,L) and (C,K), if χ is a list H -coloring of (G,L) such
that for all a ∈ C, we have |χ−1(a)| =K(a). In Fig. 1 we give examples of restrictive H -colorings of a graph G.
We consider the parameterization of the restrictive list H -coloring problem in which the partial weight assignment
(C,K) on H is selected as parameter. In order to simplify notation we represent by a triple (H,C,K) the target graph
and the weight assignment and refer to it as a partially weighted graph. For a partially weighted graph (H,C,K), we
use the notation S = V (H)−C, h= |V (H)|, c = |C|, s = |S| and k =∑c∈C K(c).
All the running times of the algorithms of this paper are expressed in terms of measures that depend either on
the size of the main part (|V (G)|, g) or the parameterized part (h, c, k). As our objective is to design parameterized
algorithms, the super-polynomial part of their running times will depend exclusively on the parameterized part. To
facilitate the reading of the paper, in Table 2 we give a summary of the values that appear in the analysis of the running
times of our algorithms.
A list (H,C,K)-coloring of (G,L) is a restrictive H -coloring of (G,L) and (C,K). For a fixed partially weighted
graph (H,C,K), given a graph G and an (H,G)-list L, the (H,C,K)-coloring problem asks whether there exists
a list (H,C,K)-coloring of (G,L).
The proposed parameterization allow us to capture some well-known parameterized problems as particular cases.
In Fig. 2 we present three examples, where the (H,C,K)-coloring problem corresponds to the parameterized inde-
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Notation and parameters used in the analysis of our algorithms
G
g # of connected components
n # of vertices of G (|V (G)|)
(H,C,K)
γ # of connected components of H
h # of vertices of H (|V (H)|)
c # of weighted vertices (|C|)
s # of non-weighted vertices (|V (H)−C|)
k total weight (∑c∈C K(c))
Fig. 2. Five partially weighted graphs (H,C,K). The first two correspond to the parameterized independent set and vertex cover and the last two
to the k-almost bipartite and the k-almost 3-coloring problem.
pendent set problem (IS), the parameterized vertex cover problem (VC), and the k-almost bipartite subgraph problem
(A-BIP) [27]. The shadowed regions represent the set C. This setting also allows us to consider new problems. For
example, the problem of determining the existence of a bipartite subgraph of size k such that the removal of all of
its vertices leaves a complete graph. This property holds if the complement of the given graph can be mapped to the
third partially weighted graph in Fig. 2 (C-BC), for some decomposition of k into a pair k1, k2 with k1 + k2 = k.
Another interesting problem is the almost 3-coloring problem which asks whether a given graph is 3-colorable under
the restriction that one of the colors can be used only to color k vertices, this problem corresponds to the (A-3C)
partially weighted graph in Fig. 2.
We are interested in counting the number of list (H,C,K)-colorings of a given graph and (H,G) list. We re-
fer to this counting problem as the list #(H,C,K)-coloring problem. We use the notation H(H,C,K)(G,L) for the
set of all list (H,C,K)-colorings of (G,L). Thus, the list #(H,C,K)-coloring problem asks for the cardinality of
H(H,C,K)(G,L). We often use H(G,L) when (H,C,K) is clear from the context.
In contrast to the H -coloring, if the input graph G has more than one connected component, in general an
(H,C,K)-coloring cannot be obtained as the disjoint union of (H,C,K)-colorings for their connected components.
This fact is expressed by the next two lemmata, whose proof is straightforward.
Lemma 2.1. Let (C,Ki), i = 1, . . . , t , be partial weight assignments of a fixed graph H and let G be a graph with
connected components Gi , i = 1, . . . , g. If, for any i, 1  i  s, χi is an (H,C,Ki)-coloring of Gi , then χ∗ =
χ1 ∪ · · · ∪ χt is an (H,C,K1 + · · · +Kg)-coloring of G.
Lemma 2.2. Let (H,C,K) and (H ′,C′,K ′) be two partially weighted graphs, let G and G′ be two disjoint graphs,
let χ be an (H,C,K)-coloring of G and let χ ′ be an (H ′,C′,K ′)-coloring of G′. Then χ ∪χ ′ is an (H ∪H ′,C ∪C′,
K ∪K ′)-coloring of G∪G′.
2.3. Types of components
Now we recall the definition of some types of partially weighted graphs on connected graphs, an illustration of
these types is given in Fig. 3.
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A connected partially weighted graph (H,C,K) is said to be a
• 1-component if E(H −C)= ∅.
• 2-component if H is a reflexive clique.
• 3-component if H is a complete bipartite graph.
A partially weighted graph (H,C,K) is said to be simple when, for each connected component H ′ of H , the partial
weight assignment (H ′,C ∩H ′,K|H ′) is either a 1-, 2- or 3-component.
Observe that for the partially weighted graphs given in Fig. 2, VC and C-BC, are 1-components (and thus simple),
while IS, A-BIP, and A-3C are not simple partially weighted graphs.
In our algorithm we assume that (H,C,K) is preprocessed once to compute the connected components of H , and
classify them according to the above three types. The overall additional computation can be performed in O(h2) time.
2.4. Kernelizations
We recall some of the results in [8] that we will use later to construct the compactors.
First we consider an equivalence relation on the vertices of a connected graph G. Let (H,C,K) be a partially
weighted graph. Given a graph G, together with an (H,G)-list L, define P to be the partition of V (G) induced by the
equivalence relation,
v ∼ u iff [NG(v)=NG(u) ∧ L(v)= L(u)].
For v ∈ V (G), Pv denotes the set {u | u ∼ v} and for any Q ∈ P , we select a representative vertex vQ ∈ Q. Observe
that, as G has no loops, the vertices in any equivalence class form an independent set. Furthermore, if there is an edge
joining two vertices in two different classes, then the subgraph induced by those classes is a complete bipartite graph.
We say that R ⊆ V (G) is a closed set of the partition P , if for any v ∈ R we have Pv ⊆ R. In [8] there is given
a construction that associates to a connected graph G and a partially weighted graph (H,C,K) a closed set, the
construction depends on whether (H,C,K) is a 1-, 2- or 3-component. These closed sets are used in [8] to define a
kernel graph. In the next section we use them to define a compactor.
Given a connected graph G and an integer k, the k-splitting of G is a partition of V (G) in three sets, (R1,R2,R3)
where R1 is the set of vertices in G with degree at least k, R2 is formed by the non-isolated vertices in G′ =
G[V (G)−R1] and R3 contains the isolated vertices in G′. This splitting corresponds to the classical kernelization for
Vertex Cover as given for example in [2].
Lemma 2.3. (See [8].) Let (H,C,K) be a partially weighted graph, where H − C is edge-less. Given a connected
graph G, let (R1,R2,R3) be the k-splitting of G. Then we have
• R =R1 ∪R2 is a closed set.
• If either |R1|> k or |R2|> k2 + k, then there are no (H,C,K)-colorings of (G,L).
• It is possible to decide in O(kn) steps whether |R1| k and |R2| k2 + k and, if so, compute the set R.
When H =Krh, for any partially weighted graph (H,C,K), there is a list (H,C,K)-coloring of (G,L) if an only
if there is a list (H,C,K)-coloring of (G′,L), where G′ = (V (G),∅).
Given a graph G together with an (H,G)-list L, the list-splitting of (G,L) is a partition of V (G) in two sets
(N1,N2), where N1 = {v ∈ V (G) | L(v)∩ S = ∅} and N2 = V (G)−N1.
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the (H,C,K)-coloring, empty positions correspond to 0’s.
Lemma 2.4. (See [8].) Let (H,C,K) be a weight assignment, where H =Krh . Given a graph G and an (H,G)-list L,
let (N1,N2) be the list-splitting of (G,L). Then we have
• N1 is a closed set.
• If |N1|> k, then there are no (H,C,K)-colorings of (G,L).
• It is possible to decide in O(hn) steps whether |N1| k and, if so, compute the set N1.
Observe that for any partially weighted graph (H,C,K) with H = Kxy , and given an (H,G)-list L, (G,L) has a
list (H,C,K)-coloring if and only if (G′,L) has a list (H,C,K)-coloring, where G′ = (X(G),Y (G),X(G)×Y(G)).
Therefore we may assume that G is a complete bipartite graph.
Let (H,C,K) be a partially weighted graph with H = Kxy . Given a complete bipartite graph G together with
an (H,G)-list L, the bipartite splitting of (G,L) with respect to (H,C,K) is a partition of V (G) in three sets,
(M1,M2,M3) where M3 = {v ∈ V (G) | L(v)∩ S = ∅}, M1 =X(G)−M3 and M2 = Y(G)−M3.
Lemma 2.5. (See [8].) Let (H,C,K) be a partially weighted graph with H = Kxy . Given a complete bipartite
graph G, let (M1,M2,M3) be the bipartite splitting of (G,L). Then we have
• M =M1 ∪M2 is a closed set.
• If |M1| + |M2|> k, then there are no (H,C,K)-colorings of (G,L).
• In O(hn) steps it is possible to decide whether |M1| + |M2|> k, if so, compute the set M .
3. Tribal graphs
We introduce some vertex-weighted graphs and extend the notion of list (H,C,K)-coloring to them. These con-
cepts will play a significant role later.
A tribal graph is a graph G together with a vertex weight assignment p :V (G) → N+. We call the vertices in
T (G) = {v ∈ V (G) | p(v) > 1} tribes of G and the vertices in I (G) = V (G) − T individuals of G. For sake of
readability, we denote a tribal graph as G˜, avoiding the explicit reference to the vertex weight assignment.
A list (H,C,K)-coloring of a tribal graph G˜ and an (H, G˜) list L is a mapping w :V (G˜) × V (H) → {0, . . . , k}
where:
(1) For all v ∈ V (G˜) and a ∈ S, we have w(v,a) 1.
(2) For all v ∈ V (G˜) and a ∈ C, we have w(v,a)K(a).
(3) For all v ∈ V (G˜), we have 1∑a∈H w(v, a) p(v).
(4) If {v,u} ∈E(G˜) then, for all a, b ∈H with w(v,a) > 0 and w(u,b) > 0, we have {a, b} ∈E(H).
(5) For all a ∈ C, we have ∑v∈V (G˜) w(v, a)=K(a).
(6) For all v ∈ V (G˜) and a ∈ V (H) with w(v,a) > 0, we have a ∈ L(v).
An example of a list (H,C,K)-coloring of a tribal graph is given in Fig. 4. Notice that if C = ∅, the above
definition coincides with the concept of list H -coloring. Moreover, in the case that, for any v ∈ V (G˜), p(v) = 1 we
obtain a list (H,C,K)-coloring of (G˜,L) by assigning to each vertex in G˜ the unique vertex in V (H) for which
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which L(u)= V (H), for any u ∈ V (G).
Given a list (H,C,K)-coloring of a tribal graph G˜ w, for any c ∈ C define π(w, c) =∑v∈V (G˜) w(v, c). Notice
that π(w, c) is the total number of preimages that vertex c gets in the coloring represented by w.
The following result assumes that a tribal graph G˜ and an (H, G˜)-list are represented by a data structure that holds
an array that, for each vertex v, keeps a circular linked list of neighboring vertices, an integer keeping p(v), and
a boolean array of size h representing L(v). We also use n˜ (m˜) to represent the number of vertices (edges) of a tribal
graph G˜.
Lemma 3.1. Let (H,C,K) be a partially weighted graph. Let G˜ be a tribal graph and let L be an (H, G˜)-list. Given
w :V (G˜) × V (H) → {0, . . . , k} we can check whether w is a list (H,C,K)-coloring of G˜ in time O(hn˜ + hrm˜).
Furthermore,∣∣{w :V (G˜)× V (H)→ {0, . . . , k}}∣∣ k(h+1)˜n,
and the set {w :V (G˜)× V (H)→ {0, . . . , k}} can be enumerated using (˜n+ h) steps per element of the set.
Proof. It is straightforward to see that we can check in time O(hn˜ + hrm˜) the 6 conditions on the definition of list
(H,C,K)-coloring for a tribal graph.
The number of mappings of V (G˜)×V (H) to {0, . . . , k} is at most ((k+1)c2s )˜n, as for each vertex we have to select
c weights in the range 0, . . . , k with total sum k, and s weights in the range {0,1}. Furthermore, it is straightforward
to see that all the mappings can be generated in order, with a cost of n˜+ h steps per element. 
In the remaining of the section, we assume that a connected graph G is given. We associate to G a tribal graph G˜
using the equivalence relation P . Our aim is to show that the set H(G˜,L) is a compactor for H(G,L). Although G˜
is different for each type of component, the construction follows in all cases the same basic step: the selection of an
adequate set of classes all of whose elements will be maintained in the tribal graph. Observe that V (G˜) can be seen
as a subset of V (G), therefore we keep the name L for the (H, G˜) list L|V (G˜).
Let R be a closed set. The tribal graph associated to (G,R) is defined to be
G˜= (G[R ∪ {vQ |Q∩R = ∅}],p),
where p(v)= 1 when v ∈R, and p(vQ)= min{|Q|, k + s} for any Q with Q∩R = ∅.
In our compactor construction we use the closed set associated to a graph G, depending whether (H,C,K) is
a 1-, 2- or 3-component, as described in the previous section. We also need some additional properties regarding
representability of the complements of the closed sets.
For a subset U ⊆ V (G) let N (U)= {NG(u) | u ∈U}. We say that subset U ⊆ V (G) is (l, t)-representable if each
element M ∈N (U) can be represented by a sorted list of numbers {α1, . . . , αlM } ⊆ {1, . . . , l} such that
(1) for all M ∈N (U), lM  l, and
(2) given u ∈U the list representing NG(u) can be computed in time t .
Lemma 3.2. Let (H,C,K) be a partially weight assignment and let G be a connected graph given together with an
(H,G)-list L. Then,
1. if H −C is edgeless, let (R1,R2,R3) be the k-splitting of G and set R =R1 ∪R2. Then, R is (k, k)-representable.
Furthermore, the tribal graph G˜ associated to (G,R,P) has at most k2 + 2k+ 2k+h vertices and O(k3 + k2k+h)
edges.
2. If H = Krh, let (N1,N2) be the list-splitting of (G,L). Then N1 is (1,1)-representable and the tribal graph G˜
associated to (G,N1,P) has at most k + 2h vertices and no edges.
J. Díaz et al. / Journal of Computer and System Sciences 74 (2008) 919–937 9273. If H = Kxy , let (M1,M2,M3) be the bipartite list partition of (G,L), and set M = M1 ∪M2. Then, M is (1,2)-
representable and the tribal graph G˜ associated to (G,M,P) has at most k + 2h+1 vertices and (k + 2h+1)2
edges.
Proof. To prove case 1, we have to take into account that for any v ∈R3 we have NG(v)⊆R1. Moreover, in the case
that R1 has at most k vertices, R1 can be represented by {1, . . . , |R1|}. Using those labels we can represent a subset
of R1 with a sorted list of numbers in the range {1, . . . , |R1|}. Using radix sort, the previous description allows us to
compute, for any given vertex v, the list representing NG(v) in time k.
In case 2 we may assume that G has no edges. This fact simplifies the equivalence classes as we only have one
type of neighborhood in G, the empty one. Thus, R is (1,1)-representable.
For case 3, notice that we can assume that G is a complete bipartite graph, therefore the number of different
neighborhoods on G is two, and any set of vertices of G is (2,1)-representable. 
4. The counting algorithm for connected graphs
In the previous section we have associated to a connected graph G a tribal graph G˜ that depends on the type of
(H,C,K). In this section, we prove that, in the three cases,H(G˜,L) is a compactor forH(G,L). For doing so we use
the two properties, first that R is a closed set, and second that R = V (G)−R is (l, t)-representable. Observe that from
Lemma 3.2 we know that the values of l and t depend only on the parameter. Our aim is to show that, in the case that
G is connected and (H,C,K) is a 1-, 2- or 3-component, the following algorithm solves the list #(H,C,K)-coloring,
when selecting the adequate choices for R, which depend on the type of component.
function Count-list-colorings(H,C,K,G,L)
(R,A,B) := Closed-set(H,C,K,G,L);
if R[0] = 0 then return 0; end if
GTR := Tribal(H,C,K,G,L,R,A,B);
ν := Count-exten(H,C,K,G,L,GTR);
output (ν)
end
In the above algorithm R is an array indicating the elements in the closed set R. R[0] holds a zero in the case that
the function computing R detects that there are no list (H,C,K)-colorings of (G,L). A and B are auxiliary arrays
used to maintain a double link between the possible neighbors of vertices not in R and a compact labeling of them,
as defined in Lemma 3.2. The relabeling is kept in array A while array B is used to keep the reverse relation. The
algorithms given in [8] can be easily adapted to implement the adequate Closed-set function the return in addition
to R the arrays A and B without increase in their complexity.
In the following subsections, we show some basic properties of compactors that follow from the definition of the
associated tribal graph. Once this is done, we analyze the complexity of the algorithms Tribal, which outputs the
associated tribal graph, and Count-exten, which computes the number of solutions. Finally, using the definition of
the closed set for the cases of 1-, 2- and 3-components, we conclude that the list #(H,C,K)-coloring, when G is
connected and (H,C,K) is a 1-, 2- or 3-component, has a fixed parameter algorithm.
4.1. Property (3) of the compactor
In this section we establish the relationship between H(G,L) and H(G˜,L) by showing that the third condition of
the definition of compactor holds for H(G˜,L). In order to obtain this result, we need the fact that R is a closed set
and the definition of P given at the beginning of Section 2.4.
Lemma 4.1. Let (H,C,K) be a partially weighted graph. Given a graph G together with an (H,G)-list L and
a closed set R, let G˜ be the tribal graph associated to (G,R,P). Then, there is a surjective functionM :H(G,L)→
H(G˜,L).
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Given a list (H,C,K)-coloring χ of (G,L) and a vertex v ∈ V (G˜), we define the function wχ :V (G˜)×V (H)→
N, as follows: For v ∈ T (G˜) and a ∈ V (H),
wχ(v, a)=
{1 if a ∈ S and a ∈ χ(Pv),
0 if a ∈ S and a /∈ χ(Pv),
|χ−1(a)∩ Pv| if a ∈ C.
For v ∈ I (G˜) and a ∈ V (H),
wχ(v, a)=
{1 if χ(v)= a,
0 otherwise.
As χ is a list (H,C,K)-coloring of (G,L), wχ satisfies conditions 1, 2, 4, 5, and 6 in the definition of tribal list
(H,C,K)-coloring (see Section 3). Furthermore, for v ∈ T (G˜), we have that 1 ∑a∈V (H) w(v, a). Also, from the
definition of wχ we have that
∑
a∈V (H) w(v, a)  |Pv| and that
∑
a∈V (H) w(v, a)  k + s, so
∑
a∈V (H) w(v, a) 
min{|Pv|, k + s} = p(v), thus condition 3 is also satisfied. Therefore, wχ is a list (H,C,K)-coloring of (G˜,L).
To finish the proof, we show that for any list (H,C,K)-coloring w of (G˜,L) there is a list (H,C,K)-coloring χ
of (G,L) such that wχ =w.
Let w be a list (H,C,K)-coloring of (G˜,L). We define a mapping
χ :V (G)→ V (H)
as follows: for every vertex v ∈ I (G˜), define χ(v)= a where a is the unique vertex in V (H) such that w(v,a)= 1.
For every vertex v ∈ T (G˜) with ∑a∈C w(v, a) = |Pv|, partition Pv into h disjoint sets {A(v, a) | a ∈ V (H)}, so
that, first |A(v, a)| = w(v,a) and second, ⋃a∈V (H) A(v, a) = Pv , notice that some of them may be empty. Observe
that as there are at least
∑
a∈V (H) w(v, a) vertices in Pv , we have enough vertices to guarantee that the sets with
non-zero size are disjoint. For any u ∈A(v, a), define χ(u)= a.
For every vertex v ∈ T (G˜), with ∑a∈C w(v, a) < |Pv|, we know that the sum ∑a∈C w(v, a) = k + s > k. There-
fore, there is a b ∈ S such that w(v,b)= 1. We partition Pv into h disjoint sets {A(v, a) | a ∈ V (H)} and a set B , such
that |A(v, a)| = w(v,a) and ⋃a∈V (H) A(v, a) ∪ B = Pv . For any u ∈ A(v, a), define χ(u) = a and, for any u ∈ B ,
define χ(u)= b.
Taking into account that any vertex in a class gets as image a vertex that was filled by some representative of
its tribe, and that both vertices have the same neighborhood and the same list, it follows that the χ defined is a list
(H,C,K)-coloring of (G,L). Furthermore, it is straightforward to check that χw =w. 
4.2. Computing G˜
In this section, we present a generic algorithm for computing the tribal graph G˜ and analyze its complexity. We
provide an implementation of the function Tribal that takes as input an instance of the list (H,C,K)-coloring and
a closed set R such that R is (l, t)-representable, and it produces a structure corresponding to the tribal graph G˜k+s
associated to G with individuals R. We associate to each vertex v ∈ V (G˜) a data structure formed by a boolean
array of size h holding a representation of L(v), an integer to keep p(v), and a circular list formed by the neighbors
of v.
Function Tribal uses a binary rooted tree that has a leaf for each possible equivalence class containing an element in
R ⊆ V (G). Each leaf holds a counter. Each tree edge holds a label. In the path from the root to a leaf, the sequence of
labels is split in two parts. The first part corresponds to the sorted list of numbers that represent the elements inN (R),
according to the (l, t)-representation. The second part is a binary string with length h that represents the subset of H
corresponding to the list of the vertices in the class. We refer to those binary strings as the mask of the corresponding
set. The array X keeps tracks of the vertices in G that will be used as representatives of the corresponding classes
in G˜.
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begin
Set T = ∅, U = NIL
for all v ∈N do
if v ∈R then X[v] = 1 else X[v] = 0 end if
end for
for all v /∈R do
α = Neigh(G,v,A);
β = Mask(v,G,L);
if Is(T ,α,β)
then Increment(T ,α,β, k + s)
else Insert(T ,α,β,1); Insert(U,v,α,β); X[v] = 1
end if
end for;
GTR = Graph(U ∪R);
while Next(U) = NIL do
(u,α,β)= Next(U);
Create u’s adjacency list from α, X and B
AddW(GTR, u,Value(T ,α,β))
end for;
for all u ∈R do
Create u’s adjacency list from G, X and B
AddW(GTR, u,1)
end for;
return GTR
end
Function Neigh implements the construction of a representation α of the neighborhood of a vertex not in R by a
sorted list of numbers in time t . Function Mask constructs the string β representing the set L(v).
We use the following functions on the tree data-structure. Function Is determines whether a vertex equivalent
with v has been inserted in the tree T . Function Inserts inserts a leaf in the binary search tree, identified by (α,β),
with weight 1. Function Increment increments by one the value hold in the specified leaf provided it does not overpass
k + s. Function Value returns the value held at the leaf determined by (α,β).
Function Graph creates a graph without edges on the specified vertices of G, maintaining the same assigned list
L(u) to the nodes. Function AddW assigns the given weight to the vertex.
The next result is obtained taking into account the previous description of the function Tribal and the fact that R is
(l, t)-representable.
Lemma 4.2. Let (H,C,K) be a partially weighted graph. Given a graph G together with an (H,G)-list L and a
closed set R such that R is (l, t)-representable we have that the function Tribal computes the tribal graph G˜ associated
to (G,R) in O(n(t + l + h+ rk)+N(l + h)+ kr<k) steps, where N = |N (R)| and rk and r<k are, respectively
the vertices with degree k or more or the vertices with degree less than k in R.
4.3. Property (4) of the compactor
We show how to compute the number of extensions of a given list (H,C,K)-coloring w of (G˜,L) to a list
(H,C,K)-coloring of (G,L). According to the results in Lemma 4.1 we want to compute
W(w,G)= ∣∣M−1(w)∣∣= ∣∣{χ |wχ =w}∣∣.
We make use of the function W which for any v ∈ T (G˜) is defined as follows
W(w,v)=
(|Pv|
τ
)
τ !∏
w(v,a)!
(|Pv| − τ
σ
)
σ !σ |Pv |−τ−σ ,a∈C
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Precomputing the values 1, . . . , k! and using repeated squaring we get the following result.
Lemma 4.3. Let (H,C,K) be a partially weighted graph. Given a graph G together with an (H,G)-list L and
a closed set R, let G˜ be the tribal graph associated to (G,R,P) and let w be a list (H,C,K)-coloring of (G˜,L).
Then, for any v ∈ T (G˜) and given w, G˜ and |Pv|, the value W(w,v) can be computed in O(k + logn).
The second step is to show how to compute W(w,G) using W(w,v).
Lemma 4.4. Let (H,C,K) be a partially weighted graph. Given a graph G together with an (H,G)-list L and
a closed set R, let G˜ be the tribal graph associated to (G,R,P) and let w be a list (H,C,K)-coloring of (G˜,L).
Then,
W(w,G)=
∏
v∈T (G˜)
W(w,v).
Proof. For any v ∈ T (G˜) and for any list (H,C,K) coloring χ that extends w, it holds that for any a ∈ C, |χ−1(a)∩
Pv| = w(v,a). Furthermore, for any a ∈ S with w(v,a) = 1, |χ−1(a) ∩ Pv| 1. To fulfill these conditions, we have
to select, in all possible ways, the elements that fill C with elements in Pv , which gives the factor(|Pv|
τ
)
τ !∏
a∈C w(v, a)!
, (1)
where τ =∑a∈C w(v, a). Next, we have to choose one vertex to cover any of the selected places in S, which gives
the additional factor(|Pv| − τ
σ
)
σ !,
where σ =∑a∈S w(v, a). The remaining members of the tribe can be placed in any of the σ positions in S, giving an
additional factor of σ |Pv |−τ−σ . The lemma follows noticing that the total number of extensions is the product of the
number of extensions for each particular tribe. 
Observe that if we can show that the number of nodes in G˜ is small (it depends only on k and h), then the previous
results implies that condition (4) in the definition of compactor holds.
Now we provide an implementation of the function Count-extent that takes as input an instance of the list
(H,C,K)-coloring and a tribal graph and computes |H(G,L)|.
function Count-exten(H,C,K,G,L,GTR)
begin
ν = 0
for all w :V (GTR)× V (H)→ {0, . . . , k} do
if w ∈H(GTR,L)
then
ν = ν +∏v∈T (GT ) W(w,v)
end if
end for
return ν
end
Observe that function Count-extent is a brute force algorithm that considers all possible tribal mappings. For
w ∈H(G,L), Count-extent computes the number of extensions. The algorithm returns the overall sum of all those
quantities.
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a closed set R, let G˜ be the tribal graph associated to G and R. Then, algorithm Count-exten outputs the number of
list (H,C,K)-colorings of (G,L) within
O
((˜
n logn+ h2m˜+ (h+ k)˜n)k(h+1)˜n)
steps.
Proof. Consider the function Count-exten, that given the associated tribal graph, computes the number of list
(H,C,K)-coloring of the graph G. Its correctness follows from Lemmata 3.1, 4.1 and 4.3.
From Lemma 3.1 we know that the number of candidate mappings of V (G˜)× V (H) in [k] is at most k(h+1)˜n. We
can check in time O(h2m˜ + hn˜ ) whether w ∈H(G˜,L). Furthermore, the candidate mappings can be generated in
O(˜n + h) time per mapping. According to Lemma 4.3, the computation of the number of extensions of a particular
coloring can be done in time O((k + logn)˜n ). 
4.4. Counting list (H,C,K)-colorings
Combining all the pieces in algorithm Count-List-Colorings and using Lemmata 2.3–2.5, 3.2, 4.2, and 4.5 we set
the following three counting results,
Theorem 4.6. Let (H,C,K) be a partially weight assignment, where H − C is edge-less. Given a graph G and an
(H,G)-list L, let (R1,R2,R3) be the k-splitting of G and let G˜ be the tribal graph associated to (G,R1 ∪R2). Then,
the adaptation of algorithm Count-List-Colorings outputs the number of list (H,C,K)-colorings of (G,L) within time
O
(
(k + h)n+ 2k+hk(h+1)(k2+2k+2k+h) logn+ kh22k+hk(h+1)(k2+2k+2k+h)).
Theorem 4.7. Let (H,C,K) be a partially weighted graph with H =Krh. Given a graph G and an (H,G)-list L, let
G′ = (V (G),∅), let (N1,N2) be the list-splitting of (G′,L), and let G˜ be the tribal graph associated to (G′,N1). Then,
the adaptation of algorithm Count-List-Colorings outputs the number of list (H,C,K)-colorings of (G,L) within time
O
(
hn+ (k + 2h)k(h+1)(k+2h) logn+ (h+ k)(k + 2h)k(h+1)(k+2h)).
Theorem 4.8. Let (H,C,K) be a partially weighted graph with H = Kxy . Given a connected bipartite graph G
together with an (H,G)-list L, let G′ = (X(G),Y (G),X(G)×Y(G)), let (M1,M2,M3) be the bipartite list-splitting
of (G′,L), and let G˜ be the tribal graph associated to (G′,M1 ∪M2). Then, the adaptation of algorithm Count-List-
Colorings outputs the number of list (H,C,K)-colorings of (G,L) within time
O
(
(h+ k)n+ (k + 2h+1)k(h+1)(k+2h+1) logn+ (h2k222h)k(h+1)(k+2h+1)).
5. Counting list (H,C,K)-colorings for simple weight assignments
In this section we provide a fixed parameter algorithm for counting the number of list (H,C,K)-coloring when
the connected components of H are 1-, 2- or 3-components. The graph H is decomposed as the disjoint union of γ
components, H−ρ, . . . ,Hη, for ρ,η ∈ {0, . . . , h}, where H0 is the disjoint union of the 1-components, for ι ∈ [η], Hι is
a 2-component, while for ι ∈ [−ρ], Hι is a 3-component.
Notice, the graph G may have different connected components, at least one for each component of H that contains
a vertex in C. We assume that G has g connected components {G1, . . . ,Gg}. Given an (H,G)-list L, we often have
to speak of a list coloring of a component Gi , we refer to this as a (Gi,L) coloring, understanding that we keep the
original list restricted to the adequate sets and that the mapping maps Gi to some connected component of H .
To define an equivalence relation between components of G, we introduce some further notation. For any i ∈ [g]
and ι ∈ [−ρ,η], let G˜iι be the tribal graph associated to (Gi,Liι), according to the type of (Hι,Cι,Kι) through the
corresponding splitting. Let G˜iι be relabeled so that if niι = |V (G˜iι)|, then V (G˜iι) = [niι]. Furthermore, we assume
that for any i, 1 i < niι, piι(i) piι(i + 1).
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otherwise β(i, ι,w)= 1.
For any ι ∈ [−ρ,η] we define the following equivalence relation on [g]:
i ∼ι j iff niι = njι
and ∀v ∈ [niι] piι(v)= pjι(v)
and ∀w : [niι] × V (Hι)→ [k] β(i, ι,w)= β(j, ι,w).
We say that two components of G are equivalent if they are equivalent with respect to all the components of H .
Formally, for i, j ∈ [g], i ∼ j iff ∀ι ∈ [−ρ,η] i ∼ι j . For i ∈ [g], let Qi denote the equivalence class of i.
Let Q be the partition induced in [g] by ∼. Taking into account that the number of vertices n˜ that appears in one
tribal graph is bounded by (k + h)(k2 + 2k + 2k+h) (the case of 1-components), we have at most(
(k + h)(k2 + 2k + 2k+h)k(k+h)(k2+2k+2k+h)2kh(k+h)(k2+2k+2k+h))γ
equivalence classes. Each class can be represented by an integer
zQ = min{|Q|, k(k+h)(k2+2k+2k+h)}
and a sequence of γ triples (nQι ,pQι ,βQι ), formed by an integer, a tribal weight, and a binary string of length at most
kh(k+s)(k2+2k+2k+h), representing respectively, the size of the vertex set, the size of the tribes, and the associated mask.
We need further definitions to establish the form and properties of the compactor. Recall that when w is a list
(H,C,K)-coloring of a tribal graph G˜, for any c ∈ C, π(w, c) =∑v∈V (G˜) w(v, c). For any Q ∈Q and ι ∈ [−ρ,η],
define
B0ι (Q)=
{
w :
[
nQι
]× V (Hι)→ [k] ∣∣ βQι (w)= 1 and ∀c ∈ C π(w, c)= 0},
B1ι (Q)=
{
w :
[
nQι
]× V (Hι)→ [k] ∣∣ βQι (w)= 1 and ∃c ∈ C π(w, c) > 0}
and the classes of functions
F0(Q)=
⋃
ι∈[−ρ,η]
B0ι (Q) and
F1(Q)=
⋃
ι∈[−ρ,η]
B1ι (Q).
Finally, define
F(G,L)=
{(
(AQ,oQ,BQ)
)
Q∈Q
∣∣∣ ∀Q ∈Q
AQ ⊆F1(Q) and oQ :AQ → [k]
and BQ ⊆F0(Q)
and ∀a ∈ C
∑
Q∈Q
∑
w∈AQ
oQ(w)π(w,a)=K(a)
and |Q| |BQ| +
∑
w∈AQ
oQ(w)
}
.
In the next result we prove that the set F(G,L) satisfies properties (1)–(3) of the definition of compactor.
Lemma 5.1. Let (H,C,K) be a simple partially weighted graph. Given a graph G together with an (H,G)-list L,
then there is a surjective mapping from H(G,L) into F(G,L). Furthermore, |F(G,L)| sz(k,h) and the elements
of F(G,L) can be enumerated using time O(tm(k,h)) per element, for suitably selected functions sz and tm.
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coloring χ of (G,L), set χi to be the restriction of χ to Gi . Set χ(i) ∈ [−ρ,η] be such that χ(Gi) ⊆ Hχ(i). Let wi
be the coloring of G˜iχ(i) in Hχ(i) constructed from χi according to Lemma 4.1 together with the suitable relabeling
of the vertices.
For each equivalence class Q ∈Q define
χ(Q)= {wi | i ∈Q},
χ+(Q)=
{
wi ∈ χ(Q)
∣∣∣∑
c∈C
π(wi, c) 0
}
and
χ−(Q)=
{
wi ∈ χ(Q)
∣∣∣∑
c∈C
π(wi, c)= 0
}
.
For any w ∈ χ+(Q) set oQ(w) = |{wi = w | i ∈ Q}|. It is straightforward to show that the sequence σχ =
((χ+(Q), oQ,χ−(Q)))Q∈Q belongs to F(G,L).
Our next step is to show that for any sequence σ ∈F(G,L) there is a list (H,C,K)-coloring ϕ of (G,L) such that
σϕ = σ . Observe that by construction, for any equivalence class Q, we have to define an assignment of components
in Q to functions in AQ ∪BQ that verifies the following properties:
(1) Each one of the mappings f ∈AQ is assigned to exactly oQ(f ) components in Q.
(2) Any coloring in BQ is assigned to at least one component in Q.
In this way we end up with an assignment that associates to any component of G a mapping. Notice that the last
condition in the definition of the elements in F(G,L) insures the existence of sufficient components in Q to get
at least one element for each mapping. For any i ∈ [g], let ϕi be the coloring obtained after extending to Gi the
mapping assigned to i, according to Lemma 4.1, and let ϕ be its disjoint union. From the definition of F(G,L), and
Lemmata 4.1, 2.1, and 2.2, we get that for all a ∈ C, |ϕ−1(a)| = k(a). Furthermore, ϕ is a list H -coloring of (G˜,L)
as a consequence of the definition of equivalence between components and its definition.
Finally notice that, from the bound on the number of classes, the fact that the number of elements in any tribal
graph associated to a component is bounded by a function of k, and the fact that each tribal coloring has range [k],
we have that F(G,L) has size bounded by a function of k and h. The algorithmic cost of generating the last element
comes from standard techniques: we combine the generation of all the subsets of functions and all the combinations
of tuples and then check for the properties that define those elements in F(G,L). As the size of the representation is
bounded by a function of k and h, the claim follows. 
It remains to show property (4) of the compactor. We want to compute, for any sequence σ ∈F(G,L), the number
of list (H,C,K)-colorings χ of (G,L), such that σχ = σ . Observe that this computation can be done as the product
of the number of extensions of the triple associated to each class Q.
Assume that σ ∈ F(G,L) and fix an equivalence class Q. We consider first all the ways to assign the colorings
represented by the triple (AQ,oQ,Bq) to all the connected components of G present in Q. Once we have one such
assignation we wish to compute the number of colorings of a component Gi ∈ Q that the assigned tribal coloring
represents. Notice that the same tribal coloring w used as coloring for a G˜iι, can be extended in a different number
ways to a coloring of Gi than when considered as a coloring for G˜jι.
We give a recursive definition that allows us to compute the number of extensions of the colorings represented by
(AQ,oQ,Bq). We have to define an assignment of components in Q to functions in AQ∪BQ, satisfying the following
two properties: any coloring in w ∈ AQ must be used oQ(w) times and any coloring w ∈ BQ must be used at least
once. To simplify the presentation we replace AQ by a multiset AQ in which any function w ∈ AQ appears oQ(w)
times. We also make use of the function W(w,G), as defined in Lemma 4.3. Without loss of generality we assume
that Q= {G1, . . . ,G|Q|}. We work on triples (r,M,N) where 0 r  |Q| represents the first r connected component
of G in the class Q, M ⊆AQ (a multiset), and N ⊆ BQ. We define T (r,M,N) recursively as follows:
T (0,M,N)=
{
1 if M =N = ∅,
0 otherwise,
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T (r,M,N)=
∑
w∈M
T
(
r − 1,M − {w},N)W(w,Gr)
+
∑
w∈N
T (r − 1,M,N)W(w,Gr)
+
∑
w∈N
T
(
r − 1,M,N − {w})W(w,Gr).
Lemma 5.2. Let (H,C,K) be a simple partial weight assignment. Given a graph G together with an (H,G)-list L
and a set (AQ,oQ,BQ) of colorings which can be used on the components in class Q, then T (|Q|,AQ,BQ) is the
number of colorings χ of (Gi)i∈Q for which σχ = ((AQ,oQ,BQ)).
Proof. The correctness follows from the shape of the tribal colorings. If we take an element in the compactor, any
(H,C,K)-colorings of G represented by this element is obtained by an adequate selection of the mapping associated
to a connected component of G. In this selection, the last connected component of G must be mapped using one of
the allowed colorings. If the mapping belongs to the set BQ, we have two cases, either the mapping has been used
previously, which corresponds to the second term in the recurrence, or the mapping has not been used previously,
which corresponds to the third term in the recurrence. Finally, observe that the number of mappings is the product of
the number of extensions of the tribal colorings. 
The function T (r,M,N) computes the number of ways of extending a particular element of the sequence σ ∈
F(G,L) to a list coloring. Taking into account the disjointness of the classes in the partition of connected components,
the result can be used to compute the total number of colorings that extend σ .
Theorem 5.3. Let (H,C,K) be a simple partial weight assignment. Given a graph G together with an (H,G)-list L,∣∣H(G,L)∣∣= ∑
σ∈F(G,L)
∏
Q∈Q
T
(
nQ,AQ,BQ
)
.
Furthermore |H(G,L)| can be computed in time O(γ (k + h)n+ f1(k,h)g + f2(k,h) logn+ f3(k,h)), for suitable
functions.
Proof. The computation of the number of list (H,C,K)-colorings for simple partially weighted graph follows three
main phases:
(1) For any i ∈ [g] and any ι ∈ [−ρ,η] we have to compute the corresponding G˜iι. All those computations together
require,
g∑
i=1
γ ni(h+ k)+ γ
(
k3 + k2k+h)= γ (h+ k)n+ g(hk3 + hk2k+h)
steps. In the above formula we have taken the most costly computation for the 1-component.
(2) The second step is to compute the values of the β function. At the end of the phase we will end up with information
for each class Q ∈Q: the value |Q| and its mask, and the sets F0(Q) and F0(Q). All those computations can be
done using only the graphs G˜iι. Therefore, the overall time depends on g but not on n. This gives the contribution
gf1(k,h) with an additive component that depends only on the k and h.
(3) The last phase is implemented by an enumeration of F(G,L). For each element and class, we use dynamic
programming to compute a table holding all the values T (r,M,N). Notice that the size of the table is a function
of the parameters. Therefore the unique cost that depends on n is the computation of the function W that requires
logn time. Thus, the overall contribution is f2(k,h) logn plus some additive factors that only depend on the
parameters k and h. 
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If in the definition of (H,C,K)-coloring we replace “=” with “,” we get what we call an (H,C,K)-coloring
of G. We can redefine all the parameterized versions in the same way, replacing the notion of (H,C,K)-coloring for
that of (H,C, K)-coloring as it was done in [6]. Thus, the (H,C, K)-coloring problem checks whether G has
an (H,C,K)-coloring. The list (H,C,K)-coloring problem checks whether G has a list (H,C,K)-coloring.
In the same way we consider the #(H,C,K)-coloring and the list #(H,C,K)-coloring problems corresponding
to their counting versions.
In a similar way, we can define the -equivalent denoted by (H,C,K) ∼ (H ′,C′,K ′). We use H(H,C,K)(G)
to denote the set of (H,C, K)-colorings of graph G, and H(H,C,K)(G,L) to denote the set of list (H,C, K)-
colorings of a graph G and an (H,G)-list L.
Let us call algorithm Count-List-Colorings-leq the variation of the algorithm Count-List-Colorings in which the
condition w ∈H(G˜k+s ,L) is replaced by the condition w ∈H(G˜k+s ,L). Observe that, as we were looking to all
the possible mappings, this includes the ones that do not cover completely the weighted vertices. Furthermore, the
time bounds are the same as before.
By replacing the corresponding line in the derived counting algorithms and using the adequate compactors, we can
design a counting algorithm for the cases in which G is connected and (H,C,K) is simple.
Theorem 6.1. Let (H,C,K) be a partially weighted graph. Given a connected graph G and an (H,G)-list L, then the
adaptation of algorithm Count-List-Colorings-leq outputs the number of list (H,C,K)-colorings of (G,L) within
time
• O((k + h)n+ 2k+hk(h+1)(k2+2k+2k+h) logn+ kh22k+hk(h+1)(k2+2k+2k+h)) when H −C is edgeless.
• O(hn+ (k + 2h)k(h+1)(k+2h) logn+ (h+ k)(k + 2h)k(h+1)(k+2h)) when H =Krh .
• O((h+ k)n+ (k + 2h+1)k(h+1)(k+2h+1) logn+ (h2k222h)k(h+1)(k+2h+1)) when H =Kxy .
Finally, we redefine the compactorF(G,L) for the case of simple partial weight assignments. We use the notation
given in Section 4 and restate the unique change in the definition of compactor.
F(G,L)=
{(
(AQ,oQ,BQ)
)
Q∈Q
∣∣∣ ∀Q ∈Q
AQ ⊆F1(Q) and oQ :AQ → [k] and BQ ⊆F0(Q)
and ∀a ∈ C
∑
Q∈Q
∑
w∈AQ
o(w)
∣∣w−1(a)∣∣K(a)}.
Then, using similar arguments as those in Lemma 4.1 we have
Lemma 6.2. Let (H,C,K) be a simple partially weighted graph. Given a graph G together with an (H,G)-list L,
then there is a surjective mapping from the set H(G,L) into the set F(G,L).
Finally, taking into account that the structure of the assignment of list (H,C,K)-coloring of the tribal graph to
the components is similar, using the same dynamic programming schema as in Theorem 5.3, we get
Theorem 6.3. Let (H,C,K) be a simple partial weight assignment. Given a graph G together with an (H,G)-list L,
|H(G,L)| can be computed in time O(γ (k + h)n+ f1(k,h)g + f ′2(k,h) logn+ f ′3(k,h)), for suitable functions.
7. Conclusions and open problems
We have shown that for the family of simple partially weighted graphs the list #(H,C,K)-coloring and the list
#(H,C, K)-coloring problems each have an efficient fixed parameter algorithm. In doing so, we have introduced
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problems.
Two lines of future research can be highlighted. The first one is to explore the possibility of designing algorithms
for the counting version of other parameterized problems (for recent work in this direction, see [26]). The second one
is to continue in the analysis of the parameterized complexity of further families of partially weighted graphs.
For the second line of research it is worth mentioning the way in which we obtained the class of simple partially
weighted graphs. We started from the characterization of the graphs H for which the #H -coloring is solvable in poly-
nomial time. According to [16] those are the graphs whose connected components are either a complete reflexive graph
or a complete bipartite irreflexive graph. The 2- and 3-components were obtained by fixing number of the preimages
of some of the vertices in such components. The 1-components were obtained from a complete bipartite graph, allow-
ing the removal of some edges joining restricted vertices to non-restricted vertices and the addition of edges between
restricted vertices. For the case of 2-components, removing loops in the restricted part allows to capture problems
like independent set which is not in FPT (see Fig. 2). It remains open to explore whether the removal of some loop
edges in the non-restricted part gives rise to more FPT counting problems. Observe that this extended 2-component
includes the fourth partially weighted graph given in Fig. 2 (A-BIP) that describes the k-almost bipartite subgraph
problem whose decision version belongs to FPT [27]. It remains also open to study the effect on the 3-components of
the addition and removal of edges in the parameterized complexity of the corresponding problems. To this latest class
belongs the fifth partially weighted graph given in Fig. 2 (A-3C), which is obtained adding edges between the para-
meterized and non-parameterized part of a 3-component. As already mentioned before, the parameterized complexity
of the almost 3-coloring problem also remains open.
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