other hand, anisotropy due to stress or shallow fracturing can cause difficulties in obtaining good P-S images of the reservoir. In particular, the interference between S1 and S2 modes can degrade both amplitudes and resolution of the P-S data. In this case, the shear wave splitting must be corrected, in order to maximize the value of the shear waves for mapping the reservoir.
M ulti-component acquisition on land (3C) provides valuable insight into a variety of reservoirs and is now cost-competitive with conventional P-wave acquisition. There are various advantages to 3C data, but one of the most important is the use of shear waves for reservoir characterization -in particular for lithology identification and fracture analysis. For lithology identification, the ability to isolate the effect of the shear modulus is invaluable. Joint P-P and P-S inversion provides better lithology identification than either one alone. A key step to realizing this goal is obtaining the highest possible resolution shear wave image. Fracture analysis is often tackled with P-wave data alone, using velocity or amplitude variation with azimuth. These require a good distribution of offsets for each azimuth. However, when multi-component data are available, they offer a robust, direct approach to seismic fracture characterization through shear-wave splitting analysis. Ideally, P-wave analysis and shear wave splitting analysis are used together to reduce risk.
It is important to note that our elastic seismic waves, either P or S, are sensitive to velocity anisotropy in the subsurface, whatever the cause may be. Although aligned open fractures are a common cause, other mechanisms are equally important, such as crack-like, low aspect ratio pore structure aligned with the local stress field. Both of these mechanisms can be important, depending on the exploration play and can be investigated using the differing sensitivities of P-and S-waves to velocity anisotropy.
Shear wave splitting is something of a two-edged sword. If splitting is present in the reservoir, it is often indicative of fracturing which can be associated with increased permeability. It can be a powerful method of characterizing both anisotropy orientation (from the fast (S1) direction) and intensity (from S1-S2 time delay). These are important in understanding fluid pathways in fractured reservoirs. On the special topic first break volume 27, September 2009 Data Processing and a layer stripping procedure is required to unravel deeper anisotropy directions.
First let us better understand the 'signature' of shear wave splitting as observed in 3D multi-component surveys. Figure 2a is the model geometry in plan view. The fractures, oriented N45E, are shown as a hashed circle. At the centre is the conversion point (CCP) -the effective shear wave source point. Eight 2C horizontal receivers are shown as black arrows oriented radially and tangentially to this source point, at constant offset. When the radial P-SV wave encounters this anisotropic medium it splits (Figure 2b ) into fast (red) and slow (blue) modes. The green axis, parallel to the fractures, is the 'isotropy plane' and the orange axis is the 'symmetry-axis plane'. For shear waves aligned with either axis of the natural coordinate system there is no splitting. Hence, along the two symmetry planes we see the full ampliOn the other hand in the presence of azimuthal anisotropy, the polarizations are no longer determined by the acquisition geometry, but by the natural axes of the anisotropic medium, as shown in Figure 1b . In this figure, the incident P wave converts to an SV wave at the bottom reflector. However, as it passes through the anisotropic layer above, it becomes polarized according to the anisotropy (stress or fracture) orientation. Approximating the SV raypaths as near vertical, there will be a fast (S1) polarization which is parallel to the fractures and a slow (S2) polarization which is orthogonal to them. The difference in wave speed for these two modes causes them to become separated in time, each arriving with their distinctive polarizations at the receiver location. Thus the waves carry the imprint of the anisotropic medium. Of course it may be that there is more than one such layer in which case the imprint corresponds to the shallowest layer, Data Processing or blue) that is of interest. Note that their polarity is constant at all azimuths. The red and blue shading now shows the amplitudes of fast and slow respectively -as measured on the radial. At the right is the corresponding synthetic seismogram illustrating the S1 and S2 modes measured on radial as a function of azimuth. It is often erroneously thought that the travel times here are sinusoidal. They sometimes appear to be so, but in fact this is a side effect of mixing between S1 and S2 modes with a time delay between them.
The transverse component has a distinctly different character. From the schematic on the left of figure 3b, note that since there is no shear wave splitting in the symmetry planes, the amplitude drops to zero on the transverse comtude of the original P-SV wave, with some time difference. At any intermediate azimuth, that P-SV wave is split into two components. The resulting amplitudes are illustrated by the coloured ellipses, with the S1 amplitude dropping to zero in the symmetry-axis plane and the S2 amplitude dropping to zero along the isotropy plane. Now, we consider the appearance of the shear wave arrivals which result from the splitting.
In figure 3a we examine the radial component alone. Here it is the projection of the split shear waves on the radial component (red or blue) that is of interest. The original split shear waves in the natural coordinate system are shown in gray, and it is their projection on the radial component (red 
Data Processing
The other alternative is to remove the effect of anisotropy by a 'layer-stripping' procedure, which results in a new radial and transverse dataset with reconciled S1 and S2 event times after each layer is corrected. A common method consists of the following steps: 1. Rotate the prestack data from radial-transverse (R-T) coordinates to S1-S2 coordinates. 2. Weighted sum to determine the P-S1 and P-S2 stack traces in the analysis window. 3. Determine a shift by cross-correlation of P-S1 and P-S2 stack traces. 4. Apply the shift on the prestack data to align all S2 traces to S1. 5. Rotate the aligned traces back to the R-T coordinate system. This can be then be repeated as necessary, layer by layer. This method is useful for eliminating the effect of overburden anisotropy to improve the reservoir image, or to perform subsequent anisotropy analysis at the reservoir level.
When we wish to generate separate P-S1 and P-S2 images, care is needed to account for amplitude effects which are related to the relative azimuth of the trace and the S1 or S2 directions. This is seen in Figure 4 , which shows the P-S1 synthetic from Figure 3 after it has been rotated to S1 and S2 coordinates. Obviously this cannot be stacked directly as it contains a polarity reversal which is purely acquisition geometry-related. A least-squares method can be used to generate optimally weighted stacks for P-S1 and P-S2. Acceptable results are also obtained by a simple polarity correction.
Applications
The first example is from a heavy oil reservoir in Alberta, Canada. The converted wave data have several potential applications in heavy oil developments, such as: identification of shale volume through V P /V S ratio analysis, tracking temperature changes in 4D surveys, as well as identifying local variations in velocity anisotropy by shear wave splitting analysis. Shale volume is a particularly important parameter for the heavy oil recovery processes because shale units act as barriers or baffles to steam movement, which reduces the recovery factor.
The primary objective was to obtain an improved image of the reservoir which was poorly resolved using the initial isotropic processing flow. Figure 5 shows a comparison of the P-P migrated section on the left and P-S on the right after post-stack migration of the original radial processing, and approximate compression to P-P time. While the P-S section has tantalizing suggestions of lithology effects, these are obscured by the generally lower resolution of the image. Prestack shear wave splitting analysis was applied in a window centred on the bottom of the reservoir using asymptotic conversion point (ACP) gathers, and generated the attribute maps for S1 orientation and time delay shown in figure 7 as well as the improved PS image shown in Figure 6 . ponent for these directions. At any intermediate azimuth, the fast and slow shear waves are opposite in polarity. Finally, and crucially, across the symmetry planes the polarity of both shear waves reverses. The result is visible in the synthetic as polarity reversals about the symmetry planes. This characteristic polarity reversal is exploited in several different methods used to determine fracture orientation from shear wave splitting. Note that the characteristic polarity reversal is a key element for recognizing a horizontally transverse isotropic (HTI) system and should support the S1 and S2 travel time observations. Analysis, layer stripping, and weighted stacking Analysis consists in measuring the S1 orientation, and estimation of the time delay between S1 and S2. The time delay is usually estimated using cross-correlation after determining the orientation. The orientation analysis is less straightforward.
Various methods for determining the orientation of the symmetry axis have been published. These can be categorized broadly into methods which assume a regular distribution of azimuths, and those which do not. The former are often referred to as 'post-stack' methods, because they typically operate on data which have been stacked into a regular set of azimuth sectors. The latter are then referred to as 'prestack' methods, since the data can be directly used without any preliminary stacking to regularize azimuths. The distinction is somewhat arbitrary, as the latter methods can equally be applied to azimuthally stacked data. Examples of 'post-stack' methods include maximizing the radial/transverse energy ratio (Garotta and Granger, 1988 ) and a 3D variation of Alford (1986) rotation (Gaiser, 1999) . Two examples of the prestack analysis method are described in Bale et al. (2005) , which finds a least-squares fit to the amplitudes of the transverse component, and Gratacos (2006) , which is based on modeling both radial and transverse data. It is sometimes assumed that such prestack methods are inherently more sensitive to noise. In actual fact, these least-squares methods implicitly include a weighted stacking of the traces, which make them optimal in the presence of Gaussian noise. The examples in this paper were generated using one or other of these prestack least-squares methods. Furthermore, the least-squares error itself constitutes an excellent QC of the acquisition. We also compute 'splitting error range' (SER), defined as the minimum to maximum range of this error over all possible values of the splitting directions. If the anisotropy is small, the minimized error does not depend on the direction of anisotropy: in this case the SER is also small. In fact, this range can be interpreted as the observable anisotropy.
There are two alternatives after the orientation is estimated. The first is to rotate the data to the S1 and S2 directions and generate two separate datasets for further processing. This is generally preferred for reservoir level imaging, where the P-S1 and P-S2 images may be interpreted together for insights into reservoir properties. It is not quite as simple as at first it sounds, and we will return to this shortly.
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The estimated S1 orientation for the survey area (Figure 7a) shows appreciable spatial variation with two main clusters, around 110˚ and 165˚ azimuth from North. This differs substantially from the regional stress direction which is approximately 45˚ from North. Nevertheless, the directions shown here are consistent to within about 10˚−20˚ with shallow dipole log measurements in locations indicated by the two circles. Figure 7b shows the travel time delays between S1 and S2. The amount of splitting ranges from 0−30 ms, with the mode being around 20 ms. It corresponds to less than 3% on average. However, it is believed from the well data that anisotropy is concentrated in clastic sediments above the reservoir, and shallow anisotropy was confirmed by a separate two-layer analysis (not shown). This might also explain the deviation of the S1 orientation from regional stress, as it is likely that more localized stress effects play a prominent role in determining the shallow anisotropy. Figure 7c shows the splitting error range (SER) as discussed in the previous section. This suggests that the ability to observe the anisotropy is correlated well with the time delay between S1 and S2, as one might expect.
The results from the analysis were used to apply a layerstripping correction to generate new radial and transverse data as described in the previous section. Figure 8 shows the effect of improving the radial alignment after layer stripping. The top of each display shows the azimuthally-sectored radial gathers before (left) and after (right) correction. The bottom sections are the stacks in the vicinity of these gathers 
Dolomitization of the tectonically fractured limestone increases porosity from 3% in the matrix to 15% where fractured, so identification of fractures is a key objective. From formation micro imager logs the fracture orientation ranges from ENE to SE, with the most productive orientation being ENE. Figure 9 compares results from the shear wave splitting analysis to regional stress and to data from borehole breakouts. In Figure 9a the orientation of the fast shear wave is shown as vectors and the magnitude of the slow shear delay provides the underlying image. The horizontal wellbore falls just southeast of the area of highest anisotropy as indicated by the green line. This is a cumulative measurement from the surface. Figure  9b shows publicly available data from the World Stress Map project (www.world-stress-map.org) which provides information on global stress from various sources. The map shown is in the region of our study: this figure is approximately 200 km x 200 km. We compare it to the average result from our PS-wave splitting (in red). The individual stress measurements are primarily derived from borehole breakouts at reservoir level. Figure 9c compares the shear wave splitting data and breakout data. The rose plot on the left is generated from the polarization data shown in the map in Figure 9a , and the rose plot on the right is generated from the 12 borehole breakout measurements in Figure 9b . The average value from splitting is N77˚E, while that from the breakout data is N69˚E, indicating good agreement between the two. In this case, we have also performed P-wave azimuthal anisotropy analysis which provided an average azimuth of N80˚E, in good agreement with the splitting and breakout data.
Our third example is another from the heavy oil area of Alberta, where CGGVeritas conducted a 3D 3C survey for Shell Canada.
Our analysis, as in the previous heavy oil example, was primarily oriented towards improvement of resolution by before and after correction. They have been displayed with identical scaling. The weak amplitudes on the uncorrected radial stack result from destructive interference occurring between the S1 and S2 modes. After correcting for splitting they stack constructively.
As previously shown, Figure 6 shows the comparison of migrated P-P and P-S data after the P-S have been compensated for shear wave splitting. As can be seen by comparison with Figure 5 , there is a significant uplift in resolution of the P-S image.
The second example is from a carbonate reservoir, onshore United States. The target reservoir is fractured hydrothermal dolomite at a depth of about 2750 m . Data Processing resolving near surface anisotropy effects on the P-S data. While deeper formations have a fairly consistent maximum horizontal stress, forming a regional NE trend that is oriented parallel to thrust directions in the Rocky Mountains, we see once again that shallower geologic units can have a very different set of lateral stresses and can exhibit significant amounts of splitting and azimuthal variations. The present day minimum stress direction for the shallow deposits in northern Alberta tends to be oriented towards the areas of deepest erosion from glacial action and large valley incisions.
An initial shear wave splitting analysis was performed assuming a single layer from surface to the base of Cretaceous at about 700 ms. The results are shown in Figure 10 , including: (a) the estimated S1 orientation; (b) the time delay between S1 and S2, an indication of anisotropy intensity; and (c) the value of the cross-correlation peak between S1 and S2, an indication of confidence in the estimation. It is observed that there is significant spatial variability in both the direction and degree of anisotropy, as discussed above. Another observation is that the correlation coefficient is highly influenced by known acquisition difficulties, such as two lakes in the survey area with no shear wave transmission through the water to the geophones on the ice, and an area of unconsolidated dunes, which led to very poor data. Figure 11 shows the results, on a line from the 3D stack, of applying layer-stripping with three separate analysis windows as indicated by the arrows to the left. The maps in Figure 10 correspond to the second arrow at base Cretaceous. The original isotropic radial and transverse data are shown in (a) and (b). After removing anisotropy estimates for the shallow window, improvements are observed in the radial data continuity as indicated by the ellipses (c). After removing anisotropy for the second and third layers, further subtle improvements are observed as indicated by the deeper ellipses (e). On the transverse component stacks we see a gradual reduction in coherent signal as the energy is transferred to radial, as indicated by the ellipse in (d) and (f).
This study, as in the previous heavy oil dataset, indicates significant, spatially variable anisotropic effects in the near surface above the bitumen (heavy oil), with weaker effects present in the bitumen. These distortions of the emerging S-wave data due to the overburden need to be removed in order to properly image the reservoir zone for subsequent analysis.
Our final example is another case history from onshore United States, where the objective was to delineate reservoir sands using P-P and P-S seismic data (Roche, et al., 2006) . In this case the P-S1 and P-S2 images were generated separately rather than recombining them into a new radial dataset. It will be seen that there are some significant amplitude differ- (Heidbach et al., 2008) . 
Figure 9 Comparison of anisotropy orientation from shear-wave splitting (a) and borehole breakout data from this region (b). The red line in (b) indicates the average orientation from the shear wave splitting results in (a). These same data are compared using rose diagrams in (c), where the median birefringence is N77°E and the median breakout is N69°E. The breakout data were obtained from the World Stress Map Project

Data Processing
ences between them which would have been overlooked had the P-S1 and P-S2 not been imaged separately. It is an older field so the spontaneous potential (SP) log is the primary source of well control. Very few porosity, sonic and gamma ray logs are available. Figure 12 shows an azimuth sector gather display for anisotropy analysis. Polarity changes on the transverse and arrival times on the radial indicate splitting with an S1 direction of approximately 60˚ at this location, which coincides with the regional horizontal stress field and approximately 35 ms of shear wave splitting. After analysis, the P-S data were rotated to S1-S2 coordinate frames and processed through to migrated stacks. Figure 13a shows a line through the P-P migrated data for the reservoir. The 'B' reservoir sand is a deltaic sequence overlying the 'C' carbonate erosional surface. The 'A' sand is a thick wet sand that produces up-dip from the project area. The 'B' sand is wet down-dip but contains a high GOR oil up-dip. The idea of this play is to identify the up-dip truncation of a 'B' sand accumulation. The gold polygon represents a wedge of 'B' sand truncating up-dip. Attempts to map the P-P waveform distortion near the second well from the left, to indicate thinning of the 'B' sand, did not produce reliable maps for all wells. The 'A' and 'C' ties are very good.
The P-S data (P-S1 and P-S2) were registered in P-P time. Even after improving resolution by isolating the P-S1 and P-S2, the P-S data exhibited significantly lower resolution than the P-P. Despite this initially discouraging observation, the P-S data ultimately provided valuable information absent from the P-P alone. Figure 13b shows that there is good correspondence between the P-S1 amplitude response and presence of the B sand. This suggested that a combination of P-P and P-S attributes would be effective in mapping the B sand. Figure 13c shows the result of a neural network inversion along the same line. At 58 well locations we used linear regres-special topic first break volume 27, September 2009
The fit is acceptable but not perfect. On the right side we have instead performed the suggested constrained operator match. This results in a clear improvement to wavelet continuity.
The estimated operators can be analyzed to extract attenuation information from them. For example, the operator amplitude slope in frequency can be expected to correlate with differential Q between S1 and S2. In Figure 16 the average operator slope is displayed with the S1 image. Since there is both vertical and lateral variation, we feel confident this is not related to surface effects. We may be observing differences in the conversion mechanism. In any case, there seem to be definite trends in the information from the matching operators which could contribute to characterization of the reservoir.
Conclusions
Shear wave splitting analysis is rightly associated with fracture analysis. This is a key application of the technology. Additionally, as we have seen, it can be equally important to address overburden splitting effects to improve the shear wave image for lithology mapping. We have seen examples of fracture analysis which confirmed well predictions and helped to sion to identify the best seismic attributes to predict the SP log response, assuming the SP curve to be a reliable sand-shale lithology log. Eleven seismic volumes were used in the linear regression analysis, from the P-P, P-S1, and P-S2 data. The data shown in Figure 13c is the predicted SP response.
A limitation for this project is that although we were successful in delineating the presence of the 'B' sand, we were not able to predict tight vs. porous sand. Current efforts involve trying to relate subtle differences in P-S1 and P-S2 reflectivity (see Figure 14) to try to predict good reservoir quality sands.
An important lesson from this dataset was to realize that there is a difference between the apparent inability of the PS data to resolve fine-scale features (the P-S possessed lower frequency content) and the ability of S-wave information to resolve important rock property variations (where the P-S data contributed significantly). The potential of further information from S1 and S2 amplitudes is an important additional benefit. A second important lesson is that the P-wave and S-wave data should be used together as complementary datasets in order to gain the most possible subsurface information.
Amplitude correction
As seen in several of the above examples, the removal of the time delay between S1 and S2 can have a dramatic impact on resolution on the layer-stripped data. However, this correction is based on a relatively simple model and we may hope to do better. Recent work in the rock physics of cracked media and observational evidence (e.g. Maultzsch et al., 2005) leads us to expect a difference in the Q values between S1 and S2. This would lead to two effects: an additional time difference related to different amounts of Q-related dispersion, and a difference in amplitude which arises from differential amounts of attenuation.
To further improve the correction scheme we investigate matching the S2 to the S1 image, using a space-and time-variant operator, which is strongly constrained to have a smooth behaviour. In Figure 15 , the centre panel shows a portion of the S1 stack from the heavy oil example in Figure 6 . On the left side, we have spliced the S2 stack after time-shift correction only. Data Processing identify prospects. In other cases, such as heavy oil reservoirs, we have observed shallow shear wave splitting with highly variable orientations. After layer stripping through this, we obtain significantly clearer images of the reservoir. We have also observed interesting amplitude differences between the fast and slow shear waves which may provide additional rock property information in the future.
