This appendix contains all the proofs of the main article (Smith and Zenou (2002) To establish this result, observe …rst that by de…nition,
Hence, if we now let h = l ¡ k (so that l = h + k) then it may be concluded that: 
A.2. Derivation of Expression (2.24)
To establish this limiting result for total jobs per capita, it is convenient to begin by considering the underlying adjustment process more explicitly. If the total number of jobs in the system on day t is denoted by J N t , so that by de…nition, J 
A.3. Derivation of Expression (2.35)
To establish (2.35) we …rst observe that the variance of the conditional random variable in (2.30) has the binomial form: 
Moreover, the identity, V N = J N + U N ¡ N, (together with the CauchySchwartz Inequality) implies that 
Thus, if it can be shown that 
and since the continuity of the function, p (x; y) y, implies that for all ² > 0 [see for example Wilks (1962, Theorem 4.3 .6, p.163)],
it su¢ces to show that for all ² > 0,
Moreover, since the product function is continuous, and since the sequence, V N =N converges in probability to a constant (2.25), it is enough to show that for all ² > 0 [see for example Wilks (1962, Theorem 4.3.6)] :
We do so by establishing bound on the rate of convergence of the sequence of functions in (2.34). First we show that the function w N (x) de…ned for all N and x by
satis…es the following inequality:
To see this, observe …rst that if w N (x) < 0 for some x 2 [0; N], then since w N (0) = 0 and w N (N ) > 0, it follows that w N must achieve a negative minimum value in the open interval (0; N). But since
the minimum cannot be negative. Hence the …rst inequality on the right hand side of (A.27) must hold. Moreover, since the expression,
x N e ¡x , is easily seen to achieve its maximum value at x = 1, it also follows that w N (x) · e ¡1 =N , and hence that (A.27) must hold. Next we show that for any x; y; z with 0 · x · 1 and y¸z¸0;
To do so, observe that the (di¤erentiable) function, f (y) = y x , is concave for 0 · x · 1, and hence that 
To do so, observe …rst from (A.26) an (A.27) that 0 < r (y) < 2e r(y) · N implies that
=N · e ¡r(y) =2, it then follows from (A.29) and (A.34) that
To use this result, observe that if we restrict attention to values of ² > 0 small enough to ensure that v ¡ ² > 0, and let
then function, Á (x; r (y)), is seen to be continuous on the compact set, B ² (u; v) , so that the maximum value,
is well de…ned and …nite. Hence, if for each ± > 0 we choose N o = N o (²; ±) large enough to ensure that the following three conditions hold for all N¸N o : 
Hence, by combining (A.42) and (A.43), we may conclude that for all N satisfying (A.39) through (A.41):
Finally, since the choice of ± was arbitrary, it may be concluded that (A.25) holds for every (su¢ciently small) choice of ² > 0.
A.4. Proof of Proposition 1
First observe that for all¸> 0;
and hence that Á is linearly homogeneous. Next observe that Á is twice continuously di¤erentiable with:
so that monotonicity follows from the positivity of (A.45) and (A.47).
1 Finally, to establish concavity, observe in addition that 
Thus for any column vector, z = (x; y) 0 ; it follows that
and we see that H is negative semide…nite. Moreover, (A.51) is strictly negative except for vectors z colinear with (u; v) ; i.e., with z = (¸u;¸v) for some¸: Hence Á is seen to be strictly concave except for the linearity-on-rays property implied by linear homogeneity.
and z 0 (x) = x e ¡x > 0 for all x > 0.
A.5. Proof of Theorem 1
By substituting (2.26) into (2.51) and letting
we see that for each given s 2 (0; 1] the steady-state values of u are precisely the roots of the equation
To establish existence of solutions, observe …rst that for u = 1 we have
But since¯=½ > 0 implies from (2.27) that 1 + a > 0, we see that
for u a in (2.52). To do so observe …rst that if a > 0 then u a = 0 and
Thus (A.56) holds in all cases, and we may conclude from the continuity of G that for each s 2 (0; 1] there exists a steady-state value, u(s) , in the open interval (u a ; 1) . In particular, this implies that u(s) > 0. Next, to establish uniqueness of this steady state, it su¢ces to show the partial derivative of G with respect to u is everywhere negative in the interval (u a ; 1), i.e. that
For this will imply that G (¢; s) can pass through zero no more than once in the interval (u a ; 1) : By using the identity
which together with u + a > 0 for all u > u a implies that (A.62) is well de…ned on (u a ; 1) ; and in particular satis…es
Hence it su¢ces to show that the second partial derivative is positive for all u > u a [which will imply that (A.62) must be everywhere negative on (u a ; 1)]. By direct calculation it follows from (A.62) and (A.61) that 
we may then conclude from (A.60) and (A.65) that u 0 (s) < 0 , and hence that u(s) is strictly decreasing in s . Finally since (2.26) implies that
for all s , and since u(s) 2 (u a ; 1) implies that 0 < u(s) + a = v(s) , we see that v(s) is also a decreasing positive di¤erentiable function of s.
A.6. Veri…cation of (2.53) and (2.54)
First observe that since°appears only as a product with s in (2.51) it follows at once that changes with respect to°and s are always in the same direction, and hence (by the proof of Theorem 1) that both @u=@°< 0 and @v=@°< 0.
Thus we need only consider changes with respect to¯and ½. To establish the properties in (2.53) we begin by solving for v in (2.50) and substituting into (2.51) to obtain the relation:
where X(u; ½;¯) =°s u u +1 ¡ 1 (A.69) with°and s held …xed. Next recalling from (2.50) together with Theorem 1 that u +1 ¡ 1 = v > 0, we see that X is always positive and continuously di¤erentiable in each of its arguments. In particular we have
Hence from (A.70) it follows that
But since 1 + X < e X for all X > 0, and since
it follows that the part of expression (A.73) in braces is positive, and hence that @H @u < 0 (A.75)
Next observe from (A.72) that
and we may again conclude from (A.74) that
But since H(u; ½;¯)´0 for all (u;¯) with ½ held …xed, it then follows from (A.75) and (A.77) that
and hence that the second condition in (2.53) holds. To establish the third condition, observe from (A.71) that 
so that the last condition in (2.53) holds.
Next to establish the conditions for¯and ½ in (2.54), we now solve for u in (2.50) and again substitute into (2.51) to obtain the relation:
The function Y is continuously di¤erentiable in its arguments with
By using (A.84) we obtain 
Hence the third condition in (2.54) also holds, and the result is established.
A.7. Proof of Proposition 2
To establish the existence of solutions to (3.17) observe from (3.16) that
Hence a su¢cient condition for at least one solution to (3.17) in (0; 1) is that V 0 0 (0) > 0. Moreover, by di¤erentiating (3.16) once more, we see that
and hence that
Thus (3.15) can have at most one interior maximum, and we obtain our result.
A.8. Derivation of (3.20)
Observe from (3.16) that V 0 0 (0) now takes the form:
To evaluate the relevant terms, observe next from (3.15) that
[which is seen from the identity,
, to be precisely the discounted lifetime value of permanent unemployment resulting from zero job search]. Next, to evaluate the hiring probability, p h (0), observe from (2.40) that
where w(s) = s u(s)=v(s). But by Theorem 1, u(0) = 1 and v(0) =¯=½ > 0, so that lim s!0 w(s) = 0, and we may conclude (from an application of l'Hospital's rule) that
To see the economic meaning of this relation, observe that as population search intensity falls to zero, all competition for jobs vanishes. Hence the limiting probability of a being hired is simply the probability of being quali…ed for a given job]. Finally, noting from (3.7) together with (A.97) that
it follows by substituting (A.97), (A.98), and (A.99) into (A.96) that the desired condition [i.e., positivity of the bracketed term in (A.96)] is given by
By employing the de…nition of e 1 in (3.13) and rearranging terms, this inequality can be rewritten as (3.20).
A.9. Proof of Theorem 2
To establish existence of a solution to equations (3.21) through (3.27), we …rst show that this system can be reduced to a single equation in search intensity, s, as follows. First observe from (3.24) and (3.25) that
Also by (3.25) and (3.26),
which together with (A.102) implies that
Hence by (3.27) and (A.104),
where the left hand side is now seen to be an explicit function of s. Next we show that the right hand side is an explicit function of the unemployment rate, u. To do so, observe from (3.23) that
which together with (3.24) yields
By substituting (A.107) into the right hand side of (A.105) and reducing, we obtain
where [recalling that e 1 = ½= (1 ¡ ¾ + ¾ ½)] the constant ¹ is given by
Thus, letting W (s) be de…ned for all s 2 (0; 1] by
we see from (A.108) and (A.110) that (A.105) now takes the form, W (s) = ¹ [u= (1 ¡ u)], so that u can be written in terms of s as
Moreover, by substituting (3.21) and (3.22) into (3.23), we obtain the following additional equation in s and u : for all w > 0, it follows that p h (s) 2 (0; 1). Next let
[so that (3.24) holds] and let V 0 (s) and V 1 (s) be de…ned in terms of (3.8) and (3.9) by (3.26) . To see that the positivity condition (3.27) also holds, observe that since the relations (A.102) through (A.104) are independent of (3.27), it follows that these relations must continue to hold, so that
Finally, since the relations in (A.106) through (A.108) are also independent of (3.27), it follows from the de…nition of W (s) that 
then to complete the proof of Theorem 2 it remains to be shown that g has a unique root in the open interval (0; s a ). To do so, we …rst show that if 
On the other hand, if a < 0, then
But since (A.110) implies that
it follows that (A.126) always holds for values of s near zero. Moreover, since (A.110) also implies that
we see from the positivity of ® implies that W (1) < 0. Hence in the last inequality of (A.128), the strict concavity of the left-hand side and linearity of the right-hand side are easily seen to imply that these two terms must be equal at exactly one intermediate point, s 0 2 (0; 1), and that (A.128) holds i¤ s 2 (0; s 0 ). Next observe that
Moreover, since
[where the last line follows from the inequality,
is strictly decreasing on the interval (0; s 0 ), and it may be concluded that for each a > ¡1 there is a unique s a 2 (0; s 0 ] satisfying W (s a ) = max f0; ¡a ¹= (1 + a)g¸0
Finally, since the decreasing monotonicity of W also implies that (A.126) holds i¤ s 2 (0; s a ), we see that s a satis…es (A.123).
Given this admissible range on s, our main result is the following: Lemma A.2. For each a > ¡1, the function g has a unique root in the open interval (0; s a ).
Proof. To verify the existence of such root, we …rst show that it su¢ces to establish the following four properties of the function g:
For it will then follow from (A.132) and (A.133) that g(s) < 0 near s = 0, and from (A.134) that g(s) > 0 near s = s a . Hence by continuity, g must pass upward through zero at some intermediate point, s ¤ 2 (0; s a ), so that in particular, g 0 (s ¤ )¸0. To see that this root must be unique, observe …rst that since (A.132) and (A.133) also imply that g is negative on a maximal open interval (0; s m ), it may be assumed that s ¤ = s m , i.e., that s ¤ is the smallest root of g in (0; s a ). Next observe that since g is continuously di¤erentiable in (0; s a ), it follows from (A.135) that Proof of (A.132). Observe from (A.121) and (A.127) that
Thus it follows from the continuity of g that (A.132) must hold.
Proof of (A.133). To compute the derivative
observe …rst from (A.121) and (A.129) that
Also from (A.62) and (A.66) we see that
Thus, by substituting (A.140) through (A.142) into (A.138), we see that
which together with (A.109) implies that
But by the positivity condition (3.20) it follows that
and thus that (A.133) must hold.
Proof of (A.134). Suppose …rst that a¸0 (so that by de…nition s a = s 0 ), and observe from (A.110) and (A.121) that
Hence from (A.120) together with (A.52) we see that
Next suppose that a < 0. In this case, (A.110), (A.121), and (A.125) imply that
which together with 1 + a > 0; allows us to conclude that
Hence we see that (A.134) holds in all cases, and it remains only to establish (A.135).
Proof of (A.135). To establish this key property, we …rst introduce the following simplifying notation. For all s 2 (0; s a ) let
and [recalling (A.62) and (A.66)] let
With this notation, it follows (by dropping functional dependencies on s) that
To evaluate the …rst term of (A.154), observe …rst from (A.153) together with (A.139) and (A.152) that g 0 = 0 i¤
Next observe from (A.139) that
and hence (after some reduction) that
To evaluate the second term of (A.154), observe from (A.151) that
which together with (A.139) yields
To evaluate the last term of (A.154), observe …rst from (A.152) that
it follows (after some reduction) that that when g 0 = 0, we have g 00 > 0 i¤
To reduce (A.162) further, we next use (A.129) together with the identity, U 0 0 =U 0 = ¡b= (1 ¡ s), to evaluate
(A.163) Then, after some manipulation, the ratio, W 00 =W 0 , reduces to
Upon substituting (A.164) into (A.162), dividing through by 2W =s > 0, and rearranging terms, we obtain the equivalent condition
To simplify this condition further, recall from (A.131) that (1 ¡ ® s) U 1 > U 0 (s) for all s 2 (0; s a ), and hence that the last term in (A.165) is always positive. Hence it su¢ces to show that
The second term in (A.166) can be simpli…ed by observing from (A.150) that
and in addition, from (A.110) and (A.129) that
By using these results, and letting
we can rewrite the right hand side of (A.166) as
so that condition (A.166) becomes and hence that (1 + a) W +a ¹ > 0, it now follows that both A and (1 ¡ L) are negative, and again have a nonnegative product. Given these nonnegativity properties, it thus su¢ces to establish (A.171) with R replaced by one, which (after regrouping terms) is equivalent to showing that
By subtracting one, then dividing by ¡ (°s L), and using (A.150), this reduces to: 
we may conclude that (A.174) holds, and hence that the result is established.
A.10. Proof of Proposition 3
To show that s 0 (w) > 0 for all wage levels, w, we …rst write g explicitly as a function of w, i.e., g(s; w), and observe from the de…nition of s(w) that 
