Optical scanning holography (OSH) is a unique technique in that holographic information for a threedimensional (3-D) object can be acquired with a single 2-D optical scan. In this review article, we present recent progress in and prospects for optical scanning holography. We first discuss the principle of OSH and show some recent novel results obtained with the technique, showing that holographic imaging of a 3-D object can be performed coherently or incoherently. We then discuss several opportunities for application of OSH in areas such as 3-D holographic microscopy, recognition of 3-D objects, 3-D holographic television, 3-D optical cryptography, and 3-D optical remote sensing.
INTRODUCTION
Optical scanning holography (OSH) is a real-time recording technique in that holographic information for a three-dimensional (3-D) object can be acquired with a single 2-D optical scan of the object.
1, 2 Upon 2-D optical scanning, the scattered or reflected light from the 3-D object is detected by a photodetector. The electrical signal from the photodetector contains the holographic information for the scanned object. If the scanned electrical signal is electronically processed and stored (for example, in a computer) in synchronization with the 2-D scan signals of the scanning mechanism (such as scanning mirrors), what is stored as a 2-D record is a hologram of the scanned 3-D object. Since the capture and storage of holographic information bypass the use of film processing, optical scanning holography is a form of electronic holography. 3 The stored hologram in a computer can be reconstructed with optical methods and the use of spatial light modulators (SLMs) 4 or simply with digital methods. When digital methods are used for holographic information manipulations and reconstruction, electronic holography is often referred to as digital holography. Since the idea of OSH was first implicated in Poon and Korpel's paper when the authors were investigating the implementations of bipolar or even complex point-spread functions in their optical heterodyning image processor 5 in the context of incoherent image processing, [6] [7] [8] [9] in Section 2 we cover the basics of heterodyning image processing. In Section 3, we discuss how the image processor can be designed to accomplish realtime holographic recording and how this holographic technique has become so-called optical scanning holography. In Section 4 we review and discuss some of the applications using OSH. In Section 5, we make some concluding remarks and discuss some of the prospects for OSH.
With reference to Figure 1 , two pupil functions p 1 (x, y) and p 2 (x, y) are located in the front focal plane of lens L1 with focal length f. The two pupils are illuminated by collimated laser beams of temporal frequencies q 0 and q 0 ϩ ⍀, respectively, where q 0 W ⍀. For example, the upshift of frequency ⍀ in the laser beam can be accomplished by use of acousto-optic modulators. 10 The two laser beams are then combined with a beamsplitter (BS) and projected through the x-y scanner onto a 3-D object at a distance z 0 ϩ z away from the back focal plane of lens L1. We model the 3-D object as a stack of transverse slices, and each slice of the object is represented by an amplitude transmittance T(x, y; z), which is thin and weakly scattering. We place the 3-D object in front of the Fourier transform lens L2. Mathematically, the amplitude distributions of the two laser beams just before the object slice at position z are given by (1) where with i ϭ 1 or 2, and ⊗ denotes the 2-D convolution, defined as 11, 12 g x y g x y g x y g x x y y dx dy , where k x and k y denoting the spatial frequencies associated with the variables x and y, respectively. 12 Finally, in (1),
is the free-space spatial impulse response in Fourier optics, 12 where k 0 is the wavenumber of the laser light. The field just after the object is {P 1 (xЈ, yЈ; z ϩ z 0 )exp( jq 0 t) ϩ P 2 (xЈ, yЈ; z ϩ z 0 )exp[ j(q 0 ϩ ⍀t)]}T(xЈ ϩ x, yЈ ϩ y; z), where x ϭ x(t) and y ϭ y(t) represent the instantaneous 2-D position of the object with respect to the light amplitude distribution. This field then propagates through the Fourier transform lens L2 and reaches the mask, M(x, y), located in the back focal plane of lens L2. Hence the field distribution exiting from the mask, due to all the slices of the object T(x, y; z), is where Re [.] represents the real part of the quantity being bracketed. For a specific case, we let, p 1 (x, y) ϭ d(x, y) (i.e., one of the scanning beams is a uniform plane wave) and leave p 2 (x, y) as is. In this situation, T*(xЉ ϩ x, yЉ ϩ y' zЉ)dxЉ dyЉ dzЉ is a constant, and (6) becomes (7) We see that we can process the object's amplitude transmittance by pupil p 2 (x, y).
If we now let the mask become an open mask, M(x, y) ϭ 1, (5) becomes (8) This corresponds to an incoherent processing system as only the intensity values, ͿTͿ 2 , are processed. Note, however, that the intensity can be processed by the two pupils p 1 (x, y) and p 2 (x, y). Equations (7) and (8) represent important results of the two-pupil heterodyne scanning image processor. When we vary the detection mode from pinhole to spatially integrating detection, we are able to change the coherence property of the imaging process of a 3-D object from linear in amplitude (see Eq. (7)) to linear in intensity (see eq. (8)). By incorporating (7) and (8) into one simple important result, we have (9) where
Again, T or ͿTͿ 2 is the input object being scanned, and it can be complex amplitude object or intensity object. i ⍀ (t) is the scanned and processed heterodyne output current at temporal frequency ⍀ from the photodetector and i ⍀p (x, y) is a complex function in general. Hence the amplitude and the i x y P x y z z P x y z z T x x y y z dx dy dz
exp( )
where x m and y m are the coordinates in the plane of the mask, and z again is the distance to the object slice measured from the front focal plane of lens L2. The integration over z represents the volumetric effect due to the 3-D object. Finally, the photodetector (PD), which responds to intensity, gives the current output i(t) by spatially integrating the intensity:
i(t) consists of a baseband current and a heterodyne current at frequency ⍀. After some manipulations, the heterodyne current i ⍀ (t), at the output of a bandpass filter (see Fig. 1 ), is given by 13 (5) This heterodyne current contains the scanned and processed information of the object. Different processing operations can be expected with choices of the pupils, p 1 (x, y) and p 2 (x, y), as well as the mask, M(x, y), located at the back focal plane of lens L2. As in conventional optical scanning image processing, 14 the coherency of the two-pupil scanning system can be modified by changing the mask, M(x m , y m ). For a pinhole mask centered on the axis, that is, M(x, y) ϭ d(x, y), Eq. (5) becomes 13 i t P x y z z T x x y y z dx dy dz
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phase of the heterodyne current i ⍀ (t) carry a complete processed information.
The scanned and processed current can be demodulated according to Figure 2 , where LPF denotes electronic lowpass filtering (i.e., the frequency at 2⍀, after electronic multiplication of sin(⍀t) or cos(⍀t), will be eliminated at the output of the filter. Only the baseband current will be present after LPF). The two demodulated currents, when displayed in synchronization with the x-y scanner in a computer or real-time 2-D monitors, become two 2-D records and can be written in general as Processing operations can be manipulated by the choice of pupils p 1 (x, y) and/or p 2 (x, y) according to (9) .
OPTICAL SCANNING HOLOGRAPHY
In this section we discuss how the optical heterodyne scanning image processor analyzed in the last section can become a real-time holographic recording device. Inasmuch as all experimental results have been performed on incoherent or intensity objects to date, we first discuss a variant of the processor suitable for intensity objects. Intensity objects include important cases of self-luminous objects, such as fluorescent specimens in biology, or diffusely reflecting surfaces as encountered in remote sensing. For these objects, we can place a beamsplitter (BS2) between the scanner and the object and use a reflection photodetector detector, as shown in Figure 3 . The reflection detection is basically used to collect all of the energy scattered by the object. In this situation, the scanned current, i r (t), at the output of the reflection detector is the same as that obtained from the photodetector's output i(t) in Figure 1 for M ϭ 1. Hence, in the case of incoherent processing, from (9), we can write (10) as (11a) and (11b) where Im [.] represents the imaginary part of the quantity being bracketed, and the symbol ᭪ in (11) denotes the 2-D correlation operation involving x and y which is defined as
In optical scanning holography, that is, for real-time holographic recording applications with the image processor, the object is scanned two-dimensionally by choosing specifically p 1 (x, y) ϭ 1 and p 2 (x, y) ϭ d(x, y) in Figure 3 . Physically, the scanning beam on the object is the superposition of a plane g x y h x y g x y h x x y y dx dy Figure 2 . Electronic demodulation system ( is an electronic multiplier). Figure 3 . Two-pupil heterodyne scanning image processor involving a reflection photodetector for intensity objects.
expressions, which are the holograms of a point source.
17 Figure 5 shows a typical sine-FZP hologram of a 50-m pinhole; the scanning-beam NA is about 0.06 and the pinhole is about 10 cm from the focused spot used to general the scanning spherical wave on the object. 18 Figure 6a and b shows, respectively, the sine and cosine hologram of a white text "Virginia Tech" on black background. In the simulations, the text is a 2-D pattern and has been modeled as ͿT(x, y; z)
, that is, it is located at z ϭ 0, or z 0 from the back focal plane of lens L1 in Figure 3 , where I(x, y) denotes the intensity planar distribution of the text. Hence, (13a) and (13b) become, respectively, wave at temporal frequency q 0 ϩ ⍀ and a spherical wave at temporal frequency q 0 . This situation is further illustrated in Figure 4 , where on the pupil plane, which is the front focal plane of lens L1, we have a point source and a plane wave as the two pupils. These pupils in turn generate the superposition of a plane wave (solid lines) and a spherical wave (dashed lines) on the object slice as shown in Figure 4 . Mathematically, the intensity pattern of the scanning beam on the object slice at some distance, say, z away from point C (which is the focal point of lens L1), is given by (12) where A z (x, y) is the scanning pattern's spot size at a distance z from the focused point C, which is determined by the numerical aperture (NA) of the scanning beam. The scanning pattern is limited in extent and characterized by a NA that is the inverse sine of the half-cone angle sustained by the pattern. A z (x, y) can be represented by a Gaussian function if we assume the profile of the laser beam is Gaussian. The expression in (12) is a temporally modulated Fresnel zone plate and is known as the time-dependent Fresnel zone plate (TDFZP). 2 In Figure 4 , we show the pattern of the scanning beam on the object slice for a fixed time, say, at t ϭ t 0 ϭ 0, which becomes a "static" Fresnel zone plate (FZP). If we let the time run in (12), physically we will have running zones that would be moving toward the center of the zone pattern. It is this TDFZP that is used to 2-D scan a 3-D object to obtain holographic information for the scanned object, such a technique is called optical scanning holography (OSH).
With the idealistic choices of p 1 (x, y) ϭ 1 and p 2 (x, y) ϭ d(x, y) (in practice, one would choose a broad and a narrow Gaussian expression 15 ), i d (x, y) and i q (x, y), the outputs of the electronic system shown in Figure 2 according to (11) . These are the well-known zone plate
Holographic reconstructions are simply done by convolving the holograms with the free-space impulse response matched to the depth parameter z 0 , h(x, y; z 0 ). This can be done optically by illuminating the holograms simply with a plane wave or digitally by performing convolution given by (15) where H(x, y) is the hologram under consideration and it takes on the expression given by (14a) or (14b). Figure 6c and d shows the digital reconstructions accordingly. We notice the so-called twin-image noise in these reconstructions. Twin-image elimination has been an important subject for 3-D display as well as other holographic imaging applications. [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] Because these holograms are in the computer, we can manipulate them quite easily. In fact, if we construct a complex hologram, H c (x, y), according to the following complex manner by using (14) 22, 30 :
For reconstruction, according to (15), we have (17) Figure 6e shows the image reconstruction without the twin-image noise. 30 Recently, digital reconstruction of acquired optical holograms has been demonstrated in 3-D imaging without twin-image noise. 27 It is interesting to point out that we could construct a complex hologram with a Љ ϩ j Љ in our complex addition in (16) , and the complex hologram becomes H* c (x, y). To reconstruct such a complex hologram, we can convolve the resulting hologram with h(x, y; Ϫ z 0 ), and physically it becomes a virtual image reconstruction instead of the real image reconstruction given by (17). Depending on the NA of the scanning beam used, OSH can be adapted to high-NA or low-NA applications. We start the review of the application that requires the use of high NA, 3-D holographic microscopy, and finish off the review with the application that requires the use of low NA, optical remote sensing.
3-D Holographic Fluorescence Microscopy
Most biological specimens are colorless and transparent. In the absence of some mechanism to improve the contrast in such a specimen, many important features may remain invisible. Selective staining has been used to color certain parts of a specimen. As with the electron microscope, this type of specimen preparation kills living cells. Fluorescence microscopy, however, has been successful at marking features of living cells and thus improving resolution and specificity. In fluorescence microscopy, 31 a specific dyed feature of the specimen is excited by one wavelength of light and emits (or fluoresces) at another wavelength of light. Fluorescence microscopes are used to image this fluorescent light much like the other optical microscopes. Combining the idea of fluorescence with the confocal scanning microscope, one develops confocal scanning fluorescence microscopes. The principle of confocal scanning is shown in Figure 7 . A doubly focused objective lens system and a pinhole in front of the photo-detector are used to image a single point within the 3-D specimen. The advantage of confocal scanning is that light emitted by points outside the plane of focus (dashed line) is rejected by the pinhole aperture in front of the detector. 32, 33 This leads to high contrast for 3-D imaging. Furthermore, based on singlepoint resolution calculations, if ⌬r ϭ l/2NA 2 is the lateral resolution of a standard microscope with NA and operating wavelength l, the lateral resolution of the confocal microscope is 0.73⌬r. 34 In other words, one can achieve better resolution with confocal imaging. However, for 3-D imaging, the specimen has to be scanned in three dimensions, causing the process to be time-consuming. In addition, the working distance along the depth of the specimen is severely limited, which makes imaging of thick specimens (on the order of 300 m thick) difficult with high resolution. Furthermore, for fluorescence imaging, photobleaching is a main concern for 3-D imaging, as repeated 2-D sectioning along depth only exacerbates the problem of increased exposure (the specimen will not fluoresce when it is overexposured). An interesting solution to the photobleaching problem, called two-photon laser-scanning microscopy, 35 has recently been developed, but the technique requires the use of high laser power. These drawbacks gave us the impetus to investigate holographic techniques for 3-D microscopy, especially when OSH is considered; it eliminates the multiple 2D scans along depth that are required of current 3-D microscopes. 18 Three-dimensional fluorescence microscopy by OSH has recently been demonstrated with a NA of about 0.033. 36 This corresponds to ⌬r Ϸ 7.7 m. Figure 8 shows holographic reconstructions of resolvable 15-m fluorescent beads with a depth separation of about 2 mm. That hologram was the first ever recorded for a fluorescence specimen. The technique of holographic fluorescence imaging has been extended to include the 3-D location of fluorescent inhomogeneities in turbid media, 37 and some of the novel imaging properties have been analyzed, with practical implementation issues discussed. 38 The applicability of OSH to high-NA microscopic imaging has recently been assessed, 39 and if it is implementable, it will be capable ideally of observation of live biological specimens in both fluorescence and phase contrasts (as we have seen that OSH is capable of implementing coherent as well as incoherent imaging). In addition, it has been pointed out that instead of using a plane wave and a spherical wave to scan the specimen, we can use a scanning pattern that is the interference of two spherical waves of opposite curvatures superposed in the specimen. Figure 9a shows the scanning pattern, that is, the use of plane waves and spherical waves to scan, in standard OSH. This situation corresponds to the one in Figure 4 . Figure 9b shows a situation in which the specimen is scanned by spherical waves of opposite curvatures, that is, the specimen is placed in the middle between two points C and CЈ. By doing so, we can improve the lateral resolution of conventional mi- The reference hologram is used to address a SLM, which, upon illumination, reconstructs the reference object in the area where the target is expected to be located. To that end, we can think of p 1 (x, y) as our phase-only SLM in that p 1 (x, y) ϭ H c (x, y) given by (18) , and p 2 (x, y) remains the same as in the first step, p 2 (x, y) ϭ d(x, y). The complex amplitude distribution representing the reconstruction of the reference hologram is mixed with a frequency-shifted plane wave and scanned in a 2-D raster covering the volume within which the search of the 3-D target object, O(x, y; z) is to be performed. It has been shown 16 that, under these conditions, the outputs of the electronic demodulation system (see Fig. 2 ) are, according to (11) ,
and
where is the hologram of the target object. i d (x, y) and i q (x, y), given in (19) , represent the 2-D correlation of holograms from the two 3-D objects, O and R. Therefore, a match of the target with the reference, in shape, orientation, and position, is identified by a sharp correlation peak occurring at the instant of the match. It must be stressed that only one single 2-D scan is sufficient to determine the 3-D location of the target and obtain simultaneously a measure of its similitude with the reference. In summary, the optical system used to perform holographic correlation optically, as given by (19) , is similar to that used to record the reference hologram. The main difference is that the plane wave in the pupil plane used to create the spherical wave when the reference holo- 
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croscopes by a factor of a half, 0.5 ⌬r, which is even better than that of confocal imaging. 40 This is exciting, and it remains to be demonstrated experimentally. To conclude this section, we want to point out a few interesting recent studies in the area of holographic microscopy; the reader is referred to Refs. 41 to 43.
Recognition of 3-D Objects
Three-dimensional matching has been one of the most challenging problems in object recognition, largely because of attempts to endow recognition systems with robust visual capabilities. Since the actual world is 3-D spatially, 3-D information on objects can give a recognition system more robust visual capabilities. However, 3-D matching is a formidable task, mainly because of visual systems that are restricted to the sensing and processing of information that can be displayed as 2-D projections.
The use of holographic techniques in 2-D optical correlation has been pioneered by VanderLugt, 44 and 2-D pattern recognition remains an active area of research. 45, 46 In the optical recognition of 3-D objects, extraction of 3-D information on objects is a critical issue because conventional imaging systems are restricted to two dimensions. [47] [48] [49] [50] [51] To the best of our knowledge, the use of holographic information to represent 3-D objects for optical 3-D object recognition was proposed and studied for the first time by Poon and Kim. 16, 52 They have shown that, using OSH, optical recognition of 3-D objects can be achieved by performing 2-D correlation of the holographic information from the 3-D reference object and that from the 3-D target object. This is possible because holograms have all the 3-D information from a 3-D object in the form of a 2-D fringe pattern. We call such a technique 3-D holographic correlation.
Again in OSH, we choose specifically p 1 (x, y) ϭ 1 and p 2 (x, y) ϭ d(x, y) in the heterodyning image processor, as gram is recorded is now replaced by an SLM with an amplitude transmittance proportional to the phase-only reference hologram. Optical experimental results have been reported. 52 However, because of the lack of phase-only SLMs, instead of complex holographic information, cosine-holograms of the reference and the target were used for correlation in the experiment. The 3-D reference object consists of two transparencies, as shown in Figure 10a . The transparencies of a "triangle" and a "rectangle" are located side by side but are separated by a depth distance of about 15 cm, with the triangle located closer to the 2-D scanning mirror at a distance of about 30 cm. Both the triangle and the rectangle are approximately 0.5 cm by 0.5 cm, have a line width of about 100 m, and are transmissive on an opaque background. The reference object was first 2-D scanned when the heterodyne scanning system was operated in the mode of optical scanning holography. Figure 11a shows the cosine-hologram of the 3-D reference object where only a single output i q (x, y) (see Eq. (13b)) has been used. In the next step, the real hologram was then positioned as pupil p 1 (x, y) with p 2 (x, y) ϭ d(x, y). The 3-D reference remains in the same position and is scanned a second time (correlation output shown in Fig. 11b ). The bright spot indicates a match of the two 3-D objects. As it turns out, the second scan is used to perform the correlation of two cosine-FZP holograms of the object. 52 When the 3-D target object shown in Figure 10b was scanned instead, it was found that there was no bright spot at the output.
When the 3-D target is shifted along the depth or z direction, the correlation output does not give a strong correlation because the proposed 3-D holographic correlation is essentially a 2-D process, as we are just performing a 2-D correlation of two holograms. However, we can achieve z invariance or 3-D invariance through analysis of the resulting correlation of the two holograms. Indeed, holography is widely used in imaging and information systems, and the need for analysis of holographic information has increased. Several techniques have been proposed for analysis of holographic information, especially in the area of particle field holography. [53] [54] [55] To achieve z invariance in 3-D recognition, Kim and Poon applied power-fringe-adjusted filtering to the correlation output from the two holograms and subsequently made a Wigner analysis of the filtered output. 56 Most recently, the correlation between the phaseonly information of the hologram of a 3-D reference object and that of a 3-D target for 3-D matching has been proposed, and it has been demonstrated that through Wigner analysis of the resulting phase-only correlation one can obtain the 3-D location of the matched 3-D target. 
3-D Holographic Television
The first television transmission of a hologram was demonstrated in 1966. 58 A TV camera was used to record the interference between the Fresnel diffraction pattern of an object transparency and an off-axis plane wave. The holographic information was then transmitted over a closedcircuit TV and displayed on a 2-D monitor. The displayed 2-D record was then photographed to form a hologram, which was reconstructed subsequently by a coherent optical system. Since a hologram has a tremendous amount of information, information reduction techniques have been investigated to alleviate the problems associated with the restricted field of view upon holographic reconstruction. In addition, if holographic information is to be refreshed at a TV rate, information reduction techniques can lower the data transmission rate through the channel linking the holographic acquiring end and the holographic reconstruction/ display end. Indeed, the creation of live 3-D TV using hologram formation and transmission is a formidable problem. Nevertheless, much progress has been made, 2, 59-73 and novel devices have been invented. [74] [75] [76] Recently, Poon has proposed a real-time holographic TV system using OSH to acquire holographic information and employing SLMs for eventual coherent 3-D display. 77 OSH does not suffer from the limited spatial resolution of the TV camera used for acquiring holographic information. Moreover, twin-image noise can be eliminated without the use of an off-axis plane wave for holographic recording, thereby lowering the data transfer rate for transmission and the spatial resolution requirement of SLMs for display. In addition, optical scanning holography can operate in an optically incoherent mode, whereby making speckle-free holographic imaging possible for high-resolution applications.
A proposed real-time holographic TV is shown in Figure 12 . We notice a familiar OSH setup in that the scanning beam directed away from beamsplitter BS2 toward the object is a TDFZP. This TDFZP is then projected through the scanning mirrors onto the 3-D objects, as in OSH discussed in previous sections. The heterodyne current coming from the photomultiplier is given by (9) , with ͿT(x, y; z)Ϳ 2 replaced by I 0 (x, y; z) as shown in Figure 12 . As pointed out before, this holographic-information-carrying current is actually riding on a temporal carrier at frequency ⍀, and if an acousto-optic modulator has been used for frequency shifting, the frequency can be in the megahertz or even in the gigahertz range. At that frequency range, the current (or information) can be directly radiated by an antenna without any modulation scheme involved, as is required in standard AM or FM transmission for an audio or video signal. This radiated holographic information can now be received from an antenna at a remote site for reconstruction. The reconstruction stage is a block diagram similar to that in figure 2, and its processed information can now be displayed on a SLM for coherent display. This idea of using OSH for the acquisition of holographic information and the use of SLMs for display has been experimented with, in the system shown in Figure 13 . It is clear from the figure that a TDFZP has been used to scan the 3-D object, and the photodetector's output has been bandpass filtered at ⍀ and then mixed with cos(⍀t) to eventually get i d , as given by (13a). For brevity, in Figure 13 , a single-channel output is shown and used instead of twochannel outputs giving i d and i q for reconstruction. The Image Processing and Measuring System (IPMS) 78 is an interface device that accepts a slow-scan electrical signal and stores the information in its digital memory. It then converts this information into a NTSC video signal. When its video is displayed on a TV monitor, Figure 14 shows the sine-FZP hologram of a 3-D object. The 3-D object consists of two transparencies, the "V" and "T," placed side by side but at different depths. This video signal can be input to the electron-beam-addressed spatial light modulator (EBSLM) controller, which drives the EBSLM. A serial video signal is the required input to the EBSLM controller. The controller in turn provides the signal that modulates the intensity of the emission from the electron gun within the EBSLM head. 79 This electron beam is then twodimensionally scanned onto the surface of a LiNbO 3 crystal with a deflection coil. As a result, electric charges accumulate on the surface of the crystal. In accordance with the input video signal, through the Pockels effect, the field associated with the charges changes the refractive index of the crystal on a point-by-point basis. To read out these results, a laser passing through a linear polarizer is used to illuminate the crystal. In the coherent light conversion tech- nique, a pointwise varying elliptical polarization due to the corresponding pointwise change in refractive index change of the crystal is manifested within the reflected light. By passing this reflected light through an analyzer as shown in Figure 13 , a converted coherent image is reconstructed at a distance M ϫ z away from the analyzer, where z is the distance from the scanning mirror to the object as indicated at the holographic recording stage of Figure 13 , and M is a magnification factor that takes into account the longitudinal magnification of the holographic imaging system due to various hologram scalings. An example of hologram scaling may be due to the fact that the displaying area of the hologram in the EBSLM is different from the actual optical scan area of the object. Regarding magnification effects on 3-D display, the reader is encouraged to refer to Ref. 18 .
To record the reconstruction along the depth, we can use a movable charge-coupled device camera, which focuses on the different reconstruction planes. Figure 15 shows the real-time reconstruction of the hologram through different depths, with the use of an electron-beam-addressed spatial light modulator. In the 3-D reconstruction, M ϫ z for Figure 15a and Figure 15c is 23 cm and 41 cm, respectively; in Figure 15a we see that the V is in focus, and in Figure  15c the T is in focus. Note also that the reconstructed image planes have been contaminated by the twin-image noise, as only one channel, i d , has been used. The EBSLM system is capable of displaying holograms at a video rate, and, of course, so do some commerical x-y scanners capable of working at video rate. But what has been done really is that a SLM has been used to display the acquired hologram along the depth for coherent reconstruction. So what is the prospect for a true 3-D holographic TV?
Let us first consider some issues in 3-D holographic display. For a given spatial resolution f 0 of a spatial light modulator, it has been shown that NA ϭ sin v ϭ x max /z 0 ϭ lf 0 , for a point-object hologram given by the expression of 
3-D Optical Cryptography
Because of the recent progress in the development of optical components and systems and their increased technical performance, optical cryptography seems to have significant potential for security applications. Indeed, there has been a plethora of articles in recent years dealing with secure systems using optical methods. [82] [83] [84] [85] [86] [87] [88] [89] [90] One of the reasons for using optical encryption is that information, such as images, that must be encrypted already exists in the optical domain. Another reason is that optical encryption as opposed to electronic or digital encryption can provide many degrees of freedom for securing information. When large volumes of information are to be encrypted, such as a 3-D object, the use of optical encryption methods is probably the most logical choice. Most optical encryption techniques are optically coherent; however, an incoherent optical technique for encryption has been proposed recently. 89 Inverse filtering has been used for decryption, which spoils the signal-to-noise ratio. Nevertheless, in general incoherent optical techniques possess many advantages over their coherent counterpart, such as a better signal-to-noise ratio and insensitivity to misalignment of optical elements. 99 Poon et al. recently proposed a novel incoherent optical method for encryption. 91 In particular, they have investigated an incoherent implementation of double-random phase-encoding. 92 The method is based on optical heterodyne scanning and has many advantages in addition to being an incoherent technique. Other advantages include the following:
1. Since it is an optical scanning method, incoherent objects, such as printed documents, can be directly processed without the need for SLMs to convert an incoherent image into a coherent image, as in existing coherent techniques cited above. Indeed, the proposed system can perform real-time or on-the-fly encryption. For example, a standard laser scanner, once it is modified according to the proposed technique mentioned, can become an on-the-fly optical encryption system. 2. Since the output signal is a heterodyne electrical signal and hence the encrypted information is riding on a heterodyne frequency, the signal can be immediately radiated for wireless transmission to a secure site for storage and subsequent encryption. 3. The technique is easily extendible to the encryption of 3-D information, as it is based on OSH.
The cryptosystem, as shown in Figure 17 , includes an identical optical system in the encryption stage as well as in the decryption stage. We observe that the optical scan- 
, where 2v is the viewing angle as illustrated in Figure 16 . 77 As an example, Hamamatsu's EBSLM has a spatial resolution of about f 0 ϭ 8 lp/mm, which gives a viewing angle of about 0.6°. 77 Nevertheless, if sequential 2-D display along the depth is desirable, the EBSLM system is adequate, as it is capable of updating holograms at a video rate.
Let us now consider the overall holographic display system in some detail. Assuming the size of the SLM is l ϫ l, the number of samples (or resolvable pixels) is N ϭ (l ϫ 2NA/l) 2 for an on-axis point object hologram. Therefore, for a full-parallax 20 mm ϫ 20 mm on-axis hologram that is presented on a SLM, and a viewing angle of 60°with l ϭ 0.6 m, the required number of resolvable pixels is about 1.1 billion in the SLM, well beyond the current capabilities of real-time SLMs. However, because we are used to looking at the world with our two eyes more or less on a horizontal level, we are usually satisfied with only horizontal parallax. Hence, for 512 vertical lines, the number of pixels required becomes 512 ϫ (l ϫ 2NA/l) Ϸ 17 million if vertical parallax is eliminated, and the possibility of real-time holographic TV becomes tangible. This technique of information reduction is, indeed, the well-known principle of rainbow holography. 65 OSH with horizontal parallax is possible if we scan the objects with a 1-D TDFZP. This needs to be further explored and investigated. This information reduction is also important for data transmission consideration. As calculated previously, a single frame of a 20 mm ϫ 20 mm hologram with a viewing angle of 60°requires about 1.1 billion pixels on the SLM. To update such a frame with 8-bit resolution at 30 frames/s, a serial data rate of 1.1 billion samples/frame ϫ 8 bits/sample ϫ 30 frames/s ϭ 0.26 Tbit/s is required for full parallax. However, by scarifying vertical parallax, the data rate becomes 4 billion bits/s, which is manageable with advanced modern optical communication systems. 77 For some of the best-quality SLMs commercially available (ϳ100 lp/mm), the achievable viewing angle is about 7°. 77 Obviously, current SLMs are not suitable for true 3-D display. In any case, in the movie Star Wars, Luke Skywalker's adventure begins when a beam of light comes out of the robot R2-D2, which projects a small 3-D holographic image of Princess Leia. 80 This is possible with current technologies. However, the Holy Grail for holo-ning system is identical to the two-pupil optical heterodyne scanning system discussed in Section 2. To perform encryption on the input I 0 (x, y; z c ), located z c away from the back focal plane of the lens at the encryption stage, in general we can manipulate the two pupils, p 1 (x, y) and p 2 (x, y). As a simple example, we let p 2 (x, y) ϭ d(x, y), a pinhole, and keep p 1 (x, y) as is. We shall call p 1 (x, y) an encryption key and z c a coding distance. After I 0 (x, y; z c ) is scanned, the output of the heterodyne current i c ⍀ (t) is sent to the antenna for transmission (note that i c ⍀ (t) is in general given by (9) and the superscript c is used to denote that the current is the coded information under the current consideration of coding). At the decryption site, an antenna picks up the signal, which is then switched to electronic processing, as shown in Figure 17 , to give two outputs, i c and i s , which are equivalently equal to i d and i q given by (11a) and (11b). i d and i q are then added into the computer according to i d ϩ ji q and give its stored information as (20) i(x, y; z c ) is the coded or encrypted image and can be stored in a digital computer. Because the product of the object's spectrum with the term trans- 
lates to a holographic recording of the object located z c from the lens, one of the interpretations of (20) is that the holographic information of the object (or the hologram of the object) is being encrypted or coded by p 1 , the encryption key. This idea of coding holographic information was first investigated by Schilling and Poon in the context of optical scanning holography. 93 After the object has been coded or encrypted, we need to decode or decrypt it. To do this, we turn to the optical system in the secure site, that is, the decryption stage as shown in Figure 17 . Again, note that the optical system is the same except that the choice of the pupils and the laser beams are now scanning a pinhole as an object, that is,
, located z d from the back focal plane of the lens at the decryption stage. We shall call z d a decoding distance. This time, however, the switch, as shown in Figure 17 , is on the output i d ⍀ (t) of the optical system in the secure site (note that in this case, the superscipt d denotes decoding information, and again it is given in general by (9)). Again, i c and i s are equivalently equal to i d and i q given by (11a) and (11b), but the pupil choices are that p 1 (x, y) ϭ d(x, y) a pinhole, and p 2 (x, y) is kept as is. We call p 2 (x, y) a decryption key. Hence i c ϩ ji s is given as follows: (21) This information is now stored in the digital computer to be used to decrypt the information coming from the encryption site via wireless transmission. To decrypt the
Fourier optics. We will demonstrate that by using OSH, we can implement double-phase encoding incoherently, that is, the input object can be diffusely reflecting objects, for example. By inspecting (20), we can rewrite the encrypted image in terms of convolution as (23) We now have the original image I 0 (x, y; z where we have assumed r(x, y) in (24) is another function of random numbers independent of M(x, y) statistically. Figure 19 shows the intensity of an encrypted document according to (24) under the following realistically chosen parameters: the focal length f is 10 cm, the wavelength of laser light used is 0.6 m, and finally z c ϭ 30 cm. For decryption, we need to gather information by scanning a pinhole object located z d away from the back focal plane of the lens when the pupils are p 1 (x, y) ϭ d(x, y), a pinhole, and p 2 (x, y) ϭ exp[ j2pM(Ϫx, Ϫy)], satisfying Condition ii as discussed. According to (21) , the scanned output to be stored in the digital computer becomes (20) , the use of a digital decryption unit (DDU), shown in Figure 18 , has been proposed. 91 Again as illustrated in Figure 18 , i(x, y; z c ) is the wireless transmitted encrypted information from the encryption stage and i(x, y; z d ) is the information generated at the decryption site, and they both have been stored in the computer at the decryption site. We see that at the output of the DDU unit, we have, using (20) and (21) We can now implement a popular algorithm called double-random phase-encoding, 92 which has recently been proposed for optical encryption through standard two-lens When the information from (24) and (25) is the inputs to the DDU, its output, according to Figure 18 , is as follows:
output of DDU (26) when
. The decrypted output intensity is shown in Figure 20 . If the decoding distance z d is guessed incorrectly, say, when z d ϭ 20 cm, the DDU output is shown in Figure 21 , even the correct encryption key is used. Note that this actually corresponds to defocused holographic image reconstruction. It has also been shown that when we use an incorrect decryption key with the correct coding distance for decryption, the output intensity looks basically like the encrypted document. 
3-D Optical Remote Sensing
There is increasing interest in 3-D target recognition in a 3-D space because the 3-D target is actually located in a 3-D space. 16, 49, 50, 51, 57 However, most of the previous contributions are focused on 3-D target recognition, and the range or the depth location of the target is often ig- laser beam is of Gaussian shape. Finally, in (27) , z o is the average distance between the target and the focal point of the spherical wave, and dz is the depth of the target. Our goal is to extract the range information (i.e., z o ) for the target from these two holograms. For remote sensing, the value of the NA of the scanning TDZFP is small in practice, and it is common that the target is located at a distance greater than the Rayleigh range, z R ϭ l/(NA) depth or the range information, z 0 . We now extract the information from H r-only (k x , k y ) by applying the following power-fringe-adjusted filter: 97 (30) where d is a small value of a constant, which is added to overcome the possible pole problems of the filter. Note that the denominator term, ͿH r-only (k x , k y )Ϳ 2 ϩ d, in the filter does not contain the depth information for the object. The filtered output in the frequency domain is given by the product of the real-only spectrum hologram squared and the filter, yielding the output spectrum as (31) Note that the filtered output in the space domain is the Fresnel zone pattern with z ϭ 2z o , which is given by the inverse Fourier transformation of (31), (32) Equation 32 shows that the depth location of the target is contained in the local frequency variations of the filtered output, which can be obtained from its Wigner distribution according to the last two blocks of Figure 22 to give which is a line impulse with a slope merical aperture and the wavelength of the scanning beam determine the Rayleigh range of the scanning beam pattern, which is given by λ/(NA) 2 ϭ 141 cm. Our objective is to extract the depth location of the target directly from the sine-and cosine-holograms according to the flowchart in Figure 22 . Figure 24 shows a spacefrequency map as a form of the line impulse,
Inasmuch as we know the wavelength, the depth location is found by directly measuring the slope of the line shown in Figure 24 , which is The depth location of the target is then calculated to be about
radians/cm tained electronically upon raster scanning the object, and, from the two holograms, we can construct a complex hologram that is free of twin-image information. Digital reconstruction of the complex hologram has been demonstrated to show no twin-image noise for 3-D holographic imaging. However, optical reconstruction without twin-image noise from the two holograms remains to be explored. In the latter part of the review, we presented five major areas of research currently under development. These research areas either directly or indirectly employ the principle of OSH. The first area is in 3-D holographic fluorescence microscopy, which has been shown to demonstrate for the first time that fluorescent specimens can be captured holographically. One of the important prospects for such a holographic microscope is that by designing the scanning pattern accordingly, one can obtain a performance that exceeds, in some ways, that of a conventional microscope. For example, an expected improvement of lateral resolution over conventional 3-D imaging by a factor of 2 is possible. This remains to be further verified experimentally. The second area of research is the recognition of 3-D objects. We have shown that 3-D matching can be accomplished by performing 2-D raster scanning twice: one scan is for acquiring the holographic information for the 3-D reference object and the other scan is for the recognition of the 3-D target. The double scan, as it turns out, effectively performs the 2-D correlation between the holographic information of a 3-D reference object and that of a 3-D target object. Such a technique has been referred to as 3-D holographic correlation. Furthermore, it has been mentioned that by use of phase-only holographic information, one can achieve recognition with 3-D invariance. We want to mention the possibility that for scale changes in 3-D z 0 ϭ 95 m, which is consistent with the actual location of the target from the scanning beam. Once we have found the depth, we can reconstruct the target's image according to (17) , as we have found the value of z 0 . Figure 25 shows the recovered image of the target at its depth location. The reconstructed image is twin-image noise free, as we have used a complex hologram to reconstruct. Recent experimental verification of the idea has just been performed, and the interested reader is referred to the Ref. 98 
CONCLUDING REMARKS
In this review, we have first presented the basics of twopupil optical heterodyne scanning image processing and provided important results to be used in subsequent sections. One of the important results is that the image processor can be used to process 3-D images coherently or incoherently, depending on the detection scheme employed. By simply changing the detection mode from pinhole detection to spatially integrating detection, we can vary the coherence property of the imaging process from linear in amplitude to linear in intensity. The partial coherent imaging is entirely possible if the size of the detector is finite. This aspect of imaging, however, has not been formulated but is worth investigating. OSH is then subsequently discussed. It is a real-time holographic recording technique in that holographic information for a 3-D object can be acquired in a single 2-D optical scan with a TDFZP. This TDFZP can be realized by choosing one of the pupils as a delta function (i.e., a pinhole) and making the other a constant (i.e., a clear mask). We then have shown how two holograms, namely the sine-Fresnel zone plate hologram and the cosine-Fresnel zone plate hologram, can be ob-object recognition, one could, for example, change the scale of the acquired holograms, and this can be done simply by making the area over which the object is scanned different from the area of the SLM that displays the resulting hologram. This points out the flexibility of optical scanning imaging. Three-dimensional holographic TV is the third area considered. We have discussed the use of OSH to acquire holographic information and the use of SLM for 3-D display. The use of the horizontal-parallax-only (HPO) approach to OSH suggests that it is possible with current technologies to transmit and display a small 3-D holographic image in real time. However, HPO-OSH still needs to be demonstrated and explored. The fourth area in 3-D optical scanning cryptography tends to explore the manipulations of pupils to obtain different processing capabilities for OSH other than just being able to image holographically. Although encryption and decryption of 3-D objects can be envisioned with OSH, demonstrations have been limited to computer simulations involving 2-D objects. In addition, optical experiments still need to be performed to verify some of the proposed ideas. Finally, 3-D optical remote sensing is the fifth area of research employing OSH. An algorithm has been proposed under the approximation of remote sensing. The idea is to acquire range information from a complex hologram. Once the range has been extracted, the image at the range location can be obtained form the complex hologram, which can be recognized by conventional 2-D rotation-and scale-invariant optical correlators. Finally, we submit that OSH is simple and yet powerful for 3-D imaging and processing. We hope that this review will stimulate further research in holography and its many potential novel applications.
