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In continuous trading, ruin problems are important for several reasons. In the first part of the 
paper a test criterion for bankruptcy is developed. In the present framework one implicitly assumes 
the investor’s wealth to be different from zero, otherwise the model is not well-defined. It is of 
practical interest to be able to investigate if a certain stationary Markovian financial strategy may 
lead to ruin. If ruin can occur, its probability is found to satisfy a partial differential equation. 
In the second part of the paper, a portfolio optimization problem is investigated and solved 
using Doleans-Dade’s exponential formula. The optimality criterion used is to maximize the 
expected rate of growth. Because of the special structure of the problem, we avoid the Bellman 
equation. This fact is fortunate, since the Bellman equation is often very complicated to solve 
analytically. . 
ruin problems * portfolio optimization * stochastic differential equations * semimartingales * 
explosions * the Doleans-Dade formula 
1. Introduction 
In the first part of the paper we investigate the possibility that the investor goes 
broke at a finite time. Such financial conditions are well explored for discrete-time 
models, but have not appeared in the continuous-time literature. There are several 
reasons why this topic is important; the investment model in common use is not 
well-defined in continuous time if the investor’s wealth can reach the value zero at 
a finite time. Another reason is simply that the investor wants to know if his 
investment policy may eventually lead to bankruptcy. If this is the case, we want 
to be able to calculate the probability of ruin. 
The second aspect of the paper is to formulate a portfolio optimization problem 
leading to a strategy which is easy to compute analytically in practice. In discrete 
time this has been explored by Mossin (1968). A continuous time version based on 
a dynamic programming approach using Ito-Meyer’s differentiation formula is given 
in Aase (1984). The formulation of the problem in the present paper is to maximize 
the expected rate of growth, which is a natural optimization criterion in finance 
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(see e.g. Breiman (1960), Thorp (1971), Aase (1983)). The problem is solved by a 
somewhat different technique than in Aase (1984). By using the Doleans-Dade’s 
exponential formula, the problem is reduced to an elementary optimization of the 
expected value of a (random) Lebesgue integral, which becomes a straightforward 
problem of calculus. This way we avoid the Bellman equation, which in the present 
formulation is an integro-differential-difference equation of parabolic type mixed 
with an optimization problem, the latter being almost impossible to solve before 
one has found (guessed) the functional form of the solution (see e.g. Aase (1984, 
1985)). 
Lastly a few words about the model. It is a fairly general one, where the prices 
can have a continuous part and a pure jump part. It is a special case of a stochastic 
process called a semimartingale, and was basically introduced by Aase (1984), 
except for the more realistic correlation structure we use here. See also Harrison 
and Pliska (1981) for use of general semimartingales in financial equilibrium theory. 
The advantage of such models is that they allow for additional flexibility compared 
to the usual two-parameter diffusion processes, and hence will more easily fit real 
price data, with the obvious implications this has for the applicability of the theory. 
Estimation of the unknown parameters for such models will be discussed elsewhere, 
(see Aase and Guttorp (1984)). One important reason for us to prefer the present 
mode1 is that the associated statistical inference problems can be solved. The problem 
of explosion or non-explosion has been studied in the general context of the modern 
French school by Jacod (1979), and Stroock and Varadhan (1979, Ch. 10). The 
generality presented in the present paper is sufficient for most practical purposes. 
2. The model 
Suppose an agent is faced with d different investment alternatives. The prices 
Pi(t) at time t, i=l,2,... , d, of the different assets are random processes with 
sample trajectories being continuous on the right, having limits on the left (corlol- 
cAdlAg). A possible practical mode1 was presented by Aase (1984), where the 
dynamics of Pi(t) are supposed to satisfy the following stochastic differential 
equations 
dP,(t) d -= 
p,(t-) 
Pitt, J’) dt+ C ri,(t, P) dB,(t) 
/=I 
+,=t PtkdNdfL i=1,2 ,..., d, t E [0, T). 
m 
(1) 
Here P(t) = (P,(t), P2( t), . . . , Pd( t))‘, defined on (0, F, {F,}, F), a filtered probabil- 
ity space. B(t)=(B,(t),B,(t),. .., &(t))’ is a d-dimensional Brownian Motion on 
the same space with independent components, N,j( t) are F,-point processes, counting 
the number of jumps of size pii the relative price Pi(s)/Pi(s -) makes before time 
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t.ThePij,i=l,2 ,..., d,j=-m,-m+l,..., m - 1, m are given constants. Predict- 
able intensity processes hV(t) are assumed to exist such that 
I 
I 
Mjj( t) = A$( 1) - AJs) ds (2) 
0 
are martingales. The following two assumptions are also needed in Chapter 4: 
(a) The F,-point processes Iv, are not allowed to have simultaneous jumps. 
(b) The F,-point processes Nij are independent of the d-dimensional Brownian 
Motion B. 
Finally, pi( t, P) and a,,( t, P) are non-anticipative functionals, where the matrix 
UU’ is the local covariance matrix of the prices, 
@ = (utt), i, l=I,2,. .., d. 
Let W, denote the wealth of the agent 
d W, = W,_ ; w,(r, I’)% 
i=L 
at time t. The change in wealth satisfies 
(3) 
where wi( t, P) is the fraction of the agent’s wealth which is invested in alternative 
i at time t. 
We assume wi( t, P) to be predictable, which in applications means left continuous 
in t and adapted to F,, and furthermore 
(4) 
If shortselling and borrowing is not allowed, one also needs the restriction 
w,(r, P)sO, i= 1,2,. ..,d, t~[0, T). (5) 
The above formulation of the model was used by Aase (1984) in a utility-based 
portfolio optimization context. The model is only well-defined if the agent can not 
go broke or become infinitely rich at a finite t < T. If we ignore restriction (5), this 
implies that some wi will have the value *co at such a time point, and (4) does not 
have a meaning. This follows heuristically from the relation w,(t, P) = 
ni( t)P,( t)/ W(t), where ni( t) = number of shares of asset i purchased during period 
t (see Merton (1971)). 
Another formulation is given in Harrison and Pliska (1981), where they consider 
the number of shares of each security instead of the relative portfolio proportions. 
Conditions ensuring that (1) has a unique solution are given in Aase (1984). The 
model presented above is a natural way of describing an investment situation often 
seen in the finance literature, and it is accordingly of interest to find conditions 
guaranteeing that the investor does not go broke (i.e. invest such that WI = 0, t < T). 
If the investor can go bankrupt, we want to be able to compute the associated 
probability of ruin. These will be the topics of Section 3. 
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3. Characterization of bankruptcy for the Markovian case 
In this section we give conditions under which the agent can not go broke before 
time T and conditions ensuring that the investor either goes broke at some finite 
random time point r, or becomes infinitely rich there. In the latter case, we also 
want the probability of ruin. In stochastic process terminology we talk about 
explosions at such ~‘s. We will use the assumption: 
(c) P(t) is a time-homogeneous Markov process. 
Let R, denote the return on the portfolio w( t, P). The relation between W, defined 
in (3) and the return process is as follows: 
R, = 
dws 
W(s -)’ 
or equivalently 
W,(pidt+ : oildBl+ f PikdN;k(t)) 
I=1 k=-m I 
(7) 
The assumption (c) about pi, vi, and hik implies that there are no after-effects, and 
time homogenity, i.e. pi( 1, P) = pi( P( t)), cTil( r, P) = Vi,( P( 1)) and A&( t, P) = 
h,,(P(t)). We assume that the portfolio strategy chosen is Markov as well. 
To avoid trivial cases, we shall make the final assumption that 
(d) I’ A,,(s)wi(s) ds <cc a.s., t20, Vi,j. 
0 
For example, if (4) and (5) are satisfied, and the h,,(s) are bounded, as would be 
the case in applications, then (d) holds. 
In order to use a criterion obtained by Hasminskii (1960) that guarantees explosion 
or non-explosion of a d-dimensional diffusion process, we consider the stochastic 
differential equation 
dR*(t)=b(P(t))dt+e(P(t))dB(t) (8) 
for the d-dimensional stochastic process R*(t) = (Rf( t), . . . , R$( t))’ where the drift 
vector b(P( a)) is given by 
IF w,(p(.))ELi(p(.)),O,...,O 
i=l >’ 
and the diffusion matrix e has the form 
i=l 
e(fY. )I = I i Wr(P(‘))Ui~(P(*))y~ Wi p(‘))“iZ(p(‘))9 -..Y $ wi(p('))uid(p(')) i=l r=* 0, 1, . . ., 0 1. 
! 0, 0, . . .) i  i  
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Note that an explosition of R(t) happens at a finite time t if and only if R:(t) 
explodes at time t. This is so because we can disregard the jump part of R(t), since 
there will only be a finite number of jumps each of a finite size before time 1. Here 
we use assumption (d) guaranteeing that the jump component of R(t) does not 
explode as. (see e.g. Bremaud (1981), p. 22). But since Rz( t), . . . , R$( t) are indepen- 
dent Brownian Motions and Brownian Motions are known not to explode in finite 
time (see McKean (1969), p. 57), R;(t) explodes if and only if R*(t) explodes. 
Whereas the theory of explosions for diffusions in one dimension could not be used 
for the process R(t), since the price process is d-dimensional, we can apply 
Hasminskii’s test for explosions or non-explosions to the d-dimensional R*(t). To 
this end we make the following definitions: For x E Rd, 
A(x) = x’(e(x)e(x)‘)x = d iil (,i, w,(~)~t.(x))~ 
i W,(X)Uli(X)+ i Xf 3 
I=1 i=2 
B(x) = A-‘(x)(trace(e(x)e(x)‘)+2(x, b(x))) 
=A-‘(x) ‘+(&1)+2x, ; w~(x)/-Q(x) (10) 
Finally let 
A-(r) = !in A(x), 
x r A+(r) = ;“=x A(x), x r 
B_(r) = $n B(x), 
X r R+(r) = f?“=x R(x), x r 
C_(r) = exp{ 1: B-(s)s ds},C+(r) = exp{ 1, B+(s)s ds . 
I 
i=l / 
(11) 
(12) 
(13) 
(See McKean (1969).) We can now establish the following theorem. 
Theorem 1. (a) If 
then the investor does not go broke at a jinite time point (U.S.). 
(b) lf 
then the agent eventually either goes broke at some finite time point or becomes injinitely 
rich there (U.S.). 
0000 
Proof. First we note that the process R, is defined up to some explosion time 7s 00 
and 1 R,_I = 00 if 7 <CO. The case T < 00 is of particular interest. We basically only 
218 K. K. Aase / Portfolio Opiimizaiion 
consider the process before time T- = min{r, T}. As noted above, we may then 
disregard the jump component. The idea behind Hasminskii’s result is to consider 
]R*(t)], the radius of the process R*(t) and use Feller’s test for the one-dimensional 
radius. By (1 l), (12) and (13) one makes it as difficult for the associated test integral 
to diverge (converge). If the integral still diverges (converges), then the conclusion 
of Feller’s test still holds (see also Aase (1983), p. 771). Hence, by Hasminskii’s test 
we obtain the conclusion of Theorem 1. 0 
In order to illustrate how the computations may be carried out we now present 
an example. 
Let p and v be constants (and let us ignore the jump component). In this case 
any reasonable policy w will also be constant. Denote by w’p = c and I:=, ~,a,~ = ci, 
i-1,2,..., d. For simplicity let c = 0. The c,‘s are constants. Now we get 
A=x;a+2x, ; xici+; xf, 
i=2 i=* 
B=A-‘[a+(d-l)], wherea= t cf. 
,=1 
We only have to solve the constrained optimization problem for A: The Lagrangian 
equals L(x, A) = A-A (1x1’- r’). Differentiation of L leads to two solutions for A: 
A =$z++Jf(a+l)*-c:, 
one corresponding to a maximum and one to a minimum. The corresponding 
solutions for x is 
Let 
rjh - 11 
X1=j(A-l)2+a_c~’ 
ci 
x =-’ 
r/A - 11 
’ (A-l) J(A-l)*+a-c;’ 
k(A) = (A_l)‘:a_c2((A-l)2~+2tA-l~(a-c:)+(~-ci)). 
1 
Then 
A+ = ‘*k(A,), A- = r2k(A2) 
where A,, A2 are the Lagrangian multipliers corresponding to the maximum and the 
minimum solutions respectively. Clearly k(A) > 0 for A = A, and A = AZ. Also, 
a-cd-1 a+d-1 
B+= 
A_ ’ 
B_= 
A+ ’ 
Further, 
c, = rk, where k,=a~(~~l>O, 
1 
C_ = rs where k, = 
a+d-1 
k(A,) 
> 0. 
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Finally, the test integral in (a) is proportional to 
I 
cc 
r( 1 - rpkl) dr = +a, 
1 
since the integrand fails to converge to zero as r + ~0. Similarly the test integral in 
(b) equals fee. Hence, by Theorem 1 the investor does not go broke with probability 
one. In the present example all the Pi’s are geometric Brownian motions, and so is 
W. Geometric Brownian motions (with constant drift and diffusion coefficients) are 
known not to explode. So Theorem 1 is confirmed in this case. 
In principle, any investment plan can be tested this way. 
It should be mentioned here that the assumption about time-homogeneity of the 
coefficients pi, V~ (and AU) is not necessary. In Hasminskii’s paper there is a remark 
about how to deal with non-stationary coefficients. In this case, for the definition 
of the functions A+, B,, A_ and B_, it will be necessary to take the maximum and 
minimum also in t in the corresponding intervals. 
We now turn to situation (b) of Theorem 1, i.e. the case where R, is explosive. 
In this situation it becomes of considerable importance to find out which one of 
the two possibilities left open prevails. In one dimensional diffusion theory this 
problem can be solved, and several authors have analyzed this situation: Narain 
(1974) developed a conditional diffusion equation, given that one of the boundaries 
will be the exit point. Aase (1977) computed the conditional expected time to exit 
in one boundary, given that this particular boundary will be the first one to be hit. 
These derivations are based on the theory of Feller-processes, which can not be 
generalized to the multidimensional case. 
Below we will find an equation for the probability of ruin in this situation. Whereas 
the theory based on Feller processes could not be used for W(t), since the price 
process P( 1) is d-dimensional, we use the following approach based on the associated 
Fokker-Plank equation: 
Consider the (d + 1) dimensional process ( W*( + ), P*( . )) given in equations (1) 
and (3), where the *-notation again indicates that we disregard the jump components. 
The reason for omitting these terms is the same as before. 
The drift vector of the resulting process equals p( P( . ), W( . )), where 
P(P, w)= t t wi(p)Pi(p) w7 plP*(p)~ p2P*(p), . . .v pdPd(p) 
I 
\i=l 
and the (d + 1) x d diffusion matrix (hi) equals 
d 
i=l 
. . . , 
. . ., 
. ‘. 7 
Let a,= f. f. 
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The Fokker-Plank differential generator d defined for v E C’(G) with G = 
(0, CO)d+’ and 6G = (0) x [O,O~]~ equals 
x E G. 
We are now interested in the function u(x) satisfying &U(X) = 0, x E G, with boundary 
condition 
V(X) = Q(x), x E 6G, where G(x) is some given function. 
Since u(x) = Ex[@(x7)], where T = inf{t: X, E 6G) (see e.g. Davis (1984), pp. 354 
and 355)), it is clear that by choosing 
Q(x) = 
1 ifx,=O, 
0 otherwise, 
u(x) becomes the probability of 
X,,, = P:, k = 1,2, . . . , d. 
We can now state the following 
ruin in the present case, where X, = W* and 
theorem. 
Theorem 2. If case (b) of Theorem 1 holds, then the probability of ruin 
v( W-5 PI, p2, . . ., Pd) as a function of the initial wealth Wand initial asset prices PI, 
p2, . . . 1 Pd, satisjies the partial diflerential equation 
dv(W, P ,,..., 
with boundary condition 
given by 
Pd)=O inG 
40, PI,. . ., Pd) = 1, where the diflerential generator d is 
( 
d 
ulj C wi”tj 
t12V 
- 
j=l i=, swap, 
Observe that ruin occurs when W, = 0, but the prices may be arbitrary. Further 
notice that the formulation of the process X, prior to Theorem 2 could not be 
utilized in Theorem 1. This is so since explosion would then also be misinterpreted 
to include the case where one or more of the price processes P,(t) are 0 or +a, 
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l-1,2,..., d. The first of these possibilities would, for example, not necessarily 
imply that W, = 0, the case which is really under investigation. 
The partial differential equation in Theorem 2 looks more formidable than it is. 
Being a second order linear equation of elliptic type, much analysis and theory 
certainly exist for this type of p.d.e. Interesting to note here is that the probabilistic 
solution v(x) = E,[c$(X,)] can be used to find the probability in Theorem 2 by 
simulation: For any investment strategy w(t, P*), we can run a Brownian Motion 
and thus simulate the process (W*(e), P*( .)). By repeating this procedure 
sufficiently many times this can be used to estimate the probability 
V(W,P,,P2,..., Pd) as accurately as we desire. The p.d.e. in Theorem 2 may be 
referred to as one that can be solved by running a stochastic differential equation 
(s.d.e.). 
4. Myopic portfolio optimization 
In this section we formulate a portfolio optimization problem in such a way that 
the solution can be computed successively in real time. In discrete time models this 
is called myopic portfolio optimization, and it has been investigated by Mossin 
(1968). 
In this section we do not need the assumption (c), i.e. the process does not have 
to be Markovian or time homogeneous. 
From (3) we have 
f 
w,= w,+ W,_ dX, 
where 
(14) 
Since X, is a semimartingale, we can use DolCans-Dade’s exponential formula to 
obtain 
w, = W&E*(X) 
where 
X, -f(X’), + C (ln( 1 + AX,) -AX,) . (15) 
SG1 
Here (X)’ is the predictable quadratic variation of Xc, where Xc is the continuous 
component of X. Also AX, = X, -X,_. By use of (1) we find 
Ed = exp( Y,) (16) 
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where 
-; ii, ,ij, w:(s, Pbfds, P) ds - j-’ 
d 
C WiWj C ai/ajl ds 
0 i>j I=1 
+ 
I 
’ i f ln(l+ w,(s, P)&) dNi,(s). (17) 
o i=l k=-m 
(See Appendix 1.) 
Accordingly, we have that 
W, = W,_ exp( Yr). (18) 
Suppose the optimality criterion is to maximize W, in some way. Instead of 
introducing a utility function of the wealth at this stage and proceeding with dynamic 
programming techniques (as e.g. in Aase (1984)), we consider (18) and solve 
max EY, 
WC u 
(19) 
where U = {set of permissible portfolio rules}. 
The term permissible means that w is predictable and satisfies (4). In addition it 
is natural to add a condition relating to bounding the risk of the portfolio. Such a 
condition could be 
Var(dR,]F,)/dt 4 c,, t E [0, T) 
where c, is a constant for each t. 
(20) 
This means that we want to bound the rate of the instantaneous conditional risk 
of the portfolio. Using (7) we find that (20) is equivalent to 
.;, Wf( i, afI+ ,x,. Pfkr.k) +2 i, wtwj i, fldub s ct. (21) 
(See Appendix 1.) Hence, for a given function c,, t E [0, T) we could choose our 
set of permissible portfolio rules U as follows: 
U = {WI w is predictable and (4) and (21) hold}. (22) 
Many other choices for U are of course possible. The main aspect here is that (19) 
is chosen as our optimization problem. There are several reasons why this is 
reasonable. The one we may be concerned with here, is that this leads to a computa- 
tional procedure which can be solved ‘on-line’ in time. Taking E[ Yr], the right 
integrand has the form 
d d d d 
f(W)(t)= C wiPi-4Wf C dl- C wiwj C U,IU,l 
,=, I=1 i>j I=1 
+ YF ,f Ml + WiPik)hikr 
I=, k=pm 
(23) 
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and the Lagrangian is 
Uw; A,, U(r) =f(w)(r) -Ai(var(dR,IF,)ldr - 
Here we can use Kuhn-Tucker’s theorem and standard mathematics of optimization 
to solve max Wt “f(w)( t) for each t. This will solve the stochastic optimization 
problem in (19). 
Regarding the existence of an optimal investment policy, we note the following: 
For each w E 0, s< t, f(w) is continuous on the compact set U = {WI (4), (5) and 
(21) hold}. Hence (at least) one optimal w* = w*(s, w) exists, w E 0. Notice that 
this w* does not depend upon t. The optimal policy {w*(s, w), s s t} maximizes 
E{ln Wt} for all t. In this case we will accordingly have that 
lim sup 1 E{ln WY”} 2 lim sup 1 E{ln WY} for all w. 
f-m t *+‘x t 
Below we will show how w* may be obtained explicitly. 
Notice how we avoid the Bellman equation, which in continuous time is rather 
complicated, (see e.g. Aase (1984), (1985), Gihman and Skorohod (1979) among 
others). To see more clearly why (19) is a natural formulation, we use Jensen’s 
inequality to obtain 
EW, = E{ W,_ exp( Y,)} 2 W,_ exp( EY,). (25) 
Hence, by maximizing the right-hand side, we also make sure that the expected 
value of the final wealth is large. To solve the problem in (19) is equivalent to 
maximizing the rate of growth. It is well-known that this is the right approach in 
portfolio optimization (Brieman (1960), Aase (1983), Thorp (1971)). In the utility 
function based analysis, (19) is equivlaent to solving 
m:; E{log( WT)), (26) 
i.e. to using the natural logarithm as the utility function. This problem was considered 
in Aase (1984), and except from using another set U there, we may compare (23) 
above with his eqn. (18), which was derived by another technique, using Ito-Meyer’s 
differentiation rule for stochastic integrals. However, the Doleans-Dade’s exponen- 
tial formula implicitly makes use of the Ito-Meyer’s formula, and hence the methods, 
different as they may seem, make use of essentially the same principles. Now a few 
comments to the constraint introduced in (20) or (21). To most analysts it would 
be natural to maximize EY, subject to (4) and bounded final risk, i.e. var(R,) G C. 
It is easy to show by formal calculations that 
{I 
T T 
var(dR,IF,) 
Hi 
2 
var R, = E - E E(dR,IF,) . 
0 0 I 
Hence we can bound the risk by trying to bound the first term on the right hand 
side above. This can of course be achieved by bounding the integrand as in (20) 
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and thus we are led to the optimization problem in (24). There are of course other 
ways, and (20) may sometimes only be a reasonable starting point. This will depend 
on the practical situation at hand and in particular on investors degree of risk 
aversion. As a short illustration on how Kuhn-Tucker’s theorem can be used on 
(23) and (24), we now consider the situation with no jumps: 
In practice we first solve 
maxf(w)(t) (27) W 
such that Cf=rsYi = 1. 
If the solution of this problem satisfies constraint (21), the solution will be the 
optimal one. In this case it is given by 
w* = A-‘(p -1A) (28) 
where 
P = (P,, P2,. . ., l-b)‘, 
the vector 1 = (1, 1, _ . . , 1)’ is multiplied by the Lagrangian constant A = 
(Ci,j 6,~~ - 1)/&j b,, where b, are the elements of A-’ with A given by 
A= 
Ullffl2, . . . . *1 IwIld 
I=1 I=1 /=I 
2; ff2ruu, ; a:,, . . .) 2 ; u2 l”ld 
I=1 I=1 I=1 
udlul 1, udl”12, . . . , 
I=1 I=1 1. 
Note how the instantaneous risk and return enter in a logical way in (28). In the 
case where the solution (28) does not satisfy the constraint (21), both constraints 
are binding, and we use (24) to solve the problem using Kuhn-Tucker’s theorem. 
In this case we have a system of d +2 equations in d +2 unknowns, since both A, 
and A2 now have to be found. 
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Appendix 1 
Calculations for obtaining Y, in (17): 
Y,=X,-4(X’),+ C (ln(l+AX,)-AX,) 
SS, 
where 
x*= I ’ ; w&P)%. 0 i=, 
Using (l), we get 
x’z I ot ;$, Wit% P)pi(S, P) dt+ ’ d I o Z, wi(sy ‘1,i, vil(S, P) dB,(s) 
’ I d ig, wi(Sy P) Z Pik dNik(s). k=-m 
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Moreover, we know that 
and 
Therefore 
f’ d 
Y, = 
J 
1 W;/Li d t f ’ i Wi t UJ dBr + ’ t W, f P,k d Nik 
0 i=l I 0 i=l /=I I 0 i=, k=pm 
-:(I 
1 d 
C W&Pi dt -t 
0 i=l I 
’ YE Wi ,i, O;l dB,> 
0 i-l 
PikANik(S) 
I 
- c 1 W, C PikANik(S). 
.ssr L k 
The last term on the right hand side equals 
Wi ,z,. Pik dNk, 
which is the same as the third term. The fourth term equals 
since ji ~~_, Wi/l.i dt is of bounded variation. Hence the foruth term is 
= 4 ii, wf 1 CT;, dt + ’ C wiwj C ai,ujl d t. 
I I 0 i>j I 
The fifth term on the right becomes 
i f In(I + W,Pik) dNik(S). 
i=l k=-m 
Putting all this together and using assumption (a), gives 
Y, = ii, “‘i(s, P)Pi(s, P) ds + 1 ’ i WCS, f’) ,ij, g,ds, P) d&(s) 
0 i=* 
-’ if, wf(s~ ‘) ,a, ufi(S, P) ds- 
I 
’ i Wi(S, P)Wj(S, P) f c+ilcj, ds 
0 r>j /=I 
+ 
I 
’ i g In(I+ W,(S, P)Pik) dNik(S). 
o i=l k=-m 
Calculating (21): var(dR,jF,)/dt. 
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From (7) we get 
var(dR,IF,) = var i wipi dt+ i wi 2 uil d&(t) 
i=l i=l 1 
+ I? wi f Pik dNik(t)IE . 
i=l k=-m > 
Since the first term on the right is predictable, the conditional variance equals zero. 
Hence we get, using assumption (b), 
var 
= w’uu’w d t + i w;/3fkhik d t 
i=l 
,i, d+ ,i, pfknik) +2 5 WiW, Z? CtPj,) dt. 
i>j I=1 
