Introduction
Simultaneous considerations of a set of inferences are common in clinical or preclinical studies. Clinical trials frequently incorporate one or more of the following design features: multiple outcome measures, 1 ,2 repeated tests of significance as the study progresses (interim analyses) to ensure early detection of effective treatments, 3, 4 subgroup analysis to address particular concerns on efficacy and safety of the drug in some specific patient subgroups, [5] [6] [7] and various combinations of these features. 1, 8 In preclinical animal experiments for chronic effects, researchers routinely analyze approximately 10 to 30 tumor types and/or sites for screening of carcinogenicity of chemicals. 9 Multiple testing refers to carrying out more than one statistical test for simultaneous inferences on a study. The best-known multiple tests are the analysis of variance (ANOVA) post-hoc tests after obtaining a significant omnibus F test 10 when comparing means of several groups. A significant F test result sug-gests rejecting the null hypothesis that the means are equal. Multiplicity tests are then used to determine which pairs of means are significantly different. Recently, analysis of genomic, proteomic, and metabolomic data for identifying potential molecular biomarkers from hundreds or thousands of variables has presented challenges in multiplicity testing. 11, 12 Appendix 1 contains a glossary of terms often used in statistical inference.
A "statistical hypothesis test" is a formal scientific method to examine the plausibility of a specific statement regarding the comparison of a parameter (or measurement) between one group and a fixed value or between two or more groups. The statement about the comparison is typically formulated as a "null hypothesis" that there is no difference in the values of the parameter between the groups. An "alternative hypothesis" is designed for the study objective to be proved, such as that the mean values differ between the groups or the mean of one specific group is greater than the other. The null hypothesis is used to derive the "null distribution" of a test statistic (such as a T statistic). This distribution serves as a reference to describe the variability of the test statistic due to chance. The test procedure compares the test statistic to the null distribution and computes a P value to summarize the test result. The P value is the probability of obtaining an experimental outcome as observed or more extreme if the null hypothesis is true. A small P value indicates that the test statistic lies in the extremities of the null distribution. This finding suggests that the null hypothesis does not accurately describe the situation. When the P value is less than a prespecified "level of significance," such as .05, the null hypothesis is rejected. This result is described as "statistically significant" or simply as "significant." Conversely, if the P value is above the threshold, the null hypothesis is not rejected since the results are not inconsistent with the null hypothesis; the result is described as "non-significant." A rejection is referred to as a "statistical discovery."
When a statistical test is performed, depending on whether the null hypothesis is true or false and whether the statistical test rejects or does not reject the null hypothesis, one of four outcomes will occur: (1) the procedure rejects a true null hypothesis (a false positive type I error), (2) the procedure does not reject a true null hypothesis (a true negative), (3) the procedure rejects a false null hypothesis (a true positive), or (4) the procedure does not reject a false null hypothesis (a false-negative type II error). The true state and the decision to accept or reject a null hypothesis can be summarized into a 2 × 2 table (Table 1) .
The P value of a test can be simply interpreted as the probability of a false positive. When the P value is less than the level of significance, the null hypothesis is rejected. The level of significance is usually defined under a single test. When there is only one hypothesis, the probability of making a false-positive error is controlled at the level of significance. If more than one test is conducted, the P value of an individual test can no longer be interpreted as the probability of false positive of the overall test. Consider an experiment to compare treatment vs control groups separately for measurements made on the samples. If there are 10,000 such measurements (such as gene expressions), then up to 10,000 tests on individual measurements can be performed. With just one test, performing at the usual 5% significance level, there is a 5% chance of incorrectly rejecting the null hypothesis. However, with 20 tests in which all null hypotheses are true, the expected number of such false rejections (positives) is 1 (5% of 20). If 10,000 tests are performed, the expected number of false positives is 500 (5% of 10,000). In this instance, at least one null hypothesis (and likely many) will be rejected incorrectly. Unfortunately, we will not know which are correct or incorrect.
Many statistical techniques have been developed to control the false-positive error rate associated with making multiple statistical comparisons. [13] [14] [15] [16] [17] One of the simplest methods to account for multiple testing is to adjust the significance level to account for the number of tests. This is achieved by dividing the significance level for each test by the number of tests performed. To insure that the false-positive error rate is no greater than 5% when performing 20 simultaneous tests, each individual is significant only if its P value is less than (.05/20) = .0025. This approach is known as the Bonferroni adjustment. The Bonferroni adjustment has the advantage that it can easily be used in any multiple testing application. One major disadvantage to the Bonferroni adjustment is that it is not an exact procedure in the sense that it overadjusts. For 20 independent tests, the actual level of significance required is .00256 instead of .0025. That is, the Bonferroni adjustment gives a smaller significance level than the true significance level. It adjusts more than necessary, which results in reducing the power to detect a difference. Stepwise methods (step-down 14 and stepup 15 methods) and resampling methods 16 have been developed as alternatives to the Bonferroni approach. However, the Bonferroni and its improvement methods, which control the family-wise error rate (FWE), are not ideal when the number of tests is large, such as microarray gene expression experiments that often involve thousands of tests, as the level of significance is too stringent. This paper presents an overview of multiple testing and describes the false discovery rate (FDR) approach when the number of tests is large.
Multiple Testing Framework
In a large-scale study, such as microarray experiments, the FWE approach tends to screen out all but a few genes that show extreme differential expressions. Benjamini and Hochberg 18 introduced the concept of the FDR as an alternative to the FWE for the multiple testing problems. Their article represents one of the most highly cited statistical reports in the past 25 years.
Consider testing m hypotheses. Assume that m 0 are from the true null population and m 1 = (m -m 0 ) are from the true alternative population. A statistical test is performed for each hypothesis; the null is either rejected (significant) or not rejected (not significant). According to the true state of nature, either the null or the alternative is true. Based on the decision to reject the null hypothesis or not, the results from m tests can be summarized as a 2 × 2 table (Table 2) . For a given decision rule, the total number of rejections (significances declared) (R) and the total number of nonrejections (insignificances declared) (m -R) are observable. However, V, U, S, and T are unknown (unobservable). The proportion of the null hypotheses that are falsely rejected over the total number of rejections is V/R. The proportion of the alternative hypotheses that are falsely declared not significant is T/(m -R). The proportions V/R and T/(m -R) refer to the false discovery ratio and false nondiscovery ratio, respectively. Similarly, the proportions U/R and S/(m -R) refer to the true discovery ratio and true nondiscovery ratio, respectively. Furthermore, the proportions V/m 0 and U/m 1 can be called the false-positive ratio and true-positive ratio (or power), respectively. In the context of medical diagnostic test summary, U/m 1 and S/m 0 are referred to as sensitivity and specificity, respectively.
In testing m hypotheses, the FWE approach is commonly used in testing multiple clinical points. The FWE is defined as the probability of rejecting at least one true null hypothesis. An FWE-controlled procedure guarantees that the probability of one or more false positives is not greater than a predetermined level, regardless of how many genes are tested. In other words, FWE is the probability that the number of false rejections (V) is greater than 0. In mathematical notation, FWE = Pr(V > 0). When m is large, this probability Pr(V > 0) can be large. Assume the m tests are independent. Using 5% as the level of significance for each individual test, the probability of at least one false rejection can be calculated as Pr(V > 0 ) = [1 -(1 -0.05) 20 ] ~ 0.64 when m = 20. This probability becomes approximately .99 when m = 100. To control the FWE at the .05 level (to ensure that the probability of making at least one false rejection is no greater than .05), the level of significance for an individual test, denoted by α, can be computed using the Bonferroni adjustment: α = .05/m. For m = 20, α = .0025 and for m = 100, α = .0005. When 20 tests are performed, setting the significance level at .0025 for each individual test will ensure the FWE is ≤ .05. For m = 100, the significance level for each individual test needs to be .0005 to ensure controlling the FWE at .05. In summary, the FWE approach is not practical when the number of tests is large.
False Discovery Rate
Benjamini and Hochberg 18 defined the FDR as the expectation of V/R; in notation, FDR = E(V/R) when R > 0, and FDR = 0 when R = 0 since no hypothesis is rejected. If m 0 = m (all null hypotheses are true), both FDR and FWE are 1 when there is any rejection. In this case, FWE and FDR are equivalent, ie, Pr(V > 0) = E(V/R). If m 0 < m, it can be shown that Pr(V > 0) > E(V/R). 18 Thus, if the FWE is less than the level of significance α, so is the FDR.
The FDR approach allows the findings to be made, provided that the investigator is willing to accept a small fraction of false-positive findings. It is worth mentioning that in the context of FDR, false rejection of 2 out of 10 rejections (FDR = .20) is more serious than false rejection of 4 null hypotheses out of 100 rejections (FDR = .04). The FDR approach can be used to either control FDR [18] [19] [20] [21] [22] or estimate FDR. [23] [24] [25] [26] A typical FDR approach estimates the cutoff for the significant hypotheses so that the FDR is controlled at the desired level, say, 5%. On the other hand, for the specified rejection region (either using the P value or the number of rejections as a cutoff criterion), an FDR error probability can be calculated. These two approaches would lead to the same conclusion once the P values are calculated. Below we describe the use of an FDR approach in analyzing a microarray gene expression experiment.
A microarray experiment is conducted to study the changes in gene expressions under different experimental conditions of interest (eg, with or without exposure to a specific drug or toxic compound). The FDR approach is commonly applied to identifying genes that show differences in expression between experimental conditions (differentially expressed genes). Assume an experiment that consists of m genes. For each gene, an appropriate statistical test is performed to determine if its mean expressions are different between experimental conditions. Let p (r) denote the r-th smallest P value. For the desired FDR level q*, an FDR-controlled procedure 18 is to find the largest p (r) such that (m × p (r) /r) ≤ q*. Those r genes with P values ≤ p (r) are then selected as differentially expressed genes. Conversely, if r genes are selected, then an empirical FDR estimate is (m × p (r) /r), which is called the q value. Table 3 provides a numerical example to illustrate the FWE and FDR approaches with m = 20. At the 5% significance level, the FWE approach (row 2 of Table 3 ) identifies three significant genes (genes 1, 2, and 3) and the FDR approach (row 3 of Table 3 ) identifies five significant genes (genes 1 through 5).
If the number of true null hypotheses, m 0 , were known, an improved FDR estimate of (m 0 × p (r) )/r could be used. Since m 0 is not typically known, m is used in practice to ensure proper control of error rates. Several statistical methods for estimation of the number of true null hypotheses have been considered by Hsueh et al, 27 which could be used to gain additional rejections. Both the FDR and FWE approaches emphasize controlling the false-positive error. When the experimental objective is to develop genetic profiles, many genes that are involved in the complex functional relationship with other genes might merely have moderate differences in expressions between experimental conditions. Because of the large number of genes and an effort to maintain a low significance level, an FDR approach often results in a short list of significant genes. In the development of a classification algorithm aiming at therapeutic predictions, some genes that have good prediction powers might not be captured in the list. In these genomic/ genetic applications, both the false-positive error and false-negative error are of concern. Such applications require a procedure that is capable of selecting a large number of potentially differentially expressed genes. Delongchamp et al 28 proposed a receiver operating characteristic (ROC) approach in determining an optimal cutoff based on minimizing the total cost from making false-positive and false-negative errors. This approach requires estimates of m 0 and m 1 .
Example
Alon et al 29 presented an analysis of gene expression in 40 tumor and 22 normal colon tissue samples with 2,000 human genes. This data set is used to illustrate an analysis of identifying differentially expressed genes with 2,000 tests performed. The normal and tumor sample groups were compared using a permutation t test with unequal variances. The permutation test was used since the procedure did not assume the data were normally distributed. The P values were computed based on 500,000 permutations.
Using the Bonferroni approach to identifying differentially expressed genes at the significance level FWE = .05, the corresponding significance level for the individual hypothesis is α = .05 / 2000 = 2.5 × 10 -5 . The number of genes selected is 17. With the FDR approach using the significance level of q* = .05, the Benjamini and Hochberg 18 procedure searched for the largest r such that p (r) ≤ r × .05 / 2000. The number of genes selected is 110. The FDR approach can identify much more genes than the FWE approach. For those 17 genes identified by the FWE approach, the probability that each of the 17 genes is a false positive is < .05. On the other hand, among the 110 genes identified by the FDR approach, the expected number of false positives is about 110 × .05 = 6. Unfortunately, the genes that are false positives cannot be identified. Finally, simply using the α = .01 as the level of significance, the number of significances is 203. In this case, the expected number of false positives is 20, which corresponds to an FDR of .099.
Statistical analysis of gene expression data often involves identifications of a subset of genes that are differentially expressed among different sample groups, eg, between drug treatment and no drug treatment. To select differentially expressed genes, an investigator often uses a multiple testing criterion to decide a cutoff threshold, which depends on the sample size and the study purpose. One important application of microarray experiments is the development of biomarker classifiers (prediction model) for safety assessment, disease diagnostics and prognostics, and prediction of response for patient assignment. Because of heterogeneity in patient populations and complexity of the disease and genetic and genomic factors, multiple genomic markers often are needed to capture complex relationships with clinical (biological) outcomes. For prediction purposes in genomic/genetic profiling studies, the omission of informative genes in the development of a classifier generally has a more serious consequence on predictive accuracy than the inclusion of noninformative genes. In such cases, the stringent FWE approach to controlling any false-positive error is not essential. The FDR approach, which allows more discoveries of differences to be made, is more useful.
Conclusions
Multiple testing refers to conducting more than one hypothesis test simultaneously to make inferences on different aspects of a problem in a study experiment.
The significance level of a P value is defined under a single test. When more than one test is conducted, simple use of the significance level for each individual test leads to a probability of false-positive findings that is greater than the stated α level.
Two commonly used approaches for choosing a significance level in multiple testing are the FWE and the FDR. The FWE approach controls the probability of making one or more false positives. The FDR approach considers the proportion of significant results that are expected to be false positives. When a study involves a large number of tests, the FDR error measure is a more useful approach in determining a significance cutoff because the FWE approach is too stringent. The FDR approach allows more claims of significant differences The Table shows observed P values (p (r) ), Bonferroni-adjusted FWE P values (p (r) adj ), and FDR q values , where p (r) adj ), the Bonferroni-adjusted P value, is the observed P value times the number of tests bounded above by 1 (ie, p (r) adj = min{1, m × p (r) }), and the q value is (m × p (r) /r). a q (9) = (m × p (9) /r) = .098, and q (10) = .0946; due to monotonicity constraints, q (9) = q (10) .
The P values in bold are the right-most ones in the row < .05 and indicate the number of significant genes identified by the two multiple comparison methods.
to be made, provided the investigator is willing to accept a small fraction of false-positive findings.
