Optimal impulse control problems were introduced by Bensoussan and Lions [5] and then formalized by other authors. In the past decades, many studies related to this problem have been reported in [2, 3, 10, 12] . These studies showed the existence of an optimal strategy but it seems that an explicit form of this optimal strategy is often missing. Barles showed in [4] that the optimal cost function of a deterministic impulse control problem is the unique viscosity solution of a first-order Hamilton-Jacobi quasi-variational inequality. Davis considered in [6] the deterministic optimal control problem. He gave a simple formulation of the dynamic programming principle for piecewise-deterministic Markov processes (PDMPs) which is adequate to solve this kind of problems.
We consider (ξ t ) the process equal to ζ n+1 if t ∈ [τ n , τ n+1 [, and (Y t ) the process modelling the firm log value, the jump of Y at time τ n being ∆ n . The firm net profit is represented by a function f , the switching technology cost is represented by a function c, and β > 0 is a discount coefficient. To use a strategy α = ((n + 1)t 0 , ζ n+1 , ∆ n ) leads to a firm profit is defined as 
Thus the aim is to find an optimal strategy α which maximizes the value function expectation of k(α). In some specific examples of functions f and c, we solve the optimization problem and establish the optimal expected profit of the firm. This chapter is organized as follows: Section 1 is devoted to formulate the impulse control problem and describe the corresponding model. In Section 2, we assume that the conditional laws of the jumps at times τ n are a set of Gaussian laws, and we specify the gain function f and the cost function c. In Section 3, we assume that the conditional laws of the jumps at times τ n are a set of uniform laws and we choose other gain and cost functions. In both cases we look for an optimal jump law and provide the optimal value.
The model
Let (Ω, F, (F t ) t≥0 , P) be a filtered complete probability space with a right continuous complete filtration F = (F t ) t≥0 , and a Brownian motion W = (W t ) t≥0 . Let (G t ) t>0 be the filtration defined by G t = ∨ s<t F s , ∀ s < t, (usually denoted by F t − ).
Let U = {0, 1} be the space of possible technologies with 0 is the old technology and 1 is the new technology and P(U ) be the trivial sigma-algebra. Recall that the impulse times are deterministic and periodically distributed: there exists t 0 > 0 and the impulse times are τ n = (n + 1)t 0 , n ≥ −1.
Let ξ be the cdlg process modelling the technology state taking its values in U. Namely it could be written as:
For every n ∈ N, ζ n+1 the technology choice at time τ n , is a G τn -measurable random variable. The firm value is defined by S t = exp Y t , t ≥ 0, where Y is the càdlàg process defined as following:
where W = (W t ) t≥0 is a Brownian motion and b : U → R and σ : U → R + are two functions on U such that b(1) > b(0) and σ(1) > σ(0). Definition 1.1. An impulse control is defined by the pair α = (t 0 , r) where the impulse times are (τ n = (n + 1)t 0 , n ≥ −1) and the G τn -conditional law of the couple (ζ n+1 , ∆ n ) is the transition kernel r on U × R:
such that ζ n+1 is the technology choice at time τ n and
For each control α, the profit is given by:
where β > 0 is a discount coefficient, f : U ×R → R + (firm net profit) and c : U × R×U ×R → R + (switching technology cost) are two non negative Borel functions. The function c satisfy:
, meaning that the cost is null if there is no switching. Thus, the process (ξ α , Y α ) is completely defined by (2) and (3). Below, we solve this impulse control problem in two examples of transition kernel sets. We add Dirac law in the set of transition kernel to allow the strategy of never switching.
Conditional laws are Gaussian laws
In this section, we restrain the transition kernel set to be a set of Gaussian laws.
., .) with r belonging to the following transition probability set:
Assume that the firm net profit is equal to ∀ (i, x) ∈ {0, 1}×R, f (i, x) = ηe x , and the switching technology cost is equal to
Proposition 2.2. If the strategy is
r = δ, the expected profit is K(δ, i, x) = e x η C i .
If the strategy is the Gaussian law, then the expected profit is
Our optimization problem is to find the best pair (m, t 0 ) in R × R + * . But, to avoid infinite profit (which could be unrealistic), for ε > 0 we assume that the admissibility set is
Without loss of generality, we can choose C 1 = 1, which so is the unit of time −1 . Below we note b := e m+ 1 2 , y := e −t 0 . Proposition 2.3. We assume C 1 = 1. 1. When the profit is weaker, meaning η ≤ 1 ≤ C 0 , then the optimal choice is Dirac law and the optimal value is then K(x) = e x C −1 0 η. 2. When the the profit is high enough, meaning 1 < C 0 < η, then the optimal choice is i/ Dirac law if m and t 0 not too high:
.
ii/ Gauss law if m and t 0 high enough: . In case 1 < C 0 < η (case 2 ii/ above) we compute the application Φ in the set A 2
with parameters i = 0, ε = 0.01, C 1 = 1.
In Table 1 , we observe that: -When η (the profit coefficient) increases, m * and t * 0 decrease. Therefore, to earn more, one needs to switch more frequently but with a smaller jump mean. -When C 0 is fixed (for example C 0 = 3), the optimal value function increases when η increases and this is caused by the increasing of the firm net profit.
-The optimal value function decreases when C 0 increases, and this is caused either by inflation or a decrease of the couple (drift,volatility).
In case 1 < η < C 0 (case 3 ii/ above) once again we compute the values of function Φ (5) but in the set Table 2 provides the optimal pair (m * , t * 0 ) and the associated value function in case 1 < η < C 0 . We observe that when C 0 increases, the optimal value function decreases and t * 0 decreases too. So, we should switch technology quickly. We observe too that when η (profit coefficient) increases, the value function increases too.
Conditional laws are uniform laws
Assume that the firm net profit is given by f (i, x) = ax 2 and the switching technology cost is equal to c(i, x, 1 − i, y) = λx 2 + µ(y − x) 2 , where a, µ, λ ∈ R.
Definition 3.1. The admissible conditional laws of jumps
with convention if l = 0, we have r(i, x, j, dy) = p i,j ⊗ δ x .
To establish the expected profit value, we find the best pair (l, t 0 ) ∈ [0, l] × R + * which achieves the essential supremum or choose Dirac strategy if it could be better.
Proposition 3.2. If r = δ, the expected profit is
If the strategy is driven by the pair (l, t 0 ), we get the following expected profit:
where L(i, x, t 0 ) is a convergent series which doesn't depend on the parameter l and is a linear homogeneous function of profit-costs parameters (a, λ, µ).
In cases K(δ, ., .) ≤ K(l, ., .), ∀x, ∀t 0 , the better is to choose uniform law so we get the following discussion:
, then the profit is more important than the switching technology cost. The function l → K(l, t 0 , i, x) is increasing and the optimal strategy is obtained on l * = l. Therefore, we get the optimal profit K(l * , t * 0 , i, x) = K(l, t 0 , i, x).
If
a β (1 − e −2βt 0 ) ≤ µ(1 − e −βt 0 ) + 2λe −βt 0 , then the profit is insignificant compared to the switching technology cost. The function l → K(l, t 0 , i, x) is decreasing and we get l * = 0. Therefore, there is no benefit to jump the value and we switch strategy only at times nt 0 . The optimal value is K(l * , t * 0 , i, x) = K(0, t * 0 , i, x).
Thus such a case admits a Bang-Bang solution.
More specifically in case of high switching costs we get the following: In case of weaker switching costs, namely when a β > λ, we have to study when Dirac could be the better choice or not. Anyway since the analytic computations are too heavy, we only could get an optimal choice and an optimal time t * 0 by numerical computations. In this case, we allow the coefficient µ to be varying, so that its influence could be revealed.
We assume that (l, t 0 ) ∈ [0, 20] × R + * and we compute the value in the following particular case:
Notice that in this case, K(δ) = 1.5 a.
The Table 3 provides the optimal pair (l * , t * 0 ) and the associated value function which is compared with the value function associated to Dirac law. Comparing the two value functions, we obtain the law choice listed in the last column assuming that if K(l * , t * 0 ) = K(δ), then we choose Dirac law. We observe that if 1.5 ≤ a λ ≤ 4, we choose Dirac law, otherwise, a λ ≥ 5 and we choose the Gaussian law.
In case of Gaussian law, when a λ increases, t * 0 decreases and the optimal value function increases and this is caused by the increasing of the firm net profit compared to the switching costs. When µ λ increases, t * 0 increases too but, as expected, the optimal value function decreases because of higher cost µ.
In case of Dirac law, when a λ increases, as expected, the optimal value function increases because of higher profit a. Table 3 : Optimal strategy associated to the uniform laws.
