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Abst rac t - -The  computation of Caputo's fractional derivatives in the presence of measured ata 
is considered as an ill-posed problem and treated by mollification techniques. It is shown that,  with 
the appropriate choice of the radius of mollification, the method is a regularizing algorithm, and the 
order of convergence is derived. Error estimates are included together with numerical examples of 
interest. @ 2006 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Fractional derivatives and partial fractional derivatives have been applied recently to the nu- 
merical solution of problems in fluid and continuum mechanics [1], viscoelastic and viscoplastic 
flow [2], and anomalous diffusion (superdiffusion, non-Gaussian diffusion) [3,4]. Numerous cita- 
tions to several other applications of fractional derivatives to problems in physics, finance, and 
hydrology can also be found in these articles. 
The usual formulation of the fi'actional derivative, given in standard references uch as [5-7], 
is the Riemann-Liouville definition. 
The Riemann-Liouville fractional derivative of order c~ > 0, of an integrable function g defined 
on the interval [0, T], is given by the convolution integral, 
/ ) D(a)g (t)- F(n--c~) dt ~ (t-s) ~+l -nds '  O<t<T, n - l<c~<n,  nEN, 
( ) d'~q(t) 0<t<T,  c~=n,  
z)(~)g ( t ) -  dt~ ' 
where F(.) is the Gamma function and N indicates the set of natural numbers. 
This definition leads to fractional differential equations which require the initial conditions to 
be expressed not in terms of the solution itself but rather in terms of its fractional derivatives, 
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which are difficult to derive from a physical system. In applications, it is often more convenient 
to use the formulation of the fractional derivative suggested by Caputo [8] which requires the 
same starting conditions as an ordinary differential equation of order n. 
The Caputo fractional derivative of order c~ > 0, of a differentiable function g defined on the 
interval [0, T], is given by the convolution integral, 
( ) 1 ~ot g(n)(s) D(~)g ( t ) - -p (n -  c~) (t-_~g-4-1_nds , 0<t<T,  n - l<c~<n,  nEN,  
(D%)  d g(t) 0 < r, = n. 
dt n , 
One important difference between the Caputo fractional derivative and the Riemann-Liouville 
fractional derivative, besides the different requirements on the function g itself, is that the Caputo 
derivative of a constant is zero. For further details and relationships between these two types 
of fractional derivatives as well as a historical perspective on fractional derivatives in general, 
see [5]. 
Fractional differential operators are particular first-kind Volterra integral equations (nonloeal 
operators) with weakly singular kernels and the above formulations are of little use in practice 
unless the data is known exactly. 
The purpose of this paper is to present and analyze a stable method, based on mollification 
techniques, for the numerical computation of Caputo fractional derivatives when the data function 
g (~-1) is measured with noise. 
The manuscript is organized as follows. In Section 2, the original ill-posed problem and the as- 
sociated regularized (mollified) problem, respectively, are formulated. The numerical procedure, 
together with the stability and error analysis of the algorithm are investigated in Section 3. Nu- 
merical examples are also provided in this section. In the Appendix (Section 4), for completeness, 
we state basic properties and estimates corresponding to mollification in R ~. 
2. BACKGROUND AND REGULARIZAT ION 
In this section, we utilize the notation and concepts introduced in the Appendix (Section 4). 
Without loss of generality, we restrict our attention to functions defined on the interval I = [0, 1] 
and consider the case n = 1. 
We would like to determine the Caputo fractional derivative of order c~, 
D(~)g ( t ) -  r (1 -c~)  (~22~ds ,  0<t<l ,  0<~<1,  (2.1) 
from noisy data g~(t), a perturbed version of the exact data function g(t). 
Equation (2.1) is a convolution integral equation that can also be expressed as 
D(~) g = k * g', 
where the kernel function k is given by 
t -  ~ 
k(t) = r (1 -~) '  t >0 ,  
O, t<0.  
Instead of recovering D(~)g, in the presence of noise in the data, we look for a mollified solution 
Js(D(~)g ~) obtained from the previous equation by convolution with the Gaussian kernel p~ 
defined in (4.1). Consequently, instead of equation (2.1), we have 
Ja (D(~)g~) = D(~)g~ , pa 
= k* (ge * pa)' 
= k • (&g~) ' .  
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That is, the mollified integral formula becomes, after suitable extension of the data function 
(Appendix, Section 4.1), 
1 ]0 ~ (J~g~)' (s) ds. (2.2) 
Now, we prove the main properties of the method. 
THEOREM 2.1. / / the  functions g' and g~ are uniformly Lipschitz on I and [Ig- g~llooJ -< c, then 
there exists a constant C, independent of 6, such that 
(, . 
oc,I -- (1 -~) r ' (1 -o~)  
PROOF. 
(1) For t E I, considering exact data in equations (2.1) and (2.2), 
/0' -< r (11- ~) [Ig' - (P~ * g)'ll~,i ( t -  s) -~ d, 
1 
(1 - c~)P (1 - ~)  IIiig, - (P~ * g)'ll~,i'll 
C 
< 6, 
- (1 -o~)r (1 -o~)  
from Theorem 4.1 (Appendix, Section 4.1). 
(2) For t E I, considering exact and noisy data in equation (2.2), 
1/0' 
/0' < r (11-)  IIJ, g' - (z,g')'ll~,, ( t - s ) - °ds  
_ 1 i i J ,  g,  - ( z ,g , ) , l l~ ,  ' (1 - c~) F (1 - a )  
1 < 
- ( i -  ~) r ( i -~)  5' 
fl'om Theorem 4.1 (Appendix, Section 4.1). 
The final estimate follows from the triangle inequality and the results in Parts (1) and (2). 
Stability is valid for each fixed 5 > 0 and the optimal rate of convergence is obtained by 
choosing 5 = O(v~). 
The mollified Caputo fractional derivative, reconstructed from noisy data, tends uniformly 
to the exact solution as c ~ 0, 5 = 5@) --* 0. This establishes the consistency, stability, and 
convergence properties of the procedure. 
2.1. Abst rac t  A lgor i thm 
The abstract algorithm based on the stable formula (2.2) is as follows. 
1. Compute gsg ~ (this automatically provides 5 = 5(~)). 
2. Evaluate the derivative (J~g~)~ of the mollified data function Jsg ~. 
3. Use a quadrature formula to estimate Js(D(a)9) from equation (2.2). 
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3. NUMERICAL  PROCEDURE AND IMPLEMENTATION 
To numerically approximate J~(D(~)g), a quadrature formula for the convolution equation (2.2) 
is needed. The objective is to introduce a simple quadrature and avoid any artificial smoothing 
in the process. To that effect, we consider a uniform partition K of the interval I = [0, 1], 
with elements ti = (i - 1)At, i = 1,...,n, nat = 1 and, after the noisy data function G ~ 
has been suitable xtended and the radius of mollification automatically selected (see Appendix, 
Sections 4.4.1 and 4.4.2), we define a piecewise constant interpolant of the corresponding mollified 
numerical derivative given by 
j--1 
(2~1~) ' ( t)=D+ ( Jsa ~) (tl) 991 (t) + E DO (J~G ~) (ti) 99i (t) + D+ (J5G ~) (tj) ~j (t), 
i=2 
0<t<t j ,  
where 
99,(t) = / 1, 
t 0, 
( 1, 
99j(t) = 
( 0, 
f 
= ~ 1, 
99i(t) 
( 0, 
and D+ and Do represent the 
to (J6G~) '. 
The discrete computed solution, denoted (D(~)G~)~, is then obtain with the quadrature formula 
At 
i f0<t<- -  
2 '  
otherwise, 
At iftj---~- <_ t < tj, 
otherwise, 
At At 
if ti ~ <_t<t i+7,  
otherwise, 
forward and 
i = 2 ,3 , . . . , j -  1, 
centered finite difference approximations, respectively, 
1 f0 t (g~le) ' (s) 
which, when restricted to the grid points, gives 
(3.1) 
(D(~)GQ~ (t l )  = D+ (J~G ~) (tl) W1, 
(D(a)as)5 (t2) • D+ (4G E) (tl) W1 -~ D+ (JsG ~) (t2) W2, 
j-1 
(D(~)G~) 5(tj) : D+ ( JsG ~) (tl) W1 + EDo (Jsa E) (t,) Wj-i+l 
i=2 
+D+(JsG~)(tj)Wj, j=3 , . - . ,n .  
Here the quadrature weights Wj = Wj (a, At) are integrated exactly with values 
i =2 ,3 , . . . , j - -  1, 
1 1 ( _~)  1-~ 
W1-  P(1-c~) 1 -a  
1 [( __~)l--a ( ~ )  1--c~] 
W{-F(11- a) 1-a  (2 i+1)  - (2 i -1 )  , 
(3.2) 
and 
WJ-F( l l_a)  11c~ [JAt- [ ( J -1 )  At]l-~ 1 • 
The error analysis is discussed next. 
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THEOREM 3.1. 
versions of g and S ,  respectively, satisfy IIG - G~I I~,K  _< e, the~ 
C At 
&(D(~)g0 (D(~)G~)~ ~,K < r(1 - a)(1 - a)" 
PROOF. The smoothness of D(./6G c) ensures the relationships, 
D( J sG ~) = (J~K)' + O(At) ,  0 < t < 1, 
Hence, 
and 
If the functions g~ and 9 ~ are uniformly Lipschitz on I and G and O ~, the discrete 
D(Y~G ')  = (Yag') ' + O(At) ,  0 < t < 1. 
II(J~zO'- (J~gDql~,K ~ cat.  (3.3) 
Subtracting equation (2.2) from equation (3.1) and using (3.3), 
1/ot  (Jsle)' (?t ~_(s¢sge)' (S) ds, 
o/ 
CAt t t  1 
< F(1 -a )  /0 (t-s)~ds" 
The thesis follows after completing the integration. 
COROLLARY 3.2. Under the hypothesis of Theorems 2.1 and 3.1, 
5 ~, f f -  F (1 -~) (1 -a )  5 " 
The error estimate for the discrete case is obtained by adding the global truncation error to 
the error estimate of the nondiscrete case. 
3.1. Numer ica l  Resu l ts  
In this section, we discuss some numerical tests performed with the algorithm introduced in 
the previous sections. 
The discretization parameters are as follows: the number of t ime divisions is n, At  = 1 / (n -  1) 
and ti = (i - 1)At, i = 1,2 . . . . .  n. 
The use of the average perturbat ion value ~ is only necessary for the purpose of generating the 
noisy data for the simulations. The filtering procedure automatical ly adapts the regularization 
parameter to the quality of the data (Appendix, Section 4.4.2). 
Discretized measured approximations of the data are simulated by adding random errors to 
the exact data functions. Specifically, for an exact data function g, its discrete noisy version is 
G°(t~)=g(t~)+~, I~d _< ~, i=  1 ,2 , . . . ,n ,  
where the (si) ~ are Gaussian random variables with variance a 2 = 6 2. 
In order to test the stabil ity and accuracy of the algorithm, we consider two examples and a 
selection of average noise perturbations. The fractional derivative rrors are measured by the 
relative weighted/2-norms defined by 
(1/~) E I (D(~la0~(td -  D(~/g(ti)l 2 1/2 
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In  t i le examples  that  fol low, we observe  that  1 /x /~ D(°5)g  is the  Abe l ' s  t rans form of  g and  
also that  D(°99) 9 can  be  in terpreted  as an  approx imat ion  to  the  ord inary  der ivat ive  g'. 
EXAMPLE 1. The  exact  data  in  th i s  example  is p rov ided  by  the  ident i ty  funct ion  g(t) - t, 
0 < t < 1. The  exact  Caputo  f l -aet ional  der ivat ives  are  g iven  by  
1 t 1 -a  
- -  0<c~<1,  0<t<l .  D(~)g(t) 1"(1 - (~) 1 - a '  
The  re la t ive  e r ro rs  in the  approx imat ion  of  the  f rac t iona l  der ivat ives  as funct ions  of  the  amount  
of  no ise  in the  data  are  shown in Tab le  1. A graph ica l  i l l us t ra t ion  o f  the  exact  and  computed  
f rac t iona l  der ivat ives  appears  in F igure  1. 
Table 1. Relative fractional derivative errors as functions of e for c~ = 0.25,0.50, 
0.75, 0.99 and parameters p = 3 and At = 1/256. 
Relat ive/2-NormFract ional  Derivative Errors 
e ~ = 0.25 a = 0.50 ~ = 0.75 ~ = 0.99 
0.00 0.00229 0.00410 0.01484 0.05906 
0.05 0.00161 0.00663 0.01589 0.05993 
0.10 0.00169 0.00626 0.01616 0.06040 
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Figure 1. Exact (- -)  and computed (- o -) fractional derivative functions for a = 
0.25, 0.50,0.75,0.99 and parameters p = 3, At  = 1/256, and ~ -= 0.1. 
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EXAMPLE 2. The exact  data function and Caputo fractional derivatives are, respectively, g( t )  = 
t 2 and 
r(3) t2_~, 0 < o~ < 1, 0 < t < 1. 
1-'(3 - ~) 
The relative errors in the approximation of the fractional derivatives as functions of the amount 
of noise in the data are shown in Table 2. A graphical i l lustration of the exact and computed 
fractional derivatives is provided in Figure 2. 
In all cases, stabi l ity with respect to perturbations in the data has been restored and the 
physical quality of the numerical reconstructions i quite acceptable ven in the presence of 
relatively large amounts of noise in the data. As ~ increases, the problems become more ill- 
posed, and for each noise level the relative erors increase accordingly, as expected. 
Tab le  2. Re la t ive  f rac t iona l  der ivat ive  e r rors  as funct ions  of  e for  c~ = 0.25,  0.50, 
0.75, 0.99 and  parameters  p = 3 and  At  = 1/256.  
Re la t ive  12-NormFract iona]  Der ivat ive  Er rors  
s ~ : 0.25 ~ : 0.50 ~ = 0.75 ~ = 0.99 
0.00 0 .00426 0.00603 0.00831 0 .00948 
0.05 0 .00334 0.00891 0 .01052 0 .01482 
0.10 0 .00745 0 .01413 0 .02249 0 .06687 
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4. APPENDIX  
4.1. Moll i f ication 
Let 5>0,  p>0and 
Ap = exp ( - s  2) ds 
The &mollification of an integrable function is based on a convolution with the kernel 
{ ps,p(t) = Ap5 - lexp  -~ , It] < ph, (4.1) 
0, Itl > ph. 
The 3-mollifier PS,p is a nonnegative C°~(-p3,  ph) function satisfying fPSpS ps,p(t)dt = 1 and 5 
is called the radius of mollification. For notational purposes, we will denote the Gaussian kernel 
by p~, dropping the dependence on the parameter p. 
We set I = [0, 1] and I5 = [ph, 1 -ph] .  Notice that the interval h is nonempty whenever 
p < 1/25. 
If f is a locally integrable function on I, we define its &mollification on Is by the convolution, 
J s f  (t) = (p5 * f )  (t) 
( = Ps (t - s) f (s) ds 
oo 
f 
t+p5 
= ps (t - s) f (s) ds. 
J t - -p5  
The 5-mollification satisfies the following well known consistency and stability estimates. The 
proofs of the statements in this section can be found in [9]. 
THEOREM 4.1. CONSISTENCY, STABILITY, AND CONVERGENCE OF MOLLIFICATION. I1 c f t  
and ff  are uniformly Lipschitz on I and I[f - fe[]cc,I <- e, then there exists a constant C, 
independent of 5, such that 
IlJhf - fllo~,1e <- Cfi, 
E 
]lJhf ~ - flloo,I, <- C5 + e, 
and 
- - f l ]~ , i  <_C d -b~ . 
4.2. Discrete Moll i f ication 
Introduce the set K = {tj : j E Z, 1 < j _< M} C I, satisfying 
t j+  1 - -  tj > d > O, j C Z, 
and 
0 <_tl <t2  < ""  <tM <_ 1, 
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where Z is the set of integers and d is a positive constant. Let C = {gj} jez be a discrete function 
defined on K, and let sj = (1/2)(tj  +tj+~), j E Z. The discrete 5-mollification of G is defined by 
J~C(t) = ~.= _ p~( t -  s) ds gj. 
Notice that 
Let  
p6( t -  s) ds = p6(s) ds= l. 
j=l  j i p5 
At = sup  (tj_l_ 1 - t j ) .  
jcZ 
Results of the consistency, stability, and convergence of discrete 5-mollification are as follows. 
THEOREM 4.2. CONSISTENCY, STABILITY, AND CONVERGENCE OF DISCRETE MOLLIFICA- 
TION. 
(i) If  9' is continuous on I and G = {9j = 9(t3) : J C Z} is the discrete version of g, then 
there exists a constant C, independent of 5, such that 
and 
I I JaC - glloo,±~ C (~ -~ At ) ,  
(2) If  9 ~ is continuous on [ and the discrete functions, 
and 
C= {gj : j c z}  
c ~ = {g~:  j e z} ,  
which are denned on K,  sat i s fy  IIG - G~Uoo,g ~ ~, the~ 
and 
Cc 
/ j  G~' .  li(YaG) ' -  k ~ J u~,I~ < --~, 
IlJ~ G~ - J~glloo,z~ < C (e + At) ,  
IIJa G~ - glloo,r~ < C (e + 6 + At ) ,  
C 
I I(J~G¢) ' - ( J6g) ' l loo,~ -< T (c + At ) ,  
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4.3. Numer ica l  D i f fe rent ia t ion  
The mollification technique described in the previous sections can be used to obtain a stable 
reconstruction of the derivative of a function which is known approximately at a discrete set of 
data points. 
In order to recover the derivative 9' from discrete noisy data, instead of utilizing dp~ and 
convolution with the data, computations are performed with a centered ifference approximation 
of the mollified derivative ~JsG E. Denoting the centered ifference operator by D, i.e., 
D f (x )  = f ( t  + At) - f ( t -  At) 
2At 
we have the following. 
THEOREM 4.3. I f  g' is continuous on R ~, and 
c = {gj = g(t~): j e z}  
is the discrete version of g, with G, G ~ satisfying 
then 
C 
I ID(J,~ c~)  - (J,~g)'lloo <- -g (E ÷ At) ÷ C~( /Xt) 2 
and 
l iD(& a~) - g'l l~ < c 5 + N + + c~(At )2  
Generally, if 
a = {gj : j  ~ z}  
is a discrete function defined on K,  we define a differentiation operator Do ~ by the following rule, 
DSo ( G) = D ( J6G)[ K . 
The next theorem states a useful bound for this operator. 
THEOREM 4.4. 
C 
IID0~(G)II~,K < -g I la l l~ , f .  
4.4. Imp lementat ion  
In most applications, the data functions are given in finite intervals. The mollification of such 
fimctions have been discussed extensively in [9,101 and more recently in [11]. 
4.4.1. Extens ion  of  data  
Computat ion of Jsg and J~(7 throughout he domain [, requires either the extension of g to 
a slightly bigger interval [-pS, 1 + pSI or the consideration of the mollified function restricted to 
the subinterval [pS, 1 - pS]. Our approach here is the first one. We seek an extension of g, g*, 
which is constant on both intervals [-pS, 0] and [1, 1 + pS], satisfying the conditions, 
IIJ~g* - gllL2EO,p~ ) is minimum 
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and 
I I Jag * - g[ [L2[1-pa,  ll is minimum. 
The unique solution to this optimization problem at the point t = 1 is given by 
g* : fil pd [g ( t ) -  flp~(t__s) g(s) ds] [Jl[rl+pdiP6 (t-- S) ds] dt 
f l l p  6 [ l ' l+p3 ds]2 dt p (t-s) 
A similar result holds at the end point t = 0. A proof of these statements can be found in [12]. 
For each ~ > 0, the extended function is defined on the interval [-p~, 1 + p~] and the corre- 
sponding mollified function is computed on I. 
4.4.2. Selection of parameters 
The computat ion of the discrete mollified data vector, 
G} -~ [J~Ce(tl), JdGC(t2), . . . ,  J~G•( tn) ]  T , 
from the noisy data vector G ~ = [G~, . . . ,  G~] "-~j requires the addit ion of 
r ]= p +1 
constant values, ,7 ,~ = {¢3i}i=i,/3i =/3,  i = 1, 2, ., r], as follows, {'~i}i=1' ~i "f and .. 
aex t [-'y1, ~y2 . . . .  , ")'r/-1, %7, O~, G~ . . . .  ,an_1,On,/31,~2,... , /~r/-- 1,3rl] T. 
Now define the n x (n + 2r) circulant matr ix A6 where the first row is given by 
{ J? (As) i j  = $ j_ l  P6 ( - s )  ds, j = 1, 2 , . . .  , n, 
0, j=n+l , . . . ,n+2r / .  
Then, 
A~Geext = G}. 
We observe that the nmllified data vector requires the computat ion of n inner products. Since 
the noise in the data is not known, an appropriate mollification parameter,  introducing the 
correct degree of smoothing, should be selected. Such a parameter is determined by the principle 
of generalized cross validation, [13], as the value of 5 that minimizes the functional, 
• T (Gext) ( I  T - A T) (I - A~) Geext 
Trace [( iT _ AT) ( I  -- A~)] ' 
where the n x (n + 2rl) matr ix I has entries, 
f 1, i = j,  i = 1, 2 , . . .n ,  
I i j  
0, otherwise. 
We note that for fixed At, the data extension procedure dynamical ly updates the dimensions of 
all the vectors involved which depend on 5 and also that the denominator of the GCV functional 
can be evaluated explicitly for each 5 > 0. 
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