







Dr. Ander Arriandiaga Laresgoiti
IIT - Istituto Italiano di Tecnologia
University of Genova





I hereby declare that except where specific reference is made to the
work of others, the contents of this dissertation are original and have
not been submitted in whole or in part for consideration for any other
degree or qualification in this, or any other university. This disserta-
tion is my own work and contains nothing which is the outcome of
work done in collaboration with others, except as specified in the text
and Acknowledgements. This dissertation contains fewer than 65,000
words including appendices, bibliography, footnotes, tables and equa-




This thesis presents the study, analysis, and implementation of a
framework to perform trajectory prediction using an event-based cam-
era for robotics applications.
Event-based perception represents a novel computation paradigm based
on unconventional sensing technology that holds promise for data ac-
quisition, transmission, and processing at very low latency and power
consumption, crucial in the future of robotics. An event-based cam-
era, in particular, is a sensor that responds to light changes in the
scene, producing an asynchronous and sparse output over a wide illu-
mination dynamic range. They only capture relevant spatio-temporal
information - mostly driven by motion - at high rate, avoiding the
inherent redundancy in static areas of the field of view. For such
reasons, this device represents a potential key tool for robots that
must function in highly dynamic and/or rapidly changing scenarios,
or where the optimisation of the resources is fundamental, like robots
with on-board systems.
Prediction skills are something humans rely on daily - even uncon-
sciously - for instance when driving, playing sports, or collaborating
with other people. In the same way, predicting the trajectory or the
end-point of a moving target allows a robot to plan for appropriate
actions and their timing in advance, interacting with it in many dif-
ferent manners. Moreover, prediction is also helpful for compensating
robot internal delays in the perception-action chain, due for instance
to limited sensors and/or actuators.
The question I addressed in this work is whether event-based cam-
eras are advantageous or not in trajectory prediction for robotics. In
particular, if classical deep learning architecture used for this task
can accommodate for event-based data, working asynchronously, and
which benefit they can bring with respect to standard cameras. The
a priori hypothesis is that being the sampling of the scene driven by
motion, such a device would allow for more meaningful information
acquisition, improving the prediction accuracy and processing data
only when needed - without any information loss or redundant acqui-
sition.
To test the hypothesis, experiments are mostly carried out using the
neuromorphic iCub, a custom version of the iCub humanoid platform
that mounts two event-based cameras in the eyeballs, along with stan-
dard RGB cameras. To further motivate the work on iCub, a prelim-
inary step is the evaluation of the robot’s internal delays, a value
that should be compensated by the prediction to interact in real-
time with the object perceived. The first part of this thesis sees the
implementation of the event-based framework for prediction, to an-
swer the question if Long Short-Term Memory neural networks, the
architecture used in this work, can be combined with event-based
cameras. The task considered is the handover Human-Robot Interac-
tion, during which the trajectory of the object in the human’s hand
must be inferred. Results show that the proposed pipeline can predict
both spatial and temporal coordinates of the incoming trajectory with
higher accuracy than model-based regression methods. Moreover, fast
recovery from failure cases and adaptive prediction horizon behavior
are exhibited. Successively, I questioned how much the event-based
sampling approach can be convenient with respect to the classical
fixed-rate approach. The test case used is the trajectory prediction
of a bouncing ball, implemented with the pipeline previously intro-
duced. A comparison between the two sampling methods is analysed
in terms of error for different working rates, showing how the spatial
sampling of the event-based approach allows to achieve lower error
and also to adapt the computational load dynamically, depending on
the motion in the scene. Results from both works prove that the
merging of event-based data and Long Short-Term Memory networks
looks promising for spatio-temporal features prediction in highly dy-
namic tasks, and paves the way to further studies about the temporal
aspect and to a wide range of applications, not only robotics-related.
Ongoing work is now focusing on the robot control side, finding the
best way to exploit the spatio-temporal information provided by the
predictor and defining the optimal robot behavior. Future work will
see the shift of the full pipeline - prediction and robot control - to
a spiking implementation. First steps in this direction have been
already made thanks to a collaboration with a group from the Uni-
versity of Zurich, with which I propose a closed-loop motor controller
implemented on a mixed-signal analog/digital neuromorphic proces-
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Robots are increasing in complexity and skills day-by-day and, with them, the
range of tasks they are demanded to solve is widening. In unconstrained envi-
ronments, the necessity of smooth interactions and adaptation to dynamic sce-
narios is highlighting the importance of low-latency responses. In addition, faster
computation capabilities, long-life batteries, and bigger memory banks needs are
bringing to light the importance of resource optimisation. The research commu-
nity is therefore being pushed not only towards the development of more and
more sophisticated algorithms, but also to pay attention to aspects like latencies
and power consumption.
With the exponential growth of machine learning - and in particular Deep
Learning (DL) - applications, the attention of roboticists and computer vision
scientists rapidly shifted from classical geometry-based approaches to learning
methods, establishing new state-of-the-art levels [1] at the cost of large amounts
of data and long and computationally expensive training. Along with the growing
interest, new devices are being reinvented or designed anew for enhancing the
training process, such as Graphics Processing Unit (GPU)s and Tensor Processing
Units (TPUs), but none of them addresses the bottlenecks coming from the source
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of the data itself. Traditional vision sensors, indeed, while having a very high
spatial resolution, present some important drawbacks when dealing with fast
dynamics. Mainly:
• The frame-rate is fixed and it is a property of the device, not depending
on the actual scene. This, on one hand, limits the dynamics that can
be captured, as fast movements might not be captured or lead to image
artifacts like blur, and, on the other hand, the amount of data to store,
transmit, and process grows enormously with the rate;
• Such amount of data becomes even highly redundant when the scene is
changing little by little or not at all. The device pixels array, indeed, is
thoroughly scanned anyway at the same rate, leading to a waste of power
and computational resources;
• Finally, issues arise in environments with different illumination conditions,
given the fact that the same exposure time is applied to every pixel. Under-
or over-exposure can be therefore caused by such a limited dynamic range.
From this perspective, event-based cameras [2–4] hold great potential for fill-
ing these gaps. Their working principle is based on the amount of light falling on
each pixel, measuring whether the intensity has increased or decreased more than
a certain threshold and, in such case, outputting a local spike - named event. In
this way, the information is compressed and sent out in an asynchronous fash-
ion, with fine temporal resolution, latency in the order of microseconds, and low
power consumption. On the other hand, neuromorphic devices still represent
relatively new technology. The majority of the work developed for event-based
cameras has taken in large part inspiration from their RGB counterpart, and
only recently researchers started giving the same priority to purely event-based
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algorithms. That is why a lot of effort and resources are being put in defining the
range of action of this paradigm, trying to understand both the advantages and
the limitations of this class of devices in several kinds of tasks. The combination
of event-based cameras and Deep Learning techniques is also being studied by
the neuromorphic community. However, given the deeply different nature of the
data transmitted by this camera with respect to a standard frame-based camera,
multiple approaches are actually being studied in parallel on how to best use their
output: from collecting events to create a sort of event-image, to working with
single, asynchronous, bits of information. These differences must be considered
when working with such devices, as they also affect how the pipeline and the
learning algorithm would work.
Figure 1.1: The ATIS Gen. 3 event-based camera.
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1.1 Objective of the thesis
This thesis explores the use of event-based cameras for trajectory prediction of
dynamic objects in robotics applications, assessing the advantages of event-based
sensing in terms of precision and computational efficiency.
Prediction skills are innate in the human being. We daily rely on them when
avoiding people or cars in our way, catching falling objects, shaking hands, or even
in collaborative tasks like lifting a heavy box and playing sports. Similarly, they
are crucial for autonomous systems that have to interact in unconstrained environ-
ments, safely navigating, and rapidly adapting to changes in their surroundings.
Predicting the incoming trajectory or the end-point of a tracked object allows
robots to plan and execute proper actions in advance, determining also their tim-
ing and the way to interact with the object. Moreover, prediction can be helpful
for compensating delays in the perception-action chain of the robot. The task
of motion prediction is widely studied in robotics using standard RGB cameras.
The expansion of the application fields of robotics - like the growing interest in
drones and self-driving cars - has also increased the importance of the safety and
reliability of such systems. Up to the last decade, the answer to tasks requiring
high performance was to use very powerful but costly devices, leaving issues such
as the battery duration, memory occupation, and computational load previously
mentioned to a second time. Since the rise of event-based cameras, however, an-
other option became available, and researchers started combining these sensors
with Deep Learning methods, probably the hottest topic in computer science and
robotics of the past ten years, to address a wide variety of tasks.
In general, before predicting its trajectory, the object of interest must be
located and segmented, in order to extract the relevant features. In standard
frame-based applications, this process can be performed using classical methods
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on individual frames, knowing that a new frame arrives after a well specified in-
terval, constant in time. Given the different nature of the event-based camera
output, however, designing an event-based pipeline requires some tweaks.
The main contribution of this work is the development of an event-based
pipeline for trajectory prediction. The object moving in the scene generates events
that are tracked with an event-based algorithm, and fed to an Encoder-Decoder
Long Short-Term Memory (LSTM) network. The latter takes both spatial and
temporal coordinates in input, with the goal of predicting the incoming points of
the trajectory. Evaluation of the proposed method is done looking at the Root
Mean Squared Error (RMSE) of the prediction, and comparing it with other
model-based regression methods. Subsequently, the convenience of the spatial
sampling performed by event-based cameras is further analysed with respect to
standard fixed-rate sampling for different rate values. The robot considered for
the experiments is the neuromorphic iCub [5], which presents two Asynchronous
Time-based Image Sensor (ATIS) [4] event-based cameras in the eyeballs, along
with a couple of regular frame-based cameras.
An overview about the event-based cameras working principle is now presented
(Sec. 1.2), before discussing more in detail about LSTM networks (Sec. 1.3) and
where trajectory prediction is nowadays applied and how it is addressed (Sec. 1.4).
To conclude this section, an evaluation of the iCub internal delays (Sec. 1.5)
is reported, to further motivate the application of the work presented in this
document.
The following chapters explore the proposed pipeline and analyses the results
of its test against regression methods (Chap. 2), followed by a deeper discussion
about the advantages of a motion-driven sampling with respect to the classical
5
1.2 Event-based cameras
time-driven approach (Chap. 3). Ongoing work (Chap. 4) is discussed, highlight-
ing changes and limitations when moving to the robot application. Conclusions
and future work are finally exposed in the last chapter (Chap. 5).
1.2 Event-based cameras
Rather than with a fixed time-driven sampling (Fig. 1.2a), it appears from phys-
iological studies [6] that biological systems sense in a substantially different way,
encoding information in an asynchronous, data-driven fashion, under the form of
sparse spike trains. Neural computation relies on large amounts of simple units
- the spikes, indeed - which encode relative changes of a certain quantity, rather
than absolute values (Fig. 1.2b).
(a) (b)
Figure 1.2: Two different ways of sampling and encoding information: a time-driven
approach (a), sampling at fixed rate regardless of the trend in f(t), and a
data-driven one (b), that samples asynchronously only if and when there is
an absolute change higher than a certain threshold in f(t).
Such biological computational principles inspired new generations of researchers
to start what is the nowadays called neuromorphic engineering, a research branch
devoted at studying and replicating neural principles to create artificial bio-
inspired sensors [7] and computational mechanisms [8].
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Event-based cameras, of which one model can be seen in Fig. 1.1, probably
represent the most mature technology of this field. Compared to traditional
frame-based systems, they embody a significant revolution in how the scene is
perceived and how it is represented at pixel level. Each pixel is sensitive to








Whenever a brightness change higher than a threshold - usually set to be the 15%
of the contrast - is perceived, an independent event is emitted by the pixel, along
with the associated time instant and a binary value, named polarity, indicating
whether the change is positive or negative. According to the Address Event
Representation (AER) protocol [9], an event is therefore mathematically defined
by the following quadruplet:
e = [x, y, p, t]T (1.2)
with the pair (x, y) defining the spatial coordinates in the pixel array, p rep-
resenting the polarity with value 1 for a positive change and −1 for a negative
change, and t the timestamp.
Being driven only by the illumination change, the event generation does not
rely in any way from a device-dependent timing signal, but only from the visual
scene. The unique limit to the temporal resolution is, hence, the hardware and
its rate for reading incoming events, usually in the order of µs. On one hand,
this allows for very fast sensing; on the other hand, if no change is perceived, no
information is acquired, avoiding a waste of resources for subsequent transmission
and processing. The computation of a self-normalised temporal derivative is en-
abled by the logarithmic photo-transduction. In such a way, the sensor behavior
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is invariant to absolute values and can operate at a wide variety of illumination
conditions. Moreover, thanks to the independence of the pixels, conventional im-
age sensors’s intrascene dynamic range is exceeded by several orders of magnitude.
Fig. 1.3 shows the different output of a standard camera against an event-
based camera in response to a rotating dot. In the case of typical motion, frames
capture different spatial positions of the dot with “jumps” in between, due to the
time needed to fully scan the pixel array and send out the image, while the event-
based camera produces a continuous stream of events in the (x,y,t) space. When
the motion stops, the events stream stops as no change is detected anymore, while
frame are still outputted at synchronous rate, leading to redundant acquisition.
Finally, when the motion is very fast, frames acquisition suffers artifacts like image
blur due to exposition time. This does not happen with event-based cameras as
pixels are independent and very few computation is needed, allowing high rate
acquisition and producing a dense stream in the (x,y,t) space.
To summarise, the main advantages of an event-based cameras are:
• The asynchronous emission of events at pixel level with a temporal reso-
lution in the order of microseconds. External, device-dependent clocks are
nonexistent. Single events can be gathered to create frame-like images, with
higher rate than standard RGB devices (usually around 33 ms);
• Events are emitted only when brightness changes happen, no acquisition
is made if there is no change. This makes the device free of redundant
acquisitions;
• Being the exposure time adjusted independently from each pixel, a dynamic
range in the order of 120-140 dB can be reached, in comparison to the
standard 60-80 dB of RGB cameras;
8
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Figure 1.3: Considering a rotating dot, typical movements in front of standard cameras
produce frames at a fixed rate depending from the device, while event-based
cameras output a continuous stream of events with much higher temporal
resolution. In case of no motion, the standard camera still outputs images,
but without any meaningful information contained. The event-based cam-
era, instead, does not output anything, since no motion - hence no light
change - is happening in the scene. Finally, in case of rapid movements,
standard cameras suffer image blur due to the acquisition time of the de-
vice. Event-based cameras, on the other hand, present independent pixels
that are able to capture asynchronously the light changes and therefore out-
put a denser stream of events, without loss of information. Image courtesy
of [10]
• Low-power consumption, mainly because of the absence of A/D converters,
typically used for pixel readout.
The first silicon retina was proposed in [11,12], exploiting the Very Large Scale
Integration (VLSI) technology proposed in the late 1980s for the implementation
of bio-mimetic and neuromorphic primitives (neurons, synapses, etc). Taking
inspiration from the biological counterpart, it implemented the first three layers
out of the five of the retina, including photoreceptors, horizontal and bipolar cells.
Following this direction, later attempts are represented by [2–4,13–16].
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A remarkable leap in the technology was made by [2] with the implementation
of the Dynamic Vision Sensor (DVS), a 128 × 128 pixel resolution silicon retina
developed at the IniLabs of the Institute of Neuroinformatics in Zurich. Not only
the device came with an easy-to-use library that made this technology available
also for non-expert users, but it also drastically increased the variance in the pixel
firing rates with respect to previous devices. Successive improvements led to the
DAVIS240 camera, a combination of a DVS camera with a spatial resolution of
240×180 and a standard camera providing gray-scale intensity images overlapped
to the events visual field [3,17], and the most recent and CES Innovation Award
for the 2020 Best Innovation, the DAVIS346, with a spatial resolution of 346 ×
260. All these device are nowadays being manufactured and sold at the Inivation
company [18], spin-off of IniLabs.
Produced and sold by Prophesee [19], the event-based camera model used in
this work is the ATIS sensor [4]. It has a spatial resolution of 304 × 240 pixels
and it allows to reconstruct gray-scale intensity images thanks to an asynchronous
change detector - like in the DVS - and an exposure measurement circuit, both
embedded in each pixel.
The main direction of improvement, anyway, seems to be the increase of the
spatial resolution, like the Celex company [20] is trying to do with its new out-
standing 1280 × 800 resolution event-based camera, unlocking new possibilities
for algorithm deployment.
Noteworthy is also the commercial aspect of this new kind of technology.
Given all the advantages previously mentioned - and in particular the high tem-
poral resolution - comes natural to imagine such devices to be used in tasks where
a fast response is crucial, such as surveillance, autonomous driving or any kind
of high speed navigation. DVS-based products are being developed, for instance,
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by Insightness [21] and Samsung [22]. The latter has released the first commer-
cial product to the public, the SmartThings Vision [23]: an indoor event-based
home monitoring system combined with Artificial Intelligence (AI) algorithms to
detect from thieves to elder people falling. In general, also from a commercial
and industrial point of view, this technology is attracting interest towards the
development of new generation of vision tools.
1.2.1 Events data representations
Given the strong difference in the output with respect to standard frame-based
systems, the spatio-temporal events flow (Fig. 1.4a) must be adapted in a proper
way to be used efficiently. Two main classes of event-based data representa-
tions can be identified, depending on how the spikes are treated: event-by-event
methods and groups of events methods. Principal exponents of event-by-event
applications are deterministic and probabilistic filters, thanks to their natural
capability of handling asynchronous data and acting as local aggregators of infor-
mation. This ensures the preservation of the sensor’s properties like low latencies
and low computational cost. Groups of events, instead, are processed together to
yield a sufficient signal-to-noise ratio for the task at hand when the information
carried by single events is little and subject to noise. In general, the choice of the
representation mainly depends on the task at hand - which in general determines
the type of algorithm to be used - and the hardware available. Given the nov-
elty of these sensors and the fact that we are at the early stages of research for
the field, it is still natural to consider principally dense representations for algo-
rithms - like Deep Learning ones - running on Central Processing Units (CPUs)
and GPUs; while event-by-event processing suits Spiking Neural Network (SNN)
and dedicated hardware - such as the SpiNNaker [24], Loihi [25], or DYNAP [26]
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platforms - in order to implement more efficient solutions.
The definition ”group of events” is actually general. Different outputs can be
obtained depending on how the spatial and temporal information are encoded,
or possibly discarded. Common representations are:
• Event images [27, 28],where simple 2D images are created by collecting a
certain number of events or grouping by temporal bins and projecting all
of them on the 2D plane (Fig. 1.4b);
• Time surfaces (TSs) [29–31], a 2D map whose pixels’s intensity depends on
the time stamp of the corresponding most recent event. Pixels associated
to the most recent events have higher intensity (Fig. 1.4c);
• Voxel grids [32, 33], a 3D quantisation of the original events flow. Each
voxel represents the state of the corresponding pixel in a particular time
bin (Fig. 1.4d);
(a) (b) (c) (d)
Figure 1.4: Different representations of groups of events: a classical visualisation of
events in the 3D space (2D spatial + temporal dimensions) (a); an event-
image obtained after collecting events for a certain time interval/in a cer-
tain number and then projecting all of them on the 2D image plane (b); a
Time Surface image, whose pixels’s intensity depends on when the latest
associated events occurred (c); and a (240 × 180 × 10) voxel grid, a 3D
representation of the 2D pixels matrix at different temporal instants. Each
voxel contains the state of the relative pixel in a particular time interval.
Images courtesy of [34].
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1.2.2 Event-based cameras applications in robotics
A field where event-based cameras hold great potential is computer vision for
robotics, in particular on those tasks with fast dynamics. For this reason, they
are being exploited on several classical computer vision problems.
An event-based tracking pipeline is implemented on FPGA, with filtering
operations, in [35]. A cluster-based mechanisms initiates a tracker and adapts
its behavior to the number of events in the scene and their speed. A maximum
of 4 trackers can be run in parallel, thanks to the computational capacity of the
FPGA. The work evolved then in [36], where it is included in a FPGA-based
library for event-based post-processing, along with background activity filtering,
pixel masking, object motion detection and object tracking. Feature detection
and tracking in real time is addressed in [37], combining both spatial and temporal
correlations of events in an asynchronous iterative framework. Gaussian, Gabor,
combinations of Gabor functions, and arbitrary user-defined kernels are used to
track features from incoming events, handling variations in position, scale, and
orientation through the use of multiple pools of trackers. A particle filter-based
tracker is introduced in [38] with the aim of making the tracker robust to temporal
variation occurring when the camera and the target move with different relative
velocities, like the case of a robot actively following the target with its gaze.
Object detection and tracking is also performed in [39] using information about
the temporal dynamic component of the event stream. A parametric model for
motion-compensate approximates the 3D geometry of the events stream. Then,
moving objects that do not conform to the model are detected in an iterative
process, using these inconsistencies to locate multiple objects.
A unifying framework to estimate motion, depth and optical flow is proposed
in [40] first and [41] then. The main idea is to find the point trajectories on the
image plane that are best aligned with the event data by maximising the contrast
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of an image of warped events. The method automatically handles events data
association and, to accurately recover the motion parameters of the problem,
motion-corrected edge-like images with high dynamic range are generated and
available for possible further scene analysis. Optical flow, depth and ego-motion
are also estimated through unsupervised learning with events in [32]. Consid-
ering as input representation a discretised volume that maintains the temporal
distribution of the events, a neural network is used to predict the motion in order
to attempt to remove any image blur. Then, two networks are trained: one to
predict the optical flow, and one for the ego-motion and depth. [42] also proposes
to estimate optical flow using Spiking Neural Networks with event-based data. In
particular, a hierarchical spiking architecture in which motion selectivity emerges
in an unsupervised fashion from the raw events is introduced. A novel adaptive
neuron model and stable spike-timing-dependent plasticity formulation are pro-
posed at the core of this neural network, governing its spike-based processing and
learning.
3D reconstruction, the task of recovering 3D structures from multiple images
of a scene, is considered in [43], formulating the stereo vision problem solely in the
time domain as a problem of events coincidences detection. The stereo matching
problem is also addressed in [44] using semi-global matching, working with single
or local groups of events. Finally, in [45], the stereo vision problem is solved using
a mirror-galvanometer driven laser. The laser beam is deflected by actuating two
mirrors, thus creating a sequence of ’light spots’ in the scene, where contrast
changes quickly. Detection of the events generated by such a laser is possible
thanks to event-based cameras, facilitating the matching of the pair.
Constantly knowing the current camera pose of the robot can be crucial.
In [40] a contrast maximisation problem is set to constantly estimate the rota-
tional motion of an event-based camera, without requiring optical flow or image
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intensity estimation. The problem is further analysed in [46], starting from the
hypothesis of having available a photometric depth map (i.e., intensity plus depth
information), built via classic dense reconstruction pipelines. The method tracks
the 6-DOF pose every time a new event arrives using a Bayesian filtering ap-
proach. A panoramic setting with three degrees of freedom is studied in [47] to
track the camera position. The tracking problem is formulated as an optimisation
one, presenting it as a mapping method that accurately links each position to the
probability of events being generated there, independently from the direction of
the current camera movement.
The Simultaneous Localisation And Mapping (SLAM) problem is addressed
in [48], tightly coupling events, standard frames, and inertial measurements. Ex-
periments show the first autonomous quadrotor flight using an event-based cam-
era for state estimation, unlocking new possible scenarios for this kind of robot.
In [49] a continuous-time representation is leveraged to perform visual-inertial
odometry. Using splines, the event-based camera trajectory is approximated in
the space of rigid-body motions, drastically reducing the number of variables in
the problem.
Motion compensation is also another interesting application to event-based
data. The authors of [50] address the problem proposing a per-event segmen-
tation method for splitting the scene into independently moving objects and by
jointly estimate the event-object associations (i.e., segmentation) and the motion
parameters of the objects (or the background). This is done by maximising the
events contrast for each object, providing also an image that can be used for
further processing.
Pattern recognition is studied in [51] using time-surfaces. A hierarchical event-
based architecture is proposed with focus on a time-oriented approach, extracting
spatio-temporal features from the events stream. The central concept is to use
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the rich temporal information provided by events to create contexts in the form of
time-surfaces, which represent the recent temporal activity within a local spatial
neighborhood.
Importantly, not only vision, but also neuromorphic control is being inves-
tigated. In [52] a computationally efficient method for feedback control that
takes advantage of the asynchronous, event-based nature of event-based cameras
is presented. Through experimental tests with a mobile robot, it is showed that
neuromorphic vision sensors can provide good closed loop performance in terms of
computation, data rate, frequency, latency, and tracking error. Also [53] consid-
ers the problem of designing a regulator for the heading of a vehicle based on the
feedback from an on-board neuromorphic sensor. The authors show that a non-
linear function of the events retinal positions, followed by retinal integration and
a linear filter, is a simple design sufficient to guarantee stability. Computationally
simple controllers are sufficient to control motion tasks - even with the feedback
from noisy and ambiguous event data - and without having to compute explicit
representations for the state. Finally, the problem of quadratically stabilising a
continuous-time Linear Time Invariant (LTI) system using measurements from a
neuromorphic sensor is presented in [54]. A H-infinity controller is developed and
used to stabilise the LTI system.
1.2.3 Event-based vision meets Deep Learning
In the last decade, thanks also to the development of supporting hardware and
computational resources, Deep Learning came back in vogue and attracted the
attention of the community of many research fields. The neuromorphic computing
community as well followed the trend and started exploring neural networks as a
way to extract information from the sparse output of event-based cameras.
In [29] proposed EV-FlowNet as a self-supervised Deep Learning pipeline for
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optical flow estimation with event based cameras. The input data of the neural
network is an image-based representation of a given event stream, using the cor-
responding gray-scale image captured from the same camera at the same time as
supervisory signal for training. Results show that the network is able to accu-
rately predict optical flow in a variety of different scenes and with performance
comparable to the frame-based architecture. The same authors, as mentioned in
the previous section, in [32] move to an unsupervised learning setting to estimate
optical flow, depth and ego-motion. Another lightweight, unsupervised pipeline
for dense depth, optical flow and ego-motion estimation is introduced in [31].
At the core of this pipeline there is a novel Encoder-Decoder neural network ar-
chitecture - named Evenly-Cascaded convolutional Network (ECN) - trained in
self-supervised mode with very few parameters. Thanks to the lightweight design,
the inference part of the network runs at 250 frames-per-second on a single GPU,
making the pipeline ideal for real-time robotics applications.
Image/video reconstruction using event-based cameras are discussed in [33,
55]. A Recurrent Neural Network (RNN) is trained on artificial data to learn to
reconstruct videos from a stream of events. Experiments show an improvement
of the state-of-the-art of more than the 20%. Moreover, off-the-shelf computer
vision algorithms are applied to the reconstructed videos for object classifica-
tion and visual-inertial odometry, showing how this strategy consistently outper-
forms algorithms specifically designed for events. A similar work is done in [56],
where a conditional Generative Adversarial Network (GAN) is used to create
images/videos from an adjustable portion of the events stream. The usefulness
of event-based cameras to generate high dynamic range, non-blurred images un-
der rapid motion is discussed, along with the possibility of generating very high
frame-rate videos (theoretically up to 1 million frames-per-second). The proposed
method is compared to intensity images captured on the same pixel grid-line of
17
1.2 Event-based cameras
events using online available real datasets and synthetic datasets produced by an
event-based camera simulator.
In [57] a predator/prey scenario is set up for the use of a Convolutional Neural
Network (CNN), trained and run on both conventional images and event-images.
The network rate is therefore proportional to the scene activity, varying from
15 Hz to 240 Hz depending on the robot speeds. Four possible outputs can be
generated: steer right, steer left, center and non-visible. After offline training on
labeled data, the network is imported on the robot, which can be controlled in
real-time by the network. A similar use of an off-the-shelf deep-learning archi-
tecture is done in [58], where a CNN originally created for RGB images is used
to detect objects in event images, analysing the impact of different temporal in-
tegration windows of the event data. In [59], instead, the authors implement a
live demonstration of a CNN playing RoShamBo (rock-paper-scissors) against a
human opponent. The pipeline presents real-time performance with an accuracy
of 99.3% for the test set.
A regression task combining event-based cameras and CNNs is proposed in [27]
for the steering angle prediction of a self-driving car. A state-of-the-art CNN is
trained on event images obtained from a large scale dataset, the DDD17 [60],
showing that event-based cameras allow robust steering prediction even in cases
where traditional cameras fail (e.g. challenging illumination conditions and fast
motion). Moreover, along with [58], are again demonstrated the advantages of
combining classical Deep Learning for frame-based devices with event-based cam-
eras.
1.2.3.1 Spiking Neural Networks
Given the nature of the event-based camera output, the the SNN framework [61]
seems to be better suited than traditional Deep Learning algorithms. In these
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networks, the communication neuron-to-neuron is carried out in a brain-like fash-
ion under the form of spikes. Treating each pixel of the field-of-view (FOV) like a
neuron that emits an event every time it spikes makes possible to easily combine
these two technologies. With such a sparse data transmission, power consump-
tion and latencies are contained [62]. The biggest reason for which SNNs did
not achieve comparable success to classical neural networks is the lack of a well
established way to train them. Spikes, indeed, are not differentiable by definition
and, therefore, standard backpropagation cannot be applied. Nowadays, three
main approaches allow to train SNNs: (i) mapping the weights of a pre-trained
standard network to a spiking one, (ii) use of variant of backpropagation directly
on the SNN, approximating the behavior of the standard differentiation process
to spikes, and (iii) unsupervised learning techniques, which do not require the
gradient computation at all.
The first approach is used, for instance, in [63]. Here the authors present
a set of optimisation techniques to minimise performance loss in the conversion
process for Convolutional Neural Networks and Fully Connected (FC) networks,
outperforming all previous SNNs on the MNIST database. The method proposed
for conversion enables low-latency classification with high accuracy already after
the first output spikes. Further experiments with this training method are carried
out in [64], where it is demonstrated that neuromorphic computing can imple-
ment DL architectures reaching state-of-the-art accuracy across eight standard
datasets between vision and speech. These networks, however, did not include
operations like max-pooling, softmax and batch-normalization. Spiking equiva-
lents of them are proposed in [65]. Famous classical architectures like VGG-16
and Inception-v3 are in this work converted into SNNs, producing the best results
for the time on famous available datasets.
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Efforts are also going in the direction of direct supervised learning, trying to
mimic the backpropagation behavior on spikes. In [66] the membrane potentials
of spiking neurons are treated as differentiable signals, while discontinuities at
spike times are considered as noise. In such a way, a backpropagation mechanism
similar to the conventional one is permitted directly on spike signals and mem-
brane potentials. With respect to previous methods transferring weights from a
standard Artificial Neural Network (ANN), it is now possible to capture more
precisely the statistics of spikes. Evaluating the method on MNIST,the error rate
is reduced by a factor of more than three compared to the best previous SNN,
achieving a higher accuracy also compared to conventional CNNs trained and
tested on the same data. On the N-MNIST dataset, moreover, equivalent accu-
racy is achieved with about five times fewer computational operations. Authors
of [67] introduce a new backpropagation mechanism using a temporal credit
assignment policy for backpropagating error to preceding layers. The method
allows to train both Fully Connected networks and CNN architectures.
To train SNNs in an unsupervised manner it is possible to use Spike-Timing
Dependent Plasticity (STDP) [68], a learning rule that uses Long-Term Potenti-
ation (LTP) to strengthen the connections between neurons that show a causal
relationship in their firing, and Long-Term Depression (LTD) to weaken anti-
causal relationships. Not needing labelled data, this approach is useful especially
for practical applications or where annotated data are scarcely available. In [69]
a method to train all layers of the network simultaneously in an unsupervised
fashion is proposed. This allows approximate online inference already at learn-
ing stage, making the architecture suitable for online learning. Moreover, it is
possible to train the network without providing implicit information about the
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database, like the number of classes and the duration of input stimuli.
To the best of my knowledge, there is no work combining event-based cameras
with Encoder-Decoder LSTM networks, especially evaluating also the different
sampling approach. Even discussing their application to event-based data in [70],
Phased-LSTM were evaluated in a preliminary test, but no benefit with respect
to standard LSTM was found. Given the lack of a well established implementa-
tion of LSTM networks in a spiking fashion, in this thesis I focused on the use of
the standard Deep Learning implementation.
1.3 Long Short-TermMemory (LSTM) Networks
One of the major drawbacks of standard neural networks like Fully Connected or
Convolutional Neural Networks is that, in their basic implementation, there is no
way to transmit information from one query to the other. If we want to classify
an action or an object in the scene, there is no way to transmit the information
outputted from the network in the previous instants to the current calculation.
This goes against what living beings actually do. When reading, watching a
movie, following something with the gaze or just thinking, we do not start from
scratch every time, looking all over the page or the screen to go back where our
attention was, but we present a persistence of the information in time that allows
us to keep memory of the short-term past.
This is also what a particular class of Deep Learning methods, named Recur-
rent Neural Networks, does [71]. As from their name, such networks present loops
in their artificial neurons that allow to keep memory of previous network queries
and create a temporal persistence similar to the one previously mentioned. A
simple representation of such a neuron - but that can easily generalise also a full
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Figure 1.5: A recurrent neuron unrolled in time. Image courtesy of [72]
network, in a more abstract way - is the one in Fig. 1.5. The neuron A presents
a recurrent connection that stores the information at time t to use it again at
the next time step t+ 1. The same can be seen in its unrolled version, where the
horizontal axis is the time and each vertical triplet (xi, A, hi) represents respec-
tively the current input, the neuron A containing information about the network
at time ti, and the current state of the hidden layer (corresponding to the output
if the layer is the last one). Each triplet receives and transmits the information
through the horizontal black arrows.
Long Short-Term Memory networks, a particular class of Recurrent Neural
Network, were introduced in [73] as a solution to the vanishing gradient prob-
lem affecting vanilla RNNs. This problem, discussed deeply in [74], indicates
the difficulty in learning long-term dependencies, that is, the correlation between
the current input/output and the information elaborated many time steps be-
fore (Fig. 1.6). Mathematically speaking, it shows up as a trend toward very
small weights update values of the network layers in the early time steps, mak-
ing impossible to adjust the network behavior with the Gradient Descent (GD)
algorithm. More details about the LSTM training process, the Backpropagation
Through Time (BPTT), will be provided later.
The power of the LSTM lies in its inner structure. Vanilla RNNs present a
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(a) Short-term dependencies.
(b) Long-term dependencies
Figure 1.6: The vanishing gradient problem arises during the training of a network as
the impossibility of linking the information being elaborated at the current
time step with the one processed many steps before. Image courtesy of [72]
simple structure with only a single tanh gate to manage the information coming
from previous time steps, represented by Eq. 1.3:
ht = tanh(Wht−1 + Uxt + b) (1.3)
with the vector b as the bias, and W and U as the weight matrices, respectively
for the previous hidden state of the network and the current input.
The core idea behind LSTMs, instead, is the introduction of a cell state -
a sort of memory of the network - carried through the different time steps by a
connection named Constant Error Carousel (CEC), and a three-gated mechanism,
each of them a way to optionally let the information pass through the neuron
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(Fig 1.7). Interacting in a very simple and linear way with the cell state, the
gates manage what part can be forgotten or kept from the past, what part can
be stored of the current input, and what is actually needed to be outputted.
Figure 1.7: The LSTM node presents a complex inner structure, made of a memory
vector - the cell state - and a three-gates mechanism that manages what
to remember from the past iterations, what to pass from the current input,
and what should be outputted at the current time instant. Image courtesy
of [72]
More in detail, considering as input both ht−1 and xt:
• the forget gate ft determines the information that can be discarded from
the previous cell state. Through a sigmoid non-linearity σ(·), it looks at the
input and decides which values to update. Being the output of a sigmoid,
the values will be included between 0 and 1, with 0 equals to “totally forget
this value” to 1 equals to “keep it entirely in memory”. The equation
describing this gate is Eq. 1.5;
f̄t = Wfht−1 + Ufxt + bf (1.4)
ft = σ(̄ft) (1.5)
• the input gate it chooses what part of the input to be saved in the cell state
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through Eq. 1.7. Again, the reasoning about the sigmoid behavior holds for
the input values;
īt = Wiht−1 + Uixt + bi (1.6)
it = σ(̄it) (1.7)
• the output gate ot filters the cell state following Eq. 1.9 to produce the new
hidden state.
ōt = Woht−1 + Uoxt + bo (1.8)
ot = σ(ōt) (1.9)
In parallel to this gating mechanism, a candidate cell state vector C̃t to be added
to Ct−1 is created from the input with a tanh non-linearity, like in the RNN cell
(Eq. 1.11):
C̄t = WCht−1 + UCxt + bC (1.10)
C̃t = tanh(C̄t) (1.11)
Such a candidate vector is first combined with the result of the input gate, to
scale the values to how much we decided to update the previous cell state, and
then combined with the result of the forget gate, as in Eq. 1.12:
Ct = ft Ct−1 + it  C̃t (1.12)
Finally, we first scale the new cell state vector between -1 and 1 with a second
tanh operation, before filtering it with the result of the output gate (Eq. 1.13):
ht = ot  tanh(Ct) (1.13)
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The current idea of vanilla LSTMs is actually the result of a long process
of experiments and improvements. The first implementation proposed in 1997
in [73], indeed, presented many fundamental differences:
• It did not have the forget gate and, for some experiments, the network was
tested respectively in absence of the output gate, unit biases, and input
activation functions;
• It did not train using only the Backpropagation Through Time algorithm [75,
76], but a mixture of BPTT and Real-Time Recurrent Learning (RTRL) [77],
backpropagating the gradient of the cells and truncating the one for the re-
current connections;
• It was using a full gate recurrence, receiving not only the previous output as
part of the current input, but also feeding recurrently the gates with their
previous values. This feature actually disappeared from any later paper.
The forget gate was introduced in 1999 in [78] to learn continual tasks and allow
the LSTM to reset its own state, while full BPTT was used for the first time in
2005 in [79] to train a LSTM network on the TIMIT benchmark [80]. This made
possible to check the gradient using finite differences and the practical implemen-
tation more reliable.
Backpropagation Through Time represents an extension of the classical Back-
propagation algorithm to the case of RNNs. Since the latter unfold through time,
the weights update as well requires to be computed from the last current time
step to the initial one before being applied to the weight matrices. As compactly
summarised in [81], such operation can be separated in two main steps:
• the computation of the deltas inside the LSTM block, with the following
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set of equations:




f δft+1 + W
T
i δit+1 + W
T
o δot+1 (1.14)
δōt = δht  tanh(Ct) σ′(ōt) (1.15)
δCt = δht  ot  tanh′(Ct) + δCt+1  ft+1 (1.16)
δf̄t = δCt Ct−1  σ′(̄ft) (1.17)
δīt = δCt  C̃t  σ′(̄it) (1.18)
δC̄t = δCt  it  tanh′(C̄t) (1.19)
where ∆t corresponds to
∂L
∂ht
, with L equal to the chosen loss function.






f δf̄t + U
T
i δīt + U
T
o δōt (1.20)













with ? representing any of {C̄, f̄, ī, ō}, and < ?1, ?2 > denoting the outer
product operation between two vectors.
With these δs, we can finally update the values themselves following the
chosen algorithm. For instance, using Stochastic Gradient Descent (SGD):
W new = W old + λ · δW old (1.24)
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with λ equal to the learning rate.
1.3.1 LSTM common architectures and variants
Over the years, several LSTM-based architectures and variants have being pro-
posed. For the sake of clarity and space, and not being directly involved in this
thesis work, I am not going to list all of them. Yet it is worth mentioning the
most famous ones.
Gers et. al [82], in 2000, introduced the idea of peephole connections, a set of
connections from the CEC to the gates (Fig. 1.8) to control them, making precise
timings easier to learn. In some variants of the peephole version, only a subset
of gates might be connected to the CEC. Eqs. (1.5),(1.7),(1.9) in the original set
Figure 1.8: The peephole LSTM introduces a set of connections from the CEC to the
gates. As reported in the paper introducing such variant [82], these connec-
tions make precise timings easier to learn. Image courtesy of [72]
change with the addition of the cell state to the three gates:
ft = σ(VfCt−1 + Wfht−1 + Ufxt + bf ) (1.25)
it = σ(ViCt−1 + Wiht−1 + Uixt + bi) (1.26)
ot = σ(VoCt−1 + Woht−1 + Uoxt + bo) (1.27)
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Peephole LSTMs were recently used in [83] for wind speed prediction, in order
to guarantee a higher level of safety for smart grids, in [84] for ultra-short-term
photovoltaic power forecasting, and in [85] for load prediction on distributed sys-
tems, to better relocate the load and avoid limitations on such systems. In [86],
instead, they were used in combination with convolutional layers for abstractive
text summarisation.
Bidirectional RNNs, initially proposed in 1997 in [87] and extended to LSTMs
in 2005 in [79], represent a way to increase the amount of information available
to the network before producing the output. They present two layers working in
opposite directions (Fig. 1.9): the first one follows the ”time direction” inputting
always newer information; the second one proceeds backward, inputting from the
last point to the first one. In such a way, the output layer can get information
simultaneously from a forward and a backward run, recreating a better context
before the output.
Having two hidden layers now, the computation of ht in Eq. (1.13) gets split
Figure 1.9: Bidirectional LSTMs are composed of two independent layers, one receiv-
ing inputs in their natural temporal order, and one in the inverse order.
Together, they contribute to the output of the network, ensuring higher ac-
curacy at the price of having the whole sequence already available at input
time.
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into two vectors, and the final output becomes a combination of the two:
−→
h t = Φ(W−→h ht−1 + U−→h xt + b−→h ) (1.28)
←−






h + by (1.30)
with
−→
h t representing the hidden state of the forward layer,
−→
h t the hidden state of
the backward layer, and Φ the activation function. Bidirectional LSTMs are useful
for non-real-time applications, where the future input is already available. They
proved to be very effective for speech recognition [88–92], machine translation [93,
94], image/video captioning [95–98] and handwritten recognition [99–102].
A more drastic variation are Gated Recurrent Unit (GRU) networks, intro-
duced in 2014 in [103]. This type of network makes use of an update gate, obtained
from the merging of the forget and input gates, and a reset gate to control the
re-defined hidden state, obtained also from the union of the previous cell state
and hidden state (Fig. 1.10). The set of equations describing the GRU model is:
Figure 1.10: The GRU node variant presents a simplified inner structure with only two
gates, a reset gate and an update gate, that manage current input, previous
hidden state and current output. Image courtesy of [72]
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zt = σ(Wzht−1 + Uzxt + bz) (1.31)
rt = σ(Wrht−1 + Urxt + br) (1.32)
h̃t = tanh(Wh(rt  ht−1) + Uhxt) (1.33)
ht = (1− zt) ht−1 + zt  h̃t (1.34)
GRUs are being often used for speech recognition [104–106], but also for intrusion
detection in network traffic data [107], prediction of deterioration processes and
remaining useful life of systems [108], and photovoltaic forecasting [109].
LSTMs are often combined also with another famous class of Deep Learning
methods, the Convolutional Neural Networks architectures. Initially referred to
as Long-term Recurrent Convolutional Networks (LRCNs) [110] in 2015, they are
now famous with the name of CNN-LSTMs. As from the name, the network
involves convolution layers, to extract relevant features from the input data, and
recurrent layers, to support temporal sequences, being in such a way deep both
spatially and temporally (Fig. 1.11). It gained a lot of success in visual tasks
involving sequential input/outputs and text generation from sequences of im-
ages, like image/video description and activity recognition, but also in Natural
Language Processing (NLP) problems, where the CNN layers are used to ex-
tract features from audio/text sequences or even images like audio spectrograms.
Given also the power of CNNs, CNN-LSTM were successfully applied to several
tasks, like sentiment analysis/recognition [111, 112], words recognition [113, 114],
robot in-hand manipulation [115], veichle trajectory prediction [114] and image
foreground segmentation [116]
The Phased LSTM [70] introduces a new time gate kt, which opening and
closing determines when to update the CEC and the hidden state ht (Fig. 1.12).
The state of this gate is controlled by a rhythmic oscillation, specified by three
parameters: τ , controlling the oscillation period in real-time, ron controls the
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Figure 1.11: The CNN-LSTM architecture, as per its name, combines a Convolutional
Neural Network for features extraction with a LSMT network for tracking
their changes in time. This makes the network deep both in space and
time. Image courtesy of [72]
ration between the ”open” and the ”closed” phase, and the shift s controls the
phase shift for each Phased LSTM cell period.
Eqs. (1.12), (1.13) now become:
C̃t = ft Ct−1 + it  tanh(Wcht−1 + Ucxt + bc) (1.35)
Ct = kt  C̃t + (1− kt)Ct−1 (1.36)
h̃t = ot  tanh(C̃t) (1.37)
ht = kt  h̃t + (1− kt) ht−1 (1.38)
Even though Phased LSTM are not as famous as the previously introduced vari-
ants, they were applied successfully to gait prediction [117], water quality eval-
uation [118], and to predict longitudinal Electronic health records (EHRs) [119].
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Figure 1.12: The authors of [70] propose a variant of the LSTM, specifically named
Phased LSTM, that presents an additional time gate for dealing with in-
puts with different periods. The update of the CEC can happen only when
this gate is open.
1.3.2 Sequence-to-Sequence problem settings
Main goal of a prediction problem is often the forecasting of the next value of a
real valued sequence, or the labelling of the input choosing among a set of possible
classes. Such goals are often framed in a one-to-one problem (Fig. 1.13a), where
the input is the information of a single time step and so is the output. This is the
typical structure of a standard Fully Connected network or Convolutional Neural
Network, where any temporal linking between two network queries is ignored. A
clear example is, indeed, the image classification task.
A different approach, instead, suggests to consider the temporal relationship
between consecutive inputs, for it improves the network capability of discriminat-
ing among the different possible outputs. Such approach is named many-to-one
problem (Fig. 1.13b) and it is the classical architecture of, for instance, a senti-
ment analysis task, where a sentence or a video is given as input and a 0 or a
1 is outputted whether the sentiment expressed is negative or positive. In the
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opposite direction, the one-to-many problem (Fig. 1.13c) tries to build an output
sequence from a single output. This is in general a tough task, given the limited
information contained in a single input and the possible variants of a sequential
output. A sample task is image captioning.
(a) (b) (c)
Figure 1.13: Typical problem settings are the one-to-one (e.g. image classification),
many-to-one (e.g. sentiment analysis) and one-to-many (e.g. image cap-
tioning)
One more challenging type of prediction is, however, the problem that takes
a sequence both as input and as output. We refer to it as a many-to-many or
sequence-to-sequence problem. Input and output can be synchronised (Fig. 1.14a)
or not (Fig. 1.14b). A classical example of the first case can be the video classifi-
cation task, where the goal is to label each frame of a video exploiting information
from past frames; while, for the asynchronous case, it can be considered the ma-
chine translation task, where a sentence must be entirely fed in input before start
producing the output, in order to not have a literal word-for-word translation.
Issues in the problem modelling arise when the input and output lengths can vary
from one query to the other, or even between the input and output themselves.
The setting chosen for this work is the many-to-many in its asynchronous
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(a) (b)
Figure 1.14: Sequence-to-Sequence problems involve a temporal sequence both in input
and in output. Such architecture can be synchronous (a), with an output
after each input, or asynchronous (b), with the prediction outputted only
after the whole input sequence has ben fed to the network. Input and output
sequences might also have different lengths.
version (Fig. 1.14b). This is because, once a new trajectory point is available,
it is preferable to first feed the entire input sequence and then get the output
prediction on the base of the latter. An approach like the synchronous one would
generate output points from the beginning, when the network received only one or
few informative points and cannot really discriminate the input or the temporal
dynamics of the sequence.
1.3.3 The Encoder-Decoder architecture
Special mention and a detailed description is deserved by the Encoder-Decoder
architecture for its use in this thesis work. I decided to rely specifically on this
model because of its natural adaptation to the problem I address. Bidirectional
LSTM cannot be used since, at real-time, data from the future are not available.
I preferred this architecture to a CNN-LSTM - still a valid alternative - for two
reasons: (i) I wanted to isolate the problem of prediction inputting trajectory
points obtained by means of a tracker, without instead considering the whole
scene, (ii) the absence of a well established event-based CNN model requires to
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resort to event images and classical CNN, which I did not want to consider in
this work, so as to remain in the pure event-based domain.
Designed especially for Sequence-to-Sequence models, the Encoder-Decoder
architecture proved to be effective in several types of task. As from the name, it
comprises of three elements:
• The Encoder network, a stack of recurrent units taking the temporal input
sequence step-by-step and propagating the information forward, outputting
the final hidden state of the network;
• The intermediate vector, result of the Encoder forward pass, encapsulating
the input information in its dimensionality, and acting then as the initial
hidden state of the decoder part of the model;
• The Decoder network, a second stack of recurrent units taking no input but
initialised with the intermediate vector, and producing the output temporal
sequence.
Given the use of an internal representation used both from input and output, the
method can be considered also a case of Sequence Embedding. A full scheme of
the model can be seen in Fig. 1.15.
In [120], where the Encoder-Decoder network is proposed the first time, such
architecture is applied to the task of machine translation from English to French
on the WMT’14 dataset, obtaining a BLEU score of 34.8 and achieving the best
result for the time. It also showed how good is this model even for long sequences
and how robust it is regarding sensible phrase and sentence representations sen-
sitive to word order. The same idea is applied with convolution in [121], where it
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Figure 1.15: The Encoder-Decoder architecture gained a lot of attention thanks to its
ability of mapping input sequences and output sequences of different length.
This property resulted particularly useful for text translation tasks, where
this model has been firstly applied [120]. This separation is possible thanks
to the intermediate vector, a representation in an embedding space of the
input after this has been fed entirely in the Encoder, and that triggers then
the Decoder to output the prediction.
is proposed a network entirely convolutional that can be fully parallelised. State-
of-the-art performance are defined both for the WMT’14 English-German and
WMT’14 English-French translation datasets, with a speed higher of an order
of magnitude with respect to previous best architectures. Many approaches for
speech recognition make use of intermediate representations for converting from
one language to another. Even slightly under-performing a baseline cascade of a
direct speech-to-text translational model followed by a text-to-speech synthesis
model, the network proposed in [122] can directly translate a language without
needing intermediate text representations. Trained directly end-to-end, the net-
work maps speech spectrograms into target spectrograms of the second language.
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Again in the “words-domain”, [123] proposes an interesting state-of-the-art
review of Sequence-to-Sequence models for speech recognition, a task becoming
every day more relevant with the introduction of many voice-commanded devices.
Another fundamental application is the one proposed in [124], where image
and video captioning are automatically performed by means of a Sequence-to-
Sequence architecture. This network is trained on video-sentence pairs and learns
to describe with text a sequence of video frames.
A very interesting and particular application is the training of a network to
evaluate short computer programs, a domain that has been traditionally seen as
too complex for neural networks. In [125] a simple class of codes that can be eval-
uated with a single left-to-right pass is used as input data for an Encoder-Decoder
in order to learn to map the character-level representations of such programs to
their correct outputs. A variant of Curriculum Learning is implemented to train
an LSTM to add two 9-digit numbers with 99% accuracy.
Both [126] and [127] address the problem of conversational speech modelling,
crucial capability for chatbots, digital assistants and smart home devices, to men-
tion few examples. The authors in [126] present a large scale dataset of conver-
sational queries and various Sequence-to-Sequence models that learn from it to
reformulate over half of all conversational queries. Formulating a conversational
query understanding problem as a context-aware query reformulation, the input
speech is reformulated into a search engine friendly question. Such context-aware
query reformulation problem is modeled as a Sequence-to-Sequence problem.
Moving finally toward computer vision and robotics tasks, in [128] the authors
use an Encoder-Decoder network architecture for solving a dense pixel-prediction
problems. Specifically, the background subtraction in video sequences, showing
good generalisation performance even with training video sequences of limited
duration. An Encoder-Decoder model is also used for 3D pose estimation of
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humans in [129]. The proposed method shows comparable results to the state-of-
the-art in skeletal motion prediction.
1.4 Motion prediction
With the growing number of intelligent and autonomous systems in human envi-
ronments, a lot of attention is being given to human motion trajectory prediction.
Surveillance systems, self-driving vehicles and service robot need to anticipate hu-
man behavior for safety and smooth physical interaction. It is almost impossible
to define a major direction for which set of methods to use to address prediction
tasks. Both model-based and data-driven approaches resulted to be very effective
in several tasks, but Encoder-Decoder LSTM resulted to be one of the most used,
with almost every new paper proposing a variant or a combination of different
tools.
An important work in the pedestrian trajectory prediction field is represented
by the introduction of Social LSTMs in [130]. In this framework, a separate
LSTM network is instantiated for each trajectory in the scene. The novelty is
represented by a social pooling layer that connects networks belonging to nearby
trajectories, allowing them to share information with each other through their
hidden state values (Fig. 1.16). Fig. 1.17 qualitatively shows the results obtained
in [130] on scenes of the ETH dataset [131], and the classical scenario of this task:
a camera placed on top of the scene, framing groups of people whose trajectory
has to be predicted. The work outperformed state-of-the-art level on two publicly
available datasets, the ETH and the UCY [132], and gave origin to the trend of
addressing human trajectory prediction in crowded environment with Recurrent
Neural Networks [133–141]. As highlighted in [142], however, the only use of
social pooling as it is lacks the modelling of human-human interaction, which is
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Figure 1.16: In [130] a social pooling layer is introduced between two layers of a LSTM
network. Instantiating a network for each tracked pedestrian, this interme-
diate layer allows the exchange of information between networks associated
to nearby trajectories.
Figure 1.17: The introduction of such a social pooling layer brought the work in [130]
to define a new state-of-the-art for pedestrian trajectory prediction, en-
couraging the use of LSTM on the task.
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proved to play a crucial role for more accurate and longer-term trajectory esti-
mation. To this purpose, the authors of [142] propose the use of the pedestrians’s
head poses - named vislets - as additional network features, to strengthen the
social aspect of the framework and improve overall performance.
Another field gaining exponential popularity year after year is the one of au-
tonomous vehicles. Predicting what is going to be the behavior of surrounding
vehicles and traffic participants is very hard, as it depends also on many fac-
tors often out of the system perception, like other driver’s intention or the traffic
condition. Nevertheless, in this task safety is crucial as in few others and the
capability of anticipating others’ movements is vital. A probabilistic approach
to prediction is considered in [143]. From a dataset of trajectories, motion pat-
terns are extracted and projected in a low dimensional manifold by computing
the Chebyshev decomposition first, and using the Unsupervised Kernel Regres-
sion (UKR) then. A particle filter is used at run-time to track the history of
the trajectory in such subspace and output the most probable position as fu-
ture prediction. A model-based and maneuver recognition approach is proposed
in [144], combining the so called Constant Yaw Rate and Acceleration (CYRA)
tracking system and the Maneuver Recognition Module (MRM). The first is used
for short term prediction, having resulted to be the best target tracker assum-
ing a certain motion model from a comparison made in [145]. In the long term,
however, the algorithm fails, and that is why the MRM is introduced. It uses a
Hidden Markov Model (HMM) to select the most likely trajectory based on a set
of possible trajectories and the current measurements sequence. A similar work
is carried out in [146], where the Interactive Multiple Model Trajectory Predic-
tion (IMMTP) method is introduced. Goal of the study is to build an integrated
approach that combines physics- and maneuver-based prediction methods for ob-
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taining an accurate long term prediction. The physics-based prediction makes
use of the Unscented Transform (UT), but results indicate that such a physical
model can achieve accurate predictions only in the short term, while the long
term suffers a significantly large covariance. In the maneuver-based prediction,
a Dynamic Bayesian Network (DBN) is used to model long term behaviors, con-
sidering sequential information. Result shows that the prediction variance for
this method does not increase considerably in time, but in the short term the
accuracy is lower than the physics-based method. Extending the IMM approach
used in [147] and [148], the authors propose the IMMTP model, combining both
the physical- and the maneuver-based terms, and where the probability of each of
them recursively adjusts according to the predicting variance of the model. With
the growing interest for Recurrent Neural Networks, LSTMs started to be applied
also to this kind of prediction. In [149], a vanilla LSTM network is used to predict
the future location of surrounding vehicles over an Occupancy Grid Map (OGM)
imagined in front of the driven car. Here it is showed that such a method presents
higher accuracy with respect to the existing Kalman filter-based ones. A similar
work is carried out in [150]. The same authors of [149] brought the work to the
next step by implementing a Encoder-Decoder architecture for vehicle trajectory
prediction in [151]. The model takes the latest trajectory points from surround-
ing vehicles, along with the ego-motion of the car over the OGM, and recursively
produces predicted paths. The latter are not directly used for avoidance maneu-
vers, but they are fed into a Beam Search algorithm, that keeps memory of the
K locally best candidate sequences for generating the actual prediction at every
time step (Fig. 1.18). With these, autonomous maneuvers can performed. A
combination of techniques saw in [151] and [130] is presented in [152], where, in
between of the Encoder and Decoder model, a Social Pooling layer is introduced
for vehicles. Results show that using such a layer, instead of common fully con-
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Figure 1.18: An Encoder-Decoder model is used in [151] in combination with a Beam
Search algorithm for trajectory prediction of surrounding vehicles over an
Occupancy Grid Map. The network takes the latest trajectory points of
the surrounding cars, along with the ego-motion information, and keeps
track of the K best possible candidate predictions, improving the network
robustness and generalisation.
nected ones, improves the model robustness and generalisation capabilities over
various spatial configurations with interacting agents.
The idea of using prediction to plan and move robots in advance has also
been addressed in literature. The latency in the perception-action chain, indeed,
can have a crucial impact on the robot performance, and discriminate between
the success or the failure of the task. A deep analysis of the role of perception
latency in high-speed robots is presented in [153]. The study considers the case
of a robot moving from a point A to a point B in as little time as possible -
assuming therefore a constant longitudinal velocity that cannot be changed - and
in an environment with static obstacles. Goal of the paper is the derivation of
the relationship between sensors and actuators for the maximum speed the robot
can achieve to safely navigate. Moreover, it presents real-case results considering
the test bed of a quadrotor. Interesting point is also the comparison of the
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results between a single frame-based camera, a frame-based stereo system and a
monocular event-based camera. As discussed in Sect. 1.2, working with frames
requires the analysis of the full pixels matrix in order to detect an obstacle,
independently of the texture. Conversely, event-based systems have the advantage
of requiring very little processing and a very short time interval between two
events, making the obstacle detection faster and allowing higher speed when
the robot is particularly agile. Similar work to [153] is [154], addressing the
problem of vision-based navigation for mobile robots. A prediction framework to
compensate for the latency in the perception-action loop in a robotic platform is
first proposed in [155]. Even though experimental results showed the benefits of
this framework, they are not compared against the absence of the latter on the
task at hand, ignoring the effects of such a latency on it.
A challenging problem in robotics where prediction can be really helpful is the
task of catching objects thrown by a person. Knowing with anticipation where
the object is going to be can help planning in advance the best way to catch it, if
possible. A deep study of such problem is presented in [156]. The authors present
a framework for teaching a robot to catch in-flight objects, composed of different
modules. First, a modelling of the reachable space of the robot considered is
performed, that will be used along with the prediction to compute the optimal
grasping pose; second, it is the prediction algorithm for accurately estimate the
trajectory of the fast-moving object; and third, it is the learning of the hand-
finger coordination timing to avoid the bounce or misplacement of the object
during the catching phase. The framework relies on the OptiTrack [157] for the
marker tracking, both of the object and the human master during the learning
phase. The trajectory prediction part, instead, is based on the work proposed
in [158]. Here, through demonstrations of launches, the dynamics of complex
objects with arbitrary shape and/or non-rigid bodies is modeled by means of a
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dynamical system. No prior information about the object is required. Combined
with a Extended Kalman Filter (EKF) to deal with noise and perturbations, this
regression method refines the predicted trajectory time step after time step. The
ball catching task is of high interest in robotics. It is helpful to understand the
real capabilities of a tracker/prediction system and control strategy for a robot.
In [159], for instance, a framework for high-speed motion generation and execu-
tion on mobile manipulators is proposed with this task as evaluation. A modified
Kalman filter is proposed to estimate the ball’s position and predict the ball’s tra-
jectory via numerical integration. Running at 5.1 ms, the estimator is combined
with a learning-based inverse kinematics joint controller for planning the robot
motion which achieve a success rate of 85.33%. The framework makes use of a
powerful and costly vision system, the VICON [160], and the optimisation prob-
lem solved to control the robot is computationally heavy. In [161] a number of
small high-speed cameras are arranged on the surface of a robotic hand for visual
servoing control. In particular, while an external fixed high-speed camera system
is used to track the ball and estimate the catching position, the “multi-vision
hand” corrects the latter in real-time for catching the ball. Finally, a different
approach to the trajectory estimation of a bouncing ball is proposed in [162]. In
this work online physical reasoning is exploited for system identification, allow-
ing to quickly estimate the parameters of the model by means of the combination
of a dynamics model, a Variational Auto-Encoder (VAE) and the addition of a
loss to enforce desired constraints. Experiments with a PR2 robot show that the
latter is able to catch the ball the 77% of the time, mainly due to the fact that
the prediction is based on single images and that the ball can move behind or in
front of the gripper.
Most of these methods, however, present two fundamental characteristics: (i)
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they rely on powerful, costly, power consuming external sensors, and (ii) the
trajectories considered last typically for seconds, giving enough time to the pre-
diction algorithm to gather sufficient information for adjusting the prediction
step-by-step.
What I believed, and motivated me in addressing this task with event-based
cameras - in addition to the previously mentioned advantages coming with this
sensor - is that the latter applies a different type of sampling, a motion-driven
spatial sampling, that can provide richer information with respect to standard
fixed-rate samplings. Such cameras can give more, and more informative, points
to the predictor, such as to enable it to converge to the right prediction in a
short amount of time. This can be read also as the fact that the predictor can
infer even trajectories with duration of less than a second - that, instead, would
provide very few samples with a classical 30 Hz fixed-rate sampling for instance.
1.5 Preliminary study: iCub’s internal delays
To further motivate the need of prediction capabilities, a preliminary analysis is
conducted on the iCub robot [163] about the vision delay and the control delay.
Considering the classical structure of an application for the neuromorphic
iCub in our lab (Fig. 1.19), I define:
• the vision delay as the time between the events acquisition from the zyn-
qGrabber board in the iCub head, in charge of collecting events at FPGA
level, and the availability of the information of interest in the application
module in C++ (red arrows);
• the control delay as the time between the sending of the target position to
the robot and its reaching by means of the low-level controller of the robot
(blue arrows);
46
1.5 Preliminary study: iCub’s internal delays
Figure 1.19: Classical scheme for an iCub application with event-based cameras. The
vPreProcess module was developed in our lab to remove salt-and-pepper
noise.
Fig. 1.20 shows single delays (in blue) every time a batch of events is received
from the application module, and the average vision delay (in red) over a ∼65
s execution of the test. The latter results to be ∼2 ms. It must be taken into
account, however, that in between of the events acquisition by means of the zyn-
qGrabber and the availability of the information in the application, the pipeline
includes a pre-processing operation, to remove salt-and-pepper noise, and a par-
ticle filter tracker [38], needed to generate the control reference signal. Both
operations contribute, even slightly, to the delay
To compute the control delay, the target signal is generated tracking a circular
object with the event-based tracker previously mentioned and developed in our
lab, and mapping its vertical position in the field-of-view to a range of 15cm
along the z axis of the Cartesian space. Also here, given the operations in the
Cartesian space, the direct and inverse kinematics computation participate to the
delay evaluation. Fig. 1.21 shows the target signal (in blue) and the robot hand
position value read from the direct kinematics of the joints (in red). The signal
presents both velocity and amplitude changes during its execution. Higher errors
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Figure 1.20: The vision delay is the time from when a batch of events is acquired by
the zynqGrabber to the moment they are available in the YARP module.
In blue are reported the vision delays for each batch, in red is the average
vision delay.
Figure 1.21: Target signal (in red) and actual Cartesian position of the iCub robot hand
used for the experiment to compute the control delay.
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Figure 1.22: The control delay is the time between when a position in the Cartesian
space is commanded and when it is finally reached. Individual control
delays are reported as blue stars, while the red line is the average control
delay.
are present when the arm is moving up; while, when moving down, the gravity
“helps” the robot moving the arm faster.
A way to investigate this aspect and analyse the control delay, is to plot
individual control delays with respect to the velocity commanded (Fig. 1.22). The
robot, moving down the arm and applying negative velocities, presents much lower
individual control delays. When moving up, instead, with positive velocities, the
delays are higher. On average, the control delay can be estimated in the order of
∼100 ms. As expected, much higher than the vision delay. This means that, in
order to compensate for such a delay, predictions should have a temporal horizon
of at least the same amount of time.
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Chapter 2
Where and When: Event-Based
Spatio-temporal Trajectory
Prediction from the iCub’s
Point-Of-View
The first part of this thesis addresses the problem of trajectory prediction using
Long Short-Term Memory networks with event-based data and its comparison
to different regression methods. In this chapter, the case of a person holding
a ball and handing it to the robot is considered. Target of the pipeline is to
acquire the latest N tracked points of the object and predict what should be
the incoming part of the trajectory, with the future idea in mind of making the
robot able to estimate a plausible exchange point and move in anticipation to
take the object. In several fields indeed, like Human-Robot Interaction (HRI),
Virtual Reality (VR) applications, gesture recognition and other types of real-
time human-machine interaction, latencies between stimuli and responses play a
crucial role. Systems are required to be highly responsive, with delays in the order
of 100−200ms [164,165] to be satisfactory to the human. The perception system
should therefore be as fast as possible to give more time for input processing,
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action planning and execution. To this purpose, the pipeline I imagined uses one
of the two event-based ATIS cameras [4] mounted in the neuromorphic iCub [5,
163] humanoid robot for data acquisition. An event-based tracker is needed to
take such raw events and compute the position of the center of the object, to be
later fed to the neural network. The architecture implemented is an Encoder-
Decoder model designed and tuned to possibly take input and output sequences
of different lengths and to accomodate in input the (x, y) pixel spatial coordinates
of the tracker and the relative temporal interval ∆t between the current event and
the previous one, useful to determine the dynamics of the motion. Experiments
show that the Encoder-Decoder network is able to predict accurately the incoming
trajectory and adapt the prediction horizon - meant as how far ahead in time the
output prediction can “see” - to the motion speed. For high speed movements,
indeed, long-term prediction are not accurate and we might want to estimate
more intermediate points but in a shorter time window. Furthermore, failure
cases and computational time are analysed. The full pipeline is summarised in
Fig. 2.1
Neuromorphic iCub 






















Figure 2.1: The full pipeline for predicting future positions of a handed object to the
robot. The output of event-based cameras is fed into an event-based tracker,
that asynchronously outputs the (x,y,t) position of the center of the object.
Our contribution consists of the training of a LSTM Encoder-Decoder ar-
chitecture that handles event-based data and predicts the future trajectory
of the target, providing both spatial and temporal coordinates.
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Differently from the temporal sampling performed by most of modern sensors,
where a sample is produced at every time step, in spatial sampling a sample is
produced every time the target moves of a given amount in space, triggering all
the pixels along its trajectory. Key aspect of this framework is that the interval
between two samples is not anymore fixed and depending on the device in use:
time is now a variable from which information can be extracted, like the dynamics
of the movement, and used as input in the LSTM network - or any other method.
In such a way, it can be predicted not only where the tracked object is going to
be, but also when it will pass at the predicted location.
As motion pattern, I considered a person handing an object to the iCub robot
(Fig. 2.2). The robot must predict where the object is going - aim of this chapter
- in order to intercept it smoothly with its own grasping strategy - task left
to future work. The visual scene, however, presents noise due to the presence
of the person in the field of view. Therefore, an event-based tracker robust to
clutter [38], implemented in our lab, is integrated into the pipeline. Based on
spatial sampling - since the output of the tracker is triggered by a change in
position of the target - it perfectly suits the implementation of an asynchronous
predictor.
The handover trajectory is also “unpredictable”, as the person does not always
have a consistent movement pattern (e.g., the trajectory can end closer to or
farther from the robot). The hypothesis is that in this scenario learning is a
crucial element to achieve good prediction results. A state-of-the-art sequence-
based learning method, the LSTM, is therefore compared against model-based
regression prediction, assuming linear, quadratic and sinusoidal motion patterns
to model and predict from the noisy trajectory data.
The pipeline is also measured in terms of computational time, towards low-
latency prediction systems for the iCub robot. Addressing the problem from the
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Figure 2.2: The task considered in this work is a kind of handover task, where the person
in front of iCub is handing an object to the robot, but can also retract the
hand. This can be useful in future work to plan different behaviors for the
robot.
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iCub point-of-view is challenging as the pipeline does not rely on external, pow-
erful but costly systems that can simplify the problem, but only on the on-board
camera. This limits the field of view, and therefore the amount and quality of
information obtainable, but is a problem that must be addressed to develop fully
autonomous robots relying only on on-board sensors.
The LSTM Encoder-Decoder architecture, also known as Sequence-to-Sequence [120],
allows to map fixed size input sequences to output sequences with different length.
In [151] it is used for predicting the trajectory of surrounding vehicles of a self-
driving car. The authors combined Encoder-Decoder LSTM and Beam Search to
continuously predict a set of K most likely paths. About handover tasks, LSTM
are used in [166] to directly generate the motion of the robot that has to grasp
the object. Thanks to a motion capture system, the palm and the elbow position
of the human handing the object are tracked and constantly fed into a LSTM
network that generates, at each time step, the reference value for each joint. In
this case, no prediction is involved for anticipating the human behavior, but the
robot moves accordingly with the latter. If the human stops, the robot stops too.
With the growing interest for neuromorphic and spiking computation, event-
based cameras have been used for several tasks characterised by high dynamics
such as camera pose relocalisation [28], visual-inertial odometry [49], gesture
recognition [167], tracking [38, 168] and trajectory estimation [49]. In this work,
the authors aimed at estimating the position of the vision sensor in space, pa-
rameterising the trajectory by means of B-splines. Event-based vision is used
also for predicting the steering angle of an autonomous vehicle in [27]. Here,
classical Deep Learning methods are applied on “frames of events”, analysing the
performance of the networks under different light conditions and events integra-
tion time. In [153] low latency is exploited for high-speed quadrotors mounting
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event-based cameras in order to sense potential obstacles and perform avoidance
maneuvers.
2.1 Event-based prediction with LSTM networks
This work considers a handover-like task, in which a person is handing an object
to the robot and the robot must grasp it at the optimal location and at the
right time, in order to achieve smooth Human-Robot Interaction. Focus is on
the trajectory prediction, exploiting existing work on tracking [38] and leaving
the robot control for future work. To solve the prediction problem, given the
current position and past positions of a target, the most likely future trajectory
is estimated. The visual pipeline, as shown in Fig. 2.1, consists of the following
components:
• The ATIS [4] event-based camera mounted on iCub;
• The particle filter circle tracker [38] that estimates the object trajectory
from the raw events outputted by the camera;
• The LSTM-based prediction system that takes the current and past posi-
tions of the target and estimates the future points in space and in time.
2.1.1 The event-based camera and tracking system
An output event consists in the classical quadruplet (xi, yi, ti, pi), containing the
spatial location, the timestamp and the polarity of the brightness change. The
resolution of the camera here adopted is 304×240 pixels. The event-based camera
is integrated into the neuromorphic iCub [5], using the event-driven library [169]
integrated with YARP [170] - the middleware used to control iCub.
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To track the position of the object (a round paddle) handed to the robot, I
applied a known, robust approach [38] tuned to circles that rejects clutter gen-
erated by the robot’s ego-motion and other moving agents. The position (xc, yc)
of the target and the associated event timestamp tc are updated by the tracker
every time the target moves of a set amount of pixels, implementing a spatial
sampling. A spatial sub-sampling of 3 pixels is chosen, in order to reduce the
amount of information without any particular loss of information. The tracker
is initialised with a Hough detection algorithm [171] with the assumption that
there is only a single paddle in the scene at any given time.
2.1.2 The Encoder-Decoder LSTM architecture
LSTMs are adopted as state-of-the-art Recurrent Neural Networks to solve predic-
tion problems. RNNs fully take advantage of the temporal information associated
with the events by exploiting the sequential information coming from queries over
time. In this work, it is introduced a LSTM compatible with the asynchronous
event data by directly feeding the time as input feature to the network. As the
event-based camera is not polled at a fixed-rate, and the tracker follows the same
sampling strategy, the time between sample points is not constant, hence the
LSTM is asynchronously queried and the input state is (x, y, dt), where (x, y)
is the point on the trajectory and dt is the time interval between two consecu-
tive sample points. An Encoder-Decoder architecture is used, consisting of two
main components, as shown in Fig. 2.3. The Encoder is fed with the input data
and attempts to represent the information with its own state vector in a sort
of embedding space. The output of the encoder is then fed into the Decoder.
The Decoder is queried and, from its initial state, produces the output sequence
associated to the Encoder input. The separation in two sub-networks enables the
input sequences of length win to be different from the output sequence length,
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Figure 2.3: The architecture considered consists of an Encoder, that receives an input
sequence of length win and maps the input sequence in a state vector at the
end of the process, followed by a Decoder network, that outputs a sequence
of length wout after being fed with only the state vector and no external
input. Such a decomposition of the model allows for the input and output
of sequences with different length.
wout, which becomes the predicted trajectory. Any time the network is queried,
it is fed with the most recent win points, and the predicted trajectory of length
wout is obtained.
The spatial sampling of the tracker is 3 pixels, i.e. the tracker sends the
location of the target to the input of the LSTM network every time the target
position changes of at least 3 pixels. In the following, a single “point” corresponds
to a movement of 3 pixels.
The architecture considered has an input layer with 3 neurons, 2 to input
the (x, y) coordinates and one for the time interval ∆t between the events, 25
neurons for both the Encoder and the Decoder networks, and 3 neurons in the
output layer, in order to predict future (x, y) spatial coordinates and the relative
estimated times of arrival. To train the model, the full 40 minute recording was
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first windowed accordingly to the win and wout values. Then, the total amount of
sequences was shuffled and divided in 70% training and 30% validation. The final
test was performed on a third dataset of 60 seconds. The network was trained
using the Adam optimisation algorithm with learning rate α = 0.001, β1 = 0.9,
β2 = 0.999 and ε = 10
−8. For regression, the Mean Squared Error (MSE) loss
function was adopted. The training lasted for 200 epochs using batches of size
128. No dropout was required.
2.1.3 Prediction baselines
Prediction is, at a basic level, a regression task: from the current and past data
available, plus some understanding (i.e. a model) of the system, the future states
of the system can be extrapolated. However, regression methods need to be based
on a good model of the process and might not scale to more complex scenarios.
In this work, the LSTM-based predictor is compared to several hand-tuned re-
gression baselines, with the aim to understand if LSTM are a good approach to
the task and, in particular, with the event-based data. From an inspection of the
data (Fig. 2.4) it is chosen to compare with a linear, a quadratic, and a mixed-
sinusoidal model. Given win past points (including the current point), each model
is fit and used to predict the position future instants and spatial points of the
trajectory, always assuming that time increases linearly.
A linear model x(t) = a1,x t + a0,x and y(t) = a1,y t + a0,y is perhaps
unsuited to the data, especially at “turning points”, but is used as an absolute
baseline of prediction. A quadratic function x(t) = a2,x t
2 + a1,x t + a0,x and
y(t) = a2,yt
2 + a1,y t + a0,y should better model the “turning points” (assuming
they are parabolic), and, in general, better model non-linear data. In both the
linear and the quadratic regression, time is fit over a linear range, while x and
y are time-dependent and fit over the input time. The parameters ai,x, ai,y are
58
2.1 Event-based prediction with LSTM networks





















Figure 2.4: A sample of the dataset. One minute (over the total 40) of the tracking
algorithm output, as the target object is handed to the robot and then re-
tracted. The inset shows the spatial sampling strategy of event-based data
with more samples for fast-motion, and less samples when the target is
slowing down.
the coefficients optimised by the fitting procedure. Finally, as the y-axis shows a
periodic motion, a mixed-sinusoidal model y(t) = A sin (2πft+ φ) + B is used.
In this case, I used a linear model for the temporal axis and the x-axis, as it
more accurately predicts the motion along this direction. Again, to correctly fit
the data, the value of win must be large enough to capture at least 1 period of
motion: The amplitude A, the frequency f , the phase shift φ and the offset B
are the parameters optimised with a least squares regression procedure.
Each of the baseline models is recalculated for each prediction point: when
the predictor is queried, the past win points are taken, the model parameters
are estimated (with either polynomial or least-squares regression) and the future
points are predicted given the model as it is fit to the data. The number of input
points, win, can be as low as 5 for the linear model, but has to be higher in the
parabolic model (15 points considered) and in the mixed-sinusoidal model (100
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points), in order to better capture the trajectory shape.
2.1.4 The dataset
A dataset of 40 minutes was created as a subject moved the paddle towards and
away from the robot, as if periodically handing an object to the robot. The
paddle trajectory was always in the field of view of the camera and the output
of the tracker (xc, yc, tc) was recorded. As the camera was not moving, the data
mostly consists of the paddle and the person moving. However, as the tracker is
robust to clutter, the data processed by the predictor is limited to the trajectory
of the target itself, excluding the events generated by the person. A 1 minute
section of the dataset is showed in Fig. 2.4.
Backward movements, where the human brings back the object away from the
robot, were also included in the dataset, as it is important to understand human
interactions beyond that of only giving the object. Understanding that the robot
should not grasp under such circumstances is equally important.
2.2 LSTM Encoder-Decoder characterisation
System performance are characterised in terms of prediction accuracy for different
wout and win. The model is continuously queried inputting the latest win points
received from the tracker and outputs a sequence of wout points, representing the
estimated future positions in the image plane and their temporal distance from
the current time. A Sequence-to-Sequence error is defined for measuring how
much the predicted sequence overlaps with the ground truth. Prediction error -
obtained as average error over the entire dataset - is measured separating space
and time, as described in Fig. 2.5.
The error increases linearly with wout, i.e. further into the future, as shown
in Fig. 2.6a. As such there is no optimal output value to use, and instead the
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Figure 2.5: The error is measured between the predicted trajectory and the ground-truth
as a spatial error (at a fixed time) and a temporal error (at a fixed location).
value can be chosen to trade-off the acceptable error and the required prediction
look-ahead. Fig. 2.6b shows that the length of the input sequence, win has an
optimal point at 5 points (a movement of 15 pixels), as too few points do not
contain enough information and too many points lead to an increased error.
2.3 Network results and baseline comparison
The LSTM performance are compared against all regression models. The param-
eters for the Encoder-Decoder were set to be win = 5 (15 pixels) and wout = 15
(45 pixels), as it is approximately one third of the maximum swing along the
y-axis (as shown in Fig. 2.4), offering a good compromise between prediction
window and prediction error. Fig. 2.7 shows example predictions for the LSTM
and all regression baselines. The linear model performs well in linear sections of
the dataset, but, as expected, cannot correctly fit the “turning-points” present
in the data. The quadratic model can better fit the “turning-points” - where the
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Figure 2.6: Prediction error for (a) different wout values assuming win = 5 points and
(b) different win values assuming wout = 35 points. The error is separated
in spatial component (red) and temporal component (blue).
slope changes - but the prediction diverges from the true trajectory in presence
of small sources of noise in the linear section. Finally, the sinusoidal model can
fit both the linear section and “turning-points”, but it requires a long win to
estimate the frequency. It is not sensitive to small, local, variations - for exam-
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Figure 2.7: Example predictions in linear and non-linear segments of the trajectory for
all methods.
ple, the starting point of the prediction is often not at the current position of
the target because the best fit model to the long history does not intersect the
current point. The LSTM is not a perfect predictor, but it is able to predict both
linear and non-linear sections of the trajectory and might scale to more complex
trajectories.
Fig. 2.8a summarises the results, showing the prediction error at different
points of the wout sequence, averaged over the whole dataset. The linear regression
presents a low error for the first 10 points but degrades quickly, as it is not complex
enough to represent the data. The quadratic regression achieves better results,
but it is still unable to match the LSTM performance. The sinusoidal model is
the second best fit for the last points, proving that the Y coordinate exhibits
a periodic pattern. The large initial error is due to the fact that I am forcing
the prediction to have a periodic behavior. The model therefore performs worse
at local predictions, but better on the overall trajectory. Fig. 2.8b shows the
analysis performed above, but only for the linear parts of the trajectories, where
the linear regression and the LSTM perform best. As the sinusoidal model does
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not always pass through the current point, it is often offset by a small amount,
despite estimating a correct trajectory shape. Fig. 2.8c shows the analysis for the
non-linear segments of the trajectories, confirming the observation that all the
predictors, except for the linear one, can achieve good results, with the LSTM
showing better accuracy for long-term predictions overall.
2.3.1 Prediction of direction change
When attempting to predict the “turning-point” of a trajectory, it is not directly
known when the subject will decide to change direction. It is not possible, there-
fore, to expect the LSTM to predict perfectly. While some cues can be used, such
as decrease in velocity, the system can only predict the “turning-point” after some
observations that it is occurring. What is important therefore is how quickly the
model corrects given only a small amount of evidence. Fig. 2.9 shows the error
statistics for some points before and some points after a turn, and indicates that
within 2 points after a motion change, the LSTM trajectory error is within 20
pixels, - a typical value for the model in general.
2.3.2 Dynamics-driven prediction horizon
Given the asynchronous nature of the data, inputting and outputting a fixed num-
ber of points means that the prediction horizon is not fixed, but changes according
to the dynamics of the source of the events. Fig. 2.10a shows how two different
input sequences with different velocity produce two output sequences with differ-
ent duration. This is particularly useful considering that for fast movements it
is more interesting to have a dense, short-term prediction of the trajectory, more
than a longer-term prediction which can change anytime. On the other hand,
slower movements allow for longer-term prediction as their dynamics is less vari-
able. In Fig. 2.10b, instead, the case of a turning point is showed. Predicting
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Figure 2.8: Prediction error for all methods: (a) for the entire test sequence, and split
into (b) linear-only, and (c) non-linear-only segments.
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Figure 2.9: Error around a direction change point showing 25-50-75 error percentiles.
As the point of direction change is “unpredictable”, it is important to un-
derstand how fast the network can correct for the error after the change is
detected. It can be seen as, in most of the cases, at maximum five points
are needed to obtain a prediction with average RMSE lower than 10 pixels.
the exact time instants - and spatial coordinates - of the incoming trajectory is
difficult. Nevertheless, after few input points showing that the motion dynam-
ics is about to change, with bigger time intervals between consecutive points, the
network can predict the correct temporal horizon of the prediction. As mentioned
before, maximum 5 input points are sufficient in general to recover from the error.
2.3.3 Computational time
Table 2.1 reports the time needed to get a prediction from the Encoder-Decoder
model for different pairs of input and output lengths. The inference time of
the LSTM increases with the parameters of win and wout and may affect design
decisions depending on the dynamics of the task, e.g. how much time is available
for prediction, and how fast objects are moving. The values tested above, win = 5
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(a)
(b)
Figure 2.10: The motion dynamics influences the prediction horizon. In (a) it is visi-
ble how movements with different speeds produce predictions with different
temporal horizons; in (b) it is showed how, at a turning point of the tra-
jectory, the correct time interval is predicted as soon as few points are fed




and wout = 15, result in an update frequency of 500 Hz - when considering pre-
processing and detection time, this drops to 250 Hz. Using an event-based camera
enables a visual input at this rate, also enabling a trajectory prediction at 250 Hz.
If using a frame-based camera, the algorithm would be limited by the sensor rate
(about 30 Hz) or tracking algorithm rate and not by the prediction algorithm.
wout
8 15 35 60
w
in
2 1.7 2.0 3.5 5.0
5 1.8 2.0 3.5 5.0
15 2.3 2.5 3.8 5.7
25 2.5 3.2 4.3 6.3
Table 2.1: Computational time for different win and wout, measured in milliseconds
[ms]. The average pre-processing is 2 ms which should be added to these
values.
2.4 Conclusions
This work presents the first steps toward an event-based framework for Human-
Robot Interaction on the neuromorphic iCub. Event-based and neuromorphic
sensing and processing can lead to low-latency, low-computation processing for
robots, but the problem of finding the best tools and techniques that fit the shift
in sensing paradigm is still open. In this chapter I compared a LSTM learning ar-
chitecture to parameterised models for regression, for asynchronous prediction of
event-based trajectories. The only model that could achieve similar results as the
Encoder-Decoder implemented is the mixed-sinusoidal model. It could be tuned
to better fit the data by optimising win and introducing a method to more closely
fit more recent data compared to past data. However, the method in general is
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highly specific to the data and therefore does not generalise well, even to similar
handover tasks, to motions that do not follow the periodic trend. In addition,
the linear models for time and x-axis were selected post hoc, after visualising the
data. While the LSTM still requires data to learn, it can adapt to a much wider
variety of trajectory types and scales much better to more complex problems. It
is showed that the Encoder-Decoder is a good choice to learn to predict object
trajectories for HRI tasks, but also that it can run as fast as 250 Hz, thanks to
the event-based technology. In particular, the neural network manages to predict
linear and non-linear segments of the data with equal success, requiring many
less points in history to make its prediction. While some parts of the data are
unpredictable, the LSTM is able to quickly correct itself given new evidence of
the true trajectory. However, other learning methods exist to which LSTM could
be compared. I have avoided a CNN, which is the standard state-of-the-art Deep
Learning technique, as the data does not lend itself to convolutions, but rather
is a sequence, and thus more suited to the LSTM model. The focus is to take
the Encoder-Decoder network as the state-of-the-art in learning methods for data
sequences for initial investigation, and integrate improvements once the method
is validated as a reasonable choice.
To this purpose, it has been already discussed that event-based camera and
subsequent event-driven tracking techniques produce data which is spatially sam-
pled, rather than temporally sampled, and therefore presents substantially differ-
ent information in the sequence itself. For this reason, next chapter introduces
a second test case for this pipeline and a deeper analysis of the motion-driven
sampling performed by event-based cameras with respect to the standard time-







Last chapter has demonstrated how events data coming from event-based cam-
eras can be combined with Long Short-Term Memory networks for predicting
trajectories in an asynchronous fashion, adapting the horizon of the prediction to
the dynamics of the motion in the scene. Data-driven methods like neural net-
works, moreover, even requiring big amounts of data in their supervised learning
setting, provide more robustness to noise and generalisation compared to model-
based regression methods. The combination with event-based cameras allows
also to receive new points at much higher rate - more than 250 Hz compared to
the fixed device-dependent usual 30 Hz - making faster the detection of abrupt
unpredictable changes and the consequent correction of the prediction.
During the experiments and evaluation phase, however, I realised that the
previous task, the handover-like task, does not perfectly highlights the advantages
of such a event-based framework in a robotic application. The Human-Robot
Interaction, even requiring a fast response and anticipation capabilities from the
robot, it is not a complex movement with a fast dynamics. In addition, the lack
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of a well established method for depth estimation in the event-based literature
makes an eventual implementation of the previous framework to the 3D (or even
6D) Cartesian space of the robot highly prone to noise and errors.
In this chapter, for the above mentioned reasons, a step forward is carried
out considering the trajectory prediction of a bouncing ball. This kind of motion
presents dynamics changes like the slowdown of the ball in the air due to gravity
and the sudden bounce when hitting the table. Aim of this work is the applica-
tion of the framework tested in the previous chapter and the further evaluation
of the motion-driven spatial sampling with respect to the standard time-driven
sampling.
One of the biggest conceptual differences when compared to a traditional
camera, indeed, is that an event-based cameras samples a target trajectory based
on its change in spatial value, i.e. the sampling of the vision signal is driven by the
change in position. It is therefore achieved a trajectory with samples at pixel - or
sub-pixel - resolution, independently of the speed of the target. A comparison to
a traditional camera, which samples at a fixed time period, is shown in Fig. 3.1.
In this chapter I investigate the integration of event-data with the LSTM
architecture for learning to predict the trajectory of a bouncing ball, focusing
on the effect of different sampling strategies when combined with the learning
architecture: fixed-rate sampling, as performed in traditional cameras, compared
with spatial sampling, as is associated with event-based cameras. Experiments
are performed using the neuromorphic iCub robot [5] equipped with the ATIS [4]
event-based camera. The ball bounces on a table in front of the robot and the
robot, using the observed past ball positions, predicts the future trajectory for a
given sequence. The ultimate goal of such a pipeline is for the robot to decide




Figure 3.1: The trajectory of a bouncing ball comparing the sample points for (a) a
traditional camera that samples at a fixed-rate in time, and (b) an event-
based cameras that samples with a fixed spatial sampling. The event-based
cameras output is shown with all the pixel-wise events (in purple) as well
as the output of the trajectory tracker (in blue) used in this work.
hand in order to catch the ball. In this case, the temporal component, as well
as the spatial positions, become important information, as the robot must select
both the space and time at which the interception must occur. Predicting both
allows the robot to know how much time is left before the end of the task, and
plan and execute the most appropriate movement. In this study I focus on the




The system is comprised of the following components:
• The ATIS event-based cameras on the iCub robot;
• A target tracker that converts raw pixel events to the center of mass of the
target along the trajectory;
• The trajectory sub-sampling strategy: either using a fixed-rate sample or
spatial strategy;
• An LSTM network, trained to predict the future trajectory of the target.
3.1.1 The ATIS camera
Traditional cameras use a fixed-rate sampling strategy in which all the pixels
are queried for the light intensity at fixed intervals (e.g. 30 Hz). Therefore
the trajectory of a target viewed with a traditional camera will correspond to
different spatial positions at known time intervals, which leads to a trajectory
such as in Fig. 3.1a. For fast moving objects, fixed-rate sampling can lead to
gaps in the trajectory as it is under-sampled, or motion blur. In event-based
cameras, instead, each pixel is independent. Therefore the readout is not bound
by the time it takes to read the entire array. Pixels can emit events with a
very short interval between them. The effect is that a moving target will trigger
each and every pixel, consecutively, along its trajectory. The positions of target
observation are triggered by a spatial threshold (a change in pixel position), and
the time at which a new observation occurs is asynchronous. The same cameras




To simplify the input to the prediction system, the raw data from the ATIS is
processed to extract the mean position of the target at any point in time. The
target tracking is designed to reduced the effect of noise that could occur if the
visual data is directly fed into the learning system, and focus on the effect of
sampling strategies on the prediction. In more complex situations, in which the
target is not the only part of the visual stimulus, a tracker would be needed as
well to isolate the source of information from the background noise.
In this work I did not rely on the tracker proposed in [38] and used in the
previous chapter. The initial deteIn this work I did not rely on the tracker
proposed in [38] and used in the previous chapter. The initial detection, using
the Hough transform for circles, is not fast enough for the trajectories considered
and would affect the point of the prediction to infer the incoming trajectory as
soon as possible.
ction, using the Hough transform for circles, is not fast enough for the trajec-
tories considered and would affect the point of the prediction to infer the incoming
trajectory as soon as possible. Instead, I implemented a tracker with the assump-
tion of a single moving target, as shown in Fig. 3.1b. Similarly to [35], the tracker
accumulates events within a region-of-interest (ROI) of size R, and then updates
the position of the ROI based on the average position of events within it. As the
events move along the trajectory, so it does their mean position and the centre
of the ROI. The tracker position is taken as the new centre of the ROI and is
outputted along with the timestamp: (xbi , ybi , tbi). Initialisation is performed by
setting the ROI size R equal to the entire image plane on the first update, and
outputting the first point only if the events collected show a standard deviation
lower than a certain user-defined threshold. After this first step, a fixed R value
is set.Working on the events received directly from the camera, the tracker is not
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robust to distractors like would be the one previously used. If a second object
moves across the ROI of the tracked one, indeed, the focus on its center-of-mass
might be (even temporarily) lost.
3.1.3 Sub-sampling strategy
The high temporal resolution of the event-based cameras allows the trajectory
to be sampled for every incoming event. The raw tracker data can therefore
sample at over 1kHz, but (as proposed in this paper) this raw signal can be
sub-sampled to improve efficiency without compromising accuracy. Two sub-
sampling strategies are proposed: in the fixed-rate sampling I sample the signal
at fixed time intervals, taking each sample after F milliseconds, in a standard
frame-based fashion; in the spatial sampling I sample the signal when the spatial
coordinates change by a fixed distance, taking each sample every D pixels. The
event-based cameras enables very high sampling rates for both fixed-rate and
spatial strategies. Note that the fixed-rate strategy is more similar to a standard
camera
3.1.4 The Encoder-Decoder LSTM architecture
The model used in this work is a Sequence-to-Sequence LSTM architecture [120]
consisting of two separate sub-networks. The Encoder takes the input data and
encodes the information in a summary vector, represented by the state of the
network after the input has been fed. This output becomes the initial state vector
of the Decoder, that is queried to extract the information and produce the output
sequence. The decoupling between the two stages allows to input sequences with
a length win different from the desired output sequence length wout. This can be
useful in tasks like machine translation, or where the input and output physical
domains differ, possibly requiring different representations. Commonly, RNNs
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are queried synchronously, limited by the working rate of devices like frame-based
cameras. In our case, thanks to the event-based cameras nature, the network can
be queried asynchronously every time a new event is produced by the tracker.
In such a way, not only it is exploited the information coming from previous
queries, but also the temporal information contained within the events. To do
so, the network is fed with a sequence comprising the spatial coordinates of the
trajectory in the camera space and the time interval between the events in the
sequence. The final outcome of the network is a prediction of the next wout points
in space and time, which is continuously updated by querying the network for
each new input. The prediction consists of future spatial coordinates and, for
each point, its estimated time of arrival from the current instant. This spatio-
temporal trajectory output could be helpful in robotics, allowing for accurate
action planning, considering both spatial and temporal information.
The Sequence-to-Sequence model is firstly fed with the whole input sequence
of win points and, only then, the output sequence of wout point is generated at
the same time.
The Encoder architecture considered has an input layer with 3 neurons, in
order to accomodate the (X, Y ) spatial coordinates and the temporal interval
∆T occurred from the previous input, and an output layer of 25 neurons. The
Decoder architecture, on the contrary, consists of an input layer of 25 neurons
to be initialised with the final Encoder state vector, and an output layer of 3
neurons outputting the future spatial position and its time of arrival. The Adam
optimisation algorithm [172] was used with a learning rate of 0.01. Dealing with
a regression problem, the Root Mean Squared Error was adopted as loss function.
No dropout was used and the networks were trained for 200 epochs on batches of
size 128.
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Figure 3.2: Complete example of a ball trajectory (in blue) with pairs of input (in green)
and prediction (in purple) at different time instants.
3.1.5 The dataset
A dataset was collected with 250 individual trajectories of the ball thrown in front
of the camera and bouncing from one to three times. The (xbi , ybi , tbi) output of
the tracker module was recorded. To generalise with respect to the trajectory
direction, all datasets were flipped along the x-axis resulting in a total of 500
trajectories. The dataset was split into 470 training trajectories, 20 validation
trajectories and 10 test trajectories. A trajectory example is shown in space-time
in Fig. 3.2.
3.2 LSTM Encoder-Decoder characterisation
To choose the right Encoder-Decoder architecture, a cross-validation procedure
is needed. Starting with a spatial sub-sampling of D = 2 pixels, several models
were trained assuming different values for win and wout.
The prediction RMSE is calculated for all the trajectories, according to the
trajectory spatial error and temporal error defined in Sec. 2.2 and showed in
Fig. 2.5. The spatial error for a single trajectory point is defined as the difference
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between the estimated pixel coordinate (x̂bi , ŷbi) and the ground truth coordi-
nates (xbi , ybi) at a fixed point in time. In order to perform a comparison, the
ground-truth trajectory is interpolated to calculate the position at exact time of
a predicted point tbi . On the other hand, the temporal error for a point (x̂bi , ŷbi)
represents the difference between its predicted time of occurrence tbi and the time
when the ball actually reached the same position tbi . Again the ground-truth tra-
jectory is interpolated and the closest point on the trajectory is considered. The
RMSE is the mean error along the entire predicted length, and not only the final
position.
The error increases linearly with the output window length wout, meant as
number of points predicted in a single network interrogation, for both the spatial
error and the temporal error, as shown in Fig. 3.3a. As the network tries to predict
further ahead, the accuracy at which it can do it decreases. Since the relationship
is linear, there is no optimal point at which the network operates. The choice is
therefore application specific, trading off the amount of time ahead that is needed,
compared to the highest acceptable error. The spatial error decreases the more
data in the past is used, win. However, after a certain value, there is no real
benefit in feeding more points, as shown in Fig. 3.3b. In this case, a systematic
operating point could be chosen to achieve the lowest error. In the following, the
output window length wout was set to be 45 and the input window length win was
set to 20.
Figure 3.2 shows a qualitative evaluation of the predictor capabilities over the
entire trajectory of a single ball bounce. On the complete trajectory (in blue)
recorded from the ATIS camera, are shown the input points (in green) and the
respective prediction (in purple) obtained from the Encoder-Decoder model at
different time instants. The network is continuously queried with new inputs,
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Figure 3.3: Prediction error for (a) different wout values assuming win = 5 points and
(b) different win values assuming wout = 35 points. The error is separated
in spatial component (red) and temporal component (blue).
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providing an updated estimate every time. This, along with the low latency
guaranteed by the event-based cameras, allows for a rapidly adaptive predictive
system.
3.3 Sampling strategy comparison
A comparison between sampling strategies is then made with respect to the pre-
diction accuracy for the test set. Considering an input window of about ∼90
ms and an output window of about ∼200 ms - defined by the previous windows
length choice - I compare the performance of the two sub-sampling strategies on
the same time intervals.
Suitable F values for the fixed-rate sampling and D values for the spatial sam-
pling are chosen to cover the same time intervals. Given the asynchronous nature
of event-based data, it is not possible to precisely say what is the corresponding
temporal interval spanned by, to say, 5 points with a spatial delta D = 4 pixels.
This value can be computed only on average. For this experiments, the mapping
between the applied D value and the average sampling rate (+ standard devia-
tion) is reported in Tab. 3.1. This means that the output window of 200ms, for
instance, can be represented by 6 points in the case of time-driven sampling at
33 Hz, and by 36 points in the case of spatial sampling with D = 2 pixels.
Fig. 3.4a shows the error for both sampling strategies. In order to perform
the comparison, the mean rate of the spatial sampling is calculated and used as
a comparison point to the fixed-rate sampling. Fixed-rate sampling showed an
inverse relationship to error. A low rate results in a high error and, as the rate
increases, the error decreases too. However, the benefit of increased sample rate
beyond 67 Hz is minimal.
Spatial sampling, instead, shows a more linear trend in the error with respect
to the sampling rate. The error reaches a minimum value of 7.52 pixels for a
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Table 3.1: Spatial delta sampling values adopted in this work with the corresponding
computational rate (mean and standard deviation).
spatial of 2 pixels, compared to a value of 10.08 pixels when using a fixed 200 Hz
sampling rate. Importantly, the lower error is also achieved with less processing
requirements as the average rate - and hence the total number of calculations -
is lower for the 2 pixel spatial sampling.
The reason that the spatial sampling can give a lower error for an identical
mean sampling rate is that it gives a varying sample rate in time, over the length
of the dataset. In periods of fast and non-linear motion, where fine details are
required to correctly trace the motion, the sample rate increases also enabling a
more accurate prediction. On the other hand, when the target is moving slowly,
the sample rate decreases and processing savings can be achieved. Fig. 3.4b shows
an example sample rate (in time) for the spatial sampling, and it can be seen that
for larger spatial deltas the sample rate becomes more constant across the dataset
(a flatter profile). For sample rates without much variation, the error is much




In these experiments I showed that the Encoder-Decoder LSTM network intro-
duced in the previous chapter can be adapted for a bouncing ball task, with only
a small input window required to achieve a low error. On the other hand, the
output window can be extended for as long as necessary, with the trade-off that
the error increases linearly. Asynchronous motion-driven spatial sampling out-
performs fixed-rate sampling both in terms of accuracy and computational load,
showing the advantages of the first approach in input data using event-based
cameras and in the following visual processing, using asynchronous output events
also in computational models such as the tracking.
I believe that such a strategy, combined with event-based cameras, is a promis-
ing approach for learning to predict trajectories, motivating a further quest in
the use of event-based perception coupled with LSTM architectures for fast vision
tasks in artificial intelligence and robotics.
Depending on the exact constraints of the task, however, other solutions might
be to have the network learn different goals, such as only the final position and
time of a single trajectory rather than the full path of the trajectory, allowing
the robot to intercept the ball with the correct motion timing. This is the aim of
the ongoing work, exposed in the next chapter.
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3.4 Conclusions



























Figure 3.4: The (a) spatial RMSE for fixed-rate and spatial sampling, in which the
mean sample rate of time is used to place the spatial sampling, and (b) the




Prediction of a Bouncing Ball
The prediction of the trajectory of the bouncing ball obtained in the previous
chapter is instrumental to plan the control of the robot to catch the ball. When
considering this task, we realised that the dense and continuous prediction of a
segment of the trajectory right after the observed points is less relevant than the
prediction of the position (in time and space) of the ball at a later point. This
future point can have an operative description, for example it can be defined as
the position and time of the target exiting the robot’s field-of-view, or of the
target entering into the operational space of the robot. I therefore implemented
a different LSTM architecture that, given a trajectory of the center of mass of
the target, can update continuously the predicted trajectory end-point, defined
as the position at which the ball exits the robot’s FOV.
The aim of the prediction is now to estimate at which pixel coordinates the
ball will be out of the camera and when, meant as the time remaining from the
current position update before it disappears. This will be useful in the future for
planning the appropriate direction to approach the ball and catch it, but also the
action speed.
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The predictor considered is not anymore an Encoder-Decoder architecture,
but still a many-to-many framework, a synchronous one, as described in 1.3.2.
Every time a new input point is received, an updated estimate of the end-point
is outputted. However, tracking and inputting now the whole trajectory - and
not only the latest N points received - raises the question of how many time
steps should perform the recursion the LSTM at run-time, being this parameter
usually fixed at training time. If I choose a value too short, the network could
lose the information from the last tracked point; if the value is too long, the
pipeline might start to receive points not related to the actual trajectory but
to noise, outputting misleading prediction. Or, it could wait an indefinite time
before resetting its memory. For these reasons, I resorted to a property of the
LSTM which is called statefulness. Setting this property on when the model is
created, gives manual control to the user about when to reset the memory of
the network, which is otherwise kept forever. Not resetting the memory can be
an issue at training time for very long sequences, as the BPTT is not able to
match the long-term dependencies for such samples. Ongoing experiments I am
carrying out, however, show that this is not a problem in the specific case, and
results seem promising.
With the prediction of the end-point working fine, the focus moves on the
robot control side. At the moment I am dealing with timing and precision issues
in the iCub arm control, given also the limited operative space guaranteed by
the arm’s length of the robot. Due to time constraints in the YARP middleware
functions, continuous control using the predicted position results in a chattering
motion, with the hand also wobbling due to the tendon-based control and single-
screw joints.
For all these reasons, I am currently implementing the same pipeline on a
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Franka Panda robot [173] (Fig. 4.1) present in our lab. To endow the robot with
an event-based camera, I am using a custom setup of our group, visible in Fig. 4.2.
The setup comprises two ATIS cameras and two frame-based sensors, for ground
truth and comparison purposes. The camera is external and does not move with
the robot, simplifying the tracking problem.
Quantitative results must be yet carried out but, thanks to the wider operative
space and the enhanced performance guaranteed by the manipulator, qualitative
tests show promising results - as it can be seen from the following frames taken
from a trial (Fig. 4.3).
Each picture shows an instant of the live demonstration, with the ball thrown
from right to left. In the bottom-left corner I show a view of the camera and
prediction output:
• The green-yellow-purple trail is a collection of all the events generated by
the bouncing ball, that show its full (dense) trajectory. In green negative
polarity events (leading edge of a dark ball moving on a light background),
in purple the positive polarity events (trailing edge) and in yellow the su-
Figure 4.1: The Franka Emika Panda robot. Image from [173]
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Figure 4.2: The custom setup endowed, among other sensors, with event-based cameras




























































































































































































































































































































































perposition of the positive and negative events;
• The blue trail overlapped to the yellow trail are tracker events, i.e. the
position of the center of mass of the ball computed by the tracking module
and used as input to the LSTM network;
• The red trail are prediction events, converging toward the estimated end-
point of the trajectory. The output of the LSTM is updated for each in-
coming event of the center of mass trajectory.
Figs. 4.3a-4.3d show in an extremely narrow temporal window (∼40 ms), (i) that
a large amount of events is produced, allowing a very fine spatio-temporal res-
olution for the tracked, and hence predicted, trajectory, (ii) the strength of the
blur effect on the standard frame for such fast movements (present also in the
other pictures), and (iii) the spatial dispersion of the predictor events is much
narrow than the tracker ones, showing a fast convergence of the prediction and
its advantage in giving more time to reach the estimated end-point. Imagining
to catch the ball relying only on the tracker, this would mean that the robot
either moves a lot without purpose before catching the ball, or it waits the last
moments before moving. Fig. 4.3e shows the ball going out of the FOV almost
exactly where it was predicted from the very beginning. Very small adjustments,
indeed, can be seen in the prediction red points in each picture. Fig. 4.3f, finally,
shows the ball hitting the end-effector of the robot.
However, this is not always the case. The robot is not always able to intercept
the ball. Beside a prediction error, this might be due also to the fact that fast
trajectories last up to ∼0.5 s. Subtracting from this value the time needed for
the prediction to converge and the ∼100 ms control delay to compensate, leaves
little time for the controller to move the robot fast and precisely - even for a
89
manipulator like the Panda robot. Further tests are aiming at understanding the
roles of the control and the neural network in failed executions, while gathering





This thesis work presented the implementation of a combined framework of event-
based cameras and Long Short-Term Memory networks for trajectory prediction
in robotic tasks. I believe, indeed, that event-based cameras, thanks to their
sparse, asynchronous output, hold great potential for such a class of tasks. The
challenge was to prove that event-based data can fit classical Recurrent Neural
Network architectures, outperforming other methods on the task, and being con-
venient from the sampling and computational point of view.
This challenge was addressed by implementing a pipeline composed of an
event-based tracker and an Encoder-Decoder network, state-of-the-art for Sequence-
to-Sequence problems. In the first part of this thesis (Chap. 2), a handover-like
task is considered to study the feasibility of such a pipeline. Here, exploiting
the tracker presented in [38], the object in a person’s hand in front of the iCub
robot is tracked and its events’ position and timestamp are fed to the network,
to predict the incoming part of the trajectory. The Encoder-Decoder allows de-
coupling the input and output sequence lengths of the network, embedding the
input sequence in a state vector at the end of the Encoder network, and feeding
the latter as unique input to the Decoder for triggering the prediction. After
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a cross-validation process to select the optimal input and output lengths, the
network output is compared to model-based regression methods for prediction,
considering a linear, a quadratic, and a sinusoidal movement. Results showed
how a data-driven learning method is preferable for trajectory prediction, given
the sensitivity to noise and the need to pick the right model post hoc for re-
gression approaches. A deeper analysis of the network failure cases showed how
fast the event-based approach allows recovery from the latter in case of “unpre-
dictable” motion changes. Moreover, again thanks to the event-based nature of
the pipeline, the prediction horizon can be adapted to the dynamics of the mo-
tion in the scene, providing dense, short-term predictions for fast movements and
more reliable longer-term predictions for slower ones. Computational time also
is negligible, allowing for fast updates.
The handover-like task, however, does not completely highlight the advantages
of such an approach to the robot. This task, indeed, does not present a fast
dynamics and further studies on the comparison with a fixed-rate sampling -
common to frame-based systems - would not be clear enough.
For this reason, the second part of this thesis (Chap. 3) focused on a more
dynamic task like the bouncing ball trajectory prediction. In this work, the main
goal is to evaluate the difference between a time-driven fixed-rate sampling (like
the one performed by the majority of current sensors) and a motion-driven spatial
sampling, both applied on data coming from event-based cameras. To do so, the
same pipeline as before is used, substituting the tracker of [38] with a responsive,
shape-independent, ROI-based tracker I have implemented. Several models are
trained firstly to select the right input and output sequence lengths, and then
for comparing the two sampling approaches on the same time intervals. Results
showed that spatial sampling is always a better solution, presenting a lower error
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5.1 Open questions and future work
for any spatial threshold D adopted in the work. Moreover, the dynamic query
rate of the network allows to output predictions only when it is needed, without
any computation waste if the scene is changing slowly or not at all. Depending
on the task demands, then, one can choose the right spatial threshold to achieve
both a certain average error and a certain computational load. The latter can be
particularly useful for robots with on-board systems.
5.1 Open questions and future work
Still, a lot of work remains to be carried out. Unanswered questions must be
addressed, like the introduction of a depth estimate, the compensation of the
ego-motion, or how to provide the prediction capabilities in a faster way, without
requiring the acquisition of hundreds - or even thousands - sample trajectories to
train the neural network.
As mentioned before in this work, there is no well-assessed method for depth
estimate. Researchers are pushing for unsupervised learning methods exploiting
Spiking Neural Networks, like it was presented in [32, 40, 41] in Sec. 1.2.2 and
Sec. 1.2.3. For the tasks considered in this work, however, the problem is rel-
atively easier. Given the center-of-mass computed by the tracker, the problem
could be framed as a stereo vision problem - using a pair of event-based cameras
- and triangulate the position of the tracker from both visual fields. Nevertheless,
to have a faithful estimate, the tracker must be very robust to noise. This cannot
be said at the time and experiments must be carried out.
Ego-motion suppression is a hot topic for the event-based setting. Imagining,
indeed, to move the robot to follow the ball with the gaze, a huge amount of events
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5.1 Open questions and future work
would be generated from the background, disturbing the tracker implemented in
Chap. 3. The tracker in [38] does not suffer this problem but, for the reasons
explained in 3.1, cannot be used for the task. A solution might be to use an
event-based motion segmentation by motion compensation technique like the one
presented in [50], in order to separate the ball from the background thanks to
the different relative velocities. Another possibility might be to use the motion
predicted direction to dynamically shape the ROI of the tracker so as to capture
a higher amount of events coming from the ball with respect to the background
generated ones.
The motion of the eyes/head, moreover, would alter the spatial coordinates of
the tracked object in the image plane, creating irregular trajectories that would
be then fed to the Encoder-Decoder network. Even though this has not been
tested yet, I believe the irregularity of the trajectory could represent an issue for
the prediction. A possible solution would be to introduce the depth to estimate
the 3D ball position in the robot coordinates frame, and feed these to the network.
About the speed-up of the training procedure, acquiring large scale datasets
can be a tedious experience, and it is not always feasible. Interesting options
that can be evaluated with the robots at hand are Online Learning procedures or
Reinforcement Learning (RL). Both, however, suffer many problems when mov-
ing to the real world and might need a huge amount of trials before learning for
real. An interesting approach that could be tested is trying to bootstrap these
methods with a supervised training procedure, like the Encoder-Decoder LSTM
showed in this work. A valid alternative could be introducing the physics of the
task in the network, like recently showed in [162] and mentioned in 1.4.
After this, two main interesting paths can be pursued for the bigger picture:
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5.1 Open questions and future work
the implementation of a spiking LSTM network, still an open problem in the
neuromorphic community, and the implementation of a spiking controller for the
iCub robot. Both could also possibly run on our group’s SpiNNaker [24] board.
Toward the implementation of a spiking controller, first steps are already made
in a work I contributed to and explained in [174]. Here we present a closed-
loop motor controller implemented on a mixed-signal analog/digital neuromor-
phic processor which emulates a spiking neural network. The latter computes the
error between the desired target and the encoder reading of a joint of the robot
and, after some preprocessing operations, feeds it into three populations of spik-
ing neurons reproducing a sort of spiking Proportional-Integral-Derivative (PID)
controller exploiting the temporal dynamics of the network synapses and neurons.
To validate the approach, the neuromorphic motor controller is interfaced with
the iCub simulator provided with YARP. Experiments on a step response and
a target pursuit task demonstrated the validity of the approach and promising
performance for further development.
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[143] J. Wiest, M. Höffken, U. Kreßel, and K. Dietmayer, “Probabilistic trajec-
tory prediction with Gaussian mixture models,” in IEEE Intell. Veh. Symp.
Proc., 2012, pp. 141–146. 41
[144] A. Houenou, P. Bonnifait, V. Cherfaoui, and W. Yao, “Vehicle trajectory
prediction based on motion model and maneuver recognition,” in IEEE Int.
Conf. Intell. Robot. Syst., 2013, pp. 4363–4369. 41
[145] R. Schubert, E. Richter, and G. Wanielik, “Comparison and evaluation of
advanced motion models for vehicle tracking,” in Proc. 11th Int. Conf. Inf.
Fusion, FUSION 2008, 2008. 41
[146] G. Xie, H. Gao, L. Qian, B. Huang, K. Li, and J. Wang, “Vehicle Trajectory
Prediction by Integrating Physics- and Maneuver-Based Approaches Using
Interactive Multiple Models,” IEEE Trans. Ind. Electron., vol. 65, no. 7,
pp. 5999–6008, 2018. 41
[147] W. Zhu, W. Wang, and G. Yuan, “An improved interacting multiple model
filtering algorithm based on the cubature Kalman filter for maneuvering
target tracking,” Sensors (Switzerland), vol. 16, no. 6, 2016. 42
[148] W. Li and Y. Jia, “Location of mobile station with maneuvers using an
IMM-based cubature Kalman filter,” IEEE Trans. Ind. Electron., vol. 59,
no. 11, pp. 4338–4348, 2012. 42
116
REFERENCES
[149] B. D. Kim, C. M. Kang, J. Kim, S. H. Lee, C. C. Chung, and J. W. Choi,
“Probabilistic vehicle trajectory prediction over occupancy grid map via
recurrent neural network,” in IEEE Conf. Intell. Transp. Syst. Proceedings,
ITSC, vol. 2018-March, 2018, pp. 399–404. 42
[150] F. Altche and A. De La Fortelle, “An LSTM network for highway trajectory
prediction,” in IEEE Conf. Intell. Transp. Syst. Proceedings, ITSC, vol.
2018-March, 2018, pp. 353–359. 42
[151] S. H. Park, B. Kim, C. M. Kang, C. C. Chung, and J. W. Choi, “Sequence-
to-Sequence Prediction of Vehicle Trajectory via LSTM Encoder-Decoder
Architecture,” in IEEE Intell. Veh. Symp. Proc., vol. 2018-June, 2018, pp.
1672–1678. 42, 43, 54
[152] N. Deo and M. M. Trivedi, “Convolutional social pooling for vehicle tra-
jectory prediction,” in IEEE Comput. Soc. Conf. Comput. Vis. Pattern
Recognit. Work., vol. 2018-June, 2018, pp. 1549–1557. 42
[153] D. Falanga, S. Kim, and D. Scaramuzza, “How Fast Is Too Fast? the Role of
Perception Latency in High-Speed Sense and Avoid,” IEEE Robot. Autom.
Lett., vol. 4, no. 2, pp. 1884–1891, 2019. 43, 44, 54
[154] P. Sermanet, R. Hadsell, J. Ben, A. N. Erkan, B. Flepp, U. Muller, and
Y. LeCun, “Speed-range dilemmas for vision-based navigation in unstruc-
tured terrain,” in IFAC Proc. Vol., vol. 6, no. PART 1, 2007, pp. 300–305.
44
[155] S. Behnke, A. Egorova, A. Gloye, R. Rojas, and M. Simon, “Predicting
away robot control latency,” in Lect. Notes Artif. Intell. (Subseries Lect.
Notes Comput. Sci., vol. 3020, 2004, pp. 712–719. 44
117
REFERENCES
[156] S. Kim, A. Shukla, and A. Billard, “Catching objects in flight,” IEEE Trans.
Robot., 2014. 44
[157] “OptiTrack — Motion Capture Systems.” [Online]. Available: https:
//optitrack.com/ 44
[158] S. Kim and A. Billard, “Estimating the non-linear dynamics of free-flying
objects,” Rob. Auton. Syst., 2012. 44
[159] K. Dong, K. Pereida, F. Shkurti, and A. P. Schoellig, “Catch the ball:
Accurate high-speed motions for mobile manipulators via inverse dynamics
learning,” arXiv, no. ii, 2020. 45
[160] O. Clarisse and S.-K. Chang, “Vicon,” in Vis. Lang., 1986. 45
[161] M. Sato, A. Takahashi, and A. Namiki, “High-Speed Catching by Multi-
Vision Robot Hand,” pp. 9131–9136, 2020. 45
[162] M. Asenov, M. Burke, D. Angelov, T. Davchev, K. Subr, and S. Ramamoor-
thy, “Vid2Param: Modeling of Dynamics Parameters from Video,” IEEE
Robot. Autom. Lett., 2020. 45, 94
[163] G. Metta, L. Natale, F. Nori, and G. Sandini, “The iCub project: An open
source platform for research in embodied cognition,” Proc. IEEE Work.
Adv. Robot. its Soc. Impacts, ARSO, pp. 24–26, 2011. 46, 51
[164] R. B. Miller, “Response time in man-computer conversational transactions.
Introductions and major concepts,” Fall Jt. Comput. Conf., 1968. [Online].
Available: www.computerhistory.org 50
[165] S. K. Card, G. G. Robertson, and J. D. Mackinlay, “The information visu-




[166] X. Zhao, S. Chumkamon, S. Duan, J. Rojas, and J. Pan, “Collaborative
Human-Robot Motion Generation Using LSTM-RNN,” in IEEE-RAS Int.
Conf. Humanoid Robot., 2019. 54
[167] A. Amir, B. Taba, D. Berg, T. Melano, J. Mckinstry, C. Di Nolfo, T. Nayak,
A. Andreopoulos, G. Garreau, M. Mendoza, J. Kusnitz, M. Debole, S. Esser,
T. Delbruck, M. Flickner, and D. Modha, “A low power, fully event-based
gesture recognition system,” in Proc. - 30th IEEE Conf. Comput. Vis. Pat-
tern Recognition, CVPR 2017, vol. 2017-Janua, 2017, pp. 7388–7397. 54
[168] T. Delbruck and M. Lang, “Robotic goalie with 3 ms reaction time at 4%
CPU load using event-based dynamic vision sensor,” Front. Neurosci., 2013.
54
[169] A. Glover, V. Vasco, M. Iacono, and C. Bartolozzi, “The Event-Driven
Software Library for YARP—With Algorithms and iCub Applications,”
Front. Robot. AI, 2018. 55
[170] G. Metta, P. Fitzpatrick, and L. Natale, “YARP: Yet another robot plat-
form,” 2006. 55
[171] A. Glover and C. Bartolozzi, “Event-driven ball detection and gaze fixation
in clutter,” in IEEE Int. Conf. Intell. Robot. Syst., 2016. 56
[172] D. P. Kingma and J. L. Ba, “Adam: A method for stochastic optimization,”
in 3rd Int. Conf. Learn. Represent. ICLR 2015 - Conf. Track Proc., 2015.
76




[174] J. Zhao, N. Risi, M. Monforte, C. Bartolozzi, G. Indiveri, and E. Donati,
“Closed-loop spiking control on a neuromorphic processor implemented on
the iCub,” IEEE J. Emerg. Sel. Top. Circuits Syst., 2020. 95
120
Acronyms
ATIS Asynchronous Time-based Image Sensor. 5, 10, 51, 55, 71, 73, 74, 78, 86
BPTT Backpropagation Through Time. 22, 26, 85
CEC Constant Error Carousel. 23, 28, 31, 33
CNN Convolutional Neural Network. 18–21, 31–33, 35, 36, 69
DL Deep Learning. 1, 3, 4, 11, 16, 18, 19, 21, 31, 54, 69
DVS Dynamic Vision Sensor. 10
FC Fully Connected. 19–21, 33
FOV field-of-view. 19, 47, 84, 89
FPGA Field Programmable Gate Array. 13, 46
GPU Graphics Processing Unit. 1, 11, 17
GRU Gated Recurrent Unit. 30, 31
HRI Human-Robot Interaction. 50, 55, 68–70
LSTM Long Short-Term Memory. 5, 21–23, 26, 28–32, 35, 38, 39, 42, 50, 52,
54–58, 61, 63, 64, 66, 68–71, 73, 75, 82, 84, 85, 91, 94, 95
121
Acronyms
NLP Natural Language Processing. 31
RMSE Root Mean Squared Error. 5, 76–78
RNN Recurrent Neural Network. 17, 21, 22, 25, 26, 29, 39, 42, 56, 75, 91
ROI region-of-interest. 74, 75, 92, 94
Seq2Seq Sequence-to-Sequence. 36, 38, 54, 60, 75, 76, 91
SNN Spiking Neural Network. 11, 14, 18–20, 93
122
