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1. EINLEITUNG 
Betrachten wir bei beliebig vorgegebenem w > 0 auf dem Interval1 [0, w] 
die Fourier-Entwicklung einer Funktion g von beschrtinkter Variation, 
g E BV[O, 01, so ist bekannt, daB die Fourier-Reihe in Unstetigkeitsstellen 
x’ E [0, 01 1. Art von g gegen den Mittelwert (g(x’ + 0) + g(x’ - 0))/2 der 
rechts- und linksseitigen Grenzwerte von g in x’ konvergiert, wobei die Folge 
der Fourier-Partialsummen in allen Umgebungen von 2 das sogenannte 
Gibbs’sche Phiinomen aufweist: Die n-ten Fourier-Partialsummen von g 
besitzen nimlich in der Nlhe von C? Maxima und Minima, deren Grenzwerte 
fur n -+ 03 aus dem Interval1 [ g(.C - 0), g(x’+ 0)] heraustreten. Diese von 
Wilbraham [9] bemerkte Erscheinung ist Ende des 19. Jahrhunderts von 
Gibbs [4] wiederentdeckt und splter nach ihm benannt worden. Der Gibbs- 
Effekt tritt-bei periodischer Fortsetzung von g aul3erhalb von [0, o] auf 
ganz R-insbesondere such in den Randpunkten x = 0 und x = cc) auf, sofern 
dort nicht die Randwerte g(0) und g(w) iibereinstimmen. 
Eine Moglichkeit, diese unangenehmen Randeffekte zu umgehen, besteht in 
einer geeigneten Koordinatentransformation, nach der die zu entwickelnde, 
transformierte Funktion automatisch gleiche Randwerte besitzt. Man kann 
such die Lanczos-Darstellung der zu entwickelnden Funktion g wiihlen, bei 
der g in ein Polynom und eine Restfunktion mit rasch zu Null 
konvergierenden Fourier-Koeflizienten zerlegt wird (s. [5]). Wie wir im 
folgenden zeigen werden, ist es aber such moglich, eine geeignete 
Moditikation des Fourier’schen Funktionensystems und der zugehorigen 
Entwicklung vorzunehmen, die zu einer biorthogonalen Exponential- 
entwicklung, der sogenannten Kanonischen Exponential-Entwicklung (KE- 
Entwicklung), fiihrt, welche fur eine gewisse Klasse von Funktionen g am 
Rand des Entwicklungsintervalles kein Gibbs-Phiinomen aufweist. 
Zu dieser Verallgemeinerung der Fourier-Reihen ftihrt die Beobachtung, 
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da13 die Exponenten des Fourier’schen Exponentialsystems (bzgl. des Inter- 
valles [0, w]) die Nullstellen der ganzen Funktion 
f(z) = ewz - 1, z E c, (1.1) 
vom exponentiellen Typ w sind. Wir betrachten somit im folgenden in 
Erweiterung von (1.1) die ganze Funktion 
f(z) = Q,,(z)euz + P,(z), z E c, (l-2) 
in der Q, bzw. P,,, Polynome mit reellen Koeffizienten aj, 0 <j < n, bzw. bj, 
0 < j < m, vom Grad n bzw. m bedeuten. Die KE-Entwicklung ist dann eine 
Exponential-Entwicklung nach den Nullstellen der ganzen Funktion f in 
(1.2), die such als Entwicklung nach Grundlosungen der homogenen linearen 
Differenzen-Differentialgleichung 
(LU)(X) := 5 aju(j’(x) + f’ b,u(“(x - O) = 0 
j=O ,%I 
(1.3) 
aufgefaBt werden kann. Die Koeffizientenfunktionale der KE-Entwicklung 
sind speziell so gewahlt, da13 sie ein Biorthogonalsystem zu dem 
entsprechenden Exponentialsystem, nach dem entwickelt wird, bilden und 
eine stiickweise differenzierbare Funktion von beschrlinkter Variation 
auBerhalb des Entwicklungsintervalles [0, 01 stetig fortgesetzt wird als 
Lijsung eines gewissen Anfangswertproblems zur Differenzen-Differential- 
gleichung (1.3) (vgl. dazu [6]). I m Spezialfall (1.1) stimmt die KE- 
Entwicklung mit der Fourier-Entwicklung iiberein, wobei (1.3) dann zu einer 
reinen Differenzengleichung entartet, die die Periodizitlit der entwickelten 
Funktion beschreibt. 
Die KE-Entwicklung ist im Innern des Entwicklungsintervalles [0, w] der 
Fourier-Entwicklung sehr verwandt, wie wir im Vergleichssatz 1 iiber die 
beschrinkte und kompakte Aquikonvergenz zwischen beiden 
Entwicklungsarten zeigen werden. Dabei wird der Konvergenzbeweis erst 
durch eine spezielle Zerlegung der KE-Entwicklungskoefzienten erreicht, 
die gleichzeitig zu einem neuen Zugang zur KE-Entwicklung iiber eine 
sogenannte Cauchy-Exponential-Entwicklung verhilft, losgeliist von ihrer 
Herkunft aus der Theorie der Differenzen-Differentialgleichungen. Dariiber 
hinaus gestattet unsere Beweismethode die Verallgemeinerung bekannter 
Konvergenzergebnisse fiir die KE-Entwicklung, wie sie innerhalb des 
Differenzen-Differentialgleichungskalkiils in [ 2, 7, IO] gegeben werden. 
Faber das Randverhalten der KE-Entwicklung einer Funktion g zeigen wir 
in Satz 2, daB gleichm@ige Konvergenz in einer linksseitigen Umgebung von 
x = w und im Fall m = n such in einer rechtsseitigen Umgebung von x = 0 
gegen die tatstichlichen Funktionswerte g(o) bzw. g(0) vorliegt, sofern g eine 
stiickweise differenzierbare Funktion von beschrlnkter Variation ist. 
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2. DEFINITION DES VERALLGEMEINERTEN FOURIER-SYSTEMS 
Im folgenden seien Polynome Q,, P, E R[z] der Form 
Q,(Z) := i UjZj, z E c, 
j=O 
P,(z) := f bjzj, z E c, 
j=O 
(2.1) 
(2.2) 
vorgegeben mit Koeftizienten 
Uj, bi E R, Q<j<n, O<i<m, (2.3) 
und es sei 0.B.d.A. 
a, > 0, b, f 0, m <n. (2.4) 
Ferner setzen wir n # 0 voraus. Mit beliebig, aber festem w E R+\(O) wird 
dann durch (1.2) eine ganze Funktion f des exponentiellen Typs o detiniert. 
Derartige Funktionen sind ausfiihrlich untersucht worden; eine umfangreiche 
Literaturliste ist in [6] angegeben, so daf3 wir uns hier auf die Aufziihlung 
einiger wesentlicher Eigenschaften beschrlnken kiinnen: 
fbesitzt abzlhlbar unendlich viele Nullstelfen, die sich im Endlichen nicht 
hlufen ktinnen und die wir in der Menge S, wie folgt, zusammenfassen: 
S={sL,lvEZ); Is,1 < /su+,L vE N; 
s-,=5,, uEZ\{O}. (2.5) 
Dabei ist so je nach Anzahl der reellen Nullstellen von J; von denen es 
hochstens m + n + 1 geben kann, geeignet zu interpretieren. Fast alle 
Nullstellen von f sind einfach, und die maximale Vielfachheit m + n + 1 
kann hiichstens einmal angenommen werden. 
Fiir m = n gilt asymptotisch 
W-9 
und im Fall m < n 
s,=$v+loglvl+d+P (I ” I + aJ 1, (2.7) 
mit reellen Konstanten c, d und q = n - m. 
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Das verallgemeinerte Fourier-System, nach dem wir im folgenden 
Reihenentwicklungen studieren wollen, ist das Exponentialsystem 
E[S] := {esu’ 1 v E Z} (2.8) 
nach der Nullstellenmenge S in (2.5). Aufgrund der Asymptotik (2.6-2.7) ist 
E[S] fur m = n interpretierbar als ein durch asymptotisch konstante, achsen- 
parallele Verschiebung gestortes Fourier-System, wahrend es sich im Fall 
m < n niiherungsweise urn ein gedarnpftes, harmonisches Funktionensystem 
handelt. 
3. DIE KANONISCHE EXPONENTIAL-ENTWICKLUNG 
Wir fiihren eine Funktionenklasse G von mefibaren und summierbaren 
Funktionen auf [0, w] mit speziellem regularen Randverhalten ein durch 
G s G(m; n; 0, w) := {g E L’(0, o) 1 3~ = c(g) > 0: 
gECm-l[O,&]nc”-l[w-&,O]}, (3.1) 
wobei Ableitungen in Intervallrandpunkten als rechts- (falls m > 1 ist) bzw. 
linksseitige Grenzwerte zu verstehen sind. Dann heil3t die unendliche Reihe 
fJ c,es~x, XE [O,w], 
-cc 
mit den Gliedern 
c, esux := Res z= , 1 “$~~* 6 g(t)ercx-” dt + Kg::” 1 , 
v E z, x E [O, co], 
wobei 
n-1 
K(z) := x Kizi, z E c, 
i=O 
mit 
KiEKi(g) := f ajg’j-‘-“(w)+ 2 bjg”-‘-“(o), 
j=i+l j=i+l 
O<i<n-1, 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
gesetzt ist, die Kanonische Exponential- (KE-) Entwicklung von g E G 
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bezliglich f auf [0, 01. Die KE-Entwicklung kann als eine Modifikation der 
Cauchy-Exponential- (CE-) Entwicklung 
cc 
y y, esL.x, XE [Qw], 
--a0 
(3.6) 
bezliglich der von f abhangigen, nicht-rationalen meromorphen Funktion 
M(z) = Q$y ) z E c, 
Z 
mit den Gliedern 
w s~~x := Res M(z) 
I J 
.w g(t)eZfxbn dt , 
! 
VEZ, XE [O,o], 
L=S,. 0 
(3.7) 
(3.8) 
verstanden werden (vgl. [6]), d eren allgemeine Definition von Fejes [3] 
stammt. Fiir den Fall m = n wurde die CE-Entwicklung bzgl. M in (3.7) von 
Anderson und Fullerton in [l] untersucht, und im Spezialfall m = 0, n = 1 
gibt es dariiber eine Arbeit von Verblunsky [8]. 
Fur den Spezialfall (1.1) geht sowohl die CE-Entwicklung (3.6) als such 
die KE-Entwicklung (3.2) (unter Beriicksichtigung der iiblichen Summenkon- 
vention bei K) in die bekannte Fourier-Entwicklung (bzgl. [O,w]) iiber. Die 
KE-Entwicklung stellt aber-im Gegensatz zur CE-Entwicklung-eine 
Biorthogonalentwicklung dar (s. [6]) und erscheint daher als die natiirliche 
Verallgemeinerung der Fourier-Entwicklung. 
Fur die KE- bzw. CE-Partialsummen werden wir im folgenden die 
Verwendung nicht-negativer Summationsindizes vorziehen, wobei die 
Nullstellen betragsmlil3ig angeordnet werden. Dazu fiihren wir geschlossene 
Wege C, , e E N, in der komplexen Ebene ein (vgl. [2,7]), deren Existenz 
durch die Asymptotik (2.6-2.7) gesichert ist: C,, e E N, entstehe aus dem 
Kreis 
K( := {z E C 1 IzI = r,} (3.9) 
mit dem Radius 
r,:=(2t+ 1): (3.10) 
durch leichte Modifikation mit Hilfe kleiner Kreisbogen derart, da13 fur ein 
6, > 0 und alle s, E S die Beziehung 
1z-s,I>4l>0, ZE c,, (3.11) 
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erfiillt ist. Fur die Anzahl n, der Nullstellen vonfinnerhalb von C, gilt dann 
In,-2el=@(l) v-+ co>, (3.12) 
und zwar liegen in C, genau diejenigen s, E S mit 1 v( < 1. Wegen (3.11) hat 
man nach Konstruktion die fundamentale Abschatzung 
If( > K{lz”ew’I + K IzrnlJ, ZE c,, (3.13) 
mit Konstanten K, K > 0. Aus dem Residuenkalkiil erhalten wir fur die KE- 
Partialsummen die Darstellung 
T,,(x) = q&g; x) := 5 c, esc,x 
u=l 
1 
=- 
jl j 27ri c, 
M(z) u g(t)S’X-f’dt + K(zPZX dz 
0 I f(z) ’ 
und entsprechendes gilt fur die CE-Partialsummen. Spater benutzen wir noch 
die Zerlegung C, = C: U C;, e E N, mit 
C: :=C,n{zECIRez>O}, C; := C(n {z E C I Rez < 0). (3.15) 
4. KONVERGENZ IM INNERN DES ENTWICKLUNGSINTERVALLES 
Von nun an wollen wir der Einfachheit halber voraussetzen, dalj alle 
Nullstellen von f in (1.2) eiqfkh sind. Da dies ohnehin fur fast alle Elemente 
aus S in (2.5) zutrifft, kiinnen die folgenden Ergebnisse uneingeschrlnkt auf 
den allgemeinen Fall ubertragen werden. 
Wir erhalten dann fur die (konstanten) KE-Entwicklungskoeffrzienten 
einer Funktion g E G nach Definition (3.3) und (3.7-3.8) die Zerlegung 
c, = y, + r,, v E z, 
mit den (ebenfalls konstanten) CE-Entwicklungskoefzienten 
(4.1) 
Y”=A” la I g(t) epSnf dt, 0 
v E z, (4.2) 
A  = Qn<su)ewsl~ PAS”> ” f ‘@“I =-f’o’ 
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und den Randtermen 
1 n-1 
r,, := - Y- Kis;, 
f ‘(S”) ,eo 
v E z, (4.3) 
wobei die Konstanten Ki, 0 < i < n - 1, in (3.5) erkllrt sind. Urn die 
Konvergenz der KE-Entwicklung (3.2) nachzuweisen, geniigt es also, die 
entsprechenden Eigenschaften der CE-Entwicklung (3.6) und des Randanteils 
zu untersuchen, was in den folgenden beiden Lemmata geschieht. Dabei 
bezeichnen wir allgemein mit ~~(4; X) die t-te Fourier-Partialsumme einer 
Funktion 4 E L’(0, o) im Punkt x E [0, 01. AulJerdem setzen wir fur m = n 
1 
p:=---H.W.log (4.5) Co 
wodurch die Verschiebung von S gegeniiber der Menge der Fourier- 
Exponenten charakterisiert wird. 
LEMMA 1. (1) Ist m = n und g E L’(0, co), so konvergiert 
2 y”est.x - epxst( geeP’ ; x) + 0 F+ a) 
L-= I
gleichm@ig fur alle x E [O, co], 
(2a) Zst m = n - 1 und g E BV[O, w] oder (jails n > 2) m < n - 2, 
g”‘EAC[O,w] mit g”‘(o)=0 fur alle O<i<n-m-2 und existiert 
g (n-m-‘) E SV[O, co], so gilt 
sin[r,(x - t)l dt --) 0 
x-t 
gleichmayig fir alle x E [<, w] mit beliebigem 0 < < < co und 
(4.6) 
beschrtinkt und kompakt in (<, w) mit 0 < < < w. 
(2b) Gilt ftir m < n sogar go’ E AC[O, co] mit den Randbedingungen 
g”‘(w) = 0 fiir 0 < i < n -m - 1 und ist gcnPm’ E BV[O, co], so gilt (4.6) 
beschriinkt und kompakt auf ganz (0, w). 
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Beweis. Aussage (1) ist in [ 1 ] gezeigt; die dortige SchluRweise ist jedoch 
nicht auf den Fall m < n ubertragbar. Daher gehen wir beim Nachweis von 
Aussage (2a) in Verallgemeinerung von [8] wie folgt vor: 
Wir zerlegen die meromorphe Funktion M aus (3.7) in 
M(z) = e?W) -P,(z) 
ew’Q,(z) + P,(z) = ’ + -’ f(z) 
z E c. (4.7) 
Mit den Wegen C, = C: U C;, e E N, in Abschnitt 3 haben wir aufgrund 
der Darstellung (3.14) die Integrale 
J+ :=&jc~M(z)j~g(t)ez’i”dtdz, 
J- :=&mM(z)j~g(t)ez’xmf’dtdz, 
I 
fur e -+ co abzuschltzen. Aus (4.7) folgt 
Jt=& 
ij 
w g(t) ezcx-‘) dt dz - &j 
c: 0 
mj” g(t) erfxmf) dt dz 
c; f(z) 0 
=:A -&B, 
wobei nach Konstruktion von C: 
mit r( in (3.10) gilt. Daraus ergibt sich unter Zuhilfenahme der Integral- 
darstellung fur s, (g; x) mit dem Dirichlet-Kern 
A - s,(g; x) = u( 1) v+ a> (4.8) 
kompakt und beschrlnkt fur alle x E (0, w). Fur B gewinnt man mit 
q = n -m unter Beriicksichtigung von (3.13) und g E BV[O,o] die 
Absch%izung 
B= 
I 
Pm(z)ezx w 
ct (In(z + P,(z) I g(t)e-” dt dz o 
=B 
(1 I 
P,(z) erx dz 
I) (1 
Iz-‘ezxdzI 
ct Q,(z)ewL + P,(z) T = @ cF leozzql + K 
=d r(w-x)p-(4+‘) &I = @(q4) = o(l) (e -+ co) (4.9) 
gleichmatlig fur alle x < o. 
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Die Modifikationen der Halbkreise K!- zu C; in Abschnitt 3 beein- 
trlchtigen die folgenden Abschiitzungen auf C; nicht und bleiben daher 
unberticksichtigt. Wir schreiben mit q = n - m 
J-=& I ezxQn(z) 
zq * 
c7 ewzQ,(z) + P,(z) ’ 7 j g(f)e z(w- ‘) dt dz, o 
wobei aufgrund der vorausgesetzten Regularitat von g 
24 
I 
w g(t)e’“-“’ dt = J -w e(w-t)r dgcq-‘)(t) + no(z)ewZ - n,(z) (4.10) 
0 0 
mit Polynomen 
q-1 
71,(z):= F’ g’q-‘-“(x)zf, 
,YO 
z E c, 
fur x = 0 und x = w gilt, deren Grade wegen der tiber g vorausgesetzten 
Randbedingungen 
&,<q- 1, a7t,=o, 
sind. Daher spaltet J- auf in 
J- =&(J; +J, -J;) 
mit 
J; := 
I 
ez"Qn(4 w 
I 
e+t)Z dg’q-l’(t) dz, 
cr z”f(z) 0 
J; := 
I 
e(WtX)zQnW no(z) dz 
c7 z”f(z) ’ 
J; := 
J 
ez"Q&) ~(4 dz 
7 z”f(z) * 
Unter Berticksichtigung von (3.13) folgt 
J; =d (jc;min]lT#! IepzxdzI) 
(4.11) 
(4.12) 
(4.13) 
640/32/3-3 
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Wir wahlen nun 6 E (0, 7r/2) derart, da13 
eurpin 8 = $ 
ist. Dann gilt J; = @(I, + Zb) fur e -+ co mit 
(4.14) 
z .= 
8’ 
c 
’ r-q+l,(co-x)r,sinb q 
t 7 
0 
I’, := *’ rte-xrfsin6 d& 
I s 
Daraus folgt mit Hilfe von (4.14) 
I, = 8(&, - r;qe(w-x)rfsi”8) = B(log rl . r;(4/w)x) = 0(l) (! -+ co) 
(4.15) 
gleichmlil3ig fur 0 < r < x < w; ferner gilt mit sin 4 > d/2, ) E (0,7c/2), und 
u = r&, dab 
z; =B v+ 00) (4.16) 
gleichmlfiig fur alle x > < > 0, womit wir insgesamt 
J; = u(1) v+ a> (4.17) 
gleichmlbig fur 0 ( < < x < o gezeigt haben. 
Fur die Abschitzung von J; in (4.12) erhalten wir wegen (3.13) 
(4.18) 
Spaltet man das Integral in (4.18) mit Hilfe von 6 in (4.14) auf wie bei der 
Abschatzung von J;, so folgt analog 
J; =d (y)+fl(r,’ f~)qe-‘“z)ydu) =o(l) (t+ 00) (4.19) 
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gleichmaflig fiir alle x 2 r > 0 und beschrlnkt fur x > 0. Fur 5; in (4.13) 
erhalten wir wegen (3.13) die Abschatzung 
J;=d 
Ie”dzI 
lZQP21 + K 
F @ 
(1 
d2 r; 4t l,(w-xVtsin@ min{l, r;e-wrfsin@ (4.20) 
0 
14). 
Die Zerlegung des Integrals in (4.20) unter Beriicksichtigung von 6 in (4.14) 
ergibt dann wie bei den obigen Abschatzungen (4.15-4.17) und (4.19) 
J; = @(log r, . r;@‘“)’ -(x/2)u du ) = &( 1) (t-t co) (4.21) 
gleichmlrjig fur 0 < < < x < w. 
Insgesamt haben wir mit (4.8-4.9) und (4.17), (4.19), (4.21) die Aussage 
(2a) von Lemma 1 bewiesen. 
Die Aussage (2b) zeigt man analog unter der Berticksichtigung, da8 auf 
Grund der Voraussetzungen iiber g in der (4.10) entsprechenden Beziehung 
q + 1 anstelle von q auftritt (s. [6]). 
KOROLLAR 1. (l)Z t - s m n und g EAC[O, o] mit K,-,(g) = 0, so kon- 
vergiert 
2 yuesL,x -3 g(x) v-+ coo) (4.22) 
"=I 
gleichnui$g fiir alle x E [0, w 1. 
(2) Zst m < n, g E AC[O, w] mit g(0) = g(w) = 0 und genrigt g fiir 
m < n - 2 (n > 2) den zusiitzlichen Voraussetzungen von Lemma 1(2a), so 
gilt (4.22) gleichm$ig auf [lf, w], 0 < r < w. 
Beweis. (1) Mit (3.5) und (4.5) folgt aus K,-,(g) = 0, da8 e-““g(w) = 
g(0). Wegen der Absolutstetigkeit von ge --p’ konvergiert daher die Fourier- 
Reihe s( ( gewp’ ; x) gleichmIlJig auf [0, w], so da13 mit Lemma 1 (1) die 
Aussage (1) des Korollars folgt. 
(2) Mit Hilfe von partieller Integration ergibt sich fur x E [0, 01 
1 w 
i 
sin[r,(x - t)] - 
72 o gw x-t 
dt = $I,y g(t) -$ (h(r,(t -x))] dt 
= - $1: g’(t) h(r,(t - x)) dt, 
wobei h(u) := (,U ( sin v/v) dv, u E R, gesetzt ist. 
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Daraus folgt wegen der beschrlnkten Konvergenz 
h(r,(t - x)) + + sgn(t - x) (a+ 00) 
und g’ E L(0, w) nach dem Satz von Egorow, da13 
sin[r,(x - t)] 
x-t 
dc -+ - +jU g’(t) sgn(t - x) dt = g(x) v+ a> 
0 
gleichmarjig in [0, w], so darj zusammen mit Lemma l(2a) die Behauptung 
(2) des Korollars folgt. 
LEMMA 2. Mit den Wegen C, , e E N, in Abschnitt 3 sei 
40-G xl := I 
??dz, c, f(z) rEZ, XE [O,w]. 
(1) Fallsm=nist,giltfiirr<n-1 
(4.23) 
I,(r; x) = 0(l) (e+ a> (4.24) 
beschriinkt und kompakt fiir alle x E (0, co); fur r < n - 2 ist die Konvergenz 
in (4.24) gleichm$ig auf dem gesamten Interval1 [0, co]. 
(2) Ist m < n, so erhiilt man (4.24) beschrankt und kompakt auf (<, co), 
0 < < < 0, sofern r < m ist. 
Ist r = m, so ist die Konvergenz in (4.24) beschriinkt in (0, w), falls 
m=n-1, und gleichmayig fur alle x E [<, w], falls m < n - 2. Fur 
r = m - 1 gilt (4.24) gleichmagig in [& w], 0 < < < w, und sogar beschrdnkt 
in (0, co], fiir r < m - 2 schlieJlich gleichma@g auf [0, 01. 
Beweis. Mit (3.13) und q = n - m ergibt sich auf CT die Abschatzung 
=@ 0 
Iz’-meLXdz) 
) (1 
=d 
q leorzql + K 
C+ I z’-“e-z(w-x) dz 1) 
I 
I 
a(e*-“) = o(l), r<n-1 
= @ye’-‘“-1’) = o(l), r<n-2 
(b co), (4.25) 
beschrankt fur alle x < w und gleichmtiljig fur x < v < o im ersten Fall bzw. 
gleichmZ3ig fur x < w im zweiten Fall. 
Fur die Abschatzung auf C; erhalten wir wieder unter Vernachllssigung 
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der Modilikationen der Halbkreise K; zu C;, die ohnehin nur 
o( 1) bewirken, folgendes: 
r Zreixdz= ’ 1; (r; x> := I c7 f(z) J zrezx cF Q,W~z + p,(z) dz (4.26) 
=P 
/zremezx dzl 
min{l, /ewzzP9]}. lzr-me-rxdz] . 
CT lew’z91 + K 1 
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einen Fehler 
Fur den Fall q = n - m = 0 gilt dann weiter 
Z;(r; x) = P 
i!’ 
Izr-ne-zx dzl c: 
1 
= i 
qer- “) = o( 1). r<n--1 
Py--(n- 1)) = o(l), r<n-2 (e + 03 >, 
beschrlnkt fur x > 0 und gleichmlfiig fiir x > { > 0 bzw. gleichmal3ig fur 
x > 0. Damit haben wir die Aussage (1) bewiesen. 
Im Fall q = n - m > 0 setzen wir die Abschltzung von Z;(r; x) in (4.26), 
wie folgt, fort: 
~;(~;~)=p d2rj-n+ler,sino(~--X) 
ci 
min{$e-““Si”m, 1 } d# . (4.27) 
0 1 
Die Aufspaltung des Integrals in (4.27) mit 6 in (4.14) ergibt dann Ihnlich 
wie im Beweis von Lemma 1 die Abschlitzung 
If-(r; x) = d(logr,r,‘-“-‘e/“‘x) + B ( J 
(n/Z)V 
r(‘-” e-w2)u du 
Sri v+ 00) 
= 0(l) (4.28) 
gleichmlifiig fur alle x > r > 0, falls r < m gilt. (4.28) gilt such beschrlnkt 
fur x > 0, sofern r < m - 1 ist, und sogar gleichmaflig fiir x > 0, falls 
r < m - 2 erfiillt ist. Daraus folgt zusammen mit (4.25) die Aussage (2) in 
Lemma 2. 
Nun sind wir in der Lage, den folgenden Konvergenzsatz iiber das 
Verhalten der KE-Entwicklung (3.2) im Znnern des Entwicklungsintervalles 
10, w] zu formulieren: 
SATZ 1. (1) Es sei m = n und g E G. Dann gilt fir die KE- 
Partialsummen (3.14) mit p in (4.5) 
T,!(g; x) - epxsf(geCp’; x) + 0 (!-+ 00) 
beschriinkt und kompakt fir alle x E (0, o). 
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(2a) Ist m < n und erfcllt g E G die Voraussetzungen in 
Lemma 1(2a), so konvergiert 
T&z x> - s, (g; x) + 0 v+ 03) (4.29) 
beschrtinkt und kompakt in (r, w) mit 0 ( r < o. 
(2b) Ftir m < n und unter den Voraussetzungen von Lemma l(2b) 
tiber g E G gilt (4.29) beschriinkt und kompakt fiir alle x E (0,~). 
Beweis. Die Aussagen des Satzes folgen sofort aus den Lemmata 1 und 
2, wenn man im Fall m < n berucksichtigt, da13 die in o an g gestellten 
Randbedingungen eine Reduktion im Grad 8K des Polynomes K aus 
(3.4-3.5), das in rv aus (4.3) vorkommt, bewirken. Es gilt namlich aK Q m 
im Fall (2a) und aK < m - 1 im Fall (2b). 
Satz 1 und Lemma 1 verdeutlichen die enge Beziehung zwischen den KE-, 
CE- und Fourier-Entwicklungen, die sich im Innern des Entwicklungs- 
intervalles [0, w] alle gleich verhalten. Dariiber hinaus lassen sich bekannte 
Ergebnisse aus der Fourier-Theorie (z.B. Riemann’sches Lokalisierungs- 
prinzip, Konvergenztests) auf die KE- und CE-Entwicklung iibertragen (vgl. 
[6]). Insbesondere weist die KE-Entwicklung fur die FZlle m = n und m = 
n - 1, bei denen die Funktion g in Satz 1 nicht stetig zu sein braucht, genau 
wie die Fourier- und die CE-Entwicklung in Unstetigkeitsstellen X’E (0, w) 1. 
Art von g das Gibbs’sche PhHnomen auf, wobei such sie gegen den 
Mittelwert (g(x’ + 0) + g(,? - 0))/2 konvergiert. Aber im Unterschied zur 
CE-Reihe gelingt es bei der KE-Entwicklung nicht, wenigstens am rechten 
Intervallende x = o die Aquikonvergenz mit einer Fourier-Reihe 
nachzuweisen, was wir im nlchsten Abschnitt erklaren werden. 
AbschlieBend wollen wir noch bemerken, da13 Satz 1 die in der Theorie der 
Differenzen-Differentialgleichungen gegebenen klassischen Konvergenzergeb- 
nisse iiber die KE-Entwicklung von Bellman und Cooke [2] fur m = n und 
gE C”[O, w], von Wright [lo] fur m = n und g E W”*‘(O, w) und von 
Verblunsky [7] fur beliebiges m < n und g”’ E (C n BV)[O, w], 0 < i < n, 
deutlich verallgemeinert. Die entwickelte Funktion g darf hier weniger 
Regularitit aufweisen, und die kompakte Aquikonvergenz mit einer Fourier- 
Reihe gestattet zusltzlich Schliisse iiber Art und Gi.ite der Approximation 
von g durch seine KE-Entwicklung. 
5. KONVERGENZ AM RAND 
In diesem Abschnitt beschriinken wir uns im Hinblick auf die 
Allgemeinheit der Klasse von Funktionen mit konvergenter KE-Entwicklung 
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auf ganze Funktionen f in (1.2) mit 
m=n oder m=n-1, 
da dann in Satz 1 weder die Stetigkeit von g auf [0, o] noch gewisse 
Nullrandbedingungen in x = o benotigt werden. Dies stellt jedoch keine 
wesentliche Einschrankung dar, da die folgenden tiberlegungen such fur 
m < n - 1 (falls n > 2) richtig bleiben, sofern die in Satz l(2a) genannten 
Regularittitsbedingungen an g erfiillt sind. 
Die Funktionenklasse 
F=F(m;s;O,w)cG 
(s. (3.1)) bestehe aus stcckweise (m + 1)-fach differenzierbaren Funktionen g 
von beschrankter Variation auf [0, 01: Das hei&, zu g E BV[O, w] gibt es 
eine Zerlegung 
8 = B(g) := {x0, x1 )...) x,} 
des Intervalles [0, 01 mit 
0=x, <x, < *-* <xs=w, 
so dal3 
g E cm+l[X,, X,+,1, O<a<s-1, (5.1) 
gilt. Dabei verstehen wir (5.1) derart, dalj die rechts- bzw. linksseitigen 
Grenzwerte in x,, 1 <c < s - 1, der linksseitige Grenzwert in x, = w und 
der rechtsseitige Grenzwert in x,, = 0 von gCi), 0 < i < m + 1, existieren. 
Ferner detinieren wir mit beliebigem 0 < E < min{x, , w - x,- ,} rechtsseitige 
bzw. linksseitige Randumgebungen des Entwicklungsintervalles [0, 01 durch 
uo:= [0,X,-&] und u, := [x,- 1 + E, co]. 
Dort gelten die im folgenden benotigten Abschltzungen: 
(5.2) 
LEMMA 3. C, , t E N, seien die Wege aus Abschnitt 3, und d,, 1 <CT < 
s - 1, seien beliebige Konstanten. 
(1) F6r beliebiges m < n gilt 
J( := e(x-x~)z dz = o( 1) v+ 00) 
gleichm@lig fiir alle x E U, . 
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(2) FCr m = n ist 
JI:= - i 
Q,(z) ‘2’ d &“+x-xo)r dz = D( 1) 
c,z*f(z) o=l u 
v-t a> 
gleichm$ig ftir alle x E U,. 
Beweis. (1) Fiir xE VW wird E<X-x,,<w-x,, 1 <a<~- 1. Dann 
gilt mit q = n - m 
J; := 
i 
P,(z) s-1 - c d,e(x-“~” dz 
c:z *f(z) o=l lr”+“e-“‘dzl) =@(f-(q+‘)) = o(l) V a
E U,. Auljerdem folgt 
J; := 
=B (I min{jeWLzWqJ; 1) Iz-‘e-EZdzI c: 
gleichmtiig in U,. Fti m = n ergibt sich daraus 
J;=@ 
0 
Iz-le-rr dzl = @(e-l) = o(l) (e + co). 
c: 
Fiir m < n erhllt man aus 
durch die Aufspaltung des Integrals mit 6 in (4.14) wie bei friiheren 
Beweisen (s. Abschnitt 4) ebenfalls 
J; = o(l) (e+ oo), 
so da13 Aussage (1) von Lemma 3 folgt. 
(2) Fi.ir xEU, wird ~-x~-~~w+~-x~<~--~, l<o<s--1. 
Dann gilt fiir m = n 
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J;-:= - 1 
- Q,(z) $2’ d ,(utx-X,)2 dz 
c;z .f(Z)o=l I7 
dz e-h-x,-,)2 _ 
I) 
= W(EP) = o(1) v-t a> 
Z 
jeweils gleichmal3ig in U,,. Damit ist alles gezeigt. 
Nun konnen wir unser Hauptergebnis tiber das Randverhalten der KE- 
Entwicklung formulieren: 
SATZ 2. Es sei 0 < n - m < 1 und g E F. Dann ergibt sich fir die KE- 
Entwicklung von g, da&3 
7t,k; xl + &T(x) v-, 00) (5.3) 
gleichm$lig ftir alle x E U,. Im Fall m = n gilt (5.3) such gleichm$ig fiTr 
alle xE U,. 
Beweis. Wegen g E F gilt insbesondere mit (5.1) die Zerlegung 
g = g, + g, (5.4) 
mit der Sprungfunktion 
0, o,<x<x,, 
g,(x) := 
2 d,, 
(5.5) 
x,<x<x,+,, 1 <a<s- 1, 
,, = I 
von g, wobei 
d, = g(x, + 0) - g(x, - 01, l<a<s-1, 
bedeutet, und einer Funktion g, E AC[O, LL)]. Fur die Ableitung von g, gilt 
g; E BV[O, w], falls m = n ist, wlhrend fur m = n - 1 wenigstens 
g; E L*(O, w) ist. Wir haben somit die Aussage von Satz 3 fur die KE- 
Entwicklungen T,,(g, ; x) und T,,,(g, ; x) von g, und g, zu zeigen: 
Fur die KE-Entwicklungskoefzienten der Sprungfunktion g, in (5.5) 
ergibt sich gemHI (4.14.3) 
CL&> = Y”bl) + r,k1>, v E z, 
mit 
y,(g,) = $ 'il d,e-Sc.Xu _ QnW g (o) 
L) o=l S”f’(S”) ’ ’ 
r 
” 
(gl) = QhJ - aa 
S”f’(S”> 
g1 (WI, falls s,, # 0, v E Z, 
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r  
0 
(gl) = al gl(w) 
f’(O) ’ 
fur eine eventuell vorhandene Nullstelle so = 0 von f in (1.2). Im folgenden 
setzen wir der Einfachheit halber f(0) # 0 voraus; andernfalls liiljt sich der 
Beweisgang analog durchfiihren unter Beriicksichtigung anderer Residuen, 
die sich gegeneinander aufheben. Dann gilt 
T,,(g, ; x) = 2 &(g,)eSflX - 2 rlukl)esl’x (5.6) 
o=l 1’ = 1 
mit 
<,(g,) = + ‘i’ doe-s~~x-, 
” o=l 
v,(g,) = ;O;;g , 
(5.7) 
s,, f 0, lJ E z. 
” L’ 
Aus dem Residuensatz und Lemma 2 folgt mit der Bezeichnung in (4.23) 
= - * gl(m) + 41) @-*a> 
0 0 
(5.8) 
gleichmiil3ig fur alle x E [0, 01, falls m = n, bzw. gleichm8;Big fiir alle 
xE [&o], O<<<o, falls m=n-I. Ferner erhalt man unter 
Berticksichtigung der Cauchy’schen Integralformel, des Residuensatzes und 
Lemma 3(l) 
1 
s 
QnW"L =- 
27ci c, 
-f(z) y 
z - f(Z) 
d 
I7 
o=l 
e(X-X,)Z dz _ ‘)f,,) 
=- aog,(o) 1 J -- 
f(O) 27ri t 
=- & g1(w) + 41) v+ 00) 
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gleichmiifiig fur alle x E U,. Fur m = n gilt wegen Lemma 3(2) zusatzlich 
= -5 gl(w) + 41) (e-t aJ> (5.10) 
0 0 
gleichmlOig in U,. Aus (5.5-5.10) folgt insgesamt 
Tl,(& ; x> + g,(x) v+ a) (5.11) 
gleichmarjig fiir alle x E U, und fur m = n such gleichmiirjig fur alle x E 17,. 
Da g; E g’ E G (s. (3.1)) fast tiberall in [0, W] gilt, existiert insbesondere 
r,(g;), v E Z, so da13 wir mit dem Operator L in (1.3) die folgende 
Darstellung der KE-Entwicklungskoefftzienten von g, erhalten: 
CUM = y&h) + r,(g2>, 
r,(gJ = 7 rv(&) + Q,(c) gz(m) + PA> g&V _ (k,)(w) L, S"f'b") s,f'(s,> ' 
s,#O, VEZ. (5.12) 
Die Anwendung des Residuensatzes ergibt mit (3.5) und (4.23) fur e E N 
+ r,(g;) s x 
ii 
Ko(g3 + KOW 
-e”  =--- - -  
“=I S” f(O) 
~wl;x) 
+ “9’ Kj+,(&J 
g-0 2tri 
I&;x)+ Kyy It(n-2;x), 
wobei der letzte Term nur fur n 2 2 (m > 1) und der vorletzte nur fur n > 3 
(m > 2) auftritt. Aus Lemma 2 folgt dann 
n, rv(gi) s x _ x Seu -- 
I 
t Uj g:"(O) t 5 bj g:j' 
(O)t / (a, + bo) + 4) u=l 0 j=l j=l 
(e + 00) (5.13) 
gleichmll3ig fur alle x E [0, w]; falls m = a, und gleichmiiRig fur x E [<, 01, 
0 < < < o, falls m = n - 1. Analog folgt fur e E N 
;! Q,(G) gz(w) + PAS,) g&V = _ a, gz(a) + bog,(O) 
“=I s,f’(s,> 00 + bo 
+g g ujr,(j- l;x)+ 
J-0 
+g 2 bjl,(j - 1; x) 
j-0 
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= _ a0 g*(o) +bo g*(O) 
a0 +bo n-2 
+& aog,(w>Wl;x)+ g*(QJ> c ! uj+ II&i x> j=O 
+ %I &(W> m - 1; x) + b, g*(O) q-1; x) 
m-l 
+ gz(O) C bj+ I IO; X> + brn g,(O) IAm - 1; XI 3 
j=O I 
wobei der zweite Term in der geschweiften Klammer nur fur n 2 2, der 
vorletzte nur fur m > 2 und der letzte nur fur m > 1 auftritt. Wegen Lemma 2 
gilt daher 
2 Q,<dg,<w> +Pm(s,>gz(O) _ K-t(a) I(n _ 1.x) 
u=l S”f’@“) 271i ’ ’ 
= _ a, gz(w) + bo g,(O) 
a0 f bo 
+ 41) v+ cQ> (5.14) 
gleichmaflig fur x E [0, w] bzw. x E [r, w], 0 < r < w, falls m = n bzw. 
m = II - 1 ist. Ebenso ergibt sich 
5 (J%*)(w) es,.x = (Q*)@) 1 (-1. x) _ (J%*)(w) 
0=l s,f’@,) 27ri ’ ’ f(O) 
=- $ ujgy'(w) t 2 big?'(O) 
I 
(a0 t bo) t o(l) (e-t a) (5.1') 
j=O j=O I/ 
gleichmal3ig in [0, 01 bzw. [<, w], 0 < c < w, fur m = n bzw. m = n - 1. 
Insgesamt folgt aus (5.12-5.15), darj 
(t-, a~) (5.16) 
gleichmiifiig fur alle x E [0, w] im Fall m = n und gleichmtifiig fur alle 
x E [r, w], 0 < { < LO, im Fall m = n - 1 wird. 
Nun bleibt noch die CE-Entwicklung von g, auf gleichmiil3ige Konvergenz 
zu untersuchen: Dazu ftihren wir die Funktionen 
d-4 := &W - Kn- l(&) x, x E [O, 01, 
w(x) := g*(x) - gir- &(O) x - g,(O), x E [Q WI, (5.18) w 
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ein, die wie g, absolut stetig auf [0, 01 sind und fur die 
K”- l(V) = 03 
v(O) = v(w) = 0, 
gilt, so dal3 nach Korollar 1 aus Abschnitt 4 
(5.19) 
gleichmal%g in [0, u] fur m = n und 
(e +4 (5.20) 
gleichmli(Jig fur x E [<, w], 0 < < < w, im Fall m = )2 - 1 gilt. 
Berechnet man nach (4.2) die CE-Entwicklungskoefftizienten einer linearen 
Funktion, so folgt aus (5.17) und (5.19) nach Anwendung des Residuen- 
satzes und Lemma 2 im Fall m = n 
u=1 LfYS”) I 
=,(,)+~~-l(g2)x-~~-l(g2)z(n-1.x)+o(l) 
a,o 27ri ’ ’ 
=g2(X)-~~2~g2)I,(n-l;x)+~(l) (t-a) (5.21) 
gleichmtiig fur alle x E [0, 01. Analog ergibt sich mit (5.18) und (5.20) im 
Fall m=n- 1 
z, yv(g2)esvx = z, yv(w)eSvX + g2(0) i g2(o) ] --w 2 “(“) es,’ 
V=l s,f’kJ) 
_ 2, Q~(~~cs~(s~) esu~ 1 - g,(o) $, Q~(~~c’;(su) esux 
” ” 
= v(x) + g2h) - g2(0) x + g2(()) _ aft g&J 
0 
271i Z,(n-l;x>+41) 
=g2(x)-K~~~)z~(n-l;x)fo(l) ([+m) (5.22) 
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gleichmiiBig fur alle x E [& 01, 0 < r < o. Insgesamt folgt aus (5.16) und 
(5.21-5.22) fur die KE-Entwicklung von g,, da13 
T”,(!h ; xl + gz(x> V+a) (5.23) 
gleichmal3ig in [0, w] bzw. [<, w], 0 < < < o, fur m = n bzw. m = n - 1. Aus 
(5.4), (5.11) und (5.23) ergibt sich schliel3lich die Aussage von Satz 3. 
Die Vermeidung des Gibbs-PhHnomens am Rand des Entwicklungs- 
intervalles bei der KE-Entwicklung wird also durch die Addition gzihstiger 
Korrekturterme-siehe (3.4), (3.5) und (4.3)--zum CE-Anteil erreicht, die 
die Randwerte der entwickelten Funktion g in der zum Operator L in (1.3) 
passenden Weise enthalt. 
Eine ijbertragung der SchluBweise dieses Abschnittes auf den Fourier- 
Spezialfall mit m = n = 0 und f aus (1.1) fi.ihrt zur Bedingung g(0) = g(o), 
aus der die Periodizitat von g folgt. 
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