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Resume
Le codage large bande de 1'audio a bas debit est un enjeu majeur pour les telecommunications.
II est utilise dans des applications de radio-diffusion sur Internet, de video-conference, de visio-
telephonie, et sera prochainement utilise dans les futurs standards de telephonie mobile.
II n'existe pas de modeles efficaces capables de coder a la fois les signaux de parole ei de musique
a bas debit, c'est a dire a mains de 1 bit/echantillon. Les codeurs de parole, bases sur la prediction
lineaire et la quantification vectorielle ont une mauvaise qualite pour la musique. Inversement, les
codeurs de musique, bases sur un codage par transformee ou en sous-bande out une mauvaise qualite
pour les signaux de parole.
Le but de cette maitrise etait de proposer une approche pragmatique pour Ie codage de 1'audio
a bas debit pour une application de radio-diffusion. Le systeme est base sur une discrimination
parole/musique, et un codage bi-modal, utilisant un codeur de musique, et un codeur de parole. Le
systeme a ete elabore de fagon a pouvoir utiliser differents modeles de codeurs.
La discrimination parole/musique proposee dans ce memoire s'appuie sur des techniques de re-
connaissances de formes. Une analyse long-terme du signal est efiEectuee pour extraire 5 parametres,
bases sur les proprietes temporelles, frequentielles et de stationnarite. Trois techniques de classifica-
tion sont ensuite testees, les melanges de gaussiennes, les K-plus proches voisins, et un perceptron
multi-couches. Les performances de classification obtenues sont satisfaisantes, mais dependent du
delai que 1'on se donne sur Ie signal.
Pour eviter les artefacts qui apparaissent lors des transitions entre les codeurs si celles-ci sur-
viennent dans des segments a haute energie du signal, les transitions sont strictement limitees. Les
performances obtenues sont alors meilleures que celles d'un codeur pris individuellement.
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Chapitre 1
Introduction
Les communications numeriques sont rapidement devenues indispensables dans notre societe
moderne. Les donnees transmises sont compressees pour occupper moins d'espace. Par exemple, la
bande telephonique transmet les donnees dont les frequences sont comprises entre 300Hz et 3400Hz.
La qualite de cette compression n'est pas parfaite, mais suffisante pour un dialogue entre deux
persomies.
Cependant, la demande du marche et les progres technologiques poussent a augmenter cette
bande de frequence. La transmission de 1'audio large bande, dont les frequences sont situees entre
50 Hz a 7000 Hz, est done devenue un nouvel enjeu pour la tranmission de donnees audio. La qualite
correspond a celle de la radio AM, elle donne une impression de communication face-a-face. Le son
est plus realiste, Ie locuteur semble plus present et en outre, la qualite de donnees telles que la
musique est beaucoup mieux conservee.
L'audio large bande est deja tres repandue en video-telephonie, video-conference et en radio-
diffusion. Les standards de telecommunication mobiles vont egalement evoluer vers une communica-
tion bi-directionnelle en parole large bande. Le codage universel de donnees audio a bas debit pour
des donnees echantillonnees a 16 KHz est done devenu un defi majeur pour les telecommunications.
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La motivation de cette maitrise est essentiellement due au fait qu'il n'existe pas de technologie
mature pour Ie codage umversel de 1'audio. Le controle de la qualite de la transmission necessite
souvent 1'intervention de 1'utilisateur pour selectionner Ie meilleur codeur suivant Ie contexte de
communication. Typiquement, il existe deux types de codage de 1'audio a bas debit. D'un cote,
les codeurs de parole utilisent 1'analyse par synthese et sont bases sur les techniques de quantifi-
cation vectorielle, de masquage et de prediction lineaire qui fournit un modele de production de
la parole. La plupart d'entre eux sont bases sur les modeles CELP (Code Excited Linear Predic-
tion). De 1'autre, les codeurs audio large bande sont conceptuellement plus simples. Us efFectuent
une decomposition frequentielle du signal, par analyse en sous-bandes ou par tranformees, utilisent
un modele perceptuel base sur les proprietes psycho-accoustiques de 1'oreille pour adapter les pas
de quantification scalaire et se basent sur Ie codage entropique. Ces deux approches se revelent
complementaires dans Ie sens que ni 1'une ni 1'autre ne sont capables de coder efHcacement a la fois
la parole et la musique.
Une approche deja envisagee est d'utiliser deux codeurs en boucle fermee, et de choisir Ie plus
approprie. Le principal inconvenient est la complexite puisque cela implique Ie calcul de la synthese
pour les deux codeurs. Notre approche est basee sur une decision en boucle ouverte, Ie critere de
selection du codeur est la discrimination parole/musique. L'efficacite d'une telle approche impose un
retard trap grand pour une utilisation temps reel, mais envisageable dans des applications telles que
la radio-diffusion. II est important de noter que ce type de solution deviendra obsolete lorsqu'une
technologie mature permettra Ie codage universel de 1'audio, mais semble viable a court terme.
La discrimination parole/musique est un processus qui a deja ete utilise dans diverses applica-
tions telles que 1'archivage de fichiers audio, les statistiques, la reconnaissance de donnees audio.
L'approche classique dans ce genre de probleme est 1'extraction des parametres puis la classifica-
tion. L'application prevue impose au systeme un controle strict de la complexite, et done un choix
restreint de parametres.
La definition de 1'audio a de la musique ou de la parole peut sembler restrictive. Dans Ie contexte
de codage du systeme, 11 est done necessaire de preciser ces termes. Le codage de parole est Ie plus
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sensible car il utilise un modele de production de la parole (section 4.1). II est adapte a de la
parole non ou faiblement bruitee. Dans Ie reste de ce memoire, nous appelerons done parole, de la
parole non ou faiblement bruitee. La parole tres bruitee, la musique ou simplement du bruit seront
consideres comme etant de la musique.
Le memoire se presente comme suit; Le chapitre 2 presente une analyse discriminante des
signaux de parole et de 1'audio. Elle se base sur les travaux deja efFectues sur la discrimination
parole/musique et sur nos propres conjectures. Elle aboutit a la definition des parametres utilises
pour la discrimination. Le chapitre suivant traite de plusieurs techniques de classification et des
resultats obtenus a partir de notre espace de parametres. Enfin, Ie chapitre 4 presente Papplication
de la discrimination appliquee au codage combine de la parole et de la musique, et les performances
obtenues.
Chapitre 2
Analyse discriminante des signaux
audio
L'objectif de ce chapitre est de definir des caracteristiques pour les signaux que nous souhai-
tons discriminer. L'analyse des mecanismes de production de la parole est par exemple un moyen
interessant pour la distinguer de la musique. Les signaux de parole et de musique sont decrits dans
la section 2.1. Certains travaux ont deja traite Ie probleme de la discrimination. Us ont servi de
base pour la recherche qui a ete efFectuee dans ce projet et sont presentes dans la section 2.2. Les
sections 2.3 et 2.4 definissent les parametres qui seront utilises pour la discrimination.
2.1 Signaux audio : parole vs. musique
Les differences entre les signaux de parole et de musique sont tres importantes, mais ce qui
rend la discrimination parole/musique difficile, c'est la grande variete des signaux de musique. Les
differences entre les signaux de parole se limitent aux differences biologiques des appareils phona-
toires et aux langues utilisees, tandis que la musique est extremement variee, par les instruments
qui la produisent et la fa^on dont les sons sont melanges entre eux. C'est pourquoi la discrimination
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parole/musique tend a devenir une discrimination parole/non-parole. Neanmoins, il est possible
d'identifier certaines caracteristiques propres a ces deux signaux.
2.1.1 La parole et son modele de production
La parole est un signal extremement bien connu puisqu il a ete etudie depuis de longues annees
aussi bien pour Ie codage, la reconnaissance, ou encore la synthese. [KP95, Cal89] sont deux ouvrages
qui decrivent ce signal de maniere precise. Les caracteristiques de la parole qui sont presentees ici
s'inscrivent dans Ie contexte de la discrimination par rapport a la musique.
La parole est un signal non-stationnaire, mais peut etre consideree comme quasi stationnaire
sur des fenetres de 1'ordre de 20 ms. Sa structure est complexe : tantot periodique (ou pseudo-
periodique) pour des sons voises, tantot aleatoire pour des sons fricatifs, tantot impulsionnelle dans
les phases explosives des sons occlusifs. La figure 2.1 montre un signal de parole prononce par un
locuteur masculin. Cette structure reflete 1'organisation temporelle du mecanisme de phonation.
0.05 0.1 0.15 0.2
Dur6e (s)
0.25 0.3 0.35
Figure 2.1 - Le signal vocal. Mots prononces : /plus elle/, A : Impulsion, B : Pseudo-periodique,
C : aleatoire
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Modele de production de la parole
Physiologiquement, la parole est produite par 1'expulsion de Pair des poumons a travers les cordes
vocales, Ie conduit vocal jusqu'a 1'extremite de la bouche. D'un point de vue traitement de signal,
Ie mecanisme de production de la parole peut-etre modelise par un signal d'excitation, convolue par
un filtre variant dans Ie temps, qui attenue ou amplifie certaines frequences dans 1'excitation. On
dit que Ie conduit vocal est un systeme variant dans Ie temps puisqu'il consiste en une combinaison
de la gorge, la bouche, la langue, Ie nez et les levres qui changent la reponse du filtre pendant
Pelocution.
Les proprietes du signal d'excitation dependent fortement du type de sons emis, soit voises ou
non-voises. Dans Ie cas d'un son voise, c'est un signal quasi-periodique genere par 1'air qui fait osciller
les cordes vocales. Les caracteristiques periodiques du signal dependent de leur degre d'ouverture.
Le conduit vocal etant generalement considere comme lineaire, il ne modifie pas la periodicite du son
emis. Dans Ie cas d'un son non-voise, les cordes vocales sont completement ouvertes, Ie signal peut
alors etre assimile a du bruit La figure 2.2a represente un exemple de signal voise et de signal non-
voise. Dans Ie domaine spectral, en raison de la quasi-periodicite de 1'excitation, Ie signal voise a une
structure harmonique reguliere, comme illustre a la figure 2.2b. L'espacement entre les harmoniques
est appele frequence fondamentale ou frequence de pitch. L'enveloppe spectrale, appelee structure
formantique est representee par un ensemble de pics caracteristiques de la parole.
La figure 2.2c montre Ie spectre de puissance et la structure formantique d'un signal non-voise.
Contrairement au signal voise, il contient beaucoup moins d'information spectrale. En outre, il ne
possede pas de structure harmonique, et son energie est plus faible.
2.1.2 Musique
Les signaux de musique sont difRciles a caracteriser. En particulier, il n'existe pas de modele
de production simple a mettre en oeuvre. II existe des modeles pour differents instruments, notam-
ment en synthese de signaux musicaux. L'ouvrage [Ols52] donne une definition des caracteristiques














8000 0 2000 4000
Fr6quence (Hz)
6000 8000
Figure 2.2 - Representation temporelle et frequentielle d'un segment de parole voise et non-voise.
(a) Segment de parole voisee et non-voisee. (b) Spectre de puissance et structure formantique d'un
segment de 20ms de parole voisee commenQant a 15ms. (c) Spectre de puissance et structure for-
mantique d'un segment de 20ms de parole non-voisee commengant a 15ms.
generates des signaux audio, et des instruments de musique. Leur diversite et leur enchevetrement
dans la musique rend impossible la definition d'un modele general. Cependant, il est possible d'ex-
traire certaines caracteristiques quasi-generales a ces signaux.
Forte dynamique energetique
Generalement, la musique possede une puissance importante, c'est-a-dire que independemment
du niveau sonore, Ie signal aura une grande amplitude, mais relativement homogene contrairement a
la parole ou la distribution energetique dans Ie domaine temporelle varie enorm.em.ent. La figure 2.3
nous montre une seconde d'un morceau de musique rock. Si on Ie compare a la figure 2.2 presentee
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0.1 0.2 0.3 0,4 0.5
Dur6e (s)
0.6 0.7 0.8 0.9
Figure 2.3 - Exemple de morceau de musique avec une dynamique importante et homogene.
a la section 2.1.1, on comprend tout a fait ce que 1'on entend par dynamique forte et homogene en
pmssance.
Les signaux de musique ayant une forte composante rythmique ne possedent pas cette ca-
racteristique. La figure 2.4 represente une seconde de musique rap, les impulsions basse frequence
qui marquent Ie rythme de ce morceau sont ici tres marquees. La dynamique du signal reste forte,
mais elle n'est pas homogene. II est done necessaire que ce type de signaux soit caracterise par
d'autres parametres.
Structure harmonique
La structure harmonique est importante dans un signal de musique. Elle est Ie resultat de la
superposition des harmoniques des instruments et des notes qui la composent. On peut 1 observer
aisement dans Ie domaine spectral. La figure 2.5 montre Ie spectre de puissance d'un accord d'orgue
pour une frame d'une duree de 64 ms. On distingue un grand nombre d'harmoniques, mais meme
visuellement, il semble impossible de la definir de maniere structuree. On en deduit que ce type de
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0.1 0.2 0.3 0.4 0.5
Dur6e (s)
Figure 2.4 - Exemple de morceau de musique tres rythme.
signal est difHcilement predictible par rapport a un signal de parole voisee qui se represente aisement
par une prediction de pitch. Cette caracteristique devrait done etre discriminante, cependant Ie choix
de la methode a utiliser pour detector cette structure harmonique est a definir.
Une fois encore, cette caracteristique ne comprend pas tous les signaux de musique. L'exemple
en est donne sur la figure 2.6 qui illustre deirx spectres de puissance, Ie premier pour une portion de
musique live, Pautre de parole non-voisee pour une duree de 64 ms. L'information dans la structure
harmonique n est plus presente, il faut etre en mesure de difFerencier d'une autre fagon ces signaux,
notamment en utilisant les proprietes de 1'enveloppe spectrale.
Stationnarite
Une plus grande stationnarite de la musique par rapport a la parole a deja ete abordee dans Ie
domaine temporel. Cette caracteristique devrait egalement etre valable dans Ie domaine frequentiel.
Le signal de parole est considere comme stationnaire sur des frames de 20ms (section 2.1.1). Pour
differents signaux musicaux tels que Ie pop rock, la musique classique, Ie jazz, 1'enveloppe spectrale
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1000 2000 3000 4000
Fr^quence (Hz)
5000 6000 7000 8000
Figure 2.5 - Spectre de puissance d'un segment de 64ms d'un accord d'orgue.
evolue relativement lentement sur une duree superieure a 100ms. La figure 2.7 presente 1'evolution
de 1'enveloppe frequentielle obtenue par analyse predictive lineaire a 16 coefiicients sur 10 frames
de 20ms pour une signal de parole et un signal de musique classique.
L'allure des formants evolue assez rapidement pour la parole, tandis que pour la musique Pen-
veloppe reste relativement stable. Cette caracteristique est generale a la parole. Cependant, il est
evident que certains signaux musicaux auront une enveloppe frequentielle qui evoluera tres rapide-
ment C'est une fois encore la complementarite entre les parametres qui permettra une discrimination
generale.
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Figure 2.6 - Comparaison des spectres de puissance calcules sur 64ms d'un signal de musique non-















Figure 2.7 - Evolution de Fenveloppe predictive lineaire a 16 coefficients sur 10 frames de 20ms. (a)
Signal de parole, (b) Signal de musique.
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2.2 Travaux precedents d'analyse
La discrimination parole/musique est un probleme qui a deja ete aborde dans differents travaux.
Us ont permis de definir un nombre consequent de parametres. Les applications mentionnees dans
ces travaux sont diverses et difFerentes de la notre. [Sau96] decrit une technique de discrimination
pour la diffusion de radio FM essentiellement basee sur des parametres temporels. [SS97] utilise la
discrimination parole/musique pour un systems de reconnaissance de parole pour des donnees audio
generales. [SZ96] integre la discrimination parole/musique au sein d'un systeme de transcription
automatiques de donnees audio. Enfin, [GPLT99] fait une revue pour evaluer les performances de
plusieurs parametres pour la discrimination parole/musique.
Les resultats obtenus a partir de ces difFerents travaux montrent que la discrimination pa-
role/musique necessite de connaitre Ie signal sur une duree relativement longue pour obtenir des
performances satisfaisantes. Cela n'est pas tres genant dans des systemes de reconnaissance, mais
cela constitue par centre un element important dans Ie contexte du codage.
II est necessaire d'utiliser a la fois des parametres temporels et frequentiels dans la reconnais-
sauce. Dans [SZ96], les parametres cepstraux sont utilises, comme dans la plupart des systemes de
reconnaissance de parole. Les parametres utilises dans les differents travaux sont decrits puis seront
discutes ulterieurement.
2.2.1 Parametres temporels
Les parametres calcules dans [Sau96] sont exclusivement temporels. Us sont essentiellement
bases sur les proprietes statistiques du nombre de passage par zero (NPZ). Ses proprietes sont
decrites de fagon precise dans [Ked86]. Le NPZ moyen fournit une mesure de la distribution de
1 energie spectrale. Les statistiques d'ordre superieur permettent en outre de detecter rapidement
et simplement les changements dans Ie spectre au cours du temps. [Sau96] complete ces statistiques
en utilisant les proprietes de 1'enveloppe temporelle. Ge dernier parametre mesure Ie nombre de
minima d'energie a partir d'un certain seuil dans 1'enveloppe. Les parametres sont calcules sur des
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fenetres de 2.4 secondes, les performances moyennes de classification avoisinent les 96%.
Dans [SS97], on utilise 5 parametres temporels parmi un ensemble de 13. La parole possede un
pic d'energie de modulation aux environs de 4Hz, qui resulte de 1'articulation syllabique. Le premier
parametre temporel est done obtenu en extrayant cette energie en utilisant un filtrage en sous-
bandes. Le second parametre temporel mesure Ie nombre de frames ayant une puissance inferieure
a la moitie de la puissance moyenne, sur une fenetre d'une seconde. Deux parametres sont bases sur
les statistiques du NPZ, comme dans les travaux de [Sau96]. La moyenne et la variance de celui-ci
sent calculees sur 1 seconde. Enfin, Ie dernier parametre utilise la correlation a long terme dans
plusieurs bandes pour determiner un niveau d'intensite rythmique sur une fenetre de 5 secondes. II
permet de detector des musiques rythmees tel que la musique techno, la salsa, ...
Dans [CPLT99], on a evalue les performances de trois parametres temporels, 1'amplitude, Ie NPZ
et Ie pitch. Le parametre d'amplitude est obtenu par un banc de filtres a echelle Mel. La variation
de cette amplitude est egalement calculee sur une base de 5 frames consecutives. Le parametre
base sur Ie NPZ consiste simplement a compter Ie nombre de passages par zero toutes les 10ms, et
estimer ensuite son evolution sur 5 frames successives. Le pitch, ou frequence fondamentale a ete
introduit a la section 2.1.1. II peut-etre determine dans Ie domaine temporel et frequentiel. C'est un
parametre qui n'avait jamais ete utilise precedemment, et pourtant il contient certainement beau-
coup d'informations permettant de discriminer la parole de la musique. II est calcule par correlation
temporelle du signal filte a 1kHz, et est afHne de maniere fractionnaire dans Ie domaine spectral.
2.2.2 Parametres frequentiels
Dans [SS97], on presente plusieurs resultats concernant les caracteristiques frequentielles. Les
parametres calcules sont les suivants :
1. Coefficient de chute de la distribution spectrale.
2. Centre de gravite de la distribution spectrale.
3. Amplitude de la variation du spectre.
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4. Residu cepstral.
Pour chacun de ces parametres, la variance de celui-ci est evaluee egalement, sur une duree de 1
seconde. Le premier parametre calcule la frequence en dessous de laquelle Ie spectre possede 95%
de son energie. Ceci permet de distinguer les segments voises des segments non-voises. Le centre
de gravite permet de differencier la musique a percussions de la parole, puisque celles-ci ajoutent
du bruit dans les hautes frequence, et done elevent Ie niveau du centre de gravite. L'amplitude de
la variation du spectre est une mesure de difference d'amplitude spectrale frame par frame. Elle
permet de donner une mesure de la stationnarite du signal. Elle est ties variable pour la parole,
tandis que pour la musique, Ie spectre evolue de fa^on relativement constante. Le dernier parametre
tente de distinguer les segments de parole non-voisee de la musique, en calculant les coefficients
cepstraux reels et en effectuant un lissage de ceux-ci. La re-synthese est alors plus fidele a 1 original
pour les signaux de parole non-voisee.
2.2.3 Parametres cepstraux
Les coefficients cepstraux sont souvent utilises en reconnaissance de la parole ou du locuteur.
En general, on utilise les coefficients cepstraux sur une echelle mel (MFCC, Mel Frequency Cepstral
Coefficients). Us out la particularite de modeliser efficacement Ie systeme auditif humain. [SZ96,
CPLT99] utilisent ces coefRcients pour la discrimination . Le calcul des coefficients cepstraux est
presence sur la figure 2.8. Le module de la transformee de Fourrier discrete est calcule sur une frame
de 10ms, une fonction non-lineaire est appliquee au spectre, puis on Ie filtre par un banc de filtres
triangulaires a echelle mel. Le nombre de filtres utilise est de 19 pour [CPLT99], et 14 pour [SZ96].
On calcule ensuite une tranformee de Fourier discrete inverse ou une transformee en cosinus discrete
sur les coefficients issus du filtrage. Cette seconde transformee a pour propriete de decorreler les
coefficients entre eux. Les coefficients cepstraux ainsi obtenus sont utilises comme parametres pour
la discrimination.
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Banc de n filtres
Figure 2.8 - Schema bloc du calcul des coefficients cepstraux avec une echelle mel.
2.2.4 Discussion
Les differents parametres utilises dans les precedents travaux sont nombreux et plus ou mains
performants pour la discrimination parole/musique. Certains parametres paraissent meme parfois
peu justifies quant aux caracteristiques des deux signaux. En revanche, il semble essentiel d utiliser
1 information relative a 1'amplitude et au pitch, qui sont deux caracteristiques tres discriminantes
pour la parole et la musique. La stationnarite du signal dans Ie domaine frequentiel est egalement
une composante ties importante qui a ete utilisee dans [SS97]. Cependant, les parametres qui sont
definis pour extraire cette information de semblent pas tres performant.
Les coefficients cepstraux sont en revanche tres efficaces, mais complexes. De plus, ils corres-
pondent plus a un contexte de reconnaissance de formes, qu'a celui de codage. C'est pourquoi ils ne
seront pas retenus dans les parametres pour la discrimination.
2.3 Reduction de dimensionalite, choix d'une representation
La section 2.1 nous a permis de caracteriser les signaux de parole et de musique. La section 2.2
nous donne un apergu des parametres qui possedent des caracteristiques discriminantes. Pour des
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raisons de complexite, il est important de definir un nombre minimal de parametres. Us devront de
plus etre complementaires 1'un par rapport a 1'autre. En effet, il peut arriver que deux parametres
soient ties discriminants, mais redondants entre eux. L'elimination d'un des deux permettra alors
de diminuer 1'espace de representation. Par centre, il peut arriver qu'un parametre soit faiblement
discriminant, mais que combine a un autre, il s'avere apporter beaucoup de nouvelles informations.
Les parametres calcules dans Ie reste de la section ne seront pas tous retenus pour la discrimina-
tion pour les raisons citees precedemment. Les raisons pour lesquelles ces parametres sont utilises
sont issus de nos propres constatations sur les signaux de parole et de musique, ainsi que des travaux
precedemments effectues.
2.3.1 Energie temporelle
L'utilisation de 1'energie temporelle a ete justifiee a plusieurs reprises dans les sections precedentes.
Elle represente une bonne approximation de 1'enveloppe temporelle. II existe plusieurs methodes
pour calculer cette enveloppe. Une d'entre elle est Ie filtrage passe-bas du signal redresse par une
valeur absolue. Cependant, cette technique est relativement complexe puisque la frequence de cou-
pure du filtre doit etre tres basse et selective. Une autre methode est de calculer 1'energie dans des
frames successives en utilisant une fenetre de Hamming recouvrant les frames voisines. Le resultat
obtenu est mains precis pour 1'enveloppe, mais a 1'avantage d'avoir une faible complexite.




w/i est une fenetre de Hamming de longueur 15ms, n est 1'indice temporel, N la longueur de la frame
et k son index. Le resultat pour un signal de parole de quelques secondes est presente sur la figure
2.9b. L'amplitude de 1'enveloppe etant dependante du niveau du signal en entree, il est necessaire
de Ie normaliser pour qu'il n'ait pas d'influence sur la decision. Deux types de normalisation sont
possibles, la premiere en utilisant une base de fichiers tests pour fixer une echelle de normalisation,
comme dans [CPLT99], La deuxieme est d'utiliser un coefficient adaptatif dependant du signal en
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Figure 2.9 - (a) Signal de parole. (b) Enveloppe energetique. (c) Enveloppe energetique apres nor-
malisation.
entree. Cette derniere solution semble plus robuste puisqu'elle ne depend pas d'une base qui peut
etre insuflasante, en revanche elle est susceptible de modifier 1'allure de 1'enveloppe si la methode
n'est pas choisie avec precautions. Le coefHcient de normalisation est obtenu en prenant Ie maximum
de 1'enveloppe sur les Nframes frames de 5ms precedentes. Ntrames est egal au nombre de frames
sur lesquelles seront estimees les statistiques des parametres a la section 2.4.1. Le resultat de la
normalisation est represente sur la figure 2.9c. Elle est obtenue en divisant les resultats de Penveloppe
par Ie coefficient de normalisation. La forme de 1'enveloppe temporelle est bien conservee, les valeurs
prises par celle-ci sont toujours comprises entre 0 et 1.
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2.3.2 Pitch et gain de correlation normalisee
II a deja ete montre par [CPLT99] que Ie pitch est un parametre performant pour la discrimina-
tion parole/musique. La moyenne et la variance de celui-ci sont utilises comme parametres finaux.
Cependant, il semble que plus d'informations peuvent etre obtenues a partir du pitch. De plus, il
parait opportun de s'interesser au gain de correlation normalisee qui peut apporter de 1'information
supplementaire sur Ie voisement.
Plusieurs techniques sont possibles pour determiner Ie pitch, [Hes83]. L'algorithme utilise est
base sur la correlation croisee normalisee [JLOO]. Le delai de pitch T esi calcule toutes les 5ms.
Le dedoublement de pitch est evite en verifiant la coherence de celui sur les 2 frames voisines de
chaque cote de la frame courante. La figure 2.10 presente 1'allure du delai de pitch et du gain de
pitch pour un fichier de parole suivi de musique. On remarque tres bien 1'evolution caracteristique
du pitch dans la parole voisee. Dans Ie cas de la musique, les variations du pitch sont sporadiques,
elle est en effet souvent composee de plusieurs fondamentales. L'algorithme de recherche de pitch
est de plus adapte aux caracteristiques de la parole. On remarque que les variations de pitch dans la
musique sont souvent pratiquement nulles ou tres grandes. Pour cette raison, plutot que de calculer
des statistiques sur Ie pitch comme dans les travaux de [CPLT99], un coefficient de voisement v est
calcule sur Ntrames- Ce coefficient est base sur 1'evolution du pitch sur trois frames consecutives.
Si cette evolution est comprise entre deux seuils determines empiriquement, alors Ie coefficient v
est incremente, puisqu'on considere qu'on est en presence de parole voisee. La distribution obtenue
pour ce parametre est presentee a la figure 2.11.
Le gain de correlation croisee normalisee g? est obtenu de la fagon suivante :
N-l












II est tres proche de 1 pour des segments de parole voisee, et prend des valeurs faibles pour des
segments non-voises, figure 2.10c. Les valeurs prises pour la musique sent diverses, mats rarement
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Figure 2.10 - (a) Signal de parole et de musique. (b) Delai de pitch obtenu par correlation croisee.
(c) Goefficient de correlation croisee normalisee.
avec une variation d'amplitude aussi importante que la parole.
^
2.3.3 Energie dans les harmoniques du pitch
Le signal de musique a une structure harmonique complexe (section 2.1.2). La parole, a en
revanche une structure simple, constituee d'une frequence fondamentale, et de ses harmoniques. II
semble done interessant de calculer 1'energie situee dans les harmoniques du pitch. Celle-ci devrait
avoir des valeurs importantes dans les segments de parole voisee. Une valeur robuste du pitch a deja
ete calculee dans la section precedente. Nous proposons un algorithme charge de calculer 1'energie
dans ses harmoniques.
La figure 2.13 presente Ie schema-bloc de Palgorithme. Une transformee de Fourier rapide sur
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Figure 2.11 - Pdf du coefficient de voisement pour la parole et la musique.
1024 points est d'abord calculee toutes les 20ms sur Ie signal decime a 4kHz et pondere par une
fenetre de Hamming. Le signal est decime pour avoir une plus grande resolution sur la transformee.
On utilise Ie module au carre de la tranformee pour calculer 1'energie dans les harmoniques. Le pitch
etant calcule toutes les 5ms, celui dont Ie gain de pitch est Ie plus grand est selectionne. On utilise
cette valeur pour determiner les raies dans Ie spectre. Les raies sont determinees en progressant
vers les hautes frequences du spectre. On recherche un maximum absolu dans une fenetre de 6
echantillons autour de 1'harmonique du pitch. Lorsqu'une harmonique est trouvee, la valeur du
pitch est mise a jour. Une fois que ces raies sont determinees, on calcule leur energie en incluant
10 echantillons de chaque cote pour tenir compte de 1'energie repartie dans 1'entourage des raies a
cause du fenetrage de Hamming. L'energie ainsi obtenue est ensuite divisee par 1'energie spectrale
totale. La figure 2.13 presente un exemple de peigne de raies. Pour des signaux de parole non-voisee,
les raies n'existent pas. II peut arriver tout de meme que 1'algorithme detecte des rates puisque une
valeur de pitch lui est toujours donnee en entree. Cependant, 1'energie obtenue n'est pas significative















Figure 2.12 - Schema-bloc du calcul de Penergie dans les harmoniques du pitch.
puisque elle est repartie sur tout Ie spectre.
Le resultat obtenu pour des signaux de musique ayant une structure harmonique complexe est
discutable, figure 2.13b. L'etalement provoque par Ie fenetrage de Hamming fait que les harmoniques
vont se recouvrir entre elles, et done rendre difficile la recherche de raies dans les harmoniques. D'un
autre cote, ce manque de precision joue en notre faveur puisqu'on s'attend a ce que 1'energie dans les
raies obtenues soit inferieure a celle de signaux de parole voisee. La figure 2.14b nous montre 1'allure
du parametre obtenu pour un signal de parole suivi d'un signal de musique. L'energie maximale
obtenue ne depasse pas 85% de 1'energie totale. Cela est vraissemblablement du a 1'etalement des
raies dans Ie spectre. C'est essentiellement 1'allure du parametre qui est differente pour la parole et
la musique. La performance de ce parametre sera discutee a la partie 2.4.1, et notamment comparee
au gain de correlation croisee normalisee.
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Figure 2.13 - Raies spectrales obtenues par recherche des harmoniques du pitch, (a) Segment de
20ms de parole voisee. (b) Segment de 20ms de musique.
2.3.4 Enveloppe spectrale estimee par prediction lineaire
L'idee d'utiliser 1'information dans Ie spectre et sa stationnarite a deja ete utilisee, notamment
par [SS97]. Cependant, les parametres tels que Ie flux spectral ne donnaient pas de resultats tres
satisfaisants. L'estimation de 1'enveloppe spectrale par prediction lineaire etant un concept fonda-
mental du codage [Mor95], il semble interessant de Putiliser dans notre systeme.
La prediction lineaire est celle utilisee dans Ie codeur ACELP presente a la section 4.3.1. Le
signal est d'abord decime a 12.8kHz, on calcule son auto-correlation toutes les 20ms, puis on en
deduit 16 coefficients de prediction lineaire par Palgorithme de Levinson-Durbin. Ces coefficients
ayant de mauvaises proprietes de codage, on les tranforme dans 1'espace appele paires de raies
spectrales (LSF, Line Spectral Frequencies) []VIor95]. Nous utilisons egalement cette representation
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Figure 2.14 - (a) Signal de parole et de musique. (b) Energie dans les harmoniques du pitch.
pour exploiter les caracteristiques des LSF. La figure 2.15 presente 1'allure des LSF pour Ie signal de
parole et de musique utilise aux sections precedentes. Les coefficients LSF ont la particularite d etre
distribues par ordre croissant, et sont compris entre 0 et TT. Leur distribution est representative de
la forme de Fenveloppe spectrale. Par exemple, Les LSF d'une enveloppe plate seront uniformement
reparties sur [0,7r],
L'enveloppe spectrale etant caracteristique de la structure formantique pour la parole, les LSF
vont varier en fonction de 1'evolution des formants, done de 1'articulation vocale. Les variations
importantes des LSF prennent done effet dans les phases transitoires de la parole. Pour la musique,
la structure evolue, mais a une vitesse beaucoup moins grande. Ce parametre est done important
puisqu il devrait etre complementaire avec un parametre comme Ie pitch, qui met plutot en evidence
les phases stationnaires voisees et non-voisees de la parole.
Pour caracteriser cette variation, nous calculons la correlation inter-trames des LSF. Ce pa-
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Figure 2.15 - (a) Signal de parole et de musique. (b) 16 paires de raies spectrales (LSF) calculees
toutes les 20ms.
rametre est calcule de la fagon suivante,
Tr,. =
co{k) w{k — n) (2.3)11^)11.H^fc-n) U •
w{k) est Ie vecteur de LSF pour la frame k. n esi 1'indice de correlation. La valeur de 1'indice de la
correlation qui permet de discriminer Ie plus efficacement les signaux a ete determine empiriquement,
il s'agit de 1'indice correspondant a r-z-
2.4 Choix des parametres discriminants
Les parametres calcules jusqu'a present ont une faible valeur discriminante instantanee. Cela est
comprehensible, puisque 20 ms de signal ne possedent pas assez d'informations pour les distinguer,
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cela est aussi vrai pour 1'oreille humaine. II faut utiliser 1'information sur une duree plus longue. De
plus, c est souvent 1'evolution du parametre qui contient Ie plus d'information. C est pourquoi nous
calculons des statistiques sur les trajectoires. II est necessaire de trouver un compromis sur la duree
de signal qui sera utilisee pour estimer les statistiques. Une duree longue permet d'ameliorer Ie
pouvoir disriminant, mais oblige a un grand retard sur la decision, ainsi qu'un manque de precision.
sur la decision instantanee.
2.4.1 Statistiques sur les trajectoires
Nous avons constate que pour des parametres tels que 1'enveloppe temporelle, Ie gain de pitch,
1'energie dans les harmoniques du pitch et la correlation inter-trames des LSF, c'est la trajectoire du
parametre qui est discriminante. Une fa^on simple de caracteriser cette propriete, est d'estimer des
statistiques sur ces trajectoires. Seules des statistiques du premier et du second ordre, c est a dire
des moyennes et des variances seront calculees. La duree sur laquelle sont estimes ces parametres est
importante pour reussir a discriminer efiicacement les signaux. La figure 2.16 presente la distribution
de la variance du gain de pitch pour un retard de 240ms, et de 480ms. La discrimination de ce
parametre passe de 27.8% d'erreur pour un retard de 240ms, et 20.2% pour un retard de 480ms.
La section 4.3 presente les problemes de transition du a un retard trap grand. Un retard de 480ms
correspondant a Mrames = 24 est finalement retenu pour Ie calcul de nos parametres.
Statistiques sur Penveloppe
La moyenne et la variance de 1'enveloppe temporelle sont utilisees comme parametre. La moyenne
de 1'enveloppe possede un pouvoir discriminant assez faible, mais conjuguee a la variance, elle
ameliore tres sensiblement les performances. Cela peut se verifier visuellement en observant la
distribution obtenue en deux dimensions, figure 2.17. On remarque notamment que les segments de
parole qui ont une variance de 1'enveloppe aussi faible que les segments de musique ont generalement
un moyenne egalement faible. Ces observations nous ont pousse a garder ces deux parametres pour
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Figure 2.16 - Distribution de la variance de 1'enveloppe temporelle pour des retards de 240ms et
500ms.
la discrimination.
Variance du gain de pitch vs variance de 1'energie dans les harmoniques du pitch
Nous avons remarque que les trajectoires prises par Ie gain de pitch, et de 1 energie dans ses
harmoniques sont assez similaires. Ces deux parametres representent Ie taux de voisement dans Ie
signal. Pour eviter toute redondance dans les parametres, il est necessaire de n'en garder qu'un
seul. La figure 2.18 represente la distribution conjointe de ces deux parametres. Le pouvoir discri-
minant de la variance du gain de pitch etant superieur, c est ce parametre qui sera conserve pour
la discrimination.
CHAPITRE 2. ANALYSE DISCRIMINANTE DES SIGNAUX AUDIO 27
^^'.^:"f;;;
H—^I IT=^I •-
Figure 2.17 - Distribution de la moyenne et de la variance de 1'enveloppe temporelle dans un espace
a deux dimensions. En noir : Parole, en gris : ]V[usique.
Variance de la correlation inter-trames des LSF
Le dernier parametre calcule est la variance de la correlation inter-trames des LSF. Nous avons
vu qu'il apporte de nouvelles informations notamment sur les transitions des signaux voises a non-
voises. Le pouvoir discriminant de ce parametre est a lui seul tres interessant, puisqu'il efFectue une
discrimination lineaire de 85.6%.
2.4.2 Autres possibilites
Les statistiques d'ordre 1 et 2 sont les techniques qui ont ete utilises dans les differents travaux
de discrimination parole/musique. [Sau96] a par ailleurs exploite les statistiques d'ordre superieur, il
calcule notamment un moment d'ordre 3 sur Ie taux de passage par zero. Cela permet en 1'occuren.ce
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Figure 2.18 - Distribution de la variance du gain de pitch et de Penergie dans les harmoniques du
pitch. En noir : Parole, en gris : Musique.
de caracteriser une distribution qui est assymetrique {skewness).
II existe des techniques de classification qui permettent de retirer directement de 1'information
a partir de trajectoires de parametres. Les chaines de Markov cachees sont par exemple ties uti-
lisees en reconnaissance parole ou encore les algorithmes de classification par arbre. Cependant, ces
techniques n'ont pas ete retenues pour notre etude.
Chapitre 3
Discrimination et reconnaissance des
formes
Le principe de la reconnaissance de formes s'apparente a classifier des objets dans un certain
nombre de categories ou de classes. L'interet est enorme puisqu il peut etre applique a toutes sortes
de formes, et done a des domaines aussi varies que la medecine, la biologie, Ie traitement de signal,
ou tout autre application necessitant 1'analyse de donnees. La litterature est importante pour ce
domaine, [Pat72, Fuk72] sont deux bons ouvrages de reference.
La reconnaissance de formes statistiques repose sur la theorie de la decision bayesienne, qui
minimise la probabilite d'erreur. Malheureusement, cette decision necessite des informations sur les
donnees qui ne sont pas toujours disponibles. On utilise alors des classificateurs qui tentent d'esti-
mer les informations necessaires. Apres une presentation de la theorie bayesienne, nous etudierons
Ie principe des classificateurs par melange de gaussiennes et par K-plus proches voisins. Nous abor-
derons ensuite une technique de classification mains classique, mais tres utilisee, interessante sur Ie
plan pratique, les reseaux de neurones.
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3.1 Formulation du probleme de reconnaissance de formes
La reconnaissance de formes statistiques est une theorie qui repose sur une theorie de base tres
simple, et qui fonctionne bien en pratique. Elle s'applique lorsque Ie probleme peut se representer
par un ensemble de parametres a;(^i),..., x(tn) de dimension n, a un instant donne t. Ces n donnees
ferment un vecteur X. Chaque element x (^) est une variable aleatoire, et X est appele un vecteur
aleatoire.
Par consequent, chaque classe de donnees est representee dans un espace a n dimensions par une
distribution du vecteur X. Done, pour elaborer un classificateur, il faut etudier les caracteristiques
de la distribution, de X pour chaque categorie et en deduire une fonction discriminante.
Le choix des parametres qui caracterisent les donnees est tres important. Si chaque element
qui compose X contient peu d'informations, Ie nombre de dimensions necessaires pour classifier
les donnees sera grand. Cela rend tres dif&cile Ie probleme de reconnaissances de formes, puisque
Ie nombre minimal d'elements necessaires pour definir correctement une distribution augmente









Figure 3.1 - Bloc diagramme du principe de la reconnaissance de formes.
Par consequent, Ie probleme de reconnaissances de formes se separe en deux sous-problemes,
figure 3.1 : D'une part, la definition et Pextraction des parametres qui vont representer les donnees,
c'est Ie travail qui a ete efFectue au chapitre 2, d'autre part, 1'elaboration du classificateur.
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En ce qui concerne 1'elaboration du classificateur, on peut supposer que Ie vecteur observe est
un vecteur aleatoire dont la fonction de probabilite conditionnelle depend de la classe a laquelle il
appartient. Si cette fonction est connue pour chaque classe, alors la classification se resume a tester
des hypotheses statistiques.
3.2 Theorie de la detection et de la decision
3.2.1 Theorie bayesienne
Dans cette section, nous discutons seulement d'un probleme a deux classes, w\ ou w-z, Ce n'est
pas restrictif, puisqu'il peut directement se generaliser a un probleme multi-classes. Les densites
de probabilites conditionnelles et les probabilites a priori sont supposees connues. On les designe
respectivement par P(-X' \Wi) et P{wi). Par probabilite a priori, on comprend la probabilite qu'un
evenement X appartienne a wi ou wz. Dans Ie cas de la discrimination parole/musique, puisqu'on
a aucune information sur la source, on suppose que ces probabilites sont de 1/2.
Le principe de decision simplement base sur les probabilites est Ie suivant :
P(wi|X) ^ P(w2|Z) -^ X G ^ "' (3.1)
W2
Les probabilites a posteriori peuvent etre calculees en utilisant Ie theoreme de Bayes qui est
P(».W=p(xj^w. (3.2)
Etant donne que P(-X') est commun quelque soit la classe consideree, la regle de decision pour la
classe Wi est celle qui maximise 1'expression P[X\Wi)P(wi). La decision peut alors se definir de la
fagon suivante
Wl
P(X|wi)P(wi) ^ P(X|W2)P(W2) ^ X € <; "' (3.3)
W2
ou
^p(x!wll>PW^y^J wllm=7^)^i^)^xe\ ^ (3-4)
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l(X) = P{X\w\}fP{X\w-i) est appelle Ie rapport de vraissemblance, P(w2)/P(wi) est alors Ie seuil
du rapport de vraissemblance pour la decision. Les equations 3.3 et 3.4 sont appelees decision
Bayesienne pour I'erreur minimale.
La figure 3.2 illustre Ie seuil du rapport de vraissemblance pour la classification de deux sources
gaussiennes de dimension 1. Pour evaluer les performances d'une decision, on definit la probabilite
'1 I "'2
Seuil de vraissemblance
Figure 3.2 - Seuil de vraissemblance pour deux sources gaussiennes (mi,o-i) et (m2,cr2). L'aire de la
surface en gris represente Ie taux d'erreur bayesien par rapport a 1'aire totale sous les deux courbes.
d'erreur de classification. C'est la probabilite qu'un echantillon soit assigne a la mauvaise classe. On
peut la calculer comme suit :
€ = P{erreur\w\}P{w\) + P{erTeur|w2}P(iU2) (3.5)
Si on nomme FI et T-^ Les regions de X telles que P(wi|X) > P(w2|X) et P(w2\X) > P(wi|Z)
respectivement. On a alors :
e=P(wi)/ p{X\wz)dX+P{w2) I p{X\wi)dX (3.6)
'T2 JT2
Cette expression correspond pour Pexemple de la figure 3.2, a 1'aire de la zone grisee.
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3.2.2 Estimation de la probabilite d'erreur bayesienne
L'analyse bayesienne standard est optimale au sens de la minimalisation de la probabilite d'er-
reur. Cependant, elle necessite la connaissance des probabilites a posteriori, qui en pratique sont
rarement connues. En effet, on ne dispose en general que d'un ensemble fini d'echantillons pour
chaque classe, et nous devons utiliser ces echantillons pour definir notre classificateur. II est possible
d'etablir theoriquement cette probabilite dans Ie cas de distributions particulieres telles que une
distribution gaussienne, mais une fois encore, en pratique, les distributions de points sont rarement
totalement gaussiennes.
Pour estimer cette probabilite, on precede generalement par minoration, majoration. Dans
[CH67], les auteurs etablissent un theoreme valable pour une analyse sur une grande quantite
d'echantillons. si on appelle Paayes la probabilite bayesienne, et PNN la probabilite d'erreur en
utilisant la regle du plus proche voisin, ils montrent que pour une classification en M classes, on a :
-M~-(1-V1-M-IPBaye. > 1—^- (I - \/ 1 - TF—^Viv) (3.7)
La regle du plus proche voisin sera definie a la section 3.3.2. La probabilite d'erreur bayesienne pour
notre probleme de classification sera estimee a la section ??.
3.3 Methodes de classification
Parmi les differentes techniques de reconnaissance de formes statistiques, on distingue les methodes
parametriques et les methodes non-parametriques. Nous presentons ici une technique associee a
chaque methode, la modelisation des donnees par des gaussiennes et la regle des K-plus proches
voisins. Une troisieme technique utilisant les modeles connexionnistes sera finalement traitee.
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3.3.1 Modelisation des densites de probabilite par des gaussiennes
L'objectif de la modelisation des donnees par des fonctions probabilistes est de representer Ie
processus aleatoire qui genere Ie vecteur X par un autre processus dont on connait Ie comportement.
Cela revient done a estimer les probabilites conditionnelles p(X\Wi) par des fonctions qui seront
parametrees. Le but est alors de minimiser la fonction d'erreur entre les parametres aleatoires, et
leur estimee.
Les fonctions generalement utilisees sont des combinaisons lineaires de gaussiennes, en raison
de la simplicite de manipulations de celles-ci. De plus, on sait que en general, des donnees generees
aleatoirement ont naturellement une distribution proche de gaussiennes.
II existe plusieurs methodes pour minimiser 1'erreur entre les parametres et leur estimee : 1'es-
timee Bayesienne, Ie Maximum a posteriori^ ou Ie maximum de vraissemblance. II est courant d uti-
User Ie maximum de vraissemblance dans Ie cas d'une modelisation par des gaussiennes. Nous expli-
quons Ie principe du maximum de vraissemblance dans Ie cas d'une seule gaussienne puis presentons
sa generalisation dans Ie cas d'un melange de gaussiennes.
Modelisation par une seule gaussienne
Nous souhaitons associer une gaussienne aux probabilites conditionnelles p(X\Wi} de chaque
classe. On appelle 8 et © Ie vecteur parametre de la gaussienne et son estimee. 0 = [p,, S) sont
Ie vecteur moyenne et la matrice de covariance de la gaussienne. La densite de probabilite de la
gaussienne est
p{x\Q} = —=^—=,e-^{x-^T^{x-^ (3.8)
(V^r)dV/isT
8 est une fonction des vecteurs echantillons observes Z = (Xi,X2,... ^X^r) qui sont issus de la
distribution a estimer. Une possibilite d'estimation est de chercher Ie 6 qui maximise P(Z|©)
ou \Tip{Z ©). Cela veut dire qu'on selectionne la valeur © pour laquelle Z est Ie resultat Ie plus
vraissemblable. Le logarithme est introduit pour des raisons de simplicite de calcul, et ne change pas
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Ie resultat, du fait de sa monotonie. Get estime est appele Ie maximum de vraissem.blan.ce {maximum






Recherchons dans un premier temps 1'estimee p, de la moyenne :














L'estimee finale est done
A=^EX' (3-12)
i==l
qui est la moyenne des donnees echantillonnees. Le resultat de 1'estimee de la matrice de covariance
est donne dans [Pat72] :
E=jv-^iEw-'l)w-/i)T (3-13)
i==l
Ce resultat est important puisqu'il permet de representer simplement chaque classe par une
gaussienne. Cependant, ce resultat estime les parametres d'une gaussienne, et les donnees reelles
n'ont pas exactement une distribution normale. Done, une telle classification ne donnera pas les
meilleurs resultats possibles.
Modelisation par un melange de gaussiennes
Pour ameliorer la modelisation parametrique, on peut choisir de representer les distributions
par une combinaison lineaire de densites gaussiennes. Les probabilites conditionnelles pour chaque
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classe i sont alors
N
P{x\Wi) = ^7T^I)^(.)^)(aQ, (3.14)
k=l
ou G^-s est une fonction gaussienne, de vecteur moyenne p, et de matrice de covariance S. IV
est Ie nombre de gaussiennes utilisees. La figure 3.3 represente un exemple de modelisation d'une



















J _ __ J_,_^_-_L ._____. J- J_ _ I _ J _ _ _ T-^ .„ I
-10 -6 -4 -2 10
Figure 3.3 - Modelisation d'une distribution 1-d par un melange de 3 gaussiennes.
a determine!. En pratique, on fixe un nombre N empiriquement, puis on augmente sa valeur jusqu'a
ce que Ie gain dans la classification ne soit plus significatif. II reste ensuite a determine! les parametres
p, et S des differentes gaussiennes qui composent Ie melange.
L'algorithme EM {Expectation-M^aximization) est un algorithme ties utilise en theorie de 1'esti-
mation [Moo96]. II permet de converger vers Ie maximum de vraissem.blan.ce pour une distribution
incomplete d'echantillons. II est compose de deux etapes; lors de 1'etape E {Expectation), 1'algo-
rithme suppose que les parametres estimes sont corrects, et cherche la distribution de donnees la
plus vraissemblable par rapport a ceux-ci (dans notre cas, on determine pour chaque vecteur de
donnees son appartenance a telle ou telle gaussienne). Pour 1'etape P, on suppose cette fois que la
distribution est correcte, et maximise la vraissemblance des parametres au regard de celle-ci. Get
algorithme s'applique a beaucoup de problemes, nous donnons ici, son detail pour la maximisation
de la vraissemblance dans Ie cas d'un modele de melanges de gaussiennes.
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On initialise les N gaussiennes telles que les matrices de covariances Si soient des matrices
identites. Les ponderations TT^ sont fixees egales a -^-. Les vecteurs moyennes sont choisis de la fagon
suivante : On recherche Ie vecteur moyenne de toutes les donnees. On choisit chaque vecteur ^ a
partir de celui-ci, dans la direction d'elements de la distribution choisis aleatoirement.
Pour 1'etape B, pour chaque point x G X de la distribution, et pour chaque k G (1,-^V), on
calcule la vraissemblance ponderee {weighted likelihood) associee a la k'leme gaussienne.
^k{x} =7Tfc^,s^(a;), (3.15)
On definit ensuite
•PkW = -^}— (3.16)
Er^)
1=1





la cardinalite de la distribution X.
L'etape M consiste maintenant a reestimer les parametres. Les coefficients de ponderation sont
calculees de la fagon suivante pour tout fc,
Ep^)
TTfc = xex^ . (3.18)




et enfin les matrices de covariance
Sfc = ^^ ^ E ^(a:) ^x - ^x - ^n (3.20)
^Vk{x} -1^
xex
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Figure 3.4 - Representation des parametres (^, S) pour une modelisation d'une distribution en deux
dimensions par un melange de trois gaussiennes.
On peut montrer que cet algorithme converge vers un maximum de vraissemblance pour Ie
melange de gaussiennes, mais en pratique, 1'etape d'initialisation est critique pour 1'algorithme,
et il peut converge! vers un maximum local [Moo96]. Dans ce cas, la modelisation peut etre ties
mauvaise.
La projection des donnees suivant les axes de la distribution peut permettre de se rendre compte
de telles erreurs. Cela permet egalement d'evaluer Ie nombre N de gaussiennes necessaires pour
modeliser correctement la distribution, et de deduire des possibilites raisonnables pour 1 initialisation
des moyennes. L'algorithme E]V[ peut devenir complexe lorsque Ie nombre d'echantillons a modeliser
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est grand. Cependant, une fois les parametres des gaussiennes estimees, la classification consiste
seulement a calculer la probabitite conditionnelle pour chaque classe, ce qui est relativement peu
couteux.
3.3.2 K plus proches voisins
II arrive parfois que les distributions associees aux classes de donnees soient difficiles a modeliser
parametriquement. On fait done appel a des techniques differentes. On parle alors de classificateurs
non-parametriques. L'estimation non-parametrique est basee sur une estimation locale des densites,
il en existe des differentes, estimee de Parzen [Rik72], Cependant, la methode de classification non-
parametrique la plus utilisee est celle des K plus proches voisins (1^-PPV), elle a la particularite
de ne pas estimer les densites de probabilites, mais de les comparer, et est done bien adaptee a un
probleme de classification en deux classes.
Dans notre cas, Papproche parametrique semble adaptee, cependant les K-PPV permettent de
comparer deux approches differentes. En outre, ils donnent une approximation de la probabilite
d'erreur bayesienne. Nous allons d'abord presenter la regle des K (K ^ 1) plus proche voisin, pour
ensuite considerer quelques resultats theoriques et jeter un regard critique sur cette methode.
La regle des K plus proches voisins
Le principe des K plus proches voisins est extremement simple, puisqu'il consiste a chercher
les K vecteurs de la base d'apprentissage les plus proches du vecteur a classifier, et d'attribuer
a celui-ci la classe la plus representee. La figure 3.5 illustre ce principe pour une distribution en
deux dimensions et une distance euclidienne. Les K-PPV fournissent une estimation locale de la
difference de densite entre les classes. En effet, si r est la distance entre Pechantillon X a classifier
et Ie K me plus proche voisin. On estime la densite de probabilite locale par
P"W = y^^y (3.2D
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Figure 3.5 - Illustration du principe de la classification par K plus proches voisins pour un cas de
deux classes.
ou A, dans Ie cas d'une distance euclidienne, est une hypersphere de rayon r. A est une variable
aleatoire dependante des K echantillons selectionnes et N est Ie nombre total d'elements dans la
distribution,
Dans une classification en deux classes. Les K echantillons contenus dans A consistent en K\
echantillons de w\ et K'i echantillons de W2. La densite de probabilite conditionnelle est estimee par
fe,(X|w.)=^1^ (i= 1,2)
La decision bayesienne pour minimise! 1'erreur devient alors
Wl
^.?(x|wi) ^ ^p^(z|w2) ^ x e
W2




ki ^ A;2 =^ X e (3.24)
W2
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Probabilite d'erreur du 1-PPV et bornes sur la probabilite Bayesienne
JVtalgre 1'apparence simpliste de la regle des K-plus proches voisins, celle-ci donne de bons
resultats pratiques. En outre, il est possible de determiner des bornes theoriques sur sa probabilite
d'erreur. Nous ne demontrons ici que Ie calcul des bornes pour la regle du 1-PPV. Le calcul des
bornes pour K > 1 est decrit dans CH67]. Le resultat s'applique pour une distribution comportant
un grand nombre d'echantillons.
x est Pelement a classifier, et xk son plus proche voisin, appartenant a la classe Wk, parmi M. La
vraie classe de x est supposee etre Wp. La probabilite d'erreur est done PNN^X) = P(wp 7^ Wk\x, xk).
Les evenements etant supposes independants, on en deduit que
M
PNN^X) = ^P{Wp = Wi\x){l -p{wk = Wi\Xk)). (3.25)
1=1
Finalement, si les donnees sont homogenes et en grand nombre, xk sera tres proche de a;, et on peut
raisonnablement supposer que pour tout i
P[Wk = Wi\Xk) W P{Wp = Wi\x} = P[wi\x}. (3.26)
L'equation 3.25 devient alors
M





II faut maintenant relier ce resultat avec la probabilite d'erreur Bayesienne PBayes{x). On appelle
WBayes la classe choisie par la decision Bayesienne, on a done
PBayes{x) = ma^P{wi\x). (3.28)
z
La probabilite d'erreur conditionnelle pour la regle de Bayes est done
M
eBayes{x) = ^ P{wi\x) = 1 - P{wBayes\x). (3.29)
i^Bayes
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Pour obtenir une limite sur 1'equation 3.25, on ecrit
M M
Y^{P{wi\x))2=(p(wBayesW}2+ ^ {P(wi\x})2. (3.30)
i=l i^Bayes
Pour une valeur fixe de P(wBayes\x), on remarque que cette expression est minimisee lorsque toutes
les probabilites restantes sont egales. On en deduit de 1'equation 3.29 que ces valeurs sont pour tout
i ^ Bayes
p(^) = eB^-. (3.31)
En remplagant les resultats des equations 3.29 et 3.31 dans 1'equation 3.30, on obtient la limite
M ^1_
^ (P(w.|.))2 ^ (1 - es^M)2 + ^^. (3.32)'Bayes[Wi\X))~ ^_ [i — eBayes\X}
1=1
Enfin, on utilise cette inegalite dans 1'equation 3.27b et par simplification, on a
e2^__(x}
CNN(x) ^ 1 - (1 - eBayes{x))2 - ^_^ (3.33a)
€NN{x) <, 2eBayes{x) - ^ _ ^ayes^)- (3.33b)
Ce resultat s'etend a la probabilite d'erreur moyenne eaayes ^ ^NN
^Bayes < GNN < ^Bayes - ~^j~~^eBayes- (3.34)
Cela montre que dans Ie cas d'une distribution importante, la probabilite d'erreur du plus proche
voisin est toujours plus grande que la probabilite d'erreur Bayesienne, et toujours plus petite que
Ie double de celle-ci.
Algorithmes de reduction de complexite de calcul
Les resultats theoriques pour les K-PPV sont ties interessants, mais Ie grand nombre de donnees
necessaires pour bien representer les distributions posent des problemes en terme de stockage et de
complexite de calcul. II faut en efFet stocker tous les echantillons de la base d'apprentissage, et
chercher a chaque etape les K elements les plus proches du vecteur a classifier. Pour une base de n
elements, dans un espace de parametres a d dimensions, cela fait n * d distances scalaires a calculer.
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Deux solutions se presentent pour palier a cet inconvenient. La premiere vise a regroupper les
donnees qui ont des positions voisines et remplacer les groupes par des representants [clustering)^
ce genre de technique est developpe dans [Koh88]. La deuxieme solution est de developper un
algorithme de recherche rapide qui permet de limiter Ie calcul des distances a certains echantillons.
II existe de nombreux algorithmes developpes pour la recherche rapide. Celui presente, est tire de
[aP]V[N75], il a 1'avantage de ne pas exclure d'echantillons lors de la recherche (recherche exhaustive).
II est base sur la recherche par arbre. Dans un premier temps, les donnees sont classees. La recherche
se fait ensuite en descendant un arbre, et seules les donnees contenues dans les branches retenues
sont utilisees pour Ie calcul des K-PPV.
L'algorithme de rangement des donnees est quelconque, la technique suggeree est 1'algorithme de
classification par fc-moyenne, [GG92]. Le vecteur d'echantillons (x^ 2;2,..., Xn) est divise en i sous-
ensembles, chaque sous-ensemble est de nouveau divise en i, et ainsi de suite. Cette decomposition














Figure 3.6 - Decomposition par arbre des donnees. Chaque noeud possede i branches et des pa-
rametres utilises pour la recherche.
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caracterise par les parametres suivant :
Sp ensemble de donnees associees a p,
Np nombre de donnees associees a p,
Mp Vecteur moyenne de »Sp,
Tp = maxxi^Sp d{Xi^Mp), plus grande distance entre Mp et Xi € Sp.
Une fois 1'arbre elabore, la recherche pour Ie 1-PPV se fait suivant la regle suivante a chaque
noeud p de Parbre pour savoir si x peut appartenir a Sp : Un echantillons Xj, peut etre Ie plus proche
voisin de x si
BJrTp <d{x,Mp}. (3.35)
B est la distance du plus proche voisin courant de x parmi les echantillons consideres jusqu'alors,
il est initialise a oo.
L'extension de Palgorithme pour la recherche des K-PPV est immediate. L'inconvement de
1'algorithme est que Ie nombre de branches retenues finalement est variable, par consequent Ie
nombre de distances a calculer egalement. Dans Ie pire des cas, on peut meme etre amene a calculer
toutes les distances. Le temps moyen de recherche est en revanche beaucoup plus faible que pour la
recherche exhaustive parmi tous les elements de la base.
3.3.3 Reseaux de neurones
Les reseaux de neurones out ete dans les annees 1980 1'espoir de 1'intelligence artificielle. Depuis,
les limites de ces systemes out ete mieux definies, et ils sont reconnus comme un outil performant
de classification. Les ouvrages concernant les reseaux de neurones sont nombreux, Ie lecteur pourra
se referer a [Hay 94, Bis95] pour une introduction complete de ceux-ci. Cette partie a pour but de
presenter deux types de reseaux utilises en classification, Ie perception multi-couches, et Ie reseau
RBF. L'accent est mis sur la description des algorithmes et des heuristiques susceptibles d'ameliorer
leurs performances, et sur Ie choix des parametres des reseaux qui est la plus grande difficulte pour
obtenir un systeme performant.
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Le perceptron multi-couches
Le perceptron multi-couches decrit id, et utilise dans notre systeme comporte seulement une






Figure 3.7 - Architecture d'un perception multi-couches a une couche cachee.
parametres calcules au chapitre 2. H L = [hl\^. .. ,hlm,hlm+i) est la couche cachee constituee de
m + 1 neurones. Xn+i et /i?m+l sont des biais, ils sont toujours egaux a 1. La couche de sortie est
appelee Y = (yi,..., dp). Les matrices W^ = ('u/l))n+i,m e^ 1^2^ = (^^2^)m+i,p sont les coefficients
d'apprentissage. Ce sont eux qui vont etre modifies pour "apprendre" la sortie desiree en fonction
des donnees entrees.
Algorithme de retropropagation du gradient : Get algorithme resulte de la minimisa-
tion d'une fonction d'erreur definie par
p
E= ^ (^ - d,)2.
z=l
(3.36)
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ou D = (^,..., dp) est la sortie desiree du reseau correspondant a X. Le probleme consiste a trouver
les erreurs commises par les neurones de sortie et les neurones cachees. Cela se fait par la methode
de descente du gradient. L'algorithme se fait en deux etapes, une premiere etape de propagation,
ou on calcule la sortie du reseau pour un X en entree. La seconde consiste a calculer Ie gradient
d'erreur pour les differentes couches.
La propagation se fait couche par couche. On calcule d'abord les sorties de la couche cachee
pour i G (l,m) :
n+1




f () est une fonction non-lineaire. On utilise generalement la fonction echelon, sigmoide ou la fonction
tanh. La sortie est calculee de la meme faQon pour i € (l,p) :
m+1




Le gradient A^2^ = (5^ } ,..., 6{p ) ) de sortie est obtenu de la faQon suivante :
8w=2.(yi-di).f'{A^ (3.41)
On en deduit Ie gradient de la couche cachee A(l) = {8W,..., 8^, ))
sW=f'(A^)^^sf, (3.42)
.7=1
L'apprentissage se fait alors de la fa^on suivante,
Aw^) = aS^Xj, Vi € (l,m)^- e (l,n + 1) (3.43a)
Aw^) = aS^hlj, Vi € (l,p),j € (l,m + 1) (3.43b)
Q; est Ie taux d'apprentissage. Sa valeur est fixee empiriquement (souvent 0.1). L'algorithme se repete
sur 1'ensemble des echantillons X d'apprentissage jusqu'a ce que
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- la fonction d'erreur soit inferieure a un seuil pre-etabli,
- ou Ie gradient de la fonction d'erreur soit inferieur a un seuil pre-etabli,
- ou un nombre predetermine d'iterations soit atteint.
L'algorithme de retro-propagation du gradient est 1'un des plus populaires dans Ie domaine des
reseaux de neurones. II n'est pourtant pas tres efficace. Deux raisons principales expliquent cette la-
cune. D'une part, il est fortement dependant du taux d'apprentissage a;. A chaque etape d'amelioration
dans la direction du gradient, les parametres avancent trop ou pas assez car il est difficile de trouver
les pas d'apprentissage optimaux. D'autre part, la direction du vecteur gradient ne pointe pas vers
Ie minimum absolu de la surface d'erreur, on peut done converger vers des minimas locaux.
II existe plusieurs methodes heuristiques pour accelerer la convergence de 1'algorithme et eviter
Ie probleme des minimas locaux. Celles presentees id concement essentiellement Ie taux d'appren-
tissage.
Taux d'apprentissage individuel et variable : Cette methode est basee sur dewc idees.
^)(t) et A%'(Si en deux etapes successives * et t— 1, les variations des poids A,^(*) e^ ^} ', [t ~ 1) ont un signe
oppose, cela signifie que Ie poids w^' oscille, et Ie taux d'apprentissage doit etre diminue. Dans Ie
cas contraire, Ie taux doit etre augmente. Ensuite, pour que 1'evolution des poids soit competitive, la
somme des taux pour tous les poids doit etre constante. Les points suivants permettent de resumer
ces heuristiques :
Chaque poids doit avoir son taux individuel d'apprentissage.
II faut autoriser la variation du taux d'apprentissage pour chaque dimension des poids.
On augmente ou on diminue la variation des poids respectivement si Av ^ (t) et A^; {t — 1)
ont Ie meme signe, ou un signe oppose.
Momentum : Pour eviter les oscillations des coefficients d'apprentissage, on introduit un
terme d'inertie dans 1'apprentissage. II est proportionnel a la variation du gradient a 1'iteration
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precedente. L'equation d'apprentissage devient alors
Aw^) {t) = aS^Xj + 7Awil) (^ - 1) , Vt € (1, m)J e (1, n + 1) (3.44a)
Awg)% = aS^hlj +7Awg)(^ - 1) , W G (l,p),j G (l,m + 1). (3.44b)
0 ^7 < I est un nouveau coefficient d'apprentissage. ^w^[t) est alors representee comme une
somme exponentiellement ponderee des gradients consecutifs. On peut done voir que si ces gradients
ont Ie meme signe, la valeur absolue de la somme aura plutot tendance a etre augmentee, Si les
gradients oscillent, elle sera diminuee.
Reseaux RBF
Les reseaux a base de fonctions radiates {radial basis function) sont des reseaux de deux couches
dont la fonction realisee peut etre exprimee sous la forme
m
yi{x) = ^ Wi^j{x} + Wi,o. (3.45)
J=l
m est Ie nombre de neurones intermediaires. La fonctions ^ est radiale, et parametrable. Elle doit
etre fonction de \\x — XQ z , i > 1, XQ etant appele Ie centre de la fonction. De plus, $ doit verifier
lim $ = 0. Les fonctions generalement utilisees sont
||a;-a;o||->-+oo
\x - ^11
-^f$,(rr) = exp(-"~ 7" ), (3.46a)
<^)=(||,_,,;p^. (^Ob)
La demarche de 1'algorithme d'apprentissage pour ces reseaux est la suivante :
- Determination des parametres des fonctions radiates $. Dans Ie cas des deux fonctions precedentes,
on utilise une methode basee sur la fc-moyenne.
- Determination des poids Wi j par des methodes basees sur la correction d'erreur.
Les principales proprietes des reseaux RBF sont
- une capacite d'approximation d'une fonction continue quelconque,
- la vitesse d'apprentissage,
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- la capacite de generalisation.
Ces reseaux sont par ailleurs tres interessants par les similitudes qu'ils ont avec les methodes de
classification statistiques presentees dans les sections precedentes, [Low99],
3.4 Resultats de discrimination
3.4.1 Base d'apprentissage et base de test
Le choix de la base d'apprentissage et de la base de test est important. Elles doivent etre
Ie plus exhaustives pour pouvoir evaluer correctement les performances des parametres. La base
d'apprentissage est utilisee pour 1'elaboration du classificateur. La robustesse de la classification
sera done enormement dependante de la diversite de celle-ci. Les sequences qui ont ete utilisees pour
construire notre base d'apprentissage sent les suivantes. Dans Ie cas de la musique, des sequences
d'une dizaine de seconde out ete enregistrees a partir de disques numeriques, et decimees a un taux
d'echantillonnage de 16kHz. La plus grande variete possible a ete utilisee, la musique pop, rock,
techno, rap, classique, chantee ou non chantee. Les sequences de parole utilisees sont des locuteurs
de sexe difFerents, et dans plus de 24 langues. La base d'apprentissage etait environ constituee de
120000 frames de signal, ce qui correspond a 40mn de parole et de musique.
La base de test est egalement tres importante. Elle a ete choisie de fa^on a etre aussi diversifiee
que la base d'apprentissage, mais bien sur avec des sequences difFerentes. Des test out egalement ete
efFectues pour observer Ie comportement de la classification lors de transitions parole/musique ou
musique/parole. Ces resultats sont discutes dans la section 4.2.4. La base de test utilisee etait com-
posee d'environ 100000 frames de parole et de musique. Cela permet d'avoir une certaine confiance
dans les statistiques qui sont presentees ensuite.
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3.4.2 Limite bayesienne
La theorie de la classification bayesienne nous donne une borne inferieure pour la probabilite
d'erreur. Celle-ci est demontree dans la section 3.2.2, elle utilise la classification par 1-plus proche
voisin. Cette limite nous dit que theoriquement, on ne pourra avoir une classification qui a une
probabilite d'erreur inferieure a cette limite. Elle est vraie pour une base de donnees sufHsamment
grande. II est raisonnable de penser que ce sera vrai pour les bases que nous utilisons. La limite
obtenue est :
PBayes > 2.51 (3.47)
3.4.3 Resultats de classification
Le tableau suivant presente les resultats de classification obtenus pour les differents classifica-
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Les resultats obtenus sont tous superieurs a la limite Bayesienne, ce qui prouve que celle-ci
semble correctement approchee. Les resultats obtenus par les melanges de gaussiennes sont assez
performants. On s'aper^oit que Ie resultat est moins bon avec 20 gaussiennes que 10. Ceci peut
sembler etonnant, mais il faut se rappeler que la convergence est plus diificile pour un nombre de
gaussiennes plus grand. Ce resultat est du essentiellement a 1'initialisation. de 1'algorithme EM.
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Les resultats obtenus avec les K-plus proches voisins sont relativement bans. Nous avons constate
qu'augmenter K plus grand que 3 n'apportait pas d'interet aux resultats. Ce classificateur ne sera
pas utilise dans la classification pour des raisons de complexite.
Les resultats obtenus par Ie perception multi-couches n'atteint pas les resultats des autres clas-
sificateurs. Nous avons constate qu'augmenter Ie nombre de neurones caches au dessus de 25 n'aug-
mentait pas les performances. En outre, nous nous sommes apergus que la majorite des erreurs
survenaient dans des segments de musique, bien que 1'apprentissage ait ete fait sur un nombre iden-
tique d'elements de musique et de parole, et que ceux-ci aient ete appris aleatoirement. Ces resultats
sont sans doute les consequences de Pinoptimalite de 1'algorithme de retro-propagation du gradient,
d'un mauvais choix de la structure ou des vecteurs d'apprentissage. II faut rappeler que Ie choix
des parametres est difficile pour un perceptron, et c'est sans doute 1'inexperience qui fait que les
resultats obtenus pour Ie perception sont inferieurs aux autres classificateurs. II serait interessant
de tenter d ameliorer les performances du perception en utilisant des algorithmes plus performants,
ne convergeant pas vers un minimum relatif.
Generalement, les erreurs qui se produisent sont communes aux diiferents classificateur, c'est
pourquoi 1'amelioration du systeme reside plutot dans les parametres.
3.4.4 Hysteresis
La reconnaissance de formes statistiques est basee sur Ie fait que les vecteurs a classifier sont des
processus aleatoires. Cependant, les vecteurs a classifier sont des statistiques a long-terme, reestimes
toutes les frames. Us possedent done une inertie qui fait qu'ils seront dependants d'une decision a
Pautre. Pour eviter des erreurs de classification, on propose une decision basee sur une hysteresis.
Elle rend plus difficile Ie changement de decision du classificateur en ponderant la decision en
faveur de la frame precedente. Cette ponderation peut se comprendre comme 1'introduction d'une
probabilite a priori dans la classification statistique. Nous 1'utilisons pour les reseaux de neurones
et les melanges de gaussiennes. Les resultats sont les suivants.
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Les performances en sont nettement ameliorees. Cependant, ce genre de logique amene un probleme
puisqu'elle a tendance a retarder la decision, et pose done des problemes pendant les transitions.
C'est pourquoi finalement, cette idee n'a pas ete retenue dans 1'integration des codeurs.
Chapitre 4
Integration dans un codage multimode
L'objectif du codage est de compresser des signaux a des fins de transmission ou de stockage.
Les applications de 1'audio a 16kbit/s sont la video-telephonie, la videoconference, la diffusion
sur Internet et dans un futur proche, les telephones mobiles. L'information long-terme necessaire
pour obtenir des performances satisfaisantes pour la discrimination parole/musique nous empeche
d envisage! une communication bi-directionnelle. L'application de codage pour ce systeme est la
diffusion sur Internet, ou encore Ie stockage de donnees audio.
Dans un premier temps, les principes de base du codage de la parole et de 1'audio sont decrits.
Le systeme global integrant Ie discriminateur et les codeurs est ensuite presente. Les problemes qui
emergent de ce modele sont discutes, et une solution utilisant un VAD est proposee pour obtenir
des performances de codage satisfaisantes.
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4.1 Techniques de codage de la parole et de Paudio
4.1.1 Codage de parole
Codage a debit eleve : Le codage differentiel
Generalites : Les techniques de codage a haut debit sont pratiquement toujours du type
codage temporel parce qu'elles cherchent a conserver 1'allure temporelle des signaux.
Auparavant, les transmissions numeriques dans Ie reseau telephonique utilisaient exclusivement
la loi de codage PCM (Pulse Code Modulation), mais les besoins en transmission numerique ayant
augmente considerablement, il a fallu normaliser un second algorithme de reduction de debit pour
la transmission dans Ie reseau telephonique, Ie choix du CCITT (Comite Consultatif International
pour la Telephonie et la Telegraphie) s'est porte sur Ie codage ADPCM (Adaptative Differential
PCM), pour lequel une qualite de codage satisfaisante a ete obtenue grace a la technique de codage
differentiel en adaptant les predicteurs en fonction des caracteristiques spectrales des signaux a
coder et les quantificateurs en fonction de la dynamique du signal de difference.
Principe du codage difF^rentiel : Le principe du codage difFerentiel consiste a quantifier
non pas Ie signal lui-meme S(n) mais la difference e(n) entre Ie signal et une prediction S{n) de sa
valeur a partir des valeurs precedentes des signaux S{n) et €q{n), [Mor95]. Le bruit de quantification
sera d'autant plus faible que la difference a quantifier sera petite (signal tres predictible). Pour un
rapport signal sur bruit, on peut done diminuer Ie nombre de bits du quantificateur, et done reduire
Ie debit du codeur. Le quantificateur fait correspondre a chaque valeur de e(n) Ie numero de la
plage dans lequel cette valeur apparait. Le quantificateur inverse transforme ce numero en un signal
quantifie. Le predicteur au decodeur calcule la prediction S{n) de 1'echantillon S{n) a partir des
echantillons precedents du. signal reconstitue S{n — 1), <S'(n — 2), ..., et du signal d'erreur quantifie
Cg(n-l), ...,.
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La quantification adaptative : Compte tenu de la non-stationnarite du signal de parole, Ie
signal de difference e(n) a Fentree du quantificateur presente des variations importantes en dyna-
mique qu'un quantij&cateur a seuils fixes ne saurait prendre en compte. L'adaptation du quantifica-
teur consiste a rendre les seuils dependants du niveau estime du signal de difference. Etant donne
que Ie quantificateur inverse doit etre adapte aussi bien cote emission que reception, 1'estimation
du niveau a 1'instant n doit se faire a partir du code binaire transmis.
La prediction adaptative : Le rapport signal sur bruit d'un codeur differentiel etant egal a
la somme du rapport signal sur bruit du quantificateur et du gain de prediction, il faut s efForcer de
modeliser au mieux Ie gain de parole pour maximiser Ie gain de prediction. Le modele Ie plus general
du signal de parole est Ie modele auto-regressif a moyenne ajustee (ARMA). La prediction adaptative
consiste a modifier les valeurs des coefficients du filtre ARMA a chaque instant d'echantillonnage
par un algorithme du gradient.
Codage a debit reduit : Le vocodeur
Generalites : Les precedes de codage temporel (PCM, ADPGM) permettent de preserver fidele-
ment 1'evolution temporelle du signal de parole. Cependant, la qualite excellente de ces codeurs est
obtenue au prix d'un debit eleve. En effet, la diminution du debit necessite la reduction du nombre
de niveaux du quantificateur. Aux environs de 16 kbit/s, Pintelligibilite reste acceptable, mais pour
des debits plus faibles, leur bruit de quantification cree une gene trap importante pour envisager
leur utilisation. On a done recours a d'autres techniques de codage, une solution possible consiste
a modeliser 1'appareil de production de la parole tout entier. Cependant, 1 appareil phonatoire est
tellement complexe que ces modelisations sont encore impropres a des applications concretes.
La solution utilisee dans les vocodeurs est plus raisonnable, elle consiste a modeliser la source
vocale et 1'incidence des diverses parties de 1'appareil phonatoire sur Ie signal acoustique qui se
propage dans celui-ci.
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Principe des vocodeurs : Pour parvenir a un debit inferieur a 5 kbit/s les vocodeurs font appel
a un modele simplifie de la phonation en ne retenant que les parametres les plus significatifs du
signal de parole (codage parametrique).
La partie synthese d'un vocodeur restitue Ie spectre a court terme du signal : Le signal d'exci-
tation a spectre plat est mis en forme par un filtre ou un banc de filtres de synthese qui reproduit
les resonances, ou formants du conduit vocal. La partie analyse consiste a determiner Ie signal
cTexcitation du filtre et ses coefflcients.
La source vocale peut etre soit voisee (caracterisee par la periode de vibration des cordes vocales),
ou non voisee. Sa modelisation dans les vocodeurs consiste done a detecter Ie voisement. S'il est
present, on remplace la source par un signal a spectre plat et de meme periodicite, sinon, elle est
modelisee par un bruit blanc.
Codage a debit moyen
Pour conserve! un codage de bonne qualite pour un debit inferieur a 16 kbit/s, les techniques de
codage a debit moyen utilisent de fa^on complementaire les avantages des techniques temporelles qui
ne modelisent pas de fagon excessive la source vocale, et ceux des techniques de codage parametriques
qui ont la particularite de coder efficacement Penveloppe spectrale. De ces derniers, Us reprennent
la modelisation de 1'ensemble ou d'une partie du spectre sur des trandies de signal de 10 a 20
ms, pendant lesquelles les caracteristiques spectrales du signal evoluent lentement. Les techniques
employees sent a base de prediction lineaire ou de filtrage pas banc de filtres. La modelisation de
la source des vocodeurs est elle avantageusement remplacee par Ie codage temporel representant de
fa^on plus precise la source ou du mains permettant d'en reconstituer les principales caracteristiques.
Le codage CELP (Code Excited Linear Prediction) est a la base du codage a debit moyen en
parole. II n'est pas decrit dans cette partie puisque Ie principe du codage ACBLP (Algebraic Code
Excited Linear Prediction) utilise dans notre systeme est presente dans la section 4.2.1.
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Bilan des codeurs de parole
Nous avons presente les differents codeurs utilises en codage de la parole. Nous n'avons pas
aborde les techniqes de codage par tranformee qui sont traites dans la section suivante et qui
concernent Ie domaine audio. La figure 4.1 presente les performances des codeurs en fonction de

























Le codage de Paudio a haut debit est base sur la prediction adaptative, de meme que pour la
parole, Ie lecteur peut done se referer a la section 4.1.1. Pour un codage a un debit plus faible ou
pour une largeur de bande plus elevee (MPEG, MP3), les techniques utilisent Ie domaine frequentiel
qui permet d'integrer les proprietes psychoacoustiques de 1'oreille. Elles sont brievement presentees
dans la partie suivante.
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Notion de masquage
Le masquage auditif decrit Ie fait qu'un signal d'amplitude faible (signal masque) devient in-
audible lorsqu'un signal plus fort (masqueur) est emis simultanement. Ce phenomene peut etre
exploite en codage par une mise en forme de bruit (noise shaping) appropriee. Le masquage depend
de la distribution frequentielle du signal masqueur et masque, ainsi que leur distribution temporelle.
Le masquage temporel n'a jusqu'a present pas ete exploite dans Ie codage. Seules les proprietes du
masquage frequentiel ont ete utilisees.
Ce phenomene se passe lorsque Ie signal masque et Ie signal masqueur sont suffisamment proches
en frequence. Le seuil d'audition absolu est Ie niveau minimal qui doit etre atteint par un signal
pour etre audible. Quand 1'environnement n'est pas silencieux, ce seuil est modifie, on obtient alors
Ie seuil de masquage. La figure 4.2 presente un seuil de masquage pour un bruit a bande etroite
(90 Hz), de frequence centrale de 1 KHz. II depend de la puissance du signal masqueur et de sa



















Figure 4.2 - Seuil d'audition absolu et seuil de masquage pour un son a bande etroite. Les sons a
bande etroite dont la puissance ne depasse pas les zones grisees sont inaudibles.
interessant pour Ie codage, Ie signal dans Ie seuil de masquage peut etre du bruit de quantification
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ou etre emis par la source. Dans ce dernier cas, il n'a pas besoin d'etre code et transmis. Un codage
de source efficace essaiera de supprimer tous les elements du signal qui ne sont pas perceptibles par
Poreille.
Mise en forme du bruit et codage perceptuel
Des techniques de mise en forme dynamique du bruit permettent d'augmenter Ie bruit de codage
dans les bandes frequentielles qui n'ont pas d'importance perceptuellement, [Pai92]. L'allocation fixe
ou dynamique de bits dans les sous-bandes du domaine frequentiel offrent Ie moyen Ie plus simple
de prendre en compte les proprietes du systeme auditif. La figure 4.3 decrit Ie principe d'un codeur
perceptuel. L'encodeur est controle par un bloc perceptuel base sur une analyse frequentielle qui
Signal original
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Figure 4.3 - Schema bloc d'un codeur perceptuel.
met en forme Ie bruit par une courbe de ponderation de coefficients de la tranformee. Ce principe
peut etre adapte a toutes sortes de codeurs. Si Ie nombre de bits necessaire pour representer la
courbe de masquage est disponible, Ie codage sera alors transparent, c'est a dire que la difference
entre Ie signal mis en forme et Ie signal source sera inaudible.
Codage dans Ie domaine frequentiel
Le codage frequentiel offre un moyen direct pour la mise en forme du bruit et la suppression des
composantes inaudibles. Le spectre du signal est decompose en differentes bandes qui sont codees
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separement. Par consequent, Ie bruit de quantification associe a chaque bande est contenu dans
celle-ci. Deux techniques existent, Ie codage en sous-bandes, et Ie codage par transformee. Dans
les deux cas, Ie codeur est base sur une analyse par banc de filtres pour produire des composantes
spectrales sous-echantillonnees.
Dans Ie codage en sous-bandes, Ie signal est introduit dans un banc de M filtres en sous-
bandes. Chaque sortie est ensuite decimee par un facteur M. Les echantillons ainsi obtenus sont
ensuite quantifies. Au decodeur, Ie faux d'echantillonnage est retabli pour chaque sous-bande en
introduisant un nombre approprie de zeros (interpolation), et les signaux sont ensuite traites par Ie
filtre de synthese. Dans Ie cas de filtres a reconstruction parfaite, et en absence de quantification,
la somme des sous-bandes permet de retrouver exactement Ie signal original. Dans Ie cas oppose, Ie
recouvrement spectral entre filtres voisins provoque une distorsion frequentielle {aliasing)
Dans Ie codage par tranformee, un bloc de N echantillons est traite par une tranformation
discrete pour produire N nouveaux echantillons dans Ie domaine frequentiel. Les tranformations
typiquement utilisees sont la DFT {Discrete Fourrier Transform) ou la DOT {Discrete Cosinus
Transform). Les coefficients obtenus sont ensuite quantifies. Le decodage consiste simplement a
appliquer la transformee inverse. De meme que pour Ie codage en sous-bandes, la tranformation
introduit des erreurs dans Ie signal appelees efFets de bords. Ces effets peuvent etre reduits en
utilisant un recouvrement entre les differentes trames codees, au prix d'un nombre de bits plus
grand.
4.2 Details du systeme
L'elaboration du systeme global est simple puisqu'on a des modules qui sont independants entre
eux. Le schema bloc du systeme est presente a la figure 4.4. Le choix des codeurs est commande
par Ie systeme de discrimination parole/musique ( ou encore parole/non-parole). La fiabilite de la
discrimination n'etant pas totale, il est necessaire de modifier Ie systeme pour prevenir d'eventuelles
erreurs. Dans un premier temps, nous allons decrire d'une maniere plus detaillee les codeurs qui

















Figure 4.4 - Schema-bloc du systeme global
ont ete utilises dans notre systeme, puis decrire les influences d'une mauvaise transition sur la
qualite de 1'audio. II restera alors a expliciter les solutions qui permettent de resoudre les erreurs
qui surviennenfc lors du codage, et enfin, decrire Ie systeme global qui en decoule.
4.2.1 Codeur ACELP
Le codage ACELP (Algebraic Code Excited Linear Prediction) est base sur Ie codage CELP
qui a ete propose par [SA85]. La bonne qualite de codage a bas debit est obtenue pas analyse par
synthese utilisant a la fois la prediction a court terme et a long terme comme montre a la figure
4.5. Ce codeur permet d'obtenir un codage bas debit aussi bien pour des signaux echantillonnes a
8 kHz ou 16 KHz. La procedure d'analyse consiste a trouver la sequence du dictionnaire optimale
respectivement a un critere d'erreur subjectif. Chaque mot de code Ck est multiplie par un facteur de
gain Gk et filtre par les filtres l/B{z) (predicteur de pitch) et l/A{z) (filtre predictif lineaire inverse).
La difference Xn = Sn—Sn entre Ie signal et Ie signal synthetise est filtre par Ie filtre perceptuel W{z),
et la meilleure sequence est choisie de fa^on a minimiser 1'energie du signal d erreur perceptuelle yn-















Figure 4.5 - Schema-bloc du codage CELP.
Originalement, Ie signal d'excitation utilise dans 1'analyse par synthese est issu d'un grand
dictionnaire stochastique, pondere par un facteur gain. Le meilleur vecteur d excitation choisi est
celui qui minimise 1'erreur quadratique moyenne de la difference entre 1'original et la synthese. La
recherche est exhaustive, done la complexite est importante.
Pour remedier a ce probleme, il a ete propose dans [AMDM87] d'utiliser les proprietes des
codes algebriques pour generer 1'excitation. Un vecteur d'excitation est represente par Cfc = Fa^. Ie
dictionnaire algebrique {0^} est compose de vecteurs aoi ai».. • i OL-I? et la matrice F est dependante
de la prediction lineaire. Son role est de mettre en forme Ie vecteur d'excitation dans Ie domaine
frequentiel pour concentrer 1'energie dans les bandes de frequences importantes.
Un vecteur algebrique a^ est de la forme
p-1
ak = ]C Wfc - mi)
i=0
(4.1)
p est Ie nombe d'impulsions, bi sont les impulsions (1 pour i paire, et -1 pour i impaire), les mi
sont les positions des impulsions. Les mots de code de ce dictionnaire peuvent etre representes
par une distribution uniforme de points sur une hyper-sphere. C'est cette representation qui rend
Ie codage algebrique economique en nombre de bits. Une recherche selective des pulses permet
d'obtenir une complexite reduite, tout en gardant des performances tres proches d'une recherche
exhaustive [LAMM90].
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4.2.2 Codeur G.722.1
Cette partie presente Ie principe du codeur G.722.1 developpe par la compagnie PictureTel
pour Ie codage large bande de 1'audio de 50Hz a 7kHz a 24kbit/s et 32kbit/s, et detaille par une
recommandation de 1'ITU-T [International Telecommunication Union) [1696].
L'algorithme est base sur une transformee, la MLT [Modulated Lap Transform), operant sur
des frames de 20ms (320 echantillons). Le recouvrement est utilise sur la frame suivante, Ie delai
total du codeur est done de 40ms (frame courante + recouvrement). Chaque frame est codee
independamment, Ie debit est de 480 et 640 bits par frame pour des debits de 24kbit/s et 32kbit/s
respectivement.
La figure 4.6 represente Ie bloc diagramme de Pencodeur. La tranformee donne 320 coefficients
MLT. Us sont d'abord appliques a un bloc qui calcule 1'enveloppe de la tranformee et la quantifie.
La tranformee est divisee en blocs de 20 coefficients MLT appeles regions. Chaque region represente
une largeur de bande de 500Hz. L'enveloppe est obtenue en calculant Ie RMS {Root Mean Square)
de chaque region. Les bits representant 1'enveloppe transmise au multiplexeur, les bits restants sont
utilises pour Ie bloc de categorisation.
La procedure de categorisation utilise Pamplitude quantifiee et Ie nombre de bits restants dans
la trame pour generer 16 ensembles de categorisations. Chacune necessite un nombre different de
bits pour encoder les memes coefBcients MLT. Chaque categorisation consiste en un ensemble de 14
allocations de categories, pour chacune des regions de la tranformee. Chaque categorie represente
des parametres de codage et de quantification pour chaque region. II leur est associe Ie nombre de
bits necessaires pour Ie codage d'une region. Le nombre total de bits utilises pour ce codage est
variable puisqu'il est base sur Ie codage de Huffman.
Ensuite, les coeflacients MLT sont quantifies et codes difFeremment pour chacune des categorisations.
Le nombre de bits necessaires est determine a chaque fois. Les coefficients sont d'abord normalises
par 1'amplitude de 1'enveloppe quantifiee puis quantifies scalairement. Les indices scalaires obtenus
sont combines en vecteurs d'indices, et codes par Huffman. La categorisation selectionnee est celle
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nombre de bits par trame (480 ou 640)
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Figure 4.6 - Schema-bloc du codeur G.722.1
qui a Ie nombre de bits Ie plus proche du nombre de bits restants pour Ie canal. 4 bits de controle
de categorisation identifient la categorisation choisie au decodeur.
Pour notre application, Ie debit souhaite etant 16kbit/s, Ie nombre de bits alloues a chaque
frame est 320. Le reste du codeur est identique.
4.2.3 Differences de codage entre PACELP et Ie G.722.1
L'illustration des performances de codage entre Ie codeur ACELP et Ie G.722.1 permet de
demontrer Pinteret d'un systeme utilisant les deux techniques. Nous nous attachons a montrer les
differences qui sont generales aux codeurs de parole et de musique, et non aux codeurs qui ont ete
choisis en particulier.
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Les codeurs de musique ont Ie defaut de ne pas coder efflcacement les signaux de parole voisee.
Cela est du au fait qu'ils n'ont pas de predicteur de pitch. La figure 4.7 illustre ce phenomene en
comparant la transformee de Fourier de la synthese du codeur ACELP, et du G.722.1 avec celle de
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Figure 4.7 - Transformee de Fourier de 40ms de parole voisee. (a) Signal original, (b) Signal code
avec 1'ACELP. (c) Signal code avec Ie G.722.1.
conservee pour Ie codeur de parole. De plus, Ie fait que Ie locuteur soit masculin oblige Ie G.722.1 a
allouer beaucoup de bits dans les basses frequences, d'ou une reproduction tres mauvaise des hautes
frequences (il ne faut pas considerer les frequences depassant 7kHz, puisque Ie signal est prefiltre).
Dans Ie cas d'un signal musical ayant une forte structure harmonique, et complexe, Ie codeur
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G.722.1 va reussir a mieux representer Ie signal dans Ie domaine frequentiel. La figure 4.8 nous
montre la tranformee de Fourier pour Ie signal original, Ie signal code par 1'ACELP, et Ie signal
code par Ie G.722.1 de 40ms d'harmonica. La particularite du signal original est d'avoir des raies
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Figure 4.8 - Transformee de Fourier de 40ms de musique. (a) Signal original, (b) Signal code avec
PACELP. (c) Signal code avec Ie G.722.1.
tres energetiques dans les hautes frequences. L'ACELP est incapable de les reproduire. Le resultat
perceptuel qui en resulte est tres mauvais. En ce qui concerne Ie G.722.1, il reparti ses bits de fagon
a coder les raies sur toute la bande. II reussi done a representer les raies a hautes frequences, et a
obtenir une qualite perceptuelle acceptable, nettement raeilleure que 1'ACELP.
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4.2.4 Comportement des codeurs dans une transition
Cette section decrit les comportements des codeurs ACELP et G.722.7 pour des transitions, c'est
a dire lorsque Ie classificateur indique un changement de nature du signal. On peut raisonnablement
penser qu'ils seront reproductibles pour d'autres codeurs. Le but d'une decision en boucle ouverte
etant de proposer un systeme adaptable a tout codeur, les solutions qui seront envisagees n entreront
pas dans la structure meme des codeurs. C'est done une politique tres differente d'une decision en
boucle fermee proposee dans [BSLL99] ou d'une approche hybride proposee par [Ram99] qui utilise
un mode parole, un mode musique, et un mode transitionnel. Lors d'une transition, les codeurs sont
simplement initialises, comme si on les redemarrait.
Transition parole/musique
La transition parole/musique met en cause Pinitialisation du codeur G.722.1. On sait que celui-
ci utilise un recouvrement sur la frame precedente. Cette information n'etant pas disponible au
decodage puisque la frame precedente aura ete codee par Ie codeur de parole, 1'initialisation revient
a considerer que la frame precedente etait nulle. La figure 4.9 represente les deux memes sequences
audio. La premiere (a) a ete obtenue en codant la premiere frame par 1'ACELP, et les suivantes
par Ie G. 722.1 en initialisant ce dernier. La seconde (b) a ete obtenue en codant toute la sequence
par Ie G.722.1. L'effet de la mise a zero de la frame pr^cedente a beaucoup d impact sur Ie signal
code. II faut une frame au signal pour que celui-ci retrouve son allure normale. Get artefact est du
au recouvrement entre la frame courante et la frame precedente. II est tres perceptible sur Ie plan
auditif, et meme genant. II n'y aucun moyen direct de prevenir ce comportement sans avoir recours
a un mode transitoire.
Transition musique/parole
L'initialisation du codeur ACBLP pour la transition musique/parole est plus complexe que pour
Ie codeur G.722.1. On n'utilise pas de recouvrement avec la frame precedente, en revanche certains
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Figure 4.9 - Illustration du comportement du codeur G. 772.1 pendant une transition, (a) Sequence
audio de 80ms avec transition ACELP-G. 772.1. (b)Meme sequence codee entierement avec Ie
G.772.1.
param^tres transmis sont calcules par quantification vectorielle algebrique predictive (parametres
representant la prediction lineaire). Ces parametres sont reinitialises en supposant une enveloppe
frequentielle plate. De meme, 1'excitation precedente, ainsi que les memoires de filtres sont mis a
zero. La figure 4.10 represente les deux memes sequences audio. La premiere (a) a ete obtenue en
codant la premiere frame par Ie G.722.1, et les suivantes par 1'ACELP en initialisant ce dernier. La
seconde (b) a ete obtenue en codant toute la sequence par Ie codeur ACELP. Cette fois ci encore,
les resultats de 1'initialisations sont tres mauvais pour Ie signal code. L efFet est mains long puisque
certains parametres sont estimes sur des sous-trames, en revanche, 1'initialisation des memoires de
filtre amplifie Ie signal au moment de la transition. Leur reponse est similaire a celle d un filtre
devant un signal echelon. En effet, Ie signal passe d'une energie nulle (memoire des filtres mise a
zero) a un signal d'energie non-nulle. Les consequences auditives sont encore plus mauvaises que
pour Ie codeur G.722.1 puisque dans ce cas on entend des craquements tres genants. Cette fois
encore, il n'y a pas de solution directe a ce probleme sinon d'utiliser un mode transitoire.
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Figure 4.10 - Illustration du comportement du codeur G.772.1 pendant une transition, (a) Sequence
audio de 80ms avec transition G.772.1-ACELP. (b)Meme sequence codee entierement avec Ie codeur
ACELP.
Conclusion
Les problemes souleves par la transition entre les codeurs sont incompatibles avec les resultats
obtenus par Ie discriminateur. Seuls des performances de 100% de classification permettraient d'oc-
culter ces problemes d'artefact. Cependant, meme s'il est sans doute possible de gagner quelques
dixiemes de pourcent sur les performances du discriminateur, il est inenvisageable d'obtenir une
classification parfaite. II faut done trouver une parade qui permette de contourner ces artefacts de
codage.
Les transitions des codeurs deviennent imperceptibles si elles ont lieu dans des segments de signal
qui out une faible energie. C'est done ce qui est exploite pour completer Ie systeme. Les transitions
entre codeurs ne sont autorisees que lorsque 1'energie du signal est suffisamment faible. Le critere
choisi doit etre independant du niveau du signal et du niveau de bruit.
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4.3 Systeme final
L'introduction d'un critere energetique pour autoriser les transitions entre codeurs modifie
quelque peu Ie principe de la discrimination. Le schema bloc du classificateur est decrit a la fi-
gure 4.11. L'utilisation de la valeur de 1'enveloppe energetique calculee pendant 1'estimation des
parametres a ete utilisee. Ce critere a 1'avantage d'etre normalise, done independant du niveau du
signal, et adaptatif. Cependant, il ne donne pas d'information sur la nature du signal, son voisement,
sa stationnarite. Les performances et les defauts inherents a ce genre de decision sont decrits dans
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Figure 4.11 - Schema-bloc du systeme de discrimination parole/musique
exemple de VAD est decrit dans la section suivante. II a Pavantage de donner une decision basee
a la fois sur 1'energie, Ie voisement et la stationnarite du signal. Cependant, 1'utilisation d'un tel
systeme comme critere de transition entrainerait une augmentation importante de la complexite du
systeme.
CHAPITRE 4. INTEGRATION DANS UN CODAGE MULTIMODE 71
4.3.1 Detection d'activite vocale
Le detecteur d'activite vocale (VAD) utilise dans notre systeme est detaille dans [JLOO]. La
description haut niveau du VAD est presentee a la figure 4,12. Des parametres de voisement sont
extraits pour faire une premiere decision locale qui sert seulement a controler la mise a jour de
1'estimation du niveau de bruit La decision finale de voisement est finalement basee sur Ie rapport
signal sur bruit (SNR) entre Ie signal et 1'estimee du niveau de bruit. Cette approche a 1'avantage


















Figure 4.12 - Schema-bloc du VAD
Dans un premier temps, une analyse frequentielle en 9 sous-bandes est effectuee toutes les 20ms.
Le degre de stationnarite, Ie SNR et Ie niveau de bruit sont estimes sur chacune d'elle. Pour ces
deux derniers, un moyennage est efFectue avec la frame precedente pour ameliorer leur fiabilite.
L'adaptation du niveau de bruit repose sur les six parametres suivants : la stabilite du pitch,
la correlation normalisee pour deux sous-trames de 10ms, une mesure de non-stationnarite, un
parametre base sur 1'ordre d'un modele auto-regressif suffisant pour modeliser Ie bruit, et les rapports
d'energie dans les plus hautes et les plus basses frequences. La decision locale est basee sur ces
parametres. Si elle indique 1'absence de signal utile pour plusieurs frames consecutives, 1'inactivite
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vocale est signalee en sortie du VAD, et Ie niveau de bruit est mise a jour dans chaque bande
frequentielle pour la trame suivante.
4.3.2 Performances
Les problemes d'artefacts sont resolus en utilisant un critere energetique. Les performances sur Ie
plan perceptuel sont alors meilleures que lorsqu'on utilise un seul codeur. Cependant, cette solution
souleve deux nouveaux problemes qui sont en quelque sorte la limite du systeme tel qu il a ete
envisage.
Le premier probleme se pose lorsque Ie discriminateur parole/musique se trompe au debut d'un
signal de musique. Cela peut arriver lorsque les caracteristiques de ce signal sont proches d'un
signal de parole. Dans ce cas, meme si Ie discriminateur retablit son erreur, Ie mode utilise va
rester en parole, puisqu'on empeche toute transition dans des sequences a haut niveau d'energie.
La transition ne pourra avoir lieu que si Ie critere d'energie passe a un moment donne sous Ie seuil
qui a ete defini. La solution a ce probleme est d'utiliser un retard {lookahead) plus important sur
Ie signal. Cela permettra d'avoir une meilleure connaissance de la nature du signal, et done une
meilleure anticipation sur les changements de celui-ci.
Le second probleme est plus difficile a resoudre. II arrive lorsque la nature du signal change,
sans que Ron passe en dessous d'un certain seuil energetique. C'est Ie cas lorsqu'on a un locuteur
avec une musique en fond sonore, avec un fondu enchaine lorsque Ie locuteur se tait et la musique
devient plus forte. II n'existe pas vraiment de solutions, c'est une consequence directe de la fagon
dont on a aborde Ie probleme du codage par une discrimination.
Chapitre 5
Conclusion
La combinaison du codage de parole et audio par une discrimination parole/musique permet
d'obtenir une qualite superieure a celle d'un codeur individuel. La complexite resultante est inferieure
a celle d'une decision en boucle fermee. Le delai necessaire empeche d'appliquer Ie systeme a une
communication bi-directionnelle, mais peut en revanche etre utilise dans une application de type
diffusion telle que la radio-difFusion sur Internet.
L analyse long-terme des signaux permet d'extraire des parametres qui sont ensuite classifies
par une technique de reconnaissance de formes. La technique la plus efficace du point de vue
complexite-performances est la classification par melange de gaussiennes. Les resultats obtenus
pourraient encore etre ameliores en utilisant une base d'apprentissage plus importante.
La transition entre les codeurs est limitee par un critere d'energie qui permet d eviter des ar-
tefacts de codage inherents au systeme tel qu'il a ete pense. Cette limitation ne garantit pas un
codage optimal, c'est a dire que tous les signaux de musique codes par une codeur de musique, et
tous les signaux de parole code par un codeur de parole. Cela est du au fait que la discrimination
n'est pas parfaite, et surtout qu'il peut arriver que les transitions entre la parole et la musique ne
soient pas nettes (fondue enchainee) . Ge phenomene est une limite de notre systeme par rapport a
un modele qui integrerait completement les deux modeles de codage [TRLOO, TRRLOO].
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En revanche, il presente certains aspects pratiques notamment pour la diffusion sur Internet.
Les contraintes que nous nous sommes imposees sur 1'integration des codeurs permet une souplesse
sur 1'utilisation de ceux-ci. Les codeurs que nous avons utilise etaient prevus pour fournir un debit
de 16 Kbit/s. Cependant, on pourrait imaginer d'integrer une batterie de codeurs de parole, et une
batterie de codeurs audio qui fonctionneraient a des debits differents, commandes par la capacite
du canal ou la qualite exigee. C'est cette souplesse de codage qui fait que notre systeme est tres
interessant pour la diffusion audio- numerique.
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