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Optimal resource control in reaction diffusion advection
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Lianzhang Bao ∗ Huilai Li † Haojian Liang ‡ Guangliang Zhao §
Abstract
This paper is to investigate the control problem of maximizing the net benefit of a single
species while the cost of the resource allocation is minimized in a population model which
can be described by a reaction diffusion advection equation of logistic type with spatial-
temporal resource control coefficient. The existence of an optimal control is established
and the uniqueness and characterization of the optimal control are investigated. Numerical
simulation illustrate several cases with Dirichlet and Neumann boundary conditions.
Key words. Optimal Control, Reaction-Diffusion-Advection, Population Models.
1 Introduction
In the current paper, we investigated the optimal resource control problem for the following
nonlinear diffusion-reaction-advection equation:
ut −∇ · [µ∇u− u−→h ] = u[m− f(x, t, u)], QT ,
µ∂u∂ν − u
−→
h · ν = 0, ST ,
u(·, 0) = u0 ≥ 0, Ω,
(1.1)
where QT = Ω × (0, T ) for T > 0, ST = ∂Ω × (0, T ). Here Ω is an open bounded domain in
d−dimensional space Rd, d ∈ N, with smooth boundary ∂Ω, m(x, t) is the controlled resource
and u(x, t) is the density. Moreover, µ > 0 is the diffusion rate,
−→
h : QT → Rn is the advection
direction. The optimal resource control problem is stated as: Within the control set
U = {m ∈ L∞(QT ) : 0 ≤ m ≤M}, (1.2)
how to find m∗ ∈ U such that J(m∗) = maxm J(m), where the objective functional is defined
by
J(m) =
∫
QT
[u− (Bm2)]dxdt, (1.3)
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subject to the system (1.1). The objective functional represents the net benefit, which is the
size of the population less the cost of implementing the control. The coefficient B > 0 is the
parameter which balance the two parts of the objective functional.
The first term in J(m), i.e.
∫
QT
udxdt, represents the total population over time and space,
which not only serves as a good measurement for the conservation of a single species, but
also plays an important role in preventing the invasion of alien species [22]. The second term∫
QT
Bm2dxdt is a measurement of the cost of distributing the resource in the habitat. As a
whole, J(m) can be regarded as a way of determining the net benefit in the conservation of a
single species.
Population movement and its distribution in response to its surrounding environment is an
important issue in biology(see[1, 3, 4, 10, 11, 16, 18, 19, 20, 21, 17, 6, 7, 8, 12] and the references
therein). Since the population abundance is a good measurement of conservation effort, it is
more interesting to know how resource allocation affects population size of the species and it is
a very challenging mathematical problem. For instance, given a fixed amount of resource, how
can we determine the optimal spatial arrangement of the favorable and unfavorable parts of the
habitat for species to survive? The question was first addressed by Cantrell and Cosner [3, 4]
via the reaction-diffusion equation
ut = λ∆u+m(x)u− u2, Ω,
subject to Dirichlet, Robin, or Neumann boundary conditions, where u(x, t) is the density of
the species at location x and time t, and constant λ is the dispersal rate of the species and is
assumed to be a positive constant. The coefficient m(x) represents the intrinsic growth rate of
the species and it measures the availability of the resource.
Among other things, Cantrell and Cosner [3] showed that there exists a “bang-bang” type
optimal spatial arrangement of the favorable and unfavorable parts of the habitat for species
to survive, i.e., the corresponding optimal control function m(x) must be a step function in Ω.
When Ω is an interval, Cantrell and Cosner [4] showed that if the resource is so arranged that
m(x) is equal to some positive constant in one subinterval and is equal to some negative constant
otherwise, then the optimal arrangement occurs when the subinterval with m(x) positive is one
of the two ends of the interval. It is further shown in [23] that any optimal control function
m must be of “bang-bang” type and when the domain Ω is an interval, there are exactly two
optimal controls, for which the control m(x) is positive at one end of the habitat provides the
best opportunity for the species to survive. For high-dimensional habitats, very little is known
about the exact shape of the optimal control.
Assume that the species can move up along the gradient of the density. In the field of
ecology, organisms can often sense and respond to local environmental cues by moving towards
favourable habitats, and these movement usually depend upon a combination of local biotic and
abiotic factors such as stream, climate, food, chemical substance and predators. There are many
examples involves advection can be found in the field of mathematical biology (see[5, 9, 15, 26, 27]
and the references therein).
The reaction may result in movement with two features: directed advection and random
diffusion [24, 25]. It is commonly believed that the population will move along the direction
of increasing resources. With this regard, Belgacem and Cosner [1] investigated an reaction-
diffusion-advection model in which the advection term is the gradient of the resource function.
They investigated steady states solutions of the reaction-diffusion equations with linear and
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nonlinear logistic growth terms:
ut = ∇ · [D∇u− αu∇m(x)] +m(x)u, Ω× (0,∞)
and
ut = ∇ · [D∇u− αu∇m(x)] +m(x)u− cu2, Ω× (0,∞)
together with Dirichlet or Neumann boundary condition. They studied the benefit to the
population[1], meaning the persistence of the population in the long run or the existence of
a unique globally attracting positive steady state solution. It was found in [1] that the directed
movement towards better resources could be beneficial to the population, while in the Dirichlet
boundary condition, the movement towards better resources can be harmful if more favorable
patches are closer to the boundary. In a further investigation [11], Cosner et al. studied the
logistic reaction-diffusion models with the advection along the environment gradient with Neu-
mann boundary condition, and they found that under the Neumann conditions, the movement
along the resource gradient may not always be beneficial to the population. Indeed, it turns
out that the convexity of the domains plays a major role in this situation. If the domain is not
convex, moving up along the resource gradient could be harmful to the population.
Optimal control techniques were also used in other related work such as [14, 17, 12] to explore
how different conditions such as limited resources, growth coefficient, advection movement, and
harvesting can be optimized to be “beneficial” for populations. In the elliptic case, Ding et al.
studied in [12] the effects of resource allocation on population size of the species. In their work,
they investigated the maximizing the total population with the minimum cost for the resource
of fixed amount.
In a similar framework as in [12], but different direction, Finotti et al. [14] investigated
Equation (1.1) with the control on the advection direction
−→
h , and they seek for the optimal
advection direction
−→
h (x, t) that maximizes the total population while minimizing the “cost”
due to movement.
In the current paper, we focus on the work using optimal control techniques to investigate
Equation (1.1) with the resource control m(x, t) with simplified f(x, t, u) = u which can be
extended to a more general function of logistic type. The main results of this paper can be
stated as follows:
Theorem 1.1. (Existence of the optimal control) Assume that 0 < T < ∞,~h ∈ L∞(QT ), u0 ∈
L∞(Ω)
⋂
H1(Ω) and u0 is non-negative. There exists an optimal control m ∈ U maximizing the
objective functional J(m).
Theorem 1.2. (The characterization of the optimal control) Given an optimal control m∗
and corresponding state u∗, there exists a solution p in L2((0, T ), H1(Ω)) which satisfies pt ∈
L2((0, T ), H
1(Ω)∗) and
−pt − µ∆p− ~h · ∇p− [m∗ − 2u∗]p = 1, in QT
∂p
∂ν = 0, in ∂Ω× (0, T ),
p(·, T ) = 0, in Ω.
(1.4)
Furthermore, m∗ is characterized by
m∗ = max{min{M, u
∗p
2B
}, 0}. (1.5)
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Theorem 1.3. (The uniqueness of the optimal control) There exist two positive number T0 and
B0 such that if 0 < T < T0 and B > B0, then there is a unique solution of the optimality system.
The rest of the paper is organized in the following way: In section 2, we present some
preliminary lemmas to be used in the proofs of the main results. We prove the main results of
the paper in section 3. The numerical simulation results are illustrated in section 4.
2 Preliminary lemmas
In this section, we present some results to guarantee the existence and Apriori estimate of a
positive solution to Equation (1.1). We denote by H1(Ω) the usual Sobolev space and its dual
space is H1(Ω)∗. The space V2(QT ) is defined for all functions u ∈ L2((0, T ), H1(Ω)) such that
its norm
‖u‖V2(QT ) = { sup
0≤t≤T
∫
Ω
u(x, t)2dx+
∫
QT
|∇u(x, t)|2dxdt}1/2 <∞.
Definition 2.1. The function u ∈ L2((0, T ), H1(Ω)) with ut ∈ L2((0, T ), H1(Ω)∗) and u(x, 0) =
u0 is said to be a weak solution of Equation (1.1) if and only if for a.e. t ∈ (0, T )∫
Ω
utθdx+
∫
Ω
[µ∇u−−→h u] · ∇θdx =
∫
Ω
u[m(x, t)− u]θdx, ∀θ ∈ H1(Ω). (2.1)
In order to prove the existence of the optimal control, we need the following results and the
proofs are similar in [14].
Lemma 2.1. Assume that
−→
h and m are in L∞(QT ) and u0 ≥ 0. Then, any solution u of
Equation (1.1) must be non-negative on QT .
Which is natural that Equation (1.1) simulate the population density over QT , and the density
should be non-negative.
Lemma 2.2. Assume that Cm = sup
QT
|m| <∞, u0 ∈ L∞(QT ) and u0 ≥ 0. Then for each m ∈ U ,
any solution u of Equation (1.1) satisfies∫
Ω
u(x, t)dx ≤ etCm
∫
Ω
u0(x)dx,∀t ∈ [0, T ),
and
J(m) ≤ (e
TCm − 1)‖u0‖L∞
Cm
, ∀m ∈ U.
Lemma 2.3. Let 0 < T < ∞,~h ∈ L∞(QT ) and u0 be non-negative,bounded and in H1(Ω).
Then, for each m ∈ U , there is a unique weak solution u = u(m) of (1.1). Moreover, there is a
finite constant C > 0 depending only on |Ω|, µ,M, T, ‖u0‖, ‖h‖L∞ , d such that
‖u(m)‖V2(QT ) ≤ C, and 0 ≤ u(m) ≤ C, ∀(x, t) ∈ QT . (2.2)
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The above lemmas show the solution of Equation (1.1) must be bounded and the bounds only
depend on the bounds of m(x, t) and
−→
h which will help to prove the existence of the optimal
control problem.
In order to characterize the optimal control, we need to investigate the relationship about m,
u(m) and J(m). For the given unique positive solution u = u(m) of (1.1), the derivative of the
mapping m → u(m) is called the sensitivity, and we have the following differentiability results
of the mapping m→ u(m).
Lemma 2.4. The mapping m ∈ U → u(m) is differentiable in the following sense: for each m,
l in U such that m+ εl ∈ U for all ε sufficiently small, then there is a uniform constant C > 0
such that ϕε = u(m+εl)−u(m)ε satisfies
‖ϕε‖V2(QT ), ‖ϕε‖L∞(QT ) ≤ C.
Moreover, there exists ϕ = ϕ(m, l) ∈ L2((0, T ), H1(Ω)), such that
ϕε ⇀ ϕ weakly in L2((0, T ), H1(Ω)) as ε→ 0,
and the sensitivity ϕ satisfies
ϕt −∇ · [µ∇ϕ− ϕ~h]− ϕ[m− 2u] = −ul,
µ∂ϕ∂ν − ϕ~h · ν = 0,
u(·, 0) = 0.
(2.3)
Proof. First, let us denote uε = u(m+ εl), u = u(m) for each m ∈ U and m+ εl ∈ U . Through
that u solves (1.1), we can prove that uε solves
uεt −∇ · [µ∇uε − uε~h] = uε[m+ εl − uε],
µ∂u
ε
∂v − uε~h · v = 0,
u(·, 0) = u0.
(2.4)
Then, by Lemma 2.3, it follow from that
‖uε‖V2(QT ), ‖u‖V2(QT ), ‖uε‖L∞(QT ), ‖u‖L∞(QT ) ≤ C <∞, ∀ε > 0, (2.5)
where C is a constant depending only on µ, d, |Ω|, T, ‖u0‖L∞ , ‖h‖L∞(QT ) and M . Define
γε(x, t) =
(uε)2(x, t)− u2(x, t)
uε(x, t)− u(x, t) = u
ε(x, t) + u(x, t), ∀(x, t) ∈ QT .
It is easy to see that γε(x, t) is uniformly bounded. In the meanwhile, it follows from the
Theorem 1.1 and by the uniqueness of solution u = u(m) of (1.1), we have
uε → u in L2(QT ); uεt ⇀ ut in L2(QT ); uε ⇀ u in L2((0, T ), H1(Ω)).
Moreover, this gives
uε → u a.e. in QT , and γε(x, t)→ 2u(x, t), a.e. in QT .
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Recall that ϕε = u
ε−u
ε . Then subtracting (2.4) from (1.1) and dividing by ε, we obtain
ϕεt −∇ · [µ∇ϕε − ϕε~h]− ϕε[m− γε] = uεl,
µ∂ϕ
ε
∂ν − ϕε~h · ν = 0,
ϕε(·, 0) = 0.
(2.6)
As in the proofs of Theorem 1.1, we have
‖ϕε‖V2(QT ) ≤ C, ‖ϕε‖L∞ ≤ C, ∀ε.
Then we can assume that ϕε ⇀ ϕ in L2((0, T ), H1(Ω)). Using the estimates (2.5), the equation
(2.6), and as in the proof Theorem 1.1, we obtain (2.3). This concludes the proof of Lemma
2.4.
Lemma 2.5. Let p be the solution of (1.4). Then, there is a constant C such that
0 ≤ p(x, t) ≤ C and |∇p(x, t)| ≤ C, ∀(x, t) ∈ QT .
where C depends on |Ω|, µ,M, T, ‖u0‖, ‖h‖L∞ , d.
Proof. Let us denote q(x, t) = p(x, T − t), then it follows that q solves the equation
qt − µ∆q + b · ∇q + cq = 1,
∇q · ν = 0,
q(·, 0) = 0,
(2.7)
where b(x, t) = −~h(x, T − t) and c(x, t) = 2u∗(x, T − t)−m∗(x, T − t) for all (x, t) ∈ QT . From
Lemma 2.3, it follows Equation (2.7) is a linear parabolic equation with bounded coefficients.
By the maximum principle, it follows that p ≥ 0. On the other hand, by the parabolic regularity
theory, we have
‖p‖
W 2,1l (QT )
= ‖q‖
W 2,1l (QT )
≤ C = C(l), ∀l ≥ 2,
where
‖p‖
W 2,1l (QT )
:= ‖p‖Ll(QT ) + ‖pt‖Ll(QT ) + ‖∇p‖Ll(QT ) +
d∑
i,j=1
‖pxixj‖Ll(QT ).
Then it follows from the Sobolev embedding theorem that for l > d+ 2, we have
|p(x, t)|, |∇p(x, t)| ≤ C(l), ∀(x, t) ∈ QT ,
which yields the desired estimates.
3 The proof of the main results
In this section, we mainly provide the proof for Theorem 1.1, Theorem 1.2 and Theorem 1.3.
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Proof of Theorem 1.1. First,we show the existence of sup
m∈U
J(m). By Lemma 2.2, J(m) ≤ C
where C is a constant depending on ‖m‖L∞(QT ) ‖u0‖L∞ and T only. It is obvious that there
exist a maximizing sequence {mn} ∈ U such that
lim
n→∞ J(m
n) = sup
m∈U
J(m). (3.1)
Denote un = u(mn), un is the corresponding solutions of (1.1) and the control m is mn. Next,we
need to show the estimates of un,∇un and unt . By the theorem 2.3,we obtain that
‖un‖V2(QT ), ‖un‖L∞(QT ) ≤ C <∞, ∀n ∈ N, (3.2)
for some constant C > 0 depending only on µ, d, |Ω|, T, ‖u0‖L∞ , ‖h‖L∞(QT ) and M , where M is
a fixed constant defined in (1.2). From(3.2), we can assume that
un ⇀ u∗ ∈ L2((0, T ), H1(Ω)). (3.3)
And for each n and each φ ∈ L2((0, T ), H1(Ω)), the weak form of the solution un is∫
QT
unt φdxdt = −µ
∫
QT
∇un · ∇φdxdt+
∫
QT
(~h∇φ)undxdt
+
∫
QT
mnunφdxdt−
∫
QT
(un)2φdxdt.
(3.4)
Thus, by combining (3.2), (3.4) and Ho¨lder inequality, it shows that
|
∫
QT
unt φdxdt| ≤ C‖φ‖L2((0,T ),H1(Ω)), ∀n ∈ N.
Therefore,
‖unt ‖L2(0,T,H1(Ω)∗) ≤ C, ∀n ∈ N, (3.5)
where the constant C depends only on µ, d, |Ω|, T, ‖u0‖L∞ , ‖h‖L∞(QT ) and M . Using the results
in [2] and the forms (3.2),(3.3),(3.5), it follows that
un → u∗ in L2(QT ), ∇un ⇀ ∇u∗ in L2(QT ), and
unt ⇀ u
∗
t in L
2(0, T,H1(Ω)∗). (3.6)
Due to the weakly compactness of L2(Ω) and the bounded control set U defined in (1.2), there
exist m∗ ∈ U such that
mn ⇀m∗ in L2(Ω). (3.7)
By the definition of weak solution, un satisfies∫
QT
unt ψdxdt = −µ
∫
QT
∇un · ∇ψdxdt+
∫
QT
(~h∇ψ)undxdt
+
∫
QT
mnunψdxdt−
∫
QT
(un)2ψdxdt, ∀n.
(3.8)
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From the weak convergence in (3.3), (3.6) and (3.7), it follows
lim
n→∞
∫
QT
unt ψdxdt =
∫
QT
u∗tψdxdt,
lim
n→∞
∫
QT
∇un · ∇ψdxdt =
∫
QT
∇u∗ · ∇ψdxdt,
lim
n→∞
∫
QT
~h∇ψundxdt =
∫
QT
~h∇ψu∗dxdt.
(3.9)
According to the strong convergence of the sequence {un}n∈N and the weak convergence of the
sequence {mn}n∈N , we conclude
|
∫
QT
mnunψdxdt−
∫
QT
m∗u∗ψdxdt|
= |
∫
QT
mn(un − u∗)ψdxdt−
∫
QT
(mn −m∗)u∗ψdxdt|
≤M‖ψ‖L2(QT )‖un − u∗‖L2(QT ) + |
∫
QT
(mn −m∗)u∗ψdxdt|
→ 0, as n→∞,
(3.10)
which leads
lim
n→∞
∫
QT
mnunψdxdt =
∫
QT
m∗u∗ψdxdt. (3.11)
Collecting those convergence terms in(3.6), (3.9) and (3.11), and using the equation (3.8), we
arrive at ∫
QT
u∗tψdxdt = −µ
∫
QT
∇u∗ · ∇ψdxdt+
∫
QT
(~h∇ψ)u∗dxdt
+
∫
QT
m∗u∗ψdxdt−
∫
QT
(u∗)2ψdxdt, ∀n,
(3.12)
which implies that u∗ is the solution of (1.1) with respect to the control m∗. That is to say
u∗ = u(m∗). On the other hand, using the strong convergence in L2(QT ) of the sequence
{un}n∈N , and the fact that the function m 7→
∫
QT
m2dxdt is weakly lower semi-continuous in
L2(QT ), we also get
sup
m∈U
J(m) = lim
n→∞ J(m
n) = lim
n→∞
∫
Ω
[un −B(mn)2]dx
≤
∫
Ω
[un −B(mn)2]dx = J(m∗).
(3.13)
This implies that J(m∗) = sup
m∈U
J(m). Therefore, m∗ ∈ U is an optimal control and the proof of
Theorem 1.1 is complete.
Proof of Theorem 1.2. Suppose m∗ is an optimal control. Let l ∈ U such that m∗ + εl ∈ U for
sufficiently small ε > 0 and denote uε = u(m∗ + εl) be the unique solution of (1.1) when the
control term is m∗ + εl.
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The operator in the adjoint equation is the formal analysis “adjoint” of the operator in the
sensitivity equation (2.3) at m∗. Equation (1.4) is linear in p and its coefficients are measurable
and bounded. By the change of variable t → T − t, the existence and uniqueness of the weak
solution p of (1.4) follows by Galerkin’s method (see [13]).
Observe that the directional derivative of J with respect to the control at m∗ in the direction
of l satisfies
0 ≥ lim
ε→0+
J(m∗ + εl)− J(m∗)
ε
= lim
ε→0+
1
ε
[
∫
QT
uε −B|m∗ + εl|2dxdt−
∫
QT
u∗ −B|m∗|2dxdt]
= lim
ε→0+
[
∫
QT
uε − u∗
ε
dxdt−
∫
QT
B(2m∗l + εl2)dxdt]
=
∫
QT
ϕdxdt−
∫
QT
2Bm∗ldxdt
(3.14)
Using the weak solution formulation for the adjoint problem with test function ϕ, we obtain
0 ≥
∫
QT
ϕdxdt−
∫
QT
2Bm∗ldxdt
=
∫
QT
pϕtdxdt+
∫
QT
[µ∇p · ∇ϕ− ϕ~h∇p− (m− 2u∗)pϕ]dxdt
−
∫
QT
2Bm∗ldxdt]
=
∫
QT
u∗lp− 2Bm∗ldxdt
=
∫
QT
l(u∗p− 2Bm∗)dxdt.
(3.15)
By Theorem 2.3 and Lemma 4.3 below, we know that there is a constant C0 > 0 such that
|u∗p− 2Bm∗| ≤ C0, on QT .
For each 0 < δ < 1, let τδ be the set {(x, t) ∈ QT : |m(x, t)| ≤ δM}. From (3.15), let
l = u∗p− 2Bm∗ and we obtain that∫
QT
l(u∗p− 2Bm∗)dxdt ≤ 0.
Thus, m∗ = u
∗p
2B on τδ. Since δ is arbitrary, we conclude that on the set where |m∗| < M ,
m∗ =
u∗p
2B
.
Now assume that m∗ = M on some non-empty τ ⊆ QT . Thus, m∗ = M ≤ u∗p2B . Therefore, we
conclude that m∗ = min{M, u∗p2B }. Since 0 ≤ m ≤M , we can show that
m∗ = max{min{M, u
∗p
2B
}, 0}.
This completes the proof of Theorem 1.2.
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Proof of Theorem 1.3. In the above, the existence of the optimal control and corresponding
adjoint and states have been proved. In the following, we prove the uniqueness of the system.
Let m∗1 and m∗2 be two controls corresponding to solutions of the optimal system. Denote
ui = u(m
∗
i ), pi = p(m
∗
i ) for i = 1, 2 to be the state solution and the solution of the adjoint
problem (1.4). For some λ > 0 which will be determined and denote ui = e
λtwi and pi = e
−λtzi.
If we let W = w1 − w2, Z = z1 − z2, and m˜ = m∗1 −m∗2, we then obtain
|m˜| = |m∗1 −m∗2| ≤
1
2B
|u1p1 − u2p2| ≤ C
B
[|Z|e−λt + |W |eλt]. (3.16)
By subtracting the equation of u1 and u2, we see that W solves
Wt + λW −∇ · [µ∇W −W~h] = m˜w2 + [m∗1 − eλt(w1 + w2)]W,
(µ∇W −W~h) · ν = 0,
W (·, 0) = 0.
(3.17)
Similarly, Z also solves
−Zt + λZ − µ∆Z −∇Z · ~h = m˜z2 +m∗1Z − 2eλt(z1W + w2Z),
∇Z · ν = 0,
Z(·, T ) = 0.
(3.18)
Multiplying (3.17) by W and using the integration by parts, Holders’s inequality, Young’s in-
equality, we get
1
2
d
dt
∫
Ω
W 2dx+ µ
∫
Ω
|∇W |2dx
≤
∫
Ω
[|w2||m˜||W |+ [m∗1 − eλt(w1 + w2)− λ]|W |2]dx+
∫
Ω
|W ||~h||∇W |dx
≤ [C + C
B
− λ]
∫
Ω
|W |2dx+ µ
2
∫
Ω
|∇W |2dx+ C
B
∫
Ω
|Z|2dx.
Thus,
1
2
d
dt
∫
Ω
W 2dx+
µ
2
∫
Ω
|∇W |2dx ≤ [C1 + C1
B
− λ]
∫
Ω
|W |2dx+ C1
B
∫
Ω
|Z|2dx.
Integrating this inequality with respect to time, we also get
sup
t
∫
Ω
W 2dx+ µ
∫
QT
|∇W |2dxdt ≤2[C1 + C1
B
− λ]
∫
QT
|W |2dxdt
+ 2
C1
B
∫
QT
|Z|2dxdt.
(3.19)
Similar process to Equation (3.18), we obtain
− 1
2
d
dt
∫
Ω
Z2dx+ µ
∫
Ω
|∇Z|2dx
≤
∫
Ω
[−λ+m∗1 − 2eλtw2]Z2dx+
∫
Ω
|m˜||z2||Z|dx
+
∫
Ω
|~h||∇Z||Z|dx+
∫
Ω
2eλt|z1||W ||Z|dx
≤ [C2 + C3e4λT − λ]
∫
Ω
|Z|2dx+ µ
2
∫
Ω
|∇z|2dx+ C4
∫
Ω
|W |2dx.
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Thus,
−1
2
d
dt
∫
Ω
Z2dx+
µ
2
∫
Ω
|∇Z|2dx ≤ [C2 + C3e4λT − λ]
∫
Ω
|Z|2dx+ C4
∫
Ω
|W |2dx
Integrating the above inequality with respect to time, we obtain
sup
t
∫
Ω
Z2dx+ µ
∫
QT
|∇Z|2dxdt ≤ 2[C2 + C3e4λT − λ]
∫
QT
|Z|2dx+ 2C4
∫
Ω
|W |2dx. (3.20)
Note that the constants C1, C2, C3, C4 all depend on |Ω|, µ,M, T, ‖u0‖, ‖h‖L∞ , d. Then there
exists a sufficiently small T0 > 0 with T ≤ T0, sufficiently large positive numbers B0 and λ so
that
C1(T ) +
C1(T )
B
− λ+ C4(T ) < 0 and C1(T )
B
+ C2(T ) + C3(T )e
4λT − λ < 0.
It follows from (3.19) and (3.20) that
sup
t
∫
Ω
W 2dx+ µ
∫
QT
|∇W |2dxdt+ sup
t
∫
Ω
Z2dx+ µ
∫
QT
|∇Z|2dxdt ≤ 0,
which leads
sup
t
∫
Ω
W 2dx+ sup
t
∫
Ω
Z2dx ≤ 0.
This implies u1 = u2, p1 = p2. Thus, m
∗
1 = m
∗
2.
4 Numerical simulation results
We have run several examples for the case when f(x, t, u) = u, with both time-independent and
time-dependent function ~h. In order to solve the optimality system, we use an iterative scheme
with an explicit finite difference method. First, starting with an initial guess for the control
function m and using a forward-backward sweep method [21], we approximate the first state
and adjoint. We then obtain the next approximation to the optimal control by evaluating our
optimal control characterization. Continuing the above iteration process until the optimal state
and optimal control converge.
Let µ = 0.2 and the final time T = 1 in all simulations. Solution u and the optimal control
are depend on the settings of control set (1.2) and objective functional (1.3), initial values u0,
advection function ~h, we illustrate each effect in the following with one variable changing and
others fixed.
The effect of the advection function. The evolution of population is affected by the
diffusion and advection and the initial solution. We compare four optimal controls and states
with time-independent and time-dependent advection functions ~h and these simulations show
the optimal control has strong relations with the initial solution and the advection. The optimal
strategies are concentrating more resource at the maximum value point of initial solution which
is corresponding to the favorable habitat in ecology and moving leftward along the positive
advection direction. In the simulation, we set M = 10 and B = 0.1 and let u0 be the function
u0 = sin(2pix) + 1
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In the first example, we set ~h as a time-independent function
~h1(x) = sin(6pix) + 1.1
whose graph is shown in Figure 1. ~h1 is a positive function. Due to the influence of advection,
the species will move leftward with positive advection function. The corresponding optimal
control and state functions are shown in Figure 2.
Figure 1: ~h1(x) = sin(6pix) + 1.1
Figure 2: Optimal control and the corresponding state in 1D over time
In the second example, we consider a time-independent quadratic advection function
~h2(x) = −(2− 2x)x− 0.1,
whose graph is shown in Figure 3 and the corresponding optimal control and state are shown in
Figure 4.
The third example is for a time-dependent advection function
~h3(x, t) = x
2t+ x(1− t)
whose graph is shown in Figure 5 and the corresponding graph of the optimal control and state
are in Figure 6.
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Figure 3: ~h2(x) = −(2− 2x)x− 0.1
Figure 4: Optimal Control and Corresponding State in 1D Over Time
Figure 5: ~h3(x) = x
2t+ x(1− t)
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Figure 6: Optimal Control and Corresponding State in 1D Over Time
The fourth example is for a time-dependent advection function
~h4(x, t) = (x− 0.5)[− sin(2pit)],
whose graph is shown in Figure 7 and the corresponding optimal control and state are in Figure
8.
Figure 7: ~h4(x) = (x− 0.5)[− sin(2pit)]
In the following, we show the time slices of the optimal state at early, middle and final stages.
For simplicity, we let ~h be a constant function, ~h = 0.1. Figure 9 shows that the species move
leftward with positive advection function and the optimal resource increase when the density
increase over time.
The effect of the initial values. The evolution of the population is affected by the initial
solution. In this part, we fix other variables and only let the initial solution change. These figure
shows the optimal strategy should concentrate the resource at the maximum value of the initial
solution. Let the advection function be
~h(x) = − sin(2pix).
B is taken to be B = 0.1 and have sufficient resources which means M is big enough. First, we
let u0 be the function
u0 = sin(2pix) + 1.
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Figure 8: Optimal Control and Corresponding State in 1D Over Time
Figure 9: Early, middle and final slices of the state
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We find where has more species, the more resources should be allocated and the corresponding
graphs of the optimal control and state are in Figure 10.
The second initial function is
u0 = −(x− 1
2
)2 +
1
4
,
whose optimal strategy is similar to the first one and the corresponding graph of the optimal
control and state are given in Figure 11.
Figure 10: Optimal Control and Corresponding State in 1D Over Time
Figure 11: Optimal Control and Corresponding State in 1D Over Time
To show a clear relation between m and u, we compare the resulting optimal control and
corresponding state at time t = 0.1 in Figure 12 with u0 = sin(2pix) + 1 and in Figure 13 with
u0 = 2x
2 − 12x+ 1.
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Figure 12: Time Slices of the Optimal Control and Corresponding State in 1D
Figure 13: Time Slices of the Optimal Control and Corresponding State in 1D
The effect of the maximum resource and the cost constant. In the real life, the
distribution of resource may have up-bound M at one specific location which means the resource
may not be sufficient. In the following, three different up bounds M of the maximum resource
are compared. The maximum resource M affects the distribution of the densities, however, the
trends in densities’ distributions are almost the same. In the simulation, we set
~h(x) = sin(6pix) + 1.1, (4.1)
u0 = sin(2pix) + 1, (4.2)
and the cost constant B = 0.1. We set M = 1, 10, 20. When M = 1, the graph of the optimal
control and state is given in Figure 14. The second case have been discussed before, the graph is
same as Figure 2. The graph of the optimal control and state is given in Figure 15 for M = 20.
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Figure 14: Optimal Control and Corresponding State in 1D Over Time
Figure 15: Optimal Control and Corresponding State in 1D Over Time
We also investigate the effect of the cost constant on the optimal control. Setting ~h, u0
the same as in (4.1), (4.2), the resource restrictions are the same. Then by changing B from
B = 0.05 to B = 1, the graph of the optimal control and state are respectively given in Figure
16 and Figure17.
For different B values, we present the resulting optimal controls at time t = 0.2 in Figure 18
and Figure 19.
From the graphs we can observe that the changing of B have little effect on the trends of the
optimal control, but changes its scale.
The numerical simulation with Dirichlet boundary. The Dirichlet boundary condition
corresponds to the hostile environment in ecology. In the following, we simulate the system with
Dirichlet boundary condition. Let
u0(x) =
{
sin(2pix− pi2 ) 14 ≤ x ≤ 34 ,
0 0 ≤ x < 14 or 34 < x ≤ 1.
and µ = 0.2, B = 0.1, and M = 10. With the above initial condition, the center of the region
has positive density distribution and has zero density near the hostile boundary. For simplicity,
we first set
~h(x) = 0,
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Figure 16: Optimal Control and Corresponding State in 1D Over Time with B=0.05
Figure 17: Optimal Control and Corresponding State in 1D Over Time with B=1
which corresponds to no advection, the species have a stable growth around the center of habitat
and the optimal control strategy is allocate resource at the center. The graph of the optimal
control and state are given in Figure 20.
Secondly, we set ~h(x) = 3x, which means that the advection ~h is positive on the habitat.
The species will move toward left side and the optimal control strategy should be moving the
resource allocation along the advection direction. Because of the advection in one direction to
the boundary, the species will die out in the habitat when time is long enough. The graph of
the optimal control and state are given in Figure 21.
Thirdly, we set ~h(x) = −10x. The species will move toward right side and the appearances
and trends should be opposite to the positive advection case. The graph of the optimal control
and state are given in Figure 22.
The advection direction affect the distribution of density and the corresponding optimal
control strategy. Because of the harsh environment in the boundary and under one direction of
advection, the species will die out as long as time is big enough.
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Figure 18: Time Slices of the Optimal Control in 1D for B=0.05 and B=0.1
Figure 19: Time Slices of the Optimal Control in 1D for B=0.5 and B=1
Figure 20: Optimal Control and Corresponding State in 1D Over Time
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Figure 21: Optimal Control and Corresponding State in 1D Over Time
Figure 22: Optimal Control and Corresponding State in 1D Over Time
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