We report the first detailed chemical abundances for 5 globular clusters (GCs) in M31 from highresolution (R ∼ 25,000) spectroscopy of their integrated light. These GCs are the first in a larger set of clusters observed as part of an ongoing project to study the formation history of M31 and its globular cluster population. The data presented here were obtained with the HIRES echelle spectrograph on the Keck I telescope, and are analyzed using a new integrated light spectra analysis method that we have developed. In these clusters, we measure abundances for Mg, Al, Si, Ca, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Y, and Ba, ages ≥10 Gyrs, and a range in [Fe/H] of −0.9 to −2.2. As is typical of Milky Way GCs, we find these M31 GCs to be enhanced in the α-elements Ca, Si, and Ti relative to Fe. We also find [Mg/Fe] to be low relative to other [α/Fe], and [Al/Fe] to be enhanced in the integrated light abundances. These results imply that abundances of Mg, Al (and likely O, Na) recovered from integrated light do display the inter-and intra-cluster abundance variations seen in individual Milky Way GC stars, and that special care should be taken in the future in interpreting low or high resolution integrated light abundances of globular clusters that are based on Mg-dominated absorption features. Fe-peak and the neutron-capture elements Ba and Y also follow Milky Way abundance trends. We also present high-precision velocity dispersion measurements for all 5 M31 GCs, as well as independent constraints on the reddening toward the clusters from our analysis.
1. INTRODUCTION Stellar atmospheres largely retain the chemical composition of the gas from which they formed, and thus contain a record of the gas chemistry of a galaxy throughout its star formation history. The abundances relative to Fe of some key elements, α-elements in particular, can be used to identify the timescales and rates of star formation over the lifetime of a galaxy. α−elements (C, O, Ne, Mg, Si, S, Ar, Ca, and Ti) are produced primarily in type II supernovae (SNII) (e.g. Woosley & Weaver 1995) from massive stars and so build up quickly during ac-tive star formation epochs, while Fe-peak elements are produced in all supernovae. [α/Fe] abundance patterns are therefore particularly useful and have been central to developing our current picture of the assembly and star formation history of the Milky Way and spiral galaxies in general (see Pritzl et al. 2005 , and references therein).
Bright, young stars record the current gas phase abundance in a galaxy; to probe the earliest formation times, one must target older, lower mass, fainter stars. It is only recently that individual red giant branch (RGB) stars in our nearest neighbor galaxies in the Local Group have been within reach of the high resolution spectroscopy needed for detailed chemical abundance analysis. These stars in Local Group dwarf galaxies show a much greater range of abundance ratios at all metallicities compared to stars in the Milky Way halo (Venn et al. 2004 ; Shetrone et al. 2001 Shetrone et al. , 2003 Geisler et al. 2005; Tolstoy et al. 2009 ), suggesting that they have had a much more complicated star formation history than the halo's progenitor(s). Detailed abundances beyond the Milky Way and its nearest remaining neighbors are needed to establish the broader patterns of star formation in galaxies of all masses.
Unfortunately, at ∼780 kpc from the Milky Way (Holland 1998) , even M31 is distant enough that older RGB stars are too faint (V∼23) to obtain the required high signal-to-noise ratio (SNR∼ 60) and high spectral resolution (λ/∆λ ∼ 20, 000) to measure detailed abundances in individual stars. Fortunately, globular clusters (GCs) can also be targeted. Unlike single stars, high resolution spectra can be obtained of unresolved GCs out to ∼ 4 Mpc with current telescopes. GCs are bright enough (−10 < M V < −6 mag) and have low enough velocity dispersions (2 − 20 km s −1 ) that even weak lines (∼15 mÅ) can be detected in spectra of their integrated light. Detailed abundances have never been obtained from unresolved GCs because techniques have not existed to analyze them. We have developed a new method for analyzing high resolution integrated light (IL) spectra of single age, chemically homogeneous stellar populations to obtain detailed element abundances as described in Bernstein & McWilliam (2002 and McWilliam & Bernstein (2008) , hereafter "MB08. " Our method has been developed and tested on a "training set" of Milky Way and LMC GCs with well determined properties from studies of individual stars. IL spectra of the training set GCs were obtained by scanning a 32×32 arcsec 2 region of the cluster cores in the Milky Way clusters, and a 12 × 12 arcsec 2 region in the LMC. Note that slit scanning is only necessary for the resolved GCs we target in our training set, not for unresolved, extragalactic GCs. The training set GCs were chosen to cover the range of metallicity, horizontal branch morphology, mass, velocity dispersion, and age available in the Milky Way and LMC systems. Using this training set, we have compared abundances determined with our IL method and abundances from the literature determined for individual RGB stars. Based on the Milky Way training set, we estimate empirically that our [Fe/H] abundances are accurate to within < 0.1 dex, and all other element ratios ([X/Fe]) accurate to within < 0.1 dex (see MB08 and S. Cameron et al. 2009, in preparation) . We also derive approximate ages (>10 Gyr) for our entire Milky Way training set. Using the larger age range of the LMC clusters, which includes clusters as young as ∼10 Myr, we have found that our method can clearly distinguish clusters over a large range in age. Our accuracies at the youngest ages are described in a forthcoming paper (J. Colucci et. al 2009, in preparation) .
In addition to the fact that GCs are among the oldest stellar populations in galaxies, there is ample evidence that GCs are a good tool for tracing both the early formation of galaxies themselves and star formation throughout their histories. The fact that the number of GCs in a galaxy scales with the total luminosity of the galaxy (e.g. Harris 1991) suggests that the GCs trace total star formation. Additionally, young massive clusters are seen forming in regions with high star formation rates, such as mergers of gas rich galaxies (e.g. Schweizer & Seitzer 1998; Whitmore & Schweizer 1995) , indicating that GCs form in major episodes of star formation, throughout the lifetimes of galaxies. While the old age of GCs alone suggest that they record the earliest star formation episodes in galaxies, there is additionally strong evidence that both blue (metal-poor) and red (metal-rich) sub-populations of GCs in normal galaxies correlate with the host galaxy's luminosity and overall metallicity(e.g. Brodie & Strader 2006) . This suggests that both sub-populations are a record of the formation history of the galaxy, with blue clusters possibly tracing the earliest star formation in dark matter halos and red clusters tracing the later formation after the gas is more enriched. Finally, GCs are also relatively easy spectroscopic targets to analyze because, to first order, they are simple stellar populations (SSPs), and can be approximated with a single age and single metallicity. For all of these reasons, detailed abundance analysis of GC systems is a powerful tool for understanding the formation of galaxies beyond the Milky Way.
M31 is the closest large galaxy to the Milky Way and an ideal target for galaxy formation studies using GCs. Like the Milky Way, M31 has a large system of GCs, most of which are old (≥ 10 Gyrs), and has a bimodal metallicity distribution with peaks at [Fe/H]∼ −1.4 and [Fe/H]∼ −0.5 and a mean of [Fe/H]∼ −1.2 (Barmby et al. 2000; Perrett et al. 2002) . Barmby et al. (2007) find that M31 and Milky Way GCs are structurally similar, with similar mass-to-light (M/L) ratios, and fall on a single GC fundamental plane. However, there are notable differences that have been observed between the two galaxies. To begin with, M31's GC system is more than a factor of 2 larger than the Milky Way's (Galleti et al. 2004) , has massive but diffuse GCs (Huxor et al. 2005; Mackey et al. 2006) , and metal-poor and compact GCs at very large projected galactocentric radii (Martin et al. 2006; Mackey et al. 2007 ). There is evidence for young and/or intermediate age GCs in M31 unlike in the Milky Way (Beasley et al. 2004; Puzia et al. 2005) , and a significant population of GCs of all metallicities kinematically associated with the thin disk (Morrison et al. 2004 ). There is also evidence for some chemical differences in M31 GCs; compared to the Milky Way, M31 GCs show enhanced CN molecular lines (e.g. Burstein et al. 1984) , and the first estimates of [α/Fe] ratios in M31 GCs have indicated it may on average be ∼0.1−0.2 dex lower than in the Milky Way (Puzia et al. 2005; Beasley et al. 2005) . More detailed studies are required to understand what these similiarities and differences imply for the formation history of M31.
Much of what is known about M31 comes from low resolution spectroscopic methods like the "Lick" system (e.g. Faber et al. 1985) , which have been used to target spatially unresolved GCs (e.g. Huchra et al. 1991) to obtain the constraints to date on [Fe/H] and [α/Fe] ratios (e.g. Puzia et al. 2005; Beasley et al. 2005) . These line index systems were originally developed for studying the integrated light of galaxies, which have velocity dispersions of 100−300 km s −1 (Faber & Jackson 1976) . With the low velocity dispersions of GCs, individual spectral lines can be resolved with only slightly greater line blending than one finds in individual RGB stars. The accuracy of the line index systems depends on calibrations that are sensitive to abundance ratios and overall metallicity. These limitations make detailed abundance analysis from individual lines, as in our method, an important References. -a. Rich et al. (2005) , b. Fan et al. (2008) , c. Reddening corrected and using a distance modulus for M31 of (m−M )= 24.47 (Holland 1998 ), d. Perrett et al. (2002 e. Low resolution spectroscopic metallicities of Huchra et al. (1991) , f. Low resolution [α/Fe] of Puzia et al. (2005) , g. Horizontal branch morphology ratios (HBR), defined as the "Mironov Index" = B/B + R, where B and R correspond to the number of horizontal branch stars bluer or redder than V − I = 0.5 in the observed CMD of Rich et al. (2005) Other data: Barmby et al. (2000) next step.
In this paper we present the analysis of 5 GCs in M31 using high resolution spectroscopy of their integrated light. These represent the first set of clusters which we have observed as part of an ongoing project to study the GC population in M31 with the goal of constraining the stellar populations and formation history of M31. From these clusters, we derive detailed stellar abundances of old populations in M31 for the first time. We obtain results for 14 elements: Mg, Al, Si, Ca, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Y, and Ba. We also present ages, velocity dispersions, and reddening constraints for this sample. In § 2, we describe our observations and data reduction. In § 3 we present analysis of the velocity dispersions and implications for our equivalent width abundance analysis. In § 4 we describe our abundance analysis method and present abundance results in § 5. In § 6 we discuss the M31 GC chemical abundances in the contexts of galaxy formation, low resolution spectra line index abundances, and overall consistency with broadband photometric colors and existing Hubble Space Telescope (HST) CMDs.
2. OBSERVATIONS AND REDUCTIONS In selecting GC targets in M31, we have focused initially on clusters which are spectroscopically confirmed, and are estimated from low resolution indexes to have abundances in the range -1.8 < [Fe/H] < -0.5 dex. At the time of selection, this was the range in which we were most confident of the accuracy of our analysis based on our previous work with the Milky Way training set clusters described above (MB08 and S. Cameron et al. 2009 ). The targets were further selected to be relatively well studied, reasonably isolated and well outside of M31's disk to reduce confusion and the chance of confusion -A single frame taken with the Keck I guide camera is shown here to illustrate the relative size of a GC in M31 (half-light radius ∼1 arcsec) relative to the 1.7 × 7 arcsec 2 slit. The guider images a reflection of the sky off the polished slit plate, so that the slit itself is clearly visible where no image of the sky is reflected. from interloping sources. We also avoided the brightest, most massive GCs while still targeting GCs bright enough to get sufficient SNR in a few hours of observations, as they will have the highest velocity dispersions and thus broader, less pronounced spectral lines,. With this in mind, we have selected these GCs from the Barmby catalog (Barmby et al. 2000) . This initial set of GCs has magnitudes between 15 and 16. Magnitudes and spatial information are listed for all of the GCs in Table 1 , along with low resolution abundance estimates from the literature and horizontal branch morphologies from HST imaging when available.
For this work we obtained high resolution IL spectra of the M31 globular clusters using the HIRES spectrograph (Vogt et al. 1994 ) on the Keck I telescope over the dates 2006 September 10−14. We used the D3 decker, which provides a slit size of 1".7 × 7.0" and spectral resolution of R = 24, 000. The GCs in this sample have half light radii (r h ) between ∼0.6"−1.1" (Barmby et al. 2007 ). We calculate from surface brightness profiles in Barmby et al. (2002 Barmby et al. ( , 2007 that ∼70−90% of the light fell in the 1".7 × 7.0" slit for each cluster. An illustration of the observing setup is shown in Figure 1 . The wavelength coverage of the HIRES spectra is approximately 3800−8300Å. Exposure times were between 3−4 hours for each GC and are listed in Table 2 along with SNR estimates at three wavelengths, one in each HIRES CCD. Data was reduced with the MAKEE software package available from T. Barlow 2 . In analysis of more recent observing runs, we have compared data analyzed with MAKEE and with the HiRes Redux pipeline produced by J. X. Prochaska, which has many routines and strategies in common with the MIKE Redux pipeline. While HiRes Redux produces lower noise spectra overall, and often traces weak orders more accurately, the MAKEE results are accurate and sufficient for our analysis, particularly since we explicitly avoid regions with sky emission or absorption features entirely. Example spectra for the five M31 GCs are shown in Figure 2 , where it can be seen that many individual Fe I, Fe II, Mg I and Ti II lines are easily identified.
3. VELOCITY DISPERSIONS One of the strengths of our ILS analysis is the amount of information and the number of constraints available in the high resolution spectra. In addition to checks related to the abundance measurements themselves (see § 4.3), we also have overall photometric colors, magnitudes, and internal kinematics (velocity dispersions). Mass estimates from velocity dispersions can also help to constrain the basic initial mass function, contributing to the overall consistency of our understanding of the stellar population. Measurements of the velocity dispersions also tell us the spectral line resolutions we can expect for our abundance analysis. We compare these results to measurements in the literature when available. We measure velocity dispersions from the high resolution IL spectra of the M31 GCs following the method described in Tonry & Davis (1979) , which is implemented in the IRAF 3 task f xcor. The GC spectrum is cross correlated on an order by order basis with a suitable template star. The full width at half-maximum of the cross correlation peaks (FWHM cp ) measured by f xcor is then converted to a line-of-sight velocity dispersion ( σ obs ) using an empirical relation between the two. This relation is established by cross correlating the original template star spectrum with artificially broadened versions of itself that are made by convolving it with Gaussian profiles corresponding to σ obs of 2−25 km s −1 . RGB stars are suitable template stars for old stellar populations; in this analysis, we use a spectrum of HR 8831 (type G8 III) taken during the 2006 September run as the template.
In Table 3 we report σ obs and the associated 1-σ errors measured for orders between 4000−6800Å. Only orders with high SNR and weak atmospheric absorption are used in the cross correlation. We also avoid orders that include the saturated Balmer lines. Recently, Strader et al. (2009) have found a weak trend of σ obs with wavelength in a fraction of the GCs they observed. We do not find any correlations between σ obs and wavelength for G108, G315, or G322. However a small correlation exists for G219 and G351. Like Strader et al. (2009) , we find σ obs decreasing from blue to red orders by ∼1 km s −1 . It is unclear if this is due to a color/metallicity mismatch of the GCs and the template star (these two GCs are the more metal-poor ones in our sample) or other systematic effect (see Strader et al. 2009 , for a larger discussion). References.
-(a) Djorgovski et al. (1997) , (b) Peterson (1989) Note. -All measured velocity dispersions are given without application of aperture corrections (see § 3). σ obs is the mean measured from all usable orders. σ best is the mean measured for higher SNR orders between 4800−5800Å.
Because of this issue, in Table 3 we have reported σ best , which is the dispersion obtained for a subset of the highest SNR orders between 4800−5800Å that do not show correlations with velocity dispersion and also give the smallest RMS errors. The number of orders used in each measurement are recorded in columns 4 and 7 of Table  3 .
Four of the GCs observed here have σ obs measurements in the literature from previous observations by Djorgovski et al. (1997) .
The spectra used by Djorgovski et al. (1997) were taken with a slightly narrower slit (1".15 × 7.0"), which will lead to a velocity dispersion roughly 0.5 km s −1 larger, which is comparable to the measurement errors. We find that our measurements for G108 and G322 agree with those in Djorgovski et al. (1997) within the quoted errors, but our observed velocity dispersions for G219 and G351 are 2−4 km s −1 larger. It is possible that the difference between our results and those of Djorgovski et al. (1997) are due to a difference in vsini of the template star used in the cross correlation. The template used by Djorgovski et al. (1997) has vsini= 7 km s −1 . We measure a mean FWHM of 8 km s −1 from line widths in our template star. Note that this is a combination of the intrinsic stellar line width (including vsini) and the instrumental resolution, which is FWHM = 7.7 km s −1 based on an analysis of arc lines taken through the appropriate slit. This suggests that the rotational velocity of the star is quite small (less than or equal to roughly 1 km s −1 when added in quadrature). The lower vsini of our template could therefore cause the higher inferred σ obs found here. Both our measurements and those of Djorgovski et al. (1997) require an additional correction of approximately +14% to convert σ obs to a projected central σ v as described in Djorgovski et al. (1997) . This is the geometrical correction appropriate to obtain a systemic line of sight velocity dispersion from a velocity dispersion measured within a radius of 2 − 3 × r h .
For completeness, we note that Barmby et al. (2007) have predicted aperture velocity dispersions for these same GCs by modeling surface brightness profiles. They have compared their predictions to observations of velocity dispersions in the literature to derive an empirical correction between the two. We note that our velocity dispersion measurements for G219 and G351 are more consistent with the trend derived by Barmby et al. (2007) than the measurements by Djorgovski et al. (1997) . A Pryor & Meylan (1993) and Harris (1996) . Training set Milky Way GCs are highlighted in gray squares and the five M31 GCs are shown as filled triangles. Training set and M31 GCs are plotted with reddening corrected V magnitudes and velocity dispersions from Pryor & Meylan (1993) . The line width parameter R calculated for a range of velocity dispersions is shown on the inset axis.
velocity dispersion of 12.1 ± 1.3 km s −1 has also been measured by Strader et al. (2009) , which is more consistent with the value we measure.
Finally, we report the first velocity dispersion measurement from high SNR, high spectral resolution, IL spectra for G315-B381. Our measurement of 9.65 ± 0.13 km s −1 is consistent with the upper limit of 10 km s −1 found by Peterson (1989) .
Our velocity dispersions, when combined with GC r h measurements in the literature, allow us to make order of magnitude estimates of the cluster M/L ratios. r h for all of the GCs in this sample, with the exception of G315, can be found in Barmby et al. (2007) . A simple calculation, following Spitzer (1987) , assuming the virial theorem and an isotropic velocity distribution for the GCs results in dynamical M/L∼1.5−2.5 for these four GCs. Here we have assumed M = 2.5v 2 r/G, where r, the halfmass radius, is 1.3×r h , and v, the three-dimensional velocity dispersion is √ 3 × σ. We can also compare the dynamical M/L to those predicted with population synthesis models. In Percival et al. (2009) , the Teramo group provides M/L ratios based on their isochrones and an appropriate IMF from Kroupa (2001) . As we use the Teramo isochrones for our abundance analysis (see § 4.2), we can use isochrones which are self-consistent with our later analysis and well-matched to each cluster. Using our own abundance and age constraints, the most appropriate isochrones (ages and metallicities) for our clusters have a M/L∼1.9−2.9 based on the Teramo group's population synthesis work. It is typical to obtain systematically different M/L from dynamical and population synthesis techniques; this difference is probably due to the inclusion of low mass stars in the population synthesis estimate, which are actually ejected in GCs due to dynamical evolution. We find a ratio between dynamical and population synthesis M/L ratios of 0.84 ± 0.27, which is consistent with the value of 0.73 ± 0.25 found by Barmby et al. (2007) for a larger sample of M31 GCs. McLaughlin & van der Marel (2005) find a similar ratio of 0.82 ± 0.07 for a sample of Milky Way and old LMC GCs. These M/L values further identify these four M31 GCs as consistent with the familiar Milky Way GC population.
The relationship described above between light and velocity dispersion is shown in Figure 3 . The σ obs for Milky Way GCs from Pryor & Meylan (1993) , along with absolute magnitudes (M V ) listed by Harris (1996) are plotted as open circles. For comparison, we also plot the reddening-corrected magnitudes and velocity dispersions from Pryor & Meylan (1993) for our training set GCs as gray squares and those measured for the M31 GC sample as black triangles. From Figure 3 we see that the σ obs measured here are consistent with what we would expect given the absolute magnitudes of this set of GCs.
The velocity dispersion that we measure above quantifies another important point about the clusters, which is the limiting resolution that we can obtain for individual spectral lines due to velocity broadening. The velocity dispersions we measure for this set of M31 GCs of 9−12 km s −1 give a line width parameter (R = λ/FWHM) R =14,000−10,000, from which it is clear that we are fully sampling the line profiles with the R = 24, 000 spectral resolution provided by the slit configuration used here (the HIRES D3 decker). However, with dispersions this large we expect to have difficulty measuring equivalent widths for elements with weak lines ( 30 mÅ), as we discuss in § 5.
4. ABUNDANCE ANALYSIS Our new method for obtaining detailed abundances of from their integrated light was developed and tested using a training set of Milky Way and LMC globular clusters. The basic method was described in detail in Bernstein & McWilliam (2002) , Bernstein & McWilliam (2005) , MB08, and the full training set is presented in S. Cameron et al. (2009) and J. Colucci et al. (2009) . The method is briefly summarized below.
Equivalent Widths and Line Lists
We measure absorption line equivalent widths (EWs) for individual lines in the IL spectra using the semiautomated program GETJOB (McWilliam et al. 1995b) , with which we fit low order polynomials to continuum regions and single Gaussian profiles to individual lines and double or triple Gaussians to line blends when necessary. Line lists and oscillator strengths were taken from McWilliam & Rich (1994) , McWilliam et al. (1995a) , McWilliam (1998), MB08 and Johnson et al. (2006) . We measure fewer lines than in standard individual RGB star analyses, as lines in IL spectra are broader and weaker than in individual RGB stars due to the velocity dispersions of the GCs and the presence of continuum flux from warm stars. The lines and EWs included in our final analysis are listed in Table 4 . As expected, we find fewer clean lines for the GCs with higher velocity dispersions.
CMDs and EW Synthesis
In order to synthesize IL EWs to compare to our observed IL EWs, we next need to model the population using theoretical single age, single metallicity isochrones. During analyses of our training set GCs, we performed extensive testing of a variety of isochrones from the Padova 4 (Girardi et al. 2000) and Teramo 5 (Pietrinferni et al. 2004 (Pietrinferni et al. , 2006 Cordier et al. 2007 ) groups (see MB08).
Because we require a large, self-consistent parameter space of both scaledsolar and α−enhanced isochrones, we have chosen to use the isochrones from the Teramo group for our abundance analyses. The isochrones available cover abundances from Z=0.0001−0.04 for both scaled solar and α−enhanced ratios. We choose to use the recommended canonical evolutionary tracks including an extended asymptotic giant branch (AGB) and α−enhanced low−temperature opacities calculated according to Ferguson et al. (2005) .
We also choose isochrones with mass−loss parameter of η=0.2 because comparison with our training set GCs (particularly those of intermediate metallicity) show that they more accurately match the CMD of GCs; isochrones with η=0.4 over-predict the fraction of extreme blue horizontal branch (HB) stars at intermediate metallicities. Given that we find blue HB stars are less critical to accurate abundance analysis than red HB stars (see § 6.4), it is more important to our analysis that the isochrones accurately reproduce the red horizontal branch than that they populate the blue region of the horizontal branch when it may be present.
We apply an IMF according to the multiple−part power−law form described in Kroupa (2002) , which changes index at 0.5M ⊙ and 0.08M ⊙ . Because we only observed the core (∼0.1-0.2×r h ) regions in our training set GCs, we removed stars less massive than ∼0.7M ⊙ from the IMF to match the present day core mass functions (MB08) that have experienced dynamical mass segregation and evaporation of low mass stars (e.g. Baumgardt & Makino 2003) . In this set of M31 GCs we have observed regions corresponding to ∼1.5-3r h , well beyond the core region where significant mass segregation is expected. Although we do expect present day GCs to be stripped of stars less massive than ∼0.3M ⊙ due to dynamical evaporation, the Teramo isochrones stop at 0.5M ⊙ . We do not believe that neglecting stars in the 0.3-0.5M ⊙ range is a problem for our analysis, as stars less massive than 0.5M ⊙ contribute only ∼1-2% to the total flux of the population and <1% in absorption features. By combining the model isochrones with cluster-specific IMFs, we can create synthetic CMDs for the range of possible ages and metallicities for which we have isochrones. Each synthetic CMD is divided into Note. - Table 4 is presented in its entirety at the end of the text. Lines listed twice correspond to those measured in adjacent orders with overlapping wavelength coverage.
∼25 boxes of stars with similar properties, with every box containing ∼4% of the total V -band flux. The properties of a flux-weighted "average" star in each box are used for the atmospheric parameters needed in synthesizing IL flux-weighted EWs.
Flux-weighted synthesized EWs of lines are calculated using our routine ILABUNDS (see MB08) which produces an integrated light EW composed of the ∼25 representative stars in each CMD using spectral synthesis routines from MOOG (Sneden 1973) and model stellar atmospheres from Kurucz (e.g. Castelli & Kurucz 2004) 6 . The synthesized EWs of each of the ∼25 representative stars are averaged together, weighted by their respective contribution to the total flux of the cluster. The assumed abundance in the line synthesis is adjusted iteratively until the synthetic flux-weighted EW matches the observed IL EW to 1%. Initial abundance calculations are performed using scaled−solar Teramo isochrones and Kurucz ODFNEW stellar atmospheres, and then recalculated with α-enhanced Teramo isochrones and AODFNEW atmospheres when abundance results imply enriched α−element ratios are present. All five M31 GCs analyzed here were determined to be α-enhanced, and thus the abundances we report use α-enhanced isochrones and AODFNEW atmospheres in all cases.
All abundances were calculated under the assumption of local thermodynamic equilibrium (LTE). In the case of aluminum we also discuss the non-LTE correction suggested by Baumueller & Gehren (1997) 
Our IL method as implemented here employs a fixed microturbulence law, as described in MB08. Since we do not adjust microturbulence values for individual stars in the synthetic CMDs we must be careful of line saturation. For this reason we only report abundances from lines with EW strengths less than ∼150 mÅ for all elements except Fe II. Our analysis indicates that abundances from Fe II lines with EWs over ∼100 mÅ start to deviate significantly from the linear portion of the curve of growth. To remain in the linear regime we avoid Fe II lines with EWs >100 mÅ wherever possible. In some GCs, like G351-B405, the only clean Fe II lines we measure have EWs >100 mÅ. Using these lines in those cases will result in Fe II abundances that may be slightly high. In this work we will refer to lines we do not analyze because of large EWs as "saturated" (>150 mÅ in general, or >100 mÅ for Fe II). We note that, in principle, abundance upper limits could be obtained for elements for which all lines are "saturated." However, due to the flux-weighting of EWs from stars of different types, this analysis requires special care and is not investigated further here.
We have also calculated hyperfine splitting (hfs) abundances for Al, Sc, V, Mn, Co, and Ba. For lines with EWs >20−30 mÅ, desaturation by hfs can significantly reduce the derived abundances. We use the hfs line lists given in MB08, Johnson et al. (2006) , and references therein. Typical hfs abundances corrections here for Al, Sc, V, Mn, Co and Ba were −0.1, −0.01, −0.1, −0.4, −0.2, and −0.15, respectively.
Finding the Best-Fitting CMD
In the course of our work with the Milky Way and LMC training set GCs, we have explored a variety of strategies for identifying the best-fitting CMD -the CMD which provides abundances that are most consistent with those obtained from the spectral analysis of individual RGB stars in those clusters. Our first efforts to identify the best-fitting CMD focused on obtaining a consis- LTE overionization was noted by (Kraft & Ivans 2003) , and that inaccuracies in Fe II oscillator strengths can lead to large uncertainties in abundances (see recent discussion in Melendez & Barbuy 2009 ). These results have led us to focus on a different strategy. Using the training set spectra, we have found that the best-fitting CMD can be consistently identified by taking advantage of the fact that the metallicity dependence of RGB morphology is reasonably well understood (Gallart et al. 2005) . After extensive testing, we have found that we obtain consistent, accurate abundances by requiring that the abundance used in calculating the isochrones themselves be consistent with the abundance recovered by our analysis for the Fe I lines. This is consistent with the fact that we find the RGB to have the dominant influence on the strength of the Fe I spectral lines, more so than on the Fe II lines, as discussed in MB08. To clarify our analysis methods, we describe below the procedure we follow for each GC.
For Pietrinferni et al. 2006 ).
As mentioned above, our criteria for selecting a bestfitting CMD is that the Fe abundance calculated from the Fe I lines is consistent with [Fe/H] used to produce the isochrone. This criteria is met where the solutions cross the dotted black lines in Figures 4 through 8. When the Fe I solution that crosses the dotted line for a given age (color) lies between two isochrones, we interpolate an appropriate isochrone according to the prescription recommended in Pietrinferni et al. (2006) . We then have 7 possible solutions where isochrones intercept the dotted black line in Figure 4 -one abundance solution for each age.
We next isolate the best-fitting CMD out of these 7 using diagnostics commonly used in standard stellar abundance analyses. These diagnostics concern the stability of the [Fe/H] solutions, which should not depend on the parameters of the individual line (excitation potentials, wavelengths, or reduced EWs 7 ). In principle, as in individual RGB stars, these diagnostics reflect the accuracies in the physical properties of the atmospheres used in the synthesis. The abundance versus excitation potential (EP) diagnostic is sensitive to the temperature of stars, while the abundance versus reduced EW diagnostic is sensitive to the microturbulent velocities of stars. The abundance versus wavelength diagnostic is poten-7 Reduced EW ≡ log(EW / wavelength) tially sensitive to the age of the CMD, because stars of different temperatures dominate the IL flux at different wavelengths. Unlike in RGB stars, in an IL spectrum, correlations with EP and wavelength can be caused by an inaccurate temperature distribution of stars in the CMD, which, for example, could be the result inaccurate modeling of HB morphology in the isochrones. Likewise, correlations with reduced EW can be the result of inaccurate proportions of stars of different gravities as well as a symptom of an inaccurate microturbulent velocity law. These effects are difficult to unravel without ad- ditional constraints on the CMD, and identifying these is not the primary goal of this work. We therefore take the existence of any correlations merely as an indication that a given isochrone is less representative of the true CMD then one with weaker correlations. We attempt to identify a best-fitting CMD solution by selecting an isochrone that minimizes these correlations. We use linear least squares fits between [Fe/H] For any one of these diagnostics, there is not a statistically significant difference between the quality of the solution from CMDs within a range of ±5 Gyrs. For example, the slope of the [Fe/H] vs. EP relationship in Figure 10 for G315 looks essentially the same for CMDS between ages 5 and 15 Gyrs. However, while the difference in these diagnostics may be small over a wide range in CMD age, we do find that they change monotonically, and are strongly correlated with each other. This suggests that there is clearly a preferred age and [Fe/H] range of CMD for each GC. To see this more clearly, we plot these diagnostics for the M31 sample in Figures 14 through 18 . These plots show all five diagnostics as a function CMD age for the 7 CMDs that satisfy the original selection criteria (see Figures 4 through 8) . From Figures 14 through 18 , it is clear that for all of the GCs in our sample, all five diagnostics simultaneously imply that better solutions are obtained for CMDs with ages >7 Gyr. For these GCs, as for old Milky Way GCs analyzed as part of our training set (S. Cameron et al. 2009), we find the acceptable CMD ages typically cover a range of 5 Gyrs (e.g. 10−15 Gyrs or 7−13 Gyrs). This is not surprising because the CMDs themselves change very little over those ranges in age. We discuss these age constraints in detail in the next section.
From this range of acceptable ages, we select one CMD to use for a final analysis run of all elements for which we measure lines. For old GCs, such as the present sample, our abundance results are quite insensitive to which CMD in this age range is used. Again, this is not surprising as the CMDs in this age range are very similar. This weak dependence is quantified in Figure 19 , in which the upper plot shows the small difference in abundance between the oldest and youngest CMDs in the acceptable age range for each GC (discussed in § 5.1). Nearly all elements change by ≤0.1 dex, and older CMD ages always give smaller abundances. The lower plot of Figure 19 demonstrates that the derived abundance ratios are even more robust. Since the change in the abundances of most elements tracks the change in Fe, the net difference in the abundance ratios is <0.05 dex in almost all cases.
RESULTS: CHEMICAL ABUNDANCES
We have measured abundances from the available clean lines of α−elements, Fe and Fe−peak elements, and neutron capture elements for each GC. Final abundances, the number of analyzed spectral lines, line-to-line scatter, and the age of the best-fitting isochrone are reported in Tables 5 through 9. All abundance ratios relative to Fe use the solar abundance distribution of Asplund et al. (2005) , with a solar logǫ(Fe)= 7.50. Abundance ratios of Sc II, Ti II, Y II, and Ba II are reported with respect to [Fe/H] II . Figures 20 through 24 show the M31 abundance ratios (green circles) compared to our Milky Way training set IL abundances (red squares). Error bars for IL abundances in Figures 20 through 24 correspond to the statistical error of the deviation in abundances from the N lines available for each species, as reported in Tables 5 through 9. Note that these errors are often larger for the Milky Way training set abundances, which is a result of the smaller luminosity sampling of these GCs (5-30 % of the total flux) and, in some cases, lower SNR spectra.
Iron and Ages
As in abundance analyses of individual stars, the first element we analyze is Fe because the large number of available transitions provide a wide variety of very useful diagnostics and consistency checks. As outlined in § 4.3, we first use the Fe lines to constrain our best CMDs. We find this sample of M31 GCs is old, with preferred ages >7 Gyrs, which is consistent with age estimates from previous photometric and low resolution spectroscopic work (Rich et al. 2005; Huchra et al. 1991) . We also find this sample of GCs spans a metallicity range of [Fe/H]∼ −0.9 to −2.2, which is within the range of [Fe/H] of Milky Way GCs system. Below, we briefly discuss the best age and [Fe/H] for the individual GCs in this sample.
We find the preferred range of CMD ages for G108 to be 10-15 Gyrs. We pick a best CMD age of 15 Gyrs for our final abundance determinations. For the best solutions we find negligible trends of Fe I abundance with EP and a slight correlation remaining with wavelength and reduced EW, as shown in Figure 9 . We note that the remaining correlation between Fe abundance and reduced EW suggests that the microturbulent velocity law we have applied is not perfect for every star in the syn- thetic CMD. However, while the correlation may still be present in the best solution, the overall trend in correlations over all CMDs is still very clear, and it is easy to select the most appropriate CMD. It is important to note that the scatter in microturbulence values around the relation we have adopted is at least ±0.2 km s −1 for studies of both dwarf and RGB stars in the Milky Way (e.g. Bensby et al. 2005; Fulbright et al. 2006) . We have experimented with adjusting the microturbulence law within this range, which could potentially reduce the Fe abundance standard deviation. However, as long as the dependence of Fe abundance on reduced EW is small, this will not significantly alter the mean Fe abundance. We have not been able to find a microturbulence law that improves the overall abundance solution (i.e. improves all five diagnostics discussed in § 4.3). A more detailed investigation of this issue is beyond the goals of this study. To preserve the self-consistency of our solutions between GCs, we do not alter the original microturbulent velocities of the best-fitting CMD. A detailed discussion of the small (<0.1 dex) systematic error between the IL spectra abundance analysis and that for individual stars is included in S. Cameron et al. (2009) . For the purposes of this work, we avoid systematic error issues by concentrating on relative comparisons between IL abundances determined in the same way for M31 and Milky Way GCs in our training set. To summarize our results, the final abundance solution for G108 is [Fe/H]= −0.94 ± 0.03, where the uncertainty is the standard error in the abundances from all Fe lines (σ/ √ N lines − 1). The preferred CMD age range for G315 is also 10-15 Gyrs. Four of the five diagnostics show best solutions at the oldest ages, therefore we use the 15 Gyr solution as our best CMD. The 15 Gyr solution for G315 has negligible trends of Fe I abundance with EP, wavelength, and reduced EW, which can be seen in Figure 10 . The final abundance for G315 is [Fe/H]= −1.17 ± 0.02.
As can be seen in Figures 11 and 16 , for G322 we find the EP correlation to be slightly stronger at the oldest ages, resulting in a slightly younger preferred age range of 7-13 Gyrs. We use a best CMD age of 13 Gyrs, and find a negligible correlation with wavelength and reduced EW, but a slight correlation between Fe abundance and EP for this solution. The final abundance is [Fe/H]= −1.14 ± 0.03.
G219 is the only GC in this sample which appears to be slightly younger than the others. Figure 18 shows that four out of five Fe line diagnostics are best for ages of 7-13 Gyrs. We pick a best CMD age of 10 Gyrs, which is in the middle of this preferred age range. Figure 12 shows that this best solution -the 10 Gyr CMD-still shows slight correlations of Fe abundance with EP and reduced EW. We find an [Fe/H]=−2.21 ± 0.03 for G219, which makes it one of the most metal-poor GCs in the Local Group confirmed by high resolution spectra to date.
The preferred CMD age for G351 is 10-15 Gyrs. We note that G351 has a larger Fe I standard deviation than any other GC in the sample for any solution, which can be seen in Figure 13 . We choose a best CMD age of 15 Gyrs, and note that this solution has small correlations of Fe abundance with EP and wavelength, as well as a fairly significant correlation with reduced EW. We find [Fe/H]= −1.33 ± 0.04.
Alpha Elements
As described in § 1, [α/Fe] abundance ratios are a valuable tool for studying the star formation history of a galaxy. α−elements are produced primarily in SNII that occur on timescales of 1-20 million years, which corresponds to the lifetimes of massive stars. While Fepeak elements are produced in both type Ia (SNIa) and SNII, the SNIa contribution dominates on timescales of Abundances for Ca I come from 7−9 clean lines per GC, with rms scatter about the mean of 0.1−0.2 dex, which is similar to the scatter in our Fe abundances. We measure 4−10 Ti I and Ti II lines per GC, with slightly higher line-to-line scatter that may be due to weak blends. We are able to confidently measure 1−3 Si I lines in three of the GCs; lines in G219 and G351 were too noisy or badly blended to use. The one Si I line we measure in G322 is partially blended. To estimate the effect of weak blends on the Si abundance from the EW, we have used the SYNTH routine from MOOG, which we have modified to synthesize IL spectra. We estimate that at most our EW abundance measurement is ∼0.1 dex too high after visual inspection of synthesized IL spectra of different abundances.
In Milky Way field stars, the [Mg/Fe] ratios behave similarly to Ca, Ti and Si. However, in Milky Way GCs, [Mg/Fe] shows inter-and intra-cluster abundance variations (see Gratton et al. 2004 ) with respect to other α−elements and star-to-star differences within individual GCs. ]= +0.36 ± 0.20, +0.50 ± 0.16, +0.40 ± 0.12, +0.44 ± 0.16, and +0.49 ± 0.13 for G108, G315, G322, G351 and G219, respectively, which is significantly and consistently enhanced relative to solar in all five M31 GCs. We can also calculate the mean ratio for the indi- vidual α−elements across the sample of GCs, and compare these values to similar means in our sample of Milky Way training set GCs. This comparison of abundances derived only with our IL spectra method avoids any potential sources of systematic error. The mean values for Ca, Ti, Si, and Mg are presented in Table 10 . In addition, we present the mean and deviation of all the [α/Fe] ratios including and excluding [Mg/Fe] . Table 10 shows that GCs in both the Milky Way and M31 have extremely consistent [α/Fe] ratios. GCs in both galaxies are also consistent with the Milky Way halo average α-enhancement of +0.35 (e.g. McWilliam 1997). The obvious implication of the [α/Fe] abundances in this small sample of M31 GCs is that M31 was (or its now-merged components were) dominated by enrichment by SNII when these GCs formed.
Aluminum
Al abundances have been used to put constraints on chemical evolution models of the Milky Way because Al enrichment is particularly sensitive to the details of SNII explosions (see Gehren et al. 2006 (Gratton et al. 2001) . Also, like Mg, Al exhibits interand intra-cluster variations, which we discuss further in § 6.2, suggesting that the influences on Al abundance are more complicated in GCs than in the field.
We have only been able to make one measurement of Al I in this first sample of M31 GCs. This measurement was made from the 3944Å Al I line in the metal-poor GC G219. We were able to make two independent measurements of this 3944Å line because it was present at the ends of two adjacent orders. Both measurements give a consistent result of [Al/Fe]= +0.09±0.05. However, we note that Al I abundances derived from the 3944Å resonance line can be problematic; McWilliam et al. (1995a) find that the line is significantly blended with CH lines in some giant stars, which causes derived abundances to be too high, and according to Baumueller & Gehren (1997) Al I abundances from this line will be underestimated by ∼0.6 dex due to non-LTE effects. Andrievsky et al. (2008) find that this correction may be even larger in metal-poor hot stars. We do not see evidence in the IL spectrum for contamination of the 3944Å line by significant CH blends. An appropriate non-LTE correction of +0.6 dex raises the abundance to [Al/Fe]= +0.69. This is higher than the [Al/Fe]∼0 halo average at an [Fe/H]=−2.2, but consistent with the significantly enhanced Al I found in some individual GC stars. This enhanced [Al/Fe] is also consistent with Al abundances we derive for three Milky Way GCs in our training set. Figure 20 . GC data is from references compiled in Carretta (2006) . A non-LTE correction of 0.6 dex has been added to G219 abundance.
The training set [Al/Fe] measurements provide much stronger evidence that the enhanced [Al/Fe] we measure in GC IL spectra is real because they are not measured from the potentially problematic 3944Å Al I feature. The training set [Al/Fe] (see Figure 21) were measured from the 6696/6698Å Al I doublet, which should not be contaminated by blends. In addition, Baumueller & Gehren (1997) find that non-LTE effects are much smaller for these lines. The 6696Å feature is not detectable in G219, even though we measure an abundance as high as [Al/Fe]= +0.7 with the non-LTE correction. We performed spectral synthesis tests to check that the lower limit of [Al/Fe]= +0.7 is consistent with a 6696Å line that would be too weak to detect in the IL spectra. We indeed find that an [Al/Fe]= +0.7 is not high enough for the feature to be seen after convolution with the velocity broadening of G219 because it results in a line depth of < 0.01% of the continuum level.
The 6696/6698Å features were also too weak in the other M31 GC spectra to get reliable abundance measurements from EWs, with the exception of G108, in which it unfortunately falls too near the end of an order for a good measurement to be made. The 3944Å line was saturated in all of the more metal-rich GCs.
Fe-peak Elements
Ni, Cr, Mn Co, Sc, and V abundances are interesting because their production generally tracks that of Fe, (e.g. Iwamoto et al. 1999) , resulting in [X/Fe]∼ 0. Therefore, deviations from [X/Fe]∼ 0 are particularly interesting because they imply special conditions may have been present, such as variations in the mass function of supernovae, variations of mixing of supernovae ejecta into the local ISM, metallicity dependent or explosion dependent supernova yields, or contributions from special types of supernovae (e.g. McWilliam 1997) .
Ni abundances in Milky Way field and GC stars generally follow the expected Fe-peak element trend of [Ni/Fe]= 0 at all metallicities. We are able to measure [Ni/Fe] in three M31 GCs, and find it to be consistent with the Milky Way abundance trend. Ni was measured from 3-6 Ni I lines in G108, G315, and G322. The three GCs have a mean <[Ni/Fe]>= +0.06 ± 0.14, which is essentially identical to the mean of the Milky Way training Tautvaišienė et al. (2004) , and set GCs, which have <[Ni/Fe]>= +0.05 ± 0.21.
In the most metal-poor cluster G219, all Ni I lines are too weak for EWs to be measured reliably. In G315 most Ni I lines are too weak or noisy for EW measurements, and the 7393Å line is blended with telluric absorption lines. We estimate from spectral synthesis tests of the noisy 6767Å line in G351, that [Ni/Fe]∼ −0.2. The spectral synthesis and spectrum are shown in Figure 26 , where the uncertainty in abundance due to the noisy continuum can be fully appreciated. (2006) for M15 and Fornax GCs). We are able to measure Cr I in the low-metallicity M31 cluster G219, and find [Cr/Fe]= −0.15, which is also consistent with the decreasing halo abundance trend below [Fe/H]∼ −2. Cr abundances were calculated from one Cr I line in G108, G322 and G351, two Cr I lines in G315, and seven Cr I lines in G219. Most other Cr I lines in the more metalrich GCs have EWs over 150 mÅ and were not analyzed. The Cr feature at 5409Å, which is the only Cr line we measure in G322 and G351, is partially blended with weak Ti I and Fe I lines, so that the EW abundance may be slightly high. We used spectral synthesis tests of the Ti I and Fe I blends around the 5409Å Cr I feature to estimate the effect of the blends on the derived Cr abundance. We find that the Cr I abundance derived with the original EW measurement may be approximately ∼0. Cescutti et al. 2008) . This demonstrates the importance of obtaining abundance ratios in a variety of environments for a full understanding of chemical evolution. Because Bergemann (2008) find that Mn abundances may be underestimated due to non-LTE effects over most of this metallicity range, we focus on a relative comparison of our abundances with others calculated under similar assumption of LTE.
We find that the Mn I abundances in the M31 GCs are consistent with our training set abundances and the Milky Way [Mn/Fe] abundance trend. Our abundances for Mn are measured from 3−4 Mn I lines in each the three most metal-rich GCs, G108, G315 and G322.
[Mn/Fe] is measured from the Mn I 6021Å line only in G351. We do not see evidence for blends that would change the result by more than ∼0.1 dex.
The mean [Sc/Fe] in Milky Way stars and GCs is approximately solar. We measure a mean [Sc/Fe]∼ 0 for GCs in M31, with a larger scatter between lines for individual GCs and between the five GCs (σ ∼ 0.2 dex) than we see for other, easier-to-measure Fe−peak elements (σ ∼ 0.1). We find a similar mean and scatter in our training set GC abundances. We measure abundances for 1−4 Sc II lines in each of the five GCs.
Co abundances in stars and GCs in the Milky Way track that of Fe for [Fe/H]> −2, so that over this range in metallicity the [Co/Fe]∼ 0. We measure Co I from three lines for the most metal-rich GC G108. Co I features in the other four GCs are too weak to measure reliably, with the exception of the feature at 4121Å, which we find to be significantly blended. The G108
[Co/Fe]= +0.32 ± 0.13 is in agreement with Milky Way training set abundances at this metallicity.
Milky Way stellar and GC V abundances typically track the abundance of Fe, resulting in [V/Fe]∼ 0. We measure a mean V abundance from G108, G315, and G322 of [V/Fe]= −0.02, which is consistent with our measurements of [V/Fe] in the Milky Way training set GCs. Abundances for G108 come from 3 V I lines, and abundances for G315 and G322 each come from the V I 6081Å line. These V I lines are all weak (EWs∼30-40 mÅ), but it appears unlikely that there are any blends that would cause misleading abundance measurements.
In summary, the Fe-peak element abundances in this sample of M31 GCs are similar to those measured in Milky Way GCs, and consistent with enrichment dominated by SNII.
Neutron Capture Elements
The relative abundances of neutron capture elements are important because they are particularly sensitive to the details of star formation, but also because the nucleosynthetic sources and yields of the rapid (r−process) and slow (s−process) neutron capture reactions remain uncertain (see Venn et al. 2004; McWilliam 1997) . In particular, the difference between the Ba and Y abundances for stars in the Milky Way and stars in nearby dwarf spheroidal galaxies provides strong evidence for differences between the star formation histories of large galaxies and their satellites (Shetrone et al. , 2003 Geisler et al. 2005) . Perhaps more interesting is that these abundance differences are at times inconsistent with simple nucleosynthetic explanations, and thus can provide new constraints on uncertain reaction sites (e.g. Venn et al. 2004) .
We are able to measure abundances for the strong lines of Ba II and Y II in some of the M31 GCs. Unfortunately, we are unable to measure abundances for weaker Eu II and La II lines due to the high velocity dispersions of this sample of GCs (see § 6. DISCUSSION Although this is only the first set in a larger sample of GCs from our M31 study, we already have several interesting results. First, in § 6.1 we discuss the chemical enrichment history of the present sample of M31 GCs and compare it to the Milky Way and dwarf galaxy GC systems. In § 6.2 and § 6.3 we discuss the implications of our measurements for both GC formation and evolution and IL abundance work at low resolution. In the final two sections we comment on constraints that can be put on horizontal branch morphology and reddening of unresolved GCs using high resolution IL spectra. Overall, these five M31 GCs are old and have chemical properties similar to those of most Milky Way GCs. All five GCs are enhanced in the α−elements Ca, Ti, and Si to the same extent as Milky Way GCs. Fe−peak element ratios are consistent with Milky Way abundance trends. These results are consistent with existing simple Galactic chemical enrichment scenarios (e.g. Tinsley 1979) , in so far as it suggests that the gas in both the Milky Way and M31 halos was dominated by enrichment by SNII when these GCs formed. The similar levels of α−enhancement in this small sample so far suggests that M31 and the Milky Way are likely to have had similar IMFs and star formation rates at early times. Since we do not see evidence for the low [α/Fe] observed in GCs in the LMC or the disrupting Sagittarius Dwarf Galaxy, it does not seem likely that any of these five GCs are associated with recent satellite accretion events.
Chemical History of M31 GCs

Variation of Light Elements
Variations in the abundances of light elements between individual stars within GCs have been observed in all GCs studied in detail since the phenomenon was discovered in the Milky Way GCs M3 and M13 by Cohen (1978) . Of the light elements, Mg and O are observed to be depleted in some GC stars, while Na and Al are overabundant. These abundance variations are related and have since been called the Na−O and Mg−Al anticorrelations (see Gratton et al. 2004) . Abundances varying in this way are predicted from high temperature (T > 10 7 ) C−N−O cycle H−burning (Denisenkov & Denisenkova 1990; Denissenkov et al. 1998) . While these reaction products can in principle be brought up to the stellar surfaces during "deep mixing" on the RGB, the observation of the abundance variations even in GC main sequence stars has suggested that they are instead the result of pollution by GC intermediate−mass AGB stars, for example, as discussed in Ventura & D'Antona (2008) , although this solution is not universally accepted (see modeling of NGC 6752 in Fenner et al. (2004) ).
Star-to-star Mg variations have been more difficult to measure than those of O, Al, and Na in many Milky Way GCs ). Sneden et al. (2004) ). The scatter in IL [Mg/Fe] between GCs tends to be high in both the Milky Way and M31, and does not appear to correlate with any property of the GCs. These factors suggest that it is difficult to predict an expected value of [Mg/Fe] in the IL spectra of a GC at this time.
AGB star pollution in GCs can also affect the abundance of [Al/Fe] . Abundances in some GC stars are observed to be as high [Al/Fe]> +1, significantly higher than the abundances seen in halo field stars. We determine an abundance for G219 of [Al/Fe]= +0.69 (see § 5.3), which is close to the high value of [Al/Fe]∼ 1 measured in some GC stars. Three of our training set Milky Way GCs have [Al/Fe]> +0.6, which was measured from the more reliable Al 6696Å line, so we believe that we are seeing evidence of the Mg−Al anticorrelation in IL measurements of [Al/Fe] in both the Milky Way and M31.
Unfortunately, we were unable to measure oxygen abundances in this sample of GCs. This was either due to blends with telluric absorption lines or because the lines were too weak to reliably measure from EWs with the reasonably high velocity dispersions of these GCs. Na lines were either too weak or very saturated. Future IL light abundances for GCs with smaller velocity dispersions should be more useful for investigating the Na−O anticorrelation.
Comparisons to Lick Indexes
Much progress has been made using low resolution Lick index systems to measure global properties of GC systems (see review by Brodie & Strader 2006) . Low resolution metallicities have helped establish the general trends in GC populations in other galaxies, and their importance for tracing galaxy formation and evolution. In this section, we compare previous measurements of Lick index metallicities for our sample of GCs in M31 with the goal of understanding where and why abundances from low and high resolution spectra may differ. The Lick system or similar methods are critical to studying extragalactic GCs because low resolution spectra analyses will always need to be applied to systems that are so distant that high resolution analyses are impossible.
In making these comparisons we caution that the definition of [Fe/H] is slightly ambiguous. Line index metallicities are typically calibrated to the Zinn & West (1984) [Fe/H] scale as established for Milky Way GCs 8 . This metallicity scale is advantageous because it covers the metallicity range spanned by Milky Way GCs and can be easily applied to distant objects, providing a consistent IL metallicity scale for both Milky Way and extragalactic GCs. However, by definition this scale is based on blends of lines from multiple elements. This limits the information that can be reliably determined for individual element abundances, including Fe. Another difficulty in these comparisons is that the calibration is based on the Milky Way GC system, which has a very consistent abundance pattern and HBR − [Fe/H] relation that is not necessarily the same in GCs in other galaxies. Since the calibration is based on spectral regions with blends of 8 The Zinn & West (1984) scale is based on the integrated photometric parameter Q 39 and measurements of absorption from Ca H and K, CN, Fe, and the Mgb region from low resolution integrated spectra and was calibrated to early high resolution abundance results.
several elements, it may be less accurate if targets don't have Milky Way-like abundance ratios.
"[Fe/H]"
Because of the ambiguities described above, the comparison of Lick index metallicities to the high resolution [Fe/H] determined in our analysis is interesting both when the abundances agree and when they disagree. Our IL [Fe/H] results for all five GCs are summarized in Table  11 , along with metallicity estimates in the literature.
A comparison of the high resolution [Fe/H] derived from our analysis and low resolution Lick index [Fe/H] estimates is shown in Figure 27 , plotted as a function of V magnitude for convenience. High resolution [Fe/H] are plotted as solid symbols and the line index measurements of Huchra et al. (1991) , Perrett et al. (2002) and Puzia et al. (2005) correspond to open squares, circles, and triangles, respectively. Figure 27 shows that the Lick index [Fe/H] estimates agree within the errors for the higher metallicity clusters G108, G315, and G322. However, bigger differences appear at the lowest metallicities; our measurement of [Fe/H]= −2.21 ± 0.03 for G219 is ∼ 0.2 − 0.4 dex lower than previous estimates, and our measurement of [Fe/H]= −1.33 ± 0.04 for G351 is ∼0.5 dex higher than low resolution results (see Table 11) .
Larger discrepancies at the lowest metallicities are expected for several reasons. First, line index strengths change little for [Fe/H]< −1.6, so calibrations to the Lick system at low metallicity are uncertain (e.g. see Puzia et al. 2002) . In the case of G219, a difference between [Fe/H]=−1.8 and [Fe/H]=−2.2 would be particularly difficult to detect at low resolution, emphasizing the importance of high resolution measurements at these lowest metallicity GCs. The discrepancy between the high resolution and Lick index abundance for G351 is a little more difficult to understand, especially since the CMD metallicity estimate of Rich et al. (2005) is similar to the Lick index result. This discrepancy stands out in our sample, however the difference is still within ∼1.3σ of the quoted error of Huchra et al. (1991) , and our own rms error for this cluster is slightly larger than for others in our sample. As a simple reality check, a visual comparison of the G351 spectrum and our other 4 GC spectra (see Figure 2) suggest that G219 is substantially more metal poor than G351, while line index measurements put both G351 and G219 at [Fe/H]∼ −1.8.
It is possible that the Lick index analysis is complicated by a combination of factors that include both lowmetallicity degeneracies and poor modeling of blue horizontal branches (see discussion of the effect of HB morphology on our results in § 6.4). We note G351 has been observed to have a bimodal horizontal branch (Rich et al. 2005) . We also note that G351 is one of the GCs we find to have depleted [Mg/Fe] , suggesting that abundance ratio calibration degeneracies may be a particular problem for this cluster in the sample.
[α/Fe]
Recent progress has been made in developing SSP IL spectra models with variable element ratios for comparison with Lick index absorption features (Thomas et al. 2003 ; Lee & Worthey 2005; Schiavon 2007 ). In particular, the models of Thomas et al. (2003) have made the [α/Fe] estimates of a portion of M31 GCs possible, including three of those studied here (Puzia et al. 2005) . In this case, [α/Fe] is determined from a comparison with models of Lick indexes with Fe−dominated and Mg−dominated absorption features. A significant result of the study of (Puzia et al. 2005 We note that, in addition to the degeneracy in the Lick indexes at low abundances, the effect of different [α/Fe] ratios in SSP modeling at low abundances is also very weak, further obscuring the resolution of the Lick index measurements at low abundances, as already discussed by Maraston et al. (2003) and Puzia et al. (2005) . It is likely that this is the cause of the remaining discrepancy in the [α/Fe] estimate from low resolution for G219.
While our present sample size of high resolution IL abundances in extragalactic GCs is still small, it already removes some of the discrepancies between M31 and Milky Way GCs from Lick indexes that have been discussed in the literature (Puzia et al. 2005; Beasley et al. 2005; Brodie & Strader 2006) . We find that for this sample of GCs the true [α/Fe] from Ca, Si, and Ti appear similar for the two galaxies, and that an accurate estimate of this value in GCs for interpretation of the chemical enrichment history of a galaxy must come from elements other than Mg due to the peculiarities of Mg abundances in GCs. Our results indicate that the unexpected, low [α/Fe] ratios in metal-poor GCs may be an artifact of the uncertainties in line index systems at low metallicities.
Horizontal Branch Morphology
In general, the position of a star on the HB is a function of metallicity; it is expected that metal-poor GCs will have bluer HB morphologies than GCs with higher abundances. The fact that a number of Milky Way GCs at the same metallicity are observed to have very different HB morphologies has led to the conclusion that at least one important "second−parameter" plays a role in HB morphology (see review by Gallart et al. 2005) . SSP models that reproduce the HBR−[Fe/H] relationship of the Milky Way are difficult to establish because HB morphology is sensitive to a variety of factors (e.g. mass loss, age, helium abundance, and others) (e.g. Lee et al. 1994; Recio-Blanco et al. 2006) . Universal SSP models will be even more difficult to establish if the HBR−[Fe/H] relationship is different in other galaxies. There is evidence that this might indeed be the case; observations of GCs in both M31 and Fornax suggest the HBR−[Fe/H] relationship is offset to lower metallicities than in Milky Way GCs (Rich et al. 2005; Smith et al. 1998) .
Low resolution studies have found it important to consider the effect of HB morphology on IL spectra of unresolved GCs because the presence of old, hot stars on the blue HB can mimic light from young main sequence stars, resulting in young or intermediate age determinations for GCs that are actually old (e.g. de Freitas Pacheco & Barbuy 1995; Beasley et al. 2002; Schiavon et al. 2004) . In the next section we discuss the effect of HB morphology on abundance and age determinations with our high resolution IL method.
Effect on Age and [Fe/H] Determinations
We have used our training set Milky Way GCs to perform tests to assess the effect of inaccurate proportions of red and blue HB stars on our results. The Teramo group has produced isochrones with two different values for mass loss during stellar post-main sequence evolution, a parameter which influences HB morphology. Of the two possible values, we have used isochrones with the less extreme mass loss parameter. This mass loss parameter produces very blue (B −V 0.1) HB stars for our 13 and 15 Gyr CMDs at [Fe/H] −1.8, but does not produce bimodal HBs, as is common in many intermediate metallicity GCs. Because we are using the less extreme mass loss parameter, the fear is that the HB may not be as blue as appropriate in some cases.
To test the effect of this potential error, we have added blue HB stars by hand into our synthetic CMDs to ascertain the consequences of underpredicting the number of blue HB stars with our choice of isochrones. In these tests we conserve the total number of stars and total flux of the HB. We find that even though blue HB stars can contribute 10 − 15% of the total flux of the population at wavelengths below 5000Å, most of the Fe I lines are found over the range 4500-7000Å, which is not as strongly influenced by the blue HB stars. Empirically, the addition of these stars into the CMD changes the derived Fe I abundances by < +0.05 dex. This is not unexpected, because MB08 showed that the Fe I EW strengths are dominated (∼ 80%) by the luminous, cooler stars on the RGB, AGB and red HB, with little effect from hot turn off or hot blue straggler stars, particularly at redder wavelengths.
As an example of an extreme test case, we replaced all of the red HB stars with the same number of blue HB stars in the 10 Gyr best-fitting CMD for G219. We know from the HST CMDs of Rich et al. (2005) that G219 has both red HB stars and a large number of blue HB stars that are not entirely represented in the best-fitting CMD. Using this extreme CMD, we find that the Fe I abundance changes by <0.05 dex, the scatter in the Fe abundances increases, and the correlations of Fe abundance with EP, wavelength, and reduced EW get larger. From this extreme example, it is clear that not only do blue HB stars have little impact on the Fe I solution, but that accurate modeling of the red HB results in a much more self-consistent solution from all of the Fe I lines. Therefore, we can expect that having roughly the correct number of red HB stars in the synthetic CMDs will be more important for our abundance determinations than the correct number of blue HB stars. Given the small effect of blue HB stars on Fe I abundances, and given that our analysis only constrains the CMD age for old GCs to a 5 Gyr age range, we find that the accuracy of the blue HB morphology has a no significant (or even detectable) impact on our results. We conclude that the ages and metallicities that we derive for old GCs with our abundance analysis method will not be significantly affected by synthetic CMDs that have inaccurate blue HB morphologies.
As a further consistency check, we can look for qualitative information about the temperature distribution of the preferred CMD solutions in the Fe abundance vs. EP plots discussed in § 4.3. A symptom of too few hot, blue HB stars in the isochrone compared to the real GC would be increasing Fe abundances for lines with larger EP. For G108, G315, and G322 we find no significant trend in Fe abundance with EP, which implies that the distribution of stellar temperatures in the CMD solutions for these GCs are very accurate.
For G219 we find decreasing Fe abundances with increasing EP, which suggests in this case that we actually do have too many hot stars in the isochrone for this metal-poor GC. However, we also find higher Fe abundances at larger reduced EWs, which implies that we may have too many dwarf (low microturbulent velocity) stars in the isochrone being used in the analysis. Since the dwarf stars have higher temperatures than the giant stars, for G219 the excess of hot dwarf stars may cause the observed trends. Note that the dependence of Fe abundance on reduced EW may be associated with a small error in the microturbulence for some stars, as discussed in § 5.1. However, the mean Fe solution is not strongly affected by these weak trends, and so we do not pursue this issue further.
The only GC in the sample that shows the symptom of not enough hot stars in the Fe abundance vs. EP plot is G351, although it also shows the largest positive dependence of Fe abundance on reduced EW. The diagnostics suggest that there are both too many dwarf stars and not enough hot stars in the best CMD for G351. Also, the standard deviation for [Fe/H] is larger than for the other four GCs. While the solution for this cluster shows somewhat less self-consistency than for the other 4 clusters from the diagnostics discussed above, we emphasize Rich et al. (2005) that the overall scatter in the solution is still quite small, suggesting that our solution has not been dramatically affected by unavoidable problems (e.g. interloping stars or internal age or abundance variations) and that the statistical uncertainty is a meaningful estimate of the overall accuracy of the analysis. Moreover, any difficulties are not likely to be due to the HB morphology.
Consistency with Photometry
We are fortunate that the details of GC HB morphology do not have a large effect on the abundances or ages derived from high resolution IL spectra using this method. However, we can see the effect of HB stars on the temperature sensitive Balmer lines. We are still testing a method to constrain the HB morphology of unresolved GCs using the Balmer lines in high resolution IL spectra (J. Colucci et al. 2009, in preparation) . For the purposes of this work, we simply check for qualitative consistency of the Balmer line profiles in the IL spectra with the HST CMDs of Rich et al. (2005) . HBR ratios from Rich et al. (2005) for G108, G322, G351, and G219 are listed in Table 1 , where a value of zero would correspond to a GC with a strongly red HB, and a value of unity would correspond to a GC with a strongly blue HB. From the IL spectra in the region of Hδ, shown in Figure 29 , it is clear that G219 and G351 have more prominent Balmer line wings, and thus a larger contribution of flux from hot stars than G108, consistent with expectations. Rich et al. (2005) measure an HBR−[Fe/H] relation from HST CMDs for 18 M31 GCs that is offset to lower metallicities than the HBR−[Fe/H] relation in Milky Way GCs. One explanation proposed is that the most metal-poor M31 GCs are ∼ 1 − 2 Gyr younger than similar GCs in the Milky Way. We note that our lower preferred CMD age range for G219 is consistent with this, although we are unable to put strong constraints on absolute age.
6.5. Reddening Constraints from Broadband B − V Colors In principle, an interesting additional constraint on our potential CMD solutions can be derived by comparing total broadband (B − V ) 0 colors with existing photometry. This comparison could help us eliminate potential CMD solutions where the integrated colors of the CMDs are inconsistent with the photometry (see MB08). In practice, however, we find that reddening estimates for GCs in M31 are too uncertain to provide constraints on CMDs of the GCs discussed here. Rather, our abundance anal- Galleti et al. (2004) , with an arrow and dotted line to show the E(B −V ) correction due to Galactic reddening of Schlegel et al. (1998) . (B − V ) 0 calculated with reddening and metallicity of Fan et al. (2008) (F08) and Rich et al. (2005) (R05) are plotted as open squares and triangles, respectively. ysis constrains the CMD with enough fidelity that we can actually put some limits on the reddening for these individual M31 GCs. We note that GCs have previously been used in this way to probe reddening in galaxies (e.g. Barmby et al. 2000) .
The colors for our synthetic CMDs using Teramo isochrones are shown in Figures 30 through 34 . The broadband (B − V ) 0 colors calculated from our synthetic CMDs are plotted against the [Fe/H] adopted in the Teramo isochrones for each GC. The trend of (B − V ) 0 with [Fe/H] for constant age is emphasized by the solid colored lines. Black points correspond to the CMD and [Fe/H] solutions for each age described in § 4.3 for each GC. The black solid line in each figure corresponds to the observed B−V color for the GC from the Revised Bologna Catalog (Galleti et al. 2004) . Black arrows show the minimum reddening for the M31 line-of-sight of E(B − V ) = 0.06, which is due to Galactic extinction alone (Schlegel et al. 1998) .
For each individual GC we show the recent reddening determination by Fan et al. (2008) , who have derived these from correlations between optical and infrared colors and metallicity using a large set of M31 GC low resolution spectroscopic abundances. The (B − V ) 0 calculated with the reddenings of Fan et al. (2008) are plotted as open squares, using the low resolution spectroscopic [Fe/H] solutions for the x-axis location. For G108, G322, G351 and G219 we also show the reddening adopted by the deep HST study of Rich et al. (2005) , which is an average of several previous measurements. Reddenings of Rich et al. (2005) are plotted as open triangles at the [Fe/H] determined from their HST CMDs.
For each GC we can place an upper limit on the reddening that is consistent with the preferred CMDs for each GC discussed in § 5.1. This limit is calculated using the (B − V ) 0 color of the youngest CMD in the preferred age range and the B −V color from Galleti et al. (2004) . The limits are listed in Table 12 with the values of Fan et al. (2008) and Rich et al. (2005) for comparison. We note that synthetic CMDs created with the Teramo isochrones that employ a higher mass loss rate than those used here, and thus have bluer HBs overall, would result in slightly lower predicted (B − V ) 0 . For the ages relevant here, the effect HB morphology is at most ∆(B − V ) 0 ∼ −0.03, and an indication of the uncertainty in our reddening limit.
In general, we find that our preferred CMDs and the reddenings they imply agree best with the [Fe/H] and reddenings of Rich et al. (2005) , rather than with the reddenings inferred from low resolution spectroscopic metallicities. For G108, G322 and G351 the E(B−V ) derived by Fan et al. (2008) are higher than those adopted by Rich et al. (2005) , but it is clear from Figures 30 through 34 that they are still consistent with an old (>10 Gyr) population at the metallicities applied by Fan et al. (2008) .
Although G219 has been verified to be ∼10 Gyr or older by HST photometry, by low resolution spectral line indexes, and by high resolution spectra abundances in this work, it has B − V colors substantially too blue for this age. This inconsistency has been noted in the Bologna catalog. In Table 12 we list the Galactic E(B − V ) = 0.06 as the only reliable constraint. We also note that the difference between the observed and predicted B − V for G219 is too large to be explained by a deficit of blue HB stars in the synthetic CMD alone, but may be reduced with some contribution from relatively rare, but luminous, post-AGB or UV-bright stars (see Moehler 2001) .
For G351, the B − V of the 10 Gyr CMD is consistent with E(B − V ) = 0.0, lower than the Galactic E(B − V ) = 0.06, which we again list as the most reliable constraint in Table 12 . This difference in color may be at least partially explained by missing blue HB stars in the synthetic CMD as compared to the observed HST CMD in Rich et al. (2005) .
G315 is the only GC discussed here for which there are no HST constraints available. We find an E(B − V ) ≤ 0.08 is consistent with our analysis. The larger value determined by Fan et al. (2008) is hard to understand because their derived reddening implies a (B − V ) 0 that is inconsistent with an old population, even though the high and low resolution [Fe/H] are very similar. It is possible that the discrepancy can arise from inaccurate photometry used by Fan et al. (2008) to determine the E(B − V ).
SUMMARY
We have applied a new method for detailed abundance analysis of high SNR, high resolution IL spectra of unresolved GCs to a sample of five GCs in M31. From over 60-100 resolved spectral lines in each cluster we have derived abundances from EWs for Mg, Al, Si, Ca, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Y and Ba. We have used our abundance analysis to put independent constraints on the ages and reddening of these M31 GCs, and used the high resolution IL spectra to measure velocity dispersions to high precision.
We find these 5 M31 GCs to be similar to the Milky Way GCs system in several respects. First, they are >10 Gyrs old, and span a range in [Fe/H] of −2.2 to −0.9. Second, their Ca, Si, and Ti abundances are enhanced to similar levels as Milky Way GCs, and suggesting that the gas reservoirs from which they formed were dominated by products of SNII at the time of their formation. Finally, the Fe−peak and the neutron capture abundance ratios studied here also follow Milky Way abundance trends.
We have confirmed that light element abundance variations between stars within GCs can effect abundances derived from high resolution IL spectra for Mg and possibly Al. We suggest that part of the large scatter in [α/Fe] measurements of extragalactic GCs using low resolution line indexes may be due to the effects of Mg−dominated absorption features on line indexes.
We have demonstrated that a significant number of quantitative constraints on galaxy and GC formation and evolution can be made for unresolved GCs using this new abundance analysis technique. We have shown for the first time that abundance ratios fundamental to understanding galaxy formation can be obtained for other nearby, massive galaxies. While we have intentionally targeted "typical" GCs for this first sample in M31, a larger selection of GCs is crucial for a complete picture of the GC system and formation history of M31. Future work is needed to investigate other possible differences in the M31 GC system compared to the Milky Way, i.e. young GCs, high metallicity disk GCs, and enhanced nitrogen abundances. 
