Abstract: An algorithm for the numerical solution of the real discrete-time non-negative definite Lyapunov equation is discussed. An improved rank 2 updating formula is proposed for the Cholesky factor that arises during the numerical solution.
Introduction
The real, discrete-time, convergent, non-negative definite Lyapunov equation is of the form
ATxA -X = -BTB
where A is an n by n convergent matrix, so that the eigenvalues satisfy [?~i [ < 1, and B is an m by n matrix. In this case X is non-negative definite and hence possesses a Cholesky factorization
where V is upper triangular. The aim of the method to be discussed here is to determine the Cholesky factor V, without forming BTB and without first solving for X, this aim being motivated by considerations of numerical stability. The method is an extension of the Bartels-Stewart method [1] , first described by Hammarling [4] for both the continuous and discrete-time cases. An improved algorithm is given here for the real discrete-time case, that also corrects one of the formulae in the original algorithm ~. This version, together with the algorithm for the continuous case, has been 1 Equation (10.22) in [4] .
Solution of the Lyapunov equation
Let the Schur factorization of A be
where Q is orthogonal and S is block upper triangular, with one by one and two by two diagonal blocks, each two by two block corresponding to a complex conjugate pair of eigenvalues of A. Then equation (1) can be transformed to the form
where U is the Cholesky factor of )( = QTxQ and R is the Cholesky factor of QT(BTB)Q. Note that we can obtain R from a QR factorization of BQ and similarly, once U has been found, V can be obtained from a QR factorization of UQ T.
If we partition S, U and R conformally as where sl~ is either a scalar, or a two by two matrix, then equation (4) leads to the equations By considering the Cholesky factorization of RTR~ +yyV we see that we can take /} to be upper triangular. When s,a is a one by one block so that S~l = )t~ then, with some algebraic manipulation, the equations simplify to 
a straightforward rank 1 update of the Cholesky factor R v When s~ is a two by two matrix then, in principle, we have the same situation for equations (5) and (6), but we have to take care of some tricky numerical details, to ensure numerical stability, in solving for the two by two matrix u~ and the two column matrix u, including the case where uj~ is singular, and these details are discussed in Hammarling [4] . In the next section we show how to obtain R as a rank 2 update to R~, in an analogous manner to the above rank 1 case.
The rank 2 update
Firstly we note that equation (4) The second of these equations implies that u = ptnu~ ~ and hence, using the first, we get
uu T-ptuu n ua~ t~p =ppT
and thus the third equation gives
so that z -y is the required rank 2 update for R~. In practice, in place of equation (13), we perform the equivalent QR factorization
yY and from equation (5) we can see that aTa + flxfl = I, sO that ~Tr = I.
We use this form of the QR factorization because, when ull is singular, we can still define a and fl (see Hammarling [4] , sections 6 and 10) and, for these, equation (3) and the important identity uuT= ppT are still true. Having found v we then, of course, obtain the Cholesky factor R from the QR factorization of equation (11), where now yX contains two rows.
Conclusion
We have looked at the numerical solution of the real, discrete-time, convergent, non-negative definite Lyapunov equation, concentrating particularly on the case where the Schur factor of A has a two by two block, corresponding to a complex conjugate pair of eigenvalues of A. The algorithm discussed here, together with the continuous analogue, has been successfully implemented in the SLICOT control engineering library [6] , and used in applications such as balanced state-space realization [5, 2] .
