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ВСТУП 
Дисципліна “Промислові комп’ютерні мережі” належить до циклу 
професійної та практичної підготовки бакалаврів спеціалістів і магістрів. 
Сучасне виробництво потребує одночасного збору і обробки великої 
кількісті інформації. Цю складну задачу можна вирішити шляхом побудуви 
структурованої і налагодженої комп’ютерної мережі, що обєднає і узгоджує 
роботу всіх локальних і глобальний мереж. 
Лекційний курс “Промислові комп’ютерні мережі” спрямований: 
навчити основних понятть і принципів побудови комп’ютерних мереж; 
показати повну узагальнену структуру промислових комп’ютерних мереж; 
ознайомити з протоколами обміну інформації на всіх структурних рівнях; 
методами доступу до середовища передачі інформації; методи кодування і 
декодування данних; керування потоками данних та ін.. 
Додатковою перевагою впровадження лекційного курсу у програму 
підготовки за напрямком підготовки 6.050202 «Автоматизації та 
комп’ютерно-інтегровані технології» є те, що викладені у конспекті лекцій 
“Промислові комп’ютерні мережі” принципи є всезагальними і можуть бути 
використані для побудови комп’ютерних мереж будь-якого призначення. 
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1. Основні поняття 
 
Комп'ютерною мережею називають сукупність вузлів (комп'ютерів, 
терміналів, периферійних пристроїв), що мають можливість інформаційної 
взаємодії один з одним за допомогою спеціального комунікаційного 
устаткування і програмного забезпечення. Розміри мереж варіюються в 
широких межах – від пари з'єднаних між собою комп'ютерів, що розміщені 
на сусідніх столах, до мільйонів комп'ютерів, розкиданих по всьому світі 
(частина їх може знаходитися і на космічних об'єктах). Загальноприйнятим є 
розподіл мереж на категорії за широтою охоплення  прийнятий розподіл 
мереж на трохи, категорій. Локальні обчислювальні мережі, ЛОМ або LAN 
(Local–Area Network), дозволяють підключати комп'ютери, розташовані в 
обмеженому просторі. Для локальних мереж, як правило, прокладається 
спеціалізована кабельна система, і місцезнаходження можливих точок 
підключення абонентів обмежене цією кабельною системою. Іноді в 
локальних мережах використовують і бездротовий зв'язок (wireless), але і при 
цьому можливості переміщення абонентів сильно обмежені. Локальні мережі 
можна поєднувати в більш великомасштабні структури – CAN (Campus–Area 
Network – кампусна (територіальна) мережа, що об'єднує локальні мережі 
близько розташованих будівель), MAN (Metropolitan–Area Network – міська 
мережа (або мережа мегаполісів)), WAN (Wide–Area Network – 
широкомасштабна мережа), GAN (Global–Area Network – глобальна мережа). 
Мережею мереж у наш час називають глобальну – Інтернет. Для більших 
мереж також впроваджуються спеціальні провідні чи безпровідні лінії зв'язку 
або використовується інфраструктура існуючих публічних засобів зв'язку. В 
останньому випадку абоненти можуть підключатися до мережі у відносно 
довільних місцях (точках), охоплених мережею телефонії, ISDN або 
кабельного телебачення. 
Поняття інтранет (intranet) позначає внутрішню мережу організації, де 
важливі два моменти: 1) ізоляція – захист внутрішньої мережі від зовнішньої 
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(Інтернет); 2) використання мережного протоколу IP і Web–технологій 
(прикладного протоколу HTTP). В апаратному аспекті застосування 
технології інтранет означає, що всі абоненти мережі обмінюються даними 
переважно з одним або декількома серверами, на яких зосереджені основні 
інформаційні ресурси підприємства. 
У мережах застосовуються різні мережеві технології, з яких у 
локальних найбільш поширені Ethernet, Token Ring, 100VG–AnyLAN, 
ARCnet, FDDI, що розглянуті далі. У глобальних мережах застосовуються 
інші технології. Кожній технології відповідають свої типи устаткування. 
Устаткування мереж підрозділяється на активне – інтерфейсні карти 
комп'ютерів, повторювачі, концентратори і т.п. і пасивне – кабелі, сполучні 
рознімання, комутаційні панелі і т.п. Крім того, є допоміжне устаткування – 
пристрій безперебійного живлення, кондиціонування повітря й аксесуари – 
монтажні стійки, шафи, кабелі різного виду. З точки зору фізики, активне 
устаткування – це пристрої, яким необхідна подача енергії для генерації 
сигналів, пасивне ж устаткування подачі енергії не вимагає. 
Устаткування комп'ютерних мереж розподіляється на кінцеві системи 
(пристрої), що є джерелами та/або споживачами інформації, і проміжні 
системи, що забезпечують проходження інформації з мережі. До кінцевих 
систем, ES (End Systems), відносяться комп'ютери, термінали, мережеві 
принтери, факси-машини, касові апарати, зчитувачі штрихів-кодів, засоби 
голосового і відеозв'язку та будь-які інші периферійні пристрої, подані тому 
або іншому мережному інтерфейсові. До проміжних систем, IS (Intermediate 
Systems), відносяться концентратори (повторювачі, мости, комутатори), 
маршрутизатори, модеми та інші телекомунікаційні пристрої, а також їхня 
з'єднуюча кабельна та/або бездротова інфраструктура. 
Дією, «корисною» для користувачів, є обмін інформацією між 
кінцевими пристроями. Потік інформації, переданий по мережі, називають 
мережним трафіком. Трафік крім корисної інформації включає і службову її 
частину – неминучі накладні витрати на організацію взаємодії вузлів мережі. 
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Пропускна здатність ліній зв'язку, називана також смугою пропускання 
(bandwidth) – кількість інформації, що проходить по лінії за одиницю часу. 
Виміряється в біт/с (bps – bit per second), кбіт/с (kbps), Мбіт/с (Mbps), Гбіт/с 
(Gbps), Тбіт/с (Tbps)…Тут, як правило, приставки кіло–, мега–, гіга–, тера– 
мають десяткове значення (103, 106, 109, 1012), а не двійкове (210, 220, 230, 240). 
До активного комунікаційного устаткування застосовне поняття 
продуктивність, причому в двох різних аспектах. Крім «валової» кількості 
неструктурованої інформації, що пропускається устаткуванням за одиницю 
часу (біт/с), цікавляться і швидкістю обробки пакетів (pps – packets per 
second), кадрів (fps – frames per second) або ланок (cps – cells per second). 
Природно, що при цьому обмовляється і розмір структур (пакетів, кадрів, 
ланок), для яких вимірюється швидкість обробки. В ідеалі продуктивність 
комунікаційного устаткування повинна бути настільки висока, щоб 
забезпечувати обробку інформації, що приходить на всі інтерфейси (порти) 
на їхній повній швидкості (wire speed). 
Для організації обміну інформацією повинен бути розроблений 
комплекс програмних і апаратних засобів, розподілених по різних пристроях 
мережі. Спочатку розробники і постачальники мережних засобів намагалися 
йти кожний своїм шляхом, вирішуючи весь комплекс завдань за допомогою 
власного набору протоколів, програм і апаратури. Однак розв’язки різних 
постачальників виявлялися несумісними один з одним, що викликало масу 
незручностей для користувачів, яких по різних причинах не задовольняв 
набір можливостей, наданих тільки одним з постачальників. В міру розвитку 
техніки і розширення асортименту наданих сервісів виникла необхідність 
декомпозиції мережної задачі – розбити її на декілька взаємозалежних 
підзадач з визначенням правил взаємодії між ними. Розбивка задачі і 
стандартизація протоколів дозволяє брати участь у розв’язанні великої 
кількості сторін – розробників програмних і апаратних засобів, виробників 
комунікаційного та допоміжного (наприклад, тестового) устаткування й 
інсталяторів, що доносять усі ці здобутки прогресу до кінцевих споживачів. 
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Застосування відкритих технологій і відповідність загальноприйнятим 
стандартам дозволяє уникати ефекту вавилонського стовпотворіння. 
Звичайно, у якийсь момент стандарт стає гальмом розвитку, але хтось робить 
прорив, і його нова фірмова технологія згодом виливається в новий стандарт. 
У цьому розділі будуть визначені основні поняття, необхідні для опису 
конкретних мережевих технологій і типів активного устаткування. 
 
1.1. Базова модель взаємодії відкритих систем OSI 
 
Для опису способів комунікації між мережевими пристроями 
організацією ISO була розроблена модель взаємозв'язку відкритих систем 
ВВС – OS1 (Open System Interconnection). Вона заснована на рівневих 
протоколах, що дозволяє забезпечити: 
 логічну декомпозицію складної мережі на доступні для огляду 
частини – рівні; 
 стандартні інтерфейси між мережевими функціями; 
 симетрію відносно функцій, реалізованих у кожнім вузлі 
(аналогічність функцій одного рівня в кожнім вузлі мережі); 
 загальна мова для взаєморозуміння розробників різних частин 
мережі. 
Функції будь-якого вузла мережі розбиваються на рівні, для кінцевих 
систем їх сім (мал. 1.1). Усередині кожного вузла взаємодія між рівнями йде 
по вертикалі. Сполучення між двома вузлами логічно відбувається по 
горизонталі – між відповідними рівнями. Реально ж через відсутність 
безпосередніх горизонтальних зв'язків відбувається спуск до нижнього рівня 
в джерелі, зв'язок через фізичне середовище і підйом до відповідного рівня в 
приймачі інформації. У проміжних пристроях підйом йде до того рівня, що 
доступний «інтелектові» пристрою, – так, наприклад, існують комутатори 
другого і третього рівнів, функції яких будуть пояснені далі. Кожен рівень 
забезпечує свій набір сервісних функцій (сервісів), «прикладна цінність» 
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яких зростає з підвищенням рівня. Рівень, з якого посилається запит, і 
симетричний йому рівень у відповідній системі формують свої блоки даних. 
Дані забезпечуються службовою інформацією (заголовком) даного рівня і 
спускаються на рівень нижче, користуючись сервісами відповідного рівня. 
На цьому рівні до отриманої інформації також приєднується службова 
інформація, і так відбувається спуск до найнижчого рівня, що 
супроводжується «обростанням» заголовків. Нарешті, по нижньому рівню 
вся ця конструкція досягає одержувача, де по мірі підйому на гору 
звільняється від службової інформації відповідного рівня. В результаті 
повідомлення, надіслане джерелом, у «чистому вигляді» досягає 
відповідного рівня системи-одержувача, незалежно від тих «пригод», що з 
ним відбувалися під час подорожі мережею. Службова інформація керує 
процесом передачі і служить для контролю його успішності і вірогідності. У 
випадку виникнення проблем може бути здійснена спроба їхнього 
залагодження на тім рівні, де вони виявлені. Якщо рівень не може вирішити 
проблему, він повідомляє про неї на вищий викликаний рівень. 
Сервіси передачі даних можуть бути гарантованими (reliable – 
надійними) і негарантованими (unreliable – ненадійними). Гарантований 
сервіс на виклик відповість повідомленням про успішність (по відгуку 
одержувача) або неуспішності операції. Негарантований сервіс повідомить 
тільки про виконання операції (він звільнився), а чи дійшли дані до 
одержувача, при цьому невідомо. Контроль вірогідності й обробка помилок 
може виконуватися на різних рівнях і ініціювати повтор передачі блоку. Як 
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правило, чим нижче рівень, на якому контролюються помилки, тим швидше 
вони обробляються. 
Стандарти на різні технології і протоколи, як правило, охоплюють один 
або кілька суміжних рівнів. Комплекти протоколів декількох суміжних рівнів, 
що користуються сервісами один одного (зверху вниз), називають 
протокольними стеками (protocol stack). Приклад протокольного стека, 
широко використовуваного в сучасних мережах, – TCP/IP, що буде 
розглянутий нижче. 
Рівні моделі OSI розглянемо зверху вниз. 
7. Прикладний рівень (application layer) – вищий рівень моделі, що 
забезпечує користувацькій прикладній програмі доступ до мережних 
ресурсів. Приклади задач рівня: передача файлів, електронна пошта, 
керування мережею. Приклади протоколів прикладного рівня: 
 FTAM (File Transfer, Access and Management) – дистанційне 
маніпулювання файлами. 
 FTP (File Transfer Protocol) – пересилання файлів. 
 X.400 – передача повідомлень і сервіс електронної пошти. 
 CMIP (Common Management Information Protocol) – керування 
мережею в стандарті ISO. 
 SNMP (Simple Network Management Protocol) – керування мережею 
не в стандарті ISO. 
 Telnet – емуляція термінала і дистанційна реєстрація (remote login). 
6. Рівень представлення даних (presentation layer) забезпечує 
перетворення кодів (наприклад, побайтне перекодування з KOI8–P у 
Windows 1251), форматів файлів, стиск і розпакування, шифрування і 
дешифрування даних. Приклад протоколу – SSL (Secure Socket Layer), що 
забезпечує конфіденційність передачі даних у стеці TCP/IP. 
5. Сеансовий рівень (session layer) забезпечує ініціацію і завершення 
сеансу – діалогу між пристроями, синхронізацію і послідовність пакетів у 
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мережному діалозі, надійність з'єднання до кінця сеансу (обробку помилок, 
повторні передачі). Приклади протоколів сеансового рівня: 
 NetBIOS (Network Basic Input/Output System) – іменування вузлів, 
негарантована доставка коротких повідомлень без установлення з'єднань, 
встановлення віртуальних з'єднань і гарантована доставка повідомлень, 
загальне керування. Протокол поширюється ще і на 6-й і 7-й рівні, різні 
реалізації можуть не бути сумісними з оригінальною розробкою IBM. 
 NetBEUI (Network Basic Extended User Interface) – реалізація і 
розширення NetBIOS фірмою Microsoft. 
4. Транспортний рівень (transport layer) відповідає за передачу даних 
від джерела до одержувача з рівнем якості (пропускна здатність, затримка 
проходження, рівень вірогідності), викликаним сеансовим рівнем. Якщо 
блоки даних, передані із сеансового рівня, більше припустимого розміру 
пакета для даної мережі, вони розбиваються на кілька нумерованих пакетів. 
На цьому рівні визначаються шляхи передачі, що для сусідніх пакетів 
можуть бути різними. На приймаючій стороні пакети збираються й у 
належній послідовності передаються на сеансовий рівень (у великий мережі, 
що маршрутизуєтся, пакети можуть досягати приймача не в тому порядку, у 
якому передавалися, і  через це можуть дублюватися і губитися). 
Транспортний рівень є прикордонним і сполучним між верхніми рівнями, 
що сильно залежать від додатків, і нижніми (subnet layers – рівні, що 
розташовані нижче транспортного), прив'язаними до конкретної мережі. 
Щодо цієї границі і визначаються IS – проміжні системи, що забезпечують 
передачу пакетів між джерелом і одержувачем, використовуючи нижні рівні, 
і ES – кінцеві системи, що працюють на верхніх рівнях. 
Нижні рівні можуть забезпечувати або не забезпечувати надійну 
передачу, при якій одержувачеві надається безпомилковий пакет або 
відправник одержує повідомлення про неможливість передачі. 
Сервіс нижніх рівнів може бути орієнтований на встановлення 
з'єднання (connection oriented). При цьому на початку зв'язку встановлюється 
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з'єднання між джерелом і приймачем, і передача може йти без нумерації 
пакетів, оскільки кожен з них йде за попередником тим же шляхом. По 
закінченні передачі з'єднання розривається. Зв'язок без установлення 
з'єднання (connectionless) вимагає нумерації пакетів, оскільки вони можуть 
губитися, повторюватися, приходити не один по одному. 
Протоколи транспортного рівня залежать від сервісу нижніх рівнів: 
 TP0...TP4 (Transport Protocol Class 0...4) – класи протоколів моделі 
OSI, орієнтовані на різні види сервісу нижніх рівнів. 
 TCP (Transmission Control Protocol) – протокол передачі даних із 
установленням з'єднання. 
 UDP (User Datagramm Protocol) – протокол передачі даних без 
установлення з'єднання. 
 SPX (Sequenced Packet Exchange) – протокол передачі даних Novell 
NetWare із установленням з'єднання. 
3. Мережний рівень (network layer) форматує дані транспортного рівня 
і постачає їх інформацією, що необхідна для маршрутизації (визначення 
шляху до одержувача). Рівень відповідає за адресацію (трансляцію фізичних і 
мережних адрес, забезпечення міжмережевої взаємодії); пошук шляху від 
джерела до одержувача або між двома проміжними пристроями; 
встановлення й обслуговування логічного зв'язку між вузлами для 
встановлення зв'язку як орієнтованого, так і не орієнтованого на з'єднання. 
Форматування даних здійснюється відповідно до комунікаційної технології 
(локальні мережі, глобальні мережі). Приклади протоколів мережного рівня: 
 ARP (Address Resolution Protocol) – взаємне перетворення апаратних 
і мережних адрес. 
 IP (Internet Protocol) – протокол доставки дейтаграм, основа стека 
TCP/IP. 
 IPX (Internetwork Packet Exchange) – базовий протокол NetWare, 
відповідальний за адресацію і маршрутизацію пакетів, що забезпечує сервіс 
для SPX. 
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2. Канальний рівень (data link layer), називаний також рівнем ланки 
даних. Забезпечує формування фреймів (frames) – кадрів, переданих через 
фізичний рівень, контроль помилок і керування потоком даних (data flow 
control). Канальний рівень необхідний для приховування від вищі рівні 
подробиць технічної реалізації мережі (для локальних мереж, наприклад, 
мережний рівень не «побачить» розбіжностей між Ethernet, Token Ring, 
ARCnet, FDDI). 
IEEE у своїй мережевій моделі 802 впровадив додатковий розподіл 
канального рівня на 2 підрівня (sublayers): 
 Підрівень LLC (Logical–Link Control – керування логічним зв'язком) 
є стандартним (IEEE 802.2) інтерфейсом з мережним рівнем, незалежним від 
мережної технології. 
 Підрівень MAC (Media Access Control – керування доступом до 
середовища) здійснює доступ до рівня фізичного кодування і передачі 
сигналів. Стосовно до технології Ethernet Mас-рівень передавача укладає дані, 
що прийшли з LLC, у кадри, придатні для передачі. Далі, чекаючи звільнення 
каналу (середовища передачі), воно передає кадр на фізичний рівень і 
стежить за результатом роботи фізичного рівня. Якщо кадр переданий 
успішно (колізій немає), він сповіщає про це LLС-підрівню. Якщо виявлено 
колізію, він робить кілька повторних спроб передачі і, якщо передача так і не 
сталася, сповіщає про це LLC–підрівню. На стороні приймача МАС–рівень 
приймає кадр, перевіряє його на відсутність помилок (якби всі мережеві 
адаптери це робили чесно!) і, звільнивши його від службової інформації 
свого рівня, передає на LLC. 
1. Фізичний рівень (physical layer) – нижній рівень, що забезпечує 
фізичне кодування біт кадру в електричні (оптичні) сигнали і передачу їх по 
лініях зв'язку. Визначає тип кабелів і роз'ємів, призначення контактів і 
формат фізичних сигналів. 
Приклади специфікацій фізичного рівня: 
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 EIA/TIA–232–D – ревізія і розширення RS–232C (V.24+V.28), 25–
штрихового роз'єму і протокол послідовного синхронної/асинхронного 
зв'язку. 
 IEEE 802.5, що визначає фізичне підключення для Token Ring. 
 IEEE 802.3, що визначає різновид Ethernet (10 Мбіт/с). Тут фізичний 
рівень поділяється ще на 4 підрівні: 
 PLS (Physical Layer Signaling) – сигнали для трансиверного 
(приймаючого) кабелю; 
 AUI (Attachment Unit Interface) – специфікації трансиверного 
кабелю (інтерфейс AUI); 
 РМА (Physical Medium Attachment) – функції трансивера 
(приймача); 
 MDI (Medium Dependent Interface) – специфікації підключення 
трансивера до конкретного типу кабелю (10Base5, 10Base2). 
Мережева технологія (стосовно до локальних мереж є різновидом 
Ethernet, Token Ring, ARCnet, FDDI) охоплює канальний і фізичний рівень 
моделі. Проміжні системи (пристрої) описуються протоколами декількох 
рівнів, починаючи від 1–го і доходячи до 3–го, а іноді і 4–го рівнів. 
У реальних мережах використовуються різні протокольні стеки, і 
далеко не завжди можливий практичний поділ систем на рівні моделі OSI з 
можливістю звернення додатків до кожного з них. Задля підвищення 
продуктивності кількість рівнів зменшується до 3–4 з об'єднанням функцій 
суміжних рівнів (при цьому зменшується частка накладних витрат на  
міжрівневі інтерфейси). Однак співвіднесення функціональних модулів з 
рівнями моделі допомагає осмисленню можливостей взаємодії різнорідних 
систем. При розмаїтті підходів до реалізації верхніх рівнів стеків, 
стандартизація на фізичному, канальному і мережевому рівнях дотримується 
досить строго. Тут відіграє роль необхідність забезпечення сумісності 
мережних пристроїв від різних виробників, без яких їхнє положення на ринку 
є нестійким. 
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1.2. Стандарти IEEE 802.X 
 
Група стандартів і звітів робочих груп IEEE 802.1–802.12 в основному 
відноситься до нижніх рівнів мережної моделі. Частина цих стандартів лягла 
в основу аналогічних специфікацій ISO 8802.1–8802.11. Структуру цих 
стандартів ілюструє мал. 1.2. 
Рівень  
LLC 802.1 802.2 802.7 802.8 802.9 802.10 802.11 
MAC 802.3 802.4 802.5 802.6 802.12 
Фізи–
чний 
Ethernet Token 
Bus 
Token 
Ring 
MAN 100VG 
Рис. 1.2. Структура стандартів 802.х 
Група стандартів 802.1 відноситься до керування мережевими 
пристроями на апаратному рівні, а також до забезпечення міжмережевої 
взаємодії (internetworking). Сюди відносяться: 
 802.1d – логіка роботи моста/комутатора; алгоритм Spanning Tree, 
що виключає петлі при надлишкових зв'язках комутаторів Ethernet. 
 802.1h – транслюючий міст, (між різними технологіями, наприклад 
Ethernet-Token Ring). 
 802.1p – доповнення до логіки Мас-мостів локальних мереж і MAN, 
що забезпечують пріоритет трафіку і динамічну фільтрацію групового 
передбачення. Спирається на додаткові поля кадрів, введені в 802.Q. 
 802.1Q – побудова віртуальних локальних мереж, ВЛМ (VLAN), за 
допомогою мостів. Тут визначається розширення формату кадрів Ethernet 
(tagged frames), використовуване для оцінки приналежності кадру до ВЛМ і 
інших цілей (пріоритет трафіку). 
Стандарт 802.2 описує роботу підрівня LLC, під яким поєднуються 
технології локальних мереж (див. мал. 1.2), включаючи технологію FDDI, 
стандартизовану ANSI. Підрівень LLC забезпечує сервіс трьох типів: 
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 LLC1 – без установлення з'єднання і підтвердження. 
 LLC2 – із установленням з'єднання і підтвердженням. 
 LLC3 – без установлення з'єднання, з підтвердженням. 
Кінцеві системи можуть підтримувати кілька типів сервісу. Пристрої 
класу I підтримують тільки LLC1, класу II – LLC1 і LLC2, класу III – LLC1 і 
LLC3, класу IV – усі три типи. 
Кадри підрівня LLC мають уніфікований формат і містять наступні 
поля: 
 DSAP (Destination Service Access Point – точка доступу сервісу 
призначення), 1 байт. 
 SSAP (Source Service Access Point – точка доступу сервісу джерела), 
1 байт. 
 Control (керування) задає тип кадру LLC-рівня. 
 Data (дані) – поле для розміщення даних протоколів верхнього рівня 
(у деяких кадрах може бути відсутнім). 
Поля DSAP і SSAP ідентифікують протокол верхнього рівня, що 
використовує сервіс LLC, по них приймаюча сторона визначає, куди 
направити прийнятий кадр. Разом з полем Control вони утворять заголовок 
кадру LLC. 
Стандарт 802.3 описує фізичний рівень і МАС–підрівень технології з 
методом доступу CSMA/CD: Ethernet, Fast Ethernet (802.3u), Gigabit Ethernet 
(802.3z n 802.3ab), керування потоком для повного дюплекса (802.3х).  
Стандарт 802.4 описує фізичний рівень і МАС–підрівень технології із 
шинною топологією і передачею маркера доступу (token passing). До цього 
класу відноситься протокол MAP (Manufacturing Automation Protocol) для 
зв'язку пристроїв промислової автоматики і технологія Token Bus. Мережі 
ARCnet, що використовують той самий метод доступу, стандартові 802.4 не 
підпорядковуються. 
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Стандарт 802.5 описує фізичний рівень і МАС–підрівень технології з 
кільцевою топологією і передачею маркера доступу. Йому відповідає 
технологія Token Ring фірми IBM. 
Стандарт 802.6 відноситься до мереж міського масштабу MAN 
(Metropolitan–Area Network), вузли яких розкидані на відстані більш 5 км. 
802.7 є звітом технічної наради по широкосмуговій (broadband) 
передачі. 
802.8 відноситься до оптоволоконної техніки, що використовуються в 
мережах, визначених 802.3–802.6. 
802.9 відноситься до інтегрованої передачі голосу і даних. Специфікації 
сумісні з ISDN. 
802.10 відноситься до безпеки (конфіденційності) мереж: шифрування 
даних, мережне керування для архітектур, сумісних з моделлю OSI. Іноді ідеї 
цієї специфікації використовують для побудови віртуальних локальних 
мереж (для передачі інформації про приналежність до конкретного ВЛМ). 
802.11 відноситься до бездротових (wireless) технологій передачі даних. 
Стандарт 802.12 визначає технологію передачі з методом доступу 
Demand Priority (пріоритет запитів). По цьому методу і відповідно до даного 
стандарту працює технологія 100VG–AnyLAN. 
 
1.3. Класифікація топологічних елементів мереж 
 
Локальні мережі складаються з кінцевих пристроїв і проміжних 
пристроїв, з'єднаних кабельною системою. Визначимо деякі основні поняття. 
 Вузли мережі (nodes) – кінцеві і проміжні пристрої, наділені 
мережевими адресами. До вузлів мережі відносяться комп'ютери з 
мережевим інтерфейсом, що виступають у ролі робочих станцій, серверів або 
в обох ролях; мережеві периферійні пристрої (принтери, плотери, сканери); 
мережеві телекомунікаційні пристрої (модемні пули, модеми колективного 
використання); маршрутизатори. 
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 Кабельний сегмент – відрізок кабелю або ланцюжок відрізків кабелів, 
електрично (оптично) з'єднаних один з одним, що забезпечують з'єднання 
двох або більше вузлів мережі.  
 Сегмент мережі (або просто сегмент) – сукупність вузлів мережі, 
що використовують загальне (розділювальне) середовище передачі. Стосовно 
до технології Ethernet – це сукупність вузлів, підключених до одного 
коаксіального кабельного сегмента, одного хабу (повторювача), а також до 
декількох кабельних сегментів і/або хабів, зв'язаних між собою 
повторювачами. Стосовно до Token Ring це одне кільце. 
 Мережа (логічна) – сукупність вузлів мережі, що мають єдину 
систему адресації третього рівня моделі OSI. Прикладами можуть бути Ірх- 
та Ір-мережа. Кожна мережа має свою власну адресу, цими адресами 
оперують маршрутизатори для передачі пакетів між мережами. Мережа може 
бути розбита на підмережі (subnet), але це чисто організаційний поділ з 
адресацією на тому ж третьому рівні. Мережа може складатися з багатьох 
сегментів, причому той самий сегмент може входити в кілька різних мереж. 
 Хмара (cloud) – комунікаційна інфраструктура з однорідними 
зовнішніми інтерфейсами, подробицями організації якої не цікавляться. 
Прикладом хмари може бути міська-міжміська-міжнародна телефонна 
мережа: у будь-якому її місці можна підключити телефонний апарат і 
зв'язатися з будь-яким абонентом. 
По способі використання кабельних сегментів розрізняють: 
 Двоточкові з'єднання (point–o–point connection) – між двома (і тільки 
двома!) вузлами. Для таких з'єднань в основному використовуються 
симетричні електричні (крученої пари) і оптичні кабелі. 
 Багатоточкові з'єднання (multipoint connection) – до одного 
кабельного сегмента підключається більше двох вузлів. Типове середовище 
передачі – несиметричний електричний кабель (коаксіальний кабель), 
можливі застосування й інших кабелів, у тому числі й оптичних. З'єднання 
пристроїв відрізками кабелю один за одним називається ланцюговим (daisy 
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chaining). Можливе підключення безлічі пристроїв і до одного відрізка 
кабелю – методом проколу (tap). 
Зв'язок між кінцевими вузлами, підключеними до різних кабельних і 
логічних сегментів, забезпечується проміжними системами – активними 
комунікаційними пристроями. Ці пристрої мають не менше двох портів 
(інтерфейсів). По рівнях моделі OSI, якими вони користуються, ці пристрої 
класифікуються в такий спосіб: 
 Повторювач (repeater) – пристрій фізичного рівня, що дозволяє 
долати топологічні обмеження кабельних сегментів. Інформація з одного 
кабельного сегмента в іншій передається побітно, аналіз інформації не 
відбувається. 
 Міст (bridge) – засіб об'єднання сегментів мереж, що забезпечує 
передачу кадрів з одного сегмента в іншій (інші). Кадр, що прийшов з одного 
сегмента, може бути переданий (forwarding) в іншій або відфільтрований 
(filtering). Рішення про просування (передачі в інший сегмент) або 
фільтрацію (ігнорування) кадру приймається на підставі інформації 2-го 
рівня: 
 Міст МАС–підрівня (MAC Bridge) дозволяє поєднувати сегменти 
мережі в межах однієї технології. 
 Міст LLC–підрівня (LLC Bridge), він же транслююючий міст 
(translating bridge), дозволяє поєднувати сегменти мереж і з різними 
технологіями (наприклад, Ethernet–Fast Ethernet, Ethernet–Token Ring, 
Ethernet–FDDI). 
Для вузлів мережі міст може бути «прозорим» (transparent bridge), 
присутність такого моста ніяк не позначається на діях вузлів. Міст сам 
визначає, чи потрібна передача кадру з одного сегмента в інший і в який саме. 
Прозорі мости характерні для технології Ethernet. У противагу прозорим 
існують і мости з маршрутизацією від джерела (SRB – Source Routing Bridge). 
Для використання цих мостів джерело кадру повинне вказати «трасу» його 
передачі. Мости SRB характерні для Token Ring. Можлива і комбінація цих 
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способів маршрутизації кадрів (див. 7.5). У кадрі, що пересилається, міст 
може модифікувати інформацію тільки другого рівня, третім рівнем він не 
цікавиться. На підставі інформації другого рівня міст може виконувати 
фільтрацію за правилами, заданими адміністративним способом. 
Міст може бути локальним, дистанційним або розподіленим. Локальний 
міст – пристрій із двома або більше інтерфейсами, до яких підключаються 
сегменти локальних мереж, що з'єднуються. Дистанційні мости з'єднують 
сегменти мереж, значно віддалені один від одного, через лінію зв'язку. Для 
зв'язку віддалених сегментів мости встановлюють парами, по пристрої на 
кожнім кінці лінії. Розподілений міст являє собою сукупність інтерфейсів 
деякої комунікаційної хмари, до яких підключаються сегменти мереж, що 
з'єднуються. 
 Комутатор (switch) другого рівня (MAC і LLC) виконує функції, 
аналогічні функціям мостів, але використовується для сегментації – розбивки 
мереж на дрібні сегменти з метою підвищення пропускної здатності. 
Інтелектуальні комутатори використовуються для побудови ВЛМ (VLAN – 
Virtual LAN, віртуальні локальні мережі). У випадку мікросегментації (до 
кожного порту підключається мікросегмент, що містить тільки один вузол) 
комутатор повинен передавати в інший порт (порти) кожен кадр, прийнятий 
кожним портом, що висуває високі вимоги до його продуктивності. 
 Маршрутизатор (router) працює на 3-му рівні і використовується 
для передачі пакетів між мережами. Маршрутизатори орієнтуються на 
конкретний протокольний стек (TCP/IP, IPX/SPX, AppleTalk); 
мультипротокольні маршрутизатори можуть обслуговувати кілька 
протоколів. Відповідно до правил використовуваного протоколу, 
маршрутизатор у пакетах, що пересилаються, модифікує деякі поля заголовка 
3-го рівня. Маршрутизатор виконує фільтрацію на основі інформації 3-го 
рівня (і вище). На відміну від повторювачів і мостів/комутаторів, присутність 
маршрутизатора відома вузлам мереж, підключених до його інтерфейсів. 
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Кожен порт маршрутизатора має свою мережеву адресу, на неї вузли 
посилають пакети, призначені вузлам інших мереж. 
 Комутатор третього рівня (L3 switch) вирішує задачі, близькі 
задачам маршрутизаторів, і ряд інших (побудова віртуальних локальних 
мереж) з більш високою продуктивністю. В даний час комутатори стали 
«забиратися» і на 4-й рівень. 
 
1.4. Топологія, методи доступу до середовища 
 
Кожна мережна технологія має характерну для неї топологію з'єднання 
вузлів мережі та метод доступу до середовища передачі (media access 
method). Ці категорії зв'язані з двома нижніми рівнями моделі OSI. 
Розрізняють фізичну топологію, що визначає правила фізичних з'єднань 
вузлів (прокладку реальних кабелів), і логічну топологію, що визначає 
напрямки потоків даних між вузлами мережі. Логічна і фізична топології 
відносно незалежні один від одного. 
Фізичні топології – шина (bus), зірка (star), кільце (ring), дерево (tree), 
сітка (mesh) – ілюструє мал. 1.3. 
У логічній шині інформація (кадр), передана одним вузлом, одночасно 
доступна для усіх вузлів, підключених до одного сегмента. Передачу 
зчитаних даних на вищий рівень (LLC–підрівень) робить тільки той вузол 
(вузли), якому адресується даний кадр. 
Логічна шина реалізується на фізичній топології шини, зірки, дерева, 
сітки. Метод доступу до середовища передачі, розділеного між усіма вузлами 
сегмента, – ймовірнісний, заснований на прослуховуванні сигналу в шині 
(Ethernet), або детермінований, заснований на визначеній дисципліні 
передачі права доступу (ARCnet). 
У логічному ланцюзі інформація передається послідовно від вузла до 
вузла. Кожен вузол приймає кадри тільки від попередніх і посилає тільки 
наступному вузлові по ланцюгу. Вузол транслює далі по мережі всі кадри, а 
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обробляє тільки адресовані йому. Реалізується на фізичній топології кільця 
або зірки з внутрішнім кільцем у концентраторі. Метод доступу – 
детермінований. На логічному кільці будуються мережі Token Ring і FDDI. 
Сучасний підхід до побудови високопродуктивних мереж переносить 
велику частину функцій Мас-рівня (керування доступом до середовища) на 
центральні мережеві пристрої – комутатори. При цьому можна говорити про 
логічну зірку, хоча ця назва широко не використовується. 
Методи доступу до середовища передачі поділяються на ймовірнісні і 
детерміновані. 
При ймовірнісному (probabilistic) методі доступу вузол, що бажає 
надіслати кадр у мережу, прослухує лінію. Якщо лінія зайнята або виявлена 
колізія (зіткнення сигналів від двох передавачів), спроба передачі 
відкладається на якийсь час. Основні різновиди: 
 CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance) – 
множинний доступ із прослуховуванням несучої і запобіганням колізій. 
Вузол, готовий послати кадр, прослухує лінію. При відсутності несучої він 
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посилає короткий сигнал запиту на передачу (RTS) і визначений час очікує 
відповіді (CTS) від адресата призначення. При відсутності відповіді (мається 
на увазі можливість колізії) спроба передачі відкладається, при одержанні 
відповіді в лінію посилається кадр. При запиті на широкомовну передачу 
(RTS містить адреса 255) CTS не очікується. Метод не дозволяє повністю 
уникнути колізій, але вони обробляються на вищих рівнях протоколу. Метод 
застосовується в мережі Apple LocalTalk, характерний простотою і низькою 
вартістю ланцюгів доступу. 
 CSMA/CD (Carrier Sense Multiple Access/Collision Detect) – 
множинний доступ із прослуховуванням несучої і виявленням колізій. Вузол, 
готовий послати кадр, прослухує лінію. При відсутності несучої він починає 
передачу кадру, одночасно контролюючи стан лінії. При виявленні колізії 
передача припиняється і повторна спроба відкладається на випадковий час. 
Колізії – нормальне, хоча і не дуже часте явище для CSMA/CD. Їхня частота 
пов’язана з кількістю й активністю підключених вузлів. Нормально колізії 
можуть починатися у визначеному тимчасовому вікні кадру, спізнілі колізії 
сигналізують про апаратні неполадки в кабелі або вузлах. Метод 
ефективніший, ніж CSMA/CA, але вимагає більш складних і дорогих схем 
ланцюгів доступу. Застосовується в багатьох мережних архітектурах: Ethernet, 
EtherTalk (реалізація Ethernet фірми Apple), G–Net, IBM PC Network, AT&T 
StarLAN. 
Загальний недолік ймовірнісних методів доступу – невизначений час 
проходження кадру, різко зростаючий при збільшенні навантаження на 
мережу, що обмежує його застосування в системах реального часу. 
При детермінованому (deterministic) методі вузли одержують доступ до 
середовища у визначеному порядку. Послідовність визначається 
контролером мережі, що може бути централізованим (його функції може 
виконувати, наприклад, сервер) або/та розподіленим (функції виконуються 
устаткуванням усіх вузлів). Основні типи: доступ з передачею маркера (token 
passing), застосовуваний у мережах ARCnet, Token Ring, FDDI; полінг 
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(polling) – опитування готовності, застосовуване у великих машинах 
(mainframes) і технології 100VG-AnyLAN. Основна перевага методу – 
обмежений час проходження кадру, що мало залежить від навантаження. 
Мережі з великим навантаженням вимагають більш ефективних 
методів доступу. Один зі способів підвищення ефективності – перенос 
керування доступом від вузлів до кабельних центрів. При цьому вузол 
посилає кадр у комунікаційний пристрій. Задача цього пристрою – 
забезпечити проходження кадру до адресата з оптимізацією загальної 
продуктивності мережі і забезпеченням рівня якості обслуговування, 
необхідного конкретним додатком. 
 
1.5. Кодування даних 
 
Кодування на двох нижніх рівнях визначає спосіб представлення даних 
сигналами, що поширюються по середовищу передачі. У загальному випадку 
кодування можна розглядати як двоступінчасте. Природно, що на 
приймаючій стороні здійснюється симетричне декодування. 
Логічне кодування даних (data encoding) перетворить потік біт 
сформованого кадру Мас-рівня в послідовність символів, що підлягають 
фізичному кодуванню для передачі по лінії зв'язку. У найпростішому 
випадку це кодування відсутнє (його можна вважати і прозорим), тоді кожен 
біт вхідного потоку відображається відповідно бітові вихідного. Для 
логічного кодування використовуються різні схеми, з яких відзначимо 
наступні: 
 4B/5B – кожні 4 біти вхідного потоку кодуються 5-бітним символом 
(табл. 1.1). При цьому виходить дворазова надмірність, оскільки 24 = 16 
вхідних комбінацій представляються символами з набору в 25= 32. Накладні 
витрати по кількості бітових інтервалів складають (5 - 4) / 4 = 1/4 (25 %). 
Надмірність вихідного коду дозволяє визначити ряд службових символів, 
використовуваних для підтримки синхронізації, виділення службових полів 
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кадрів і інших цілей на фізичному рівні. Застосовується в FDDI, 
100BaseFX/TX. 
 8В/10В – схожа схема (8 біт кодуються 10–бітним символом), але 
вже з 4–кратною надмірністю (256 вхідних у 1024 вихідних) при тім же рівні 
накладних витрат (25 %). Кожне з 256 можливих значень байта може бути 
представлене двома варіантами вихідних символів (додатних і від’ємних), у 
яких не менше чотирьох нулів, не менше чотирьох одиниць і не більше 
чотирьох нулів або одиниць підряд. З пари варіантів вибирається той, у якого 
перший біт відрізняється від останнього біта попереднього переданого 
символу. Дозволяє крім даних по лінії передавати і службові символи (у них 
присутні послідовності з п'яти нулів або одиниць). Забезпечує стабільне 
співвідношення «нулів» і «одиниць» у вихідному потоці, що не залежить від 
вхідних даних. Ця властивість актуальна для лазерних оптичних передавачів 
– від даного співвідношення залежить їхній нагрів, і при коливанні ступеня 
нагрівання збільшується кількість помилок прийому (забезпечує імовірність 
помилок 1 на 1012 біт). Застосовується в 1000BaseSX/LX/CX. 
 5В/6В – 5 біт вхідного потоку кодуються 6–бітними символами. 
Застосовується в 100VG–AnyLAN. 
 8B/6T – 8 біт вхідного потоку кодуються шістьма трійковими 
(T=ternary) цифрами (−, 0, +). Наприклад, 00h: +−00+−; 01h: 0+−+−0; … 0Eh: 
−+0−0+; … FEh: −+0+00; FFh: +0−+00... Код має надмірність 36/28 = 729/256 
= 2,85, але швидкість передачі символів у лінію (правда, трійкових) 
виявляється нижче бітової швидкості їхнього надходження на кодування. 
Застосовується в 100Base4. 
 Вставка біт (bit stuffing) – біта-біта-орієнтована схема виключення 
неприпустимих послідовностей бітів. Її дію пояснимо на використанні в 
протоколі HDLC. Тут вхідний потік розглядається як безперервний 
ланцюжок біт, для якого послідовність з більш ніж п'яти суміжних «1» 
розглядається як службовий сигнал (наприклад, 01111110 є прапором-
роздільником кадру). Якщо в переданому потоці (заголовок кадру, 
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користувальницькі дані) зустрічається безперервний ланцюжок «1», то після 
кожної п'ятої у вихідний потік передавач вставляє «0». Приймач аналізує 
послідовність, що надходить, і якщо після ланцюжка «011111» він приймає 
«0», то він його відкидає і ланцюжок «011111» приєднує до вихідного потоку 
даних. Якщо прийнято біт «1», то ланцюжок «0111111» уже розглядається як 
елемент службового символу. Послідовності, у яких число суміжних одиниць 
не перевищує чотирьох, приєднуються до вихідного потоку безумовно. Ця 
техніка дозволяє вирішувати дві задачі – виключати довгі монотонні 
послідовності, незручні для самосинхронізації фізичного кодування на рівні 
бітових інтервалів, і забезпечує розпізнавання границь кадру й особливих 
станів у безперервному бітовому потоці. 
 
Таблиця 1.1 Кодування 4В/5В 
Вхідний 
символ 
Вихідний 
символ 
Вхідний 
символ 
Вихідний 
символ 
Службови
й символ 
Вихідний 
символ 
0000 (0) 11110 1000 (8) 10010 Idle 11111 
0001 (1) 01001 1001 (9) 10011 J 11000 
0010 (2) 10100 1010 (A) 10110 K 10001 
0011 (3) 10101 1011 (B) 10111 T 01101 
0100 (4) 01010 1100 (C) 11010 R 00111 
0101 (5) 01011 1101 (D) 11011 S 11001 
0110 (6) 01110 1110 (E) 11100 Quiet 00000 
0111 (7) 01111 1111 (F) 11101 Halt 00100 
 
Надмірність логічного кодування дозволяє полегшити вирішення задач 
фізичного кодування – виключити «незручні» бітовї послідовності 
(наприклад, довгі ланцюжки нулів або одиниць), збільшити кодову відстань 
(полегшується декодування з прийнятним рівнем помилок), поліпшити 
спектральні характеристики фізичного сигналу і передавати спеціальні 
службові сигнали. 
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Фізичне, або сигнальне, кодування (signal encoding) визначає правила 
представлення дискретних символів (продуктів логічного кодування) у 
фізичні (електричні або оптичні) сигнали лінії. Фізичні сигнали можуть мати 
аналогову (безперервну) форму – у принципі нескінченне число значень, з 
яких вибирають припустиму розпізнавану безліч. На рівні фізичних сигналів 
замість бітової швидкості (біт/с) оперують поняттям швидкості зміни сигналу 
в лінії, вимірюваної в бодах (baud). Під цією швидкістю мається на увазі 
число змін помітних станів лінії за одиницю часу. У найпростіших випадках 
дворівневого кодування ці швидкості збігаються, але для підвищення 
ефективності використання смуги пропускання лінії прагнуть до більш 
вигідних співвідношень. 
На фізичному рівні повинна здійснюватися синхронізація приймача і 
передавача. Зовнішня синхронізація – передача тактового сигналу, що 
відзначає бітові (символьні) інтервали, практично не застосовується через 
дорожнечу реалізації додаткового каналу. Існує ряд схем фізичного 
кодування що самосинхронізуються – вони дозволяють виділяти 
синхросигнал із прийнятої послідовності стану лінії. Ряд схем дозволяє 
виділяти синхросигнал не для всіх кодованих символів, для таких схем 
логічне кодування за рахунок надмірності повинне виключати небажані 
комбінації. 
Скремблювання (scrambling) на фізичному рівні дозволяє придушити 
занадто сильні спектральні складового сигналу, «розмазуючи» їх по деякій 
смузі спектра. Занадто сильні складові викликають небажані перешкоди на 
сусідні лінії передачі і випромінювання в навколишнє середовище. 
Стосовно до фізичного кодування використовуються наступні терміни, 
частина з яких застосовні тільки для електричної передачі: 
 Потенційне кодування (potencial coding) – інформативним є рівень 
сигналу у визначені моменти часу. 
 Транзитивне кодування (transition coding) – інформативним є перехід 
з одного стану в інший. 
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 Уніполярне (unipolar) – сигнал однієї полярності використовується 
для представлення одного значення, нульовий сигнал – для іншого. 
 Полярне (polar) – сигнал однієї полярності використовується для 
представлення одного значення, сигнал іншої полярності – для іншого. При 
оптоволоконній передачі замість різної полярності використовуються два 
добре помітних значення амплітуди імпульсу. 
 Біполярне (bipolar), або двополярне – використовує доданті, від’ємні 
і нульове значення для представлення трьох станів. 
 Двохфазне (biphase) – у кожному бітовому інтервалі обов'язково 
присутній перехід з одного стану в інший, що використовується для 
виділення синхросигналу. 
Розглянемо популярні схеми кодування, застосовувані в локальних 
мережах і далеких комунікаціях: 
 AMI (Alternate Mark Inversion), вона ж АВР (Alternate bipolar) – 
біполярна схема, що використовує значення +V, 0V і −V. Усі нульові біти 
представляються значенням 0V, одиничні – значеннями, що чергуються, +V і 
-V (мал. 1.4). Застосовується в DSx (DS1–DS4), ISDN. He є цілком 
самосинхронізованою – довга послідовність нулів приведе до втрати 
синхронізації. 
 MAMI (Modified Alternate Mark Inversion), вона ж ASI (Alternate 
Space Inversion) – модифікована схема AMI: імпульсами полярності, що 
чергуються, кодується «0», а «1» – нульовим потенціалом. Застосовується в 
ISDN (S/T-інтерфейси). 
 B8ZS (Bipolar with 8 Zero Substitution) – схема, аналогічна AMI, але 
для синхронізації послідовності 8 і більше нулів (за рахунок вставки біт). 
Рис. 1.4 Кодирование AMI 
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 HDB3 (High Density Bipolar 3) – схема, аналогічна AMI, але не 
допускає передачі послідовності більше трьох нулів. Замість ланцюжка з 
чотирьох нулів вставляється один з чотирьох біполярних кодів (bipolar 
violation), у залежності від передісторії – полярності останнього імпульсу і 
попередньої заміни (табл. 1.2). 
 
Таблиця 1.2.  коди HDB3 
Полярність 
останнього імпульсу 
Попередня заміна 
000+ або +00+ 000− або −00− 
+ −00− 000+ 
− 000− +00+ 
 Манчестерське кодування (manchester encoding) – двохфазне полярне 
(можливо, і уніполярне) що самосинхронізується. Поточний біт визначається 
за напрямком зміни стану в середині бітового інтервалу: від -V до +V – «1», 
від +V до −V – «0» (мал. 1.5). Перехід на початку інтервалу може бути, а 
може і не бути. Застосовується в Ethernet (у перших версіях – уніполярне). 
 Диференціальне манчестерське кодування (differential manchester 
encoding) – двохфазне полярне (уніполярне) самосинхронізуюче. Поточний 
біт визначається за наявності переходу на початку бітового інтервалу (мал. 
1.6, а), наприклад, «0» – є перехід (вертикальний фрагмент), «1» – немає 
переходу (горизонтальний фрагмент). Можливо і протилежне визначення «0» 
і «1». У середині бітового інтервалу перехід є завжди, він використовується 
для синхронізації. У Token Ring застосовується модифікація цього методу, у 
якій крім біт «0» і «1» визначені також два відмінні від них біта «J» і «К» 
(мал. 1.6, б). Тут немає переходів у середині інтервалу, біт «К» має перехід на 
початку інтервалу, а «J» – немає.  
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 MLT–3 – трьохрівневе кодування зі скремблюванням, що не 
 самосинхронізується. Використовуються рівні (+V, 0 і -V), постійні 
протягом кожного бітового інтервалу. При передачі «0» значення не 
змінюється, при передачі «1» значення змінюються на сусідні по ланцюжку 
+V, 0, -V, 0, +V і т.д. (мал. 1.7). Це ускладнений варіант NRZI, завдяки 
чергуванню трьох рівнів звужується необхідна смуга частот. Застосовується 
в FDDI і 100BaseTX. 
 NRZ (Non–Return to Zero – без повернення до нуля) – біполярна не 
транзитивна схема (стани міняються на межі), що має два варіанти. У 
недиференціальному NRZ (використовується в RS–232) стан безпосередньо 
висвітлює значення біта (мал. 1.8, а). У диференціальному NRZ стан 
змінюється на початку бітового інтервалу для «1» і не змінюється для «0» 
(мал. 1.8, б), прив'язки «1» і «0» до визначеного стану немає. 
 NRZI (Non–Return to Zero Inverted) – модифікований варіант NRZ 
(мал. 1.8, в). Тут стан змінюється на протилежний на початку бітового 
інтервалу при передачі «0» і не змінюється при передачі «1» (можлива і 
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зворотна схема представлення «0» і «1»). Застосовується в FDDI, 100BaseFX.  
 RZ (Return to Zero – з поверненням до нуля) – біполярна транзитивна 
схема, що самосинхронізується. Стан, визначений у момент бітового 
інтервалу, завжди повертається до нуля. Так само, як і NRZ, має 
недиференціальний варіант (мал. 1.9, а) і диференціальний (мал. 1.9, б). У 
диференціальному прив'язки «1» і «0» до визначеного стану немає. 
 FM 0 (Frequency Modulation 0 – частотна модуляція) – полярний код, 
що самосинхронізується. Стан (+V або -V) змінюється на протилежний на 
границі кожного бітового інтервалу. При передачі «1» протягом бітового 
інтервалу стан не змінюється. При передачі «0» у середині бітового інтервалу 
стан змінюється на протилежний (мал. 1.10). Застосовується в технології 
LocalTalk. 
 РАМ 5 (Pulse Amplitude Modulation) – п’ятирівневе біполярне 
кодування, при якому пари біт, у залежності від передісторії, 
представляються одним з 5 рівнів потенціалу. Вимагає неширокої смуги 
частот (удвічі вужче бітової швидкості). Застосовується в 1000Base. 
 2B1Q – пари біт представляються одним четвірковим символом 
(Quaternary symbol), кожному з яких відповідає один з 4 рівнів сигналу. У 
табл. 1.3 приведене представлення символів у мережі ISDN. 
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 4B3T – блок з 4 біт (16 станів) кодується трьома трійковими 
символами (27 символів). З безлічі можливих способів перетворень 
розглянемо MMS43 (Modified Monitoring State 43), застосовуваний в 
інтерфейсі BRI мереж ISDN (табл. 1.4). Тут застосовуються спеціальні дії для 
виключення постійної складової напруги в лінії, у результаті чого кодування 
ряду комбінацій (нижня частина таблиці) залежить від передісторії – стану, у 
якому знаходиться кодер. Так, наприклад, зі стану S1 послідовність біт 1100 
1101 буде представлена послідовністю сигналів + + + − 0 −, новий стан – S2 
(ланцюжок переходів S1–S4–S2). 
Таблиця 1.3. Кодування 2B1Q (ISDN) 
Біти Четвірковий символ Рівень, У 
00 − 3 − 2,5 
01 − 1 − 0,883 
10 + 3 + 2,5 
11 + 1 + 0,883 
 
Схеми, що не є самосинхронізуючими, у сполученні з логічним 
кодуванням і визначенням фіксованої тривалості бітових інтервалів 
дозволяють домогтися синхронізації. Прикладом тому може бути асинхронна 
передача по RS–232 (див. 10.1.1). Тут недиференціальне NRZ-кодування біт 
об’єднане з двух–трьохбітним логічним обрамленням кожного байта. Біт і 
стоп-біт служать для синхронізації, а контрольний біт прибирає надмірність 
для підвищення вірогідності прийому (збільшує кодову відстань). 
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Таблиця 1.4. Кодування 4B3T (ISDN) 
Двійковий 
код 
Трійкова код 
Трійкова 
послідовність 
Трійкова 
послідовність 
Трійкова 
послідовність 
S1 Перехід S2 Перехід S3 Перехід S4 Перехід 
0001 0 − + S1 0 − + S2 0 − + S3 0 − + S4 
0111 − 0 + S1 − 0 + S2 − 0 + S3 − 0 + S4 
0100 − + 0 S1 − + 0 S2 − + 0 S3 − + 0 S4 
0010 + − 0 S1 + − 0 S2 + − 0 S3 + − 0 S4 
1011 + 0 − S1 + 0 − S2 + 0 − S3 + 0 − S4 
1110 0 + − S1 0 + − S2 0 + − S3 0 + − S4 
1001 + − + S2 + − + S3 + − + S4 − − − S1 
0011 0 0 + S2 0 0 + S3 0 0 + S4 − − 0 S2 
1101 0 + 0 S2 0 + 0 S3 0 + 0 S4 − 0 − S2 
1000 + 0 0 S2 + 0 0 S3 + 0 0 S4 0 − − S2 
0110 − + + S2 − + + S3 − − + S2 − − + S3 
1010 + + − S2 + + − S3 + − − S2 + − − S3 
1111 + + 0 S3 0 0 − S1 0 0 − S1 0 0 − S3 
0000 + 0 + S3 0 − 0 S1 0 − 0 S2 0 − 0 S3 
0101 0 + + S3 − 0 0 S1 − 0 0 S2 − 0 0 S3 
1100 + + + S4 − + − S1 − + − S2 − + − S3 
 
1.6. Режими передачі і якість сервісу 
 
Режим передачі (transmission mode) визначає спосіб комунікацій між 
двома вузлами. 
 Симплексний (simplex) режим дозволяє передавати дані тільки в 
одному напрямку, тому вузол, що передається повністю займає канал. У 
телекомунікаціях такий режим практично не використовується – він не 
дозволяє відправникові інформації одержувати підтвердження про її прийом, 
що необхідно для забезпечення нормального зв'язку. 
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 Напівдюплексний (half duplex) режим допускає двосторонню 
передачу, але в кожен момент часу тільки в одному напрямку. Для зміни 
напрямку потрібна подача спеціального сигналу й одержання підтвердження. 
 Повнодюплексний (full duplex) режим допускає одночасну передачу в 
зустрічних напрямках. При цьому передача в одному напрямку займає тільки 
частину каналу. Дюплексний режим може бути симетричним (смуга 
пропущення каналу в обох напрямках однакова) і несиметричним (пропускна 
здатність в одному напрямку значно більше, ніж у протилежному). 
Несиметричний режим дозволяє оптимізувати використання каналу, 
наприклад, у клієнт-серверних системах: потік даних від сервера (наприклад, 
при роботі користувача Інтернету) набагато більше, ніж від клієнта. 
При асинхронній передачі приймач і передавач не користуються 
загальним джерелом синхронізації. Передача чергової порції даних може 
початися в довільний момент часу. При цьому час проходження між 
передавачем і приймачем для сусідніх блоків даних може бути і різним. 
Синхронна передача означає, що приймач і передавач синхронізуються 
від одного джерела. Приймач при цьому працює синхронно з передавачем (з 
фазовим зрушенням, обумовленим часом поширення сигналу). Синхросигнал 
може або передаватися по окремій лінії зв'язку, або вбудовуватися в 
основний сигнал за допомогою самосинхронізуючого кодування. У випадку 
синхронної передачі передавач постійно активний – він безупинно посилає 
бітову послідовність якщо не корисних даних, то деякого заповнювача. 
У випадку ізохронної (isochronous) передачі відправлення і доставка 
порцій даних (кадрів) відбувається у визначені моменти часу (тайм–слоти). 
При цьому дані, що надходять з одного вузла з певною (зазвичай постійної) 
швидкістю, будуть приходити на приймаючий вузол з тією ж швидкістю. 
Затримка між входом і виходом кожного елемента буде постійною. Період 
посилки кадрів може бути і змінним, але тоді він повинен однозначно 
обчислюватися з переданих даних. Ізохронна передача необхідна, наприклад, 
при передачі оцифрованного звуку і «живого відео». 
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Плезіохронна передача (plesiochronous) означає «майже синхронність»: 
вузли, що беруть участь в обміні, синхронізуються кожний від власного 
джерела з номінально співпадаючими частотами. Реально через відхилення 
частот завжди набігає розбіжність, що компенсується періодичною вставкою 
фіктивних або відкиданням «зайвих» даних. Термін відноситься до цифрової 
телефонії (див. PDH у 11.1.4). 
Якість сервісу Qo (Quality of Service) мережі визначається декількома 
параметрами: 
 Швидкість передачі даних (bit rate), визначена як кількість біт даних, 
переданих за одиницю часу. При декларуванні швидкості каналів, як правило, 
не враховують накладні витрати, і реальна швидкість доставки 
користувацьких даних виявляється менше декларованої швидкості каналу. 
 Затримка доставки даних (delay), визначена як час від передачі 
блоку інформації джерелом до його прийому одержувачем. Інтерес 
представляють середнє і максимальне значення затримки. 
 Рівень помилок (error ratio) визначається або як імовірність 
безпомилкової передачі визначеної порції даних (від біта до кадру), або як 
середньостатистичне число помилкових біт на загальне число переданих. 
Наприклад, імовірність 0,999 відповідає 1 помилці на 1000 біт (дуже поганий 
канал). У локальних мережах рівень помилок порядку 1 на 108 – 1012 біт. 
Для вищих рівнів (прикладних) цікаві такі параметри, як час відгуку 
(responce time) і продуктивність обслуговування запитів. Ці параметри 
визначаються вже як мережею (час на транспортування), так і серверами, що 
обслуговують прикладні запити. Додатки різних класів мають різні вимоги 
до якості обслуговування, і сучасні мережі на своєму рівні (при передачі 
даних) повинні вміти розрізняти і розставити по пріоритету переданий трафік. 
У іншому випадку для роботи деяких додатків доведеться організовувати 
надмірно потужні (і дорогі) канали, що у середньому виявляться недостатньо 
завантаженими. 
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1.7. Контроль вірогідності передачі 
 
При передачі даних складними розподіленими мережами, що мають 
лінії зв'язку, на які діють перешкоди, приймають ряд заходів для 
забезпечення і контролю вірогідності (відсутності помилок). 
Контроль вірогідності передачі вимагає введення деякої надмірності в 
передану інформацію. Надмірність може вводитися як на рівні окремих 
переданих символів або їхніх груп, так і на рівні переданих кадрів. У 
надлишкові поля передавач розміщує код, що обчислюється за певними 
правилами з корисної інформації. Приймач порівнює цей код з тим 
значенням, що він обчислив сам. Розбіжність значень свідчить про 
перекручування інформації, збіг – про високу імовірність правильної 
передачі. Імовірність виявлення помилки залежить від схеми контролю і 
співвідношення розмірів інформаційного і контрольного полів. Найбільш 
ненадійна схема – контроль паритету (найпростіша схема). Найменш 
економічна – дублювання інформації. Найбільш надійне виявлення дає CRC–
контроль, реалізація якого трохи складніша, але накладні витрати менше 
(типово 2 байти на 4 Кбайт даних). Між ними знаходиться схема з 
обчисленням контрольної суми. 
Дублювання інформації зводиться до повторення того самого елемента 
двічі. Приймач перевіряє збіг копій. Копія іноді представляється в 
інверсному вигляді. Дублювання застосовують лише для окремих коротких 
елементів кадру, для яких контроль іншими способами за різних причин 
незручний. Дублювання призводить до 100-відсоткових накладних витрат. 
Застосовується, наприклад, у байті стану кадру Token Ring. 
Контроль паритету (parity check) використовує контрольний біт, що 
доповнює число одиничних біт контрольованого елемента до парного (even 
parity, контроль парності) або непарного (odd parity, контроль непарності) 
значення, у залежності від прийнятої угоди. Контроль паритету дозволяє 
виявляти тільки помилки непарної кратності, перекручування двох, чотирьох 
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і т.д. біт контрольованої області залишаються непоміченими. Контроль може 
бути «горизонтальним» або «вертикальним», що ілюструє мал. 1.11. При 
горизонтальному контролі біт паритету «р» вводиться в кожен переданий 
символ, цей вид контролю широко використовується в послідовних 
інтерфейсах RS–232С та інших. При вертикальному контролі для кожної 
групи символів (у даному випадку – 8 байт) біти паритету підраховуються 
для кожної позиції і збираються в окремий контрольний символ (байт). Ця 
схема контролю застосовується рідше. Можливо також сполучення 
вертикального і горизонтального контролю, накладні витрати – 1 біт на 
кожен байт. 
Контрольні суми і СRС-коди застосовуються для контролю цілого 
кадру (або його декількох полів). Для них у кадрі визначається спеціальне 
поле для контрольного коду, найчастіше 1, 2 або 4 байти. Контрольна сума 
застосовується для кадрів довжиною кратних байтові (слову). СRС-контроль 
може виконуватися над ланцюжками біт довільної довжини (не обов'язково 
кратної байтові). 
 
Байти 
Біти 
0 1 2 3 4 5 6 7 р 
1 0 0 0 0 0 0 0 0 1 
2 0 0 0 0 0 0 0 1 0 
3 0 0 0 0 0 0 1 0 0 
4 0 0 0 0 0 0 1 1 1 
5 1 1 1 1 0 0 0 0 1 
6 1 0 1 0 1 0 1 0 1 
7 1 1 1 1 1 1 1 0 0 
8 1 1 1 1 1 1 1 1 1 
Контрольний 1 0 1 0 0 1 0 0  
Рис. 1.11. Контроль паритету 
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Контрольна сума (checksum) звичайно обчислюється як доповнення 
суми всіх байт кадру до нуля (або FF – усіх двійкових одиниць). 
Підсумовування виконується за модулем, що відповідає розрядності полюса 
контрольного коду. При цьому приймач, просумувавши по тим самим 
модулям всі байти частин кадру, включаючи контрольні коди, повинний 
одержати те ж число (0 або FF). Контрольна сума є найбільш простим 
способом контролю кадру, імовірність виявлення помилок з її допомогою 
досягає 99,6%. Зі збільшенням довжини кадру при тій же довжині 
контрольного коду імовірність виявлення помилок падає. 
Надлишковий циклічний контроль CRC (Cyclic Redundancy Check) 
використовує більш складний алгоритм. Обирається породжуючий поліном 
розрядності, більшої, ніж поле контрольного коду. Для 16–бітного CRC 
рекомендується Х16+Х12+Х5+1 (10001000000100001b). Кадр (як довге 
двійкове число) з зануленим полем CRC поділяється на поліном і залишок 
цього розподілу (з модулем розрядності CRC), що міститься в поле CRC 
переданих даних. Приймач поділяє прийнятий кадр (разом з полем CRC) на 
частини того ж полінома і порівнює залишок від розподілу з деяким 
еталоном (нулем або іншим числом). Якщо вони збіглися, приймається 
рішення про коректність кадру. 16-бітний CRC дозволяє виявляти одиночні, 
дворазові і всі помилки з непарною кратністю, а також багатогрупові 
помилки (перекручування групи сусідніх біт). Імовірність виявлення помилок 
досягає 99,9984 %. 16-розрядний CRC застосовується в багатьох мережних 
протоколах. Операція розподілу може виконуватися апаратно по мірі 
послідовного прийому біт за допомогою регістрів зрушення зі зворотним 
зв'язком (функція «виключна диз'юнкція» використовуваних біт полінома, 
що породжує, і вхідних даних). 
Розвитком ідеї CRC є ЕСС–контроль (Error Correction Code), що 
дозволяє не тільки виявляти, але і виправляти деякі помилки. У мережах ЕСС 
практично не застосовується, оскільки вимагає більшої надмірності (він 
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застосовується в пристроях збереження, де у випадку помилки «перепитати» 
ні в кого). 
 
1.8. Керування потоком даних 
 
Керування потоком даних (data flow control) є способом узгодження 
темпу передачі даних з можливостями приймача. Незважаючи на те, що 
бітові швидкості приймачів і передавачів завжди повинні збігатися (інакше 
неможливо коректне декодування прийнятих даних), можливі ситуації, коли 
передавач (один або кілька) передає інформацію в темпі, неприйнятному для 
приймача. При цьому вхідний буфер приймача (якщо такий є) 
переповняється і частина переданої інформації губиться. Засоби керування 
потоком дозволяють приймачеві подати передавачеві сигнал на припинення 
або продовження передачі. Ці засоби вимагають наявності зворотного каналу 
передачі (від приймача до передавача). Сигнал керування потоком може 
передаватися по тому ж каналі, що і дані (наприклад, протокол XON/XOFF у 
послідовному інтерфейсі), а може використовувати окремі лінії (протокол 
RTS/CTS інтерфейсу RS–232C). Керування потоком може бути реалізоване 
явно на нижніх рівнях (як і в RS–232C), а може виконуватися і тільки 
верхніми протокольними рівнями (як, наприклад, у Frame Relay). У 
технології Ethernet при повнодюплексному режимі контроль потоку може 
бути реалізований різними способами, що приводить до деяких проблем 
сумісності і неоднозначності порівняно з устаткуванням того ж класу від 
різних виробників. 
Для контролю одержання інформації приймачем застосовують 
квітірування (handshaking – рукостискання) – відправлення повідомлення 
про одержання кадру (пакета). На кожен прийнятий кадр приймач відповідає 
коротким кадром-підтвердженням. У випадку прийняття коректного кадру 
посилається позитивне підтвердження АСК (ACKnowledge), у випадку 
помилкового – негативне NACK (Negative ACKnowledge). При одержанні 
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NACK передавач одразу повторно посилає кадр. При відсутності 
підтвердження протягом визначеного часу тайм-ауту (timeout) передавач 
також робить повторну передачу, але на очікування втрачається час. Схема 
прийому підтверджень може бути різною. У найпростішому випадку, 
пославши один кадр, передавач чекає підтвердження прийому і тільки після 
нього посилає наступний кадр або повторює той же, якщо одержав NACK 
або спрацював тайм-аут. При цьому в кадрі підтвердження не потрібно 
ідентифікації того кадру, у відповідь на який він посилається. Таке 
підтвердження можна використовувати і для керування потоком – посилка 
підтвердження є також сигналом готовності. Недолік – темп посилки кадрів 
обмежується часом обігу по мережі, у який входить час на передачу і 
проходження кадру по мережі, час реакції приймача, час передачі і 
проходження підтвердження. Чим «довша» (за часом проходження) мережа, 
тим менша реальна пропускна здатність при одній і тій самій швидкості в 
лінії. 
Можлива і пакетна передача (burst transfer), при якій передавач 
посилає серію послідовних кадрів, на яку повинен отримати загальне 
підтвердження, що заощаджує час. Підтвердження може бути 
«знеособленим», тоді у випадку NACK доводиться посилати повний пакет 
кадрів. Якщо в підтвердженні є місце для списку гарних і поганих кадрів, то 
посилати повторно можна тільки погані. При цьому з'являється необхідність 
в ідентифікації кадрів і підтверджень. 
Метод «ковзного вікна» є ефективним гібридом індивідуальних 
підтверджень і пакетної передачі. Тут передавач посилає серію нумерованих 
кадрів, знаючи, що прихід підтвердження може затримуватися щодо свого 
кадру на час обігу по мережі. Цей час може бути попередньо визначений, і 
ширина «вікна» визначається числом кадрів, які можна послати на обраній 
швидкості передачі за час обороту. Підтвердження нумеруються відповідно 
до кадрів, ця нумерація може бути циклічною з модулем, обумовленим 
шириною вікна. Якщо передавач не одержує підтвердження на кадр, що 
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виходить з вікна спостереження, він вважає його загубленим і повторює його 
передачу. У випадку одержання NACK знов-таки повторна передача 
робиться тільки для цього кадру. На випадок повтору передавач повинен 
тримати у своєму буфері всі кадри вікна, заміщаючи вихідні (підтверджені) 
новими. Метод дозволяє повністю використовувати пропускну здатність 
каналу незалежно від дальності передачі. 
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2. Мережеві протоколи 
 
У цьому розділі розглянуті протоколи стеків TCP/IP, IPX/SPX і 
AppleTalk. Уявлення про їхню структуру і функціонування необхідне для 
розуміння роботи проміжних систем локальних мереж – маршрутизаторів і 
комутаторів третього рівня. 
 
2.1. Протокольний стек TCP/IP 
 
Комплект протоколів TCP/IP (Transmission Control Protocol/Internet 
Protocol) розроблявся для мережі Інтернет (Internet Protocol Suite), у даний 
час він широко розповсюджений як у локальних, так і в глобальних мережах. 
Комплект протоколів Інтернету складається з набору загальнодоступних (по 
мережі) документів RFC (Request For Comments – пропозиції до обговорення), 
створених колективними зусиллями світового мережного співтовариства. 
Передача даних в Інтернеті заснована на принципі комутації пакетів, 
відповідно до якого потік даних, переданих від одного вузла до іншого, 
розбивається на пакети, що передаються в загальному випадку через систему 
комунікацій і маршрутизаторів незалежно один від одного і знову 
збираються на приймаючому боці. Весь комплект базується на IP–протоколі 
негарантованої доставки пакетів (дейтаграм) без встановлення з'єднання 
(unreliable connectionless packet delivery). 
Інформація в TCP/IP передається пакетами зі стандартизованою 
структурою, називаними IP–дейтаграмами (IP Datagram), що мають поле 
заголовка (IP Datagram Header) і поле даних (IP Datagram Data). Формат 
заголовка показано на мал. 2.1, де він показаний у вигляді 32-бітних слів. 
Кінцеві вузли – відправники й одержувачі інформації, називаються хостами 
(host), проміжні пристрої, що оперують IP–пакетами (аналізують і 
модифікують інформацію IP–заголовків), називають шлюзами (gateway). 
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Слово\Біт 0 3 4 7 8 15 16 19 31 
1 
Version IHL 
Type of 
Service 
Total Length 
2 
Identification Flags 
Fragment 
Offset 
3 Time To 
Live 
Protocol 
Header 
Checksum 
  
4 Source IP Address 
5 Destination IP Address 
6 Options 
Рис. 2.1. Формат заголовка IP–дейтаграми 
 
Поля мають наступне призначення: 
 Version, 4 біти – номер версії протоколу, що визначає формат 
заголовка. В даний час широко використовується версія 4, і подальший опис 
відноситься до неї. 
 IHL (Internet Header Length), 4 біти – довжина заголовка в 32–бітних 
словах (не менше 5). 
 Type of Service, 8 біт – абстрактний опис якості сервісу: 
 біти 0–2 – Precedence (старшинство, перевага) – параметр, що 
визначає пріоритет графіка (більшому значенню відповідає більший 
пріоритет); 
 біт 3 – Delay (затримка): 0 – нормальна, 1 – мала; 
 біт 4 – Throughput (пропускна здатність): 0 – нормальна, 1 – 
висока; 
 біт 5 – Reliability (надійність): 0 – нормальна, 1 – висока; 
 біти 6–7 – резерв. 
 Total Length, 16 біт – загальна довжина дейтаграми (заголовок і дані) 
в октетах (байтах). Допускається довжина до 65535 байт, але всі хости 
безумовно допускають прийом пакетів довжиною тільки до 576 байт. Пакети 
 44 
більшої довжини рекомендується посилати тільки за попередньою 
домовленістю з приймаючим хостом. 
 Identification, 16 біт – ідентифікатор, що призначується посилаючим 
вузлом, для збірки фрагментів дейтаграм. 
 Flags, 3 біти – керуючі прапори: 
 біт 0 – резерв, повинен бути нульовим; 
 біт 1 – DF (Dоn't Fragment – заборона фрагментування): 0 – 
дейтаграму можна фрагментувати, 1 – не можна; 
 біт 2 – MF (More Fragments – більше фрагментів): 0 – останній 
фрагмент, 1 – не останній. 
 Fragment Offset, 13 біт – місце розташування фрагмента в дейтаграмі 
(зсув у 8–байтних блоках). Перший фрагмент має нульовий зсув. 
 Time to Live (TTL), 8 біт – тривалість існування пакета в мережі, 
формально – у секундах. Нульове значення означає необхідність видалення 
дейтаграми. Початкове значення задається відправником, шлюзи 
декрементують поле після одержання пакета і щосекунди перебування пакета 
в черзі на обробку (пересилання). Оскільки сучасне устаткування рідко 
затримує пакет більш ніж на секунду, це поле може використовуватися для 
підрахунку проміжних вузлів (hop count). Задаванням TTL можна керувати 
дальністю поширення пакетів: при TTL=1 пакет не може вийти за межі 
підмережі відправника. 
 Protocol, 8 біт – ідентифікатор протоколу більш високого рівня, що 
використовує поле даних пакета. 
 Header Checksum, 16 біта – контрольна сума заголовка. Сума за 
модулем 216 усіх 16-бітних слів заголовка (разом з контрольною сумою) 
повинна бути нульовою. Контрольна сума повинна перевірятися і 
перераховуватися в кожнім шлюзі в зв'язку з модифікацією деяких полів 
(TTL). 
 Source Address, 32 біта – Ір-адреса відправника. 
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 Destination Address, 32 біта – Ір-адреса одержувача. 
 Options – опції пакета, довжина довільна (опції можуть і бути 
відсутні). Опції можуть бути в одному з варіантів формату: 
 один октет з типом опції; 
 октет типу (див. нижче), октет довжини опції (включаючи октет 
типу, октет довжини і власне дані) і октети дані опції. 
 Padding – заповнювач, що вирівнює пакет до 32–бітної границі.  
Октет типу опції має наступні поля: 
 1 біт – прапор копіювання опцій в усі фрагменти: 0 – не копіюються, 
1 – копіюються. 
 2 біти – клас опції: 0 – керування, 2 – налагодження і виміри, 1 і 3 – 
резерв. 
 5 біт – номер опції. Опції, визначені для Інтернету, приведені в табл. 
2.1. 
У дейтаграму довжиною 576 байт уміщається 512-байтний блок даних і 
64-байтний заголовок (розмір заголовка може складати 20–60 байт). Довжина 
дейтаграми визначається мережним ПО так, щоб вона вміщувалася в поле 
даних мережного кадру, що здійснює її транспортування. Оскільки на шляху 
проходження до адресата можуть зустрічатися мережі з меншим розміром 
полів даних кадру, IP специфікує єдиний для всіх маршрутизаторів метод 
сегментації – розбивки дейтаграми на фрагменти (теж Ір-дейтаграми) і 
реассемблювання – зворотної її зборки приймачем. Фрагментована 
дейтаграма збирається тільки її остаточним приймачем, оскільки окремі 
фрагменти можуть добиратися до нього різними шляхами. Порядок збірки 
визначається зсувом фрагмента. Перекриття фрагментів і навіть вихід 
фрагмента за заявлений розмір пакета, що збирається, як правило, не 
контролюються. На основі цих властивостей алгоритму збірки «умільці» 
здійснюють злом мережних ОС. Можлива також конкатенація – з'єднання 
декількох дейтаграм в одну і сепарація – дія, зворотна конкатенації. 
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Таблиця 2.1. Опції IP–пакета 
Клас Номер Довжина1 Призначення 
0 0 – End of Option list – кінець списку опцій 
0 1 – No Operation – порожня опція 
0 2 11 Security – безпека 
0 3 v Loose Source Routing – вільна маршрутизація від джерела 
0 9 v Strict Source Routing – обмежена маршрутизація від 
джерела 
0 7 v Record Route – запис маршруту (трасування) 
0 8 4 Stream ID – ідентифікатор потоку 
2 4 v Internet Timestamp – оцінка часу 
1
 v – довільна довжина 
Здавалося б, що цілком достатній у часи розробки, формат заголовка 
пакета став уже тісним. В даний час готується перехід на протокол IP v.6, що 
має наступні основні відмінності: 
 Розширення поля адреси з 32 до 128 біт. 
 Забезпечення можливості автоконфігурування вузлів. 
 Вирівнювання полів заголовка з метою прискорення обробки пакетів. 
 Забезпечення можливостей для більшої розширюваності протоколу. 
Подальший виклад відноситься до існуючої 32-бітній адресації IP v.4. 
 
2.1.1. Адресація в IP 
 
На відміну від фізичних (MAC) адрес, формат яких залежить від 
конкретної мережної технології, Ір-адреса будь-якого вузла мережі 
представляється 32-розрядним двійковим числом. Відповідність IP–адреса 
вузла його фізичній адресі усередині мережі (підмережі) установлюється 
динамічно за допомогою широкомовних запитів ARP–протокола. 
При написанні IP–адрес складається з чотирьох чисел у діапазоні 0–255, 
що представлені в двійковій, вісімковій, десятковій або шістнадцятковій 
системі числення і розділені крапками. 
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Адреса складається з префікса – мережної частини (n), загальної для 
усіх вузлів даної мережі, і хост–частини (h), унікальної для кожного вузла. 
Співвідношення розмірів частин адреси визначається в залежності від 
прийнятого способу адресації, яких змінилося вже три покоління. 
Споконвічно (1980 р.) був визначений поділ на основі класу (classful 
addressing) і допускалися три фіксованих розміри префікса – 1, 2 або 3 байти. 
Вони відповідали класові мережі, однозначно обумовленому значеннями 
старших біт адреси. У табл. 2.2 приведена структура адрес п'яти класів мереж. 
Мережі класу D призначені для групового (multicast) віщання, тут хост-
частина адреси відсутня, а n…n являє ідентифікатор групи. Клас E 
позначений як резерв для майбутнього застосування. 
Таблиця 2.2. Класова адресація IP–мереж 
Клас 
мережі 
1 байт 2 байт 3 байт 4 байт 
Число 
мереж 
Число вузлів у 
мережі 
A 0nnnnnnn hhhhhhhh hhhhhhhh hhhhhhhh 126. ≈ 16 млн. 
B 10nnnnnn nnnnnnnn hhhhhhhh hhhhhhhh ≈ 16 тис. ≈ 65 тис. 
C 110nnnnn nnnnnnnn nnnnnnnn hhhhhhhh ≈ 2 млн. 254 
D 1110nnnn nnnnnnnn nnnnnnnn nnnnnnnn ≈ 256 млн. Не обмежено 
E 11110nnn nnnnnnnn nnnnnnnn nnnnnnnn ≈ 128 млн. Резерв 
 
Пізніше (1985 р., RFC 950) був уведений розподіл на підмережі 
(subnetting) довільних розмірів. Адреса підмережі (s) використовує трохи 
старший біт, що відводиться при стандартній класовій розбивці під хост-
частини адреси. Наприклад, структура адреси в мережі класу З може мати 
такий вигляд: 
110nnnnn.nnnnnnnn.nnnnnnnn.sssshhhh – підмережа з 4-бітною хост-
частиною адреси, що може містити 14 вузлів. Підмережі можуть поділятися 
на ще більш дрібні підмережі. Розподіл на підмережі не дає перетнути 
границі адреси класу. Так, наприклад, адреса 
110nnnnn.nnnnnnnn.nnnnnnss.sshhhhhh не є припустимою, оскільки по перших 
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бітах він відноситься до класу З (для класу В така довжина префікса була б 
припустимою). 
Згодом (1993 р., RFC 1519) був прийнятий «позакласовий» підхід до 
визначення довжини префікса classless addressing або supernetting – CIDR 
(Classless Inter-Domain Routing). Тут довжина префікса довільна, що дозволяє 
найбільш гнучко розподіляти адресний простір. 
Комбінації з усіх нулів або всіх одиниць (перший і останній номери) у 
префіксі та/або хост-частини зарезервовані під широкомовні повідомлення і 
службові цілі: 
 Нульову адресу не використовують. 
 Нульовий префікс означає приналежність одержувача до (під)мережі 
відправника. 
 Нульова хост-частина адреси в старих протоколах обміну 
маршрутною інформацією (RIP) означає, що передається адреса (під)мережі. 
 Одиниці у всіх бітах адреси означають широке розсилання пакета 
усім вузлам (під)мережі відправника (limited broadcast – обмежене 
широкомовне повідомлення). 
 Одиниці у всіх бітах хост-частини (префікс ненульовий і 
неодиничний) означають широке (broadcast) розсилання пакета усім вузлам 
(під)мережі, заданим мережною частиною адреси (префіксом). 
 Адреси 127.х.х.х зарезервовані для налаштування цілей. Пакет, 
надісланий протоколом верхнього рівня по кожному з цих адрес (звичайно 
використовують 127.0.0.1), по мережі не поширюється, а відразу надходить 
нагору по протокольному стеку того ж вузла (loopback). 
При записі адреси іноді застосовують форму, у якій останній елемент 
указує довжину префікса в бітах. Так, наприклад, адреса мережі 
стандартного класу З може виглядати в десятковому представленні як 
199.123.456.0/24, а адреса 199.123.456.0/28 визначає вже підмережу з числом 
хостів 14. 
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Три варіанти адресації розрізняються в плані інформації, що необхідна 
маршрутизаторові. При класовій організації, крім адреси, ніякої додаткової 
інформації не потрібно, оскільки положення префікса фіксоване. Протокол 
RIP мережний маршрут (network route) розпізнавав по нульовій хост–
частини; адресу у якій в хост–частині є хоч один одиничний біт, визначав як 
маршрут вузла (host route). При визначенні підмереж потрібна додаткова 
інформація про довжину префікса. При переході на підмережу була прийнята 
угода про те, що адресація зовнішніх («чужих») мереж виконується по 
класовій ознаці, а локальні маршрутизатори, що працюють з підмережами, 
одержують значення масок при ручному налаштуванні. З'явилася нова 
категорія – підмережевий маршрут (subnetwork route). Протоколи 
маршрутизації, що підтримують підмережі по RFC 950 (наприклад, RIP), «не 
розуміють» комбінацій префіксів і адрес підмереж, що перетинають границі 
стандартних класів. Так, наприклад, підмережа 210.22.74/23 неприпустима, 
оскільки вона поширюється на дві мережі класу З: 210.22.74.0 і 210.22.75.0. 
Крім того, RIP не дозволяє одну мережу поділяти на підмережі різних 
розмірів (довжина префіксів усіх підмереж у межах «класової» мережі 
повинна бути єдиною). 
Нові протоколи обміну маршрутної інформації, що підтримують 
префікси довільного розміру (OSPF), обмінюються повною інформацією, що 
включає 32-бітну адресу і довжину префікса. При цьому залишається єдиний 
тип маршрутів – префіксний (prefix route). 
В даний час поширена форма завдання префікса у виді маски 
(під)мережі. Маска являє собою 32–бітне число, що представляється за 
загальними правилами запису Ір-адреса, у якої старші біти, що відповідають 
префіксові, мають одиничне значення, молодші (локальна хост-частина) – 
нульові. Маски можуть приймати значення з обмеженого списку, наведеного 
в табл. 2.3. Перед ненульовим байтом маски можуть мати тільки значення 
255, після банта, відмінного від 255, – тільки нулі. Утворення байту маски 
пояснює табл. 2.4. Кількість припустимих адрес хостів у (під)мережі (з 
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урахуванням резервування крайніх значень адреси) визначається за 
формулою: 
N = 2
(32 −P)
 − 2, 
де P – довжина префікса. Префікси довжиною 31 або 32 біт непридатні 
для вживання, префікс довжиною 30 біт дозволяє адресувати тільки два 
вузли (використовується при двохточкових з'єднаннях по РРР). 
Адресою (під)мережі можна вважати адреса будь-якого її вузла з 
обнуленими бітами хост-частинами. 
У десятковому представленні діапазони адрес і маски мереж 
стандартних класів мають наступні значення: 
 Клас А: 1.0.0.0–126.0.0.0, маска 255.0.0.0. 
 Клас У: 128.0.0.0–191.255.0.0, маска 255.255.0.0. 
 Клас З: 192.0.0.0–223.255.255.0, маска 255.255.255.0. 
 Клас D: 224.0.0.0–239.255.255.255, маска 255.255.255.255. 
 Клас E: 240.0.0.0–247.255.255.255, маска 255.255.255.255. 
Розподіл на мережі носить адміністративний характер – адреси мереж, 
що входять у глобальну мережу Інтернет, розподіляються централізовано 
організацією Internet NIC (Internet Network Information Center). Розподіл 
мереж на підмережі може здійснюватися власником адреси мережі довільно. 
При використанні масок технічна грань між мережами і підмережами 
практично стирається. Для приватних мереж, не зв'язаних маршрутизаторами 
з глобальною мережею, виділені спеціальні адреси мереж: 
 Клас А: 10.0.0.0 (1 мережа). 
 Клас У: 172.16.0.0–172.31.0.0 (16 мереж). 
 Клас З: 192.168.0.0–192.168.255.0 (256 мереж). 
На мал. 2.2 наведені приклади розбивки мережі 192.168.0.0 класу З на 
чотири підмережі: S1 – 126 вузли (маска 255.255.255.128), S2 – 62 вузли 
(маска 255.255.255.192), S3 і S4 – по 30 вузлів (маски 255.255.255.224). 
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Графічне уявлення простору адрес наочно показує помилки неузгодженості 
адреси і розміру підмережі (обумовленого маскою). 
 
Таблиця 2.3. Довжина префікса, значення маски і кількість вузлів підмережі 
Довжи
на 
Маска 
Числ
о 
вузлі
в 
Довжи
на 
Маска 
Число 
вузлів 
Довжи
на 
Маска 
Число 
вузлів 
32 255.255.255.
255 
– 21 255.255.24
8.0 
2046 10 255.192.
0.0 
4М–2 
31 255.255.255.
254 
– 20 255.255.24
0.0 
4094 9 255.128.
0.0 
8М–2 
30 255.255.255.
252 
2 19 255.255.22
4.0 
8190 8 255.0.0.0 16М–
2 
29 255.255.255.
248 
6 18 255.255.19
2.0 
16382 7 254.0.0.0 32М–
2 
28 255.255.255.
240 
14 17 255.255.12
8.0 
32766 6 252.0.0.0 64М–
2 
27 255.255.255.
224 
30 16 255.255.0.0 65534 5 248.0.0.0 128М
–2 
26 255.255.255.
192 
62 15 255.254.0.0 13107
0 
4 240.0.0.0 256М
–2 
25 255.255.255.
128 
126 14 255.252.0.0 26214
2 
3 224.0.0.0 512М
–2 
24 255.255.255.
0 
254 13 255.248.0.0 52428
6 
2 192.0.0.0 1024
М–2 
23 255.255.254.
0 
510 12 255.240.0.0 10485
74 
1 128.0.0.0 2048
М–2 
22 255.255.252.
0 
1022 11 255.224.0.0 20971
50 
0 0.0.0.0 4096
М–2 
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Таблиця 2.4. Можливі значення елементів масок 
Двійкове Десяткове Двійкове Десяткове Двійкове Десяткове 
11111111 255 11111000 248 11000000 192 
11111110 254 11110000 240 10000000 128 
11111100 252 11100000 224 00000000 0 
 
IP–адреса і маски призначаються вузлам при їх конфігуруванні вручну 
або автоматично з використанням DHCP– або BootP–серверів. Ручне 
призначення адреси вимагає уваги – некоректне призначення адреси і масок 
приводить до неможливості зв'язку по IP, однак з погляду надійності і 
безпеки (захисту від несанкціонованого доступу) воно має свої переваги. 
DHCP (Dynamic Host Configuration Protocol) – протокол, що забезпечує 
автоматичне динамічне призначення IP–адресов і масок підмереж для вузлів-
клієнтів DHCP–сервера. Адреси знову активованим вузлам призначаються 
автоматично з області адрес (пула), виділених DHCP–серверу. По закінченні 
роботи вузла його адреса повертається в пул і надалі може призначатися для 
іншого вузла. Застосування DHCP полегшує інсталяцію і діагностику для 
вузлів, а також знімає проблему дефіциту IP–адрес (реально аж ніяк не всі 
клієнти одночасно працюють у мережі). 
Протокол Boot виконує аналогічні функції, але використовує статичний 
розподіл ресурсів. При ініціалізації вузол надсилає широкомовний запит, на 
який BootP–сервер відповість пакетом з IP–адресом, маскою, а також 
адресами шлюзів (gateways) і серверів служби імен (nameservers). Ці дані 
зберігаються в списку, складеному по МАС–адресам клієнтів Boot, що 
зберігається на сервері. Природно, що при вимкненні вузла його IP–адрес не 
може бути використаний іншими вузлами. 
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2.1.2. Маршрутизація 
 
Поділ на мережі (підмережі) є основою для маршрутизації пакетів, 
переданих мережею. Термін Routing – маршрутизація – означає передачу 
дейтаграми від одного вузла до іншого. При відправленні IP–дейтаграми 
вузол порівнює (логічна операція «виключна диз'юнкція») IP–адрес 
призначення зі своєю IP–адресою і накладає (логічне «І») на результат маску 
підмережі. Ненульове значення результату цієї операції є вказівкою на 
необхідність передачі пакета з підмережі в зовнішню мережу. 
Direct Routing – пряма маршрутизація – здійснюється між вузлами 
однієї (під)мережі. У цьому випадку джерело знає конкретну фізичну (MAC) 
адресу одержувача і інкапсулює Ір-дейтаграму в кадр мережі, що містить ця 
адреса і безпосередньо передається по мережі одержувачеві. Список 
відповідності IP– і Мас-адрес вузлів звичайно формується хостом динамічно 
за допомогою протоколу ARP (Address Resolution Protocol). Для одержання 
Мас-адреси необхідного вузла (у межах підмереж) хост посилає кадр із 
широкомовною Мас-адресою, у який вкладає запит, що містить Ір-адресу 
цікавого нам вузла. На цей запит відгукнеться вузол з Ір-адресою, що 
збігається з відповідним полем запиту. У кадрі відповіді буде присутня його 
Мас-адреса, що і буде занесена в АRР-таблицю. ARP–запит формується 
вузлом у тому випадку, коли йому потрібно передати пакет за адресою, 
відсутньою в його локальній таблиці. Якщо відповідь на ARP–запит не буде 
отримана, то пакет, що мав бути переданий, анулюється. Можливо і статичне 
формування таблиць, необхідних  
для тих технологій, у яких немає широкомовної адресації (наприклад, 
з'єднання через РРР). 
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Indirect routing – непряма маршрутизація – передача дейтаграм між 
вузлами різних (під)мереж. Знайшовши розбіжність немаскованої 
(мережний) частини IP–адрес, джерело посилає кадр з IP–дейтаграмою по 
фізичній адресі маршрутизатора (його адреса визначається вищеописаним 
способом). Маршрутизатор аналізує IP–адрес призначення отриманої 
дейтаграми й у залежності від адрес прямо підключених до нього (під)мереж 
посилає дейтаграму або прямо по фізичній адресі вузла призначення, або до 
наступного маршрутизатора. 
Маршрутизатор (router) являє собою пристрій, що має один або кілька 
інтерфейсів (портів) для підключення локальних мереж або вилучених 
з'єднань. Кожному фізичному інтерфейсові ставиться у відповідність одна 
або декілька IР–(під)мереж, вузли яких мають з ним безпосередній зв'язок (на 
1–2-м рівні моделі OSI). Маршрутизатор забезпечує межмережеву передачу 
пакетів між вузлами (хостами й іншими маршрутизаторами) доступних йому 
підмереж. Передачі можуть бути як між різними інтерфейсами, так і між 
підмережами, розташованими на тому самому інтерфейсі (без 
маршрутизатора їхні вузли один одного «не бачать», хоча і «чують»). 
Можливі маршрутизатори навіть з одним фізичним інтерфейсом, їх іноді 
називають «однорукими маршрутизаторами». 
У термінології TCP/IP маршрутизатор відноситься до шлюзів (gateway), 
і в кожному минаючому пакеті він повинен декрементувати поле TTL (по 
прибутті пакета, а потім щосекунди перебування пакета в маршрутизаторі). 
Маршрутизатор для своєї роботи повинен мати таблицю 
маршрутизації, в якій міститься інформація про IP–адреси і маски 
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(під)мереж, підключених до кожного його порту, а також список сусідніх 
маршрутизаторів. Список безпосередньо доступних маршрутизаторів 
повинен бути й у кожнім вузлі. Заповнення цих таблиць може здійснюватися 
як динамічно (наприклад, за допомогою протоколу RIP або OSPF), так і 
статично (вручну). Статичне заповнення таблиць – досить заморочливе 
заняття, але воно дозволяє уникнути «зломів» мережі за допомогою 
підстановки нелегальних маршрутизаторів. 
На маршрутизатори покладається і задача фільтрації – пропущення 
пакетів, що задовольняють тільки визначеним критеріям, або/та навпаки, не 
пропущення певних пакетів. Фільтрація може здійснюватися по різних 
ознаках, що відносяться до протоколів різних рівнів. Природно, що складні 
схеми фільтрації вимагають визначених ресурсів маршрутизатора (пам'ять 
під таблиці, процесорний час на обробку пакетів). 
Ір-маршрутизатори характеризуються продуктивністю (число пакетів у 
секунду), затримкою (часом обробки пакета), способом обміну маршрутною 
інформацією (RIP, OSPF), можливостями фільтрації, підтримкою групового 
віщання (IGMP), типом і кількістю інтерфейсів. 
Маршрутизатор може бути окремим пристроєм, можлива також 
реалізація його функцій і мережною операційною системою кінцевих вузлів 
(серверів). Покладання функцій маршрутизатора, особливо фільтрації, на 
сервер значно навантажує його. Крім того, у цьому випадку з'являються 
обмеження, не властиві IP–протоколу. Наприклад, сервер NetWare 3.х–4.х (і 
не тільки цих ОС) не дозволяє на одній інтерфейсній карті сконфігурувати 
більш однієї IP–підмережі. 
 
2.1.3. Багатоадресне (групове) розсилання і протокол IGMP 
 
Групова розсилка (multicast) вимагає деяких розширень у протоколах 
вузлів, вони описані в RFC 1112. Там також описаний і простий протокол 
IGMP (Internet Group Management Protocol – протокол керування групами). 
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Підтримка групової розсилки вузлами може бути реалізована на трьох 
рівнях: 
 0 – не підтримується. 
 1 – підтримується передача групових повідомлень (необхідні 
додаткові мінімальні засоби). 
 2 – підтримується передача і прийом. 
Кожна з адрес діапазону класу D (224.0.0.0–239.0.0.0) представляє 
ідентифікатор групи, що розсилається. Групи поділяються на постійні 
(permanent) і тимчасові (transient). Адреси постійних груп призначаються 
адміністративно. Для тимчасових груп адреси виділяються динамічно з 
незайнятих постійними. Адресу 224.0.0.0 використовувати забороняється. 
Адреса 224.0.0.1 (all-hosts address) використовується як загальна адреса для 
всіх абонентів групового розсилання, безпосередньо підключених до 
конкретної (під)мережі. Адреса 224.0.0.2 (all routers) використовується для 
звертання до всіх маршрутизаторів IGMP. Ці дві адреси слугують для 
поширення інформації з протоколу IGMP. Немає способу задати групову 
адресу відразу усіх вузлів глобальної мережі. Групи одержувачів 
формуються динамічно, вузол може бути членом декількох груп. 
Трафік вузла, що віщає, передається всім членам групи без гарантії 
доставки, але з «максимальним старанням». Передача групового трафіка в 
мережах Ethernet використовує властивий їм механізм багатоадресної 
передачі. При цьому молодші 23 біта ідентифікатора багатоадресної Ір-групи 
містяться в 23 молодших біта групової адреси Ethernet 01–00–5E-00–00–00. 
Оскільки Ір-ідентифікатор має розрядність 28 біт (4 біти займає ознаку класу 
D), можливо, що в одну групу Ethernet будуть попадати повідомлення 
декількох (до 32) Ір-груп. Це дає додаткове навантаження на нижній 
протокольний рівень вузла, оскільки йому доведеться фільтрувати вхідні 
пакети. 
Поширення міжмережевого групового графіка керується протоколом 
IGMP. Усі повідомлення цього протоколу передаються по адресах 224.0.0.1 і 
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224.0.0.2, поле TTL=1, так що повідомлення не виходить за межі, доступні 
безпосередньо по локальному інтерфейсу. Вузол, що бажає вступити в групу, 
передає повідомлення Host Membership Report, у якому вказується 
ідентифікатор групи. Для вірності це повідомлення він повторює 1–2 рази 
(підтверджень у IGMP не передбачається). Маршрутизатор, що підтримує 
IGMP, приймає це повідомлення і заносить ідентифікатор у свою таблицю з 
прив'язкою до порту, від якого отримане повідомлення. Маршрутизатор 
періодично посилає запити Host Membership Query, на які відповідають вузли, 
що вважають себе членами якої-небудь групи. Якщо на декілька опитувань 
для визначеної групи ніхто не відгукнувся, маршрутизатор виключає цю 
групу зі своєї таблиці. Для скорочення надлишкового службового трафіка 
вузли відповідають не відразу, а через випадковий інтервал часу. Якщо за час 
цієї затримки вузол, що зібрався відповісти, почув таку ж відповідь від 
іншого вузла, він свою відповідь анулює. Про вихід із групи вузол явно не 
повідомляє, він просто перестає відповідати на опитування. Протокол IGMP 
використовується і для обміну інформацією про використовувані групи між 
маршрутизаторами, що підтримують групове пересилання. Маршрутизатори 
організують пересилання пакетів групового віщання між портами, для яких у 
таблиці занесені відповідні ідентифікатори. Звичайно ж, поширення цього 
трафіка контролюється і засобами мережного адміністрування. 
Групове віщання дозволяє заощаджувати трафік при кількості 
одержувачів більше одного: розсилання однієї і тієї ж інформації декільком 
одержувачам звичайними двохточковими засобами призводило б до росту 
трафіку пропорційно кількості приймачів. Групове розсилання дозволяє 
організувати аудіо– і відеорозсилку мережею передачі даних. Вищеописані 
засоби не страхують від помилкової доставки пакетів, ця страховка 
досягається протокольними засобами (ідентифікації, аутентифікації, 
шифрування) вищих протокольних рівнів. Механізм динамічного 
призначення ідентифікаторів груп у RFC 1112 не обмовляється, 
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передбачається, що він повинний виконуватися високорівневими 
протоколами. 
Після RFC 1112 з'явилася нова версія IGMP V.2, знову сумісна з 
вихідною. У версії 2 уведені наступні зміни: 
 Визначено вибір маршрутизатора-опитувача IGMP – для кожної 
локальної мережі це буде маршрутизатор з найменшою Ір-адресою. 
 Визначено новий тип повідомлення – Group-Specific Query, у якому 
вказується список груп, приналежність до яких цікавить маршрутизатор у 
даний момент. 
 Визначено нове повідомлення Leave Group, яким хост явно вказує на 
намір вийти з групи (груп). Повідомлення посилається по спеціальній адресі 
224.0.0.2 (all routers). 
Ці заходи спрямовані на економію смуги пропускання – скорочення 
зайвого групового графіка. 
Версія 3 припускає можливість вибору джерел, дані від яких цікавлять 
групових одержувачів. Дотепер, як тільки вузли заявляли про входження в 
яку-небудь групу, маршрутизатори доставляли їм пакети від усіх джерел (їх 
може бути безліч) даної групи. Тепер повідомленням Inclusion Group-Source 
Report хост замовляє трафік джерел, що цікавлять, а повідомленням Exclusion 
Group-Source Report відмовляється від його одержання. У такий спосіб 
мережа звільняється від непотрібного графіка. 
Для передачі групового графіка потрібна мережа маршрутизаторів (і 
комутаторів), що підтримують протоколи IGMP. Оскільки в глобальній 
мережі на це здатні далеко не всі маршрутизатори, застосовують 
тунелювання. Пакети з груповими адресами інкапсулюються в звичайні 
одноадресні пакети (IP-Over-IP) і в такому виді пересилаються між шлюзами. 
Тунелі, по яких проходять інкапсульовані пакети, з'єднують шлюзи, 
розташовані в «острівцях» мережі, на яких мається повна підтримка 
групового віщання. У шлюзі на кінці тунелю багатоадресні пакети 
витягаються з одноадресних і далі розсилаються в межах «острівця» 
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вищенаведеним способом. Побудова магістральної мережі поширення 
групового графіка Multicast Backbone (MBONE), що є нетривіальною 
задачею, у рамках даної книги розглядатися не буде. Відзначимо лише, що 
для передачі цього графіка використовуються протоколи DVMRP (Distance 
Vector Multicast Routing Protocol), MOSPF (Multicast OSPF) або PIM 
(Protocol–Independent Multicast). 
 
2.1.4. Ієрархічна система імен DNS 
 
Адресація IP–пакетів використовується на мережному і транспортному 
рівнях. Для використання на верхніх рівнях вона незручна – кінцевому 
користувачеві, що бажає зв'язатися з яким-небудь вузлом мережі, 
користуватися послідовністю чотирьох чисел важко. Для роботи на вищих 
рівнях прийнята символьна адресація, побудована по ієрархічному 
доменному принципі DNS (Domain Name System). Цей принцип розглянемо 
на конкретному прикладі – адресі Wеb-сервера ЦНИИ РТК www.rtc.neva.ru. 
Ця адреса складається з чотирьох елементів, розділених крапками. Крайній 
праворуч елемент «ru» – ім'я домена верхнього рівня, що відомо у всій 
глобальній мережі Інтернет. Ім'я домена верхнього рівня визначається по 
територіальному (ru – Росія, su – колишній СРСР, usa – США, uk – Англія і 
т.п.) або організаційному (coin – комерційна організація, org – некомерційна 
організація, edu – освітня, gov – державна США і т.п.) принципові. Ім'я 
домена верхнього рівня реєструється в організації Internet NIC 
(http://www.intennc.net). Кожен домен верхнього рівня може містити довільне 
число вузлів і дочірніх доменів, кожний з вузлів і доменів має своє 
символічне ім'я, що приєднується ліворуч через крапку до імені 
батьківського домена. У даному випадку в домені «ru» (Росія) є домен «neva» 
(у місті на Neve), у якому зареєстрований домен rtc (скорочене ім'я інституту). 
І, нарешті, у домені rtc.neva.ru мається вузол (Wеb-сервер) з ім'ям «www». У 
кожнім домені є DNS-сервер, що зберігає таблицю відповідності символічних 
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імен і Ір-адрес його вузлів і дочірніх доменів, у ній також є присутнім і запис, 
що відноситься до батьківського домену. По цій ієрархічній системі кожен 
вузол може одержати інформацію про Ір-адресі будь-якого вузла мережі, 
звертаючись послідовно до всіх DNS-серверів нагору по ієрархії, доходячи до 
крапки, загальної для цих вузлів, і спускаючись до домена, що містить 
шуканий вузол. Зворотна задача – визначення символьного імені по Ір-адресі 
– не завжди має однозначне рішення, оскільки той самий вузол (Ір-адреса) і 
навіть домен можуть мати кілька псевдонімів (aliaces), зареєстрованих навіть 
у різних доменах. Оскільки на систему DNS лягає велике навантаження, в 
одному домені може бути і кілька DNS-серверів, що ведуть загальну базу 
даних. Крім того, застосовується і кешування  – збереження записів не тільки 
свого домена, але і найбільш використовуваних записів чужих доменів. Як і 
при будь-якому кешуванні, тут необхідно стежити за тим, щоб зміни в 
кешованих базах даних (на вилучених DNS-серверах) вчасно відображались в 
кеші. 
Символічні адреси не мають ніякого алгоритмічного зв'язку з Ір-
адресами, їхня взаємна відповідність визначається тільки таблично. На 
початку побудови глобальної мережі розподіленої служби DNS не було, 
відповідність імен визначалася по «рукописним» таблицях, що 
централізовано зберігалися і розповсюджувалися у вигляді текстових файлів. 
Розподілена система DNS при всій своїй зручності є потенційним об'єктом 
інформаційної атаки на мережу, оскільки використовуваний протокол 
дозволяє замість «дійсних» DNS-серверів підставляти нелегальні, а також 
спотворювати інформацію в існуючих DNS-серверах. Це дозволяє 
перехоплювати пакети, адресовані вузлам за допомогою сервісу DNS. 
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2.1.5. Протоколи стека TCP/IP 
 
Стек TCP/IP охоплює верхні рівні моделі OSI, починаючи з третього. 
Перелічимо основні з них. 
Мережний рівень 
 IP (Internet Protocol) забезпечує негарантовану доставку пакета від 
вузла до вузла, у роботі з нижніми рівнями використовує ARP n RARP. 
 ARP (Address Resolution Protocol) динамічно перетворить IP–адресу 
на фізичну (MAC). 
 RARP (Reverse Address Resolution Protocol), зворотній до ARP, 
перетворить фізичну адреса в IP–адресу. 
 ICMP (Internet Control Message Protocol) управляє передачею 
керуючих і діагностичних повідомлень між шлюзами, маршрутизаторами і 
вузлами, визначає приступність і здатність до відповіді абонентів-адресатів, 
призначення пакетів, працездатність маршрутизаторів і т.д. ICMP взаємодіє з 
вищими протоколами TCP/IP. Повідомлення передаються за допомогою IP–
дейтаграм. 
 ICMP (Internet Group Management Protocol) дозволяє формувати в 
маршрутизаторах списки груп багатоадресного розсилання. 
Транспортний рівень 
 UDP (User Datagram Protocol) забезпечує негарантовану доставку 
користувальницьких дейтаграм без установлення з'єднання між заданими 
процесами передавального і приймаючого вузлів. Взаємодіючі процеси 
ідентифікуються протокольними портами (protocol ports) – цілочисельними 
значеннями в діапазоні 1–65535. Порти 1–255 закріплені за широко відомими 
додатками (well-known port assignments), інші призначаються динамічно 
перед посилкою дейтаграми. UDр-дейтаграма має заголовок, що включає 
номери порту джерела (для можливості коректної відповіді), порти 
призначення і поле даних. Довжина поля даних UDP–дейтаграми довільна, 
протокол забезпечує її інкапсуляцію (переміщення в поле даних) в одну або 
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декілька IP–дейтаграм і зворотну збірку на приймаючому боці. UDP дозволяє 
безлічі клієнтів використовувати співпадаючі порти: дейтаграма 
доставляється клієнтові (процесові) із заданим IP–адресом і номером порту. 
Якщо клієнт не знаходиться, то дейтаграмма відправляється за адресою 
0.0.0.0 (звичайно це «чорна діра»). 
 TCP (Transmission Control Protocol) забезпечує гарантований потік 
даних між клієнтами, що встановили віртуальне з'єднання. Потік являє собою 
неструктуровану послідовність байт, їхня інтерпретація узгоджується 
відправником і приймачем  попередньо. Для ідентифікації використовуються 
порти, аналогічно UDP–портам. Активна сторона (ініціатор обміну) зазвичай 
використовує довільний порт, пасивна – відомий порт, що відповідає 
використовуваному протоколові верхнього рівня. Комбінація IP–адреса і 
номера порту називається гніздом TCP (TCP Socket). TCP буферизує вхідний 
потік, очікуючи перед посилкою заповнення великої дейтаграми. Потік 
сегментується, кожному сегментові призначається послідовний номер. 
Передавальна сторона очікує підтвердження прийому кожного сегмента, при 
його тривалій відсутності робить повторну передачу сегмента. Процес, що 
використовує TCP, одержує повідомлення про нормальне завершення 
передачі тільки після успішної збірки потоку приймачем. Протокол 
забезпечує повний дюплекс, це означає, що потоки даних можуть йти 
одночасно в зустрічних напрямках. 
Рівень представлення даних і прикладний рівень 
 TelNet – забезпечення дистанційного термінала (символьного і 
графічного) UNIX–машини. 
 FTP (File Transfer Protocol) – протокол передачі файлів на основі 
TCP. 
 TFTP (Trivial File Transfer Protocol) – найпростіший протокол 
передачі файлів на основі UDP. 
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 SMTP (Simple Mail Transfer Protocol) – протокол передачі 
електронної пошти, що визначає правила взаємодії і формати керуючих 
повідомлень. 
 RIP (Routing Information Protocol) – протокол обміну трасованою 
інформацією між маршрутизаторами, що забезпечує динамічну 
маршрутизацію. Використовує класи як ознаку визначення префікса адреси. 
 OSPF (Open Shortest Path First) – протокол поширення маршрутної 
інформації між маршрутизаторами в автономній системі. 
 DNS (Domain Name System) – система забезпечення перетворення 
символічних імен і псевдонімів мереж і вузлів в IP–адреси і назад. 
 SNMP (Simple Network Management Protocol) – простий протокол 
керування мережевими ресурсами. 
 RPC (Remote Procedure Call) – протокол виклику вилучених 
процедур (запуску процесів на відаленому комп'ютері). 
 NFS (Network File System) – відкрита специфікація мережної 
файлової системи, уведена Sun Microsystems. 
Крім перерахованих, у стек входять і інші протоколи, їхній склад 
постійно розширюється. 
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2.2. Фірмові протокольні стеки 
 
На відміну від відкритої специфікації стека TCP/IP, подробиці 
фірмових протоколів IPX/SPX (Novell), AppleTalk (Apple inc.) і деяких інших 
не афішуються. Їхній опис буде не настільки докладним, але достатнім для 
практичного використання при роботі з комунікаційним устаткуванням, що 
поєднує в собі логічні і фізичні мережі. Протокол NetBEUI, широко 
застосовуваний у мережах Microsoft Windows, не підтримує межмережеву 
взаємодію – поділ на логічні мережі. Він не забезпечує маршрутизацію – 
вузли різних локальних мереж, зв'язаних із сервером через роздільні 
мережеві карти, один одного по мережі «не бачать» (хоча з загального 
сервера вони всі доступні). З цієї причини у відносно складних мережах 
Windows застосовуються протоколи TCP/IP або IPX/SPX. 
 
2.2.1. IPX/SPX 
 
Протокольний стек IPX/SPX розроблений фірмою Novell для мереж 
NetWare, починаючи з найперших поколінь. Цим стеком користуються і 
мережеві ОС інших фірм, включаючи Microsoft Windows 3.х/95/98/NT. По 
своїй структурі стек нагадує TCP/IP. Основу стека складає протокол 
мережного рівня IPX (Internetwork Packet Exchange), що відповідає за 
адресацію і маршрутизацію пакетів та їхню негарантовану доставку між 
вузлами різних Ірх-мереж. Поверх нього працює протокол SPX (Sequenced 
Packet Exchange), що забезпечує встановлення з'єднань і гарантовану 
доставку пакетів у правильному порядку. Над протоколами IPX і SPX 
працюють інші протоколи стека, що охоплюють верхні рівні моделі. 
Протокол IPX працює над LLC–рівнем (802.2) і може використовувати 
технології локальних мереж Ethernet, Token Ring, ARCnet, 100VG, FDDI. 
формат пакета IPX приведений на мал. 2.3, довжина полів зазначена в байтах. 
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CS Len TC PT DN DH DS SN SH SS Data 
2 2 1 1 4 6 2 4 6 2 0–546 
Рис. 2.3. Формат пакета IPX 
 CS (Checksum) – контрольна сума, частіше не використовується (при 
цьому CS=FFFFh); 
 Len (Length) – довжина пакета; 
 ТС (Transport Control) – управління транспортуванням; 
 РТ (Packet Type) – тип пакета; 
 ON (Destination Network), DH (Destination Host), DS (Destination 
Socket) – адреса призначення; 
 SN (Source Network), SH (Source Host), SS (Source Socket) – адреса 
джерела; 
 Data – поле даних. У пакетах SPX це поле починається з 12-байтного 
заголовка SPX. 
Повна IPX–адреса має розрядність 12 байт і складається з наступних 
частин: 
 номера зовнішньої мережі (IPX external network number), 4 байти; 
 адреси вузла (node address), 6 байт; 
 номера сокета (socket number), 2 байти. 
На відміну від Ір-адреси, де мережна і хост-частини для усіх вузлів 
призначаються явно і за бажанням адміністратора (звичайно, за визначеними 
правилами), в Ірх-адресі як адресі вузла виступає фізична адреса адаптера. У 
мережах Ethernet адресою вузла є Мас-адреса мережного адаптера і її 
спеціально задавати не потрібно (за винятком особливих випадків). Номер 
мережі потрібно вказувати тільки при конфігуруванні серверів і 
маршрутизаторів. З кожним адаптером Ethernet може бути зв'язане до двох 
різних Ірх-мереж, що використовують різні типи кадрів – 802.2 і 802.3 (див. 
6.2). Номер мережі для вузлів, що не займаються маршрутизацією 
(робітників станцій), не вказується. У випадку двох мереж в одному кабелі 
він визначається типом кадру, зазначеного для мережного драйвера, з яким 
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зв'язаний протокол IPX. Такий вузол із двома мережами безпосередньо 
працювати не може – він «побачить» Ірх-вузол з іншим типом кадру ( що 
належить до інших Ірх-мереж) тільки через маршрутизатор. 
У ролі маршрутизатора, як правило, виступає внутрішній 
маршрутизатор, що входить в ОС NetWare. Його функції очевидні, коли до 
сервера підключено більше одного адаптера, і менш очевидні, коли дві 
мережі (з кадром 802.2 і кадром 802.3) присутні на одному адаптері. При 
конфігуруванні маршрутизуючих вузлів номер Ірх-мереж повинний 
задаватися обов'язково. При конфігуруванні сервера NetWare номер 
задається рядком 
Bind IPX to "board" NET="net_num", 
де board – посилання на логічну інтерфейсну плату, у якій прямо або 
побічно визначений тип кадру, a net_num – номер Ірх-мереж, не більш 4 байт 
у hех-форматі. Номер мережі задається адміністратором, у NetWare 4.x при 
конфігуруванні сервера, підключеного до «живої» мережі, він може бути 
визначений автоматично. Номера мереж у вузлах, підключених до однієї 
локальної мережі і що використовують співпадаючий тип кадру, повинні 
бути узгоджені. У противному випадку сервери будуть постійно виявляти 
помилку маршрутизації і повідомляти про неї на консолі. Крім номерів 
зовнішніх мереж, у кожнім сервері задається 4-байтний номер його 
внутрішньої мережі (IPX Internal Network Number) – унікальний для кожного 
сервера мережі (маршрутизатора) і не співпадаючий з жодним номером 
доступної зовнішньої мережі. Ця внутрішня мережа служить «перевалочною 
базою» для всіх обмінів пакетами. 
Для протоколів IPX/SPX крім маршрутизації можлива фільтрація 
трафіка за певними ознаками (по елементах Ірх-адреси й інформації SPX). 
Функції фільтрації можуть виконувати і внутрішні маршрутизатори серверів 
NetWare, для цього в них повинні бути завантажені спеціальні програмні 
модулі. Підтримка протоколів IPX/SPX апаратними маршрутизаторами 
здійснюється далеко не у всіх моделях. Частково і завдяки цій обставині 
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локальні IPX–мережі виявляються більш захищеними від зовнішнього 
проникнення, ніж IP–сети без спеціальних способів захисту. 
Локальні IPX–мережі можуть зв'язуватися між собою через спеціально 
сконфігурировані IP–тунелі (IP–tunnel). У цьому випадку Ірх-пакети однієї 
мережі, призначені для абонентів віддаленої мережі, інкапсулюються 
сервером у UDр-пакеті і доставляються до дистанційного сервера, де 
витягаються і використовуються за призначенням. Тунель можна 
використовувати для зв'язку декількох віддалених Ірх-мереж, що мають 
сервери, зв'язані за протоколом TCP/IP, можлива «прокладка» тунелів і до 
окремих станцій. Тунель організовується через мережеві адаптери, до яких 
прив'язаний протокол TCP/IP. До них прив'язується протокол, що 
завантажується, IPTUNNEL. 
Для того щоб сервер NetWare став одним з виходів тунелю, на ньому 
повинна бути встановлена підтримка TCP/IP (завантажено драйвер адаптера і 
з ним зв'язаний протокол TCP/IP). Після цього завантажується модуль 
тунелю командою 
LOAD IPTUNNEL [PEER="remote_IP_address"] [CHKSUM=YES | 
NO] [LOCAL="local_IP_address"] [PORT="UDP_port_number"] [SHOW] 
Тут параметр PEER задає Ір-адрес протилежного кінця тунелю, LOCAL 
задає Ір-адрес даного сервера (за замовчуванням – адреса першої плати з 
TCP/IP), CHKSUM=YES (за замовчуванням) забезпечує контроль цілісності 
Ірх-пакета контрольною сумою UDP, PORT задає номер UDр-порта (1–
65535), використовуваного тунелем (за замовчуванням 213), SHOW виводить 
звіт про конфігурацію. До тунелю прив'язується протокол IPX командою 
BIND IPX TO IPTUNNEL NET="net_num" 
Номер Ірх-мережі net_num є загальним номером для усіх виходів 
даного тунелю. 
Ця процедура виконується на усіх виходах даного тунелю, після чого 
локальні мережі, підключені до серверів-виходів, виявляться зв'язаними в 
одну Ірх-мережу і їхні станції одержать можливість «прозорого» зв'язку один 
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з одним. Швидкість спілкування по тунелю буде визначатися пропускною 
здатністю мережі TCP/IP. 
Для побудови розгалуженого тунелю IPTUNNEL завантажується кілька 
разів із указівкою відповідних Ір-адрес його виходів (параметр PEER), при 
цьому LOCAL і PORT використовуються тільки з першої команди, а 
використання контрольної суми відповідає останньому явному її завданню. 
Для підключення до тунелю одиночної станції (DоS-клієнт) на ній 
необхідно встановити підтримку TCP/IP (завантажити LSL.COM, драйвер 
плати або Сома-порту і TCPIP.EXE) і завантажити IPTUNNEL.EXE, що є 
логічним комунікаційним драйвером. У файл NET.CFG уводиться секція 
LINK DRIVER IPTUNNEL, у якій можливе задавання наступних параметрів: 
 GATEWAY "ip_addr" – адреса протилежного виходу з тунелю (за 
замовчуванням – 255.255.255.255), для розгалуженого тунелю можливо 
ввести список до 10 рядків; 
 PORT "num" – номер використовуваного UDр-порту (за 
замовчуванням 213); 
 CHECKSUM YES | NO – захист пакета контрольною сумою. 
Потім завантажується драйвер IPXODI і зв'язується з тунелем 
командою BIND IPTUNNEL у секції PROTOCOL IPX файлу NET.CFG. Після 
успішного виконання цих кроків станція одержує прозорий доступ до 
віддаленої мережі IPX або іншим станціям тунелю, використовуючи 
протокол IPX. Інформації про те, як організувати тунель для станцій 
Windows 95/98/NT і чи можливо це, авторові знайти не вдалося. 
 
2.2.2. AppleTalk 
 
Протокольний стек AppleTalk є «рідним» протоколом мереж 
комп'ютерів Macintosh. Цей стек охоплює всі рівні моделі, починаючи від 
фізичного. Стек розроблявся в середині 80-х років, новіша його реалізація 
Phase 2 була введена в 1989 р. Розглянемо його. 
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На фізичному рівні можуть використовуватися наступні мережеві 
архітектури: 
 LocalTalk – мережа на витій парі, швидкість до 230,4 кбіт/с, 
інтерфейс RS–485. Метод доступу CSMA/CA (див. 1.4), топологія – шина. У 
мережі може бути до 255 вузлів, максимальна відстань – 300 м. Адаптери 
Local Talk вбудовувалися в усі комп'ютери Apple 80–х і початку 90–х років. 
 EtherTalk – фірмова реалізація Ethernet (10 Мбіт/с), що змінила 
LocalTalk. EtherTalk Phase 1 відповідає Ethernet 2.0, EtherTalk Phase 2 –IEEE 
802.3. Вузли EtherTalk Phase 1 і EtherTalk Phase 2 в одній кабельній мережі 
разом працювати не можуть. 
 Token Talk – реалізація маркерного кільця (тільки в Phase 2), сумісна 
з 802.5 (4 Мбіт/с) і IBM Token Ring (16 Мбіт/с). 
 FDDITalk – реалізація FDDI (100 Мбіт/с). 
 Serial (RS–422) – послідовний інтерфейс віддаленого підключення. 
На канальному рівні ці технології підтримуються протоколами LLAP 
(LocalTalk Link Access Protocol), ELAP (EtherTalk Link Access Protocol), 
TLAP (TokenTalk Link Access Protocol), FLAP (FDDITalk Link Access 
Protocol) і ARAP (AppleTalk Remote Access Protocol) відповідно. 
На мережному рівні сполучною основою протоколу є DDP (Data 
Delivery Protocol), що готує пакети і маршрутизує їх мережею. Протокол 
забезпечує негарантовану доставку пакетів між вузлами незалежно від 
архітектур нижнього рівня. Протокол AARP (AppleTalk Address Resolution 
Protocol) зв'язує логічні мережеві адреси з фізичними. 
На верхніх рівнях (від транспортного і вище) розташовано безліч 
протоколів, деякі з них охоплюють кілька суміжних рівнів. Протоколи ADSP 
(AppleTalk Data Stream Protocol) і АТР (AppleTalk Transaction Protocol) 
забезпечують надійну доставку даних (кожен для своїх умов застосування). 
Протоколи NBP (Name Binding Protocol) і ZIP (Zone Information Protocol) 
полегшують адресацію. NBP зв'язує мережеві адреси із символьними іменами. 
ZIP використовується у великих мережах для розподілу на зони. Додатки 
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мають мережний доступ до файлів через AFP (AppleTalk Filing Protocol), 
сервіс друку здійснюється за допомогою передачі РоstSсrірt-файлів через 
PAP (Printer Access Protocol). 
Кожна мережа Phase I AppleTalk має свій унікальний номер. Кожен 
вузол мережі має унікальну 8-бітну адресу з діапазону 1–254 включно (0 і 
255 зарезервовані). Адреси 1–127 призначені для робочих станцій, 128–254 – 
для серверів. Зони є логічним об'єднанням вузлів у підмережу. Кожен вузол 
може одночасно належати і декільком зонам, а може і жодній. У зону можуть 
входити вузли різних мереж. Розподіл на зони було введено для полегшення 
задач адресації і маршрутизації. 
Друга реалізація – Phase 2 AppleTalk – внесла деякі розширення: 
 можливість використання в одному сегменті мережі більше 254 
вузлів; 
 в одному сегменті мережі можливе призначення більше одного 
номера мережі; 
 маршрутизація (AppleTalk Internet Router) дозволяє поєднувати до 8 
сегментів мереж. 
Тепер кожному сегментові мережі може бути призначений діапазон 
номерів мережі. Кожен вузол може бути зв'язаний тільки з одним номером 
мережі з цього діапазону, у такий спосіб збільшується можливе число вузлів 
у сегменті (кожен вузол адресується номером мережі і номером вузла). Один 
номер мережі використовують для 25–50 вузлів, якщо очікується зростання 
числа вузлів, то споконвічно використовуються більш дрібні мережі. Для 
мостів і маршрутизаторів, що зв'язують сегменти мереж, є ряд обмежень: 
 Усі маршрутизатори, підключені до одного сегмента мережі, повинні 
для цих інтерфейсів використовувати однакові діапазони номерів. 
 Маршрутизатори повинні з'єднувати сегменти з незбіжними 
діапазонами номерів і тими, що не перекриваються. 
 Мости повинні з'єднувати сегменти зі співпадаючими діапазонами 
номерів. 
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Після опису TCP/IP мережі AppleTalk здаються іграшковими, проте, 
ряд моделей мережевих пристроїв підтримують і цей протокол. 
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