Abstract. We apply the methods of primary and irreducible Fourier series on compact nilmanifolds to determine the ranges of all first order invariant operators on the compact Heisenberg manifolds. We show that the sums of primary solutions behave better on these manifolds than on any multidimensional torus.
1. Introduction. In this paper we will investigate the global solvability of first order linear partial differential equations on compact Heisenberg manifolds. Let N denote the three-dimensional Heisenberg group and T any cocompact discrete subgroup. If D E 9lc, the complexified Lie algebra of TV, then we will calculate the precise range of D acting by right differentiation on C°° (T \N), the space of smooth left-r-periodic functions on N.
If g E CX(T \N), then it is well known that each of the primary components of g in the Fourier decomposition of L2(T \N) is again smooth [1] , In Theorem (3.1) we show that, if g E C°°(T\N) is such that Dfx = gx can be solved for smooth fx for each primary component gx of g, then /x can be chosen so that 2/x converges uniformly to a smooth, global solution of Df -g. As discussed in connection with Theorem (3.11), this theorem would be false on any multidimensional torus. We believe that this greater regularity of T \ N with respect to solution of first order equations reflects the nontrivial polynomial nature of the multiplication in the Heisenberg group. In Theorem (4.2) we classify the finite-dimensional primary ranges of all D E 9lc, thereby completing the solution of the problem. In Corollary (4.4) we observe that the codimensions of the primary ranges of D determine F uniquely up to isomorphism as a discrete group which is cocompact in N. Note that Theorem (4.2) together with Rockland's theorem [9] implies that many D E 9lc are not hypoelliptic.
Some discussion of our choice of method is in order. Some D E 9lc could have been treated in the proof of Theorem (3.1) by multiplying by a formal adjoint, finding a commuting elliptic operator, and determining an L2-bound on the primary inverses. When that method fails, it is possible to use fundamental solutions instead. Although our strictly Fourier methods are somewhat longer, we have chosen to use them for two reasons. First, essentially the same technique is applicable to all D E 9lc. Second, these methods can be extended to much more general compact nilmanifolds, on which the two methods mentioned above would be inadequate.
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2. Preliminaries. We will denote elements of the 3-dimensional Heisenberg group N as triplets (x, y, z) of real numbers, where (x, y, z)(x', y', z') = (x + x', y + y', z + z' + xy'). Let T be the cocompact discrete subgroup generated by (1,0,0), (0, 1,0), and (0,0, j), where k E Z+ is some fixed positive integer. (Every cocompact, discrete subgroup of N is isomorphic to such a T for one and only one value of k E Z+ [2] .) Denote ( carries the space of C°°-vectors for nA one-to-one and onto S(R), the space of Schwartz functions on the line [13] , But 7*x carries the space of C°°-vectors for Ylx one-to-one and onto Hx -D CX(T\N) = HXJ, and TXJ ° /"' is a uniformly convergent infinite series when restricted to ?(R) [5] . Now define ta ¡ = I ° Tx'j, a unitary intertwining operator of nx between Hx ■ and L2(R). Let PXJ denote the orthogonal projection of L2(T\N) onto HXj, and let fx.) = P)ij(f)' f°r an / G L2(T \ A'). Let 9C¿ denote the sum of all the one-dimensional irreducible invariant subspaces of L2(T \N), and let/0 be the 5C0-component of /. If g E CX(T\N), then gx f and g0 are all C°° too, and Hgx j converges uniformly tog [1] , Let D E 9tc, the complexification of 91, viewed as a left-invariant differential operator on N, and acting by right-differentiation on CX(T\N), the space of left-r-periodic functions in CX(N). In order to be able to solve Df = g E CX(Y \N), it will be necessary both to be able to solve DfXj = gx : for fx , E C°°(r \/V) for each (A, y) a«i/then to show that the sum of the/x 's is in C00. Denotetx fx ■ -fx ,, and note that/A ■ and gx ¡ would both have to lie in ?(R). Thus solving Dfx = gx for some fXj E CX(T \N) is equivalent to solving DXjfXj = gx . for /x , E S(R), for some ordinary differential operator /3A j. Iff E H(xx , î F1A), then A/(x, y, z) = 9/(x, v, z)/3x, Yf(x, y, z) = (d/dy + 2wi\x)f(x, y, z), and Zf(x, y, z) = 2tri\f(x, y, z). Since Tx and I both commute with D, these actions correspond in §(R) to Xf= df/dt, Yf = 2tri(\t + j)f, and Zf -2-ni\f.
3. Regularity theorem. Let g E C°°(T\N) and D E 9lc. Suppose we can solve Dfx • = gx ■ for fXj E C°° for all (A, /). Then we will show in the following theorem that the functions fXj can be chosen (if necessary) so that 2/x converges uniformly to a function /E C°°(r\7Y) which solves Df = g globally. We will see later in this section that the corresponding statement for a multidimensional torus is false, so that compact Heisenberg manifolds are "more regular" than multidimensional tori with respect to solving first order invariant partial differential equations. It seems that the reason for this striking phenomenon is that the multiplication in N involves polynomials of second degree, which assist greatly in dealing with functions fx • and Ëxj in S(R).
(3.1) Theorem. Let D E 9lc and let g = 2gXJ E CX(T\N) be such that the equations DfXj = gx ■ can be solved for fXj E CX(F \N) for all A E kZ,j = 0.
| A | -1 ( / = 0 //A = 0). Then these solutions/x ■ can always be chosen so that 2/x ; converges uniformly to a solution f E Cx(T \N) of Df = g.
Proof. We will need the following two lemmas and corollaries, written in the terminology of §2. We wish to show that /= 2fXj E L2(T\N) and that (the distributions) Uf = lUfXJ E L2(T \N) for all U. Equivalently, we wish to show that 2llt//x y II2 < oo.
If D happens to be central, then Dfx ■ = 2triXcfx y for some c E C. Then 2\\ÜfXj\\2 < oo follows from the corresponding fact for g E CX(T\N).
So we assume without loss of generality that D is not central. Since A and Y are "interchangeable" via an automorphism of 91, we may assume that D = X + aY + ßZ, (a, ß) E C2, since if the theorem is true for such a D then it is true also for any constant multiple of D.
Next we observe that Before proving that z^x_J\\xkfXj\\ 2 < oo, we need the following lemma, phrased in the notation of §2. We make the convention that (/• g)(x) = f(gx).
(3.9) Lemma. rK0(fXj ■ (~j/\,0,0))(x) = (rKjfXJ)(x -j/X), for each fXj E HKj. It remains only to show that 2X,; II**/*,;II2 < °°-^e wiu break up the work into three cases.
Case I. lm(a) = 0 = lm(ß). Now the fact is that/x . E S determines the constant in (3.7) uniquely, so that IÄ,/*)t; fx,y(0exp ;i + x2)k+xgxJx, so 2XJBXJ < 00, since g E Cx. And |gx,/i)| ißÄJ/(l+!2), for all t. Thus \fXj(x)xk\*zBXjj_xx(l + t2yxdt, so that 2xJfx.J-xk\\00<oo.
If we denote M£-J'= \\x"fXj \\x, 1M^J < oo for each fixed n > 0. Now, if 0 < k < n, we have \xkfXJ(xj\*i Min{MkK-J,M^J/x"~k}. Thus 211 jc*/x^.||2 < oo, for all k>0. Case 2. Im(¿3) = b * 0 = \m(a). We will show that \\fxJx < UA^lMkJ«,-By Lemma (3.9), we can assume that y = 0. So we apply (3.7) for y = 0, and since/X() must be Schwartz, dt, ifXb>0, dt, ifXb<0.
We will apply the first integral when Xb > 0 and the second integral when Xb < 0. .7) can be selected so that the integral is from -b/2a to x. Now a reduction just like that done above for aX > 0 shows that ||/XJ||^ < (c/ JX)\\g"Xj||00. Then the rest of the proof in Case 2 applies. This completes the proof of Theorem (3.1). Now we turn to the analogous statement for multidimensional tori, which we will see by easy classical arguments to be false. Since dim(F\7V) = 3, we will consider the torus T3, although essentially the same reasoning would apply to T" whenever n > 2. Let g E CX(T3), so that g(m, n, p) -0 rapidly at infinity [7] . To solve, for example, (9/3a: + ad/dy + ßd/dz)f = g, we must set f(m, n, p) = g(m, n, p)/2tri(m + na + pß). Thus the (smooth) "primary" solutions exist if and only if g(m, n, p) = 0 whenever m + na + pß = 0. However, / E CX(T3) if and only if f(m, n, p) vanishes rapidly at oo. If ß/a is a transcendental number with infinite order of rational approximability [8] , then | na + pß \~x can grow faster than any power of p for an infinite number of values of p. Thus it is possible for g -> 0 rapidly while/fails to approach zero at all. That is, the sum of the smooth, primary solutions fails to converge to a smooth function. The author suspects that the irregularity of the torus in this regard is a result of the fact that the group operations on the torus involve only polynomials of the first degree. One may speculate, then, whether it is the polynomials used to define the concept of algebraic numbers which substitute for the Heisenberg group's innate polynomials in making the following theorem true. Proof. Let K be the product of the algebraic degrees of a and ß. As shown on p.
84 of [10] , (ma + nß)x is algebraic of degree < K, for all (m, n) E Z2. Also, if
Fm,n denotes the polynomial of degree < K, with integer coefficients, satisfied by (ma + nß)~x, then it is implicit in Niven's argument in [10] that the coefficients of Fm n can be taken to grow no faster than polynomially in m and n. By Liouville's theorem [8] , | m + (na + pß) \> Cm " \na + pß \/mk for all but finitely many values of m. As on p. 161 of [8] , we can take C~)n to be the supremum of Ft't¡ n on [l/(na + pß) -1,1 /(na + pß) + 1]. However, by Liouville again, \na + pß \rl «£ Cnk for almost all (n, p). Thus | m + na + pß \~x is polynomially bounded in m, n and p for all but finitely many (m, n, p) E Z3. Yet g(m, n, p) -» 0 rapidly at infinity. This proves the theorem.
4. Primary solutions. Theorem (3.1) shows that solving Df = g in CX(T\N) is entirely a problem of solving Dfx = gx in the (infinite-dimensional) primary summands. In this section we will investigate the range of each D in every such summand. In order to determine whether or not DfXJ = gx . E %x can be solved for/x E %Xj, for each (X,j), it suffices to seek a solution for C°°-vectors in a representation space of nx for each A. (When A = 0 in Cases (1), (2B), and (2C), the problem lives on a torus T1 = N/TZ, and is subject to number-theoretic conditions, such as in Theorem (3.11).) Proof. Case (1). We can apply an automorphism to 91 so that Lx becomes A and L2 becomes -Y, and then we can recoordinate the center 2 so that [ A, Y] = Z. It is true that this automorphism need not respect F. However, we are seeking only to solve Dfx = gx in the C°°-vectors of 7/(Xx,o î nx), or equivalently, to solve Dfx = gx in S(R), where fx = I(fx). In this discussion, there is no need to use the maps Tx . or tx ,. So, without loss of generality, we let D = X -iY. It follows from (3.7) that (4.3) fx(x) = exp(-Ax2/2)(/o,ígx(Oexp(A/2/2)í/í + c).
(We can drop the constant factor m from A, now that T is no longer under consideration.) Suppose first that A > 0. We will show that since gx E S(R), fx is also Schwartz. To this end, note that, in ■x/2.
exp(-Ax2/2) fx/ gx(t)exp{Xt2/2) dt + f gx(t)exp{Xt2/2) dt 
Jx
That is, the constant in (3.7) is determined uniquely since Dxhn x E S(R). Now let gx = 2^=lc",x/i",x E S, so that c",x^o rapidly as n -oo [7] . But then £(*) = -2 c)uXexp(-Xx2/2)rh"M)^v(^2/2)dt = -1 ^AÎ-i(jc), H-I so that A E & too.
Case (2A). Since Lx and L2 are both central, Dx = iXa for some a E C, and />,, vanishes.
Case (2B). We may assume, without loss of generality, that L, and L2 are multiples of F, so there is an a E C such that t3x/x = iXaxfx = gx, for all A 7e 0.
Then A G ^ if and only if gx E S0 = {g E S | g(0) = 0}. Clearly, S0 is a Schwartz closed subspace of S having codimension 1. However, there exists / E § ~ S0 such that /is in the L2-closure of S0. Thus S0 is L2-dense in L2(R), and so S0 is not the intersection with S of the orthogonal complement of any subspace of L2(R). Since tx . and automorphism of N are L2-isometries, the range of D in %x is an L2-dense subspace of 0CX having codimension | A | in 9C".
Case (2C). Without loss of generality, let L, = cY and L2 = dZ where cd ¥= 0.
Then if A ¥-0, Dxfx = iX(ct + di)fx = gx is solvable in S(R).
In %q, whether in Case (1), (2B), or (2C), the solvability of Df0 -g0 is a problem in CX(T2), where F2 = N/TZ. Here there are inevitable number-theoretic conditions, such as in Theorem (3.11) .
