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ABSTRACT
Cemented carbides are hard composite materials of great industrial importance. Be-
cause of their combination of hardness and toughness, they are used e. g. for cutting,
drilling, turning and milling. The material is produced by means of powder metal-
lurgy, where powders of carbide and metal are sintered together into a hard and
dense material. To retain a fine WC-Co microstructure, additions of VC, Cr3C2, TiC
etc. are often made to inhibit WC grain growth.
In this thesis, a computational study of interface structures and energetics in WC-
Co cemented carbides is presented. The investigation is performed in the density
functional theory framework with a plane-wave pseudopotential method. To make
predictions of interface energies, coherent atomic interface configurations are used.
We have calculated the stability of thin layers of cubic TiC, VC, CrC, NbC, MoC,
HfC and TaC in the interface between WC and Co. Due to a lowering of the WC/Co
interface energy, we predict that thin VC films of two atomic layers are stable at
the basal WC/Co interfaces at high temperature sintering conditions under which
grain growth occurs. The predicted atomic structure is in agreement with available
high-resolution electron microscopy images. A comparison between the stability
of various carbide films in both basal and prismatic WC/Co interfaces provides a
consistent explanation for the experimentally known effectiveness of VC as grain
growth inhibitor.
Furthermore, we have extended our modeling of interfaces to include the effect
of misfit in semicoherent interfaces. Information of interface energetics from atom-
istic simulation is coupled to a continuum model of elasticity in the Peierls-Nabarro
scheme to account for misfit dislocations. The method is applied to the low mis-
fit Fe/VN interface in steels, and we find that its interface energy is dominated by
elastic energy.
Keywords: cemented carbides, WC-Co, interfaces, sintering, microstructure, den-
sity functional theory, steels
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CHAPTER 1
Introduction
The 20th century saw a revolutionary increase of industrial productivity. As an
example, in the manufacturing industry the development of cutting tools for steel
machining has had huge impact; cutting speeds have increased at least hundred-
fold since the late 1800s’ use of plain carbon steels [1], and consequently, the time
needed for machining a given volume steel has decreased to a hundredth or thou-
sandth. Particularly in the decades following the commercial introduction in the
1920s, the increasing cutting efficiency was achieved by the development and im-
provements of the material known as cemented carbide. Because of their successful
combination of hardness and toughness, cemented carbides are used in diverse ap-
plications including rock drilling, machining of wood, plastics and composites, wear
parts and ammunition. Measured by total use, metal cutting is the most important
application [2].
The term ‘cemented carbides’ refers to the structure of the material, in which
hard carbide grains are cemented in a ductile iron group metal binder (see Fig. 2.6).
Produced by powder metallurgical methods, the desired microstructures are obtained
by sintering a mixture of carbide and metal powders above the melting temperature
of the metal. The first grades of cemented carbide were based on plain WC-Co,
which still retains industrial importance especially in applications demanding tough-
ness. Early developments included the addition of cubic carbides (TiC, NbC, TaC,
etc.) to improve steel-cutting properties. Cemented carbides are sometimes syn-
onymously called hardmetals, although the latter term can take a broader meaning
and also include nitride- and carbonitride-based materials (e. g. Ti(C,N)-Ni) often
referred to as ‘cermets’. In this thesis, only carbides with Co binder are considered.
Over the years, numerous experimental investigations have been carried out on
the cemented carbides systems focusing on aspects such as sintering behavior, mi-
crostructure, mechanical behavior and wear properties [3]. Thus, on a macroscopic
level, the system is generally well studied and characterized, and a large part of ce-
mented carbide development has been purely empirically based. To gain a deeper
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understanding of the material, its microstructure and constituents, it is necessary
to study the microscopic and atomic level. The advancement of experimental in-
strumentation in the last decades clearly has clearly facilitated atomic-scale studies.
Atom-probe tomography allows a 3D atomic reconstruction with a resolution below
1 nm with chemical identification of the atoms. For more detailed studies of atomic
structure, high-resolution transmission electron microscopy can be used to identify
lattice structures in bulk and interfaces. In the statistical sense, electron backscatter
diffraction in the scanning electron microscope provide information on grain shapes,
sizes and interfacial orientation relationships.
As for any multiphase polycrystalline material (and apparent when studying
Figs. 2.6 and 2.7), the cemented carbide owes its properties both to the bulk phases
and their corresponding interfaces. The energetics of the interfaces directly influence
the subprocesses occuring in the sintering process thus providing the driving force
behind the metal wetting of the carbide, densification and grain growth. Of course,
the adhesion properties of intraphase and grain boundaries are also important for
mechanical properties.
Theoretically, the occuring bulk phases, their structure and composition, are well
described by models of phase equilibria and transformations within the field of com-
putational thermodynamics [4]. Both the thermodynamic method and the descrip-
tion of the W-C-Co system with additions of various carbide formers has reached
a high level of maturity. However, these models do not incorporate the effect of
interfaces. Despite the availability of advanced experimental techniques, predictive
modeling of interface energetics and structures based only on experimental data is
likely not feasible – at least not without lengthy experiment series and analyses. In-
terface energies are notoriously difficult to measure, and the available estimations
for the carbide-cobalt systems mostly stem from wetting experiments.
Fortunately, today’s computational power and efficient theoretical tools as den-
sity functional theory allow the calculation of materials properties directly from
first-principles. Thus, theoretical calculations can provide otherwise unattainable
quantitative data of bulk and interfacial energetics. Of course, an exclusively the-
oretical approach on its own would be of little value in materials science. Firstly,
experimental information from the experimental techniques mentioned above pro-
vide valuable input for atomistic models in theoretical calculations. Secondly, apart
from acting as mere validation, the comparison between theoretical predictions and
experimental results is probably the occasion where the best insight is attained.
This thesis is devoted mainly to first-principles density functional theory (DFT)
calculations of interfaces. The first four appended papers concern the W-C-Co sys-
tem. In Papers I and II, the formation of cubic carbide films in WC/Co interfaces
is studied. Paper III treats the energetics of WC/Co interfaces in plain W-C-Co. In
Paper IV, the solubility of some transition metals in WC is studied.
Papers V and VI treat a disparate materials class – steels – but share the com-
putional methods of the other papers. In Papers V and VI, an elastic correction to
semicoherent interface energies is introduced, which is of general applicability. The
papers are included as they represent a methodological extension to the modeling of
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interfaces done by Dudiy [5] and Christensen [6].
The introductory text is organized accordingly: Chapter 2 introduces the material
classes under study and provide background information on the issues studied in the
papers. In Chapter 3, the computational methods used are presented. Chapter 4
describes the atomistic modeling used in the papers. The main results of the thesis
work are summarized in Chapter 5.
3
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CHAPTER 2
Materials
This chapter provides a brief background on the two materials under study in this
thesis: cemented carbides (Paper I-IV) and steels (Paper V-VI) with a main focus on
the former.
2.1 Cemented carbides
The history of cemented carbides began in the end of the 19th century, when the
French scientist Henri Moissan synthesized and characterized hard compounds formed
by transition metals in combination with boron, carbon, and nitrogen. Around 1920,
the German scientists in the Osram Studiengesellschaft were given the task of re-
placing diamond in the drawing dies used in tungsten filament production. Earlier at-
tempts by German scientists to utilize Moissan’s findings had given a coarse-grained
material that was hard but also brittle. Having long experience of tungsten metal-
lurgy from its applications in the electrical industry, the Osram team found a way
of synthesizing tungsten and carbide powder into a fine-grained tungsten carbide.
However, it was not until the addition of a metal from the iron group that the group
made its important break-through. Eventually, Co turned out to be the best additive.
Accounts of the history of cemented carbides can be found in Refs. [1, 7].
From the first attempts of the Osram team, the properties of cemented carbides
developed steadily in subsequent decades by the introduction of other carbide form-
ers such as Ti, Ta, and Nb, and grain growth inhibitors such as Cr and V. A major
leap in the development of cemented carbides was taken with the introduction of
hard and wear-resistant coatings in the late 1960s. Chemical and, more recently,
physical vapour deposition is used to apply combinations of TiC, TiN, Al2O3, etc.
layers forming a coating with a thickness of roughly 10µm, which can prolong the
lifetime of a tool by a factor 10 [8]. Today, potential benefits of composition changes
of the cemented carbide are probably largely exhausted, and the past two decades
considerable effort has been devoted to producing cemented carbides of yet finer
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grades [9, 10]. Current development of cemented carbides is focused on optimiz-
ing the bulk material in combination with the coating and geometry of the carbide
substrate [11].
2.1.1 Manufacturing and sintering
Production of cemented carbides is done by means of powder metallurgy, where
powders of carbide and metal are mixed and heated to form a dense material. The
process from raw material to finished product includes several steps which all to
varying degree affect the microstructure of the final material [12, 13]. Here, a brief
overview of the manufacturing process is given. More details can be found in the
literature covering the subject (see e. g. [14, 15, 3, 2]).
WC powder production starts with hydrogen reduction of WO3 to form W pow-
der, which upon carburization transforms into WC. Direct carburization of WO3 is
also possible. Typical grain sizes of conventionally produced WC powder range
from 0.15 to 12µm [2]. Also Co is supplied as a powder obtained conventionally
from reduction of cobalt oxides.
The first step in consolidating the cemented carbide is to mill the powders to
obtain a homogeneous mixture and to decrease the carbide grain size. Both alcohol,
used as a milling liquid, and a wax providing firmness to the unsintered product,
are added during this stage. After drying the milled powders from alcohol, the ag-
glomerated powder (the green body) is pressed, usually uniaxially, to the desired
shape. The shape will be approximately retained throughout the sintering, whereas
the linear shrinkage will be 17−25% [2].
The object of the sintering is to strengthen the material by eliminating pores and
creating strong intergrain adhesion. This is accomplished by heating the green body
in a furnace of well-controlled temperature and atmosphere. The heat treatment is
performed in several steps and a typical sintering cycle is depicted in Figure 2.1.
First, the temperature is ramped up to around 400◦C eliminating the wax added
before milling. From this level, the temperature is gradually increased to the final
sintering temperature of around 1400◦C with some holds along the way to permit
outgassing of carbon oxides originating from the reduction of surface oxides on the
WC powder surfaces. The melting of the binder at around 1300◦C divides the solid
state and liquid phase sintering.
Solid state and liquid phase sintering share many similarities. In both, the driving
force behind the sintering process is the reduction of surface and interface energies
which induces a mass transport leading to densification and grain growth. It has
been established that a significant part of sintering as measured by the densification
occurs in the solid state [16]. In fact, for fine-grained materials with grain sizes in
the micrometer and submicrometer scale, the major part of sintering occurs already
in the solid state [17, 18, 10].
The sintering starts at around 800◦C or even lower for nano-sized grains (of di-
ameters ≤ 500nm) [19]. This is also the temperature at which W atoms from WC
grains start to dissolve into the binder [20]. At the onset temperature, surface oxides
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Figure 2.1: A typical sintering cycle of cemented carbides from [2].
have been reduced which allows Co to spread on WC surfaces. The spreading takes
place by diffusion and viscous flow driven by capillary forces, and induces a WC
particle rearrangement. It has been speculated that Co spreading is preceded by a
fast spreading of a sub-monolayer film of Co, which rapidly diffuses on WC surfaces
as surface oxides are reduced and on top of which the Co front may flow easily [21].
After initial spreading, the process continues with a filling of small pores and forma-
tion of agglomerates of WC particles bound by Co [22]. Between 1000 and 1200◦C
the pore structure between agglomerates collapses [19]. The decrease of void space
is necessarily accompanied by grain shape accomodation and grain growth. These
processes occur by Ostwald ripening, where smaller grains due to their large rela-
tive surface area dissolve and the W and C atoms reprecipitate in equal amounts on
larger WC grains. This leads to a change in morphology, as reprecipitation prefer-
ably occurs on low-energetic interfaces making the grains more faceted. At 1200◦C,
the WC grains have largely changed shape into their characteristic triangular platelet
shape [19].
It should be pointed out that the description and temperatures in the preceding
paragraph applies to nano-sized grains. For coarser materials, the densification pro-
cesses are postponed to higher temperatures and larger part of densification occurs
at isothermal holding at liquid phase sintering. For micrometer-sized grains, the
faceting of WC is not evident until 1300◦C [19], which is close to or over the melt-
ing temperature of the binder. In the liquid phase, solubility and diffusion of W and
C atoms in the binder phase is larger and thus the densification is more rapid. Also
the most fine-grained materials need to be heated into the liquid phase to achieve
complete densification. Whereas for fine-grained materials densification and grain
growth occur more or less concurrently, the liquid phase sintering of coarser materi-
als can generally be divided into the three distinguishable stages of rearrangement,
solution/reprecipitation and grain coalescence [23].
As the furnace cools from liquid phase sintering temperatures, further grain
growth occurs as a result of the decreasing W and C solubilities in the binder. W dif-
fusion is estimated to freeze at temperatures somewhere between 800 and 900◦C,
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Figure 2.2: A section of the W-C-Co phase diagram at 15.5at.% Co from [24]. To avoid
possible formation of M6C (η-phase) or graphite upon cooling, the carbon content must be
kept between points ‘a’ and ‘b’. Melting of the binder starts at 1298 ◦C (1368 ◦C) for C-rich
(-poor) WC-Co.
where the exact value depends on the local geometry of the interphase boundary
[20].
The heating and sintering temperature and time are important process parame-
ters. On one hand, full densification and uniformity of the material are desired, but
on the other hand, grain coarsening deteriorates mechanical properties. The optimal
sintering route must be determined from the composition and grain size distribution
at hand.
2.1.2 The W-C-Co phase diagram and carbon balance
The WC and binder phases are often denoted α and β, respectively. The carbon
content of the material is a critical process parameter and needs to be meticulously
tuned to reach the desired window of the phase diagram as depicted in Figure 2.2.
Lack of carbon induces the formation of (Co,W)6C (η-phase), whereas a surplus
yields graphite precipitates. Both act strongly deteriorating on materials properties
and care must be taken to avoid their formation. This is more difficult in grades
of low Co content, as the two-phase (α+β) field narrows for lower binder fraction
(see Figure 2.3). Guidance to a correct initial composition is accurately provided
by mathematical models of phase equilibria and thermodynamical databases [25].
However, the carbon content is also affected by the atmosphere of the furnace and,
more importantly, carbon is consumed in the reduction of surface oxides during
the heating. Therefore, extra carbon is usually added to the powder mix before
sintering. The amount needed depends on e. g. WC grain size and milling time, and
maintaining the right carbon balance is a matter of experience.
Rather than the gross carbon content, it is the carbon activity aC that determines
the microstructural development during sintering. In Figure 2.4, the phase diagram
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Figure 2.3: The W-C-Co phase diagram at 1425 ◦C from [25]. The temperature lies in the
range of common liquid phase sintering temperatures used in hard metal production. The
two-phase (WC+Co) field narrows as the Co content decreases. Solubilities in the liquid of
6at.% W and 13at.% C (14at.% W and 8at.% C) at the C-rich (-poor) limit of the WC+Co
field can be read off the diagram.
of the W-C-Co system is given as function of carbon activity. From a computational
point of view, a definite value of the carbon chemical potential µC is needed to define
absolute values of e. g. interface energies. aC and µC are simply related (see e. g.
[4]). In the appended papers, we let µC vary between limits corresponding to forma-
tion of graphite and η-phase, respectively. This interval is slightly less than 0.2eV
wide and has a weak temperature dependence (from the models in Ref. [25]). In the
three-phase fields (WC+Co+η and WC+Co+graphite), µC is constant as function of
carbon content.
2.1.3 Carbide and binder
WC has a hexagonal structure of space group P¯6m2 with lattice parameters a =
2.906A˚ and c = 2.837A˚ [2]. Two sets of planes are of special interest. These are
the basal planes {0001} and the prismatic planes {10¯10}. Due to the geometry, the
prismatic surfaces exist in two non-equivalent types (denoted I and II) depending on
the interplanar distance between the first and second layer of atoms. A drawing of
the lattice structure with the important surfaces is provided in Figure 2.5. During
sintering, the WC grains grow preferably on the prismatic and basal surfaces [14],
which results in strong faceting and a tendency for the grains to acquire a truncated
triangle shape. An example of the microstructure and a typical WC grain shape is
given in Figure 2.6. The equilibrium WC grain shape in Co, which is determined by
the WC/Co interface energetics, has been investigated experimentally and from first-
principles [26]. The truncated triangular shape arises from an energetic difference
between prismatic WC/Co interfaces of type I and II, and both experimental and
theoretical results show that the grain shape becomes less truncated for increasing
9
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Figure 2.4: The W-C-Co phase diagram at 1641K from [25]. At this temperature, η-
phase forms at a carbon activity of around 0.33, which corresponds to a carbon potential
of −0.16eV with respect to graphite. A four-phase equilibrium exists (WC+fcc Co+liquid
Co+M6C) corresponding to the point marked ‘b’ in Figure 2.2.
carbon activity [26].
In the W-C phase diagram, WC exists in a very small range of homogeneity with
a carbon content corresponding to perfect stoichiometry (50at.% W and 50at.% C)
[14] meaning that, in practice, W and C vacancies can be assumed not to occur. Ex-
cept for Mo [27], the solubilities of other transition metals in WC have also been
assumed insignificant ([14] and references in [3]) and have therefore, as far as we
know, not yet been considered in thermodynamic modeling of the WC phase. How-
ever, recent experiments have indicated a sizable Cr solubility in WC [28, 29]. In
Paper IV, we investigate the solubility of several group IV-B to VI-B transition met-
als in WC.
Cobalt is the most commonly used binder in cemented carbides [2]. Its complete
wetting of WC combined with the mechanical properties of the sintered material – in
particular the toughness – makes it the most suitable binder for a broad spectrum of
applications. Iron and nickel are other possible binder metals in cemented tungsten
carbides, though the latter has larger use as binder alone or in conjunction with Co
in cermet grades based on Ti(C,N) [30].
The stable structure of Co is hexagonal close-packed (hcp) up to 422◦C, where
Co transforms into the face-centered cubic (fcc) structure [31]. Pure Co melts at
1495◦C [31], but the melting temperature is lowered by dissolved W and C (see
Figure 2.2). The solubility of WC in Co is appreciable, and considerably higher
than the WC solubility in Ni or Fe [14]. The respective W and C solubilities are
determined by the carbon activity and temperature. Some typical values for liquid
phase sintering temperatures are given in the caption of Figure 2.3. After cooling,
a large fraction of the dissolved W atoms is retained in the binder due to the slow
diffusion. W in solid solution has positive effects, as it strengthens the material and
makes it more resistant against plastic deformation [2].
10
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Figure 2.5: The lattice structure of hexagonal WC with some important directions. W atoms
are depicted brighter and larger than C atoms. A possible choice of lattice vectors is~a1 = axˆ,
~a2 =−a/2xˆ+
√
3/2yˆ and~c = czˆ. Left: The structure is viewed towards the basal (0001) sur-
face. Two non-equivalent types of W-terminated prismatic surfaces are outlined. Interplanar
distances between the first and second atomic layer as well as relative atomic positions differ
between the surfaces of type I and II. Middle: The structure is viewed towards the prismatic
(0¯110) surface.
At room temperatures, the metastable fcc Co phase usually dominates the binder
in a sintered WC-Co cemented carbide (see, e. g. Ref. [32]). The high temperature
fcc phase is suggested to be stabilized by dissolved W and C which lower the starting
temperature of the martensitic transformation of the fcc phase into hcp [33]. The
transformation is achieved by the motion of partial dislocations, but dissolved W
and C atoms as well as WC grains hinder this motion. A notable feature of the
cubic binder in liquid phase sintered WC-Co is its large grain size which can be
in the millimeter range [14]. Thus, Co/Co grain boundaries are rarely seen in the
sintered material. The large Co grain sizes have been explained by the scarcity of
nucleation sites available when the melt solidifies, allowing a single grain to grow
large distances before impinging another grain.
Although ferromagnetic at low temperatures, Co is paramagnetic above its Curie
temperature of 1123◦C [31]. The Curie temperature is lowered by solutes, and for
Co in C-rich (C-poor) WC-Co it is around 1051◦C (933◦C) (from the model of
[34]).
2.1.4 Microstructure
When studying a magnified image as Figure 2.6 of a sintered cemented carbide, it
becomes apparent that the microstructure is important for mechanical properties of
the sintered material. In this section, important experimental observations of the
microstructure in the WC-Co system will be presented with an emphasis on the
atomic structure of interfaces and grain boundaries.
From high-resolution transmission electron microscopy (TEM) images, it can
be deduced that WC/Co interfaces are, at least locally, planar and sharp [35]. In
11
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(a) (b)
Figure 2.6: (a) A SEM image of the microstructure of WC-Co without dopants. The bright
parts correspond to the carbide grains and the binder appears dark. The material in the image
has the composition 9.89wt% Co, 5.41wt% C and 84.70wt% W. The measured WC average
grain size is 0.708µm. Courtesy of J. Weidow. (b) A TEM image of a WC grain in Co with
a typical truncated triangular shape. Courtesy of S. Lay.
W-rich alloys, WC/Co interfaces are sometimes slightly rounded and contain steps
with side lengths in the order of 10nm, whereas in C-rich alloys the interfaces are
almost perfectly sharp and faceted after liquid phase sintering [36]. WC/WC grain
boundaries can be curved at lower temperatures (1200◦C), but tend to straighten at
higher temperatures and longer sintering times [36, 37].
Characterization of grain boundaries is often done in terms of the misorientation
and coincident site lattice (CSL) of the adjoining crystals (see, e. g. [38] for details
on these concepts). Since the ratio c/a = 0.976 for WC is close to 1, it is possible for
WC to form several low Σ boundaries in the c/a = 1 approximation [39]. Notably, a
90◦ rotation around a common [10¯10] axis gives rise to a Σ2 boundary [39]. A sketch
of two special types (twist and tilt) of Σ2 boundaries of WC is given in Figure 2.8.
The determination of orientational relationships in grain boundaries and inter-
faces has been immensely simplified with the introduction of the electron backscat-
ter diffraction technique (EBSD) in the scanning electron microscope (SEM) [40].
Automated measurements of misorientation axes and angles in grain boundaries in
large enough numbers to allow for statistical analysis are now possible, which would
have been unfeasible with the more labor-demanding TEM. EBSD has thus become
an important tool for quantitative characterization of microstructure.
An image created from EBSD data of a WC-Co microstructure is given in Fig-
ure 2.7(a) with the associated distribution of WC/WC misorientation angles in Fig-
ure 2.7(b). Apart from the large low-angle contribution, an outstanding feature of
the misorientation distribution is the distinct peak at 90◦, which also exists in other
published distributions [41, 42, 43, 44]. In Ref. [41], the 90◦ peak is shown to be as-
sociated with 〈10¯10〉 rotation axes, and the peak therefore represents Σ2 boundaries.
12
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The Σ-value and misorientation of a grain boundary does not provide information
on the interface planes. However, with data from EBSD the distribution of interface
planes can be determined in a statistical sense [41]. In Ref. [44] it is concluded that
most Σ2 boundaries have {10¯10} habit planes and thus are pure twist boundaries.
It has been shown that the fraction of Σ2 boundaries of all WC/WC grain bound-
aries decreases as sintering proceeds [43, 37]. The same observation is made in
doped WC-Co, in which small grain size correlates with large fraction of Σ2 [32, 45].
It can therefore be argued that the Σ2 boundaries stem from grain boundaries present
already in the powder [42], which is supported by TEM investigations of WC clus-
ters in the powder [46]. Thus, although the Σ2 twist boundary has a remarkably low
grain boundary energy [47], it does not seem to form preferentially during sintering,
and the fraction of Σ2 decreases as small grains dissolve and new grain boundaries
form. The origin of the Σ2 boundaries is possibly related to preferential directions
of carburization of W or W2C, but available literature is scarce on the subject.
In general, WC/WC grain boundaries in the sintered material contain segregated
Co. Experimental estimations of the amount of Co in grain boundaries do, however,
vary and a long-standing question has been whether WC grains form a continuous
skeleton or if the binder phase infiltrates all grain boundaries to form a continuous
skin over the WC grains. The latter model is supported by Sharma et al, who re-
ported the presence of Co films with a thickness of several monolayers between WC
grains from TEM and x-ray spectroscopy measurements [48]. Later atom-probe
and analytic TEM measurements by Henjered et al suggest that Co segregates in
sub-monolayer proportions to grain boundaries supportive of a WC skeleton model
[49]. However, it has also been found that some special grain boundaries are free
from segregated Co. By energy dispersive x-ray analysis in the TEM, Vicens et al
noticed that WC grain boundaries with dense boundary planes (basal or prismatic),
e. g. a Σ2 twist boundary, contain no Co, but that, in general, the Co segregation
amount does not correlate with the Σ value of the boundary [50]. First-principles
calculations of the Σ2 tilt boundary suggest that segregation of Co in sub-monolayer
proportions lowers its grain boundary energy [51]. If the tilt boundary can be seen
as representative of a general WC/WC grain boundary, these results would support
the conclusions of Ref. [49].
Upon solidification of the binder phase after liquid phase sintering, Co grains
grow without any preference to orientations of the embedded WC grains. Thus, un-
like WC/WC boundaries, WC/Co interfaces do not generally show any orientation
structure, although it is clear that the WC boundary planes are predominantly basal
{0001} and prismatic {10¯10} (as quantitatively shown in Ref. [44]). However, in
small Co pools between WC grains, Co orientations different from the surround-
ing Co matrix have been observed in the TEM [52]. In the observed Co pools,
dense (111) or (001) planes align with the basal WC surface. Interfaces bounded
by WC(0001) and Co(111) surfaces have also been reported for Co inclusions in
WC grains [53, 54]. In solid state sintered WC-Co, these special orientations be-
tween WC and Co are frequently found, and for W-rich WC-Co a majority of in-
terfaces involving the WC basal surfaces have either a WC(0001) ‖ Co(111) or
13
2 Materials
(a)
(b)
Figure 2.7: (a) An image created from EBSD data of a WC-Co specimen. Boundaries with
a misorientation within approximately ±10 ◦ from 90 ◦ are red. This misorientation makes
them possible Σ2 boundaries. Remaining grain boundaries are black. (b) The misorientation
angle distribution for the specimen in (a). The frequency of a random distribution is given
in light gray. A peak at 90 ◦ is visible. Courtesy of J. Weidow.
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Figure 2.8: Simple sketches of the (left) pure twist and (right) pure tilt Σ2 boundaries. The
common rotation axis is the prismatic
[
10¯10
]
axis. Denoting the adjoining crystals 1 and 2,
the interface relation for the twist boundary is (10¯10)1 ‖ (10¯10)2, [0001]1 ‖ [1¯210]2 and for
the tilt boundary (0001)1 ‖ (1¯210)2, [10¯10]1 ‖ [10¯10]2.
WC(0001) ‖ Co(001) orientation [55]. In Paper III, the energetics of these special
WC/Co interfaces are examined.
2.1.5 Additions
Various transition metals from group IV-B to VI-B in the periodic system are of-
ten added to the WC-Co system either as metal or carbide powder. By the addi-
tion of strong cubic carbide formers (TiC, ZrC, NbC, HfC and TaC), a mixed cubic
(M,W)Cx phase (M = Ti,Nb, etc.), denoted γ-phase, will form during sintering. The
γ-phase formers are usually added in such large proportion that γ-phase is retained
throughout the sintering. If not all cubic carbide has been in solution during sinter-
ing, the γ-phase grains will have a core of MCx, whereas the rim, which grows in
equilibrium with WC, will have a mixed (M,W)Cx composition.
The presence of cubic carbide grains improves the hardness and compressive
strength of the hardmetal at high temperatures, and these type of grades are there-
fore used for high-speed machining of steel [3]. However, the effects of cubic car-
bides at high temperatures are not unequivocally positive. In a study of deformed
WC-Co with TaC additions, it was observed that TaC provides improved resistance
against plastic deformation at temperatures around 1000◦C, which can be explained
by the higher hardness of cubic (Ta,W)C grains compared to that of WC grains
[56]. At temperatures around 1200◦C, the TaC-containing material actually per-
formed worse than straight WC-Co, which was attributed to easier sliding of α/γ
boundaries than α/α boundaries [56]. The chemical stability of the cubic carbides
makes γ-containing hardmetals less prone to diffusion wear, where the wear mecha-
nism depends on the solubility of the tool material in the chip material flowing over
the insert. However, the application of coatings reduces the wear of the tool, and
the metal removal rate is today often limited by the resistance of the tool against
deformation [3]. The advantage of including a second carbide phase would then
mainly lie in the fact that it introduces more material variables, as e. g. grain sizes of
the α- and γ-phases can be varied independently, which allows tayloring of gradient
structures.
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Additions of especially VC are made to inhibit WC grain growth, but also TiC,
Cr3C2, NbC and TaC alone or in combination can be used as growth inhibitors [9, 3].
At typical doping levels for growth inhibition, the amounts of V and Cr are so small
that these atoms are completely dissolved in the binder at liquid phase sintering
temperatures. Typically during the cooling stage, Cr will not form a separate carbide
phase but remains in the binder, whereas V precipitates into a mixed (V,W)Cx phase
[17]. The inhibition effect does not increase once the solubility limit in the binder is
reached [57].
The addition of inhibitors, which can be made already during WC powder pro-
duction, becomes increasingly important to successfully retain the structure of finer
powder in the sintered material. The fine materials (of submicron < 1µm and ultra-
fine < 500nm grain sizes) have many advantageous mechanical properties as high
hardness, wear resistance and compressive strength, and find applications as e. g.
micro-drills in the electronic industry, dental drills and wear parts [3]. Due to an
inverse proportionality between hardness and toughness, fine grades are less tough
than coarser grades, but it has been speculated that the hardness-toughness relation-
ship may change for true nanoscale materials with grain sizes below 30nm possibly
allowing hardness increase without sacrificing toughness [10]. Such materials re-
main to be produced and explored.
Although the effect of grain growth inhibitors is well-known in practice, the
atomic mechanism behind the inhibition remains to be clarified. Generally, grain
growth is driven by the reduction of interface energies [58]. Although the mech-
anism of WC growth is complex especially in the early stages of sintering and
for nano-sized powder [59], it is usually recognized that WC growth occurs by
dissolution-reprecipitation processes (see the discussion in Ref. [17]). In the clas-
sic Ostwald ripening process, atoms from small grains dissolve and diffuse towards
large grains, where they reprecipitate with a resulting net lowering of the interface
energy [60]. In the WC-Co system, WC growth is regarded as being limited not
by diffusion in the binder but by the interfacial reactions occuring at WC/WC and
WC/Co boundaries [61, 15, 17].
Compared to other metal-ceramic systems, grain growth in WC-Co is slow [61,
9, 17], which can be linked to the faceted WC shape in Co and the atomically sharp
interfaces [62]. At a sharp solid/liquid interface two growth modes are possible: 2D
nucleation and growth or defect-assisted growth [63, 62, 64, 65, 66]. In the former
growth mode, growth is limited by the creation of a nucleus on the otherwise flat
surface. Once the nucleus has overcome a critical size, growth parallel to the surface
proceeds comparatively fast and is limited by the diffusion of atoms to the advancing
growth edge [63]. In the latter growth mode, defects at the solid/liquid interface,
e. g. protruding dislocations or stacking faults, create growth sites. Comparison of
grain size distributions in materials sintered from milled and unmilled WC powders
indicates that defects introduced during milling affect the WC grain growth [62].
Regardless of growth mode, grain growth inhibitors likely interfere with the pre-
cipitation step [9, 17] – not dissolution as W diffusion into Co is rapid [67, 17].
This would require a segregation of inhibitor atoms either to WC surfaces or, more
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Figure 2.9: An HREM image showing an ultrathin cubic film with a thickness corresponding
to 2–3 V layers lying between the WC(0001) surface and the Co binder phase. The cubic
VC film and WC surface are related with (0001)WC ‖ (111)VC and [¯12¯10]WC ‖ [¯110]VC [70].
Courtesy of S. Lay.
concentrated, to active growth sites as interfacial defects and edges. Jaroenworaluck
et al used energy dispersive x-ray spectroscopy (EDS) in the TEM and observed
a strong V segregation tendency to WC{0001} surfaces and weaker segregation
to WC{10¯10} surfaces in VC-doped WC-Co [35, 68]. By high-resolution elec-
tron microscopy (HREM) it was also observed that the morphology of the WC
grains changes due to VC-doping, so that interfaces become facetted and consist
of fine multisteps in contrast to the otherwise straight interfaces of undoped WC-
Co [35, 68]. Further detailed HREM imaging by Yamamoto et al showed that
WC{0001} surfaces in liquid-phase sintered VC-doped WC-Co are covered by a few
atomic layers thick precipitates, which were supposed to be of (V,W)2C structure
[69]. Atomically thin films in WC/Co interfaces were seen also in HREM imaging
by Lay et al in both VC-doped and VC+Cr3C2-codoped materials. By considering
the atomic stacking of the films, these were identified with the cubic (V,W)Cx phase
[70]. Cubic films were primarily detected at basal WC surfaces, but, albeit thinner,
sometimes at prismatic surfaces [70]. In the VC+Cr3C2-codoped WC-Co, films
with M2C and more complex stackings have also been seen at basal WC/Co inter-
faces [71]. An HREM image of a typical WC/Co interface in VC-doped WC-Co is
given in Figure 2.9.
The structure of interfacial films has been well characterized, but the chemi-
cal composition of the film is difficult to examine experimentally. Composition is
usually acquired by EDS measurements, which can give information about atomic
concentrations in the interface relative to the bulk of the binder. However, the ef-
fective beam diameter, i. e. the diameter from which the characteristic X-rays of
elements are emitted, is in the nanometer-range [72] and would thus simultaneously
cover the WC phase, the film and Co binder.
Better resolution is provided by the atom-probe tomography (APT) technique. In
APT, atoms in a sharp tip specimen are field evaporated as ions by laser or voltage
pulses, accelerate in an electric field and hit a position-sensitive detector. Using time
of flight, from which the mass over charge ratio of the ion is determined, and x,y
coordinates from the detector allows a complete 3D reconstruction of the specimen
with a spatial resolution in the A˚ range [73]. An example of an image from APT
of a WC/Co interface in VC-doped WC-Co is given in Figure 2.10. The amount
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of segregated V at the interface in the image corresponds to 1.0 to 1.3 complete V
monolayers. The variation depends on the assumed atomic density in the interface
plane, which is unknown as the orientation of the WC phase and the film with respect
to the interface plane is undetermined.
In literature, there is no unanimous description of the role of the interfacial films
in the growth inhibition mechanism. Jaroenworaluck et al suggest that accumulation
of V at the fine steps at the interface hinder the movement of the WC migration front
[35]. Lay et al assume that the interfacial films form barriers for W diffusion into or
out of WC grains, and thereby suppress WC growth in directions perpendicular to
the plane of the film [71]. Kawakami et al studied V segregation in WC-Co speci-
mens cooled in two ways: usual cooling in the furnace and rapid cooling in a water
bath [72, 74]. It was found that the amount of segregated V at WC/Co interfaces
was smaller and that interfacial films were thinner in the rapidly cooled specimen.
Although interfacial V-rich layers were seen to exist also in the rapidly cooled spec-
imen, the authors concluded that the layers themselves were not responsible for the
growth inhibition but precipitate during cooling from the liquid-phase, and proposed
that the inhibition effect of V is caused by intermittent adsorption and desorption of
V atoms to atomic-sized steps at WC/Co interfaces [72, 74]. However, V segregation
at WC/Co interfaces is evident in solid-state sintered WC-Co [69] and VC is a very
effective inhibitor of growth in the earliest stages of sintering [19, 59]. The question
under what conditions VC films can exist in WC/Co interfaces is addressed in Pa-
per I, where we study the stability of atomically thin films of VC in WC(0001)/Co
interfaces.
From available comparisons [75, 76, 77], it is clear that the propensity of forma-
tion of films at WC/Co interfaces is largest in VC-doped WC-Co. As for VC-doping,
films at both basal and prismatic interfaces have been seen in Cr3C2-doped WC-Co
[78]. In TiC-doped WC-Co, films exist only at WC{0001} surfaces [75]. Although
carefully examined, interfacial films were not detected in ZrC- [76, 77], NbC- [76]
or TaC-doped [75] WC-Co. Under the assumption that these observations have bear-
ing to the situation during sintering, it is interesting to compare with morphological
features of the as-sintered microstructure of doped WC-Co. As an example, Ti-
doping can be used to induce the formation of platelet-like WC grains in WC-Co
[79] (and also in WC-Ni [80]), which has been ascribed to a defect-assisted growth
arising from the presence of cubic layers on WC{0001} surfaces inside WC grains
[79]. Within the scope of this project, it has been found that TiC in comparison with
ZrC, NbC and TaC is an effective WC growth inhibitor [45]. Further discussion
is given in Paper II, where we have calculated the propensity of film formation in
different WC/Co interfaces for various cubic carbides and compared with available
experimental results.
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Figure 2.10: (a) A reconstruction of a WC/Co interface in V-doped WC-Co from atom probe
tomography. (b) The concentration across the interface. The binder is to the left. Courtesy
of J. Weidow.
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2.2 Steels
Steels represent not only the most widely used metallic materials, but also perhaps
the most complex group of alloys. Despite the mechanical weakness of pure iron,
steels show a diversity in mechanical properties with yield stresses spanning from
200MPa to 5500MPa [81]. The common feature in steel production is the addition
of carbon to iron. Such low concentrations of carbon as 0.5 atomic percent have a
decisive strengthening effect on iron.
As suggested in the 1930s independently by Taylor, Orowan, and Polanyi, plastic
deformation in many crystals occurs by slip mediated by the movement of disloca-
tions. Compared to Fe atoms, C atoms have such small atomic size that they usually
become interstitial solute atoms of high diffusivity. Due to the mismatch in size
with the surrounding matrix, the solute atoms will give rise to an elastic field and are
likely to be found in the vicinity of dislocations, where the distorted lattice provides
room for favorable interstitial sites. Effectively, the C atoms act as hinders for the
dislocation movement thus increasing the hardness of the metal.
Several other important strengthening methods exist. Grain boundaries limit the
mean free path for the dislocation making a fine-grained material more likely to
resist plastic deformation. However, at least for incoherent boundaries, the resis-
tance against grain boundary sliding is low and this mode of plastic deformation
may dominate a fine-grained material. During work hardening, the metal undergoes
mechanical work of high enough frequency and magnitude to not only move dis-
locations, but also to create new ones. The created dislocations entangle and lock
each other. Too aggressive hardening will, however, make the material brittle, since
the lack of mobile dislocations will instead induce the formation of cracks when the
material is set under tension.
The strengthening mechanism motivating the work in Papers V and VI is pre-
cipitation formation. The first step of this strengthening process is to form a solid
solution of carbon, nitrogen, and other metallic alloying elements. Cooling will lead
to a supersaturation of the solid solution and during a subsequent application of an
appropriate heat treatment, excess solutes will precipitate to form a second phase.
Examples of precipitates are M23C6, MX, and M2X, where M is a metal atom and
X is C or N [81].
The role of the precipitates is to act as obstacles for gliding dislocations. If a
dislocation moving along its glide plane encounters a precipitate, it can proceed by
cutting through the particle or avoid it by bowing out around the particle, eventually
leaving a dislocation loop around the precipitate [82]. At higher temperatures, ther-
mally activated diffusion of atoms may allow the dislocation to climb and continue
gliding past the precipitate. The processes by which the dislocations can avoid the
obstacle all require energy and therefore enhances the strength of the material.
In Papers V and VI, the nacl VN phase is studied. In steels, VN precipitates
as small discs of nacl structure within the bcc-Fe matrix. A HREM study of VN
precipitates in steels has been done by Bor et al [83], which clearly shows the disc-
like structure of VN. The flat side of the disc shows a misfit of only 2% with the
20
2.2 Steels
surrounding Fe matrix, which gives an experimentally well established interface
structure of Baker-Nutting relation (001)nacl ‖ (001)bcc , [100]nacl ‖ [110]bcc. As was
shown in HREM imaging, the misfit is taken up by misfit dislocations [83]. The side
of the disc is incoherent with the matrix.
The formation process of precipitates is directly dependent on the interface en-
ergy between the precipitate and the matrix, since it governs the rate of nucleation
and growth. An understanding of these processes is essential to predict long-term
structural changes in steel, or, more specifically, its creep resistance, i. e. its ability
to withstand stress applied during a long time period.
21
2 Materials
22
CHAPTER 3
Computational methods
This chapter describes the computational methods used in the appended papers. The
bulk part of the work has been performed in the framework of density functional
theory (DFT), which is a first-principles theory capable of accurately predicting ma-
terials properties without introducing empirical parameters or major simplifications.
DFT has today become the standard workhorse of the solid-state physicist and all
appended papers include results of DFT calculations. A short background of the
theory is given in Section 3.1.1.
DFT deals on a rather detailed level with the electronic and atomic structure of
the material and is thus associated with a high computational price and limited to
small system sizes. By omitting the direct correspondence to electronic structure,
simpler atomic model potentials provide faster calculations which can be used to
study extended material defects. This is done in Paper V, where we use the embed-
ded atom method (EAM) to study interfacial misfit dislocations. EAM is described
in Section 3.2. Omitting also the atomic structure, an even simpler continuum de-
scription is obtained, which we use in the form of anisotropic elasticity theory in
Papers V and VI. Elasticity theory is described in Section 3.3.
To obtain a complete microscopic description of a physical system, a determina-
tion of the quantum mechanical ground state accounting for both nuclear and elec-
tronic degrees of freedom must be made. The first step towards a tractable atomistic
description is usually (with a notable exception in Car-Parrinello quantum molecular
dynamics) the Born-Oppenheimer approximation [84], under which the many-body
wavefunction including both electrons and nuclei is separated into an electron and
a nuclear part. Because of the large ratio between the nucleus and electron masses,
the electrons will almost instantaneously adapt to a change in nuclear positions, and
the nuclei will hence move on the potential energy surface given by the electronic
ground state. The total energy can thus be written
E = E(~Rα), (3.1)
where ~Rα is a set of all atomic coordinates of the system.
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Basically, there are two different ways of deriving the potential E(~Rα). The most
fundamental is the first principles method, which ideally gives E(~Rα) with no other
input than the atomic species and positions. It is often a reliable, yet computationally
demanding method. The alternative is to estimate E(~Rα) semiempirically, where a
functional form for the potential is guessed from physical reasoning and parameters
are fitted to experiments and/or first-principles calculations.
3.1 First-principles calculations
At the basis of any first-principles method lies the time-independent Schro¨dinger
equation, which, under the Born-Oppenheimer approximation, takes the form
HΨ(~rβ;~Rα) = E(~Rα)Ψ(~rβ;~Rα), (3.2)
where Ψ is the electronic wavefunction. The set of electronic coordinates is de-
noted~rβ and explicit reference is made to the fact that the energy and wavefunctions
are only parametrically dependent on the nuclear coordinates ~Rα. The Hamiltonian
consists of three parts
H = T +Vee +Vext, (3.3)
where T is the kinetic energy, Vee the electron-electron interaction, and Vext the po-
tential from the nuclei including also the constant energy shift due to the Coulomb
interaction between the nuclei themselves. According to the variation principle, the
ground state energy E can be found by finding the minimum
E = min
Ψ
〈Ψ |T +Vee +Vext|Ψ〉, (3.4)
where the minimization is over all antisymmetric N electron wavefunctions Ψ.
For a piece of real material containing an Avogadrian number of particles, so-
lutions to the Schro¨dinger equation are computionally not feasible. In fact, only
a handful electrons can be treated exactly. The problems arise from the electron-
electron interaction Vee which renders a decomposition of the total wavefunction
into a product of one-particle wavefunctions impossible. An approximate treatment
or neglect of electron-electron interaction is therefore a common feature of many
electron structure calculations.
In the Hartree-Fock (HF) method, the minimum in Eq. (3.4) is sought among
anti-symmetrized (in spin and space coordinates) products of one-particle wavefunc-
tions. Thus, by construction the HF method incorporates an exact treatment of the
exchange effect, i. e. the solution fulfills the Pauli principle stating that two or more
fermions cannot occupy the same state. The coulombic electron-electron interaction
is however approximated in a mean-field approach by the Hartree energy∗
EH[n] =
1
2
Z Z
d~r d~r′n(~r)n(~r
′)
|~r−~r′| , (3.5)
∗In this chapter, units are chosen so that ~= me = e = 1.
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where n(~r) is the electronic charge density. The difference between the exact ground
state energy and the HF energy can be defined as the correlation energy and stems
from the all Coulomb interaction between electrons not accounted for by Eq. (3.5).
Extensions to the HF scheme are possible, e. g. by expanding the basis set with
one-particle wavefunctions of higher excitations [85]. However, with increasing
system size the computional burden of the HF method quickly makes this approach
unfeasible.
3.1.1 Density functional theory
Fundamentally, there are two choices of variable for characterizing an electronic
system in the ground state: the wavefunction or the electronic density. Relying
on the electron density of 3 coordinates rather than the many-particle wavefunction
of 3N coordinates, DFT is an obvious choice for the treatment of large systems.
DFT is, in principle, capable of treating the electron-electron interaction exactly, but
in practice it must be approximated and its applicability depends strongly on the
accuracy of these approximations. In this section, some basics of DFT are given.
Since its formulation in the 1960s, DFT has become one the most successful
computational methods in atomistic calculations. A thorough introduction is given
by Martin [85]. The basis of DFT is formed by two theorems of Hohenberg and
Kohn [86]. The first Hohenberg-Kohn theorem states that the electron density may
be used in place of the potential as the basic function uniquely characterizing the
system, or in other words, the ground state density n(~r) uniquely determines the
external potential Vext(~r) up to an arbitrary constant.
By defining a functional
F [n] = min
Ψ→n
〈Ψ |T +Vee|Ψ〉, (3.6)
where the minimization is over all antisymmetric wavefunctions Ψ that gives a par-
ticular density n, the search in Eq. (3.4) can be reformulated into
E = min
n
(
F [n]+
Z
Vext(~r)n(~r) d~r
)
, (3.7)
where the minimization is over all N electron charge densities n [87]. Now, the
second Hohenberg-Kohn theorem states that there exists a single universal functional
F [n], i. e. it is independent of the external potential. By introducing a functional E[n]
defined as in Eq. (3.7) excluding the minimization and a Lagrange multiplier µ for
the fixed particle number constraint,
N =
Z
d~r n(~r), (3.8)
one seeks to minimize E[n]−µN through the Euler-Lagrange equation
δF
δn(~r) +Vext(~r) = µ. (3.9)
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This would be a convenient way of determining the ground state properties of any
external potential if only the functional F [n] was known. It is, however, not and the
importance of the Hohenberg-Kohn theorems could therefore seem to be primarily
theoretical.
Fortunately, Kohn and Sham [88] found a mathematically tractable way of solv-
ing the original many-body problem. In the Kohn-Sham formulation, the starting
point is to separate F [n] into different parts,
F [n] = Ts[n]+EH[n]+Exc[n], (3.10)
where Ts[n] is the kinetic energy functional for non-interacting electrons, and EH[n]
is the Hartree energy (3.5).
The remaining term of Eq. (3.10), Exc[n], is called the exchange-correlation en-
ergy, which should capture all errors arising from replacing T +Vee by Ts +EH. The
essential result of the Kohn-Sham formulation is that the Euler-Lagrange equation
(3.9) for the functional (3.10) is exactly fulfilled for a set of non-interacting electrons
obeying the one-electron Schro¨dinger equation (in atomic units),(
−1
2
∇2 +VKS(~r)
)
φi(~r) = εiφi(~r) (3.11)
where VKS is a density-dependent potential, given by
VKS(~r) =Vext(~r)+
δEH[n(~r)]
δn(~r) +
δExc[n(~r)]
δn(~r) . (3.12)
From a comparison of Eq. (3.10) and Eq. (3.11) it is deduced that
E = ∑
i
fiεi−EH[n(~r)]+Exc[n(~r)]−
Z
d~r n(~r)δExc[n(~r)]δn(~r) , (3.13)
where fi is the occupational number of the electronic Kohn-Sham state i. To find
the energy E in practice, one has to solve the Kohn-Sham equation (3.11) iteratively,
since VKS depends on the solution itself. Starting with a reasonable first guess for
the density, the equations are solved till self-consistency.
Some points are worth noting. In principle, the Kohn-Sham equations are exact
and yield the exact density. Since the equations are single-particle equations, they
are much easier to solve than the originally coupled Schro¨dinger equation. In return,
however, the electron-electron interaction energy has to be approximated. By sep-
arating the interaction into EH[n] and Exc[n], where the former is known exactly, it
turns out that the latter is amenable to efficient approximations.
A physically transparent view of the exchange-correlation energy can be gained
by considering the so-called adiabatic connection formula [89]. Imagining that the
electron-electron interaction were gradually increased from 0 to the real Coulomb
interaction 1/ |~r−~r′| with a factor 0 < λ < 1, Exc[n] can be written
Exc[n] =
1
2
Z
d~r n(~r)
Z
d~r′ 1|~r−~r′| ,nxc
(
~r,~r′
) (3.14)
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where
nxc
(
~r,~r′
)
= n(~r)
Z
dλ
[
g(~r,~r′,λ)−1] . (3.15)
g(~r,~r′,λ) is a pair correlation function for the system of density n(~r) and electron-
electron interaction λ/ |~r−~r′|. A physical interpretation of Eq. (3.14) is that the
exchange-correlation energy Exc originates from the interaction energy between an
electron at~r and the density nxc (~r,~r′) of an electron hole that it creates due to the
Pauli principle and the Coulomb repulsion.
Exchange-correlation approximations
A first approximation of Exc[n] was suggested already in the original Kohn-Sham
paper [88] and is known as the local density approximation (LDA). In the LDA,
the exchange-correlation energy at a point~r is set equal to the exchange-correlation
energy εxc(n) of a homogeneous electron gas of density n(~r), making
Exc[n] =
Z
d~r n(~r)εxc (n(~r)) . (3.16)
For the homogeneous electron gas, an exact expression can be derived for the ex-
change energy εx by calculating a Fock integral for a Slater determinant of or-
bitals. This motivates the splitting of exchange-correlation energy into two parts:
εxc = εx + εc. The correlation part εc can be found from Monte Carlo simulations
[90].
LDA has proven to be a surprisingly good approximation for exchange and cor-
relation, at least in solids. The reason is that exchange and correlation effects are
short-ranged and one can therefore expect that LDA will work best for solids resem-
bling a homogeneous gas and worst for inhomogeneous systems, like free atoms or
molecules. However, LDA also works for some cases of varying density, which is
considered to be a consequence of the fact that its exchange-correlation hole satis-
fies some conditions for an exact hole, e. g.
R
d~r′ nxc (~r,~r′) =−1 and other sum rules
[89].
To better deal with inhomogeneous systems, a more elaborate exchange-correlation
approximation should extend the LDA and include also semilocal contributions to
the energy. A procedure to include |∇n| was suggested already in the original Kohn-
Sham paper [88]. However, a straight-forward gradient expansion approximation
(GEA) of low-order of the exact exchange-correlation energy tend to give worse re-
sults than LDA as the GEA violates certain conditions of the exchange-correlation
hole, e. g. the sum rules [85]. Instead, generalized gradient approximations (GGA)
have been introduced, where the exchange-correlation energy takes the form
Exc[n] =
Z
d~r n(~r)εGGAxc (n(~r),∇n(~r)). (3.17)
In contrast to LDA, there is no unique definition of εGGAxc (n,∇n) and a diversity of
functionals has developed.
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In Paper V and VI, the GGA version by Perdew and Wang (PW91) [91] has been
used. In Paper I to IV, we have instead used the functional of Perdew, Burke and
Ernzerhof (PBE) [92], which is probably the most commonly used functional for
solid-state calculations today. PW91 and PBE usually produce similar results for
lattice constants, bulk moduli and atomization energies, but can differ substantially
where large density gradients appear as for vacancies and surfaces [93]. As this
thesis mostly deals with dense phases and interfaces, the PBE functional should be
appropriate. However, for surfaces an extension to PBE, called PBEsol, has recently
been suggested [94]. The PBEsol functional has been adjusted to give better predic-
tions of surface energies at the expense of atomization energies. Surface energies in
PBEsol are generally higher than in PBE, thus improving on the too small surface
energies of PBE [95]. For future studies of the systems considered in this thesis,
PBEsol should therefore be a good choice of functional.
Plane-wave implementation
After the simplification introduced by the Kohn-Sham approach to DFT, one is still
left with the problem of actually solving the Kohn-Sham equations for all electrons
of the system. For isolated atoms and molecules the Kohn-Sham states are usually
expanded using localized basis sets. For solids, however, the natural choice of basis
set is plane waves. Consequently, periodical boundary conditions are imposed on the
computational cell. Then, the conditions for Bloch’s theorem are fulfilled, meaning
that the wavefunctions can be written as
Ψ
n,~k(~r) = un,~k(~r)e
i~k·~r, (3.18)
where u
n,~k(~r) has the periodicity of the lattice, n is the band index, and~k is a vector
in the first Brillouin zone. Due to the periodicity, u
n,~k(~r) can be expanded in plane
waves with wave vectors of the reciprocal lattice,
u
n,~k(~r) = ∑
j
c
n,~k, je
i~G j·~r. (3.19)
To create a finite basis set, only reciprocal lattice vectors of kinetic energy
∣∣∣~k+ ~G∣∣∣2 /2<
Ecutoff, where Ecutoff is some predefined cutoff, are included in the sum. The easily
tunable parameter of accuracy Ecutoff is, in practice, an advantageous feature of a
plane waves basis.
The electron density is given by an integration over the first Brillouin zone
n(~r) = ∑
j
Z
1BZ
d~k f j~k
∣∣∣un,~k(~r)∣∣∣2 (3.20)
where f j~k is an occupancy factor for state j~k. In practice, the integral (3.20) is
replaced by a sum over certain~k-vectors. Usually these~k-vectors are set in a uni-
form grid as in the Monkhorst-Pack scheme [96]. Ideally at T = 0K, the occupancy
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f j~k = 2θ(εF− ε j~k), i. e. all states are completely filled up to Fermi level εF. How-
ever, in metallic systems with a finite density of states at εF, it is for numerical
reasons necessary to smear out the discontinuity of the occupancy. In the papers, the
smearing method of Methfessel and Paxton is used [97].
In practical DFT calculations, energy cutoff,~k-point grid and smearing parame-
ter are the most frequently used “knobs” fiddled with to achieve the desired technical
accuracy. Experience helps in choosing good starting values of the parameters for
new systems and geometries.
Pseudopotentials
The drawback of using a delocalized basis set such as plane waves, is the need of
a large basis set to accurately describe localized functions, such as the charge den-
sity in the vicinity of the nucleus. However, under reasonable conditions, the core
electron states are often negligibly affected by the atomic environment, and only
valence electrons contribute appreciably to chemical bonding. To reduce the num-
ber of necessary plane waves, the effect of core electrons and nucleus is accounted
for implicitly by a pseudopotential. The pseudopotential is constructed so that the
true all-electron wavefunction and the pseudo-wavefunction coincide outside some
appropriately chosen core radius rc. Using this construction, the often complicated
structure of the true wavefunction inside rc can be simplified into a smoother pseudo-
wavefunction.
The pseudopotentials used in this work are of Blo¨chl’s project augmented wave
(PAW) form [98] as implemented by Kresse and Joubert [99]. The construction of
pseudopotentials involves many technicalities and the reader is referred to Ref. [85]
or the aforementioned references for details.
3.2 Semiempirical methods
Although bonding between atoms is of quantum mechanical origin, where electrons
act as a glue between the positively charged nuclei, it is often desirable to remove the
explicit dependence of the electrons on the total energy, and only consider the energy
as a function of atomic coordinates, where the electrons are effectively integrated
into the energy function E(~Rα).
The simplest example of an energy function E(~Rα) takes the form
E = ∑
i, j
i< j
V (Ri j), (3.21)
where V is a pair potential and Ri j is the distance between atom i and j. The total en-
ergy is here decomposed into contributions from interactions between pair of atoms.
The most familiar and thoroughly investigated pair potential is the Lennard-Jones
potential, where
V (Ri j) = 4ε
[(σ
r
)12
−
(σ
r
.
)6]
. (3.22)
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ε is the depth of and σ the distance where the potential changes sign from repulsive
to attractive. The potential can be used to study systems of closed-shell atoms, where
interaction occurs mainly due to polarization.
The advantage of pair potentials is the ability to quickly calculate total energies
and forces. Hence they are attractive for molecular dynamics simulations and ther-
modynamical calculations. The physical justification of their use is however weak
and the problems are both qualitative and quantitative. As an example of the for-
mer, the energy of a bond between two atoms will always be the same, regardless of
the environment. Quantitatively, pair potentials cannot accurately describe even the
simple case of elastic deformation of a solid. Described by pair potentials, a material
of cubic symmetry will always fulfill the so called Cauchy relation, c12 = c44, for its
elastic constants.
Embedded atom method
To remedy some of the shortcomings of pair potentials, it is necessary to account for
the environmental dependence of the bond strength. This can be accomplished by
including an additional term to the total energy function,
E = ∑
i, j
i< j
V (Ri j)+∑
i
F(ρi), (3.23)
where the physical interpretation and expression for F(ρi) varies among different
workers. This functional form was used extensively in the 1980s to predict properties
of defects in solids, and has appeared with different names such as Finnis-Sinclair
potential [100], effective medium theory [101] (EMT), and embedded atom method
[102] (EAM).
The Finnis-Sinclair potential is derived from a tight-binding model. By utilizing
information about the second moment µ2 of the local density of states, it turns out
that F(ρi) is proportional to the square root of µ2. It is further argued that µ2 can
be taken as a sum of pairwise interactions between neighboring atoms, which leads
to a functional form F(ρi) ∝
√ρi, where ρi is given by an expression similar to
Eq. (3.24) below.
The physical idea behind the EMT and EAM is that there is a certain energy cost
F(ρi) associated with placing an atom in an electron gas. If one considers a metal
in a periodic structure, one can think of one particular atom i as being embedded
in the electron density ρi given by the rest of the atoms. In EMT, F(ρi) can be
determined explicitly from DFT by calculating the energy of placing an atom in
jellium at density ρi. In EAM, however, F(ρi) is determined semi-empirically and
the density at atom i is taken to be a sum
ρi = ∑
j 6=i
f (Ri j). (3.24)
of contributions f (Ri j) from its neighbors.
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By combining a pair potential to describe the Coulombic interaction between the
nuclei with an embedding energy for the electron gas, EAM has successfully been
used for modeling metals of non-directional bonding. From a computational point of
view, EAM is only twice as time-consuming as a simple pair potential. In Paper V,
an EAM implementation for Fe [103] has been used to calculate the elastic energy of
misfit dislocations. In this implementation, the energy function is fitted to cohesive
energy, lattice parameter, elastic constants, vacancy formation energy and adjusted
to fit Rose’s zero temperature equation of state [104].
3.3 Elasticity theory
Elasticity theory is a versatile theory applicable to such different problems as un-
derstanding crystal defects to constructing bridges and thus spans a range of length
scales from nanometers to meters and beyond. Treating a crystal as an elastic body
effectively reduces all microscopic degrees of freedom into a few material parame-
ters, elastic constants, and replaces the discrete positions of atoms by a single dis-
placement field. Elasticity theory is used in Papers V and VI to calculate and derive
simple expressions for elastic corrections to semicoherent interface energies. This
section is included to present some of the underlying equations for these corrections.
Good introductions to the theory are given in Ref. [82] and particularly in Ref. [105].
We start this section by deriving elasticity theory directly from atomistic cal-
culations following Ref. [84]. We assume that the energy E(~Rα) is fully known
from first-principles. The first step in finding the connection is to expand the energy
E(~Rα) to second order around its equilibrium value E0, giving †
E = E0 +∑
α
∂E
∂uiα
uiα +∑
α,β
1
2
uiα
∂2E
∂uiα∂u jβ
u jβ +O(uiαu jβukγ), (3.25)
where uiα is the displacement of atom α. Note that the second term of Eq. (3.25)
is zero, due to force equilibrium. By assuming that the atomic displacements vary
only slightly from lattice site to lattice site, it is possible to consider a continuous
displacement field ~u(~x) that takes the value ~uα at lattice site α, and additionally,
under the same assumption,
u jβ = u jα +(Riβ−Riα)
∂u j
∂xi
∣∣∣∣
~x=~Rα
, (3.26)
for nearby α and β. With these simplifications, the expansion (3.25) reduces to
E = E0 +
1
2 ∑α u j,i
∣∣
~x=~Rα
Ei jkl ul,k
∣∣
~x=~Rα
, (3.27)
†Throughout this section, double roman indices imply summation and an index after a comma ,i
means differentiation with respect to xi.
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where
Ei jkl =−∑
β
1
2
Riβ
∂2E
∂u j0∂ulβ
Rkβ. (3.28)
In deriving Ei jkl , reference is made to the fact that the atoms are positioned on a
Bravais lattice, which makes ∂2E/(∂u jα∂uiβ) invariant under a translation of α and
β with a lattice vector. Without a Bravais lattice, Ei jkl would depend on α.
To proceed, one demands that the energy should be constant for an arbitrary ro-
tation of the material. This implies that the energy depends only on a symmetrical
combination εi j = 12(ui, j +u j,i), which is recognized as the linear strain. By replac-
ing the sum (3.27) with an integral, we arrive at an expression for the energy which
is usually derived from linear elasticity theory, namely
E = E0 +
Z
V
1
2
εi jci jklεkl dV, (3.29)
where V is the volume of the crystal and the elastic constants ci jkl are introduced
with the definition
ci jkl =
1
4V
(
Ei jkl +E jikl +Ei jlk +E jilk
)
. (3.30)
With the usual approach from elasticity theory, the elastic constants are defined
as
ci jkl =
( ∂2e
∂εi j∂εkl
)
, (3.31)
where e is the internal energy per unit volume of the body. This can be more rigor-
ously formulated in a proper thermodynamic setting, and if so, the differentiation in
Eq. (3.31) should be considered as being performed in an adiabatic process, where
the elastic energy stored in the body due to the action of external forces can be com-
pletely released upon subsequent removal of the external forces (no dissipation).
A corresponding free energy expression defining ci jkl under constant temperature
can also be defined [105]. For a given material, elastic constants can readily be
determined from ab initio calculations. Experimentally, elastic constants are often
measured by acoustic means [106].
The elastic constants determine the response of a linear elastic body to exter-
nal forces. The quantity ci jkl is a fourth-rank tensor containing 34 = 81 elements
which relate the nine elements of stress σi j to the nine elements of strain εkl through
σi j = ci jklεkl . However, the number of independent elements can be reduced by
general arguments to 21 [105]. For crystals, this number is further reduced due
to additional geometrical symmetries. E. g. cubic crystals have only three inde-
pendent elastic constants, whereas hexagonal crystals have five. For back-of-the-
envelope calculations, one often makes the further assumption that the medium is
elastically isotropic, i. e. the elastic properties are equal in all directions in which
case only two independent elastic constants are needed. These constants may be
chosen as the shear modulus µ and the Lame´ constant λ related to the Poisson ratio
ν by λ = 2µν/(1−2ν). In an isotropic medium, ci jkl = µ(δikδ jl +δilδ jk)+λδi jδkl .
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Figure 3.1: Elastic energy per atom of a uniformly expanded cell of bcc-Fe as given by
different methods.
For a given material, the validity of Hooke’s law can be readily tested. In Fig-
ure 3.1, the elastic energy of a uniformly compressed and expanded cell of bcc-Fe
is given both by DFT and EAM calculations and elasticity theory. We see that the
agreement is reasonable up to a few percent of expansion. The plot shows some gen-
eral deficits of elasticity theory, namely that it usually underestimates energy due to
compression, but overestimates energy due to expansion.
Solving the equations
The basic field equation for the displacement field ui is
fi + ci jkluk,l j = 0, (3.32)
where fi are body forces (typical examples include gravitational force or electric
force on a charged material). To solve a general elasticity problem, Eq. (3.32) cou-
pled to a set of boundary conditions, a finite element method is most often the best
choice, and an abundant number of computer codes exist for this purpose. A finite
element calculation is included in Paper VI.
In Papers V and VI, we also used analytical expressions for the elastic energy
of misfit dislocations. For a special class of anisotropic elastic problems including
dislocations and other two-dimensional (plane) problems, a methodology involving
complex variables was developed by Eshelby and Stroh [107, 108], the so called sex-
tic formalism. It was later cast into a slightly different form, the integral formalism,
by Lothe and coworkers [109, 110, 111]. By applying the theory to a dislocation
in an interface, an energy coefficient Ki j can be derived [112]. Ki j depends in a
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non-trivial way on the elastic constants of the interfacing media and the orientation
relationship of the interface and completely determines the elastic response of the
interface due to the formation of misfit dislocations (see Paper VI).
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CHAPTER 4
Thermodynamics and modeling of
interfaces
Except Paper IV, all appended papers deal with aspects of interfacial energetics. The
structure of both inter- and intraphase boundaries are of importance for material
properties, and the microstructures that form e. g. during sintering of cemented car-
bides are to a large degree determined by the thermodynamics of interfaces. There-
fore, we start this chapter by introducing the fundamentals of interfacial thermo-
dynamics in Section 4.1.1 and discuss some experimental results of interest to the
cemented carbides systems. As a sidetrack, in Paper IV we consider the solubility
of transition metals in WC. A short theoretical background on solubility and mixing
is given in Section 4.1.3.
The calculation of both absolute interface energies and solubilities requires def-
inite values of thermodynamic quantities as the chemical potentials of the various
atomic species included in the modeling. However, a thermodynamic description
cannot be compiled only from first-principles DFT calculations mainly due the im-
mense computational work needed to treat finite temperature properties. A prag-
matic approach to this problem is given in Papers I and IV, where have made use of
available thermodynamical data. The connection between DFT and thermodynamic
modeling for the interfacial systems is described in Section 4.1.2.
The subsequent Section 4.2 present the modeling that we have applied in the
appended papers to deal with solid/liquid and solid/solid interfaces. Obviously, the
modeling does not capture the full thermodynamics of the complex systems studied
and assumptions and simplifications will be pointed out.
35
4 Thermodynamics and modeling of interfaces
4.1 Thermodynamics
4.1.1 Thermodynamics of interfaces
The most important property in a thermodynamic description of an interface is its
interface energy γ [38]. To define γ, we consider a system of two phases which
are in contact along a planar interface. The phases can be different (thus forming
an interphase boundary), the same (intraphase boundary) or one of them may be a
vapour phase (surface). The phases and the dividing interface are held at constant
temperature T and pressure P and are assumed to be in equilibrium with reservoirs
at the same T and P providing atoms of component i at a chemical potential µi.
Furthermore, the two adjoining phases are assumed to be large in comparison with
the interface system. As a consequence of a reversible change of the system, the
total energy E will change according to [38]
dE = T dS−PdV +∑
i
µi dNi + γdA, (4.1)
where S is the entropy, V the volume of the interface system, Ni the number of
atoms of component i and A the interfacial area. With the exception of the γdA term,
Eq. (4.1) is analogous to that of a bulk system. We here choose to consider dA as
the change of area A as a result of adding atomic sites to the interface rather elastic
stretching of the interface, since in this case interface energy and interface tension
will be the same.
Several ways of defining γ as derivatives of thermodynamic potentials exist, e. g.
γ = (∂E/∂A)S,V,Ni [38]. For the applications in this Thesis, the most useful way of
expressing γ is to relate it to Gibbs energy G defined by
G = E +PV −T S. (4.2)
By integrating Eq. (4.1) into
E = T S−PV +∑
i
Niµi + γA (4.3)
and using Eq. (4.2) one finds that
γ = 1
A
(
G−∑
i
Niµi
)
. (4.4)
Here, the quantity ∑i Niµi can be identified with the Gibbs energy that Ni atoms of
type i at chemical potential µi would have if accumulated into separate bulk phases in
the absence of the interface. Hence, γ is the excess Gibbs energy per unit interfacial
area due to the presence of the interface.
Another important interfacial quantity is the work of adhesion Wadh, which is the
change in free energy associated with the cleavage of the interface into two separate
surfaces [113]. The separation is defined to occur along a reversible path on which
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Figure 4.1: The quantities involved in the thermodynamic force balance for the droplet-
substrate-vapor contact line.
the chemical potentials µi of the atoms of all components in the separating structures
are constant, i. e. the system is in chemical equilibrium during the separation. The
work needed to separate the interface is then given by the Dupre´ equation
Wadh = σ1 +σ2− γ12, (4.5)
where σ1 and σ2 are the surface energies (liquid-vapor or solid-vapor surfaces) and
γ12 the interface energy of the adjoining phases.
Interface energies are very difficult to measure experimentally, but the work
of adhesion between a liquid and a solid can be measured in sessile drop experi-
ments. In these experiments, liquid is dropped onto a planar substrate to form a
small droplet. By considering a thermodynamic force balance along the droplet (1)
- substrate (2) - vapor contact line (see Figure 4.1), a relation between the interface
energy γ12, the surface energies σ1 and σ2, and the contact angle θ can be obtained,
expressed by the Young equation as
σ2−σ1 cosθ− γ12 = 0. (4.6)
Combining Eqs. (4.5) and (4.6) yields the Young-Dupre´ equation
Wadh = σ1 (1+ cosθ) . (4.7)
Extensive sessile drop experiments between liquid metals and carbides of interest
in the cemented carbides system show that the wetting between Co and carbides
formed with metals from group VI-B in the periodic system (Cr3C2, Mo2C, WC) is
perfect (θ = 0) [114]. This implies that the work of adhesion between the metal and
carbide reduces to Wadh = 2σCo, where σCo is the surface energy of Co. One can thus
draw the conclusion, that a WC surface in chemical equilibrium with liquid Co will
be completely covered by Co. Hence, even with known values of Co and carbide
surface energies in the absence of Co, a sessile drop experiment cannot provide a
definite value of the carbide/Co interface energy.
A conceptually simpler interfacial quantity is the ideal work of separation Wsep,
which is defined as the reversible work needed to separate the interface into two free
surfaces in a process where plastic and diffusional degrees of freedom are suppressed
[113]. In a real cleavage experiment, the work needed to cleave an interface would
necessarily be larger than Wsep due to dissipation arising mainly in the plastic pro-
cesses accompanying the real cleavage. Wsep is a direct measure of the mechanical
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strength of the interface, and can be written as a modification of Eq. (4.5) into
Wsep = σ′1 +σ′2− γ12, (4.8)
where the primed surface energies σ′1 and σ′2 refer to unequilibrated surfaces. It
should hold that Wsep ≥Wadh, since σ′1 +σ′2 ≥ σ1 +σ2. Both Wadh and Wsep are ther-
modynamically sound quantities related to different reversible cleavage paths cor-
responding to fixed surface compositions or chemical potentials, respectively [115].
Disregarding irreversible processes, which of the quantities that best reflects the
strength of an interface in a real application depends on the “speed” of the fracture.
If the fracture is rapid compared to typical relaxation times for diffusion processes
near the cleavage surfaces, Wsep will be the relevant measure of strength.
From a theoretical point of view, Wsep is more amenable to atomistic calculation
than Wadh. The only problem in an atomistic calculation of Wsep for a given interface
is to find the most low-energetic cleavage surface, whereas a calculation of Wadh re-
quires a complete thermodynamic description of the interface and surfaces. A com-
parison of calculated Wsep and experimentally acquired Wadh by Ramqvist [114] for
some of the interfaces treated in Paper II is given in Figure 4.2. A quantitative agree-
ment is not seen and can obviously not be anticipated either. The calculated work of
separation between the carbides and Co are seen to be scattered around 5J/m2, with
the exception of the cubic MC(001)/Co interfaces which have consistently lower
work of separation. The experimentally worse wetting of TiC could thus possibly be
explained by the presence of stable TiC(001) surfaces in the carbide specimen.
Few estimations of carbide/Co interface energies based on experiment exist in
literature. Warren related measured contiguities and average number of contacts
between carbide grains in sintered materials to ratios between grain boundary and
solid/liquid interface energies [116]. He estimated energies for the TiC/Co and
TaC/Co interfaces to be around 0.5J/m2, but due to the complete Co wetting of
WC he could only give a lower limit of the WC/Co interface energy of 0.575J/m2.
Similar results were obtained by the same author using a simple thermodynamic
model to predict carbide/liquid interfaces [117]. In WC-Co-TiC grades, full den-
sification is harder to achieve than in straight WC-Co grades (see e. g. p. 154 in
Ref. [3]) and often requires longer sintering times or higher temperatures, which
has been explained by the poorer wetting of Co on TiC. This experimental behavior
should in that case be reflected by the rather small difference in the measured work
of adhesion between TiC/Co and WC/Co (∼ 0.2J/m2 from [114]), while one notes
that estimated WC/Co and TiC/Co interface energies are more similar.
4.1.2 Connecting DFT and thermodynamics
DFT is a theory that accurately predicts total energies of isolated systems. It is
however not obvious how to approximately calculate a quantity as interface energy
which depends on free energy differences. Over the years, a strategy of combin-
ing ab-initio calculations with thermodynamic concepts has been worked out and
applied to determine e. g. stabilities of oxide surfaces and oxide films of different
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Figure 4.2: Work of separation for carbide/Co interfaces considered in Paper II. TiC, VC
and CrC are modeled in the cubic carbide structure, and WC in its hexagonal structure.
For the surfaces and interfaces of mixed metal-carbon termination (MC(001) and MC(110),
where M = Ti, V or Cr) the ideal work of separation Wsep is presented. For the surfaces and
interfaces of singular metal or carbon termination (MC(111), WC(0001) and WC(10¯10))
the optimal termination with respect to energy is chosen separately for surface and inter-
face, corresponding to a situation where C atoms may diffuse and are in equilibrium with
graphite. The presented work of separation is thus in the range between Wsep and Wadh. The
experimental values are taken from Ref. [114]. The experimental values for Cr corresponds
to the Cr3C2 phase. As reference, the work W = 2σCo needed to separate bulk Co into two
surfaces of some different orientations is also presented.
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stoichiometry under varying oxygen pressure [118, 119, 120]. The method used in
these works can be carried over to the systems of interest in this thesis, and will be
used in the account below for the W-C-Co system. The WC/Co interface will here be
taken as an example, but the method and conclusions are appicable also to WC/WC
grain boundaries and other MC/Co interfaces.
In the simulations of interface systems in this thesis, the Gibbs energy G of
Eq. (4.2) is approximated by the total energy E obtained from DFT, i. e.
G ≈ E. (4.9)
This means that the interface energy of Eq. (4.4) in the WC-Co system is approxi-
mated as
γ = 1
A
(E−NWµW−NCµC−NCoµCo) . (4.10)
The bulk phases, WC and Co, in the vicinity of the interface are assumed to act as
reservoirs for the interface system. Thus, in equilibrium it holds that µW + µC =
GWC, where GWC is the Gibbs energy per formula unit of WC. We now approximate
GWC with the DFT total energy per formula unit EWC and set
µW +µC = EWC (4.11)
and similarly for Co,
µCo = ECo, (4.12)
where ECo is the DFT total energy per Co atom in the Co bulk fcc structure. Both
EWC and ECo are determined in separate supercell calculations of the respective bulk
materials.
For systems with NW = NC, Eq. (4.11) is sufficient to determine the interface
energy. However, in case NW 6= NC, µW or µC needs to be determined separately. As
described in Section 2.1.2, the WC+Co two-phase field borders to the three-phase
fields WC+Co+η and WC+Co+graphite for low and high carbon content, respec-
tively. It is therefore convenient to relate µC to graphite rather than trying to relate
µW, µC and µCo to the mixed (Co,W)6C η-phase. Within the two-phase field, it holds
that µC = Ggraphite −∆µC, where Ggraphite is the Gibbs energy per atom of graphite
and 0 ≤ ∆µC . 0.2eV with the lower (upper) limit of ∆µC in the graphite (η) limit
(see Section 2.1.2). Analogously to previous approximations, we set
µC = Egraphite−∆µC, (4.13)
where Egraphite is the total energy per atom of graphite.
Technically, Egraphite is not directly obtained from a DFT calculation of carbon in
the graphite structure. Instead, the total energy of diamond Ediamond is used and cor-
rected with the assessed enthalpy difference at low temperature given by Ref. [121].
In literature, this procedure has been motivated by the fact that standard DFT in the
LDA or GGA approximation does not accurately predict the structure of graphite
due to the neglect of the non-local electron correlation responsible for the inter-layer
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bonding between graphene sheets (see e. g. [26, 122]). In the context of obtaining a
correct reference energy of carbon, a comparison of total energy differences between
graphite and diamond for different functionals, the size of the van der Waals correc-
tion for graphite [123], and experimental enthalpy differences [121], also suggests
than an error of the same magnitude comes from the PBE functional used in the
appended papers, which predicts a too low energy for the graphene sheets making
up graphite. This would be in line with PBE’s supposed underestimation of energies
for surface structures [95].
With all approximations defined, Eq. (4.10) turns into
γ = 1
A
(
E−NWEWC− (NC−NW)Egraphite +(NC−NW)∆µC−NCoECo
)
. (4.14)
This equation is in many respects analogous to surface energy expressions of oxide
surfaces in Ref. [119]. In that work, the oxygen potential is allowed to vary and a
connection is made to the partial oxygen pressure by applying an ideal-gas model
for the O2 atmosphere. In our case, such simple relation between carbon content
and carbon potential does not exist, and one has to use thermodynamical databases
to relate carbon content with ∆µC.
For transition metal additions M to the W-C-Co system and WC/Co interfaces,
Eq. (4.14) is extended with the term−NMµM as done in Paper II. For metals of group
IV and V present as cubic carbides in the alloy, the chemical potential of M, µM, is
taken from the relation µM = Enacl MC−µC, where Enacl MC is the DFT total energy
of nacl MC. This corresponds to an upper bound of µM since the W and M atoms in
the real material mix in the cubic (W,M)Cx phase.
The accuracy of Eq. (4.14) depends on to what degree errors from the G ≈ E
approximation cancel when summed. With certainty, the neglect of the PV term
in G should not induce any noticable error for typical pressures (P . 100atm) and
supercell sizes (V . 103 A˚3) [119]. Leaving out PV , the remaining part of G equals
the Helmholtz energy F . Most of the difference between F and E stems from atomic
vibrations, and one can therefore decompose F into
F = E +Fvib, (4.15)
where Fvib is the free energy due to vibrations which includes the zero-point vi-
bration energy. It is often assumed that Fvib is small [119] and that temperature
dependent terms in Fvib tend to cancel between condensed phases [124]. Consider-
ing Eq. (4.14) for NC = NW, the latter statement will hold exactly true if vibrational
properties of all the W and C (Co) atoms in the interface system equal those of bulk
WC (Co). Considering the case NC > NW, the statement will hold if also the excess
carbon atoms vibrate as in graphite. The graphite structure is considerably more
open than the WC/Co interface structure, and it is therefore instructive to also use
the more hard-bonded diamond phase as a reference state for carbon. In such case,
Eq. (4.14) would change into
γ = 1
A
(E−NWEWC− (NC−NW)Ediamond +(NC−NW)∆µ∗C−NCoECo) , (4.16)
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where ∆µ∗C is defined by µC = Gdiamond−∆µ∗C. The difference between Eqs. (4.16)
and (4.14) is 1A(NC−NW)((Gdiamond(T )−Ggraphite(T ))−(Ediamond−Egraphite)). For
a complete C-terminated basal WC surface at sintering temperatures (T = 1410◦C)
this corresponds to an increase in γ of around 0.15J/m2 (using energy expressions
from Ref. [121]) compared with Eq. (4.14). For NW >NC, a similar calculation relat-
ing µW to fcc W as a reference state would give a decrease in γ of around 0.14J/m2
(using energy expressions from Refs. [125, 121, 126]) compared with Eq. (4.14).
These values may serve as examples of the magnitude of the error induced by the
G ≈ E approximation at finite temperatures.
Reuter et al calculated the vibrational contribution to an oxide surface energy
assuming an Einstein model, in which vibrational frequencies of the atoms in the
outmost surface layer was allowed to vary with respect to corresponding character-
istic bulk frequencies [119, 127]. Following this procedure for the WC/Co interface
with a characteristic vibration frequency of 20THz from the optical branch of the
WC phonon spectrum [128] set to vary ±30% at the interface would give a change
in γ of maximally around ±0.3J/m2 in the temperature range of interest. Thus, vi-
brational effects at the interface make a substantial contribution to the absolute value
of the interface energy.
It must here be pointed out, that the discussion above assumes that the interface
has a well-defined structure, meaning that each atom has a mean position around
which it vibrates. At high-temperatures, the WC/Co interface is a solid/liquid in-
terface where temperature-dependent contributions to the interface energy are dom-
inated by differences in configuration free energies between the liquid and the inter-
face layer. However, it is likely that relative differences between energies for differ-
ent carbide/Co interfaces of similar structure are less affected, and this assumption
is used in Paper I and II.
To determine the effect of temperature on γ in a more exact manner, an explicit
treatment of temperature is needed. This could involve molecular dynamics simu-
lations or, more feasibly, phonon calculations in the density functional perturbation
theory (DFPT) scheme [129]. The latter would produce the correct temperature de-
pendence of interface energies to the extent that the vibrational free energy can be
calculated in the quasi-harmonic approximation. Thus, DFTP would be applicable
for carbide grain boundaries and carbide surfaces, although not for the carbide/metal
interface in which the metal phase is close to or above its melting temperature.
4.1.3 Solubility
Motivated by atom-probe measurements of WC grains in doped WC-Co, we studied
the solubility of various transition metals in WC in Paper IV. To model the mixing
and solubility of components i, a Gibbs energy Gf per formula unit of the mixed
phase is needed. The simplest starting point is the ideal solution model, in which
Gf = ∑
i
xiGi + kBT ∑
i
xi lnxi, (4.17)
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where kB is Boltzmann’s constant and Gi is the Gibbs energy per formula unit of the
phase containing only i. xi is the fraction of i, i. e. xi = Ni/N where Ni is the number
of i atoms and N the total number of atoms (or, more generally, constituents). For a
solid, this would correspond to the fraction of atomic sites occupied by i. The first
term of Eq. (4.17) represents the Gibbs energy of a mechanical mixture of the i, and
the second term is the ideal mixing entropy Smix per formula unit derived by consid-
ering the number of distinguishable arrangements and using Boltzmann’s expression
Smix = kBN ln((∑i Ni)!/∏i Ni!) and Stirling’s formula as done in any standard text on
thermodynamics (e. g. [130]).
To approach a realistic description of an alloy, the interaction between different
components must be taken into account, by adding an excess Gibbs energy per for-
mula unit term Gxs to Eq. (4.17). In its simplest form, the regular solution model,
Gxs takes the form
Gxs = ∑
i
∑
j>i
xix jLi j, (4.18)
where Li j is a binary interaction parameter between components i and j. Such a
model is consistent with a mean-field treatment of an alloy in which the energy
is given as a sum of pairwise contributions Ei j from pairs of atom types i and j.
Defining an energy difference for the different bonds, εi j = Ei j − 12(Eii +E j j), the
mean-field approach gives Li j = z2εi j, where z is the number of bonds per atom [130,
4]. Though a physical meaning of Li j can be understood from this comparison, it
is in thermodynamic modeling often treated as an adjustable temperature-dependent
parameter and its physical origin – be it electronic, vibrational, configurational or a
combination thereof – need not be clear.
The Li j can be further expanded into a Redlich-Kister polynomial Li j = ∑m(xi−
x j)m · mLi j or other composition-dependent forms [4]. For ternary systems, corre-
sponding ternary interaction contributions ∑i, j>i,k> j xix jxkLi jk and expansions thereof
may be added. For alloys with pronounced order, long-range or short-range, the mix-
ing entropy contained in Eq. (4.17) will not be a good description of the configura-
tional entropy. Such systems are better treated with e. g. cluster expansion models
[131, 4] in which the energy is expanded into contributions from small atomic clus-
ters. Instead of further elaborating on alloy modeling, which is out of scope for this
text, we conclude that the regular solution model is fully sufficient to deal with the
low concentrations found of transition metal solubilities in WC in Paper IV. In fact,
the calculated concentrations are so small that they could have been treated as simple
thermal defects.
Starting from the relation
µi =
( ∂
∂Ni
(NGf)
)
T,N j 6=i
, (4.19)
the regular solution model gives a simple equation for the chemical potential µi. As-
suming for brevity a binary mixture (i = 1,2, L12 = L), the potential for component
1 reduces to [4]
µ1 = G1 + kBT lnx1 +(1− x1)2L. (4.20)
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For a mixed (W,M)C (M=Ti, V, etc.) phase as modeled in Paper IV, which consists
of both a metal and a carbon sublattice, this equation is not directly applicable. The
metal atoms are assumed to mix only on the metal sublattice, and the addition of one
metallic atom as prescribed by Eq. (4.19) necessarily involves the addition of also
one carbon atom. Thus Eq. (4.20) needs to be slightly altered with an addition of the
carbon potential µC to its left hand side (see Paper IV).
As for the interfacial systems, the Gibbs energies appearing in the expressions
were approximated by total energies in Paper IV. Since theories for solubility are
readily available, improvements (e. g. inclusion of vibrational free energy) of this
simple approach are obvious. In this work, they were not pursued.
4.2 Interface modeling
In Section 4.1.1, the interface energy γ was defined in Eq. (4.4). Although already a
strong approximation, the direct application of Eq. (4.14) for an arbitrary interface is
still beyond the capabilities of today’s first-principles modeling. A real interface can
be sharp or diffuse, planar or non-planar, reconstructed, contain segregants, precip-
itates, vacancies or dislocations, etc. Incorporation of some of these effects into an
atomistic model are possible, but a fully realistic description of an interface remains
intractable. To reach a computationally feasible model of an interface, several sim-
plifications have to be made. In this section, we present and discuss the modeling of
interfaces used in the appended papers. The choices done in the atomistic modeling
are guided and motivated by the experimental investigations reviewed in Chapter 2.
In a multiphase material, two different types of interfaces are present: intra- and
interphase boundaries. The former category includes grain boundaries and stacking
faults, whereas the latter include the interfaces between different phases. The pa-
pers in this thesis deal with interphase boundaries between metal and ceramic. The
properties of an interface depend strongly on its atomic structure and this is certainly
true also for the interface energy. As a necessary input for first-principles modeling,
a reasonable geometric setup of atoms in the interface system is a crucial input of
all computational interfacial studies. Thus, this section begins with reviewing some
basic concepts of geometry in crystal/crystal interfaces.
Geometry of an interface
Macroscopically, an interface between two crystals has five degrees of freedom [38].
The orientation relationship describes the relative rotation between two crystals and
provides three degrees of freedom. These are usually specified by a common rotation
vector (two degrees of freedom) and a common vector perpendicular to the rotation
vector (one degree of freedom). These first three degrees of freedom completely
specify the relation between the lattices of the adjoining crystals. Two more degrees
of freedom are necessary to specify also the interface plane, which can be done by
giving the direction of the interface normal with respect to the common rotation
vector between the crystals.
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With these five degrees of freedom specified, all geometric thermodynamic vari-
ables are set [38] and a full atomic structure of the interface could, in principle, be
reconstructed from theoretical modeling by minimizing a grand potential of the in-
terfacial system in contact with reservoirs of well-defined chemical potentials. In
fact, only the three degrees of freedom relating the lattice orientations would be
needed in such hypothetical simulation, and may be seen as boundary conditions
fulfilled by the lattices far from the interface. The interface plane would then come
out as a result when minimizing the grand potential of the system. A real example
of this is the straightening of general Σ2 grain boundaries between WC grains into
twist boundaries which occurs during sintering [37].
Experimental input
In the current modeling, apart from defining the orientation relationship and inter-
face orientation, further specification of the microscopic structure must be made.
To this end, input from experimental investigations is very valuable. In the WC-Co
system, WC grains are mostly bounded by {0001} and {10¯10} surfaces. Further-
more, high resolution electron microscopy imaging shows the WC/Co interfaces to
be locally planar and atomistically sharp (in undoped WC-Co). This simplifies the
atomistic modeling, as only various terminations of (W, C, or mixed) of the WC
phase need to be considered. The sharpness of the interface region is in itself a mo-
tivation for an atomistic treatment of the interface, as it cannot be described as a
continuous mixture of the WC and binder phase.
There is no preferential relation between the Co and WC in liquid phase sintered
WC-Co, which can be explained by the large grain size of Co. During cooling
from the liquid phase, Co nucleates at few places and as solidification proceeds, the
growing Co grain will have no particular relation to the WC skeleton. Generally, the
orientation between WC and Co is therefore completely random. Similarly, during
the actual liquid phase sintering when the metal is in its melt state, there will be no
long-range order in the WC/Co interface structure. WC-Co structures formed during
solid state sintering may however contain Co areas with preferential orientation to
the WC grains having well-defined orientation relationships [52], as do the Fe/VN
interface modeled in Paper V and VI.
The γ-surface
The modeling of on one hand general WC/Co interfaces without any preferred ori-
entation, and on the other hand, special structurally well-defined interfaces requires
two different approaches to modeling. For both approaches, the γ-surface [38] is an
essential theoretical tool. To define the γ-surface, we first consider the rigid body dis-
placement of two grains joined at a planar, sharp interface. The displacement vector
~t (defined with some origin in the interface) can be decomposed into a translation ~T
parallel to the interface and an interface separation ~d normal to the interface. If there
is a translational symmetry in the interface, a cell of non-identical displacements
(CNID) may be defined.
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The γ-surface is defined as the interface energy γ (defined by Eq. (4.4)) as a func-
tion of~t = ~T + ~d. For the ~T -dependent coordinates, γ(~T , ~d) will have the periodicity
of the CNID. With decreasing size of the CNID corresponding to a longer periodic-
ity of the interface, γ(~T ) flattens out, and for a completely incommensurate interface
lacking any periodicity thus having an empty CNID, the variations of γ(~T ) are zero.
Misfit
An important topic of this thesis is to derive estimations of interface energies for
various type of interfacial structures. An important concept is therefore the coher-
ence of the interface. A measure of coherence valid for planar, sharp solid/solid
interfaces is the misfit f which, assuming two crystal lattice parameters a(1) and a(2)
(a(1) > a(2)) in the interface plane, can be defined as
f = a
(1)−a(2)
1
2
(
a(1)+a(2)
) . (4.21)
Depending on the value of f , the interfaces are divided into three groups: Coherent,
semicoherent and incoherent.
The coherent interface has zero misfit ( f = 0) and the lattices of the adjoining
crystals match perfectly at the interface. In reality, coherent interfaces between dis-
similar materials are rarely seen, but if the thickness of one of the (or both) phases
is finite, the thinner phase can be strained to coherence, as may be the case for a
thin film strained to a substrate. A coherent interface can also be the result of stand-
off dislocations that accomodate the misfit not at the interface itself, but in the bulk
phase. In some rare cases, (almost) coherent interfaces can form between solids of
the same constituents but different Bravais lattices, such as fcc-Co and hcp-Co in the
(111)fcc ‖ (0001)hcp interface.
A semicoherent interface has a small misfit, 0 < f . 0.2. By considering a film
growing on a substrate, it is apparent that for some thickness, it is energetically
favorable to relieve the coherency strain and instead let the misfit be taken up by
misfit dislocations. The name misfit dislocation could be misleading, since these
dislocations are not defects, but a consequence of the geometry of the interface.
If the interaction across the interface is pronounced enough to produce localized
misfit dislocations, the interface will be characterized by large regions of good fit
between the crystals (the coherent region) and small areas in the vicinity of the
misfit dislocations, where the atomic structure is distorted.
An incoherent interface is the result of a large misfit f & 0.2 and/or weak bond-
ing across the interface. Assuming an artificially increasing misfit, misfit disloca-
tions will approach each other as f increases, and eventually the atomic displace-
ments due to neighboring dislocations will cancel. An incoherent interface can also
come from joining two crystals with differing surface lattice in the interface plane,
such as a high-angle grain boundary. Incoherent interfaces do not show the long-
range correlation in atomic displacement as semicoherent interfaces do.
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Both practically and theoretically, it is very useful to determine the γ-surface de-
fined above, but under the assumption that the semi- or incoherent interface is ren-
dered coherent by an artificial compression (expansion) of the corresponding phases
which yields a common interface lattice parameter a. For supercell calculations, this
is necessary since the interface must be commensurate to fit within a supercell of
finite size. Thus, γ(~t) is calculated as
γ(~t) = 1
A
(
E(~t)−∑
i
Niµi
)
, (4.22)
where E(~t) is the energy of the artificially coherent interface system translated by
~t, Ni is the number of constituent i in the interface system, and µi is the energy per
atom i retrieved from a bulk calculation of the respective compressed (expanded)
phases. This procedure excludes any direct elastic contributions to γ(~t). The choice
of a in the interval a(2) ≤ a ≤ a(1) is somewhat arbitrary, but an approriate method
is to choose a so that the sum of elastic energy in both bulk phases is minimized
and allow for a corresponding Poisson relaxation in directions along the interface
normal. For the rather incoherent WC/Co interfaces studied here ( f ≈ 0.15), this
implies that practically all distortion will be in the soft Co phase.
For the coherent interface, the true interface energy γ is simply the minimum of
the γ-surface,
γmin = min
~t
γ(~t). (4.23)
For an incoherent interface of infinite dimension, the γ(~t)-surface is reduced to a
value independent of the in-plane translation ~T (still dependent on ~d). We effectively
take this constant value as the mean of the γ-surface defined according to
γmean =
Z
A
dAmin
~d
[
γ(~T , ~d)
]
, (4.24)
where A is the area of the surface cell. The integral should be interpreted as a mean
value over local interaction configurations with properly assigned weights according
to the symmetry of the point ~T in the surface cell.
In Ref. [132], Christensen et al introduce a coherence parameter α defined by
γ = γmin +α(γmean− γmin), (4.25)
where α = 0 corresponds to the perfectly coherent structure and α = 1 to the com-
pletely incoherent structure. The true value of γ should lie somewhere between these
values (or possibly above if γ(~t, ~d) depends strongly on the interface separation ~d).
Semicoherent interfaces
For a semicoherent interface, the interface energy will lie somewhere between the
coherent (α = 0) and incoherent (α = 1) limits, and the exact value of α depends
on the energy for creating misfit dislocations. Making a quantitative determination
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of the interface energy in the semicoherent interface requires a model of the elastic
response of the adjoining crystals. Such a model is developed in Paper V and VI,
where we use the simple Peierls-Nabarro model of dislocations [133, 134] to deter-
mine the elastic energy of the semicoherent interface. The model assumes that the
total interface energy γ may be decomposed into
γ = γel + γchem, (4.26)
where γel is an elastic energy due to a periodic array of misfit dislocations derived
from elasticity theory, and γchem is the chemical energy due to the presence of the
interface.
For simplicity, assuming a one-dimensional misfit an analytic expression for the
elastic energy γel as functional of the relative (atomic) displacements u(x) at the
interface between two seminfinite crystals can be derived
γel [u(x)] =− Ke4pip
Z p/2
−p/2
Z p/2
−p/2
ln
∣∣∣∣sin pip(x− x′)
∣∣∣∣ ∂u(x′)∂x ∂u(x)∂x dx′ dx, (4.27)
where p is the periodicity of the interface (p = a(1)a(2)/(a(1)− a(2))), and Ke is
an energy factor for the interfacial misfit dislocation which depends on the elastic
constants of the interfacing media (see Section 3.3 and Paper VI). The chemical
energy is an integral of the γ-surface,
γchem [u(x)] =
1
p
Z p/2
−p/2
γ [U(x)] dx, (4.28)
where U(x) is a disregistry across the interface (see Paper VI). Thus, appropriate
weights to different parts of the γ-surface i. e. different translation states, are explic-
itly given by this integral by optimizing Eq. (4.26).
In Paper V, we show that this model accurately describes the interface energy
of semicoherent interfaces by comparing with atomistic calculations using an EAM
potential for Fe in the Fe/VN interface. We develop the model further in Paper VI,
where we account for slabs of finite thickness and a two-dimensional periodic array
of misfit dislocations. No simple analytical expressions exist for these more general
cases, and hence finite-element calculations are used for the elastic response. To
conclude, connecting to Eq. (4.25), it is for semicoherent interfaces of well-defined
geometry possible to explicitly find the appropriate value of α.
Incoherent interfaces
We now turn to the more complex incoherent interfaces. For WC/Co interfaces,
generally no assumptions of regular, well-ordered atomic structures can be made. In
Ref. [26], Christensen et al calculate several local configurations of Co coherently
placed on WC{10¯10} surfaces, and shows through a Wulff construction that α = 1
predicts correctly – within the experimental error bound – the experimentally mea-
sured truncation of the prismatic surfaces of WC grains sintered in Co. As argued
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Figure 4.3: The interface energy γ as function of α for the WC(0001)/Co(0001) interface.
in Ref. [26], α = 1 should be an appropriate approximation for the interface energy
during liquid phase sintering. Then, Co atoms move over the WC surface constantly
changing the atomic structure. Thus, relevant differences in interface energy be-
tween similarly structured WC/Co interfaces can be obtained from the differences
of average values of ensembles of interfacial structures as given by Eq. (4.24).
The relevance of using an average value of the γ-surface to approximate the
incoherent interface energy can to some extent be tested. In Paper III, we study
several different WC(0001)/Co interfaces with varying W and C-termination. The
systems are all fully relaxed corresponding to a T = 0K situation. At higher tem-
peratures, the total energy of the interface system should increase with respect to
these low-temperature values, as atoms begin to move over minima and maxima in
the γ-surface.
γ as a function of α determined in coherent WC(0001)/Co(0001)hcp interfaces
of W- and C-termination is given in Figure 4.3. Comparing with the results from
Paper III, we see that for the W-terminated interface, low-energetic configurations
(A, C, D, F) correspond to α ≈ 0.6. A more constrained configuration (B) and
open-structured (E) correspond to α ≈ 1. Though, for C-terminated interfaces the
assumption underlying Eq. (4.25) breaks down. The energy of C-Co bonds depend
more strongly on both translation ~T and interphase separation ~d of the WC/Co in-
terface as indicated by a more corrugated γ-surface in this case. The minimization
implied by Eq. (4.24) will hence be associated with elastic energy. However, remov-
ing some low coordinated C atoms allowing for W-Co bonds to form instead, the
interface energy drops, and the more low-energetic mixed W/C-terminated interface
configurations correspond to α ≈ 0.4 to 0.7.
To conclude, relaxed WC/Co interfaces are associated with α from 0.4 to 0.7.
More open or disordered structures would have α ≈ 1. We assume that α = 1 is
the most appropriate choice for modeling a general, random interface especially for
high-temperature conditions, where long-range order in the interface region is not
expected. This pragmatic approach to interface modeling is used in Papers I and
II. A more detailed treatment of interfacial relaxations as done in Paper III requires
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large supercells and to probe the interfacial energetics as function of temperature,
molecular dynamics simulations would be required. However, this would have made
the study in Paper II an arduous task.
It should be stressed that only relevant interface energy differences are necessary
for the conclusions made in Paper I and II. Our calculated values of interfacial ener-
gies only (approximately) include total energy effects to the true interface energy as
defined in Eq. (4.4), which depends on free energy differences between interface and
bulk systems. Structural disturbances lead to finite interface energies also between
a solid and its corresponding liquid [135]. Such effects should to a large degree
cancel when comparing interface energies of structures with similar interfacial ge-
ometry, but could be important when comparing interface energies between basal
and prismatic WC/Co interfaces.
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Conclusions
5.1 Summary
This section provides a brief summary of the key results of the introductory discus-
sion and appended papers. For details and complete references, the reader is referred
to the individual papers and preceding chapters.
• We apply density functional theory to calculate interface energetics of metal-
ceramic interfaces. To make predictions for general interfaces of random ori-
entation, ensembles of local coherent interface configurations (an average of
the γ-surface) are used. A justification for this pragmatic approach to interfa-
cial modeling is provided by the results of Paper III.
• In Paper I, the method is applied to thin films of cubic VC in basal WC/Co
interfaces. We find that V-rich films with a thickness of two atomic layers
can be stabilized by interfacial effects, even when the corresponding bulk VC
phase is unstable. This supports the idea that VC films are present in WC/Co
interfaces and hinder WC grain growth also at high temperatures.
• In Paper II, we extend the analysis to examine the propensity for formation
of films of cubic TiC, VC, CrC, ZrC, NbC, MoC, HfC, TaC and WC in the
basal and prismatic interfaces between WC and Co. In order of decreasing
propensity, VC, MoC, TiC and CrC are predicted to form films in the basal
WC/Co interface, and MoC, VC and CrC films in the prismatic WC/Co in-
terface. A comparison between the stability of VC films and those of other
carbides provides a consistent explanation for the effectiveness of VC as grain
growth inhibitor.
• In Paper IV, we study the solubility of transition metals in hexagonal WC
with both atom-probe tomography and theoretical methods. Experimental
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solubilites of Ta, Nb, Cr and V are in the 10−3 range, Ti around 10−5, and
solubilities of Zr and Co are below the detection limit. The agreement with
theoretical predictions is satisfactory. The measured solubilites of Ta, Nb, Cr
and V are higher than previously anticipated. From theoretical calculations,
Cr is expected to have the highest possible solubility of the considered metals.
• In Paper V and VI, we extend the interfacial modeling to explicitly include
the effect of misfit dislocations in semicoherent interfaces. We show that elas-
tic energies can dominate the interfacial energetics of such interfaces. The
method is applied to the low misfit (2%) Fe/VN interface and the predicted
interfacial structure agrees with HREM imaging.
5.2 Outlook
In Papers I and II, an extensive set of DFT calculations has been used to calculate
energetics of WC/Co interfaces with and without films of dopants. The theoretical
results have clearly shown the effect of VC on interface energetics, but theoretical
results for other dopants are less conclusive. From reviewing the literature on mi-
crostructural effects of the various additions, a similar picture is obtained. Notably,
reported effects of especially Cr and Ti vary in literature. From the results of Pa-
per II, these are the additives for which thin film configurations in WC/Co interfaces
are on the limit of stability, and microstructural effects of these additives can there-
fore be expected to vary more sensitively on local and temporal variations of the Cr
and Ti chemical potentials throughout a sintering cycle.
The structural changes of WC/Co basal and prismatic interfaces induced by dop-
ing have been well characterized by HREM imaging during the last decades. Films
of cubic structure have been imaged in Ti-, V- and Cr-containing WC-Co, but es-
timations of the segregated amount of additive in WC/Co interfaces vary. Except
for reports on some other interface structures in VC-Cr3C2 co-doped material [71],
the presence of cubic structures in WC/Co interfaces in doped material is therefore
well established although the exact composition at the interface is still unknown. In
Paper I, it was rather implicitly assumed that the composition of the film should be
similar to that of bulk (V,W)C. To determine composition in an accurate manner,
further modeling can be considered.
Due to the systematic treatment of interface structures in Paper II, only a rather
small set of DFT calculations for films of mixed composition would need to be added
to the thousands of simulated interfacial configurations underlying Paper II in order
to fit a multilayer segregation model extending upon e. g. the one of Guttmann [136].
With proper treatment of interfacial thermodynamics [137], a segregation model
based on parameters derived from DFT would be a sound starting point for further
quantitative modeling of WC/Co interfaces. Such modeling need not be based solely
on first-principles and judging from the success of CALPHAD-type modeling of
bulk phases, it should not. A combination of input from DFT calculations – such as
the ones presented in this thesis – and from accurate experimental data – such as the
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ones from a recent atom-probe tomography investigation of WC/Co interfaces [138]
– is probably the best way to obtain a predictive and quantitative model of interface
structures and energetics. Knowing the composition at interfaces as function of
doping and temperature would clearly be of technological use.
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