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We calculate ground-state energies and density distributions of Hubbard superlattices character-
ized by periodic modulations of the on-site interaction and the on-site potential. Both density-matrix
renormalization group and density-functional methods are employed and compared. We find that
small variations in the on-site potential vi can simulate, cancel, or even overcompensate effects due
to much larger variations in the on-site interaction Ui. Our findings highlight the importance of
nanoscale spatial inhomogeneity in strongly correlated systems, and call for reexamination of model
calculations assuming spatial homogeneity.
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A large part of the complexity of strongly correlated
systems arises from the multiple phases that coexist or
compete in their phase diagrams. Metallic and insulat-
ing phases are separated by metal-insulator transitions,
and subject to the formation of various types of long-
range order, such as antiferromagnetism, superconduc-
tivity, and charge or spin-density waves. The relative
stability of such phases is determined by differences in
appropriate thermodynamic potentials, or, at zero tem-
perature, in their ground-state energies. Identification of
the appropriate order parameters and calculation of the
ground-state energies of the various phases is a compli-
cated problem, and the nature of the phase diagram of
many strongly correlated systems is still subject to con-
siderable controversy. It is widely believed, however, that
a minimal model containing the essence of strong cor-
relations, and displaying many of the above-mentioned
phases, is the homogeneous Hubbard model, which in
one dimension and standard notation reads
Hˆhom = −t
∑
i,σ
(c†iσci+1,σ+H.c.)+U
∑
i
c†i↑ci↑c
†
i↓ci↓. (1)
Much theoretical effort is thus going into the analysis of
the homogeneous Hubbard model and the clarification of
the nature of its ground state.
In a parallel development, nanoscale spatial inhomo-
geneity has been observed experimentally to be a ubiqui-
tious feature of strongly correlated systems,1,2,3,4,5,6,7,8
but although its importance is widely recognized, the
consequences of such inhomogeneity are still insufficiently
understood. The present paper investigates the effects
of, and the competition between, two different manifes-
tations of nanoscale inhomogeneity in strongly correlated
systems: local variations in the on-site potential and in
the on-site interaction. We base our analysis on the in-
homogeneous Hubbard model
Hˆinhom = −t
∑
i,σ
(c†iσci+1,σ +H.c.)
+
∑
i
Uic
†
i↑ci↑c
†
i↓ci↓ +
∑
iσ
vic
†
iσciσ, (2)
which differs from the homogeneous model (1) by allow-
ing for spatial variations in the on-site interaction Ui
and the presence of the on-site potential vi. Variations
in Ui and vi may arise, e.g., due to inequivalent sites
in the natural unit cell, modulation of system parame-
ters in artificial heterostructures, or self-consistent mod-
ulations in local system properties due to formation of
charge-ordered states. In this paper we are specifically
concerned with one-dimensional superlattice structures
in which both Ui and vi vary periodically on a length
scale comparable to, or somewhat larger than, the lat-
tice constant. Such superlattices have recently attracted
much attention due to their complex ground-state and
transport properties.9,10,11,12,13,14,15,16,17,18 Our results,
reported below, have a direct bearing on the investigation
of such superlattices. However, for our present purposes
the most important aspect of superlattice structures is
that they constitute a representative system in which the
consequences of nanoscale spatial variations of system pa-
rameters in the presence of strong Coulomb correlations
can be explored systematically. Accordingly, we expect
our main conclusions to hold also in many other spatially
inhomogeneous correlated systems.
Figure 1 shows the density profile of a typical superlat-
tice structure in which the on-site interaction Ui is mod-
ulated in a repeated pattern of repulsive (Ui = 3) and
noninteracting (Ui = 0) ’layers’ with LU and L0 sites,
respectively, and the on-site potential vi is taken to be
constant at all sites. The two curves shown were obtained
with different many-body techniques. The full curve
2TABLE I: Ground-state energy of two open superlattices
with modulated on-site interaction Ui and spatially constant
on-site potential vi, obtained with DMRG and with DFT/BA-
LDA. Upper part: large lattice with L = 300 sites. LU = 10
interacting sites (Ui = 3) alternate with L0 = 10 noninter-
acting sites (Ui = 0). Lower part: strongly modulated lattice
with L = 100 sites. LU = 1 interacting site (Ui = 6) al-
ternates with L0 = 1 noninteracting site. N is the number
of fermions, and the column labeled ∆% contains the abso-
lute percentual deviation of the DMRG from the DFT/BA-
LDA values. The agreement between DMRG and BA-LDA is
slightly better for the more slowly modulated lattice.25
N EDMRG0 /t E
BA−LDA
0
/t ∆%
50 -97.994 -98.342 0.35
100 -185.66 -187.32 0.89
150 -255.62 -258.65 1.17
200 -302.10 -305.68 1.17
250 -321.09 -324.02 0.90
300 -310.35 -311.87 0.49
40 -69.822 -71.110 1.81
50 -82.078 -83.730 1.97
75 -100.14 -103.11 2.88
80 -101.81 -104.94 2.98
120 -79.947 -79.323 0.79
was obtained using the density-matrix renormalization
group (DMRG),19,20 while the dotted curve was obtained
from density-functional theory (DFT) within the Bethe-
Ansatz local-density approximation (BA-LDA).21,22,23 In
view of the complexity of the problem and the surprising
nature of some of our conclusions, we found it advisable
to bring two independently developed and implemented
many-body methods to bear on the problem.
DMRG is a well-established numerical technique,
whose precision can be improved systematically, at the
expense of increased computational effort.19,20 In our
DMRG calculations, truncation errors were kept of the
order of 10−6 or smaller, and increasing the precision
beyond this did not affect any of our conclusions. BA-
LDA is a more recent development21,22,23 (although the
original LDA concept is, of course, widely used in ab ini-
tio calculations). In LDA calculations the final precision
is ultimately limited by the locality assumption inher-
ent in the LDA, and improvements must come from the
development of better functionals. This intrinsic limita-
tion of LDA is offset by its applicability to very large
and inhomogeneous systems, at much reduced compu-
tational effort: Calculations for the type of superlattice
structures investigated here typically take only seconds to
minutes with BA-LDA, regardless of the type of bound-
ary condition used.24 Final BA-LDA results for densities
and energies typically agree with DMRG ones to within
<
∼ 3%, the agreement being slightly better for energies
than for densities.25 Here we consider both methods as
complementary. All essential conclusions reported below
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FIG. 1: Density profile of a one-dimensional superlattice with
L = 60 sites, N = 30 fermions, open boundary conditions,
and a superlattice structure consisting of a periodic sequence
of LU = 3 interacting (Ui = 3) and L0 = 2 noninteracting
(Ui = 0) sites. Full curve: DMRG calculation. Dotted curve:
DFT/BA-LDA calculation.
were obtained on the basis of independently implemented
and performed BA-LDA and DMRG calculations. As an
illustration, Table I compares ground-state energies ob-
tained with both methods for one much larger and one
much more rapidly modulated superlattice than the one
shown in Fig. 1.
Inspection of Fig. 2 shows that an attractive potential
on the repulsively interacting sites can completely reverse
the effect of the Coulomb repulsion Ui and draw a sub-
stantial number of electrons to the interacting sites (cir-
cles in Fig. 2). While this might have been anticipated
qualitatively as a result of the competition between an
attraction and a repulsion, it comes as a surprise that
the effect of the (often neglected) variations in the on-
site potential is much stronger than the one of variations
in the on-site interaction: already a very weak attrac-
tive potential suffices to smooth out the density distri-
bution, resulting in an essentially homogeneous charge
profile (triangles in Fig. 2). Although we have taken su-
perlattices as our example, the effect is clearly not de-
pendent on periodicity of the modulations in Ui and vi,
and is expected to show up rather generally.
Figure 1 and Table I represent superlattices in
which only the on-site interaction is spatially mod-
ulated, which is the case mostly studied in the
literature.9,9,10,11,12,13,14,15,16,17 Many important features
of superlattice structures are already apparent in this
type of model. However, in a real system it is impossible
to modulate the on-site interaction without simultane-
ously modulating the on-site potential as well, i.e., with-
out creating inequivalent sites. Such a double modula-
tion is found, e.g., in artificially grown layered structures,
in impurity systems, and in periodic arrays of Fermi-
liquid leads (corresponding to approximately noninter-
acting sites) and quantum wires/dots (corresponding to
interacting sites). Fig. 2 illustrates the consequences a
modulation of the on-site potential has on the density
profile of a system in which both interaction and poten-
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FIG. 2: Density profiles, obtained with BA-LDA,26 of an
L = 100 site system of N = 50 fermions with periodically
modulated on-site interaction of amplitude U = 3 (LU =
L0 = 10), and periodic boundary conditions. Squares: no
modulation in on-site potential (vi = 0). Circles: on-site
potential modulated such that vi = −2 on the interacting
sites and vi = 0 on the noninteracting sites. The density
profile is inverted, indicating overcompensation of Ui by vi.
Triangles: on-site potential modulated such that vi = −0.555
on the interacting sites and vi = 0 on the noninteracting sites.
The superlattice structure is erased from the density profile.
The lines are guides for the eye.
tial vary.
In Fig. 3 we compare the Friedel oscillations arising
from the system boundaries in a homogeneous system
with the ones arising in a superlattice of same size and
with the same number of fermions, but subject to pe-
riodic modulations of Ui and vi, chosen such that both
density profiles become similar. We have deliberately not
chosen modulation parameters that optimize the agree-
ment between both curves, because had we done so they
would be visually indistinguishable on this scale.
Figure 2 shows that a small value of vi can have
stronger effects than a larger value of Ui, while Fig. 3
shows that essentially the same modulation pattern in the
density profile can be obtained from either v or U . These
are unexpected findings. Normally it is assumed that
in systems modeled by the Hubbard model the particle-
particle interaction U is much more important than the
on-site potential, which is mostly taken to be spatially
constant, or, if it varies, to produce only minor modifi-
cations in systems whose physics is governed by U .
To investigate in more detail this competition between
on-site interaction and on-site potential we need to es-
tablish criteria for comparing the consequences of vi and
of Ui. Motivated by the experimental observation of
nanoscale density variations and by the theoretical im-
portance of ground-state energies for analyses of phase
diagrams, we adopt two distinct criteria. Criterium (i)
consists in searching for that modulation of the on-site
potential vi in a doubly modulated lattice that cancels
0 25 50 75 100 125 150i
0.4
0.5
0.6
ni
FIG. 3: Full curve: density profile, obtained with BA-LDA,26
of a L = 160 site homogeneous system with open boundary
conditions, Ui = 2, N = 80, vi = 0. Friedel oscillations aris-
ing from the system boundaries are clearly visible. Dotted
curve: density profile of same system but subject to modula-
tions periodically alternating LU = 6 sites with Ui = 2 and
vi = −0.2, with L0 = 10 sites with Ui = vi = 0. The super-
lattice structure due to the presence of both modulations is
completely erased from the density profile, while the Friedel
oscillations arising from the boundary remain prominent.
the effect of the modulation of Ui on the density distribu-
tion, i.e., smoothes out the oscillations, making the net
density homogeneous. A particular example of this can-
cellation is given by the triangles in Fig. 2. Criterium (ii)
consists in searching for that modulation of the on-site
potential vi in the doubly modulated lattice that yields
the same ground-state energy E0 as in a homogeneous
lattice with vi = 0 and Ui = U at all sites.
27 Our results,
displayed in Fig. 4,24 show that, regardless of whether one
adopts the density or the energy criterium, the modula-
tion of the on-site potential required to cancel the effect of
the modulation of the on-site interaction is up to an order
of magnitude smaller than U . For open boundary con-
ditions we have obtained the same conclusion also from
DMRG calculations. Changes in the modulation pattern
do not change the order of magnitude of the ratio of |v|
to U appreciably.
A semi-quantitative explanation for this relation of |v|
to U can be given within DFT, by considering the effec-
tive potential entering the Kohn-Sham equations for the
Hubbard model, veff,i = vext,i+vH,i+vc,i. For unpolar-
ized systems (n↑,i = n↓,i = ni/2) the Hartree potential
vH,i can be written vH,i = Uini/2. Within BA-LDA DFT
the density and total energy are thus calculated from
an effective Hamiltonian containing the modulated inter-
action and external potential only via the combination
vext,i+Uini/2+ vc,i(ni, Ui). Since the correlation poten-
tial vc,i is typically about an order of magnitude smaller
than vH,i, the modulated interaction Ui enters the effec-
tive Hamiltonian approximately on the same footing as
the modulated potential vext,i, but renormalized by the
factor ni/2. In the above calculations the average density
N/L = 0.5, and the local density ni is not very differ-
ent. The upshot is that self-consistent screening of the
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FIG. 4: Open squares: Amplitude of the modulation of the
attractive on-site potential that cancels as much as possible
the effect of the modulation of the repulsive on-site interac-
tion, leading to a homogeneous density profile [criterium (i)].
Full circles: Amplitude of the modulation of the attractive on-
site potential that reproduces in the doubly modulated system
the energy of the homogeneous system [criterium (ii)].27 Sys-
tem parameters: L = 160 sites, N = 80 fermions, LU = 6 in-
teracting sites, alternating with L0 = 10 noninteracting sites.
particle-particle interaction effectively reduces the mod-
ulation in the interaction by a factor ∼ 4, compared to
modulations in the potential, in good agreement with the
numerical results in Fig. 4.28
Of course, in a real system one cannot adjust vi at will,
and the precise fine-tuning required to obtain smooth
density profiles, or energies identical to the ones found
in homogeneous systems, is not expected to occur fre-
quently in nature. The main implication of these criteria
is rather that they establish a scale for comparison of v
and U , indicating that even weak spatial variations of v
can be more important than much stronger ones in U .
This observation flags a warning signal to the use of ho-
mogeneous Hubbard models (or ones in which only U is
modulated) in the analysis of situations characterized by
nanoscale spatial inhomogeneity, such as the pseudo-gap
phase of cuprates1,2,3,4,5,6,7,8 or superlattices and similar
heterostructures.9,10,11,12,13,14,15,16,17,18
We conclude that even in the presence of strong corre-
lations, spatial variations of the on-site potential vi are
not a minor complication in a system dominated by the
on-site interaction Ui, but a major effect, which crucially
contributes to observables, and can mask or overcom-
pensate the effect of the interaction on the density pro-
file, ground-state energy, and other quantities. For the
density profile, this means that attempts to model the
microscopically inhomogeneous charge distribution, seen
experimentally,1,2,3,4,5,6,7,8 by Hubbard models that are
homogeneous or that modulate only the interaction Ui,
cannot lead to conclusive results. The influence of mod-
ulations in vi on the ground-state energy, on the other
hand, implies that an analysis of the relative energetic
stability of the various phases appearing in strongly-
correlated systems is incomplete, and potentially mis-
leading, if the effects of spatial inhomogeneity in these
phases are not taken into account. All this calls in ques-
tion the common practice to employ the homogeneous
Hubbard model to model spatially inhomogeneous many-
body systems, and demands a reconsideration of the role
of nanoscale spatial inhomogeneity in strongly correlated
systems.1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18
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