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Abstract
We leverage on a data-driven paradigm to provide a-posteriori feasibility certificates to the set of solutions to variational
inequalities affected by uncertainty. Specifically, we focus on instances with a deterministic mapping and an uncertain feasibility
set, and represent uncertainty by means of scenarios. Building upon recent advances in the scenario approach literature, we
quantify the robustness properties of the entire set of solutions against a new unseen realization of the uncertainty. This allows
us to circumvent the necessity that the variational inequality admits a unique solution. We show that assessing the violation
probability of the entire set of solutions rather than a single one requires enumeration of the support constraints that “shape”
this set. In this context, we also propose a general procedure to enumerate the support constraints that does not need a
closed form description of the solution set, which is unlikely to be available. We show that robust game theory constitutes an
applications class that falls within the considered framework of uncertain variational inequalities, and illustrate our theoretical
results through extensive numerical simulations on a case study involving an electric vehicle charging coordination problem.
1 Introduction
As a general purpose tool embracing a rich class of decision-making problems, variational inequalities (VIs) have
been widely adopted in many scientific areas spanning from operation research and mathematical programming, to
optimization and game theory [24,18]. Formally, a VI is defined by means of two principal objects; a feasibility set
X ⊆ Rn and a mapping F : X → Rn. We denote by VI(X , F ) the problem of finding some vector x? ∈ X such that
(y − x?)>F (x?) ≥ 0, for all y ∈ X . (1)
By generalizing nonlinear complementarity problems, VIs provide a broad unifying setting, encompassing a variety
of equilibrium problems that serve as a computational framework for solving numerous problems [21]. Prominent
examples include applications in network and traffic problems [10,14,23], optimal control [31,22,15], economics and
demand-side management [44,11,32].
However, most of the analytical and algorithmic efforts are restricted to deterministic regimes, hence, all the afore-
mentioned applications inherently conceal potential sources of uncertainties that strongly affect the data of the
problem itself, i.e., the mapping F and the feasible set X . To circumvent the limited nature of deterministic ap-
proaches, we focus on stochastic paradigms to uncertain VIs, with literature being split in two main directions for
incorporating uncertainty into the model in (1) [41]: an expectation-based and a worst-case formulation.
Specifically, given a random variable δ ∈ ∆, we refer to the expected-value formulation of an uncertain VI, originally
conceived in [28], as the problem of computing a deterministic vector x? ∈ X such that
(y − x?)>E[F (x?, δ)] ≥ 0, for all y ∈ X , (2)
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where, in this case, F : X ×∆→ Rn. Unfortunately, only a few cases make the formulation in (2) appealing from a
computational perspective, e.g., when δ takes values in a discrete set. In most stochastic regimes, the computation
of the expected value requires multidimensional integration, which is a difficult task.
Moreover, in all those instances where the decision coming as a solution to an uncertain VI is required to be robust
to parametric uncertainties, the formulation in (2) may not be insightful. In this context, a worst-case formulation
appears more appropriate, allowing to incorporate the uncertainty both in the mapping and in the constraints.
Specifically, the feasible set can be determined as the (infinite) intersection of sets Xδ generated by every possible
realization of the random variable δ, namely X := ∩δ∈∆Xδ. Thus, a vector x? ∈ X is considered a solution to the
uncertain VI if
(y − x?)>F (x?, δ) ≥ 0, for all y ∈ X and δ ∈ ∆. (3)
However, such a worst-case formulation imposes two main challenges: i) the set ∆ may be unknown and the only
information available may be related with data/scenarios for δ; ii) Even if ∆ is known, it might be a continuous set
or, in general, with infinite cardinality, thus giving rise to an infinite set of constraints in (3).
To address these challenges, we follow a data-driven paradigm to quantify a-posteriori the feasibility properties
related with the entire set of solutions to the VI against unseen realizations of the uncertainty. Specifically, in this
paper we focus on a subclass of uncertain VIs falling into the framework of (3), namely we consider all those instances
characterized by a deterministic mapping F (·) and uncertain feasible set X . Remarkably, the family of VIs we consider
is quite large, encompassing practical applications in several domains. Indeed, Nash equilibrium problems (NEPs)
and generalized Nash equilibrium problems (GNEPs) can be modelled as VIs [18,17], whose popular robust version
falls in the class investigated in this paper [1,19,36,16]. As a static assignment problem, an optimal network flow
in traffic networks can also be computed via solution to an associated VI [37, Th. 3.14]. In this context, it is quite
common to model the overall traffic demand as an uncertain variable [26,42,9,12,27], thus randomly constraining the
traffic flow over admissible paths of the network. Moreover, finite horizon control problems are typically formalized as
constrained optimization problems, which can be seen as VIs [18, §1.3.1]. Specifically, the optimal sequence of control
inputs shall minimize a predefined cost function, while being subject to both operational and dynamic constraints,
which on the other hand may be affected by uncertainty [39,40,43].
Contributions and paper organization: To the best of our knowledge, this work is the first addressing the problem of
evaluating the robustness of solutions to uncertain VIs with a set-oriented perspective. Compared to existing results
on data-driven approaches to assess the robustness of solutions to VIs (or particular cases), our framework makes
the following contributions:
• We consider a broad family of uncertain VIs in (3) rather than just VI problems arising in computing varia-
tional generalized Nash equilibria (v-GNE), a popular subclass of generalized Nash equilibria (GNE) in GNEPs
[19,20,36,16], thus complementing [36], where GNEPs were not considered (§2);
• By focusing on the entire set of solutions, we are able to bypass the uniqueness and nondegeneracy assumptions
postulated in [34] (§3);
• Along the direction of [16], we provide a-posteriori robustness certificates for the entire set of solutions rather
than for a single one [34] or for the feasible set only [36]. Compared to latter ones, we show that the resulting
bounds are less conservative (§3);
• The proposed robustness certificates strongly depend on the number of support subsamples characterizing the
set of solutions to the uncertain VI (§2, §3). We show that computing these support subsamples merely requires
enumeration of the constraints that “shape” the solution set. An explicit representation of the unknown set of
solutions is therefore not needed. We design a procedure to compute these samples that, in general, requires
fewer iterations compared to the one in [34,7] (§4);
• We show that robust game theory constitutes an application that falls within the class of uncertain VIs consid-
ered. Our theoretical results are supported through extensive numerical simulations on a GNEP modelling the
charging coordination of a fleet of plug-in electric vehicles (PEVs) (§5).
Basic notation: N, R, and R≥0 denote the set of natural, real, and nonnegative real numbers, respectively. N0 :=
N∪{0}. Given some x ∈ Rn, ‖x‖ is the Euclidean norm. 1 (0) denotes vectors of appropriate dimensions with elements
all equal to 1 (0). Given a matrix A ∈ Rm×n, its (i, j) entry is denoted by ai,j , A> denotes its transpose, while for
A ∈ Rn×n, A  0 (< 0) implies that A is symmetric and positive (semi)-definite. For A  0, ‖x‖A :=
√
x>Ax. C1
is the class of continuously differentiable functions. For a given set S ⊆ Rn, |S| represents its cardinality. int(S),
relint(S) and bdry(S) denote its topological interior, relative interior and boundary, respectively; aff(S) denotes its
affine hull, i.e., the smallest affine set containing S. The operator ⊗ denotes the Kronecker product, while col(·)
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stacks its arguments in column vectors or matrices of compatible dimensions. For vectors v1, . . . , vN ∈ Rn and
I = {1, . . . , N}, we denote v := (v>1 , . . . , v>N )> = col((vi)i∈I) and v−i := col((vj)j∈I\{i}). With a slight abuse of
notation, we sometimes use v = (vi,v−i).
Operator-theoretic definitions: Given a function φ : Rn → R, dom(φ) := {x ∈ Rn | φ(x) < ∞} is the domain
of φ; ∂φ : dom(φ) → 2Rn denotes the subdifferential set-valued mapping of φ, defined as ∂φ(x) := {d ∈ Rn |
φ(z) ≥ φ(x) + d>(z − x),∀z ∈ dom(φ)}, for all x ∈ dom(φ). For a given set S ⊆ Rn, the mapping T : X → Rn
is pseudomonotone on S if for all x, y ∈ S, (x − y)>T (y) ≥ 0 =⇒ (x − y)>T (x) ≥ 0; (strictly) monotone if
(T (x)− T (y))>(x− y) (>) ≥ 0 for all x, y ∈ S (and x 6= y); strongly monotone if there exists a constant c > 0 such
that (T (x)−T (y))>(x−y) ≥ c‖x−y‖2 for all x, y ∈ S. If S is nonempty and convex, the normal cone of S evaluated
at x is the set-valued mapping NS : Rn → 2Rn , defined as NS(x) := {d ∈ Rn | d>(y − x) ≤ 0, ∀y ∈ S} if x ∈ S,
NS(x) := ∅ otherwise.
2 Problem statement and main result
We recall some key concepts of VIs [18], and then formalize the problem addressed, stating the main result of the
paper. Unless otherwise specified, we assume measurability of all the quantities introduced hereafter.
2.1 Background on VIs
Let us consider the deterministic VI formally introduced in (1), and let Ω ⊆ X be the set of solutions to VI(X , F ).
The relation in (1) has a strong geometric interpretation that relies on the definition of the normal cone. If X is
nonempty and convex, a vector x? ∈ X solves VI(X , F ) if and only if −F (x?) ∈ NX (x?). For example, in the specific
case of an optimization problem minx∈X f(x), we have F = ∇f and the inclusion −∇f(x?) ∈ NX (x?) corresponds to
satisfy the KKT conditions at some x?. Thus, in view of the definition of the normal cone, a necessary and sufficient
condition for every point belonging to int(X ) (if any) to solve VI(X , F ) is F (x?) = 0.
The structural properties of both the feasible set X and the mapping F (·) allow to establish the existence and
uniqueness of the solution to VI(X , F ), as well as provide the minimal conditions that enable one to design suitable
solution algorithms with convergence guarantees. Thus, by combining [18, Cor. 2.2.5, Th. 2.3.5], we characterize the
solution set to VI(X , F ) as follows:
Lemma 1 Let X be a compact and convex set, and let F (·) be a continuous mapping. Then, the following statements
hold true:
(i) Ω is a nonempty and compact set;
(ii) If F (·) is also pseudomonotone, then Ω is a nonempty, compact and convex set.

Note that assuming strong monotonicity of F (·) would guarantee the existence of a unique solution to VI(X , F ) [18,
Th. 2.3.3]. Requiring the mapping F (·) to be only pseudomonotone is clearly weaker than assuming mere (strong)
monotonicity. However, pseudomonotonicity is not always a trivial condition to be verified, while monotonicity is
naturally satisfied in several practical applications that involve, e.g., the subdifferential ∂f of a proper, closed, convex
function f : Rn → R (or its conjugate, see [2, §20]). Additionally, monotonicity is one of the weakest assumptions
that guarantees convergence of many efficient solution algorithms available in the literature, see, e.g., [18, §7, §12],
[35, Ch. 12].
2.2 Uncertain VIs and scenario-based formulation
We aim at providing out-of-sample feasibility certificates for the entire set of solutions to a given uncertain VI
by exploiting some scenarios, i.e., observed realizations, of the uncertain parameter δ. Formally, let us consider a
probability space (∆,D,P), where ∆ ⊆ R` represents the set of values that δ can take, D is a σ-algebra and P is a
(possibly unknown) probability measure over D. Thus, given a mapping F : X → Rn and a deterministic feasible
3
set X ⊆ Rn, let Xδ ⊆ Rn be a set of constraints associated with the uncertain parameter δ. We define the worst-case
VI problem, denoted as VI(X ∩ Xδ, F ), as the problem of finding some x? ∈ X ∩ Xδ that satisfies
(y − x?)>F (x?) ≥ 0, for all y ∈ X ∩ Xδ, δ ∈ ∆. (4)
However, given the possibly infinite nature of (4) and motivated by the increasing availability of data, we investigate
a data-driven approach. Specifically, let us consider δK := {δ(i)}i∈K = {δ(1), . . . , δ(K)} ∈ ∆K , K := {1, 2, . . . ,K},
hereafter also called K-multisample, as a finite collection of K ∈ N independent and identically distributed (i.i.d.)
observed realizations of δ. Here, every K-multisample is defined over the probability space (∆K ,DK ,PK), resulting as
theK-fold Cartesian product of the original structure, (∆,D,P). Thus, let Xδ(i) be a constraint set associated with the
i-th sample, which in this context identifies the decisions that are admissible for the situation represented by δ(i). The
scenario-based VI problem, denoted as VI(∩i∈KXδ(i) ∩X , F ), reads as the problem of finding an x? ∈ ∩i∈KXδ(i) ∩X
such that
(y − x?)>F (x?) ≥ 0, for all y ∈ ∩i∈KXδ(i) ∩ X . (5)
Thus, by defining XδK := ∩i∈KXδ(i) ∩ X , such scenario-based VI problem is characterized by the set of solutions
ΩδK := {x ∈ XδK | (y − x)>F (x) ≥ 0, ∀y ∈ XδK}. (6)
Note that, given the dependency on the set of K realizations δK , any vector in ΩδK is a random variable itself.
With K = 0, we identify the deterministic variational inequality problem, i.e., VI(X , F ), where no uncertainty is
present. Let Ωδ0 be the solution set for this case. According to the statements in Lemma 1, throughout the paper
we postulate the following assumptions.
Standing Assumption 1 For all K ∈ N0, for all δK ∈ ∆K , XδK is a nonempty, compact and convex set. 
Standing Assumption 2 The mapping F : X → Rn is continuous and pseudomonotone. 
Lemma 2 For all K ∈ N0, ΩδK is a nonempty, compact and convex set. 
PROOF. It follows immediately from Lemma 1(ii), as F (·) is continuous and pseudomonotone and XδK is a finite
intersection (due to Standing Assumption 1) of nonempty, compact and convex sets. 
In the spirit of [7], we introduce ΘK : ∆
K → 2X as the family of mappings that, given a set of realizations δK ,
returns the solution set to VI(XδK , F ), namely ΩδK := ΘK(δ(1), . . . , δ(K)) = ΘK(δK). When K = 0, we assume that
Θ0 returns the solution set to VI(X , F ), Ωδ0 .
2.3 Robustness certificates for solution sets to VIs
Given any K-multisample δK , we are interested in evaluating the robustness of the entire set of solutions ΩδK in
(6) to an unseen realization of the uncertain parameter δ. To this end, let Ωδ be the set of solutions induced by a
certain realization δ ∈ ∆. We now introduce the following definition of violation probability of a set.
Definition 1 The violation probability associated with a set Ω is defined as
V (Ω) := P{δ ∈ ∆ | Ω 6⊆ Ωδ}. (7)

Informally speaking, the condition Ω 6⊆ Ωδ implies that, once δ is drawn, at least one element in Ω is no longer a
solution. Note that, given any δK ∈ ∆K , ΩδK , and hence also V (ΩδK ), is a random variable. Therefore, we wish to
claim with a certain confidence that V (ΩδK ) is below a certain violation level. Before stating the main result of this
section, we recall the following definition that will be crucial also for the remainder of the paper.
4
Definition 2 [7, Def. 2] Given any δK ∈ ∆K , a support subsample S ⊆ δK is a p-tuple of unique elements of δK ,
i.e., S := {δ(i1), . . . , δ(ip)}, i1 < . . . < ip, which gives the same solution as the original sample, i.e.,
Θp(δ
(i1), . . . , δ(ip)) = ΘK(δ
(1), . . . , δ(K)).

Here, let ΥK : δK → {i1, . . . , ip}, i1 < . . . < ip, be any algorithm such that {δ(i1), . . . , δ(ip)} is a support subsample
for δK , and let sK := |ΥK(δK)|. Note that sK is a random variable itself, as it depends on δK . We discuss the
construction of such an algorithm in §4. Then, the violation probability of ΩδK , i.e., the solution set to the scenario-
based VI in (5), is characterized as follows.
Theorem 1 Fix β ∈ (0, 1), and let ε : K ∪ {0} → [0, 1] be a function such that
ε(K) = 1,
K−1∑
h=0
(
K
h
)
(1− ε(h))K−h = β. (8)
For the defined mappings ΘK and ΥK , it holds that
PK{δK ∈ ∆K | V (ΩδK ) > ε(sK)} ≤ β. (9)

Note that the bound in (9) is an a-posteriori statement as sK depends on the extracted multisample. In words,
Theorem 1 implies that the probability that ΩδK∪δ differs from ΩδK (as ΩδK ⊆ ΩδK∪δ necessarily implies that
ΩδK = ΩδK∪δ – see also Lemma 3) is at most equal to ε(sK), with confidence at least 1− β, for an arbitrarily small
β ∈ (0, 1). We give the proof of Theorem 1 in the next section, after providing some ancillary results.
3 The scenario paradigm to uncertain VIs
In this section, we first recall some key notions of the scenario approach theory, and then we show how they can be
extended to the context of solution sets to VIs. We finally conclude by proving and discussing Theorem 1.
3.1 Scenario approach for decision-making problems
The scenario approach was initially conceived to provide a-priori out-of-sample feasibility guarantees associated
with the solution to an uncertain convex optimization problem [3,5]. It has been recently extended to abstract
decision-making problems through an a-posteriori assessment of the feasibility risk [7,6].
With a slight abuse, we assume in this context that ΘK : ∆
K → X represents the family of functions leading to
a scenario decision θ?δK rather than a set. In accordance to [7], θ
?
δK
is assumed to be unique, otherwise any convex
tie-break rule may be employed [4]. Then, we recall the following assumption that is crucial to prove [7, Th. 1].
Assumption 1 [7, Ass. 1] For all K ∈ N and for all δK ∈ ∆K , it holds that ΘK(δK) ∈ Xδ(i) , for all i ∈ K. 
Assumption 1 implies that the decision taken while observing K realizations of the uncertainty δ shall be consistent
with respect to (w.r.t.) all the extracted scenarios. The goal in [7] was then to assess the violation probability of the
scenario decision θ?δK , as formalized next.
Definition 3 The violation probability of a decision θ ∈ X is given by
V (θ) := P{δ ∈ ∆ | θ /∈ Xδ}.

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Notice the slight abuse of notation, where we use V to denote both the violation of a decision θ in Definition 3 and
of a set in Definition 1. The results in [7] hold for generic decisions, as long as Assumption 1 is satisfied. In the
next subsection, we show how we can employ those results and adapt the sequence of inclusions in Assumption 1
when our decision is a set. With the set-oriented perspective introduced in §2, for the uncertain VI in (4) we let the
admissible decision for the situation represented by δ to coincide with the solution set Ωδ, which is clearly a subset
of the feasible set shaped by the uncertain parameter, i.e., X ∩ Xδ. This clarifies the analogy between Definition 1
and 3. For completeness, we restate the crucial result provided in [7] to bound the violation probability of a scenario
decision θ?δK .
Theorem 2 [7, Th. 1] Let Assumption 1 holds true and fix β ∈ (0, 1). Let ε : K∪{0} → [0, 1] be the function defined
in (8). Then, for the ΘK defined above, and for the ΥK defined below Definition 2, we have that PK{δK ∈ ∆K |
V (θ?δK ) > ε(sK)} ≤ β. 
Before proving the bound in (9) characterizing the entire set of solutions to VI(XδK , F ), we show some instrumental
results that will enable us to employ Theorem 2.
3.2 Scenario-based VI solution sets as nested sets of decisions
In view of the analogy between Definition 1 and 3, we aim at mimicking the steps made in [7] by focusing on a
set of decisions, extending the conditions in §3.1, and in particular the sequence of inclusions in Assumption 1, to
the solution set to the uncertain VI in (4). Since we focus on the entire set of solutions, we remark that, for any
δK ∈ ∆K , the uniqueness of the solution returned by ΘK is implicit. Thus, in the spirit of [30, Def. 2], we envision
that the set-oriented counterpart of the sequence of inclusions in Assumption 1 shall be naturally translated into a
consistency property of ΩδK , as defined next.
Definition 4 Given some K ∈ N and δK ∈ ∆K , the solution set to VI(XδK , F ) is consistent with the collected
scenarios if ΩδK = ΘK(δK) ⊆ Xδ(i) , for all i ∈ K. 
A first step towards applying the bound in Theorem 2 is then to prove that ΩδK , or, equivalently, the family of
mappings ΘK(·) introduced in §2.2, is consistent with the realizations observed in the scenario-based VI in (5). We
show in Proposition 1 that ΘK(·) is a consistent mapping, satisfying Definition 4. Thus, in view of Theorem 2, let
us consider the assumption on the solution set ΩδK introduced next.
Standing Assumption 3 For all K ∈ N and δK ∈ ∆K , aff(ΩδK ) = aff(Ωδ0). 
Specifically, if the uncertain VI in (4) is defined in Rn and ΩδK is a convex, m-dimensional set, then Standing
Assumption 3 allows for m < n. In this sense, assuming aff(ΩδK ) = aff(Ωδ0) for any δK ∈ ∆K , K ∈ N, is weaker
than, e.g., assuming the nonemptiness of int(ΩδK ) for every possible realization of δ
K . Standing Assumption 3
implicitly rules out the scenario that a given realization of the uncertainty δK reduces the solution set ΩδK to one
of lower dimension with a different affine space compared to the one of the deterministic VI. To clarify its role, we
introduce the following academic example.
Example 1 Let us consider a two-dimensional case as shown in Fig. 1, where F = col(0,−1), is monotone and X
has a triangular shape. Here, Ωδ0 = {x ∈ R2 | x1 ∈ [0, 1], x2 = 0}, and its affine hull corresponds to the entire x1-
axis. After observing the first realization of δ, i.e., δ(1), which introduces the set Xδ(1) = {x ∈ R2 | [1/3 1]> x ≤ 1/3},
the solution set reduces to a singleton Ωδ1 = {x ∈ R2 | x = col(1, 0)}. Here, Ω1 has a smaller dimension compared
to Ωδ0 , despite its affine hull, i.e., the singleton itself, being a subset of the x1-axis. Then, drawing a new sample
δ(2), which introduces the set Xδ(2) = {x ∈ R2 | [−1/3 1]> x ≤ −1/15}, we have Ωδ2 = {x ∈ R2 | x = col(3/5, 2/15)},
which has the same dimension as Ωδ1 but its affine hull is not a subset of aff(Ωδ0). Finally, the third sample, δ
(3),
introduces the set Xδ(3) = {x ∈ R2 | [0 1]> x ≤ 1/2}, and hence we have Ωδ3 = {x ∈ R2 | x1 ∈ [1/4, 3/4], x2 = 1/2}.
Here, Ωδ3 has the same dimension of Ωδ0 but a different affine hull, i.e., the x1-axis translated to x2 = 1/2. Standing
Assumption 3 is meant to rule out all these possible scenarios, allowing for samples that “shape” aff(Ωδ0). 
As we investigate uncertain VIs of the form (4) where the uncertainty δ affects the feasible set only, Example 1
provides insight on translating Standing Assumption 3 to a condition on the probability space ∆. In fact, it represents
situations that can generally happen with non-zero probability. Specifically, let ∆ in Example 1 be a subset of R2,
namely the uncertainty δ = col(a, b) has two components, and let a ∈ R parametrize the slope and b ∈ R the offset
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<latexit sha1_base64= "vwgRbiT4HplJcQkBuEuLnrliZ2g=">AAAB6nicbV BNS8NAEJ34WetX1aOXxSJ4KkkV7LHgxWNF+wFtKJvt pl262YTdiVhCf4IXD4p49Rd589+4bXPQ1gcDj/dmm JkXJFIYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJxqxp sslrHuBNRwKRRvokDJO4nmNAokbwfjm5nffuTaiFg9 4CThfkSHSoSCUbTS/VO/2i+V3Yo7B1klXk7KkKPRL 331BjFLI66QSWpM13MT9DOqUTDJp8VeanhC2ZgOed dSRSNu/Gx+6pScW2VAwljbUkjm6u+JjEbGTKLAdkYU R2bZm4n/ed0Uw5qfCZWkyBVbLApTSTAms7/JQGjOU E4soUwLeythI6opQ5tO0YbgLb+8SlrVindZqd5dle u1PI4CnMIZXIAH11CHW2hAExgM4Rle4c2Rzovz7nws WtecfOYE/sD5/AELgI2b</latexit>
F
<latexit sha1_base64="/iVnNzsW2ZbOm7g1jbJS 3jRsSBM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeCIB5bsLXQhrLZTtq1m03Y3Qgl9Bd48aCI V3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRW8epYthisYhVJ6AaBZfYMtwI7CQ KaRQIfAjGNzP/4QmV5rG8N5ME/YgOJQ85o8ZKzdt+ueJW3TnIKvFyUoEcjX75qzeIWRqhNExQrbuemxg/o8 pwJnBa6qUaE8rGdIhdSyWNUPvZ/NApObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9Sg ZItFYSqIicnsazLgCpkRE0soU9zeStiIKsqMzaZkQ/CWX14l7VrVu6jWmpeVej2PowgncArn4MEV1OEOGtA CBgjP8ApvzqPz4rw7H4vWgpPPHMMfOJ8/myWMzA==</latexit>
1
<latexit sha1_base64="PMMVAj56CwSF/6ga4otp 5Igdjpw=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV7LHgxWML9gPaUDbbSbt2swm7G6GE/gIvHhTx 6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGLZYLGLVDahGwSW2DDcCu4l CGgUCO8Hkbu53nlBpHssHM03Qj+hI8pAzaqzU9AalsltxFyDrxMtJGXI0BqWv/jBmaYTSMEG17nluYvyMKs OZwFmxn2pMKJvQEfYslTRC7WeLQ2fk0ipDEsbKljRkof6eyGik9TQKbGdEzVivenPxP6+XmrDmZ1wmqUHJ lovCVBATk/nXZMgVMiOmllCmuL2VsDFVlBmbTdGG4K2+vE7a1Yp3Xak2b8r1Wh5HAc7hAq7Ag1uowz00oAU MEJ7hFd6cR+fFeXc+lq0bTj5zBn/gfP4AeOmMrw==</latexit>
0
<latexit sha1_base64= "8SPvTV/z8oIhjlRiKd59oqPvbVY=">AAAB6HicbV BNS8NAEJ34WetX1aOXxSJ4KkkV7LHgxWML9gPaUDbb Sbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NM DMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGL ZYLGLVDahGwSW2DDcCu4lCGgUCO8Hkbu53nlBpHssH M03Qj+hI8pAzaqzUdAelsltxFyDrxMtJGXI0BqWv/ jBmaYTSMEG17nluYvyMKsOZwFmxn2pMKJvQEfYslT RC7WeLQ2fk0ipDEsbKljRkof6eyGik9TQKbGdEzViv enPxP6+XmrDmZ1wmqUHJlovCVBATk/nXZMgVMiOml lCmuL2VsDFVlBmbTdGG4K2+vE7a1Yp3Xak2b8r1Wh 5HAc7hAq7Ag1uowz00oAUMEJ7hFd6cR+fFeXc+lq0b Tj5zBn/gfP4Ad2WMrg==</latexit>
X (1)
<latexit sha1_base64="AH g9fVwyZxK0QJCsOVyyhIEwX2s=">AAACA3icdVDLSsNAFJ3 4rPUVdaebwSLUTclUse2u6MZlBfuAJobJZNoOnTyYmQglBN z4K25cKOLWn3Dn3zhpK6jogQuHc+7l3nu8mDOpLOvDWFhc Wl5ZLawV1zc2t7bNnd2OjBJBaJtEPBI9D0vKWUjbiilOe7G gOPA47Xrji9zv3lIhWRReq0lMnQAPQzZgBCstuea+HWA1Ip invcxNbZ9yhW/SMjrOMtcsWRXLshBCMCeodmZp0mjUq6gOU W5plMAcLdd8t/2IJAENFeFYyj6yYuWkWChGOM2KdiJpjMkY D2lf0xAHVDrp9IcMHmnFh4NI6AoVnKrfJ1IcSDkJPN2ZXy x/e7n4l9dP1KDupCyME0VDMls0SDhUEcwDgT4TlCg+0QQTw fStkIywwETp2Io6hK9P4f+kU62gk0r16rTUPJ/HUQAH4BCU AQI10ASXoAXagIA78ACewLNxbzwaL8brrHXBmM/sgR8w3j4 BaPqYBA==</latexit>
1
<latexit sha1_base64= "PMMVAj56CwSF/6ga4otp5Igdjpw=">AAAB6HicbV BNS8NAEJ34WetX1aOXxSJ4KkkV7LHgxWML9gPaUDbb Sbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NM DMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGL ZYLGLVDahGwSW2DDcCu4lCGgUCO8Hkbu53nlBpHssH M03Qj+hI8pAzaqzU9AalsltxFyDrxMtJGXI0BqWv/ jBmaYTSMEG17nluYvyMKsOZwFmxn2pMKJvQEfYslT RC7WeLQ2fk0ipDEsbKljRkof6eyGik9TQKbGdEzViv enPxP6+XmrDmZ1wmqUHJlovCVBATk/nXZMgVMiOml lCmuL2VsDFVlBmbTdGG4K2+vE7a1Yp3Xak2b8r1Wh 5HAc7hAq7Ag1uowz00oAUMEJ7hFd6cR+fFeXc+lq0b Tj5zBn/gfP4AeOmMrw==</latexit>
X (2)
<latexit sha1_base64="cw nxFuq27B2bvkmPv086Y71LsmQ=">AAACA3icdVDLSsNAFJ 34rPUVdaebwSLUTclEse2u6MZlBfuAppbJZNIOnTyYmQglB Nz4K25cKOLWn3Dn3zhpK6jogQuHc+7l3nvcmDOpLOvDWFhc Wl5ZLawV1zc2t7bNnd22jBJBaItEPBJdF0vKWUhbiilOu7 GgOHA57bjji9zv3FIhWRReq0lM+wEehsxnBCstDcx9J8BqR DBPu9kgdTzKFb5Jy/Zxlg3MklWxLAshBHOCqmeWJvV6zUY 1iHJLowTmaA7Md8eLSBLQUBGOpewhK1b9FAvFCKdZ0UkkjT EZ4yHtaRrigMp+Ov0hg0da8aAfCV2hglP1+0SKAykngas7 84vlby8X//J6ifJr/ZSFcaJoSGaL/IRDFcE8EOgxQYniE00 wEUzfCskIC0yUjq2oQ/j6FP5P2nYFnVTsq9NS43weRwEcgE NQBghUQQNcgiZoAQLuwAN4As/GvfFovBivs9YFYz6zB37A ePsEaoGYBQ==</latexit>
X (3)
<latexit sha1_base64="eLEjFQk0KW309p4sEg47c6IfQ AM=">AAACA3icdVDLSgMxFM3UV62vUXe6CRahbsqkFdvuim5cVrAP6NSSyWTa0MyDJCOUYcCNv+LGhSJu/Ql3/o2ZtoKKH rhwOOde7r3HiTiTyrI+jNzS8srqWn69sLG5tb1j7u51ZBgLQtsk5KHoOVhSzgLaVkxx2osExb7DadeZXGR+95YKycLgWk0 jOvDxKGAeI1hpaWge2D5WY4J50kuHie1SrvBNUqqepOnQLFply7IQQjAjqHZmadJo1CuoDlFmaRTBAq2h+W67IYl9GijC sZR9ZEVqkGChGOE0LdixpBEmEzyifU0D7FM5SGY/pPBYKy70QqErUHCmfp9IsC/l1Hd0Z3ax/O1l4l9eP1ZefZCwIIoVDc h8kRdzqEKYBQJdJihRfKoJJoLpWyEZY4GJ0rEVdAhfn8L/SadSRtVy5eq02DxfxJEHh+AIlAACNdAEl6AF2oCAO/AAnsC zcW88Gi/G67w1Zyxm9sEPGG+fbAiYBg==</latexit>
⌦ 1
<latexit sha1_base64="Mcg17mwUZDH21WMfGx/q XMX3l34=">AAAB+nicdVDJSgNBEO2JW4zbRI9eGoPgKcxMYmJuQS/ejGAWyIShp1NJmvQsdPcoYcynePGg iFe/xJt/Y2cRVPRBweO9Kqrq+TFnUlnWh5FZWV1b38hu5ra2d3b3zPx+S0aJoNCkEY9ExycSOAuhqZji0Ik FkMDn0PbHFzO/fQtCsii8UZMYegEZhmzAKFFa8sy8exXAkHip2weuiGdPPbNgFe2SXSqfYqtYq9Uq1aomll OqOGVsF605CmiJhme+u/2IJgGEinIiZde2YtVLiVCMcpjm3ERCTOiYDKGraUgCkL10fvoUH2uljweR0BUq PFe/T6QkkHIS+LozIGokf3sz8S+vm6jBWS9lYZwoCOli0SDhWEV4lgPuMwFU8YkmhAqmb8V0RAShSqeV0yF 8fYr/Jy1HB1V0rsuF+vkyjiw6REfoBNmoiuroEjVQE1F0hx7QE3o27o1H48V4XbRmjOXMAfoB4+0TmHmUPA ==</latexit>
⌦ 2
<latexit sha1_base64="7xzxibDElJRqAF1V7OFF qjbJQSE=">AAAB+nicdVDJSgNBEO2JW4xbokcvjUHwFGYmMTG3oBdvRjALJGHo6alJmvQsdPcoYcynePGg iFe/xJt/Y2cRVPRBweO9KqrquTFnUpnmh5FZWV1b38hu5ra2d3b38oX9towSQaFFIx6JrkskcBZCSzHFoRs LIIHLoeOOL2Z+5xaEZFF4oyYxDAIyDJnPKFFacvKF/lUAQ+KkfQ+4Io49dfJFs2SVrXLlFJuler1erdU0Me 1y1a5gq2TOUURLNJ38e9+LaBJAqCgnUvYsM1aDlAjFKIdprp9IiAkdkyH0NA1JAHKQzk+f4mOteNiPhK5Q 4bn6fSIlgZSTwNWdAVEj+dubiX95vUT5Z4OUhXGiIKSLRX7CsYrwLAfsMQFU8YkmhAqmb8V0RAShSqeV0yF 8fYr/J21bB1WyryvFxvkyjiw6REfoBFmohhroEjVRC1F0hx7QE3o27o1H48V4XbRmjOXMAfoB4+0Tmf6UPQ ==</latexit>
⌦ 3
<latexit sha1_base64="Db40ldQMP7hvpJIxOMac c6NA21c=">AAAB+nicdVDJSgNBEO2JW4zbRI9eGoPgaZhJYmJuQS/ejGAWSMLQ01NJmvQsdPcoYcynePGg iFe/xJt/Y2cRVPRBweO9KqrqeTFnUtn2h5FZWV1b38hu5ra2d3b3zPx+S0aJoNCkEY9ExyMSOAuhqZji0Ik FkMDj0PbGFzO/fQtCsii8UZMY+gEZhmzAKFFacs187yqAIXHTng9cEbc0dc2CbTklp1Q+xbZVq9Uq1aomdr FUKZaxY9lzFNASDdd87/kRTQIIFeVEyq5jx6qfEqEY5TDN9RIJMaFjMoSupiEJQPbT+elTfKwVHw8ioStU eK5+n0hJIOUk8HRnQNRI/vZm4l9eN1GDs37KwjhRENLFokHCsYrwLAfsMwFU8YkmhAqmb8V0RAShSqeV0yF 8fYr/J62iDsoqXpcL9fNlHFl0iI7QCXJQFdXRJWqgJqLoDj2gJ/Rs3BuPxovxumjNGMuZA/QDxtsnm4OUPg ==</latexit>
Fig. 1. Compared to Ωδ0 , every realization of δ results in a solution set Ωδi , i = 1, 2, 3, that belongs to a different affine hull
and/or on a space of lower dimension. Standing Assumption 3 allows us to rule out such cases.
of the halfspaces introduced by every scenario, i.e., Xδ = {x ∈ R2 | [a 1]x ≤ b}, for every δ ∈ ∆. Then, for any
distribution that admits a density, we can find non-zero intervals for a and b such that δ can be freely sampled
in order to meet Standing Assumption 3, and hence ruling out the scenarios shown in Example 1. Note that, by
adopting suitable restrictions on ∆ as described above, Standing Assumption 3 allows us to encompass the strongly
monotone case, where VI(X ∩ Xδ, F ) admits a unique solution, for all δ ∈ ∆.
Remark 1 In view of [18, Th. 2.4.15], Standing Assumption 3 can be replaced by a simpler one, which is easier to
verify, in all problems that involve a (monotone) affine VI with polyhedral feasible set – see, e.g., Assumption 2 in
[16]. 
Then, given some K ∈ N, let ΩδK+1 := ΩδK∪δ(K+1) be the solution set to the scenario-based VI in (5) after observing
the (K+1)-th realization of δ, i.e., the feasible set of the VI shrinks to XδK+1 := XδK ∩Xδ(K+1) , for some δ(K+1) ∈ ∆.
We have the following preliminary result.
Lemma 3 For all K ∈ N0 and for all δK ∈ ∆K , ΩδK+1 = ΩδK ∩ Xδ(K+1) . 
PROOF. We split the proof in two different inclusions. Specifically, we first prove that ΩδK ∩Xδ(K+1) ⊆ ΩδK+1 (i),
and successively that ΩδK ∩ Xδ(K+1) ⊇ ΩδK+1 (ii).
(i) We show now that, if x? ∈ ΩδK and x? ∈ Xδ(K+1) , then x? ∈ ΩδK+1 . Note that, in view of Standing Assumptions 1–
2, given an arbitrary K ∈ N0 and related K-multisample δK ∈ ∆K , XδK is a compact and convex set, as it
is finite intersection of convex sets. Then, a vector x? ∈ XδK is a solution to VI(XδK , F ) if and only if x? ∈
argminy∈XδK y
>F (x?). Since the uncertain parameter does not affect the mapping F (·), but enters in the constraints
only, every sample δ(K+1) ∈ ∆ introduces an additional set of convex constraints, i.e., XδK+1 = XδK ∩Xδ(K+1) ⊆ XδK ,
which is compact and convex as well. Thus, it follows immediately that, if x? ∈ Xδ(K+1) , then x? ∈ XδK+1 . Therefore,
x? ∈ argminy∈XδK∩Xδ(K+1) y
>F (x∗), which by definition implies that x? ∈ ΩδK+1 .
(ii) We first prove that, if x? ∈ relint(ΩδK+1), then x? ∈ ΩδK . The case where x? ∈ bdry(ΩδK+1) will be treated
in the sequel. Then, let us recall that, in view of [38, Cor. 1.6.1], for any given m-dimensional convex set S in
Rn, m ≤ n, there always exists an affine transformation which carries aff(S) onto the subspace V := {x =
(z1, . . . , zm, zm+1, . . . , zn)
> ∈ Rn | zm+1 = . . . = zn = 0}. Therefore, as closures and relative interiors are pre-
served under one-to-one affine transformations of Rn onto itself, we can limit our attention to the case where ΩδK+1 ,
7
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<latexit sha1_base64="Oq9Qj7a3UubWx46a01kX+HgYC3M=">AAAB7 nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGC/YA2ls120y7dbMLuRCyhP8KLB0W8+nu8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/ s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKzucZxwP6IDJULBKFqp9fTQNUh1r1R2K+4MZJl4OSlDjnqv9NXtxyyNuEImq TEdz03Qz6hGwSSfFLup4QllIzrgHUsVjbjxs9m5E3JqlT4JY21LIZmpvycyGhkzjgLbGVEcmkVvKv7ndVIMr/xMqCRFrth8UZhKgjGZ/k76QnOGcmw JZVrYWwkbUk0Z2oSKNgRv8eVl0qxWvPNK9e6iXLvO4yjAMZzAGXhwCTW4hTo0gMEInuEV3pzEeXHenY9564qTzxzBHzifP4XQj7A=</latexit>
X (K+1)
<latexit sha1_base64="k8funJ1FH6Xj23fYA4LqwVaHOnQ="> AAACBXicdVDLSgMxFM3UV62vqktdBItQEcqkim13RTeCmwq2FtpxyGQybWjmQZIRyjAbN/6KGxeKuPUf3Pk3ZtoKKnrgwuGce7n3Hi fiTCrT/DByc/MLi0v55cLK6tr6RnFzqyPDWBDaJiEPRdfBknIW0LZiitNuJCj2HU6vndFZ5l/fUiFZGFypcUQtHw8C5jGClZbs4m7fx 2pIME+6qZ30XcoVvknKF4foIE3tYsmsmKaJEIIZQbUTU5NGo15FdYgyS6MEZmjZxfe+G5LYp4EiHEvZQ2akrAQLxQinaaEfSxphMsID 2tM0wD6VVjL5IoX7WnGhFwpdgYIT9ftEgn0px76jO7Ob5W8vE//yerHy6lbCgihWNCDTRV7MoQphFgl0maBE8bEmmAimb4VkiAUmSg dX0CF8fQr/J51qBR1VqpfHpebpLI482AF7oAwQqIEmOAct0AYE3IEH8ASejXvj0XgxXqetOWM2sw1+wHj7BHn+mI4=</latexit>
y¯
<latexit sha1_base64="xAlg9A uwqioOICyACtJVB3sIgi0=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ 4KkkV9Fj04rGC/YA2lM120i7dbMLuRgihP8KLB0W8+nu8+W/ctjlo6 4OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1 A6pRcIktw43AbqKQRoHATjC5m/mdJ1Sax/LRZAn6ER1JHnJGjZU6/YC qPJsOKlW35s5BVolXkCoUaA4qX/1hzNIIpWGCat3z3MT4OVWGM4HTc j/VmFA2oSPsWSpphNrP5+dOyblVhiSMlS1pyFz9PZHTSOssCmxnRM1Y L3sz8T+vl5rwxs+5TFKDki0WhakgJiaz38mQK2RGZJZQpri9lbAxVZQ Zm1DZhuAtv7xK2vWad1mrP1xVG7dFHCU4hTO4AA+uoQH30IQWMJjAM 7zCm5M4L86787FoXXOKmRP4A+fzB6bLj8Y=</latexit> y˜
<latexit sha1_base64="4gpXyml60cA4qrCn8tgtBHxxMvE=">AAA B8HicbVBNS8NAEN3Ur1q/qh69LBbBU0mqoMeiF48V7Ie0oWw2k3bp7ibsboQQ+iu8eFDEqz/Hm//GbZuDtj4YeLw3w8y8IOFMG9f9dkpr6xubW +Xtys7u3v5B9fCoo+NUUWjTmMeqFxANnEloG2Y49BIFRAQcusHkduZ3n0BpFssHkyXgCzKSLGKUGCs9DgzjIeTZdFituXV3DrxKvILUUIHWsP o1CGOaCpCGcqJ133MT4+dEGUY5TCuDVENC6ISMoG+pJAK0n88PnuIzq4Q4ipUtafBc/T2RE6F1JgLbKYgZ62VvJv7n9VMTXfs5k0lqQNLFoij l2MR49j0OmQJqeGYJoYrZWzEdE0WosRlVbAje8surpNOoexf1xv1lrXlTxFFGJ+gUnSMPXaEmukMt1EYUCfSMXtGbo5wX5935WLSWnGLmGP2B8 /kDRjCQtw==</latexit>
⌦ K+1
<latexit sha1_base64="+N6XbJrr5jqt5+ENAPNv utWBmlQ=">AAAB/nicbVDLSgMxFM3UV62vqrhyEyyCIJRJW9Bl0Y3gwgr2AZ1hyKS3bWjmQZIRyjDgr7hxoY hbv8Odf2P6QLR64HIP59xLbo4fC660bX9auaXlldW1/HphY3Nre6e4u9dSUSIZNFkkItnxqQLBQ2hqrgV0Yg k08AW0/dHlxG/fg1Q8Cu/0OAY3oIOQ9zmj2khe8cC5CWBAvdTpgdCmX5+SLPOKJbtsT4HtcpXYFVLD3wqZk xKao+EVP5xexJIAQs0EVapL7Fi7KZWaMwFZwUkUxJSN6AC6hoY0AOWm0/MzfGyUHu5H0lSo8VT9uZHSQKlx4 JvJgOqhWvQm4n9eN9H9czflYZxoCNnsoX4isI7wJAvc4xKYFmNDKJPc3IrZkErKtEmsYEIgi1/+S1qVMqmWK 7e1Uv1iHkceHaIjdIIIOkN1dIUaqIkYStEjekYv1oP1ZL1ab7PRnDXf2Ue/YL1/AQ8ElYw=</latexit>
Fig. 2. Schematic two-dimensional construction of the proof of Lemma 3, part (ii). Due to the convexity, there always exists
some y˜ ∈ XδK+1 , but y˜ /∈ int(ΩδK+1), that allows to construct a contradiction. In this case, y˜ ∈ bdry(ΩδK+1).
and hence ΩδK in view of aff(ΩδK+1) = aff(ΩδK ) = aff(Ωδ0) discerned from Standing Assumption 3, is n-dimensional
so that relint(ΩδK+1) = int(ΩδK+1). Thus, for the sake of contradiction, let x
? ∈ XδK ∩Xδ(K+1) be any point such that
x? ∈ int(ΩδK+1), but x? /∈ ΩδK . Since x? ∈ XδK , x? /∈ ΩδK implies that there exists some y¯ ∈ XδK , with y¯ 6= x?, such
that the VI is not satisfied, i.e., (y¯− x?)>F (x?) < 0. Then, in view of the convexity of the sets involved, there must
exist some λ ∈ (0, 1) that allows to construct some y˜ = λx?+(1−λ)y¯ such that y˜ ∈ XδK ∩Xδ(K+1) , but y˜ /∈ int(ΩδK+1)
(see Fig. 2 for a graphical representation). Therefore, since x? ∈ int(ΩδK+1), it shall satisfy (y˜ − x?)>F (x?) ≥ 0,
which leads to (1− λ)(y¯ − x?)>F (x?) ≥ 0 that clearly generates a contradiction, since (1− λ) > 0.
It remains to show the claim for the case where x? ∈ bdry(ΩδK+1). Notice that, since relint(ΩδK+1) 6= ∅ as ΩδK+1
is nonempty, and since the involved sets are closed and convex, for any x? ∈ bdry(ΩδK+1) we can always construct
a convergent sequence of points {xt}t∈N such that, for all t ∈ N, xt ∈ relint(ΩδK+1) ⊆ ΩδK , and {xt}t∈N → x?,
implying that x? ∈ ΩδK . Specifically, given any x¯ ∈ relint(ΩδK+1), in view of [38, Th. 6.1], for all t ≥ 1, any term
of the sequence xt :=
1
t x¯ + (1 − 1t )x? ∈ ΩδK ∩ Xδ(K+1) belongs to relint(ΩδK+1). Therefore, we have the inclusion
ΩδK+1 ⊆ ΩδK as desired. 
According to Definition 4, we are now ready to prove the set-oriented counterpart of the inclusions summarized in
Assumption 1 for the scenario-based VI in (5).
Proposition 1 For all K ∈ N and for all δK ∈ ∆K , ΩδK is consistent with the collected scenarios, i.e., ΘK(δK) =
ΘK(δK) ⊆ Xδ(i) , for all i ∈ K. 
PROOF. Let us consider an arbitrary K ∈ N, along with K-multisample δK ∈ ∆K . By Lemma 3, ΩδK = ΩδK−1 ∩Xδ(K) directly implies that ΩδK ⊆ Xδ(K) . Thus, the proof follows by considering any permutation of δK , which leads
to ΩδK ⊆ Xδ(i) , for all i ∈ K. 
Note that a direct consequence of Lemma 3 is that Θ0 =: Ωδ0 ⊇ Ωδ1 ⊇ . . . ⊇ ΩδK =: ΘK(δK). Informally speaking,
Proposition 1 shows that by introducing additional constraints, the effect of the uncertain parameter is to (possibly)
shrink the feasible set on which the scenario-based VI in (5) is defined, and therefore the set of solutions can only
shrink, accordingly (see Fig. 3 for a graphical interpretation).
3.3 Proof of Theorem 1 and discussion
We are now ready to prove Theorem 1.
PROOF. For any K ∈ N, δK ∈ ∆K , by Proposition 1, ΩδK is consistent w.r.t. the collected scenarios, δK . Then,
we can apply Theorem 2 with θ?δK being replaced by ΩδK . We thus have that P
K{δK ∈ ∆K | P{δ ∈ ∆ | ΩδK 6⊆ Xδ} >
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Fig. 3. The solution set to VI(XδK , F ), ΩδK , can be “shaped” by the set of constraints, Xδ(i) , i ∈ K. According to Definition 2,
the number of support subsamples for δK w.r.t. to ΩδK is, in general, smaller compared to |XδK | (dashed orange lines, whose
intersections are defined by orange dots).
ε(sK)} ≤ β. However, by Lemma 3, Ωδ = ΩδK ∩ Xδ. Therefore, ΩδK 6⊆ Xδ is equivalent to Ωδ 6= ΩδK , and since the
set of solutions can only shrink once a new scenario is added, this is in turn equivalent to Ωδ 6⊆ ΩδK . Thus, in view
of the definition of V in (7), we finally have that PK{δK ∈ ∆K | V (ΩδK ) > ε(sK)} ≤ β. 
A more direct expression of the critical parameter ε(·) can be obtained by splitting the confidence parameter β
evenly among the K terms within the summation, i.e.,
ε(h) =

1 if h = K,
1− K−h
√
β
K
(
K
h
) otherwise. (10)
Note that [6, Th. 1] proposes a tighter bound compared to Theorem 2, at a price of an additional non-degeneracy
assumption, which is typically difficult to be verified for VIs. However, in case that the problem in question is
non-degenerate, one can directly replace the choice for ε(·) in (8) with the tighter expression in [6].
Similarly to Υ(·), let us suppose to dispose an algorithm that allows to compute the number of support subsamples
for δK associated with the feasible set XδK , i.e., the subset of samples such that by using only this subset leads toXδK (as opposed to ΩδK , if Υ(·) is employed). By comparing the bound in (9) with the certificates in [36], we provide
an upper bound for V (ΩδK ).
Proposition 2 Given any K ∈ N0 and δK ∈ ∆K , let sK and vK be the cardinality the support subsample for δK ,
evaluated w.r.t. ΩδK and XδK , respectively. Then, sK ≤ vK . 
PROOF. For every K ∈ N0 and δK ∈ ∆K , Definition 2 suggests that some sample δ(k) is of support for δK w.r.t.
XδK if Xδ(k) is active on bdry(XδK ), i.e., bdry(Xδ(k)) ∩ bdry(XδK ) 6= ∅. On the other hand, δ(k) is of support w.r.t.
ΩδK if bdry(Xδ(k)) ∩ ΩδK 6= ∅ (see Fig. 3 for a graphic illustration). Since ΩδK ⊆ XδK := X ∩ {∩k∈KXδ(k)}, those
samples that are of support for δK w.r.t. ΩδK , are necessarily of support w.r.t. XδK , but not viceversa, and hence
sK ≤ vK . 
Under Proposition 2, Theorem 1 directly improves over [36], where V (ΩδK ) > ε(vK) was claimed with confidence
at most β. The latter is since ε(sK) ≤ ε(vK) as ε(·) is a non-decreasing function. Moreover, within the set-oriented
framework proposed in §2, as evident from (9), to bound the feasibility risk (7) of the entire set of solutions ΩδK ,
one does not need an explicit characterization of ΩδK , namely the family of ΘK(·), but rather the number of support
subsamples sK , computed by means of an algorithm Υ(·). We investigate the computation of sK in the next section.
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Algorithm 1 Computation of the cardinality of the support subsample w.r.t. ΩδK
Initialization:
Set sK := 0, identify AK := {k ∈ K | bdry(Xδ(k)) ∩ bdry(XδK ) 6= ∅}Iteration (i ∈ AK):
(S1) Run Φ(δK,i) to solve VI(XδK ∩ bdry(Xδ(i)), F )
(S2) If Φ(δK,i) 6= ∅, set sK := sK + 1
4 Computation of the support subsample
In this section we discuss the computational aspects associated with the computation of the cardinality of the support
subsample for the unknown ΩδK .
Specifically, the bound in (9) merely depends on the support subsample that characterizes the solution set ΩδK ,
and not on its actual shape and geometry. Except in some particular cases, e.g., monotone affine mapping F (·) (see
[18, Th. 2.4.15]), an explicit representation of ΩδK is either unavailable, or difficult to be computed in advance. We
consider the following assumption that restricts attention to the class of linearly constrained VIs.
Assumption 2 Let X := {x ∈ Rn | Cx ≤ d}, C ∈ Rm×n and d ∈ Rm, with rank(C) = n, and, for all δ ∈ ∆,
Xδ := {x ∈ Rn | A(δ)x ≤ b(δ)}, A : ∆→ Rp×n and b : ∆→ Rp. 
Thus, given any K-multisample δK , let Φ : ∆
K → 2ΩδK be any mapping available in the literature that returns a set
of solutions to VI(XδK , F ). An example of a procedure that allows us to compute the number of support subsample
w.r.t. to ΩδK can be found in Algorithm 1. Here, we introduce the double subscript in δK,i to specify the fact that
Φ(δK,i) returns a solution to VI(XδK ∩ bdry(Xδ(i)), F ), where bdry(Xδ(i)) denotes the boundary of the constraint
corresponding to the i-th sample. Specifically, the initialization step allows to identify the constraints Xδ(i) that
define the boundary of XδK , bdry(XδK ). Φ(·) is run in (S1) to verify whether (at least) one solution to the VI with
constraints involving XδK ∩ bdry(Xδ(i)) exists, thus increasing the counter sK in case of affirmative answer in (S2).
The next result states that, even without knowing the set ΩδK , Algorithm 1 returns the cardinality of a support
subsample for δK w.r.t. ΩδK .
Proposition 3 Let Assumption 2 holds true. Given any K ∈ N and δK ∈ ∆K , Algorithm 1 returns s?K , the
cardinality of a support subsample δK w.r.t. ΩδK . 
PROOF. First note that, in view of Assumption 2, AK forms a support subsample for δK w.r.t. XδK . Then, by
following the considerations adopted within the proof of Proposition 2, every δ(k), k ∈ AK , is of support also w.r.t.
to ΩδK if and only if bdry(Xδ(k)) ∩ ΩδK 6= ∅. To determine this, it is sufficient to compute a solution (if any) on the
active region of XδK associated with Xδ(k) . Then, sK increases only if Φ(δK,k) 6= ∅, excluding all those samples such
that Xδ(k) does not intersect ΩδK . 
Remark 2 Algorithm 1 requires one to run |AK |-times the adopted solution algorithm Φ(δK) , with |AK | ≤ K.
This clearly improves w.r.t. the greedy algorithms proposed in [7, §II] and [34, §III], which would require one to run
Φ(δK) K-times. 
We note that Assumption 2 is needed for two main reasons: i) evaluating a solution to the VI on the boundary of
a convex set, i.e., (S1), may require solution of a VI defined over a nonconvex domain. Unlike the convex case, the
literature on solution algorithms with suitable convergence guarantees or performance for the nonconvex case is not
extensive. ii) The initialization step becomes trivial, since it requires one to identify the minimal number of active
constraints, a task that is closely related with enumerating the number of facets of the convex polytope XδK – see,
e.g., [45]. The design of an analogous procedure to Algorithm 1 involving general convex constraints constitutes a
topic of current investigation.
5 Application to robust game theory
In this section we first discuss how robust game theory and GNEPs can be seen as an application that involve
uncertain VIs of the form (4), and then we present a numerical case study modelling the charging coordination of a
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fleet of PEVs. Note that, also in this case, an explicit characterization of the set of solutions to the scenario-based
VI, ΩδK , is unlikely to exist. Therefore, under appropriate assumptions, i.e., a suitable counterpart of Assumption 2,
the procedure in Algorithm 1 allows us to compute the cardinality of the support subsample.
5.1 Uncertain GNEPs and scenario-based formulation
We consider a finite population of N players/agents taking part to a noncooperative game. The agents, indexed
by the set I := {1, . . . , N}, control a decision vector xi ∈ Rni , which is locally constrained to a deterministic set
Xi ⊆ Rni , which may include, e.g., operational and dynamic constraints over a certain prediction/control horizon.
In this context, each player aims to minimize a cost function Ji : Rn → R, n :=
∑
i∈I ni, while satisfying a set of
coupling constraints affected by uncertainty δ. The uncertain GNEP is hence formalized by the following family of
coupled optimization problems:
∀i ∈ I :
{
min
xi∈Xi
Ji(xi,x−i)
s.t. (xi,x−i) ∈ Xδ, δ ∈ ∆.
(11)
We then introduce the following standard assumptions.
Assumption 3 For all i ∈ I, for all x−i ∈ Rn−ni , Ji(·,x−i) is a convex function of class C1. 
Assumption 4 For all i ∈ I, Xi is a nonempty compact, convex set. For all δ ∈ ∆, Xδ is a nonempty closed, convex
set. 
Let δK be the K-multisample introduced in §2, for some K ∈ N0. The scenario-based GNEP Γ is defined as the
tuple Γ := (I, (Xi)i∈I , (Ji)i∈I , δK), formally represented by the following family of optimization problems:
∀i ∈ I :
{
min
xi∈Xi
Ji(xi,x−i)
s.t. (xi,x−i) ∈ Xδ(k) , ∀k ∈ K.
(12)
Given its deterministic nature, in view of Assumption 3 and 4, the game Γ is a jointly convex GNEPs [17, Def. 2].
Then, let us define the sets X := ∏i∈I Xi, X δKi (x−i) := {xi ∈ Xi | (xi,x−i) ∈ ∩k∈KXδ(k)}, and XδK := {x ∈ X | x ∈
∩k∈KXδ(k)} ⊆ X . We recall now the following key notion of Nash equilibrium for Γ:
Definition 5 Let δK ∈ ∆K be a given K-multisample. The collective strategy x? ∈ XδK is a GNE of the scenario-
based GNEP Γ in (12) if, for all i ∈ I,
Ji(x
?
i ,x
?
−i) ≤ min
yi∈X δKi (x?−i)
Ji(yi,x
?
−i).

Clearly, given the dependency on the set of K realizations δK , any equilibrium of Γ is a random variable itself.
According to Definition 5, a popular subset of GNE of a GNEP is the one of v-GNE [17], which coincides with the
set of collective strategies that solve the VI associated with the GNEP in (11). In summary, by defining the game
mapping F : Rn → Rn as F (x) := col((∇xiJi(xi,x−i))i∈I), any vector that solves VI(X ∩Xδ, F ), δ ∈ ∆, belongs to
the set of v-GNE of the GNEP in (11). Thus, analogously to (6), the set of v-GNE of the scenario-based GNEP in
(12) is
ΩδK :={x ∈ XδK |(y − x)>F (x) ≥ 0, ∀y ∈ XδK}. (13)
Assume that the set of GNE coincides with the one of v-GNE. To invoke Lemma 2, we postulate the following.
Assumption 5 The game mapping F (·) is pseudomonotone. 
Thus, in the spirit of Definition 1, by relying on the K-multisample and the associated scenario-based GNEP, we
can now employ Theorem 1 to provide a-posteriori feasibility certificates to the equilibrium set ΩδK in (13).
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5.2 Case study: Charging coordination of plug-in electric vehicles
5.2.1 Problem setup
The problem of coordinating the day-ahead charging of a fleet of PEVs, originally introduced in [29], can be modelled
as a noncooperative GNEP [13,8]. Specifically, in the spirit of the previous section, for each PEV i ∈ I, we consider a
discrete-time linear dynamical system si(t+1) = si(t)+ bixi(t), t ∈ N, where si ∈ [0, 1] is the State of Charge (SoC),
i.e., si = 1 represents a fully charged battery, while si = 0 a completely discharged one; xi(t) ∈ [0, 1] is the charging
control input at the specific time instant t, and bi > 0 denotes the charging efficiency. According to a desired level
of SoC that has to be achieved, the goal of each PEV is to acquire (at least) a charge amount γi within a finite
charging horizon T ∈ N, in order to satisfy the charging constraint ∑t∈T xi(t) = 1>T xi ≥ γi, with T := {0, . . . , T −1}
and xi := col((xi(t))t∈T ) ∈ RT , while, minimizing its charging cost, Ji(xi,x−i) := p(x)>xi. Here, p : RT≥0 → RT≥0,
denotes the electricity price function over the charging horizon, which for simplicity we assume to be affine in the
aggregate demand of energy associated with the set of PEVs, namely p(x) := ασ(x)+η, with σ(x) :=
∑
j∈I xj ∈ RT ,
for some α > 0 and η ∈ RT≥0. Moreover, due to the intrinsic limitations of the grid capacity dmax > 0, we assume
that the amount of energy required in each single time period by both the PEVs and non-PEV loads shall not be
greater than dmax. This translates into a constraint on the PEVs total demand, i.e., d(t) +
∑
j∈I(t) ∈ [0, dmax], for
all t ∈ T .
The inflexible non-PEV demand d ∈ RT≥0 is subject to uncertainty and therefore is modelled as d := dnom + δ. Here,
dnom ∈ RT≥0 is the nominal non-PEV daily energy demand, which can be extracted, e.g., from data (see [25] for
typical daily energy profiles in the UK), while δ is a random variable that follows a uniform probability distribution
on ∆ ⊆ RT . The (uncertain) GNEP reads as the following family of optimization problems
∀i∈I :

min
xi∈[0,1]T
(ασ(x) + η)>xi
s.t. (dnom+δ)+σ(x) ≤ 1T dmax, ∀δ∈∆,
Aixi ≤ ci,
(14)
where Ai := col(−Bi, Bi,−1>T ) ∈ R(2T+1)×T , Bi ∈ RT×T is a lower triangular matrix with entries equal to bi,
ci := col(1T si(0),1T (1− si(0)),−γi) ∈ R2T+1, and si(0) ∈ [0, 1] is a given initial SoC. Problem (14) is in the form of
(11). We note that the game mapping F (x) := col(∇xi((ασ(x) + η)>xi)i∈I), which allows us to define the VI whose
solution set determines the v-GNE of the game, turns out to be affine in x. Specifically, F (x) = Mx + q, where
M ∈ RNT×NT has entries all equal to α, while q := 1N ⊗ η ∈ RNT . Note that, for any α > 0, F (·) is a monotone
mapping (or, equivalently, M +M> < 0).
Thus, based on K observations of historical data, the GNEP in (14) admits a scenario-based counterpart as in (12),
for which we quantify the robustness of ΩδK , the solution set to VI(XδK , F ). Here, XδK :=
∏
i∈I Xi ∩k∈K Xδ(k) , with
Xi := {xi ∈ [0, 1]T | Aixi ≤ ci}, and Xδ(k) := {x ∈ RNT | (dnom + δ(k)) + σ(x) ≤ 1T dmax}, for all k ∈ K.
5.2.2 Numerical simulations
We first support Proposition 1 numerically. Specifically, we estimate Ωδ0 by computing 10
3 different solutions to
VI(Xδ0 , F ), hence obtaining Ω˜δ0 , with the numerical parameters reported in Tab. 1. Every solution is computed by
means of a typical extragradient algorithm [33], initialized with a different condition and fixed step size, whose con-
vergence is guaranteed as F is monotone and Lipschitz continuous with constant αNT , for any step size (0, α−1/NT ).
We would like to emphasize that, in this context, we are interested in computing a set of solution(s) to VI(XδK , F ),
and this motivates us to partially neglect the multi-agent nature of the problem addressed by adopting an extragra-
dient method, eventually with a centralized structure. Decentralized equilibrium computation is outside the scope of
the current paper. Thus, as illustrated in Fig. 4, the average number of solutions contained in Ω˜δK over 100 numerical
experiments, normalized w.r.t. Ω˜δ0 , shrinks as K grows. Note that, in view of the structure of ∆, as the number of
samples K increases, the standard deviation of δ narrows around the average. An example of aggregate behaviour of
the fleet of PEVs is reported in Fig. 5, where avg(·) returns the average among the solutions lying in Ω˜δK , estimated
after observing 103 realizations of the uncertainty. Note that σ(x) exhibits the so-called “valley filling” property,
which is desirable since the overall demand has no peaks.
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Table 1
Simulation parameters
Name Description Value
N PEVs number 20
T Time intervals 24
bi Charging efficiency [0.075, 0.25]
si(0) Initial SoC of battery [0.1, 0.4]
si(T ) Desired SoC of battery [0.7, 1]
γi Required charge amount [1.62, 7.49]
α Inverse of price elasticity 0.01
η Baseline price 0T
dnom Non-PEV demand Average over 10
2
daily profiles [25]
dmax Grid power capacity 2 ·max
t∈T
dnom(t)
∆ Uncertainty support dnom · [−0.05, 0.05]
Fig. 4. Number of solutions contained in Ω˜δK = Ω˜δ0 ∩ XδK , normalized with the ones lying in Ω˜δ0 , as a function of the
number of samples K. The solid blue line represents the average of |Ω˜δ0 ∩ XδK |/|Ω˜δ0 | over 100 numerical experiments, while
the vertical blue lines the standard deviation.
Table 2
Robustness certificate (9) and empirical violation probability
K |AK | s?K ε(s?K) Vmax(Ω˜δK ) avg(Vmax(Ω˜δK ))
102 28 4 0.29 0.018 0.012
103 381 7 0.06 1.2 · 10−3 0.8 · 10−3
104 469 9 0.01 0.9 · 10−3 0.4 · 10−3
For any K ∈ N0, the feasible set of the scenario-based counterpart of (14) satisfies Assumption 2. Thus, in Tab. 2
we compare the output of the procedure summarized in Algorithm 1 to compute the cardinality s?K of the support
subsample w.r.t. ΩδK , for different values of K. The bound on the violation probability is then computed by the
function ε(·) in (10) with β = 10−6. Note that Algorithm 1 requires to run Φ(·) |AK |-times, which represents a
noticeable improvement compared to the greedy algorithm proposed in [7,34], which would require running Φ(·)
K-times. The last two columns in Tab. 2 report both the maximum and the average value of the empirical violation
probability of Ω˜δ0 ∩XδK computed against 102, 103 and 104 new realizations. The empirical probability, as expected,
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Fig. 5. Average behaviour of the fleet of PEVs, computed across the estimated set of solutions Ω˜δK after observing 10
3
realizations of the uncertainty. The overall demand, affected by the uncertainty δ, meets the grid capacity limitations.
is lower than the theoretical bound provided in Theorem 1.
6 Concluding remarks
The scenario approach paradigm applied to uncertain VIs provides a numerically tractable framework to compute
solutions with quantifiable robustness properties in a distribution-free fashion. In the specific family of uncertain VIs
considered, which embraces a broad class of practical applications belonging to different domains, we allow evaluating
the robustness properties of the entire set of solutions, thus relaxing the requirement of a unique solution as often
imposed in the literature. We have shown that this merely requires to enumerate the active coupling constraints
that “shape” that set.
Future research directions involve synthesizing algorithms to enumerate the number of support subsamples in a
general convex setting, as well as investigating extensions of the developed approach to quasi-variational inequalities.
This enables us to incorporate the uncertainty within the mapping defining the VI, thus extending the results of
[19,20] to the entire set of solutions to VIs.
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