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Abstract
We completely classify type III factor representations of Cuntz-
Krieger algebras associated with quasi-free states up to unitary equiva-
lence. Furthermore, we realize these representations on concrete Hilbert
spaces without using GNS construction. Free groups and their type
II1 factor representations are used in these realizations.
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1 Introduction
Representations of operator algebras are ingredients necessary for quantum
field theory [1, 9]. We have studied representations of C∗-algebras. Any
∗-representation of any separable C∗-algebra on a separable Hilbert space is
canonically decomposed into direct integrals of factor representations, and
a factor representation is either type I or II or III ([3], § III.5). For any
simple Cuntz-Krieger algebra OA [5], there exists neither type In (1 ≤ n <
∞) nor type II1 nondegenerate representation because OA is purely infinite
([17], Rørdam, Proposition 4.4.2) and a purely infinite C∗-algebra has no
nondegenerate lower semicontinuous trace ([3], Proposition V.2.2.29). Type
I, especially, irreducible representations were studied in [13]. In [16], type
III’s were constructed as Gel’fand-Naˇımark-Segal (=GNS) representations
∗e-mail: kawamura@kurims.kyoto-u.ac.jp.
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from quasi-free states [7, 8] and every isomorphism classes of von Neumann
algebras Npi generated by such representations π were completely classified.
However, even if Npi and Npi′ are isomorphic, π and π
′
are not equivalent in
general.
In this paper, we completely classify type III factor representations of
Cuntz-Krieger algebras associated with quasi-free states up to unitary equiv-
alence. Next, we realize these representations on concrete Hilbert spaces
without using GNS construction from states. Free groups and their type II1
factor representations are used in these realizations.
1.1 Type III factor representations of Cuntz-Krieger alge-
bras associated with quasi-free states
In this subsection, we review states and representations of Cuntz-Krieger
algebras by [8, 16] according to notations and symbols in [15]. We state
that a matrix A ∈ Mn(C) is nondegenerate if any column and any row
are not zero; A is irreducible if for any i, j ∈ {1, . . . , n}, there exists k ∈
N ≡ {1, 2, 3, . . .} such that (Ak)i,j 6= 0 where Ak = A · · ·A (k times). For
2 ≤ n < ∞, let Mn({0, 1}) denote the set of all irreducible nondegenerate
n×n matrices with entries 0 or 1, which is not a permutation matrix. Define
M∗({0, 1}) ≡ ∪{Mn({0, 1}) : n ≥ 2}. (1.1)
Let In0 ≡ {(xi)ni=1 ∈ Rn : for all i, 0 < xi < 1}. For a = (ai)ni=1 ∈ In0 , define
aˆ ≡ diag(a1, . . . , an) ∈ Mn(R). For A ∈ Mn({0, 1}), let aˆA denote the
product of matrices aˆ and A. Define the set Λ(A) of vectors by
Λ(A) ≡ {a ∈ In0 : PFE(aˆA) = 1} (1.2)
where PFE(X) denotes the Perron-Frobenius eigenvalue of an irreducible
non-negative matrix X [2, 18]. For A ∈ Mn({0, 1}) and a = (ai)ni=1 ∈
Λ(A), let (xi)
n
i=1 denote the Perron-Frobenius eigenvector of aˆA such that
x1 + · · · + xn = 1 and let s1, . . . , sn denote the canonical generators of OA.
Define the state ρa over OA by
ρa(sJs
∗
K) = δJKaj1 . . . ajm−1xjm (1.3)
when sJs
∗
K 6= 0 for J = (j1, . . . , jm) ∈ {1, . . . , n}m and K ∈ ∪l≥1{1, . . . , n}l
where sJ = sj1 · · · sjm. The state ρa is called quasi-free [16]. The relation
between the original style of ρa in [16] and (1.3) is shown in Lemma 3.1 of
[15]. Then the following holds.
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Theorem 1.1 For a ∈ Λ(A), let ̟a denote the GNS representation of OA
by ρa. Then the von Neumann algebra Ma ≡ ̟a(OA)′′ is an approximately
finite dimensional factor of type III. Furthermore, Connes’ classification of
the type of Ma [4] is given as follows:
(i) If there exist p1, . . . , pn ∈ N and 0 < λ < 1 such that the greatest
common divisor of the set {p1, . . . , pn} is 1 and a = (λp1 , . . . , λpn),
then p1, . . . , pn, λ are uniquely determined by a, and Ma is of type
IIIλ.
(ii) If the assumptions in (i) do not hold, then Ma is of type III1.
Theorem 1.1 is a reformulation of Theorem 4.2 in [16] without use of termi-
nology of KMS states.
From Theorem 1.1, 0 < λ ≤ 1 is uniquely determined from a given
a ∈ Λ(A) such that ̟a is of type IIIλ. We write this as λ(a). Then the
family {̟a : a ∈ Λ(A)} of type III factor representations of OA are roughly
classified by real numbers λ(a).
1.2 Classification
Let M∗({0, 1}) be as in (1.1) and let A ∈ M∗({0, 1}). For Λ(A) in (1.2),
a ∈ Λ(A) and ̟a in Theorem 1.1, we give the complete classification of
unitary equivalence classes of {̟a : a ∈ Λ(A)} as follows.
Theorem 1.2 For a, b ∈ Λ(A), ̟a and ̟b are unitarily equivalent if and
only if a = b.
Immediately, we see that for two quasi-free states ρ and ρ
′
over OA, their
GNS representations πρ and πρ′ are unitarily equivalent if and only if ρ = ρ
′
.
Remark that ̟a and ̟b are unitarily equivalent if and only if they are
quasi-equivalent because they are of type III and their representation spaces
are separable ([6], § 5.6.6). Therefore ̟a and ̟b are quasi-equivalent if
and only if a = b. From Theorem 1.2, the following holds.
Corollary 1.3 The set {[̟a] : a ∈ Λ(A)} of unitary equivalence classes of
representations and Λ(A) are in one-to-one correspondence.
1.3 Realizations
We realize ̟a in Theorem 1.1 in this subsection. Let L2[0, 1] denote the
Hilbert space of all complex-valued square integrable functions on the closed
interval [0, 1]. At the beginning, we construct a representation of OA on
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L2[0, 1]. For A = (Aij) ∈ Mn({0, 1}) and a = (ai)ni=1 ∈ Λ(A), let (xi)ni=1
denote the Perron-Frobenius eigenvector of aˆA such that x1 + · · ·+ xn = 1.
Define real numbers {ci}ni=0 and {bij}ni,j=1 by
c0 ≡ 0, ci ≡
i∑
k=1
xk, bij ≡ ci−1 − ai
j∑
k=1
(1−Aik)xk (i, j = 1, . . . , n).
Then 0 = c0 < c1 < · · · < cn = 1 and bi1 ≥ · · · ≥ bin for each i. Define closed
intervals Ri ≡ [ci−1, ci] and Vij ≡ [aicj−1+ bij , aicj + bij ] for i, j = 1, . . . , n.
Then
⋃n
j=1;Aij=1
Vij = Ri and Vij ∩Vij′ is a null set when j 6= j
′
. Define the
representation ηa of OA on L2[0, 1] by
{ηa(si)φ}(y) ≡


a
−1/2
i φ((y − bij)/ai) (y ∈ Vij , Aij = 1),
0 (otherwise)
(1.4)
for i = 1, . . . , n, φ ∈ L2[0, 1] and y ∈ [0, 1].
Next, let Fn denote the free group with generators ξ1, . . . , ξn and let
U denote the left regular representation of Fn on l2(Fn).
By using (L2[0, 1], ηa) and (l2(Fn), U), we define a new representation
of OA as follows.
Theorem 1.4 Define the representation Πa of OA on the Hilbert space
L2[0, 1] ⊗ l2(Fn) by
Πa(si) ≡ ηa(si)⊗ Uξi (i = 1, . . . , n). (1.5)
Let {eg : g ∈ Fn} denote the standard basis of l2(Fn) and define the cyclic
subspace Ka of L2[0, 1] ⊗ l2(Fn) by
Ka ≡ Πa(OA)(1⊗ eε) (1.6)
where 1 denotes the constant function on [0, 1] with value 1 and ε denotes
the unit of Fn. Then (Ka,Πa|Ka) is a type III factor representation of OA
which is unitarily equivalent to ̟a in Theorem 1.1.
From Theorem 1.2 and 1.4, the following is verified for ηa in (1.4).
Proposition 1.5 For each a, b ∈ Λ(A), ηa and ηb are unitarily equivalent
if and only if a = b.
From Theorem 1.2 and Proposition 1.5, the classification of {̟a : a ∈ Λ(A)}
is equivalent to that of {ηa : a ∈ Λ(A)}. The idea of the construction of
ηa has originated as representations of Cuntz-Krieger algebras arising from
interval dynamical systems [11, 12, 14]. When Aij = 1 for all i, j, OA ∼= On
and it is known that ηa is irreducible for each a ∈ Λ(A) (Appendix A).
In § 2, we will prove Theorem 1.2 and 1.4. In § 3, we will show examples.
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2 Proofs of main theorems
We prove main theorems in this section.
2.1 Proof of Theorem 1.2
In order to prove Theorem 1.2, we prepare two lemmata.
Lemma 2.1 For A = (Aij) ∈ Mn({0, 1}), let a = (ai)ni=1, b = (bi)ni=1 ∈
Λ(A) and let x = (xi)
n
i=1 and y = (yi)
n
i=1 be Perron-Frobenius eigenvectors
of aˆA and bˆA, respectively such that x1+ · · ·+xn = 1 and y1+ · · ·+ yn = 1.
For i, j = 1, . . . , n, define
Dij ≡
√
aibiAij . (2.1)
Assume a 6= b.
(i) There exists 0 < c < 1 such that the following holds for any i =
1, . . . , n:
n∑
j=1
Dij
√
xjyj ≤ c√xiyi. (2.2)
(ii) For m ≥ 2, define the positive real number Tm by
Tm ≡
∑
(j1,...,jm)∈{1,...,n}m
Dj1j2 · · ·Djm−1jm
√
xjmyjm . (2.3)
Then Tm → 0 when m→∞.
Proof. (i) Fix i ∈ {1, . . . , n}. Let v ≡ (√aiAijxj)nj=1 andw ≡ (√biAijyj)nj=1.
From the Schwarz inequality and the assumption of a, b,x,y,
n∑
j=1
Dij
√
xjyj = 〈v|w〉 ≤ ‖v‖‖w‖ = √xi√yi. (2.4)
Define ci ≡
∑n
j=1Dij
√
xjyj/
√
xiyi. Then 0 ≤ ci ≤ 1. Since the L.H.S. of
(2.2) is not zero, ci > 0. Assume ci = 1. Then we see that there exists
k > 0 such that v = kw. This implies x = y. From this, a = b. This is
a contradiction. Hence ci < 1. Let c ≡ maxi{ci}. Then 0 < c < 1 and we
obtain that
∑n
j=1Dij
√
xjyj = ci
√
xiyi ≤ c√xiyi for each i. From this, the
statement holds.
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(ii) Let c be as in (i). From (i), Tm ≤ cTm−1 when m ≥ 3. Let
√
x ≡
(
√
xi)
n
i=1 and
√
y ≡ (√yi)ni=1. Then ‖
√
x‖ = ‖√y‖ = 1. From (i) and the
Schwarz inequality,
T2 =
n∑
i,j=1
Dij
√
xjyj ≤
n∑
i=1
c
√
xiyi ≤ c〈
√
x|√y〉 ≤ c. (2.5)
From these, we see that Tm ≤ cm−1 for each m ≥ 2. This implies the
statement.
Lemma 2.2 Let A,a, b,x,y be as in Lemma 2.1. Assume that OA acts on
a Hilbert space H. Let ξ, ζ be unit vectors in H and let ρ and ρ′ denote
vector states over OA with respect to ξ and ζ, respectively. When a 6= b, the
following holds.
(i) Assume that ρ and ρ
′
satisfy
ρ(sJs
∗
J) = aj1 · · · ajm−1xjm , ρ
′
(sJs
∗
J) = bj1 · · · bjm−1yjm (2.6)
when sJ 6= 0 for each J = (j1, . . . , jm) ∈ {1, . . . , n}m, m ≥ 1. Then
〈ξ|ζ〉 = 0.
(ii) Assume that there exist i0, i
′
0 ∈ {1, . . . , n} such that ρ and ρ
′
satisfy
ρ(sJs
∗
J) = κi0,j1aj1 · · · ajm−1xjm , ρ
′
(sJs
∗
J) = κ
′
i
′
0
,j1
bj1 · · · bjm−1yjm
when sJ 6= 0 for each J = (j1, . . . , jm) ∈ {1, . . . , n}m, m ≥ 1 where
κi0,j1 ≡ ai0Ai0,j1/xi0 and κ
′
i
′
0
,j1
≡ bi′
0
Ai′
0
,j1
/yi′
0
. Then 〈ξ|ζ〉 = 0.
Proof. (i) Let Tm be as in (2.3) and EJ = sJs
∗
J . Since
∑
J∈{1,...,n}m EJ = I
and |〈ξ|EJζ〉| ≤
√
ρ(EJ )
√
ρ′(EJ ),
|〈ξ|ζ〉| ≤
∑
J∈{1,...,n}m
√
ρ(EJ)
√
ρ
′
(EJ) = Tm. (2.7)
This holds for each m ≥ 2. From Lemma 2.1(ii), the statement holds.
(ii) Let Dij be as in (2.1). From the proof of (i),
|〈ξ|ζ〉| ≤ ∑J∈{1,...,n}m√ρ(EJ)√ρ′(EJ)
= q
∑
(j1,...,jm)∈{1,...,n}m
Ai0,j1Ai′
0
,j1
Dj1j2 · · ·Djm−1jm√xjmyjm
≤ qTm → 0 (m→∞)
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where q ≡ {ai0bi′
0
/(xi0yi′
0
)}1/2. Hence the statement holds.
Proof of Theorem 1.2. It is sufficient to show that ̟a and ̟b are not uni-
tarily equivalent if a 6= b. Assume that ̟a and ̟b are unitarily equivalent
when a 6= b. We can assume that they act on the same Hilbert space H
such that both ̟a(si) and ̟b(si) are written as the same operator si on
H for each i. Then there exist two cyclic unit vectors Ωa and Ωb such that
the vector states over OA associated with Ωa and Ωb coincide with ρa and
ρb, respectively. From Lemma 2.2(i), 〈Ωa|Ωb〉 = 0.
For J,K ∈ {1, . . . , n}∗ such that sJs∗K 6= 0, let XJK ≡ 〈Ωa|sJs∗KΩb〉.
Define ξ ≡ d1s∗JΩa and ζ ≡ d2s∗KΩb where d1 and d2 are normalization
constants of ξ and ζ, respectively. Then we see that ξ and ζ satisfy the
assumption in Lemma 2.2(ii). Hence XJK = (d1d2)
−1〈ξ|ζ〉 = 0 for any J,K.
Since Lin〈{sJs∗KΩb : J,K}〉 is dense in OAΩb, Ωa = 0. This is a contradic-
tion. Therefore ̟a and ̟b are not unitarily equivalent.
2.2 Proof of Theorem 1.4
Proof of Theorem 1.4. Define the state ρ over OA by ρ ≡ 〈1|ηa(·)1〉. By
the definition of ηa, we can verify that
ρ(sJs
∗
J) = aj1 · · · ajm−1xjm (2.8)
when sJ 6= 0 for each J = (j1, . . . , jm) ∈ {1, . . . , n}m. Define the state ρ˜
over OA by
ρ˜ ≡ 〈1⊗ eε|Πa(·)(1 ⊗ eε)〉. (2.9)
By using (2.8), we can verify that ρ˜ = ρa. From Theorem 1.1 and the
uniqueness of GNS representation up to unitary equivalence, the statement
holds.
Especially, when Aij = 1 for all i, j, OA ∼= On and the state ρ in (2.8)
satisfies
ρ(sJs
∗
K) =
√
aJaK (J,K ∈
⋃
l≥1
{1, . . . , n}l) (2.10)
where aJ ≡ aj1 · · · ajm when J = (j1, . . . , jm). On the other hand, the state
ρ˜ in (2.9) satisfies
ρ˜(sJs
∗
K) = δJKaJ (J,K ∈
⋃
l≥1
{1, . . . , n}l). (2.11)
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In order to construct ρ˜ from ρ, we add the Kronecker delta of (2.11) to ρ by
using the left regular representation of the free group Fn.
3 Examples
We show examples in this section.
3.1 Λ(A)
For n ≥ 2, let A = (Aij) ∈ Mn({0, 1}). We show examples of Λ(A) in (1.2).
Example 3.1 If Aij = 1 for each i, j, then the following holds ([10], § 2.1):
Λ(A) = {(ai)ni=1 : a1 + · · · + an = 1, ai > 0 for all i}.
Example 3.2 If A =
(
1 1
1 0
)
, then
Λ(A) =
{(
x,
1
x
− 1
)
:
1
2
< x < 1
}
.
Example 3.3 If A =

 0 1 11 0 1
1 1 1

, then
Λ(A) =
{(
x, y,
1− xy
1 + x+ y + xy
)
: 0 < x, y < 1
}
.
For example, a = (1/3, 1/3, 1/2) belongs to Λ(A). In this case, (1/4, 1/4, 1/2)
is the Perron-Frobenius eigenvector of aˆA. The representation (L2[0, 1], ηa)
of OA in (1.4) is given as follows:


{ηa(s1)φ}(y) =
√
3χR1(y)φ(3y + 1/4),
{ηa(s2)φ}(y) =
√
3χW1(y)φ(3y − 3/4) +
√
3χW2(y)φ(3y − 1/2),
{ηa(s3)φ}(y) =
√
2χR3(y)φ(2y − 1)
for φ ∈ L2[0, 1] and y ∈ [0, 1] where R1 ≡ [0, 1/4], R3 ≡ [1/2, 1], W1 ≡
[1/4, 1/3] and W2 ≡ [1/3, 1/2], and χY denotes the characteristic function
of Y ⊂ [0, 1].
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3.2 Several realizations of representations of On
Example 3.4 Assume Aij = 1 for each i, j. For a = (ai)
n
i=1 ∈ Λ(A), let
c0 ≡ 0, ci ≡
∑i
j=1 aj for i = 1, . . . , n. Then ηa in (1.4) is given as follows:
{ηa(si)φ}(y) ≡ a−1/2i χ[ci−1,ci](y)φ((y − ci−1)/ai) (i = 1, . . . , n) (3.1)
for y ∈ [0, 1] and φ ∈ L2[0, 1].
Example 3.5 Let {ξ1, ξ2} and ε denote generators and the unit of F2, re-
spectively. Assume that A = (Aij) ∈ M2({0, 1}) and Aij = 1 for each i, j =
1, 2. From Example 3.1, we see that Λ(A) = {(a, b) : a+b = 1, a, b > 0}. For
a = (a, b) ∈ Λ(A), we introduce a representation Π′a of O2 on the Hilbert
space l2(N×F2) which is unitarily equivalent to Πa in Theorem 1.4. Define
the representation η
′
a of O2 on l2(N) by
η
′
a(s1)en ≡
√
ae2n−1 −
√
be2n, η
′
a(s2)en ≡
√
be2n−1 +
√
ae2n (3.2)
for n ∈ N where {en : n ∈ N} denotes the standard basis of l2(N). Since
η
′
a(
√
as1 +
√
bs2)e1 = e1 and e1 is cyclic for (l2(N), η
′
a), η
′
a is unitarily
equivalent to ηa in (1.4) (Appendix A). Define Π
′
a(si) ≡ η
′
a(si) ⊗ Uξi for
i = 1, 2. Then Π
′
a is a representation of O2 on l2(N×F2) which is unitarily
equivalent to Πa. Let {en,g : (n, g) ∈ N×F2} denote the standard basis of
l2(N× F2). Then the following holds:


Π
′
a(s1)en,g =
√
ae2n−1,ξ1g −
√
be2n,ξ1g,
Π
′
a(s2)en,g =
√
be2n−1,ξ2g +
√
ae2n,ξ2g
(3.3)
for each (n, g) ∈ N×F2. Especially, we can verify that ρa = 〈e1,ε|Π′a(·)e1,ε〉.
For p, q ∈ N, λ > 0, assume that λp+λq = 1 and the greatest common
divisor of p and q is 1. If a = (λp, λq), then the cyclic subrepresentation
of Π
′
a with the cyclic vector e1,ε is a type IIIλ factor representation of O2
which is unitarily equivalent to ̟a from Theorem 1.1.
Appendix
A A family of irreducible representations of On
We show a family of representations of Cuntz algebras [14] related to ηa in
(1.4). Let S(Cn) ≡ {z ∈ Cn : ‖z‖ = 1}. For z = (zi)ni=1 ∈ S(Cn), let
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GP (z) denote the class of representations (H, π) with a cyclic unit vector
Ω ∈ H such that π(z1s1 + · · · + znsn)Ω = Ω.
We show results of GP (z) as follows. For any z ∈ S(Cn), the class
GP (z) consists of only one unitary equivalence class. Hence we can identify
the class GP (z) and the representative of GP (z). For any z ∈ S(Cn),
GP (z) is irreducible. For z,z
′ ∈ S(Cn), GP (z) and GP (z′) are unitarily
equivalent if and only if z = z
′
. For z = (zi)
n
i=1 ∈ S(Cn), GP (z) is unitarily
equivalent to the GNS representation by the state ρ over On defined by
ρ(sJs
∗
J
′ ) ≡ zJzJ ′ where J, J
′ ∈ ⋃k≥1{1, . . . , n}k and zJ ≡ zj1 · · · zjk for
J = (j1, . . . , jk).
Especially, if z = (
√
ai)
n
i=1, then ηa in (1.4) is GP (z) for a = (ai)
n
i=1 ∈
Λ(A) with respect to the matrix Aij = 1 for each i, j.
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