Abstract. The task of predicting protein functions using computational techniques is a major research area in the field of bioinformatics. Casting the task into a classification problem makes it challenging, since the classes (functions) to be predicted are hierarchically related, and a protein can have more than one function. One approach is to produce a set of local classifiers; each is responsible for discriminating between a subset of the classes in a certain level of the hierarchy. In this paper we tackle the hierarchical classification problem in a local fashion, by learning an ensemble of Bayesian network classifiers for each class in the hierarchy and combining their outputs with four alternative methods: a) selecting the best classifier, b) majority voting, c) weighted voting, and d) constructing a meta-classifier. The ensemble is built using ABC-Miner, our recently introduced Ant-based Bayesian Classification algorithm. We use different types of protein representations to learn different classification models. We empirically evaluate our proposed methods on an ageingrelated protein dataset created for this research.
Introduction
Data mining, a research focus in the fields of artificial intelligence, machine learning and statistics, is the process of discovering accurate, comprehensible and useful patterns in real-world datasets. Classification is one of the widely studied data mining tasks, in which the aim is to learn a model used to predict the class of unlabelled cases [22] . Many real-world classification problems have their classes organized into a hierarchy -typically a tree or a Directed Acyclic Graph (DAG), which makes the hierarchical classification problem a challenging research topic. A commonly used approach to tackle such a problem is the local approach, where the class hierarchy is processed in a top-down fashion, producing one or more local classifiers for each class level and combining their outputs. Each classifier is trained with a flat classification algorithm using a local data subset, and it discriminates among a subset of classes in the hierarchy.
In this paper we approach the hierarchical protein function prediction in a local fashion, using the ABC-Miner algorithm. We build an ensemble of classifiers for each node in the class hierarchy using the same algorithm but with four different types of protein representations, which were the representation types used in [18] . Each representation consists of a predefined set of protein features of the same type. There are many types of protein representations, and the choice of the feature representation might be as important as the choice of the classification algorithm. The issue of using different representations is related to the well-known issue of feature selection in data mining, where a subset of the features is selected during the run of the algorithm to build a classifier. However, we favour the former, mainly because it significantly reduces computational time. This is important in our local hierarchical classification problem, where we have to build a classifier at each of the large number of class hierarchy nodes.
The combination of an ensemble's outputs at each class node is performed by four alternative methods: a) selecting the best classifier, b) majority voting, c) weighted voting, and d) constructing a meta-classifier to perform the final prediction. From one perspective, we compare the use of each protein representation individually to the use of the various proposed ensemble methods to combine representations. From another perspective, we compare the use of our ant-based algorithm -on each protein representation individually and with the various ensemble methods -to other well-known Bayesian classification algorithms, namely: Naïve-Bayes, TAN, and GBN. We evaluate the classification performance of our ensemble settings on a new dataset of ageing-related proteins, which was created for this research -due to the lack of ageing datasets for hierarchical classification in the literature.
The rest of the paper is organized as follows. Section 2 gives a brief overview on Bayesian network classifiers. Section 3 describes our Ant-based Bayesian Classification Algorithm. Section 4 discusses hierarchical classification approaches. Section 5 describes our proposed ensemble-of-classifier methods based on different protein representations for hierarchical classification. Section 6 describes the creation of our ageing-related dataset. Experimental results are shown in Section 7, followed by the conclusion and future research directions in Section 8.
In the context of reasoning with uncertainty, Bayesian networks (BN) is one of the most powerful tools that model (in)dependence relationships between variables [5] . A directed acyclic graph (DAG) is used to represent the variables as nodes and statistical dependencies between the variables as edges between the nodes. In addition, a set of conditional probability tables (network parameters), one for each variable, is obtained by computing the probability distribution of the variable given its parents. Note that a Bayesian network should be able to answer probabilistic queries about any node(s) in the network.
Bayesian network classifiers are a special kind of probabilistic networks, where the concern is to answer queries about the probability of a specific node: the class attribute. Thus, the class node is treated as a special variable in the network; it is set as the parent of all other variables. The purpose is to compute the probability of each value c in the class variable C given a case x (an instance of the input attributes X = {X 1 , X 2 , ..., X n }), then label the case with the class having the highest probability, as in the following formulas:
letting Pa(X i ) be the set of parent predictor variables of X i in the network, according to the Bayes' Theorem: posterior probability
There are several types of Bayesian network classifiers studied in the literature: Naïve-Bayes, Tree Augmented Naïve-Bayes (TAN), Bayesian network Augmented Naïve-Bayes (BAN), and General Bayesian networks (GBN). Naïve-Bayes is the simplest Bayesian classifier in the literature, and it assumes the attributes are independent given the class label [3] -i.e., each feature node has just one parent node in the network: the class variable.
Since the independency assumption in general is not realistic, extended versions were developed to improve the performance of Naïve-Bayes. TAN allows a node in a BN to have more than one parent, besides the class variable. This produces a tree-like BN structure. In BAN classifiers, no restrictions (or at most k-dependencies) are enforced on the number of parents that a node in the network can depend on. Unlike the other BN classifier learners, a GBN learner treats the class variable node as an ordinary node during network construction. The idea is to build a general purpose BN, extract the Markov blanket of the class node and use the resulting network as a Bayesian classifier. For a review and comparison of various BN classifiers, see [3, 9] .
Learning a BN (classifier) from a dataset D is decomposed into two phases; learning the network structure and learning the network parameters. Parameter learning can be done in a relatively straightforward way by computating a conditional probability table (CPT) for each variable with respect to its parent variables. The CPT of variable X i encodes the likelihood of each value of this variable given each combination of values of Pa(X i ) in the network structure G, and the likelihood of the dataset D given a network G is denoted by P (D|G). Typically, the purpose is to find G that maximizes P (D|G) for a given D, which is the role of BN structure learning. A common approach to this problem is to introduce a scoring function, f , that evaluates each G with respect to D, searching for the best network structure according to this score [3] .
Most algorithms used in the literature for building such BN classifiers are deterministic and greedy, and so are likely to get trapped into local optima in the search space. Since learning the optimal BN structure from a dataset is N Pcomplete, stochastic meta-heuristic global search methods like ACO, which are less likely to get trapped into local optima, can be applied to build high-quality BN classifiers in an acceptable computational time.
The ABC-Miner Algorithm
Ant Colony Optimization (ACO) [6] is a meta-heuristic for solving combinatorial optimization problems, inspired by observations of the behavior of ant colonies in nature. The main idea is to utilize a swarm of simple individuals that use collective behaviour to achieve a certain goal. ACO algorithms have been successful in solving several combinatorial optimization problems, including classification rules discovery [12, 11] and general purpose BN construction [2, 13, 23] . However, ABC-Miner [14] , recently introduced by the authors, is the first ACO algorithm to learn BN classifiers.
In ABC-Miner the decision components in the construction graph (which define the search space that an ant uses to construct a candidate solution) are all the edges of the form X → Y where X ̸ = Y and X, Y belong to the set of predictor attributes. These edges represent the attribute dependencies in a constructed BN classifier. Each ant in the colony creates a candidate solution (BN classifier). Then the quality of that solution is evaluated. The best solution produced in the colony at the current iteration is selected to undergo local search before the ant updates the pheromone trail on the construction graph according to the quality of its solution. The pheromone amounts deposited on the decision components guide the subsequent ants towards new better candidate solutions. After that, it compares the current iteration's best solution with the global best solution to keep track of the best solution found along the entire search so far. This set of steps is repeated until the algorithm converges on a solution or the maximum number of iterations is reached.
In order to build the structure of a BN classifier, the maximum number of parents for a node is typically specified by the user. However, the selection of the optimal number of dependencies that a variable in the network can have is automatically carried out in ABC-Miner [14] . To create a candidate solution, an ant starts with the network structure of Naïve-Bayes, i.e. a BN in which all the variables have only the class variable as the parent. Then it expands that structure into a Bayesian Augmented Naïve-Bayes (BAN) structure by adding edges to the network. The selection of the edges is performed according to a probabilistic state transition formula that involves pheromone amount and the heuristic information -using conditional mutual information [14] associated with the edges. An edge is valid to be added to the BN classifier being constructed if its inclusion does not create a directed cycle and does not exceed the limit of k parents (chosen by the current ant). After the ant adds a valid edge, all the invalid edges are eliminated from the construction graph. The ant keeps adding edges to the current solution until no valid edges are available. When the structure is finished, the CPT is computed for each variable, producing a complete BN classifier. Then the quality of the solution is evaluated and all the edges become available for constructing further candidate solutions.
The ABC-Miner algorithm evaluates the quality of the BN classifier using accuracy [14] , a conventional measure of predictive performance, since the goal is to build a BN only for predicting the value of a specific class attribute, unlike conventional BN learning algorithms whose scoring function do not distinguish between the predictor and the class attributes. Experimental evaluations showed the predictive effectiveness of ABC-Miner in flat classification comparing to other Bayesian classification algorithms, namely: Naïve-Bayes, TAN and GBN [14] . Thus, we carry on using it for hierarchical classification.
Hierarchical Classification
Hierarchical classification refers to the task of predicting the class value(s) of a given case in a domain where the class values are arranged into a hierarchy. Many real-world classification problems have hierarchical classes, were a case belongs to a series of classes related in a general-to-specific structure. Such class structure is found, e.g., in document topics, music genres and protein functions, which makes the classification task more complex and challenging [19] . Figure 1 shows examples of hierarchical classification problems. A hierarchical classification problem can be characterized by three properties: Graph Structure -This specifies whether the type of graph representing the hierarchical classes is tree or DAG. A node in the tree structure has only one parent, while it can have multiple parents in the DAG. Labelling Type -This indicates whether a case is allowed to have class labels associated with a single or multiple paths in the class hierarchy. The hierarchy can be a tree, yet a case can be labelled with classes in different paths. Labelling Depth -In full depth labelling, every case is labelled with classes at all levels, from the root to the leaf level. Partial depth labelling indicates that for some cases the value of the class label at the leaf level is not specified.
There are three different broad approaches to tackle hierarchical classification problems [19] . The first (and the simplest) approach is to completely ignore the class hierarchy and convert the problem into flat classification by predicting only classes at the leaf nodes. The second approach is to produce one or more local classifiers for each class level and combine their outputs. Each clas- sifier is trained with a flat classification algorithm using a local data subset, discriminating among a subset of classes in the hierarchy. The third (and most complex) approach is to design a specific classification algorithm that can process the whole hierarchy in a global way. The local approach is widely used since it utilizes existing flat classification algorithms and the divide-and-conquer principle (see below) to solve more easily manageable classification problems, by comparison with the first and third approaches where a single classifier has to discriminate among a very large set of all leaf classes or all classes in the hierarchy, respectively.
The local approach for hierarchical classification uses the principle of "divide and conquer" to process the class hierarchy in a top-down fashion. More precisely, we use the "one-classifier-per-node" version of the local approach, which is suitable for our dataset, where the graph type is DAG, labelling type is multiple paths, and labelling depth is partial depth (see Section 6) . In this local approach version, a binary flat classifier is built for each class in the hierarchy (except the root node). The flat classification algorithm at a given node uses the cases belonging to this class node as positive examples, and the cases belonging to the siblings of this class node (but not to the current class node) as negative examples in the training phase. To illustrate how to classify a case in the testing phase, we use example (b) in Figure 1 . The local classifier at node 1 decides whether a given case belongs to this class or not, the same for node 2. If the case is classified as belonging to class 2, it is passed to the classifiers of the class nodes 2.1 and 2.2 (the case is also passed to the classifier at node 1-2.1 if it is classified as belonging to class 1 and 2) at the next level. If the case does not belong to class 2, no further classifications are performed from node 2. In this example, a case can be labelled with, say, classes 1, 2, and 2.2, which is appropriate for the aforementioned characteristics of our dataset.
Proposed Methods for an Ensemble of Classifiers
An ensemble of classifiers is often used to combine the predictions from separate classifiers in order to increase predictive accuracy. The idea is to construct an ensemble of classifiers having different inductive biases, so they make different errors. Hence, combining their classification outputs will make the overall prediction of the ensemble more accurate [22] .
There are two main issues in ensembles of classifiers. First, the type of diversity in the classifiers: different algorithms with the same dataset, different attributes (features) from the same dataset, different data representations with the same algorithm, and different training case subsets with the same algorithm (e.g., bagging). The second issue is how the classes predicted by the classifiers are combined. Table 1 shows how our work fits into the context of related work on hierarchical classification according to these two issues. [15] In addition to the use of our ABC-Miner for hierarchical protein function prediction in a new ageing-related dataset, what is novel in this work are the various methods we employ to combine the outputs of an ensemble's classifiers built with different protein representations in hierarchical classification. As shown in Table 1 , three of the four cells marked with the keyword "this work" involve a new combination of the technique of building classifiers with different protein representations (proposed in [18] ) with a technique for combining the classifiers' predictions.
In essence, ABC-Miner builds an ensemble of four binary classifiers (one for each protein representation, i.e. a pre-defined feature set) for each class node in the hierarchy. The selective method chooses the best classifier -with the highest accuracy in a validation set (a subset of the training set) [17] -in the ensemble to predict whether or not a given case belongs to the current local class node. The majority voting method uses the majority decision of the ensemble to make a local class prediction. For example, if three out of four classifiers predicted that a given case does not belong to the current class, this case is not labelled by this class. The weighted voting method weights the vote of each classifier by its accuracy on a validation set (again, a subset of the training set), and predicts the class with the the largest sum of weighted votes.
The stacking method is a meta-classifier built upon the predicted classes of the ensemble's classifiers to perform the final classification of a case. For a given training case, a meta-case is constructed with four attributes: each represents the class predicted by one of the ensemble's four classifiers. The class of the metacase is the same as the one in the training case. At each node in the hierarchy the algorithm uses an ensemble's classifiers to classify the n cases of its local training subset and then n meta-cases are generated upon the output of the classifiers. A meta-classifier is built to learn the relationships between the predictions of the various classifiers and the actual classes. In the testing phase, the metaclassifier outputs the final classification for a test case upon the predictions of the ensemble's classifiers.
The accuracy of a classifier in an ensemble is measured by the hierarchical F-measure, which combines hierarchical precision (hP) and hierarchical recall (hR), as shown in the following formula, where A i is the set of actual (true) class labels and P i is the set of predicted class labels, respectively, for the ith case, and n is the total number of validation cases.
The Ageing-Related Protein Dataset
A new dataset of human ageing-related protein was created specifically to be used in our experiments. A case (protein) has four different sets of predictor attributes (four protein representations), extracted from its amino acid sequence as described later, and a set of class labels (functions) to be predicted. These functions are hierarchically-related biological processes in the Gene Ontology (GO) [20] . To create the dataset, first a set of ageing genes were obtained from the GenAge database [10] , which contained 260 human ageing-related genes (species "Homo sapiens"). Note that we obtained only the gene names from the GenAge dataset, the proteins target classes and features were obtained as follows. Next, we used the Swiss-Prot database [21] from the UniProt knowledge base to obtain the sequences of the proteins corresponding to those genes (from which the predictor attributes are extracted) and the biological process GO terms (to be predicted) for each protein. The total number of GO terms included in that set of proteins was 2889. Considering each of those terms as a class to be predicted is not desirable, for two reasons. First, the number of classes in the hierarchy would be very large, with many classes having very few cases (making their prediction unreliable). Second, a lot of those GO terms are irrelevant to the process of ageing, since an ageing-related protein often performs other biological processes unrelated to ageing. Therefore, it is desirable to have a subset of these terms containing only GO terms related to the ageing process.
In order to mitigate these problems, we used the DAVID [8] bioinformatics tool to identify enriched GO terms in our set of ageing-related proteins. DAVID performs statistical tests to identify the GO terms whose annotations are most correlated with a specific set of proteins. We set the minimum number of proteins per GO term to 15, and set the EASE parameter that represents the maximum pvalue of the enrichment significance to 1E-10. We obtained 102 biological process GO terms, which were used as the class hierarchy in our dataset. The dataset was reduced to 247 proteins, as 16 were lost due to the GO terms reduction. Table 2 shows the top 100 GO terms (GO:Term Proteins Count) in our dataset sorted by the protein count. The top left term is the root node that has the 247 proteins. To see the names and the hierarchical organization of the terms, please refer to QuickGO [1] , where only the "IS-A" relationship is considered in our construction of the class hierarchy. The third feature set contains amino acid compositions, which are the percentages of occurrence of each amino acid within a protein sequence. This produces a set of 20 features, each of them with the percentage of how many times a given amino acid occurs within the protein sequence. The fourth set contains local descriptors, consisting of 21 features (3 Composition, 3 Transition and 15 Distribution features), which are computed based on the variation of occurrence of functional groups of amino acids within the protein sequence. The functional groups used were: hydrophobic (amino acids CVLIMFW), neutral (amino acids GASTPHY), and polar (amino acids RKEDQN). We also added the sequence length and molecular weight of the protein as two additional features to each of the feature sets, since both are easy to obtain and may be somewhat relevant to protein functional prediction.
Experimental Results
The experiments were carried out using a well-known 5-fold cross validation procedure [22] . The results (average F-measure on the test set) are reported in Table  3 . From one perspective, we compare the performance of the various ensembleof-classifiers methods to the use of each protein representation separately. From another perspective, we compare the use of ABC-Miner as the base classifier in an ensemble to the use of other BN classification algorithms: Naïve-Bayes, GBN and TAN. Parameter settings are the same as in [14] .
In Table 3 , the top four rows refer to the use of each protein representation separately, so that no ensemble of classifiers is built. The bottom four rows refer to experiments with ensembles, using the various methods of prediction combination (discussed in Section 5) of the ensemble of classifiers built with different representations. An entry in bold face indicates that it is the highest F-measure value obtained across the four algorithms for the same experiment variation. An underlined entry indicates that it is the highest F-measure value obtained in all of the experiment variations for the same algorithm. As shown in Table 3 , ABC-Miner obtained the highest performance in 6 out of 8 experiments variations, where in 5 variations it was significantly better than the second best algorithm according to a two-tailed Student's t-test with significance level of 5%. TAN performed the second best, since it came in the first place in 2 variations and in the second place in 5 variations. In addition, the different approaches for combining an ensemble's classifiers' predictions have generally performed better than the use of each protein representation separately. Specifically, the weighted voting approach obtained the best results with 3 out of 4 algorithms. The meta-classifier came in the first place for 1 algorithm and in the second place for 2 algorithms. Unexpectedly, the selective approach has outperformed the majority vote for 2 algorithms. For each of the four used algorithms, the best ensemble method outperformed the best single protein representation at the statistical significance level of 5%, showing the effectiveness of the proposed ensemble methods over other approaches.
Concluding Remarks
In this paper we have used our recently introduced ant-based Bayesian classification algorithm in several ensembles of classifiers to tackle the hierarchical protein function prediction problem in a local approach. We created a new ageing-related protein dataset to carry out our experiments. Results have showed the effectiveness of the proposed ensemble methods in hierarchical classification, especially when ABC-Miner is used. However, lack of prediction model comprehensibility is an issue; a large number of classifiers (four for each class in the hierarchy) are built, reducing the interpretability of the models by users. This is an inherited drawback of the local approach. Therefore, an important research direction is to extend ABC-Miner to tackle hierarchical classification in a global fashion, where only one classification model is produced for the entire class hierarchy.
