









Optimierungsalgorithmen werden dazu konzipiert, um bestimmte Optimierungspro-
bleme (oder Klassen von solchen Problemen) effizient und zuverlässig zu lösen. In den
meisten Fällen stehen zu diesem Zweck mehrere Algorithmen zur Auswahl. Wir wollen
hier diskutieren, welche Gesichtspunkte für diese Auswahl maßgebend sein könnten.
Insbesondere wollen wir auf solche Kriterien eingehen, die mit Hilfe von probabilisti-
scher Analyse von Algorithmen gewonnen werden können.
Wir wollen hier nicht auf komplexitätstheoretische Grundlagen eingehen und neh-
men zur Vereinfachutrg an, daß unser Optimierungsproblem sich als Frage nach einem
bestimmten Optimalwert oder Optimalvektor formulieren Iäßt.
Sei also .4 ein Algorithmus, mit dem sich die Probleme P einer bestimmten Pro-
blemklasse P behandeln lassen. Dann stehen folgende Kriterien für die Güte von Ä im
Vordergrund.
- Produziert der Algorithmus bei Eingabe von P e P die gewünschte theoretische
Lösung bzw. wie groß sind die Abweichungen?
- Wie viel Rechenzeit wird zur Produktion des Outputs benötigt?
- Wie viel Speicherplatz wird beansprucht?
Wir wollen uns auf diese Fragen konzentrieren, obgleich es viele weitere interes-
sante und wertvolle Kriterien gibt.
Natürlich wird .Ä nicht alle P-Probleme gleich effizient behandeln können. So
erwarten wir, daß "größere" Probleme schwieriger zu lösen sind als ukleine". AIs Maß
für die uGröße" eines Problems betrachten wir die Länge des Inputs, also die Anzahl der
Bits, die benötigt werden, um dem Computer das spezielle Problem P zu beschreiben.
I(P) sei diese Inputlänge und P,, sei die Menge {P e P I L(P): rr,} für z € N.
Auf diese Weise werden die Probleme nach ihrer Inputlänge klassifiziert. (Oft
verwendet man auch statt der Inputlänge problemtypische Dimensionsparameter, wie
die Knotenzahl in einem Graphen.)
Eine sehr vorsichtige Vorgehensweise, die Güte von .r{ uu messen, beruht auf der
Analyse des schlechtestmöglichen Falls.
Wir bezeichnen mit d,q (P) die Abweichung des Outputs von der gewünschten
Lösung, mit ta(P) die benötigte Zeit, mit sa(P) den benötigten Speicherplatz bei
Anwendung von A auf. P.
Durch Supremumsbildung über die Teilklassen Pn erhalten wir dann Funktionen
von lN nach R" 
de(n): sup{da(p) I p e p*}
Ie("): SUP{t.q(P)l P € P"}
se(n) : sup{se e) I P e P").
Eine sehr interessante Frage betrifft die Geschwindigkeit, mit der diese Funktionen
mit n wachsen. Insbesondere interessiert, ob es polynomiaie Funktionen g gibi, mit
denen obige Funktionen r, s nach oben abgeschätzt werden können. In diesem Fall
spricht man von upolynomialenn Algorithmen. Dies ist ein Kriterium, das vor allem
das Verhalten bei großen n, beschreibt'
Die Worst-Case-Analyse zeichnet ein sehr pessimistisches Bild eines Algorithmus'
Immerhin kann es sein, daß uschlechten Elemente einer Problemklasse extreme Aus-
nahmefälle sind. In diesem Falle würde der Algorithmus zu schlecht dargestellt.
Die praxis verlangt andere Kriterien. Man ist vorwiegend erfolgsorientiert, und
strebt nicht nach größtmöglicher Allgemeinheit. Damit ist gemeint, daß es meist um
die spezielle Lösung von P geht. Ob ein anderes Element P' e P ebenfalls effizient
gelöst werden könnte, ist meist uninteressant'
An verschiedenen Beispielen (etwa Lineare optimierung) hat sich eine Kluft zwi-
schen Beurteilung nach dem empirischen Verhalten eines Algorithmus durch die Prak-
tiker (sehr schnell) und Beurteilung nach dem worst-case-verhalten durch die Mathe-
matiker (sehr langsam) entwickelt.
Um diese Ktuft zu schließen, untersucht man das durchschnittliche Verhalten'
Dazv,ist es erforderlich, plausible bzw. realistische Annahmen über die verteilung der
auftretenden probleme zu treffen. Basierend auf diesen Verteilungen können dann
Erwartungswerte, Wahrscheinlichkeiten für bestimmte Laufzeiten oder Abweichungen
ermittelt werden.
Weder die Einführung realistischer Modelle noch die erforderliche Auswertung sind
leicht.
Im folgenden Abschnitt soll an einigen Beispielen aufgezeigt werden, wie Algorith-
men probabilistisch analysiert, welche Ergebnisse dabei gewonnen und welche stocha-
stischen Annahmen dazu verwendet wurden'




unüer aT n S ät, "' ,aTnx < b*
wobei trura1t..''tant e lRo;ät, '" ' rb* € lR, m ) n
werden zumeist mit der simplexmethode von G. B. Dantzig gelöst. Dieses verfahren
Iäuft in zwei analogen Phasen ab, wobei in jeder Phase ausgehend von einer Ecke des
zulässigkeitsbereichs eine Eckenfolge rs t...trc konstruiert wird, so daß r; und r;.r-1
jeweils benachbart sind und uT r;qt ) uT n; gilt (für i : 0, "', s - 1)'
Entscheidend für den Rechenaufwand ist nun die Anzahl der Eckenaustausch-
Schritte s. Man klassifiziert am besten nach den Dimensionsparametern ne und z und
unterstellt eine Verteilung über die (m, n)-Probleme'
Borgwardt [3,4] untersucht eine parametrische Variante des Simplexalgorithmus,
den sogenannten Schatteneckenalgorithmus" Bei diesem Algorithmus Iäßt sich die
Frage nach dem Durchschnittswert von s auf ein Problem der stochastischen Geo-
metrie zurücHühren.
Sein stochastisches Modell (RSM) fordert, daß o1 t. . .t&rntu identisch, unabhängig
und rotationssymmetrisch verteilte Zufallsvektoren auf R'\ {o} sind.
Er entwickelt u. a. folgende Resultate über die durchschnittliche Schrittzahl -E*,,n(s):
Satz. Bei m -+ oo und fesfem n wächst Ern,o(s) bei Unterstellung von zulässigen
Verteilungen gemäß RSM
1) Gaußverteilung ,l\wn"t
2) Gleichverüeilung auf d'er Einheitskugel ^* n'
3) Gleichverteilung auf d'er Einheitssphäre 7n;1r n2
4) Fills die verteilung besch ränkten Träger hat, gilt asymptotisch
E, .oG) 3 mr I n-r n2 C und Ern,n(s) ---+ oo.
S) Es gibt zulässige Verteilungen, so daß E^,n(s) 3 C(n) (bleibt beschränkt).
Die Unterschiede im Verhalten abhängig von der Verteilung beruhen auf unter-
schiedlichen Redundanzraten (ein gewisser Anteil der Restriktionen in der Aufga-
benstellung ist für die Gestaltung des Zulässigkeitsbereichs überflüssig). In diesem
Rotationssymmetrie-Modell sind Redundanzraten von 0 bis fast zu 1 realisierbar.
Der nichtasymptotische Fall konnte ebenfalls behandelt werden.
Satz. Für alle Paare (^,n) mit m ) z und für alle Verteilungen gemäß RSM gilt
1) E,n,n(t) S O(rn;\ nsl
2) E*,n (Gesamtschrittzahl für Päase I + Phase II) : O(m;\na).
Ein anderes stochastisches Modell, das Sign-Invariance-Modell, wird von verschie-
denen Autoren 11,2,7,L1] zugrundegelegt. Hierbei betrachtet man die m Restriktionen
aTr3ät,...,afin1b^
und führt rn unabhängige Bernouilliexperimente mit Ausgang 0 oder 1 und Wahr-
scheinlichkeiten P(0) : * : P(1) aus. Ergibt sich im i-ten Experiment der Wert 1,
dann klappt man die f-te Restriktion um, d. h. man ersetzt sie durch oTr2 bd. Beim
Ausgang 0 wird die Restriktion nicht verändert. Somit erhält man 2* verschiedene
Probleme, die alle gleiche Wahrscheiniichkeit besitzen.
Man untersucht eine parametrische Variante, die mit der Borgwardt'schen fast
identisch ist. Mit einfachen kombinatorischen Methoden kommt man zu überraschend
niedrigen Wachstumsraten in der Dimension. Dabei wird über die 2* Probleme ge-
mittelt.
Satz. [Jnter dem Sign-lnvariance-Modell gilt
a) E^,n(r) I "t#b) E,n,n (Gesamtzahl für Phase I -1- Phase II) : O("')"
Auf den ersten Blick überrascht die niedrige Ordnung. Aber man muß berück-
sichtigen, daß für rn > n
- ein großer Teil der erzeugten Probleme einen leeren Zuldssigkeitsbereich besitzt,
- die Redundanzrale sehr hoch ist,
- die mittlere Anzahl von Ecken pro Probiem sehr niedrig ist.
All diese Einflüsse verringern die Zahl von Iterationsschritten, egal welcher Algo-
rithmus angewendet wird. Somit beruhen die uguten' Ergebnisse auf der Auswahl des
Modells und nicht auf der Güte des Simplexverfahrens. Dies belegt eine erstaunliche
Sensitivität gegenüber der Wahl des stochastischen Modells"
2.2 Ruckeackproblerne
Eines der bekanntesten Probleme der ganzzahligen Optimierung ist das Rucksackpro-
blem.
Gegeben seien n Gegenstände j:1,..., n mit Gewichten oi € JR und jeweiligem
Wert (Nutzen) ci € lR sowie eine Obergrenzeb € lR. Besüimme r: (xr,...,tn)
mit ni € {0, 1} so, daß unter der Nebenbedingung Dtt aixi 1 b der Äusdruck
l1 . c;t; IrtzXimiert wird.uJ=l J J
Lifschitz [9] entwickelt eine enumerative Lösungsmethode für dieses Problem. Er
nutzt dabei aus, daß in einer Optimallösung niemals r; ) a, gelten kann wenn (a; > ni
und c; < ci) gilt. Somit scheiden viele der 2' möglichen Kandidaten r aus.
Falls die oi und die cr' identisch verteilte, nichtnegative unabhängige Zufallsvari-
ablen mit Dichtefunktion sind, dann kann Lifschitz beweisen, daß im Durchschnitt nur
O@2'/;1 Kandidaten untersucht werden müssen.
Tinhofer [10] gibt eine Analyse eines einfachen Algorithmus zur Lösung des ver-
wandten Subset-Sum-Problems an.
Hier gilt jeweils aj : cj und die oi sind gleichverteilte, unabhängige Variablen
über {1,2,...,d(n)), wobei d(z) e h{. Die rechte Seite ö sei unabhängig von den ai
und gleichverteilt über {1, .. ",nd(n)).
Sein Algorithmus durchläuft die ar' (i : 1, ..., z) und addiert sie auf. Wenn die
laufende Summe bei Hinzunahme von oj größer als ö würde, streicht man cli und setzt
rj : O. Andernfalls wird a7 hinzuaddiert und ri : I gesetzt. Nach Durchlaufen von
j : Ir.. " rn hat man das Ergebnis.
Tinhofer deutet den Äblauf dieses Algorithmus als Markoff-Prozeß und untersucht
die entstehende Lücke zwischen b und dem Summenwert. Damit gewinnt er auch eine
Abschätzung für die Wahrscheinlichkeit, das Optimum zu erzielen.
Satg. IJnter der Bedingung, daß Di=, ai ) b, gilt




Für die Produktionsplanung bedeutsam sind Maschinenbelegungspläne (sog. Schedu-
Iing-Probleme).
n Arbeiten Jt,...,Jn müssen von einer Maschine.hinüereinander (ohne Unter-
brechungen) bearbeitet werden. J; tritrt zum Zeitpunkü r; ein und benötigt p;
Zeiteinheiten zur Bearbeitung.
Wir versuc.hen durc.h optimale Planung der Startzeiten für die Jobs die Summe der
Ausfü.hrun gszeiten (Zeitabstand zwischen Eintreffen und Vollendung des Jobs) zu
minimieren.
Für dieses Problem führt Gazmuri [6] eine Analyse durch. Seine Annahmen sind:
i) Die Zeiten p; sind identisch verteilte, unabhängige, ganzzahlige Variablen, die
durch M nach oben beschränkt sind.
ii) Die Abstände zwischen den Ankunftszeiten td : r,d+r - r; sind identisch und
unabhängig verteilte ganzzahlige Variable, deren Momentenerzeugende Funktion
irgendwo endlich wird.
Die Variablen p1 t ". .,pn und t1 ,. . .,tn sind kollektiv unabhängig.
E(fl < E(t)
Sein Algorithmus zerlegt die Menge der Jobs in kleine Teilmengen, die man enu-
merativ behandeln kann (2. B. llnn.l Jobs). Diese unabhängige Lösung wird bis zu
einem vorgegebenen Punkt übernommen. Die restlichen Jobs werden nach der Regel
nkürzester Job zuerst" bearbeitet und soweit erforderlich, nach hinten verschoben.
Satz. Der Algorit.ämus liefert miü V7aärscheinlichkeit I - O[(lnz)2]] ";ouo relativen
Feäler von höchsüens O[(lnlnn)'] mit a e (-1,0).
2 . 4 Z'ror dnnngsprobleme
Beim quadratischen Zuordnungsproblem sind zwei nxn-Matrizen (q1) und (d;1) gege-
ben. Die Aufgabe besteht darin, unter allen Permutationen 6 von {t," . . ,n) diejenige
herauszufrnden, die
QG,"): DLr Di:, ciid6(i)6(i) minimal macht.
Wir nennen die minimierende Permutation 6*, die maximierende 6*.
Burkard und Fincke haben folgendes Modell untersucht. Die Werte d;i seien
bestimmt durch den Abstand zwischen Xr' und Xi, wobei die X; unabhängig und
gleichverteilte Punkte über dem Einheitsquadrat sind. Die c;r' seien identisch und
unabhängig verteilt über [0, 1] mit E(r;i): c ) 0.




I) a3 * o n-o.ra) -* I bei n----y oor für allea ) 0.c)
Zum Beweis wird das Quadrat unterteilt in rn (z) kongruente Teilquadrate. Grenz-
wertsätze der Wahrscheinlichkeitstheorie zeigen, daß mit hoher Wahrscheinlichkeit
"{(
,n) - Q(6*,nQ$.
in jedem dieser Teilquadrate ungefäh, frü Punkte zu liegen kommen. Die Wahr-
scheinlichkeiten für Abweichungen können abgeschätzt werden. Ansonsten werden die
Punkte ersetzt durch die jeweiligen Mittelpunkte ihrer Teilquadrate. Nun wird für die
vereinfachte Situation eine Optimallösung bestimmt und der dabei in Kauf genommene
Fehler abgeschätzt.
2.5 Tbavelling Saleernan-Probleme
Hierbei geht es darum, in einem gewichteten Graphen einen Kreis durch aIIe Knoten
mit minimalem Gewicht zu finden.
Im Euklidisc.hen FaJI denkt man sicä die Knoten als Punkte in der Ebene und die
Gewichte der Kanten als die jeweiligen Abstände.
Karp und Steele [8] geben als stochastisches Modell folgendes vorr u1, .. . , u,, seien
zufällige Punkte, die unabhängig und gleichverteilt sind über dem Einheitsquadrat.
Ihr Algorithmus beruht wiederum auf einer Zerlegung in Teilquadrate. Innerhalb
der Teilquadrate werden optimale Touren bestimmt (mit einer exakten Methode). Be-
trachte die Optimaltour durch die rm(rz) Mittelpunkte der Teilquadrate (einfach zu
bestimmen). Verbinde die Teiltouren entsprechend eben erwähnter Optimaltour und
streiche überflüssige Kanten.
Die Autoren kommen zu folgenden Ergebnissen
Satz. Falls m(n) sich ver.hält wie ffi a"i einer unbaschränkt warhsenden Funktion
6(n), dann gilt
I f ftelativer Feä.ler 2 +e) ( oo, für alle e > 0.
n=t
AIso approximiert die Heuristik die Optimallösung fast überall. Der Zeitbedarf
für diese Heuristik kann ebenfalls abgeschätzt werden.
Satz. -Für die spezielle Wahl 6: llog n) ist die erwartete Rechenzeit O(n2logn).
3. Offene Eragen und Schwierigkeiten
Es fällt auf, daß die meisten der genannten Ergebnisse asymptotische Aussagen sind.
Dies hat unter anderem folgende Gründe:
Viele Heuristiken arbeiten auf der Basis von einfachen und wenigen Repräsen-
tanten, für die das entsprechende Problem einfach zu lösen wäre. Bei großer
Zahl n garantieren bestimmte Grenzwertsätze der Warscheinlichkeitstheorie ein
ueinigermaßen reguläres" Verhalten der Mehrzahl der Zufallsvariablen. In diesem
Fall können die Zufallsvariablen mit ihren Repräsentanten identifiziert werden,
ohne daß der Fehler zu groß wird.
Außerdem treten die gewünschten Erwartungswerte oder Wahrscheinlichkeiten
zunächst nach der Beschreibung der Wirkungsweise des Algorithmus als kompli-
zierte Reihen oder Integrale auf. Ihre Auswertung ist oft nur im asymptotischen
Fall möglich.
Natürlich ist diese Situation nicht befriedigend" Denn meist liegen in der Praxis
Probleme kleiner oder mittlerer Größenordnung vor" Für diese sind die asymptoti-
schen Resultate kaum anwendbar. Verschlimmert wird die Situation noch, wenn zu-
dem die entsprechende Aussage nur mit gegen I konvergierender Wahrscheinlichkeit
nachweisbar ist. Wünschenswert wären Beschreibungen und Ergebnisse auch für den
Fall moderater Dimensionen, wie sie bei Linearer Optimierung erzielt wurden.
Sorge muß außerdem die hohe Sensitivität gegenüber der Modellwahl bereiten.
Niemand weiß, wie die Probleme in der Realität tatsächlich verteilt sind. Uneinigkeit
in der Frage nach der Verteilung kann deshalb leicht zu völlig unterschiedlichen Mei-
nungen über Algorithmen führen" Es liegt auf der Hand, daß Mathematiker einfache,
elegante und leicht handhabbare Modelle bevorzugen, weil sich nur diese als auswert-
bar erweisen. Reale Strukturen (wie z. B. Steckernetze) zeigen aber oft sehr wenig
Ahnü.hkeit mit den idealistischen Modellen.
Auf eine weitere Gefahr im Zusammenhang mit der Modellwahl sei ebenfalls hin-
gewiesen. Man muß sich darüber klar sein, was man eigentlich will. Will man, weil man
ein Modell für angemessen hält, einen Älgorithmus unter diesem Modell analysieren
und seine Effizienz feststellen? Oder will man einen Eindruck, den man empirisch von
einem Algorithmus hat, in der Analyse bestätigt haben? Dies würde unter Umständen
implizieren, daß man Modelle nach der Analyse so lange verwirft, bis die gewünschte
Effizienz sichtbar wird.
Ein weiterer Nachteil liegt in der Kompliziertheit der Analyse. Während worst-
case Abschätzungen noch relativ einfach durch Verkopplung ungünstiger Fälie za ge-
winnen sind, ist es hier nötig, den Verlauf des Algorithmus sehr einfach zu charakterisie-
ren. Dies bedeutet, daß meist nur sehr einfach strukturierte Algorithmen stochastisch
analysierbar sind. Die wirklich effizienten und hochgradig ausgetüftelten Algorithmen
entziehen sich der Analyse (noch). Dies ist auch der Fall bei linearer Optimierung,
wo nur parametrische Varianten untersucht werden konnten. Es gibt aber weit bessere
Varianten.
In jedem Falle darf man die Erwartungen an die probabilistische Analyse nicht zu
hoch ansetzen. Sie sollte, ja sie muß sogar (siehe Abschnitt 1) in die Überlegungen ein-
geschlossen werden, aber sie kann (wenigstens heute noch) nicht als das entscheidende
Gütekriterium dienen. Vielleicht liegt der Nutzen von probabilistischer Analyse von Al-
gorithmen gar nicht einmal so sehr in den genauen Größenordnungen, sondern vielmehr
im Erkennen eines 'normalen Verhaltensn dieses Algorithmus, was zum Verständnis
wesentlich beitragen kann.
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