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I NTRODUCTION 
It was an objective for nuclear theory for many years to explain by microscop-
ic means why the pure phenomenological liquid drop model, on one hand, and the 
shell model, on the other hand, were both successful in describing various 
nuclear properties. In this context the concept of a mean field played a domi-
nant role because the Hartree-Fock approximation was able to link both models, 
although totally different from concept, in showing the importance of the cou-
pling of the single particle degrees of freedom to the generated mean field. 
HF therefore gave hasically the microscopic foundation to the shell model. 
The collective model which is the dynamic extension of the liquid drop model 
also incorporates the correlation of the singl~ nucleons with their own mean 
field. One may ther!=!fore expect that dynamic microscopic theories for the 
description of nuclear collective motion, which are related to the HF approxi-
mation, will be suited to give the microscopic foundation to the collective 
model. 
One such approach is the Time-nependent Hartree-Fock theory (TDHF) with a 
time-varying Slater determinant. Its small amplitude limit, the Random Phase 
Approximation, has given numerical results for certain types of collective 
motion which are in remarkable agreement with the experimental data. However, 
not only have many modes of collective motion a large amplitude, e.g. fission, 
fusion and soft Vibrations, but already on the conceptual level the TDHF for-
malism does not allow to extract quantum-mechanical information, like scatter-
ing phase shifts or quantized vibrational energies. Indeed, TDHF is an initial 
value problern and hence not applicable to boundary value problems. Other 
approaches are more concentrated on large amplitude and slow collective phe-
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nomena, these include various adiabatic theories and in particular the quan-
tized Adiabatic Time-nependent Hartree-Fock (ATDHF). It has been derived 
starting from the same variational principle as in TDHF and leads to the con-
struction of an optimal, maximally decoupled, collective path, i.eo the set of 
wave functions which form the substratum along which the collective motion 
evolves. From this a unique collective Hamiltonian has been constructed, in 
analogy with the Bohr-Mottelson concepts, with an outcome which does not 
depend on the actua 1 choi ce of the coll ect i ve coordi nate. Thi s deri vat i on of 
the collective Hamiltonian corresponds to a quantization of classica1 quanti-
ties. There exists, however., a theory, the Generator Coordinate Method, which 
is from the conceptual point of view c'ompletely quantum-mechanical. It diago-
na 1 i zes the tota 1 Hami ltoni an H in the subspace spanned by some nonorthogona 1 
basis and the resulting Griffin-Hi11-Wheeler equation can be solved for scat-
tering states and structure states. This equation can also be transformed to a 
Schrödinger equation. Deficiencies are, however, that one needs a preconceived 
knowledge about the basis, and the mass parameter in the Schrödinger equation 
does not reproduce the correct value for pure trans1ational motion if one uses 
Slater determinants as generating states. 
However, it has been shown that the equation of the co11ective path in qATDHF 
can be derived starting from a GCM ansatz with a pair of conjugate collective 
parameters. The GCM, which has been proven to be a very useful technique, and 
this not only in nuclear physics, is therefore extended to a fully microscopic 
description of nuclear structure and phenomena with the nucleon-nucleon inter-
action as only input. 
It i s the aim of the present work to present some numeri cal resul ts obtai ned 
within the ATDHF formalism. Both approaches have been considered·, the con-
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struction of the collective Hamiltonian as well as the solution of the Grif-
fin-Hill-Wheeler equation, both using the ATORF collective path. We want to 
show that a fully selfconsistent microscopic description of nuclear phenomena 
-------using- general many-body techniques can be treated on the numerical level. We 
considered several different systems to indicate as much as possible the pres-
ent possibilities and limits of the theory as well as of the numerical tech-
niques. 
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1. The Adiabatic Time-Oependent Hartree-Fock Theory (ATDHF) 
There is a wealth of publications leading to the ATDHF equations, e.g. 
(Rr76,Vi77,Ba78,Go78,Di86). All these derivations start from the TDHF-time 
integral for the Slater-determinantal wave function ~(t) 
t2 
I = f < ~(t)! H -in itl'i'(t))dt 
tl 
(Tl) 
where the stationary condition oi=O leads to the TDHF equation which in the 
one-body density matrix notation looks like: 
[ 11'1 if = [W,p] 
A ~ 
<'al W!y> =<alTly> +I <aßiVho> P0ß so 
A 
(T2) 
with T the kinetic energy operator and (aßi'VIYo> the antisymmetrized matrix 
A 
element of the interaction V (if only effective two-body interactions are 
included into the Hamiltonian). 
The adiabatic approximation to (T2) then starts with the decomposition 
p(t) = e-ix(t)P (t)eix(t) 
0 (T3) 
where the single particle operators p
0 
and x are both hermitian and time-even. 
~1.J. Giannoni (Gi81) has shown that the condition 
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is necessary and sufficient for the existence of such a set p
0 
and X· Pr 
means the time reverse of p where the norm has to be interpreted as 
sup IIPIU'>II 
II pll = 
lU>E't II(U)II 
Uniqueness can be achieved by the requirements 
p0x + xP 0 = x which means that x has only ph elements with respect to p0 
all eigenvalues of x lie within the interval ]- i' i[ 
rhe condition llp-prll < 1 is valid for slow motion since then the wave function 
is almost in static equilibrium at all times and hence p must be almost the 
same as the time reverse motion Pr· 
Expansion of (r2) in orders of x leads to the ArDHF equations (up to second 
order) by separation of the time-even from the time-odd part: 
(r4) 
with 
pl = i [x,Po] 
p2 = - i [x,[x,P 0 ]] 
1\ 
wo = r + rr V Po 
wl = rr V pl 
w2 = rr V p2 
- 7 -
Baranger and Veneroni (Ba7B) have shown the classical nature of these equa-
tions, namely they can be obtained as Hamilton equations from the adiabatic 
Lagrangian whose zeroth order term is the collective potential energy 
and the quadratic term is identified with the kinetic energy 
The second eqution of (T4) can also be obtained in the Lagrangian formalism. 
It is further possible to obtain the RPA equations in the small amplitude 
limit by neglecting all terms of second order in (T4) and requiring p tobe 
0 
almest equal to the static Hartree-Fock solution. 
nue to the close contact with the classical model the drawback of these deri-
vations however is that one has to requantize the collective Hamiltonian which 
entails errors and arbitrariness problems. 
There is however a theory, the Generator Coordinate Method, which is quantal 
right from the beginning such that no a posteriori quantization is necessary. 
In the next section we will go deeper into this method before presenting the 
quantized ATDHF theory (qATnHF), because it is possible to derive the qATDHF 
equations starting from a general GCM ansatz. 
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2 The Generator Coordinate Method 
The usual GCM (HW53,GW57) starts with the assumption of some preconceived · 
knowledge about the model wave functions 
(T5) 
which are in generalnonorthogonal and depend on one or more "collective" 
parameters a (spin and isospin labels are contained in the x notation). The 
calculations are performed in the model Hilbert-space generated by linear com-
binations of the wave functions (Pi) 
(T6) 
where f(a) is called the Hill-Wheeler wei.ght function and a the generator 
coordinate. 
Requiring w tobe a solution of the Schrödinger equation in the model space 
---- A--f dx1 ••• dxA +(x1 ••• xA,a)[H-E],(x1 ••• xA) = 0 (T7) 
leads to the well known Griffin-Hill-Wheeler equation 
J da [ H ( a 1 , a ) - E N ( a 1 , o: ) ] f ( a ) = 0 I V 0: I (T8) 
which destinates the weight function f, the kernels are defined through 
- 9 -
1\ 
H(a' ,a) =(~(a')l Hl~(a)> 
(T9) 
N(a',a) =(~(a')l~(a)> 
According to J. Rroeckhove and E. neumens (BD79) at least one discrete count-
able set of a;, i =1, 2, ••• can be found whi eh generates the same Hi 1 bert space 
as the continuous variational basis. Therefore (T6) can be replaced by 
and the Hill-Wheeler equation (T8) becomes 
00 
l: 
j =1 
(H .. -EN .. )c. = 0 
1 J 1 J J 
which is the usual employed discretized version of (T8). 
If now the following 3 conditions are fulfilled: 
i) The generator coordinate a isareal vector with 3 components a. 
ii) The Hamilton operator is invariant under rotations. 
(TlO) 
(T11) 
iii) Rotation in the Hilbert space RH(n) is equivalent to rotation in the 
parameter space R~ 1 (n) 
then one can deduce the partial wave version 
00 
f dö.[Ht(a',a)-EN2 (a',a)]ft(a)a2 = 0 'r/a' 0 
(T12) 
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and due to (i i i) 'l' has the same rotat i ona 1 propert i es as the wei ght funct i on 
f. The angular momentum of relative motion is a good quantum number and there-
fore the partial waves ~ will be decoupled. 
Condition iii) holds for spherical nuclei which will be studied in this work. 
The discretized version of (T12) is straightforward. 
This powerful GCM method has been applied as well for structure as for scat-
tering calculations (Mi73,Bo75). 
Structure calculations require square integrable wave functions. For true 
bound states no extra boundary condition is necessary. However, for quasi-
bound states an extra boundary condition is necessary to obtain square inte-
grable wave functions, therefore we restricted the discretization points up to 
a certain cut-off radius Re· 
For scattering calculations we follow the procedure of Hüsken, ~ledekind and 
Weiguny (Hu77). They start with model wave functions for the 2 cluster system 
of the following type: 
(T13) 
with ReM the position of the centre of mass and x the relative coordinate 
between the 2 clusters 
1 A1 _ 1 A 
X =-rr- I X· -;r-;r- I X· 
t\1 1=1 1 M-t\1 i-A +1 1 
- 1 
<P 1 and <P 2 are the wave functions of the. two clusters depending only on the 
internal coordinates ~ 1 ,~ 2 respectively. 
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Making use of (T13) one obtains for (T6) 
(T14) 
suchthat asymptotically 
(Tl5) 
with the wave function of relative motion defined through 
(T16) 
The partial wave expansion 
(T17) 
and the definition 
(T18) 
leads to the partial wave version. of (Tl6) 
00 
g n (X) = I da. r (X' Cl. ) f (Cl. ) 
!'- 0 Q., Q., 
(Tl9) 
We know that, studying scattering solutions, for x outside the range R0 of 
nuclear interaction and antisymmetrization, 
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(T20) 
with FQ, and GQ, the well known regular and irregular Coulomb functions and oQ, 
the nuclear phase shift. 
One now splits the relative motion wave function gQ,(x) in two parts 
(T21) 
where gir(x) is a square integrable function and g~ 5 describes asymptotically 
the right behaviour of the wave function. g~r can then be approximated to any 
desired accuracy through a finite sum (if rQ, is square integrable too) (Hu74) 
and for g~ 5 
00 
g~ 5 (x) = f da r Q,(x,a)f~5 (a) 
0 
(T22) 
(T23) 
where f~ 5 is this function which after being folded according to (T19) yields 
(T20). The corresponding many-body wave function can then be written as 
(T24) 
Project i ng the Schrödi nger equat i on onto the subspace spanned by the func-
tions q,Q,(x1 ••• xA,ai) i = l. .. N 
i =1. •• N (T25) 
- 13 -
leads to N equations for the N+l unknowns ct i=L •• N plus o2 coming from 
(T?O): 
N I {H 2 (a.,a.)- E N 2 (a.,a.)}c~ i=l J 1 J 1 1 
00 
= f da {H 2 (aj,a)-EN 2 (aj,a)}f:5 (a) 
0 
To close this system of equations one requires the additional equation 
(T26) 
(T27) 
Usually one takes R
0 
=aN and discretizes the right hand side of eq. (T26). 
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3. The Ouantized Adiabatic Time-Oependent Hartree-Fock Theory (qATDHF) 
ical Formalism 
Goeke and Reinhardt (Go78) have shown however how to obtain a unique procedure 
for quantizing a collective Hamiltonian, here obtained within the ATDHF theo-
ry •. The quantum-mechanical character is still clearer indeed by the possible 
derivation of the ATDHF equations within the GCM formalism (Re79) and (Go80). 
Since for translational motion ATDHF leads to the correct mass one has to 
start certainly with a pair of conjugate collective parameters, 
(T28) 
in the ansatz for the wave function describing the collective motion of the A-
body nuclear system. The ~ are restricted to Slater-determinantal wave func-qp 
tions. Contrary to the usual GC~1 as prescribed in §2 we now wantnot only to 
obtain the Superposition function f but also the set of Slater determinants 
" ~ selfconsistently by variational techniques applied to <ljJIH-Eilji>. qp 
A 
Since variation of <1ji!H-EI1J!> both with respect to f as well as with respect 
to ~ would lead to a coupled set of equations · some additional, however very 
plausible, assumptions will be made. 
First assumption: Since we want to restriet ourselves to adiabatic motion we 
make the following separation: 
A 
"' (l+ipQ)~q (T29) 
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/\ 
where Q i s a hermit i an and time-even lp lh-operator whi eh i s further taken t.o 
be dependent on q and not on p because then the decoupling between collective 
and intrinsic motion can be easily formulated due to time-reversal properties. 
Second assumption: We want the path ~ to be the same for a full spectrum of f q 
solutions because this corresponds to the usual picture of a well established 
collective motion. 
A, 
Third assumption: The expectation value of (tji!H-Eitjl> is evaluated within the 
Gaussian Overlap Approximation (GOA). 
I' 
Under these 3 assumptions, the variation of (tjll H-El tjl) with respect to cpqp 
leads to the ATDHF equations which destinate the 11 Collective path 11 {cp} and q 
Ä 
the operator O(q): 
/\ 
with the hermitian and time-odd operator P 
The classical potential V(q) and mass parameter are given by 
" V(q) =<~I Hlcp '> q q 
(T30) 
(T31) 
(T32) 
(T33) 
(T34) 
- 16 -
/\. A 
The operators 0 and P which are the generators for the momentum p and coordi-
nate q respectively have to be normalized as 
(T35) 
The set of equat i ons (T30) and (T31) can further be reduced to a s i ngl e non-
linear differential equation 
(T36) 
(T37) 
The missing i.nitial condition for eq. (T36) is obtained by requiring minimal 
coupling of the collective degree of freedom to the intrinsic ones. This 
degree of coupling is measured by a validity condition (Re78,Go8l,Di86), how-
ever by experience we know that the path starting from the saddle point shows 
the desired minimal coupling. 
/' 
Variation of (1J!IH-E11/J) with respect to f leads to the collective Schrödinger 
equation with the following collective Hamiltonian: 
1 d2 f12 d 1J2 d 1J2 d2 
= - -zr { dqz 2F1 ( q) + -aq "filTCfT acr + 2r1 ( q) dq) 
(T38) 
+ V(q)-(Z(q)-Z(q+oo)) 
with the same definition for the potential V and the mass parameter as for the 
ATDHF equations,. see (T33) and (T34). The term Z(q) accounts for the quantum 
corrections which include the kinetic and potential zero-point energies along 
- 17 -
the collective path and an approximate projection on angular momentum zero and 
translational momentum zero. 
Z(q) = zkin (q) + zpot (q) + zrot (q) + ztrans (q) 
1 "' a2 v 
zpot ( q) = 7 <' <P q I 02 ( q) I <P q > a q2 (T39) 
3 f12 A (' ) 
= ; ~ 1 2e ; ( q ) < <P q I J p ~ ( q Fl <P q '> 
z () ~ -n2 <,~, lv(i)(q)~(i)(q)l,~," trans q = .L ~ '~'q ph ph '~'q? 
1 =1 
Although one should take the selfconsistent Thouless-Valatin rotational moment 
of inertia, we took so far the approximated Peierls-Yoccoz expression 
n2 
e. ( q) 
1 
(T40) 
R. Gissler however showed recently (Gi85) that this approximation is certainly 
not allowed in the internal interaction region, where there is a big increase 
in the deviation between the Peierls-Yoccoz and Thouless-Valatin approxima-
tions. 
In practical calculations we also neglect the Zpot term since the calculated 
pote.ntials are quite smooth. An additional centrifugal term 1: .Q.(t+l) is 
X 
added to V(q) to have a centrifugal barrier if one calculates the unprojected 
A 
matrix elements <<P 1 H\<P ') in the case of axial symmetric wave functions <Pq q q 
without good .Q. quantum number. 
- 18 -
A further interesting point isthat a one parameter GCM with correlated 
states \ <1> (q)> which contain weak 2p-2h excitations leads to the same equation 
c 
of the collective path (T36). The correlations are of the RPA type (Re79): 
(T41) 
;..(q) 
so that one could in principle construct from the HF solution, which is always 
a solution of (T36), the RPA modes, and from these take the relevant one to 
extend to large amplitudes. The actual method of solution however is described 
in the next subsection. 
3.2 Practical Method of Solution 
The differential equation (T36) is solved by choosing a finite step 
öq c(q) = -E which yields 
(T42) 
where n is the discrete path labelling which makes clear that the path itself 
{ l<l>q1} is completely independent of the measuring operator 0 which was chosen 
for the definition of q 
A 
<<I> I OI<P > = q q q 
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Transforming the differential equation (T41) to the single-particle states 
{ la,n> a=l. •• A}: 
where the single particle density matrix is given by 
P (n) 
0 = ~ I a,n)<a,nl 
a=l 
The Hartree-Fock Hamiltonian W0 reads 
(T44) 
(T45) 
with the effective two-body interaction v. The linear response operator W1(n) 
is defined through 
W1(n) = Tr{v[W (n),p (n)]} 0 0 (T46) 
In this dissertation all calculations for the construction of the collective 
p~th are performed using the BKN interaction (Bo76) and a recently fitted 
i nteract i on wi th fi nite-range Yu kawa -terms (Re84) denoted by MBKN f rom here 
onwards. With these interactions the Hartree-Fock Hamiltonian W0 and the W1 
become 
(T47) 
w1 (r, r I ) : Q 
- 20 -
where 
(T48) 
The formulae for W0 and W1 using Skyrme-type interactions can be found in 
(GG85,Gi85). The parameters are given in Table 1 where x has tobe taken as 
X = 3(l+a). 
BKN MBKN 
a 1.0 0.25 
to (MeV fm 3) -497.726 d.OO 
t3 (MeV fmX) 17270.0 14316.2 
V0 (MeV) -363.043 -5998.66 
a(fm) 0.4598 0.2786 
Table 1: The parameters of the effective interactions used. See eq. (T48) for 
the meaning of the coefficients. 
The parameters of the new interaction have been fitted to the binding energies 
of 16o and 40ca and to the elastic electron scattering form factors. As one 
not i ces from the 1/4 e2 in front of the Coulomb term in (T48) we use quartet 
symmetry such that protons and neutrons are treated on the same level with an 
effective charge of 1/2 e. 
All calculations are performed in a grid box of dimension 16xl6x32 fm3 with a 
spacing of .8 or 1. fm in every direction. A grid box in rnomentum space is 
- 21 -
also introduced. The reason for working in momentum space is twofold. First it 
allows one to cut away the unphysical Fourier components of the wave functions 
which correspond to energies higher than ~ 100 MeV, which also reduces notice-
ably the dimensions to be used in the momentum space grid. Secondly the action 
of the kinetic energy operator in W0 is reduced to a simple multiplication 
with k2 of the wave functions in momentum space. The stability of the results 
concerning a change in Ecut = 100 MeV and a variation of the grid constant 1 
fm has been illustrated in ref. (Go83). In accordance with Ecut = 100 MeV we 
chose e: somewhat smaller than (100 Mev)-2. One starts solving eq. (T43) with a 
harmoni c osci 11 ator guess for the wave functi ons of the two nucl ei separated 
by a certain distance. The wave functions <1> outgoing from various starting 
n 
separation distances all converge in the end to the one starting as close as 
possible to the saddle point. If they have merged into that optimal path the 
validity condition is best fulfilled; before merging this is not the case. 
The asymmetry of some systems that are studied in this dissertation however 
causes a spurious centre-of-mass motion in the grid, in cantrast to the sym-
metrical systems that were studied so far. We therefore remove from the ATDHF 
propagation differential equation the dipo1e component in the following way: 
(T49) 
A. 
where Dph is the particle-hole part of the dipole moment operator. This 
achieves that the very small dipole moment of the initial configuration is 
kept constant, which ensures the centre-of-mass of the total systemtobe 
fixed. The multipale moments of the system which will be discussed later on 
are in the actual calculations all corrected for this small finite dipole 
moment. 
- 22 -
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1. Introduction 
The concept of clustering in nuclei was proposed quite early in nuclear phys-
; es (We37 ,Wh37, VW3R) and due to its ni ce features it remai ned one of the more 
interesti~g topics in nuclear structure (CLR4). 
Concerning 20Ne it was already pointed out in 1960 by Sheline and Wildermuth 
(Sh60) that an a-16 n cluster structure can result in a 2+,4+,6+,s+ rotational 
band in 20Ne. Davis suggested in 1963 (Da63) that the ground state band 
Kn = n+ and the first Kn = o- band in 20Ne should be regarded as arising from 
an a-16o di-nucleus configuration. However it was not until the weak-coupling 
model of Arima (Ar67) that attention has been paid to the study of a-correla-
tions in light nuclei. From then on, shell-model calculations wit.h higher-
shell mixing, GCM clustering calculations., resonating group and orthogonality 
condition model calculations were used to study the different structures of 
the several bands in 20Ne and the heavy ion a+ 16o- 20Ne reaction mechanism 
. . 
tagether with the other possible higher-lying structures according to the Ike-
da diagram (Ik68,HonR,Ik72,FuRO,Sa79,HiR3). 
A disadvantage of those calculations, however, is the fact that these models 
all rely on certain assumptions regarding the single-particle wave functions 
used. Usually they are evaluated by means of the a-cluster model, harmoni c 
oscillators for the fragments, mostly even with identical oscillator parame-
ters, constrained Hartree-Fock with a given constraining operator, etc. 
It is, however, not very clear how all these assumptions can be justified. 
Hence it i s i mportant to i nvest i gate the a+ 16o .... 20Ne system by means of a 
microscopic approach which is free of adjustable parameters and is solely 
based on variational principles, such as the quantized ATDHF-theory. 
- 24 -
We therefore want to apply the quantized ATDHF theory for a microscopic 
description of the clustering structure of 20Ne and to the low-energy a- 16o 
heavy ion reaction. 
- 25 -
2. Static Properties of the a, 16o and 20Ne Systems 
If starting from a distance between the clusters, where the attractive nucle-
on-nucleon force is prevailing over the Coulomb repulsion, successive solution 
of (T42) finally converges to the HF ground state of the 2°Ne system. The 
final state one obtains depends only on the symmetries of the chosen initial 
starting configurations; in this case one reaches in the end the corresponding 
20Ne 11 ground state 11 configuration. Some relevant values for the nuclei under 
consideration are summarized in Table 1 and are compared with the experimental 
values. It turns out that it is impossible to describe equally well the bind-
ing energy for the a-particle and the loo system together with that of the 
20Ne compound nucleus with the present type of interactions. This will eventu-
ally cause low-lying· rotational states in the spectrum of the 20Ne ground 
state band to be unbound. The new interaction, however, will turn out to be a 
little more appropriate than the RKN force. 
- 26 -
exp. MBKN BKN 
4He: EHF (MeV) -28.30 -17.51 -16.98 
E~~E (MeV) -28.30 -28.36 -29.16 
16o: EHF (MeV) -127.62 -124.13 -116.40 
E~~E (MeV) -127.62 -132.14 -127.04 
20Ne: <r2>U6ton (fm) 2.91 2.97 2.96 
1 16n < 2 y ') 
-;- r 20 proton (fm2 ) 56.4±2.7 51.97 53.04 
EHF (MeV) -160.65 -151.55 -140.64 
E~~E (~1e V) -160.65 -164.48 -154.78 
E~F) (MeV) -160.65 -152.31 -141.87 
l:IE (-) U1e V) 5.78 5.44 4.68 
Table 1: HF results of the 4He, 16() and 20Ne systems for the two different 
interactions ~sed in comparison with the experimental values. EHF and E~~E are 
the tota 1 bi ndi ng energi es wi thout and with correct i on terms for the Zero-
point translational and rotational motions. E~F) stands for the binding energy 
obtained in a calculation where the)variation is performed after the projec-
tion on positive parity (VAP). l:IE (- gives the energy difference between the 
VAP on positive parity and a VAP on negative parity calculation. The proton 
rms radius is denoted ~y, <r2> ~?~ton whereas the intrinsic proton quadrupole 
moment is given by I ~(r2Y20'>. For both quantities point particles are 
assumed. 
One can read from the tablethat the zero-point energy corrections increase 
the binding energy of 20Ne by 13 MeV, from which 9.5 MeV are due to transla-
tional and 3.5 MeV due to rotational spurious motion of the total 20Ne system. 
These are the numbers for the new interaction, those for the BKN force are 14 
MeV, 10 MeV and 4 MeV respectively. 
- ?.7 -
The pure HF ground state of 2°Ne, as coming out from the calculations, is 
reflection symmetric with respect ·to the plane orthogonal to its symmetry 
axis. This does not mean however that this ground state cannot be improved by 
ad~ixing nonsymmetric configurations. 
Since in reality the 2°~e ground state has a good parity we have to perform a 
projection on good parity and. vary with respect to the asymmetry degree of 
freedom after the projection. 
We therefore construct the projected states following 
(Nl) 
where N is a normalisation constant and ~z an operator which transforms in the 
+ A + 
wave functions <Pn the z+-z. The energy curves Vn = <<P~IH\<P~)are shown in 
Fig. ·1. The part to the right of the saddle point is constructed by starting 
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Fig. 1: Classical potential V and energy curves for the wave functions with 
positive parity v+ and negative parity v- as a function of the reduced dis-
tance. The BKN interaction is used. 
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at a cluster distance where the repulsive Coulombforce prevails over the 
attractive nuclear force. In this figure the states l<l> '7 are labelled by the 
n 
so-called reduced distance, whose definitionwill be given later on. For sep-
arated fragments it coincides with the cluster distance, i .e. the distance 
between the centres of mass of the fragments. 
Using the BKN interaction the symmetric 20Ne HF ground state is reached at a 
reduced distance of 2.48 fm. Because of its symmetry it is also lying on the 
v+ curve, however not at its minimum. This one lies at a reduced distance of 
3.55 fm and is by 1.2 MeV more bound than the simple HF state. The search for 
the minima of the v+ and v- curves corresponds to an approximate variation 
after parity projection. Besides the gain of binding energy one also obtains a 
measure for the excitation energy of the head of the negative-parity band. 
Th i s number i s ext racted from the energy difference between the mi nima of the 
v+ and v- curves and is given tagether with the experimental values in Table 
1. A good agreement is achieved. As we have seen at the unprojected HF solu-
tion the zero-point energies due to translation and rotation are very impor-
tant and result in about 14 MeV to be compared to the 1.2 MeV for parity pro-
jection. Thus the correct procedure would be to evaluate zero-point energy 
corrections for the parity-projected energy curves. Since, however, the rota-
tional zero-point energy correction term has already in it some parity-projec-
tion properties we did not investigate this subject further because in one of 
the next sections we will introduce a full angular momentum projection. Never-
theless, it is clear that a proper description of the 20Ne ground state system 
shoul d also incl ude the asymmetry degree of freedom of the a- 16o confi gura-
tion. 
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· 3 • Th e Co 11 e c t i v e Pa t h a- 16 0 
The collective path is, in our case, the family of intrinsic Slater determi-
nants leading from the separated fragments in a continuous way to the compound 
20Ne nuclear system. In Fig. 2 we show the single-particle wave functions 
\ I 
\ I 
\ I 
\ I 
.." 
reduced distance=6fm 
educed distance=2.5fm 
quant.ATDif 
bkn force 
-.25~~~~~~~~~~ 
-9 -6 -3 0 3 6 9 
Z [fmJ 
Fig. 2: Orthonormalized single particle wave functions along the axis of col-
lision for two different configurations. The reduce.d distance 2.5 fm corre-
sponds to the HF point of 20Ne. Considered are the (nx = 0, n = 0, n2 = 0) 
wave fun~tion of the a-fragment (solid line), the (0,0,0) wave function of the 
16o fragment (dotted line) and the (0,0,1) wave function of the 16o fragment 
(dashed line). The quantum numbers correspond to the asymptotic region. 
along the z-axis for two different corifigurations. In the first configuration 
at a reduced distance of 6 fm the a-particle overlaps only slightly with the 
16o so that we still recognize the asymptotic wave functions: the a s-wave 
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function on the left side and the 16o s and Pz wave functions centered on the 
right side. The secend configuration at a reduced distance of 2.5 fm is close 
to the HF state of 20Ne and one can see how the original a s-wave is deformed. 
Although there is an arbitrariness in plotting these wave functions, since we 
are free to perform a unitary transformation among the occupied states, never-
theiess these pictures reveal qualitatively. the structural changes along the 
collective path. Three-dimensional plots of the particle densities in the 
(x,z) plane along the path are shown in Fig. 3. In the firstpicture the a-
particle is separated from the 16o cluster whereas in the next pictures the a-
particle starts to overlap more and more with the 16o until finally they both 
completely loose their own identity to form a symmetric 20Ne HF ground state. 
IIIO~f • (~LC\IL;III 0'1 
~~~~ 1~! a~'l · FO~Cf 
Fig. 3: Particle densities p(x,y=O,z) 
at different cluster distances along 
the path; i.e. at a reduced distance 
of 7.4~ 6.0, 4.4 and 2.5 fm respec-
tively. 
l<(I·Olt' 
Fi g. 4: Li nes of equal density 
p(x,y=O,z) at different cluster dis-
tances along the path; i.e. at a re~ 
duced distance of 7.4, 6.0, 4.2, 3.5, 
3.1, 2.5 fm respectively. 
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Two~dimensional plots of the densities along the path are shown in addition in 
Fig. 4 because they will clarify some important remarks made in the next sec-
tion. The middle of the 16o in all these plots should be considered as a local 
minimum. 
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4. The Collective Coordinates 
In order to extract a Schrödinger equation for the collective a)6o relative 
motion it is convenient to label the determinants q,n by a collective coordi-
" A 
nate qn = (<P~ OI<J>n) where 0 is a properly chosen measuring operator. A reason-
able labelling of the path will be a coordinate which is equal to the distance 
hetween the clusters as lang as both nuclei have a negligible overlap. This 
has also the advantage that the mass parameter becomes equal to the reduced 
mass in the asymptotic region where the main degree of freedom is the cluster 
distance. Of course, the physical information is contained fully in the set 
{l<J> '>} and the labelling is only a matter of making the dynamics more illus-
n 
trative. This important feature, which is necessary for a suitable collective 
theory hut neverthel ess often forgotten, wi 11 he expl i cit ly demonstrated in 
this section. 
Three different choices of such a 11 distance 11 have been made for this system: 
(i) Quadrupole distance. 
Two particles with quadrupole deformations 02(l) and 02(2) at a distance R 
from each other give the following quadrupole moment for the total system: 
(N2) 
where ~ is the reduced mass. This holds under the assumption that the centre 
of mass is at the origin. Hence we define in analogy the so-called quadrupole 
distance for the a- 10n system 
(N3) 
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where (~) 1 1 2 < ~nl r2 v 20 1~n> is the total quadrupole moment of the a+l6o sys-
tem along the collective path. The a-particle and th~ 16o nucleus have no 
static deformation. Thus in the asymptotic region this R2 agrees with the 
actual cluster distance. Since the calculated 2°Ne HF ground state has a quad-
rupole deformation the corresponding minimal value of the R2 coordinate· is 
4.07 fm. For the BKN force the classical potential V and mass parameter M as 
functions of this R2 coordinate are given in Fig. 5. The divergency of the 
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Fig. 5: Collective mass M and classical potential V as a function of the quad-
rupole distance. The calculation~ are done with the BKN-force. 
mass in coming closer to the HF minimum is explained by the fact that the 
quadrupole moments of the three stages of the collision on the r.h.s. of Fig. 
4 are more or less constant although there are noticeable changes in the mass 
distribution. The mass parameter is a measure of the amount of internal rear-
rangements of the wave functions for a given change of the collective coordi-
nate chosen. Hence in the present case it is bound to diverge. 
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This feature tells us that in this region another coordinate might be more 
appropriate to label the different Slater determinants. So we looked for 
higher moments which still change near the HF point. Fig. 4 shows us that the 
octupole moment which goes to zero approaching the 20Ne ground state seems to 
be an appropriate choice as well. So we define a new coordinate called the 
octupole distance. 
(ii) Octupole distance. 
The octupole moment for a two particle system with the centre of mass in the 
origin and for separate particles with quadrupole and octupole moments Q2(1), 
02(2), 03(l), Q3(2) is given by 
(N4) 
where R is the cluster distance, Al and A2 the masses of the two separate par-
ticles and 11 the reduced mass of the system. Hence we define in analogy the 
so-called octupole distance for the a-16o system 
(N5) 
which is in the asymptotic region again equal to the cluster distance. For the 
BKN-force the potential and mass parameteras functions of R3 are shown in 
Fi g. 6. One sees now that the regi on near the HF poi nt gets expanded so that 
the potential shows a flat minimum. Whereas the potential is only influenced 
by a rescaling the divergency of the mass in R2 is now overcome and the mass 
parameter goes now even to zero in approaching the HF point. A comparison 
hetween the two choices R2 and R3 is made in Fig. 7 which clearly illustrates 
the suitability of the R3 coordinate near the HF point. 
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Fig. 7: Quadrupole distance as a func-
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As was already pointed out in the beginning of this section, the physical 
information contained in the quantities V, M and Z is identical no matter 
which coordinate is actually used. To illustrate this, we perform from R2 as 
well as from R3 a transformation to a new coordinate called the reduced dis-
tance Rred in which the mass parameter is constant. This is e.g. achieved by 
the following coordinate transformation: 
dRred (N6) 
which is integrated inwards from the asymptotic R3 region. Since M(R3) = ~ at 
large distance, the reduced distance is equal to the cluster distance in the 
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asymptotic region. The fact that in this coordinate the mass parameter is con-
sta-nt and. equal to the reduced mass can easily be shown using eqs. (T32), 
(T34) and (T35). The transformation (N6) has also been performed outgoing from 
the quadrupole distance R2 obtaining identical results. The divergency of the 
M(R2) mass causes some technical complications which, however, can be solved. 
This reduced distance has hesides a mere convenience also a clear advantage. 
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Fig. 8: Gaussian width .(cp lP2 1<P '> for the t;hree different coordinates used: 
quadrupole, octupole and r~ducedndistance. 
As one can see at Fig. 8 the width 
>. ( q) " = 2(<1> ( q) I P2 ( q) l 4> ( q) '> 
shows only for the reduced distance a rather small variation. This indicates 
that the Gaussian Overlap Approximation (GOA), necessary for the derivation of 
the collective Schrödinger equation (T38) from the GC~1~ is well fulfilled 
(Re7o) for the reduced coordinate distance in cantrast to the cases where the 
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coordinates R2 and R3 are used. Actually the ;\(q) is closely connected with 
the mass parameter M(q), as shown in eqs. (4.3) and (4.4) of Ref. (Go83). Thus 
the steep rise of ;\(R 2), seen in Fig. R, shows that the divergence of M(R2) is 
not caused by any sort of level crossing but only by the inappropriate choice 
of the label R2• In fact, the present ATDHF-formalism does not contain the 
possibility for level crossings at all since within the symmetries, set by the 
initial conditions near the saddle point, the single particle wave functions 
are free to perform any possible variation. And, as mentioned already, however 
the mass looks like in a given coordinate, one can always perform a transfor-
mation to the reduced coordinate with a constant mass parameter and nearly 
constant width parameter ;\(q). 
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s. Solution of the Schrödinger Eguation for Bound States and Resonances 
The potential V and the quantum-corrected V-Z which enters into the collective 
Hamiltonian, are shown in absolute values as a function of the reduced dis-
tance in Fig. 9. The different contributions to the zero-point energy Z are 
s h own in F i g. 10. 
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Fig. 9: The classical potential V and quantum corrected potential v·-z plotted 
in absolute values. The corresponding asymptotic binding energy is indicated 
by a straight line. The barrier height and potential minimum are respectively 
2.72 and 9.91 MeV for the V potential and 2.94 and 4.65 MeV for the V-Z poten-
tiaL The new force of Ref. (Re84) is used. 
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Fig. 10: The quantum corrections for relative motion, rotation around the x-
axis (to be counted twice), for translation along the x-axis (tobe counted 
twice) and for translation along the z-axis, i .e. the collision axis. 
In order to allow for rotations of the total system we include the centrifugal 
term to our collective Hamiltonian · (T38), which reduces, using the reduced 
rlistance, to 
f12 d2 f12 
= - 2u- + V(q) + ze(q) L(l+l)-Z(q) ~ dq2 (N7) 
Thi s i s then sol ved for bound states foll owi ng the method of Vautheri n and 
Rrink (Va72), and for scattering states following the procedure of Smith 
(Sm69). 
To extract the 11 bound states 11 we took the calculated potentials up to the sad-
dle point and assumed the extension of this barrier height to r+oo. The results 
for the two interactions are summarized in Table 2. The resonance energies (in 
brackets in the table) are the positions of the phase shifts going through 
n/2. The even partial waves were calculated in the v+-z potential and the odd 
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ones in the v--z potential. With the BKN interaction no bound states are 
obtained due to the small depth of the V-Z potential, whose minimum is only 
2.27 MeV below the asymptotic binding energies of a. and 16o, whereas the 
experimental o+ ground state of 20Ne is hound by 4. 73 MeV. The new interaction 
yields a o+ bound state at -1.27 MeV which, however, is still not bound 
e nough. 
BKN ~1BKN exp. 
!/., E !/., E !/., E !/., E !/., E 
i 
0 .34 0 -1.27 i 0 -4.73 I 
(. 34) i I 
1 2.4n 1 1. 33 ! 1 1.06 
I 2 
(2.40) ( 1. 32) 
1. 65 2 -0.06 2 -3.10 
( 1. 63) 
3 4.2R I 3 3.21 3 2.43 
(4.33) (3.14) 
4 4.49 4 2.75 4 -. 48 I (4.43) (2.73) 
5 5 6.43 
(R.19) (fi.57) 
6 7.09 
(7.0~) 
7 7 
6 8.78 
(8.98) 
1 
5 5.53 I j 
l 
6 4.05 I l 
7 10.61 ! l 
(14.18) ( 11.88) 
8 12.77 
(13.07) 
9 9 
(2?..00) (19.10) 
In 
(20.90) 
(15.49) 
1
10 
(23. 89) 
, 
l 
8 7. 22 j 
I 
l 
Table 2: 11 Round state 11 energies and energies of the scattering resonances (in 
brackets) in MeV, solving the Schrödinger equation for the BKN and new inter-
action (MBKN) in the v+-z for the even and in v--z for odd partial waves. The 
energies are given with respect to the asymptotic a+16 0 binding energies. 
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Similarly in Ref. (Ma83) where also the BKN forcewas used within a con-
strained Hartree-Fock model they obtain the ground state of the generator 
coordinate calculation only 0.6 MeV below threshold. Their hope to get an 
energy gain of 4-5 ~1eV resulting from a projection on the o+ state is in vain 
since our present zero-point energy Z contains in the Gaussian overlap approx-
imation the correlation energy due to angular momentum projection. 
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Fig. 12: Ground state rotational band of 
2IlNe. Experimental levels, quantized ATDHF 
levels calculated with the BKN force (a=1.0) 
and with the new force (a=0.25) are com-
pared. The results obtained with 20Ne HF 
ground state plus addi ng a centrifugal term 
arealso given. 
An example of phase shifts is presented in Fig. 11, and in Fig. 12 we compare 
the positions relative to the o+ with the experimental (Aj83) 20Ne ground 
state band. The excitation energies of the 2+,4+,6+ states are in good agree-
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ment with experiment. The 8+ however is known to have no langer a rotational 
structure. So we cannot expect to find agreement with experiment si nce we 
describe the rotational properties by a simple centrifugal term proportional 
to L(L+l). As a comparison the rotational spectra obtained by using solely the 
moment of inertia of the 2°Ne HF ground state are also .given. The similarity 
of this spectrum to the ATnHF one is however cheating. Indeed the 11 correct 11 
angular momentum projection of the 20Ne HF intrinsic state, as shown in Fig. 2 
of the Appendix Al, shows a much more compressed spectrum over a factor .6 in 
comparison to its Peierls-Yoccoz approximation. 
The similarity between the HF and ATDHF spectrum, however, shows that the 
ground state band is indeed very close to the (8,0) classification of SU(3). 
The 1- band head of the inversion doublet lies at 2.06 MeV for BKN and 2.59 
MeV for MRKN above the o+ state which is in both cases too low in comparison 
to the experimental 5.78 MeV value. 
This shows that the dissolution of the a into the 16o goes not easy enough 
with the BKN force since, if both particles are not polarizable, one would 
obtain the spectrum of a rigid rotator with a negative parity band fitting 
into the positive parity band without energy shift. Therefore the greater this 
energy shift the higher the polarizability (Ik68). 
A further remark concerns the fact that since 20Ne is deformed in its intrin-
sie HF ground state, the moment of inertia is finite for the minimum value of 
the coordinate label. This makes all partial waves to start as s-waves since 
one does not have the usual t(t+l) behaviour. 
r2 
Another pecularity enters because the coordinate does not start from zero such 
that automatically a hard core enters into the calculation. This is contrary 
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to the usual two centre shell models where they impose artificially a r=O 
choice. On the other hand, the authors Tanabe and Nemoto (Ta74) report in a 
GCM calculation with Volkov 2 force that 11the a._l 6o interaction has a feature 
as if it had an effective repulsive core with the radius of ~ 3 fm for L<;8 11 
because the wave· functions have an outermost nodal point of inner oscillation 
of about 3 fm. 
Since it seemed for numerical reasons not possible to calculate form factors 
for even partial waves in v+ and to add these with the form factors for odd 
partial waves in v- at small angles, we calculated cross sections only in V-Z. 
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In Fi gs. 13 and 14 the elastic differential scattering cross sections are 
plotted for a W .bombarding energy of R.n4 and 14.7 MeV respectively. The two 
upper pictures show the comparison between experiment and the calculations 
done with the BKN and new interaction. The lower picture compares experiment 
with the Woods-Saxon fit to the experimental data. It turns out that the quan-
tized ATnHF values with the new force are qualitatively as good as the fitted 
Woods -Saxon cross sect i ons. At Ec~~ = 14. 7 ~1e V there i s around 8 = 100° a 
region which is poorly described by all models. Besides this the ATDHF cross 
sections agree in numbers and positions of the minima and maxima well with 
experiment. These examples demonstrate that, particularly at low energies, the 
quantized ATOHF theory is a suitable tool to describe elastic HI collision 
processes. It remains for the future to generalize the formalism to channel 
couplings. 
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6. GCM Structure calculations 
GCM and the more restricted Resonating Group Method calculations (La74,Ma75, 
Mi76,He76,Fi76) lead to satisfactory results for the description of the 2°Ne 
system. We however want to study a 1 so the dependence of the resul ts on the 
choice of the generating functions of the GCM. So far mainly two-centre har-
monic oscillator wave functions or wave functions of Brink's a-cluster model 
have been chosen. In these model s an r-dependent osci 11 ator wi dth b 1 eads to 
wave functions which are contaminated by spurious centre-of-mass excitations. 
Although we therefore coul d expect in pri nci pl e the same for our wave func-
tions we omitted this additional time consuming projection. We hope neverthe-
less that the effects will be minimal. The wave functions we use are projected 
on good angular momentum following the method which is outlined in the Appen-
dix Al. As a consequence we restriet ourselves to the BKN force in the follow-
ing since the neW interaction is not rotationally invariant. 
i) qATrlHF 
The correct qATDHF procedure would be to do a one parameter GCM with the cor-
related states ~ (q) described by (T41). As a first approximation, however, we 
c 
took the uncorrelated wave functions. The diagonal kernels Ht/Nt are presented 
in Fig. 15. We took 11 points with an interdistance of 1 fm in the octupole 
coordinate. A cut-off radius of 7 fm was taken and an accuracy parameter o for 
eliminating the linear dependent rows of the order o = 10-4 gave consistent 
results. Consistent results in thesensethat the 2 (equivalent) procedures 
"diagonalization before elimination" and "elimination before diagonaliz.ation" 
give the same answer. The results are presented in Table 3. 
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Fig. 15: Projected diagonal matrix elements <::<P~I HI<Pt>I<<P.e.l <P.e.'>. The dotted 
curve represents the unprojected values. 
~ 0 1 2 3 4 5 6 7 8 
=2.07 1. 09 -.90 2.92 1. 52 6.30 5.91 11.24 13.291 
. 5. 20 7. 96 6.24 9.31 8.10 11.82 11.34 15.72 16.60 I 11.00 16.26 1?..06 17.56 13.86 20.()1 17.13 23.91 23.28 
21.10 26.14 22.03 27.34 23.99 29.66 27.34 33.32 32.95 
29.73 33·. 77 30.4n 3S.15 32.32 38.15 35.63 43.58 40.561 
Table 3: GCM bound state energies in r1eV with respect to the a-160 threshold 
energy using the qATnHF wave functions. 
.R, 0 1 2 3 4 5 6 7 8 
2.73 4.1() 3.74 5.83 6.06 8.91 9.78 13.22 15.41 
7.82 9.40 8.53 10.79 10.14 13.38 12.81 17.55 18.11 
15.85 19.14 16.48 20.38 17.71 22.62 19.70 26.20 24.22 
26.2n 32.99 26.60 33.77 27.90 35.25 29.97 37.67 34.93 
40.98 47.27 41.46 47.70 39.23 49.23 37.37 52.10 50.15 
Tabl e 4: GCM hound state energi es in MeV with respect to the a-160 threshol d 
energy using the HF sudden approximation. 
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ii) HF sudden approximation 
Just as in the 2 centre harmoni c osci 11 ator model one can use the HF wave 
functions of theseparate nuclei, locate the single particle wave functions at 
several Separation distances and antisymmetrize the total system. In Fig. 16 
A 
we compare the(~IH~ '>/<.~ \~ '> for the AT!1HF and the HF sudden case. The 0 0 0 0 . 
other t-values are similar. The G01 bound states are summarized in Table 4. 
-120 f\ ~ ,...., l > 4He-160 QJ L: 1-J bkn 1- I 
w 
-130 t ~ 1-
~ l t sudden i.. ~ 
l-
-140 r 
f-
t atdhf 
~ 
-150 
2 3 4 5 6 7 8 9 10 
quadrupole distance [ fmJ 
A 
Fig. 16: Comparison of.(~ (q))HI~ (q)>/<~ (q)l~ (q))for the ATDHF wave func-
tions and the HF-sudden ap8roximat~on. 0 0 
From Fi g. 16 and comparison between Table 3 and Table 4 one learns that there 
is certainly a difference hetween the two ciifferent set of generating func-
tions, at least using the BKN force. 
Comparison öf Table 2 and Table 3 shows an energy gain for the 20Ne o+ ground 
state of 2.41 MeV for the GCM calculation with respect to the solution of the 
Schrödinger equation. One should however remark that we corrected approximate-
ly for the r.M-motion in the Schrödinger case whereas for the GCM calculation 
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no additional projection on translational momentum zero has been performed. 
According to the behaviour·of the translational zero point corrections in Fig. 
Hl one expects that the 2°Ne system woul d become 1 ess bound wi th respect to 
the a- 100 threshold if one includes a CM projection. 
i .. --2 I _.,. • - -]· -~]' J'J 
'l ~" - ,, : ~: ~-' _,. --r 
Fig. 17: Camparisan between the lowest bands in 20Ne by solving the Schrödin-
ger equatian~ ATnHF+GCM and sudden-HF+GCM. The states indicated by (scat) were 
not obtained by a bound state calculation but fram a phase shift analysis. 
In Fig. 17 we compare the rotatianal bands obtained from solving the Schrödin-
ger equation, ATnHF+GCM and sudden HF+GCM. The moments of inertia of the bands 
are not so much different, however the absolute pos it i on af the even and add 
band heads differ appreciably. The L=1 band head is excited by 2.12 ~~eV 
(Schrödinger equation), 3.16 MeV (ATOHF+GCM) and 1.37 MeV (sudden HF+GCM) with 
respect to the L=O graund state. Which structure wave functians (from which we 
have as many as discretization points were chasen) are the real quasi-bound 
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states of the compound nuclear system can be checked through a phase shift 
analyses or through the dependence of the energy position on the cut-off radi-
us in the structure calculation. 
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7 GCM Scatterin Calculations 
To calculate scattering phase shifts one needs also the kernels at large sepa-
ration distances in the asymptotic region (l26). Our procedure to construct 
wave functions in the asymptotic region is, however, so far not only very time 
consuming hut one would also need a much bigger grid to allow for large Sepa-
rations. We therefore only constructed the kernels until the asymptotic region 
where only the Coulomb force is still active. From there onwards we used an 
analytic formula until we had in total 36 discretization points available. The 
analytic formula is derived from harmonic oscillator shell model wave func-
tions with the same oscillator width b for the two clusters. For no interac-
tion and no exchange between the clusters one obtains for free particles 
N.Q. (q ,q I ) ::: ;t j.Q. (- 19.9.) exp {- q2 +g •2} 
2ß2 4ß2 
H.Q.(q,q•) = f12 2t+l { (q2+g 12 
- .Q. - ~)Nt 
- 2mp x 
ß2 4ß 2 
with h ß--
I ]..I 
(NB) 
-~ N } 
2ß2 t+l 
(N9) 
(NlO) 
Tothis hamilton kernel the Coulomb kernel has tobe added. The b value can 
either be fitted so as to ohtain a continuous kernel function or it can also 
be obtained from the following formulae for harmonic oscillator wave functions 
(Nil) 
with (Nl2) 
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or for all 9.-
(Nl3) 
Calculation of the left hand side of (Nl3) for two neighbouring asymptotically 
obtained wave functions .then gives an estimate for the oscillator width which 
we should take for the analytic formula. 
i) qATDHF 
The phase shifts obtained with the ATDHF kernels are presented in Fig. 18. 
They are obtained with a b-value (N13) equal to 1.637 fm. We shifted them 
over mr with n fixed according to Levinson's theorem for two centre shell 
model wave functions. The 9.- = 1 and 9.-=4 should show a sharp resonance araund 1 
MeV and 1.50 MeV respectively. However due to the Coulombinteraction the 
method that was used does not allow for small CM energies according to the 
condit i on (Ba 72) 
5 k r > :r n (k) + 7. 5 (Nl4) 
with 
(Nl5) 
(Nl6) 
which would mean for EcM = 1 MeV kernels up to r) 40 fm should be taken into 
account. The positions of the GCM structure states are indicated by the verti-
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Fig. 18: Phase shifts of even partial 
waves using the ATDHF generating func-
tions. The vertical lines denote the 
positions of the structure wave func-
tions. 
6 
1 =1 
4He-160 
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Fig. 18: Phase shifts of odd partial 
wave using the ATDHF generating func-
tions. The vertical lines denote the 
positions of the structure wave func-
tions. 
cal lines. The phase shifts do correspond quite well to the results obtained 
in the literature (Fi76,Ma75,He76) except of course that our R-=1,3 9 4 have no 
bound states and hence appear as scattering resonances which is experimentally 
i ndeed the case for R.=1 and R-=3. The results shown are the results obtai ned 
after eliminating linear dependences according to a cut-off parameter of 1.n-
4. This throws away 3 lin~ar dependent ones in the interaction region up to 4 
fm in the octupol e coordi nate di stance. Changing the cut-off parameter a 
little such that only 2 are neglected then all odd phase shifts get very sharp 
extra resonances some 4-5 MeV above the fi rst resonance, but do not change 
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elsewhere. The even partial waves do not change at all. Repeating the struc-
ture calculation with a smaller cut-off parameter also leads to an extra odd-
t band at the same positions as the extra scattering resonances. Two facts 
should be considered in this context. Although Nt and Ht go to zero for odd t 
in the limit of the symmetric HF state the Ht/Nt value should tend towards a 
finite value. Oue to the fact that our numerical methods do not give the same 
accuracy for the destination of the norm and hamilton kernel, problems start 
to occur close to the HF point for the odd t values. Secondly instead of tak-
ing discretization points with a constant distance between them in some coor-
dinate one should select the points according to their norm overlap with the 
other chosen wave functions, so that automatically then those points should be 
ignored which lie 11 close 11 to the HF point. Hence the above mentioned sharp 
resonances in the oddt phase shifts do not contain physics but are results of 
an overcomplete basis. It should also be noted that all phase shifts are no 
longer smooth-behaving ahove 30 MeV. This will be discussed in the section 
about the a-a system. 
ii) HF sudden approximation 
Since there is no difference with the qATnHF kernels in the asymptotic region 
the same b-value (N13) has tobe taken. The results are shown in Fig. 19 and 
are completely different from the ones obtained with the ATDHF kernels. Al-
though it is often believed that the sudden approximation is a valid one for 
the calculation of e.g. a-spectroscopic factors (Fl76), our results show that 
with semi-realistic forces like BKN only adiabatic wave functions result in 
good agreement with the experimental situation of the a- 16o system. 
Indeed, although the two approaches use the same interaction and the same 
asymptotic wave functions, only the adiabatic approximation leads to a ground 
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state band with small a-decay widths and to an approximate description of the 
higher-lying o4 band. 
5 1=0 
4 
3 
1= 
2 
1 
E CMeVJ 
cm 
Fig. 19: Phase shifts of even partial 
waves using the sudden-HF wave func-
tions. The vertical lines denote the 
positions of the structure wave func-
tions. 
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4 
3 
2 
1=7· 
1 
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Fig. 19: Phase shifts of 
wave using the sudden-HF 
tions. The vertical lines 
positions of the structure 
tions. 
odd partial 
wave func-
denote the 
wave func-
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R. Poles and Decay Widths 
The S-matrix defined through the phase shift, eq. (T20), 
\ (E) (N17) 
can have poles in the complex E plane. Making use of the definition of the 
statistical operator (Di?.R,Ne32) one can show (Frn5,Fr70) that the decay 
widths of unstable nuclei are given by the position of the poles of the S-
matrix. The only assumption is that only the a-decay channel is open and hence 
no y-decay to bound states can occur. One has therefore to extend the GCM 
method to complex energies in order to extract the SL-matrix. It is, however, 
more convenient to introduce another function, the K-matrix, which has a regu-
lar behaviour at the poles of the S-matrix. The definition of the K-matrix is 
(N18) 
and for SL + oo one has KL + -i. Since KL has singularities for ot = (n + l/2)n 
it might in some cases be more convenient to use K[l which shows in turn sin-
gularities for ot = nn. Making use of the KL matrix one has to choose a mesh 
in the complex energy plane suchthat it overlaps -i in the KL plane. Choosing 
a finer net areund the pole one can rletermine the corresponding complex energy 
to any desired accuracy. An example is given in Fig. 20. Position and width of 
some states are summarized in Table 5. 
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1 
-1 
-2 
-2 -1 0 1 2 
Fig. 20: Example of locating the· resonance pole in the t=O partial wave scat-
tenng a.-1 6 0 (qATnHF). The cross indicates the position of the pole of the S-
matrix. The real and imaginary parts of the energy Er,Ei are given in r1eV. 
J1T Eth rth Eexp rexp 
6+ 5. 425 .005 4.05 • 00011 
R+ 12.435 .12R 7.22 .000035 
s- n.ll8 .175 5.53 .141 
7- 11.358 .65R 10.61 .380 
o+ 4.63 1. 49 3.57 > .800 
2+ 5.53 1. 51 4.07 ).800 
4+ 7.R1 1. 69 6.06 .350 
fi+ 11.31 2.47 7.85 .OR8 
s+ 18.40 2.Fl4 12.57 .213 
Tahle 5: Energies with respect to the a.- 16 0 threshold and widths in MeV 
obtained in qATDHF with the RKN interaction. Experimental values come from 
(AjR3). 
As can öe expected the wi dths only cornpare with the experimental ones if the 
position is close to the experimental position. Since the 0~ band has a much 
srnaller decay width we have to compare our second e~en-t band with the 04 band 
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from the experiment. The spectra are shown in Fig. 21. The indicated calcu-
lated bound states are the ones from the GCM structure calculation. 
>w 
L: 
15 
10 
5 
0 
ATDHF 
Exp. 
complex GCH 
fi' 
a• 
r 
fi' 
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~;. F o• 
6+ r 
--------7 ---------r 
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_____ ,,. 
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-----2· 
-----2· 
-------o• -----o• 
Fig. 21: a-160 spectra of the ot, o- and 04 bands compared with the qATDHF 
calculation using the complex Gc'M method for the location of the scattering 
resonances. We indicated also the a-16o threshold energies. 
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9 Inclusion of Other Structural Confi rations 
The (sd)4-shell model calculation for 20Ne (Ak69) describes the K1T = o; band 
in 20Ne as having the dominant SU3(4,2) component. Later on.in a·microscopic 
five alpha cluster model in the GCM framewerk it is found (Ne75) that these 
shell model configurations with SU3(4,2) symmetry can be expressed by the 
Superpositions of the a- 12c-a configurations. The admixtures of the a+16o 
cluster components in this picture then also explained the large a-reduced 
widths of this 02 band. The a+16o and 8Re+12c coupling model (Fu79), on the 
other hand, ohtains also the Kn = n; hand in good correspondence to the exper-
imental features. 
Since it is very easy in our program to start with different cluster configu-
rations let us therefore also study the influence of enlarging the model space 
in order to investigate whether we can describe the different structure bands 
in the 20Ne system. 
i) The a=12C=a symmetric configuration 
We started the ca 1 cul at i on with an a-12c di stance of 6 fm on both s i des. We 
obtained in this way again a 11 collective 11 path which, due to the underlying 
symmetries, has to converge in the end to the same 20Ne HF ground state. The 
path, followed in the (0 20 ,o30 ) plane, is shown in Fig. 22. The little devia-
tions from the o30 = 0 line are due to small numerical errors because in order 
to have an even number of points on the z-axis for the Fourier transform sub-
routines we have 1 point less on one side of the grid. 10 discretization 
points were selected along this path and the GCM structure calculation was 
performed. The results are summarized in Table 6. 
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Fig. 22: The different collective ATDHF paths followed in the 02o,03o plane 
for a=l2C=a, a-1 60 and a-1 2C-a using the BKN interaction. 
L 0 
-.32 
14.03 
23.19 
32.33 
2 
• 59 
14.55 
24.05 
32.94 
4 
2.76 
15.75 
25.56 
34.23 
6 
6.43 
18.21 
28.38 
36.60 
8 
12.79 
23.06 
32.96 
39.96 
Table 6: Energies in MeV with respect to the a-1 60 threshold for the GCM 
structure calculation with the a=l2C=a wave functions. 
Coupling the a-16o wave functions to enlarge this basis gives the spectra of 
Tabl e 7. 
L 0 1 2 3 4 5 6 7 8 
-2.34 1.07 -1.33 2.91 1.05 6.27 4.94 11.25 11.31 
5.14 7.99 5.91 9.34 7.76 11.73 10.83 15.58 15.35 
10.92 16.25 11.67 17.54 13.46 19.95 16.45 23.82 21.23 
14.99 22.45 15.49 23.51 16.78 25.49 19.27 28.82 23.64 
20.92 27.99 21.74 29.25 23.62 31.48 26.88 35.23 31.81 
Table 7: Energies in MeV with respect to the a-160 threshold for the structure 
calculati.on with the coupling of the a-160 configurations with a=l2C=a. 
- 60 -
Comparing Table 7 with Table 3 and Table 6 shows that there is almost no mix-
ing between the 2 configuration spaces except for the lowest band which has as 
a big component the HF ground state which is common to the 2 spaces. 
If one would plot the energies that correspond to the points in the (02Q,03o) 
space one would immediately understand why inclusion of the a=12c=a configura-
tions does not lead to an extra state between the ot and o4 bands. The valley 
16 along the a- 0 path is really too steep in the 020 direction to allow for a 
new mode. Repeating the full calculation with the Skyrme III force even 
worsens this situation a little. 
ii) The a-12c-a asymmetric configuration 
In order to fill up the configuration space between the two paths of a- 16o 
and a=12c=a in Fig. 22 we tried also to start with an asymmetric configura-
tion. However, the ATOHF generating procedure immediately for~es the system to 
fall down in the a- 16o path as shown in Fig. 22 even with taking as starting 
configuration an a-particle at 5 fm and the other at 6 fm with respect to the 
12c central system. This is in accordance with the fact that qATDHF is 
designed to describe the lowest modes of the system. 
Within the one parameter ATDHF version it seems not possible to fill up the 
full (02o,o30 ) plane; one would need a 2 dimensional ATDHF energy surface. 
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The a+a ~ 8Re System 
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1. Introduction 
The existence of a strongly tight alpha particle has been one of the main f~~­
daments which led to the alpha-particle model of the 4n nuclei. a-molecular 
aspects of a nuclear system can however only be expected when the nucleus can 
be divided into two .(or more) subunits without a great loss in binding energy. 
This means that the threshold into the 2 cluster channel must be close to the 
quasibound or bound structure states of the compound nucleus under considera-
tion. An example is the a- 111o system where the threshold lies inbetween the 
ground state band and the first odd parity band of the 2°Ne system. The reason 
why such an a-particle does not dissolve completely into the combined system 
can be understood by cons i deri ng the Paul i pri nci pl e. Th i s i nfl uence of the 
antisymmetrization has already been often investigated (Sa69,FT76,Wi77,La79). 
Especially in the case of Bße the Pauli principle prevents the two a-particle 
s-waves to interpenetrate into each other. such that the Rße ground state is 
almost a pure a+a cluster configuration and a narrow .potential resonance with 
respect to the a+a decay channel. 
The a-a system has been investigated in numerous models, among which the a-
cluster model of Brink (Br65) is very convenient to calculate the equilibrium 
form of its nearly bound state 8Be. In this state· the a-clusters have been 
shown tobe mutually polarized (Ra72,Ar81). In order to treat correctly the 
relative motion for 2 colliding nuclei one has to extend these .models as is 
possible in the generator coordinate method. a-a scattering in the GCM frame-
work can be found in the following references (Ho70,Ba70,dT72,Ta73,Fr74,Ba74, 
Hu77). All these calculations however do not take into account the distortion 
of the ions during the collision. 
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That distortion is important can be seen from our a- 16o results in the compar-
ison qATDHF+GCM and HF-sudden+GCM and a similar result for 16o-1 6o was 
obtained by Reidemeister (Re72). However due to the tightness of the a-par-
ticle the effect of distortion in the a-a phase shift will be relatively minor 
(Ni71). Nevertheless, it has been pointed out by Schmid and Schwager (Sc73) 
that the inclusion of distortion can lead to narrow resonances which are 
caused by the presence of channels which are not open in the model space. 
An extensive study including deformation in the a-a systemwas performed by 
Deumens (De82), where fi rst the connecti on between the structure and scatter-
ing states is analyzed, and second, the conclusion is made that, although 
their model space only consists of 2 equally polarized a-particles, the a+a* 
configuration is also present in this model space. Therefore some resonances 
can be obtained with the a+a* structure if this channel is not open in the 
model space. If the arldit i anal channel i s opened these resonances mi ght turn 
into normal transit states. For quasibound states one would obtain a wiggle 
(Fu77,Fi81) in the phase shift which corresponds to a one-level-two-channel 
Breit -Wi gner formul a. It woul d therefore be good to know the effects of the 
distortion brought about by the qATOHF in comparison again with the HF sudden 
approximation. 
2. GCM Structure Calculations 
i) qATnHF 
The diagonal kernels H0 jN0 are shown in Fig. 1. For the GCM structure calcula~ 
tion points were taken into account up to 6 fm and the results are summarized 
in Table 1. A smaller cut-off estimate parameter was taken then in the a-H>o 
case because we want to consider also the high-lying structure levels in 8ße. 
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Fig. 1: n;agonal kernels H0 jN0 obtained with qATDHF and in the HF-sudden 
approximation with the BKN interaction. 
ii) HF sudden approximation 
The H0 jN0 potential is compared in Fig. 1 with the qATDHF one. It is a very 
flat potential which shows no such clear minimum as the qATDHF one. The 
results of the structure calculation are listed in Table .2. A comparison 
between both calculations and experiment is shown in Fig. 2. One notices that 
the first three levels are rather the same in these two model spaces. This is 
L 0 
.36 
6.68 
18.28 
27.02 
35.58 
40.65 
48.75 
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2 
2.85 
8.37 
19.69 
28.61 
37.49 
43.61 
50.70 
4 
8.69 
12.99 
23.21 
30.98 
40.48 
45.01 
62.11 
Table 1: Energies in MeV of the GCM structure calculation with respect to the 
a+a threshold using the qATDHF wave functions. 
L 0 2 4 
1. 35 3.68 8.64 
6.79 8.42 13.03 
16.1)9 18.08 21.15 
32.Hi 32.86 34.15 
52.11 52.91 52.04 
75.50 85.92 79.19 
Table 2: Energies in MeV of the GCM structure calculation with respect to the 
a+a threshold using the HF sudden approximation~ 
in complete agreement with the results obtained by Deumens (De82) in the com-
parison between his 11 T-model 11 (distortion at r=O) and the cluster model. He 
uses the B1 interaction. Our spectrum is however a little more compressed 
(considering one Q.-value) which is in better agreement with experiment. The 
situation for the higher levels, on the other hand, is different. Deumens 
obtains 2 further levels in the T-model before the appearance of a level in 
the cluster model whereas in our spectrum the next level in the HF sudden 
approximation appears next to the 4th one obtained with qATDHF. 
The position and number of these higher levels will however depend on the type 
of distortion that is taken into account, cfr in the 11 1jJ model 11 (distortion 
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until some finite radius) of Deumens an extra level appears. Another important 
difference isthat we have a one dimensional path in our qATDHF rnodel space, 
which means foradefinite distance that only 1 wave function is considered. 
We can compare it with taking wave functions along the valley of the energy 
surface constructed in this 11 1jl model". It further follows from his scattering 
analysis that the 4th structure state has the a+a* configuratiön structure and 
is seen as a sharp resonance in the scattering phase shifts. 
I= 0 
40 
30 
20 
10 
0 
1=2 
Exp. 
---2 
---0 
---.4 
~------2 
-------0 
---2 
---0 
Fig. 2: qATDHF+GCM for bound states (full lines) compared with the HF-sudden + 
GCt~ bound. states (broken 1 i nes) for the a-a system usi ng the BKN force. The 
experimental situation is shown in the last column. The dashed lines corre-
spond to the very broad resonances of the exp~rimental second band. 
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3 GCM Scatterin Calculations 
i) HF sudden approximation 
The phase shifts 8
0
, ot' o4 are shown in Fi g. 3. The Q,=O phase shift is not 
shown for smaller energies again because of the inclusion of the Coulomb 
interaction which, due to technical reasons, does not allow for very small 
energies. They agree with the experimental ones in this energy region so far 
as the hi+p channel is not important, which is not included in our approach. 
This channel opens at 17.35 MeV. 
1 
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0 
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cm 
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Fig. 3: Phase shifts ö t = 0,2,4 for a-a scattering in the HF-sudden approxi= 
mation. t 
ii) qATDHF 
The a-a phase shifts are compared with the experimental ones in Fig. 4 up to 
20 MeV. The arrows mark the opening of other ·channels which are not included 
in our model space. The experimental data are copied from {De82) and are taken 
from (He56,To63,Ni58,Ch74,BR72). First calculations showed a broad bump struc-
ture with a small one on top of it starting at ±30 MeV in the .t=0~2,4 phase 
shifts. Throwing away linear dependent rows in the input matrix until only 6 
discretization points are retained for the inner region results in the phase 
shifts shown in Fi g. 5. 
A lthough they a re not ni ce sharp resonances accordi ng to thei r i nterpretati on 
(DeR2), their position seems to correspond with the 27.02, 35.58 and 48.15 MeV 
levels obtained for .t=O in the GCr1 structure calculation. This would then cor-
· respond with the results of the 11 1/1 model 11 except for the fact that the 4th 
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Fig. 4: Comparison of the experimental a-a. phase shift.s with our qATIJHF cal-
culated results. The arrows mark the thresholds of other channels. 
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Fig. 5: Phase shifts ö2 t = 0,2 obtained in the qATDHF space. 
state in the HF sudden approximation should lie somewhat higher if its struc-
ture is to be the same as that of the 40.65 MeV t=O level. A crucial test is 
the position of the ~* state in our model space which should then be expected 
to be at -:27 MeV. 
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4. The Rreathing r1ode of 1 a-Particle 
Experimentally the first excited state of the a-particle lies at 20.1 r1eV, 
has J1T = o+ T=O and i s rather 1 ong-1 i vi ng unt il it decays i nto t+p. Theoret i-
cally it is usually treated as the shell model state of 2~w excitation or the 
breathing mode state (Br82). Its character is however not so clear and because 
of its large single-nucleon reduced width attempts with a 3+1 nuclear struc-
ture have also been made (Fu78). Due to our quartet symmetry we are restricted 
.to the breathi ng mode structure.· We therefore change the osci 11 ator wi dth of 
the Gaussian input s-wave function for the a-particle and take it as 
ö x 4116 fm. 
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Fig. 6: "Collective" spaces obtained in qATDHF starting with V!ferent oscil-
lator widths for the initial gaussian wave function. b = o•A fm and the ö. 
is indicated in the figure. 
In Fig. 6 we plotted the obtained qATI1HF "paths" falling down to the HF ground 
state of 4He. The i ndi cated numbers are the different ö val ues whi eh were 
chosen. This shows that the qATDHF procedur~ does not merge in this case into 
some maximal decoupled collective space. 
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Since all states are however Slater determinants we can interpret the lowest 
curves in energy as an approximation to a constrained Hartree-Fock calculation 
where the rms radius would be the constraint. Therefore taking the o = 1. 
curve and the ö = 3. curve and performing a GCM calculation we obtain the 
spectrum of Table 3. 
L=O 
-16.78 
0.94 
9.10 
11.20 
28.65 
Table 3: Energies in MeV of the GCM breathing mode calculation for 1 a-par-
ticle with the BKN force. 
This would mean only an excitation energy of 17.72 MeV for the a* in cantrast 
to the expected 27 MeV. 
One could think of taking only a deformation in z-direction because our a-par~ 
ticles get deformed in the collision direction in performing qATDHF. However 
in this approximated model the excitation energy remains 17 t1eV. 
Several points should be considered now: 
1. No centre-of -mass correct i on was performed whi eh mi ght be too crude for 
such a light system like a-a. 
2. Since the a-particle is so small it is really going to the limits of our 
present grid dimensions. We can of course easily take smaller distances 
between the grid points but then in performing the angular momentum pro-
jection errors occur in the asymptotic region because then the dimensions 
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in x and y di rect i on are gett i ng too sma 11 (see Appendix) to rotate the 
a-a chai n. 
Especially for the phase shifts which do not look very smooth the grid 
effects were checked in some analytic model with kernels defined through 
with 
V 
Vsw(q) = --0-=q--q=--- + vcl b. 
l+exp{--0 } a 
Adding oscillations to N0 by multiplying with 
{l+a sin k(~)} 
causes oscillations to occur on top of previously obtained smooth phase 
shifts even for a = .01 values. As was mentioned at the end of the 20Ne 
chapter there the phase shifts showed some structure at energies araund 30 
MeV, too. They might be of the same nature as the a-a ones. 
3. It might also he that our qATDHF collective space, although it polarizes 
both a-particles too, does not include fully the combination of our con-
structed a* wave function and normal a wave function as is the case in 
(Oe82). Therefore the qATDHF a* present in the a-a space coul d be at a 
higher excitation energy. 
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The a+12c Structure of 16o 
- 75 -
1. Int roduct i on 
So far we have been concerned with 2 cluster systems which are both spherical 
outside the interaction region. The a- 12c structure of 16n encloses the possi-
bil ity to i nvest i gate how the i nfl uence of the deformat i on of the carbon 
nucleus appears in the qATnHF concepts. 
The first excited state of 16o, often called the 11 niysterious second zeroplus 
state 11 (FußO), has been a keystone to the understanrling of the structure of 
Hio. Just as for the ground state of 20Ne it is a head of a rotational band. 
Following the calculations of (Ca64,t~i64), the a-particle resonant scattering 
on 12c shows a second rotational band of odd parity states which have a large 
reduced a-width (Ro60). This leads to the suggestion that these states of the 
K1T = o- band consist of an a-cluster rotation outside the 12c nucleus. This 
idea was then extended to the positive parity band because of the inversion 
doublet model of Horiuchi and Ikeda (Honß). 
The Orthogonality Condition r1odel (OCM), with inclusion of the 21, 41 excited 
states of 12c in a coupled channel approach, is able (Su74,Su76,Su78) to 
reproduce the spectra of all T=O levels below 13 ~1eV •. This requires, however, 
the inclusion of adjustable strength parameters. Nevertheless this study found 
the 6.06 and 9.6 MeV r.otational bands to be approximately represented by the 
a-12c (0+) channel alone. Therefore, since we are interested in the low energy 
spectra, we can restriet ourselves to the dynamics of the a+12c system and 
compare our qATOHF results with the ones obtained in the usual GCM-like theo-
ries (Ho73,HH77,Ba77,LiRO). 
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2. Approximate Projection of 12c on o+ 
The partial wave version of the Hill-Wheeler equation (Tl2) is restricted to 
spherical nuclei. We therefore have to project first the 12c nucleus on its o+ 
ground state. The details of the corresponding angular momentum projection are 
given in the Appendix Al. Using the BKN interaction, one obtains an energy 
gain of 4.26 MeV with respect to the unprojected energy expectation value. 
The qATDHF procedure, however, describes the dynamics of the cluster system as 
a whole without allowing the projection of one cluster separately during the 
construction process (T36) of the collective path. However, one can study the 
changes in the dynamics of the cluster system by putting each deformed cluster 
in a different initial starting position (Ni85). Only afterwards one is then 
able to add up the different systems with weighing factors in order to obtain 
an angular momentum projected state of one of the clusters. This procedure is 
only meaningful in the asymptotic region for two well separated fragments 
since in the internal region of strong overlap one cannot distinguish between 
the different clusters and hence the projection becomes senseless. This 
becomes also clear through the fact that the different collective paths do not 
have necessarily the same range of the (identically chosen) collective coordi-
nate; What we need is therefore a wave function which in the asymptotic region 
should be 
(01) 
This wave function could be obtained through 
(02) 
- 77 -
However, the qATDHF procedure would then have to construct the corresponding 
collective path for each n. Since this is too time consuming, · we need an 
approximated method. Following the suggestion of Cugnon (Cu79) in the case of 
a 12c nucleus we replace the integral in (02) by a 6 point 
{ ( 0, IJ> ) , ( 1r , 1J> ) , ( 1 I 21r , 0) , ( 1 I 21r , 1 I 21r ) , ( 1 I 21T , 1T ) , ( 1 I 21T , 3 I 21T ) } f o rmu 1 a • Th i s 1 e a ds t o 
(03) 
where the notation I~J>x> means the 2 cluster Slater determinant consisting of 
an a-particle and the deformed 12c nucleus with its symmetry axis pointing in 
x-direction. Because of the symmetries imposed on our grid and our initial 
wave functions the a-x and a-y collective paths can be obtained by con-
structing one of the paths and then interchanging the x and y axes to obtain 
the other configuration. Hence we are left with only 2 dynamical Situations to 
be studied. ßecause the path propagator (T36) conserves the initially chosen 
parities in x and y direction the three different configurations will always 
stay orthogonal to each other, hence the norm factor will remain 1113. 
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3. The Collective Paths 
For this system a grid distance of .8 fm and Ecut = 155 MeV was chosen (Ni85). 
In Table 1 we summarize the binding energies of the different systems. 
EHF z EHF-Z exp. 
4He 
-16.92 12.16 -29.18 -28.30 
12c ( z) 
-71.07 16.10 -87.17 -92..16 
160 -116.72 10.68 -127.40 -127.62 
Table 1: Binding energies in MeV for 4He, 12c with its symmetry axis pointing 
in z-di rect i on and 16o. EHF denotes the uncorrected va 1 ues, Z the amount of 
corrections and EHF-Z the quantum-corrected binding energy. The experimental 
values are given in the last column. 
What will be important for the following is the difference in binding energy 
between the asymptotic channel a+ 12c and the comhined nucleus 16o. Using the 
classical potential energy surfaces this energy difference amounts to 28.7 
MeV, taking quantum-corrected values we get 11.0 MeV, whereas experimentally 
it is only 7.2 r~eV. This difference between the theoretical and experimental 
binding energy, being primarily a property of the force, will certainly limit 
the quality of our calculations of the a-12c scattering. In Fig. 1 we show the 
two different collective paths. For the axial situation in which the symmetry 
axis of the 12c points towards the a-nucleus the combined system merges into 
the 16o HF ground state. The non-axial configuration becomes also left right 
symmetric but has some 22 MeV less binding energy than the 16o HF ground 
state. The reason why it has a finite octupole distance is due to the arbi-
trariness of our choice of a collective coordinate. The octupole distance has 
been constructed so as to obtain the right cluster distance in the asymptotic 
region. For the a- 12c system the equation (N4) reduces to 
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Fig. 1: Collective paths constructed with qATDHF for the a.-12C cluster system 
where the axial configuration is the one in which the symmetry axis of 12c is 
pointing along the collision direction and the non-axial configuration has its 
12c symmetry axis pointing perpendicular to the collision axis. 
(04) 
with 
o20 (
12c) = -20.15 efm2 axial 
o20 (
12c) = 10.35 efm2 non-axial 
For both cases one has o30+0 for the minimum of the energy curve but only for 
the axial.symmetric case the R=O solution is the continuous extension. 
A similar problern holds for the quadrupole distance 
( 05) 
which for both cases gives a finite value at the HF point, i.e. R ~ 4.46 fm in 
the non-axial case and R = 2.59 in the axial case although 16o is a spherical 
symmetric system. 
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The mass parameters (T34) are very similar to the ones in the a-H5o case and 
are therefore not shown here. They tend again to the reduced value of 3 in the 
asymptotic region and have a maximum of 5 (4.5) around 4.75 (6.70) fm in the 
quadrupole distance. The values in brackets are for the non-axial case. Again 
a di vergency emerges in comi ng cl oser to the HF poi nt and it can be overcome 
if one is using the octupole distance. 
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4. GCM Structure and Scatterin Calculation 
Si nce we project the 12c nucl eus on its o+ ground state we need to cal cul ate 
j\1\ "' 
the kernels <<Pql HP.Q,\<Pq•> and <<Pql P.Q,I<Pq•> with <Pq given by the linear combina-
tion of Slater determinants constructed in (03). Since this system is again 
axial symmetric the angular momentum projection involves only one integration. 
We may write using (03) 
( 0 ()) 
The mixed kernels in (06) were proven to be very small in comparison to the 
non-mixed ones and will therefore be neglected. For q=q' this is even not an 
approximation. The physical meaning, as pointed out by Cugnon (Cu79), is that 
the i nteract i on cannot change the ori entat i on of the fragments. (06) reduces 
therefore to 
(07) 
The diagonal contributions divided by the norm kernels are plotted in Figs. 2, 
3 and 4 respectively. 
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Fig. 2: <4> JHPtl c1> >/(4> 1Pi4> > for the qATDHF wave functions of the a-12C system 
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As a first approximation we take only the kernels of the et~z configuration 
since it is the energetically more favourable one and because the kernels are 
very similar to the ones obtained hy HUsken (Hu77) in performing an unapproxi-
mated projection on n+ .. The GCM structure calculation was performed with a 
cut-off radi us of 7. 4 fm and a cut-off est imate for 1 i near dependences of 
1.0-4. We took 11 discretization points into account. The results are pre-
sented in Table 2 and compared with the experiment (As77) in Fig. 5. As can be 
R., 0 1 2 3 4 5 6 7 8 
-20.06 -2.75 -R.55 
-.83 4.39 -.67 5.53 2.28 7. 23 4.48 11. M'l 13.14 
5.36 8.30 5.54 9.49 7.28 10.11 9.86 14.09 18.90 
11.52 15.09 11.08 16.46 13.13 17.52 16.38 19.44 25.73 
19.R3 24.32 13.38 25.93 19.97 27.n4 24.15 20.85 36.64 
31.61 18.49 28.85 40.n7 34.28 30.43 50.35 
Table 2: Energies in MeV with respect to the et- 12 c· threshold for the Ger~ 
structure calculation of the axial symmetric a- 12 C configuration. 
> (l) 
:E 
10 
5 
0 
-5 
- 84 -
ATDHF E'xp. 
GCH 
----r 
----s• 
----r 
----s- ----.5" 
-----,r 
----:f ----3" 
____ ,,. 
----4· ____ ,-
===;: 
====a: ====!; 
-'----r 
----o• 
---,----,T 
1-20.06) ! o+ 
Fig. 5: Camparisan between experimental levels and the calculated levels for 
the GCM structur.e calculation a-1 2C axial configuration. The a-12C threshold 
is taken tobe the zero position. The BKN force has been used. 
seen the ground state t=O is too tightly bound with respect to the a-12c 
threshold, which, as already mentioned, is a consequence of the fact that the 
BKN force is not able to reproduce the binding energies of an 3 nuclei. A 
better value is to be expected if one projects also on vanishing total linear 
momentum, as shown in Table 1 where for the quantum-corrected values 
F.HF-Ztrans are given. Also the 3- bound state is some 7 MeV too low. 
As can be seen the odd parity band has a too big moment of inertia and the 
even parity band with the o+ and 2+ as bound states with respect to the a-12c 
threshold daes not look like a rotational band. The results of the GCM scat-
tering calculation are presented in Fig. 6. We should note that the second 
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Fig. 6: qATDHF+G01 scattering phase shifts for the a=12 C axial configuration 
system. The vertical lines represent the results of the GCM structure calcula-
tion. 
burnp in the t=7 phase shift is numerically unstable. Variation of the number 
of discretization points has a drastic effect on its position leaving the 
lower part unchanged. Also the rise inthe t=2 phase shift has to be considered 
as spurious because the GC~1 calculation with imaginary energies results in an 
infinite width. The widths of the states are summarized in Table 3. The BKN 
force as well as the prohlem of the extension of an asymptotically well 
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defined angular momentum channel towards the combined system lead to much 
worse results than for the a- 16o case. 
Q, E r Eexp r 
-- exp 
4 2.45 .0005 3.19 .027 
6 4.54 .005 9.13 • 370 
1 5. 61 2.64 2.47 .510 
3 6.59 1.89 4.44 • 800 
5 7.R1 .78 7.51 .560 
7 13.15 • 7() 13.72 • 650 
Table 3: Positions in ~1eV of the poles of the S-matrix in the a-1 2C (axial 
symmetric configuration) scattering. Experimental values- are taken from 
(AS 77). 
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Appendix Al 
Angular t1omentum Projection Calculations on a Grid 
- 88 -
A. Gri d 
All our calculations are performed on a 3 dimensional grid with a constant 
step size d in all 3 directions. The grid is constructed in such a way that it 
obeys the symmetries of the D2h-group (El79), i.e. reflection symmetry in each 
direction. The importance of such a choice lies in the consequences on the 
operators which are constructed on the grid. A reduction of the numerical 
effort is the main intention. Two labelling types for the mesh-points can now 
be chosen according to an even or an odd number of points • 
For an even number we choose 
and for an odd number 
••• -3/2 -1/2 .1/2 3/2 
••• -2 -1 0 1 2 ••• 
This type of grid is especially convenient for an angular momentum projection 
method for wave functions represented on a grid which was proposed recently by 
n. Raye and P.-H. Heenen (RaR4). 
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B. Re resentations on a Grid 
A wave function is represented on the grid by a column-matrix of dimension 
Nx·Ny·N 2 and each element is labelled by 3 numbers according to the labelling 
types for the 3 directions. An operator is represented by a square matrix of 
Since we will be interested in rotations we concentrate a-s an example on the 
orbital angular momentum operator Lz· The exact relation 
L
2 
'i' = l (x ~ - y ~) 'i' 
1 ay ax (in units 11) ( p 1) 
is transferred to a grid using an N-point Lagrange differentiation formula 
(Lzi)J)R.mn = -i I c~(R.I)JQ.m+~n-mi)JQ.+~mn) (P2) 
~ 
N odd 1 c~ = 0 for I~ I >-z (N-1) 
cll = -c -~ 
We used N=9 wi th the coeffi ci ents c11 gi ven by 
Si nce Nx and Ny do not change for different z-val ues one can defi ne the 2 
A. 
dimensional restriction of the operator L2 
A 
footnote: notation convention: L2 , 'f 11 real 11 operators and wave functions 
Lz 9 ~ their matrix representation on the grid 
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(P3) 
This matrix operator is hermitian and verifies following reflection symmetry 
relations, just as the exact operator, 
[L
2
.P] = {L P } 
' Z' X ( P4-) 
hecause of the symmetries imposed on the grid. Note also that (P3) is indepen-
dent of the chosen meshsize as it should be. Let us analyze this operator more 
carefully by studying its eigenvalues and eigenvectors. Indeed, it will be our 
aim to perform an angular momentum projection, which involves rotated wave 
f . i a.Lz . h unct1ons: e ~. If we d1agonalize t e L2 matrix 
where t is a diagonal matrix and g is the eigenvector matrix, the rotation 
z 
matrix operator becomes 
e 
ia.L 
z 
= g e 
iat ia.A. 
z g + = L e , V. v: 
i 1 l 
with running over all eigenvalues A; and corresponding eigenvectors V;. This 
will allow us to obtain a rotated wave function represented on the same grid. 
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C. Eigenvalues and Eigenvectors of L7 
If we divide the xy-grid space in 4 blocks according to the following figure 
y 
X 
then one can write, using the relations (P4) 
Lz = L1 L2 
-L2 -L 1 
L3. L4 
(P5) 
L-L4 -L3 
where L; combines points from the ith block with points from the first block. 
Because of the definition of Lz (P3) all elements of the L3 matrix are zero. 
The dimension of the submatrices is 1/4 Nx·Ny if Nx and Ny are even. If Nx 
and/or Ny are odd one has to replace Nx and/or Ny by Nx+1 and Ny+1. The invar-
iant axis points have to be weighted in these cases by a factor 1/12 if they 
a re common to 2 bl ocks and by a factor 1/2 if they are common to 4 bl ocks. 
Since Lz is hermitian and odd under time reversal t. and -t. are simultaneaus 
real eigenvalues of L2 with complex conjugate eigenvectors V and V*. 
For a non-degenerate ei genva 1 ue t. the correspondi ng ei genvector V obeys fol-
lowing relations, according to (P4), 
PV = n V 1 
p x V = n 2 V* 
P V = n V* y 3 
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If we take V to be normalized then from the first relation it follows n1 = ±1, 
and from relation 2 and 3 ln 2 1 = ln 3 1 = +1 because P,Px,Py are hermitian pro-
j ect i on operators. Because V i s defi ned withi n a phase factor one has the 
freedom to choose e.g. n3 = +1. Since also n1 = n2•n 3 one can write 
n1= n2 ~ n = ±1. Lab~lling a specific eigenvector of Lz by n and another label 
k: 
"' V* nk 
(P6) 
Therefore the real and imaginary parts of V transform according to the 
An and Rn i rreduci bl e representat i ons of the C5 xC; symmetry group (La66). We 
may therefore separate Vnk for the different blocks 
(P7) 
where a norm factor 2-3/2 is taken because the real and imaginary parts of vnk 
are separately normalized to unity. Inserting (P5) and (P7) in the equation 
L V k = >. kV k Z1T 'IT 1T 
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results in one independent equation only 
(P8) 
Separation of the real anrl imaginary parts leads to 
R I (Ll +L2+rrL4)v1Tk = ;.TikvTik 
(P9) 
I 
-i R (Ll-L2-TIL4)v1Tk = 
.>.TikvTik 
Define 
4 
XA1T = Ll+L2+1TL4 = I XA (i)L. i=l 1T 1 
and 
4 
::: L 1-L 2 -1T L 4 = I X B ( i ) L. 
; =1 1T 1 
One has 
suchthat following eigenvalue equation 
(PIO) 
has to be solved. For .>.1rk * 0 the imaginary part is easily obtained from 
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(P 11) 
From (PlO) and (Pll) it follows that >..1Tk and -"nk are eigenvalues correspond-
ing to complex conjugate eigenvectors, as was mentioned earlier. 
The >..1Tk = 0 are special cases hecause they will turn out to be degenerate. 
However they can be avoi ded in the appl i cati ons because of the exi stence of 
completeness relations. 
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n. Completeness Relations 
Starting from the complete set {Vnk'v;k}: 
2: [V*k] .[v k]. + 2: [V*k]~[v k]'*: = o .. 
nk TI 1 TI J nk TI 1 TI J lJ 
2 L {[R k].[R k]. +[I k].[I k].} = o .. Tik TI 1 TI J TI 1 TI J lJ 
and inserting (P7) 
i =j 
where a is restricted to 1/4th of the original dimension 
itj different possibilities occur together. 
i) 
i i ) 
i ; i ) 
i V) 
a=ß 
or atß 
a=ß 
or atß 
a=ß 
or atß 
Combining all these equations one obtains the following relations: 
(P12) 
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TI=± 1 
(P 13) 
TI=± 1 
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E. Examp 1 e 
14e took a Nx = 17, Ny = 31 grid. The eigenvalues for 1T = + and 1T = - are 
represented in Table 1 and 2 respectively. To every positive eigenvalue there 
corresponds a negative one. 
pi = + 
+------------------------------------------------------------------------------------+ I o o o o o o o o o o o o I 
I o o o o o o o o o o o o I 
I 1.153 1.521 1.659 1.774 1.897 1.951 1.970 1.992 1.999 2.000 2.136 2.401 I 
I 2.483 2.744 2.808 2.963 3.102 3.183 3.365 3.457 3.483 3.577 3.586 3.820 I 
I 3.941 3.968 3.987 3.988 3.999 4.215 4.493 4.526 4.873 4.964 4.992 5.068 I 
I 5.456 5.526 5.666 5.786 5.809 5.941 5.991 6.116 6.293 6.474 6.632 6.663 I 
I 6.967 7.096 7.137 7.353 7.409 7.683 7.810 7.949 7.981 8.130 8.248 8.348 I 
I 8.853 9.030 9.054 9.145 9.218 9.492 9.781 9.840 9.895 9.992 10.125 10.485 I 
110.657 10.790 10.959 11.128 11.479 11.640 11.843 11.960 12.144 12.404 12.744 12.882 1· 
112.984 13.226 13.434 13.675 13.938 13.973 14.330 14.670 15.076 15.105 15.480 15.830 I 
116.148 16.332 16.652 16.696 17.224 17.633 17.863 18.376 18.966 19.091 19.658 19.852 I 
120.321 20.573 21.425 21.735 22.715 23.281 23.857 24.248 25.494 25.862 29.117 29.145 I 
+------------------------------------------------------------------------------------+ 
Table 1 
Positive parity eigenvalues of Lz for a 17*31 grid 
pi 
+------------------------------------------------------------------------------------+ 1 o o o o o o o o o· o o o 
I o o o o 0.624 0.801 0.897 0.939 0.971 0.991 0.998 1.000 
I 1.000 1.110 1.360 1.615 1.649 1.867 2.011 2.116 2.115 2.358 2.455 2.517 
I 2.568 2.102 2.794 2.813 2.916 2.976 2.996 3.ooo 3.101 3.199 3.365 3.538 
I 3.577 3.746 4.142 4.187 4.327 4.664 4.747 4.821 4.889 4.916 4.972 4.996 
I 5.307 5.516 5.604 5.700 5.915 6.120 6.285 6.376 6.500 6.608 6.656 6.735 
I 6.893 6.980 7.096 7.171 7.227 7.350 7.431 8.015 8.062 8.198 8.278 8.622 
I 8.777 8.914 8.982 9.075 9.167 9.512 9.768 9.847 10.052 10.134 10.422 10.488 
110.674 10.787 10.919 11.077 11.134 11.667 11.876 11.952 12.153 12.441 12.739 12.877 
112.937 13.217 13.559 13.688 13.895 13.995 14.338 14.612 15.076 15.116 15.477 15.836 
116.149 16.332 16.652 16.696 17.226 17.632 17.864 18.376 18.966 19.090 19.659 19.852 
120.321 20.573 21.425 21.735 22.715 23.281 23.857 24.248 25.494 25.862 29.117 29.145 
+------------------------------------------------------------------------------------+ 
Tab I e 2 
Negative parity eigenvalues of Lz for a 17*31 grid 
The positive parity eigenvalues in Tahle 1 are an approximation to the even 
/\ A • • 
integer eigenvalues of L2 , cf. P e 1ml\' "' (-l)m elmlj'. The odd integer eigen= 
" values of L2 are approximated by the eigenvalues in Table 2. 
Indeed it can be seen from Table 1 and 2 that there is an accumulation of 
eigenvalues in the neighbourhood of the even integer numbers for Table 1 and 
the odd integer numbers for Table 2. Some of these eigenvectors might be 
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A 
interpreted as an approximation to the physical eigenfunctions of L2 
restricted to one quadrant of the xy-plane. The other eigenvectors assure the 
completeness of the basis and have most of their norm in the outer regions. 
2.000 1.999 1.992 
-.04 -.04 -.01 .00 . 11 • 11 .03 .00 . 14 .16 .06 .00 
-. 16 -.16 -.05 .00 . 11 . 16 .08 .00 .00 
-. 19 -.17 .05 .01 -.08 -.03 
-.08 .17 . 16 .04 -. 16 -. 11 -. 19 
.08 .19 . 16 .05 -. 11 
------------------------------+------------------------------+------------------------------
1.000 3.000 4.996 
.00 .01 .oo .00 .00 .00 -.05 -.02 .oo .00 .00 . 13 .03 .00 
.00 .. 05 .04 .01 .00 .00 -.20 -. 16 -.04 .00 .00 .27 .00 
.00 . 12 .14 .07 .01 .00 -.23 -.04 
I 
.oo .20 .25 . 14 .02 .00 I . 
.00 .17 .21 . 12 .02 .03 .15 .18 .06 
Fig. 1: Same physical eigenvectars of Lz belanging ta the quoted eigenvalues, 
restricted ta the first quadrant af the xy-plane. 
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Some of the physical eigenvectors, restricted to the first quadrant, are 
plotted in Fig. 1. The full lines represent nodal lines, which correspond to 
the nodal lines of the functions (Ba84) 
which are normalized over 1 quadrant of a circle with radius a=B. E~m) are the 
zero's of the Bessel functions Ilml (x). These functions are eigenfunctions of 
.A2 .1\ 1\ 2 Lz,Px,Py with eigenvalues m , (-1)m and +1 respectively. 
Remark: 
Although we started with a 17x31 grid we do not find 527 eigenvalues. We have 
144x2 for n=+ and 144x2 for n=- which is 576 in total. This is due to the 
double counting of the points on the axes. There are 46 points (15+15+8+8) 
which were counted twice and the origin was 4 times taken into account. There-
fore from the 576 eigenvalues one has to subtract 49 (46+3) which is just 527. 
These spurious eigenvalues have to he zero's since they come from linear 
dependences in the original L2 matrix. 
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F. Rotations 
We concentrate e.g. on rotations araund the z-axis. The rotation operator 
.A 
Ä 1a.L R2 (a.) = e z for a rotation around the z-axis with an angle a is replaced by 
the matrix operator 
(P 14) 
on the grid. 
It will be important to reduce as much as possible the dimension of this 
matrix to save calculation time. Therefore we want to rotate and project on 
the irreducible representations of C5 xC; at the same time. 
We therefore develop the wave function in the Lz eigenbasis 
( p 15) 
with 
(P 16) 
and calculate: 
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(P17) 
Inserting (P6), (P15), (P16) results in 
1 R (a,IR1+IR2) = ö (P) x ö (P) x -4 z XIR1 ,n XIR2 ,1T 
\ eia.'-nk + T + ~ { V n k V n k +x IR 1 ( p y ) V 1r k V 1Tk +x IR 2 ( p y) v; k V 1r k (P18) 
The characters of the different irreducible representations are listed in 
Table 3 (La66). 
C5 xC; E Py Px p 
Ag 1 1 1 1 
Au 1 1 -1 -1 
Rg 1 -1 -1 1 
ßu 1 -1 1 -1 
Table 3 
Write again 
(Pl9) 
then (P1R) becomes for the different possibilities 
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R ( a, A +A ) 2 I T :::: cosa.\nkRTikRTik z 1T 1T k 
R z ( a , An +B 1T) = -2 I si n<ünkinkR:k 
k 
(P20) 
R ( a, ß +A ) = -R T ( a ,A +R ) z 'lT 'lT z 'lT 'lT 
R ( a, B +B ) 
z 1T 'lT 
However because of the projections it is possible to make a study of the rota-
tion of the first quadrant only. Therefore (P20) is reduced to smaller dimen-
sions, using the notation of (P7) 
T 
R1 (a,A +A ) = I COSa.\nk VR VR z Tf 'lT k nk nk 
T 
· R1 ( a A +B ) 
"' - I sina.\nk VI VR z ' Tf Tf k nk nk 
T 
-R 1 ( a, A +B ) T R1 (a,B +A ) = I sina"nk VR VI :::: z 'lT 'lT k nk nk z 1T 'lT 
T 
R1 ( a, B +B ) = I cosa.\nk VI VI z Tf Tf k nk nk 
where the upper index 1 shows the reduction to the first quadrant. Making use 
of the completeness relations (P13) we get the final forms: 
- 103 -
R1 ( a, A +A ) .. + L: R R = 0 .. (cosaAwk-l)[vTik]i[vTik]j z 1T 1T lJ lJ k 
R1 ( a, A +B ) .. = 
- L: sinaA k[v1k].[v\J. Z 1T TI lJ k TI TI 1 1T J 
(P21) 
R1 ( a, B +A ) .. = + L: sinaAnk[v~k];[v~k]j ::: -Rl (a,A +B ) .. Z 1T TI lJ k Z 1T TI Jl 
R 1 ( a , B +R ) . ; + L: I I = 0 .. (COSCJ.A k-l)[v k].(v k). z 1T 1T lJ lJ k 1T TI11TJ 
from which it is clear that the eigenvectors belanging to the zero eigenvalues 
are no longer needed. 
For 3 dimensional rotations the same procedure is extended to 3 2-dimensional 
rotations around the z, y and again z axes. One additionally has to take care 
of the sum over the different possible irreducible representations after each 
rotation. 
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G. Examp 1 e 
Rotation of a Pxsy-wave function around the z-axis. Again we take Nx = 31, 
Ny = 17 
1/J(x,y) (P22) 
Analytic rotation around an angle a 
R ( a )1/J (x 9 Y) z : 1/J (X I ,y I ) 
(P23) 
with y• = y cosa - X sina 
• Xe = X cosa - y sina 
and projection on Au (or Bu) after rotation should be compared with multipli-
cation of one of the matrices (P21) with the grid representation of the wave 
function (P22). 
Two cases were studi ed: bx = 4 by = 2 and bx "" 3 by = 2 for different angl es 
a = n/8, n/4, n/2 and summarized in Tables 4 and 5 for the first quadrant of 
the xy-plane. From Table 4 one sees that the absolute e·rror increases from .01 
for a = n/8, .04 for a = n/4 to .12 for a = n/2. The reason for the increasing 
error is due to the asymmetry of the grid and the big bx-value which makes it 
impossible to locate the rotated wave function on the grid. The results in 
Table 5 for bx = 3 by = 2 show the improvement: .01 absolute error for 
a = n/8, n/4 and n/2 increasing to .03 for a=n. 
In Table 6 we compare the results for bx = 3 by = 2 with bx = 3 by = 1 for 
a=n. The error increases now from .03 to .07 which shows that for very narrow 
Table 4 
A -> A 
u u 
b = 4 b = 2 
X y 
0: = 0 
0.00 0.89 1. 25 1.60 1. 72 1. 62 1. 38 1. 07 0.77 0.51 0.31 0.18 0.09 0.05 0.02 0.01 
0.00 0.86 1.56 2.00 2.14 2.02 1. 72 1. 34 0.96 0.63 0.39 0.22 0.12 0.06 0.03 0.01 
0.00 0.59 1. 07 1. 37 1.47 1. 39 1.18 0.92 0.66 0.43 0.27 0.15 0.08 0.04 0.02 0.01 
0.00 0.31 0.57 0. 74 0.79 0.74 0.63 0.49 0.35 0.23 0.14 0.08 0.04 0.02 0.01 0.00 
0.00 0.13 0.24 0.31 0.33 0.31 0.26 0.20 0.15 0.10 0.06 0.03 0.02 0.01 0.00 0.00 
0.00 0.04 0.08 0.10 0.11 0.10 0.09 0.07 0.05 0.03 0.02 0.01 0.01 0.00 0.00 0.00 
0.00 0.01 0.02 0.03 0.03 0.03 0.02 0.02 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0: = 1T .;. 8 
I matrix method 
I 0.00 0.62 1. 09 1. 31 1. 27 1. 06 0.78 0.50 0.29 0.15 0.07 0.03 0.01 0.00 0.00 0.00 1-o.oo 0.81 1.43 1. 73 1. 71 1.45 1.09 0.73 0.44 0.24 0.12 0.05 0.02 0.01 0.00 0.00 
I 0.00 0.63 1.13 1.41 1.45 1. 29 1.02 0. 73 0.47 0.27 0.14 0.07 0.03 0.01 0.00 0.00 
l-0.00 0.41 0.76 0.98 1.06 1. 01 0.85 0.65 0.45 0.28 0.16 0.08 0.04 0.02 0.01 0.00 
I 0.00 0.22 0.42 0.57 0.65 0.66 0.59 0.48 0.36 0.24 0.14 0.08 0.04 0.02 0.01 0.00 
1-o.oo 0.10 0.19 0.27 0.33 0.35 0.34 0.29 0.23 0.16 0.11 0.06 0.03 0.02 0.01 0.00 
1-o.oo 0.03 0.07 0.10 0.13 0.15 0.16 0.14 0.12 0.09 0.06 0.04 0.02 0.01 0.00 0.00 
l-0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.05 0.05 0.04 0.03 0.02 0.01 0.01 0.00 0.00 
I 0.00 0.00 0.00 0.01 0.01 0.02 0.02 0.02 0.02 0.02 0.01 0.01 0.01 0.00 0.00-0.00 
I analytic 
I 0.00 0.62 1. 09 1. 31 1. 27 1. 06 0.78 0.50 0.29 0.15 0.07 0.03 0.01 0.00 0.00 0.00 
I 0.00 0.81 1.43 1. 73 1. 71 1.45 1. 09 0.73 0.44 0.24 0.12 0.05 0.02 0.01 0.00 0.00 
I 0.00 0.63 1.13 1.41 1.45 1. 29 1.02 0.73 0.47 0.27 0.14 0.07 0.03 0.01 0.00 0.00 
I 0.00 0.41 0.76 0.98 1. 06 1. 01 0.85 0.65 0.45 0.28 0.16 0.08 0.04 0.02 0.01 0.00 
I 0.00 0.22 0.42 0.57 0.65 0.66 0.59 0.48 0.36 0.24 0.14 0.08 0.04 0.02 0.01 0.00 
I 0.00 0.10 0.19 0.27 0.33 0.35 0.34 0.29 0.23 0.16 0.11 0.06 0.03 0.02 0.01 0.00 
I 0.00 0.03 0.07 0.10 0.13 0. 15 0.15 0.14 0.12 0.09 0.06 0.04 0.02 0.01 0.00 0.00 
I 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.06 0.05 0.04 0.03 0.02 0.01 0.01 0.00 0.00 
I 0.00 0.00 0.00 0.01 0.01 0.01 0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.00 0.00-0.00 
ct = 1T + 4 
I matrix method 
I 0.00 0.46 0.73 0.74 0.57 0.35 0.18 0.08 0.03 0.01 0.01 0.00 0.00 0.00-0.00 0.00 
1-o.oo 0.66 1.06 1.10 0.87 0.56 0.29 0.13 0.04 0.01-0.00-0.00-0.00-0.00 0.00-0.00 
I 0.00 0.67 1.10 1. 20 1. 01 0.70 0.41 0.20 0.09 0.04 0.01 0.01 0.00 ci.00-0.00 0.00 
l-0.00 0.61 1.05 1. 21 1.10 0.82 0. 51 0.27 0.11 0.04 0.01-0.00-0.00-0.00 0.00 0.00 
I 0.00 0.49 0.87 1. 07 1. 04 0.85 0.59 0.35 0.18 0.08 0.03 0.01 0.00 0.00-0.00 0.00 
l-0.00 0.33 0.61 0.79 0.83 0.73 0.54 0.33 0.17 0.07 0.02 0.01 0.00 0.00 0.00 0.00 
l-0.00 0.19 0.37 0~51 0.59 0.57 0.47 0.33 0.20 0.11 0.05 0.02 0.01 0.00 0.00 0.00 
l-0.00 0.09 0.18 0.26 0.31 0.32 0.28 0.20 0.12 0.06 0.03 0.01 0.00 0.00 0.00 0.00 
I 0.00 0.04 0.09 0.14 0.19 0.22 0.22 0.19 0.13 0.08 0.04 0.02 0.01 0.00 0.00 0.00 
I analytic 
I 0.00 0.46 0.73 0.74 0.57 0.35 0.18 0.08 0.03 0.01 0.01 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.66 1.06 1.10 0.87 0.56 0.30 0.13 0.05 0.02 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.67 1.10 1. 20 1. 01 0.70 0.40 0.20 0.08 0.03 0.01 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.61 1.05 1. 21 1.10 0.82 0.52 0.27 0.12 0.05 0.02 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.49 0.87 1. 07 1.04 0.85 0.58 0.34 0.16 0.07 0.02 0.01 0.00 0.00 0.00 0.00 
I 0.00 0.33 0.61 0.80 0.84 0.74 0.55 0.35 0.19 0.09 0.03 0.01 0.00 0.00 0.00 0.00 
I 0.00 0.19 0.36 0.51 0.58 0.55 0.45 0.31 0.18 0.09 0.04 0.01 0.00 0.00 0.00 0.00 
I 0.00 0.09 0.18 0.27 0.33 0;35 0.31 0.23 0.15 0.08 0.04 0.01 0.00 0.00 0.00 0.00 
I 0.00 0.03 0.08 0.12 0.16 0.19 0.18 0.15 0.10 0.06 0.03 0.01 0.01 0.00 0.00 0.00 
ct = 1T + 2 
matrix method 
0.00 0.00 0.02 0.06 0.09 0.08 0.03 0.00 0.00 0.00 0.00 0.00-0.00 0.00 0.00 0.00 
-o.oo-o.o1-0.o3-0.09-0.12-0.1o-o.o4-0.0l-o.oo-o.oo-o.oo o.oo-o.oo 0.00 0.00 0.00 
0.00 0.02 0.06 0.09 0.09 0.07 0.05 0.02 0.00-0.00 0.00-0.00 0.00 0.00 0.00 0.00 
-0.00-0.04-0.09-0.10-0.07-0.05-0.05-0.03-0.01 0.00-0.00-0.00 0.00 0.00 0.00 0.00 
-0.00 0.09 0.12 0.09 0.04 0.03 0.04 0.04 0.02 0.00-0.00 0.00 0.00 0.01 0.01 0.00 
-0.00-0.10-0.12-0.08-0.04-0.02-0.02-0.03-0.03-0.01 0.00 0.00 0.01 0.01 0.01 0.00 
-0.00 0.11 0.12 0.07 0.03 0.01 0.02 0.02 0.03 0.02 0.00 0.00 0.01 0.01 0.00 0.00 
-0.00-0.07-0.09-0.07-0.03-0.0l-0.00-0.01-0.02-0.02 0.00 0.02 0.02 0.01 0.00-0.00 
0.00 0.03 0.05 0.06 0.04 0.02 0.01 0.01 0.02 0.03 0.03 0.02 0.01 0.00-0.00 0.00 
analytic values for a = 1T .,. 2 
are all zero 
Table 5 
A -+ A 
u u 
b = 3 b = 2 X y 
o; = 0 
I 0.00 0.67 1.13 1. 29 1.16 0.88 0.57 0.33 0.16 0.07 0.03 0.01 0.00 0.00 0.00 0.00 
I 0.00 0.83 1. 41 1. 61 1.45 1.10 0. 72 0.41 0.20 0.09 0.03 0.01 0.00 0.00 0.00 0.00 
I 0.00 0.57 0.97 1.10 1. 00 0.76 0.49 0.28 0.14 0.06 0.02 0.01 0.00 0.00 0.00 0.00 
I 0.00 0.31 0.52 0.59 0.53 0.40 0.26 0.15 0.07 0.03 0.01 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.13 0.22 0.25 0.22 0.17 0.11 0.06 0.03 0.01 0.01 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.04 0.07 0.08 0.07 0.05 0.04 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.01 0.02 0.02 0.02 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
o; = 1T + 8 
I matrix method 
I 0.00 0.61 1.00 1.09 0.91 0.63 0.37 0.18 0.08 0.03 0.01 0.00 0.00 0.00 0.00 0.00 
l-0.00 0.79 1. 30 1. 41 1. 20 0.84 0.49 0.25 0.11 0. 04 0.01 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.59 0.99 1. 09 0.95 0.68 0.42 0.22 0.10 0.04 0.01 0.00 0.00 0.00 0.00 0.00 
1-o.oo 0.37 0.62 0.70 0.63 0.47 0.30 0.17 0.08 0.03 0.01 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.19 0.32 0.37 0.35 0.27 0.18 0.10 0.05 0.02 0.01 0.00 0.00 0.00 0.00 0.00 1-o.oo 0.08 0.13 0.16 0.16 0.13 0.09 0.05 0.03 0.01 0.01 0.00 0.00 0.00 0.00 0.00 
1-o.oo 0.02 0.04 0.06 0.06 0.05 0.04 0.02 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
1-o.oo 0.01 0.01 0.02 0.02 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 .0.00 0.00 
I analytic 
I 0.00 0.61 1.00 1. 08 0.91 0.63 0.37 0.18 0.08 0.03 0.01 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.79 1. 30 1.41 1. 20 0.84 0.49 0.25 0.11 0.04 0.01 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.59 0.99 1. 09 0.95 0.68 0.42 0.22 0.10 0.04 0.01 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.37 0.62 0.70 0.63 0.47 0.30 0.17 0.08 0.03 0.01 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.19 0.32 0.37 0.35 0.27 0.18 0.10 0.05 0.02 0.01 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.08 0.13 0.16 0.15 0.13 o:o9 0.05 0.03 0.01 0.01 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.02 0.04 0.06 0.06 0.05 0.04 0.02 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.01 0.01 0.02 0.02 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o.oo. 0.00 0.00 
ct = 1T .;. 4 
I matrix method 
I 0.00 0.46 0.70 0.67 0.47 0.26 0.12 0.04 0.01 0.00 0.00 0.00 0.00 0.00-0.00 0.00 
l-0.00 0.63 0.97 0.94 0.68 0.38 0.17 0.06 0.02 0.00 0.00 0.00 0.00 0.00 0.00-0.00 
I 0.00 0.58 0. 91 0.90 0.68 0.40 0.19 0.08 0,02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
1-o.oo 0.47 0.76 0.78 0.61 0.38 0.20 0.08 0.03 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.33 0.54 0.58 0.48 0.32 0.17 0.08 0.03 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
1-o.oo 0.19 0.32 0.36 0.31 0.22 0.13 0.06 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
l-0.00 0.09 0.16 0.19 0.17 0.13 0.08 0.04 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
1-o.oo 0.04 0.06 0.08 0.07 0.06 0.04 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.01 0.02 0.03 0.03 0.03 0.02 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
I analytic 
I 0.00 0.46 0.70 0.67 0.47 0.26 0.12 0.04 0.01 0.00 0.00 0.00 0.00 0.00-0.00 0.00 
I 0.00 0.63 0.97 0.94 0.68 0.38 0.17 0.06 0.02 0.00 0.00 0.00 0.00 0.00 0.00-0.00 
I 0.00 0.58 0. 91 0.90 0.67 0.40 0.19 0.08 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.47 0.76 0.78 0.61 0.38 0.20 0.08 0.03 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.33 0.54 0.58 0.48 0.32 0.17 0.08 0.03 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.19 0.32 0.36 0.31 0.22 0.13 0.06 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.09 0.16 0.19 0.17 0.13 0.08 0.04 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.04 0.06 0.08 0.08 0.06 0.04 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
I 0.00 0.01 0.02 0.03 0.03 0.02 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
ct = 1T .;. 2 
matrix method 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00-0.00-0.00 0.00 0.00-0.00 0.00 0.00 0.00 
-0.00 o.oo-o.oo-o.o1-o.o1-o.oo-o.oo-o.oo-o.oo-o.oo 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00-0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
~o.oo-o.oo-o.o1-o.o1-o.oo-o.oo-o.oo-o.oo-o.oo-o.oo-o.oo 0.00 0.00 0.00 0.00 0.00 
-0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
-O.OO-O.Ol-0.01-0.01-0.00-0.00-0.00-0.00-0.00-0.00 0.00 0.00 0.00 0.00 0.00 0.00 
-0.00 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00-0.00 
-o.oo-o.o1-o.o1-o.o1-o.oo-o.oo o.oo-o.oo-o.oo-o.oo o.oo 0.00 0.00 0.00-0.00-0.00 
0.00 0.00 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00-0.00-0.00 0.00 
analytic values for o: = 1T ... 2 
are all zero 
I 
Table 6 
A -+ A 
u u 
b = 3 b = 1 X y 
a; = 0 
0.00 0.67 1. 13 1. 29 1. 16 0.88 0.57 0.33 0.16 0.07 0.03 0.01 0.00 0.00 0.00 0.00 
0.00 0.83 1.41 1. 61 1. 45 1. 10 0. 72 0.41 0.20 0.09 0.03 0.01 0.00 0.00 0.00 0.00 
0.00 0.57 0.97 1.10 1. 00 0.76 0.49 0.28 0.14 0.06 0.02 0.01 0.00 0.00 0.00 0.00 
0.00 0.31 0.52 0.59 0.53 0.40 0.26 0.15 0.07 0.03 0.01 0.00 0.00 0.00 0.00 0.00 
0.00 0.13 0.22 0.25 0.22 0.17 0.11 0.06 0.03 0.01 0.01 0.00 0.00 0.00 0.00 0.00 
0.00 0.04 0.07 0.08 0.07 0.05 0.04 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.01 0.02 0.02 0.02 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 ·o. oo 0.00 0.00 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
a; = 1T 
matrix method 
0.00-0.66-1.14-1.28-1.16-0.88-0.57-0.33-0.16-0.07-0.01 0.01 0.00-0.00-0.00-0.00 
-0.00-0.84-1.42-1.60-1.45-1.10-0.71-0.41-0.21-0.08-0.01 0.01 0.00-0.00-0.00 0.00 
0.00-0.58-0.96-1.11-1.00-0.76-0.49-0.28-0.14-0.06-0.01 0.01 0.00-0.00 0.00-0.00 
-0.00-0.31-0.51-0.60-0.53-0.41-0.26-0.15-0.08-0.03-0.00 0.01 0.00-0.00-0.00 0.00 
-0.00-0.13-0.22-0.25-0.21-0.17-0.11-0.06-0.04-0.01 0.00 0.00 0.00-0.00 0.00-0.00 
-0.00-0.04-0.07-0.07-0.08-0.06-0.03-0.02-0.02-0.00 0.00 0.00-0.00 0.00-0.00 0.00 
-o.oo-o.o1-o.o2-0.02-o.o3-o.o1-o.o1-0.o1-o.o1 o.oo o.oo ·o.oo o.oo-o.oo o.oo-o.oo 
-o.oo-o.oo-o.oo-o.oo-o.oo o.oo-o.o1-o.o1-o.oo o.oo-o.oo o.oo-o.oo o.oo-o.oo o.oo 
o.oo-o.oo-o.oo-o.oo-o.oo-o.oo-o.oo o.oo o.oo o.oo o.oo-o.oo o.oo-o.oo o.oo-o.oo 
the analytic values are 
-1 ~'( the input values 
b = 3 
X 
b = 2 y 
I o.oo o.67 
I o.oo o.57 
I o.oo o.13 
I o.oo o.o1 
I o.oo o.oo 
I o.oo o.oo 
I o.oo o.oo 
I o.oo o.oo 
I o.oo o.oo 
I 
1.13 1. 29 
0.97 1.10 
0.22 0.25 
0.02 0.02 
0.00 0.00 
0.00 0.00 
0. 0.0 0. 00 
0.00 0.00 
0.00 0.00 
1.16 
1. 00 
0.22 
0.02 
0.00 
0.00 
0.00 
0.00 
0.00 
0.88 
0.76 
0.17 
0.01 
0.00 
0.00 
0.00 
0.00 
0.00 
0.57 
0.49 
0.11 
0.01 
0.00 
0.00 
0.00 
0.00 
0.00 
a; = 0 
0.33 0.16 
0.28 0.14 
0.06 0.03 
0.01 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
a; = 1T 
matrix method 
0.07 
0.06 
0.01 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.03 
0.02 
0.01 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.01 
0.01 
0.00 
0.00 
0.00 
0·. 00 
0 .. 00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
I 
1 o.oo-0.64-1.06-1.18-1.05-0.81-o.5o-o.3o-o.16-o.o5-o.oo-o.oo-o.oo o.o1-o.o1 o.oo 
1-o.oo-o.62-1.o3-1.19-1.o7-o.81-o.55-o.3o-o.14-o.o6-o.o1 o.o1 .o.oo-o.o1 o.o1-o.o1 
I o.oo-o.12-o.23-o.29-o.29-o.21-o.13-o.o7-o.o6-o.o1 o.o1-o.oo-o.oo o.o1-o.o1 o.o1 
1-o.oo o.o4 o.o5 o.o6 o.o9 o.o3 o.o4 o.o2 o.o2-o.oo-o.o1 o.o1 o.oo-o~o1 o.o1-o.oo 
1 o.oo-o.o5-o.o5-o.o4-o.o1-o.oo-o.oo o.o1-o.o1-o.o1 o.o1-o.oo-o.oo o.o1-o.o1 o.oo 
1-o.oo-o.o1-o.o3-o.o1-o.o5-o.o5-o.o4-o.oo-o.o2 o.o1-o.o1 o.o1 o.oo-o.oo o.oo-o.oo 
1-o.oo o.o7 o.o7 o.o3 o.o2 o.o2 o.o4-0.o1 o.o1 o.oo o.oo o.oo-o.oo o.oo-o.oo o.oo 
l-0.00-0.05-0.04-0.02 0.01 0.02-0.01-0.00 0.02-0.01-0.00 0.00 0.00-0.00 0.00-0.00 
1 o.oo o.oo-o.o1-o.o1-o.o3-o.o1-o.o1 o.o2-o.oo-o.oo o.o1-o.oo-o.oo o.oo-o.oo o.oo 
I 
I 
the analytic values are 
-1 ~'( the input values 
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wave functions the matrix method will get worse. For the A +R case with 
u u 
bx = 3 by = 2 the error is .01 for a=rr/8 and a=rr/4 and increases to .03 
for o:=rr /2. 
Si nce rotat i ons over rr can he done exact ly on the gri d the 1 argest rotat i on 
. 
angle which should be considered is rr/2 since 
(P24) 
Let us now consider the norms, with ~ from (P22), 
and 
The analytic value is +1, however due to the small admixtures of the Bu compo-
nents in the wave function using the matrix method this exact value will not 
be ohtained. The bx = 3 by = 2 case is listed in Table 7. 
a = nx1r <(~I'R (o:,A +A )$> ~Rz(o:,Au+Au)~\Rz(o:,Au+Au)~ z u u 
n 1.00000 1. 00000 
1 .99993 .99995 
2 .99990 .99992 
3 .99987 .99989 
4 .99983 .99985 
5 .99980 .99982 
n • 99977 .99978 
7 .99974 • 99972 
8 .99970 .99969 
9 .99968 .99965 
Table 7:· Norm and overlap matrix elements for rotations over n1r in the bx = 3 
by = 2 case. 
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H. Angular Momentum Projection 
The HF determinant !cJ>>is not necessarily an eigenfunction of J2; however it 
is usual to interpret it as an intrinsic state. One associates then its rota-
tional states with the real physical states. They are commonly obtained by use 
of the angular momentum projection operator technique (RS80) 
(P 25) 
(P26) 
Q denotes the 3 Euler angles, R(Q) the rotation operator 
/1 A A 
" i aL 2 i ßly iyl 2 R (Q) = e e e (P27) 
in the convention of Edmonds (Ed57) and the Wigner functions D~~(Q). The coef-
ficients gK are obtained by variation 
resulting in the equations 
(P28) 
with 
(P29) 
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(P 30) 
We will now assume the following symmetry properties of the wave function 1 ~) 
A 
:.1' 
P I~'> = I~'> X 
1\ 
P l<P>=I~'> y 
As 1 
As 2 
Since P 2 1~> can he calculated exactly on the grid we define 
then the matrix elements (P29) and (P30) can be reduced to 
(P31) 
n/2 +a f sinßdß f dy {l+(-l)K+(-l)K 1+(-l)K+K 1 } 
o -a 
+ hermitian conjugate } (P32) 
whi eh shows that under assumpt i ons As 1 and As 2 both K and K 1 have to be 
even. In the case of axial symmetry 
A 
Llf>=Ml~> 
z 
(P33) 
the integrations over a and y vanish and one can write immediately for (P29) 
and (P30) (even without assumptions As 1 and As 2) 
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A~L 2L+1 ~<J>lHPKK.\4>'> = o(K-M)o(K 1 -M) x - 2-
(P34) 
A 
n/2 L L K -ißl "'_ 
+ J sinß d (ß)(-1) - <<J>Ie Y Hlq>>dß K-K 0 
Since K=K·=M the operator PkK is now a hermitian projection operatorsuchthat 
the system of equations (P28) breaks down and only one 9M remains as norm fac-
tor. 
For real wave functions only M=O is possible such that 
0 
(P35) 
. "' n/2 ..., -lßl 
+ (-l)L J sinß dl (ß)<<J>tH e Yr~>dß} 
0 00 
Under assumption As 1 one has the further property 
(P36) 
I. Calcu1ation of Matrix Elements <<J>IHI'l'>with the BKN and Skyrme-Type Forces 
1. nenoting the s.p. wave functions of the normalized Slater determinant 4> 
by tf a and those of '!' by l)Ja then (Br65) 
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(P38) 
A ;. 
for T = L t one particle operator~ and the matrix B defined through 
0: 
0: 
A . A 
for V = L v2 2 particle operator. 
2 a ß aß 
-1 -1 -1 -1 -1 -1 -1 -1 -1} 
- R ß ß +R ß ß +R ß R Eß na ~y EY na ~ß Eß ny sO: 
A 
' "v3 for V3 = L 3 particle Operator. a ß y aßy 
2. The BKN force is given by 
J\ 
" " 
A. 
VRKN - T + vz + V3 = L VBKN ( i jk) i:t:JI=k 
f12 -r12/a 
+ { ~: 
2 
( 1 +1: 3 ( 1 )}( 1 +1 3 ( 2 ) ) + t o(r1-r2) + V 
e 
VBKN = - Tm ß1 r 12/a 0 0 
(P39) 
(P40) 
(P41) 
and 
- 115 -
Assuming quartet symmetry, the inctices i run only from 1 to 1/4 of the 
particle number and the dimension of the matrix B is also reduced with a 
factor 4 
A fi2 -1 <'~I TI 'l' > = 4 X <'~I 'l' > I .(~·I - 2m /:,. 1jJ .) B .. ij 1 m J Jl (P42) 
(P43) 
-r 12/a 
+ R x (~l'l') vo f P'(r1)P'(r2) er12/a dr1dr2 
neglecting the exchange parts of the Coulomb and Yukawa contributions, and 
with p gi ven by 
(P44) 
(P4·5) 
3. In the case of the Skyrme forces for N-Z spi n saturated nucl ei in the LS 
coupling: 
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(P46) 
one ohtai ns 
with the Hamiltonian density H(r) given by 
(P47) 
with p(r) given hy (P44) 
c(r) = L 'V~~ • 'V1/J.(I~-1) .. 
• . 1 J J 1 
1 ,J (P48) 
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J. Numerical Example 
As a test example we take a 12c nucleus constructed with harmonic oscillator 
wave functions and put the 11 pancake 11 with its symmetry axis in z-direction. 
The grid dimensions are Nx = 17, Ny = 17, N2 = 31. The oscillator width b is 
taken as A1/6, and quartet symmetry is imposed. 
The kernels (P29) and (P30) can be written as (P35) and since 14> > = 14>> we 
have to the analytic calculation: 
7f /2 
= ~ (1+(-1)L) f . ßP ( ß) 4 ßdß c. s1n Q.. cos cos 
0 
0 
Therefore 
No 
00 ::: 1/5 
N2 
00 = 4/7 
4 
Noo = R/35 
() 
Noo "' 0 
The approximate calculation performed on the grid makes use of the Gauss inte-
gration formula (AS64) 
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b h-a N ft(y)dy=---;;- I w. t(y,.) 
c. . 1 1 a 1= 
(P49) 
with 
(b-a) b+a Y; = """""2 X; + -2-
x; is the ith zero of PN(x) 
N is taken to be N = 16. 
The calculation is performed for a grid size d = .7 fm and 1. fm, the results 
are shown in Tahle R. A factor 10 improvement is ohtained between the 2 sizes 
hringing the error down to an absolute value of 1.11-4. Note, however, that it 
is the better representation of the wave function on the grid which makes the 
improvement because the changing gridmesh has no influence on the matrix meth-
od itself. The increase of N=ln to N=24 does not show any change up to 1.0-5 
in the d = .7 fm cas~ neither for the norm as for the Hamilton kernel up till 
angular momentum L=16; the Hho!Nho value, however, is constant up to l.D-5 to 
L=4, for L=6 the change is already 1.0-3 and increases for higher L. It is in-
deed clear that foramorerapid oscillating function more discretization 
points are needed in (P49). 
In Table 9 we make the same comparison for the matrix element (N=16) 
A 
ißl 
n(ß) = (cj>/e Yl<P> = cos 4 ß 
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The results confirm an improvement for the smaller grid and an increase in the 
relative error for increasing angles. 
analytic d = .1 fm d = .7 fm 
N8o .200000 • 20067 .20005 
Nßo • 571429 .57216 .57149 
N~o • 228571 • 22738 .22848 
Ngo .000000 -.00029 -.00003 
Table 8: Comparison between the analytic calculation of the kernel Nbo and the 
approximation on the grid for a harmonic oscillator 12c nucleus for 2 differ-
ent grid sizes. 
R (rad) analytic d = 1 fm d = • 7 fm 
.008324 .9998614 .999862 .999861 
.043531 .9962161 .996229 .996217 
.105533 • 9779313 .978005 0 977937 
.192105 .9284236 .928658 .928443 
0 300119 .832839q .833365 .832884 
.425673 .6880465 .688960 .688123 
• 564227 • 5098371 .511107 .509941 
.710776 0 3298727 .331305 .329989 
.860021 .1811812 .182486 .181285 
1. 006569 .0817797 .082730 .081854 
L 145124 .0290750 .029618 .029117 
1. 270677 .0076387 .007873 .007657 
1. 378691 .0013288 .001400 .001334 
1. 465263 .0001231 .000136 .000124 
1. 527266 .0000036 .000005 .000004 
1. 562472 .0000000 .000000 .000000 
Tahl e 9: Comparison hetween the analytic calculation of the element n(ß) and 
the approximation on the grid. 
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K Hartree-Fock ectra of [)eformed Li Nuclei with BKN 
Modified BKN and Skyrme-Type Forces 
Hartree-Fock calculations for ground state properties of nuclei base on a 
long-standing tradition. Systematic investigations have been performed with 
the Skyrme interaction and led to a satisfactory description of binding ener-
gies, radii, deformations ••• of the ground states (Va72,Be75). Angular momen-
tum projection in the Hartree-Fock theory has mainly been performed with vari-
ous phenomenological density independent interactions (Bo69,Ri68). They led to 
a quite successful description of the rotational bands of light nuclei for 
which it is possible to take one Slater determinant for the intrinsic function 
(Bo69). A Variation after projection should be done if one wants to minimize 
the energy of each projected state separately (Cu73). 
Variation after projection calculations were performed for light nuclei like 
8Be, 12c, 20Ne and 24Mg with the Skyrme-3 interaction by Caurier and Grammati-
cos (Ca77), in the LS coupling scheme. In a next paper (Ca80) they obtain an 
improvement for 12c by addi ng a spi n-orbit force with a strength of 90 t1eV 
fm5. However, even by realistic changes of the parameters of the force they 
are not able to get the right moment of inertia for 20Ne. These too compressed 
spectra are a common feature in all projected Hartree-Fock calculations. We 
therefore want to i nvest i gate the differences in the ·spectra of these 1 i ght 
nuc 1 ei by us i ng different dens ity-dependent Skyrme forces and the RKN-force. 
One additional advantage of a grid calculation is that there is no more the 
problern of choosing a large enough basis to construct the HF wave functions. 
Only axially symmetric configurations are considered in the LS coupling. Quar-
tet symmetry i:; imposed and the exchange part of the Coulomb contribution is 
neglected as well as the exchange Yukawa part for the BKN-type forces. Fur-
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thermore no corrections are performed to the centre-of-mass motion and to the 
problern of a non-rotational invariant Hamiltonian in the case of modified BKN 
(~1ßKN) and Skyrme a and W. The parameters of the Skyrme forces are listed in 
Table 10. 
to t1 t2 t3 y 
Sk3 (Be75) -1128.75 395. -95. 14000. 1 
Ska (Ko76) -1602.78 570.88 -67.7 8000 1/3 
SkM* (Ba82) -2645 410 -135 15595 1/6 
Table 10: Parameters of Skyrme forces. 
They were chosen because of the increasing importance of the density-dependent 
term. 
All calculations are performed on the Nx=Ny=17 and N2 =31 grid with a spacing 
of .8 fm and a correspondinq Ecut value of 155 MeV to construct the HF wave 
functions. The full angular momentum projection of 20Ne using 24 discrete 
angles takes 22.7 seconds on the CRAY X-MP. The absolute binding energies and 
the moments of inertia of each level with respect to the 1=0 state are tabu-
lated in Table 11. The ~1BKN force leads in all cases to the strongest binding. 
The smallest moment of inertia is obtained with the BKN force except for the 
1=2 level in the axial prolate configuration of 24Mg. 
The spectra are compared with the experimental spectra in Fig. 2. For 24Mg we 
compare with the ground state band which is known to be mostly K=O. 
Only in the case of the axial oblate configuration of 24Mg there is a clear 
difference between the interactions. Although the position of the 1=2 is quite 
stabl e, BKN gi ves a spaci ng of .43 MeV between 1=2 and 1=4 whereas for Ska 
only .02 MeV is obtained. 
RKN 
j MRKN 
J Sk3 
!, Ska 
i SkM* ! 
i 
,\ 
i BKN 
j MBKN 
l Sk3 l Ska 
) SkM* 
I j 
: RKN 
! MRKN I Sk3 
J Ska 
i Skt~* 
I 
I 
-74.83 
-76.27 
-71.50 
-71.61 
-71. 56 
20Ne 
-144.74 
-152.87 
-140.50 
-140.52 
-140.01 
58.1 
fi6.5 
72.2 
71.5 
75.5 
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49.6 
(i 5. 4 
60.2 
fi2.0 
66.7 
(000)4 (100)4 (010)4 (001)4 (002) 4 
173.6 
201.9 
200.4 
182.5 
193.5 
159.2 
184.5 
179.5 
168.5 
177.2 
136.5 
152.5 
152.8 
147.1 
152.7 
108.2 
115.2 
119.2 
117.4 
120.7 
24Mg (000)4 (100)4 (010)4 (001)4 (101)4 (011)4 
axial prolate 
-162.77 
-Hi2. 6fi 
-159.21 
-158.18 
-158.32 
211.6 
204.5 
20R.n 
1fi?.o 
189.4 
406.5 
581.4 
555.5 
5?6.3 
532.1 
504.6 
781.8 
880.1 
997.4 
839.4 
434.0 
754.8 
683.7 
758.0 
695.1 
24Mg (nno)4 (100)4 (o1o)4 (001)4 (002)4 (003)4 
axial oblate 
443.2 
823.6 
823.7 
1078.6 
875.8 
I BKN -167.23 227.7 226.2 223.9 220.9 217.2 l I ~1RKN -175.94 246.1 244.1 241.1 237.1 232.3 \ 
I ~~; :i~~:~~ ~~~:~ ~~~:: ~~~:~ ~~~:~ ~i~:~ 
1
) 
I SkM* -159.46 265.3 263.5 260.7 257.1 252.6 
l' I. r---------~-----------------------------------------------+1 1 28s; (ooo)4 (1oo)4 (o1o)4 (oo1)4 (oo2)4 (101)4 (011)4 \ 
1 RKN -214.79 153.5 149.7 143.9 136.4 127.6 i 
I ~1BKN -228.05 190.4 184.7 175.8 163.8 149.3 ! 
I Sk3 -212.51 181.5 176.7 169.2 159.6 148.6 
I Ska -212.29 187.2 182.5 175.1 165.4 154.0 
SkM* -209.60 201.3 196.1 187.9 176.9 163.6 
Table 11: Moments of inertia and absolute binding energies of some light 
nuclei with different interactions. The initial harmonic oscillator wave func-
tion, to be used in the ATnHF-procedure, is indicated by (nxnyn 2 ). 
-
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-
BKN HBKN Sk3 Ska Sk/1' Exp 
10 12[ 
114.08/ t 4 --4 
--· 
--4 
----4 
--4 
5 
--2 
--2 
--2 
--2 --2 
--2 
01- --0 --0 --0 --0 --0 --0 
--8 
--a 
--8 --8 
--s 
--8 
101- 20Ne 
--6 
--6 --6 
--·-6 5 --6 --6 
--4 
--4 
--4 --4 ---4 --4 
--2 
0 --2 --2 
__ 2 
--2 
--2 
--0 
--0 --0 --0 --0 --0 
BKN HBKN Sk3 Ska SkH' Exp 
Sr ---10 24t1g axial oblate 
--4 
i --8 
--KJ --10 
--10 2.5j 
--6 --8 --8 =~ --8 ; 
I --4 
__ 6 
__ 6 
:=j 6 --2 ==~ ~ =• I --2 --2o' --0 --0 --0 --0 
> QJ 
L 
axial prolate 
10r- --10 --tl 
--10 --10 
--10 
--6 
-.-8 
--8 
--8 --8 5 --8 
--6 
--6 
--6 --6 
--6 --4 
--4 
--4 --4 ----4 --4 
--2 
0 --2 =3 =~ __ 2 __ 2 --0 --0 --o --o 
BKN HBKN Sk3 Ska SkH' Exp. 
1i; 2s51 :L axial ob/ate 
8 
8 8 8 6 8 
6 
6 6 6 6 4 
4 4 4 4 2 
2 
---2 2 2 2 
0 0 0 0 0 0 
Fi g. 2 
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Concerning the Skyrme forces only, there seems tobe no systematics neither in 
binding energy nor in the moments of inertia. 
In Table 12 we compare the N~ 0 values for 12c, 20Ne and 28si for BKN and SkM* 
with the ones obtained by Ripka (Ri68) using a deformed harmonic oscillator 
with spin-orbit and ~ 2 corrections. The RKN force favours the higher L contri-
butions in comparison to SkM* or Ripka. The calculation of Ripka gives for 
every case a bigger contribution for L=O and L=2 than our calculation. As is 
cl ear from Fi g. 2 all cal cul ated spectra are compressed with respect to the 
experimental spectra. This illustrates a shortage of the present interaction 
and/or the need of a variation after projection calculation. 
12c 20Ne 28s; 
L BKN SkM* Ri 68 RKN SkM* Ri 68 BKN SkM* Ri68 
0 .179 .186 .230 .083 .093 .109 .061 .064 .079 
2 .534 • 548 • 582 .325 .355 • 398 • 2~3 • 264 • 313 
4 .• 258 .248 .188 .331 .335 .. .336 .298 .304 .326 
16 • 027 .018 0 .186 .165 .134 0 219 • 216 .194 
18 .002 • 001 0 .0111 .045 .022 .112 .105 .071 
Tabl e 12: N~0 contributions to the intrinsic HF wave functions are compared 
with the calculation of Ripka (Ri68). 
- 125 -
Appendix A2 
Elimination of Linear Dependence in the GCM Matrix Equation 
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To elirninate the linear dependences two procedures can be used which are 
equivalent for exact linear dependence·: 
1. First diagonalize then elirninate (Ch7R). 
Suppose we have an original dirnension of the problern n. The first step is the 
diagonalization of the norrn rnatrix N to the diagonal rnatrix n 
(E 1) 
(E2) 
For exact linear dependence sorne of the eigenvalues in D will be zero. Due to 
nurnerical errors one will however compute srnall positive. and negative eigen-
values. 
With sorne appropri ate cut-off pararneter, see Deurnens (DeR2L one throws away 
these srnall eigenvalues. One ii then left with a problern of srnalTer dirnension 
"' n 
(E3) 
where Dis now an nxn rnatrix and the dirnension of Gis nxn. The original GCM 
equation 
(H-E N)f "'0 (E4) 
is rnultiplied with o-112 • GT and because cr-112GT N 'Go-112 = 1 one arrives at 
the following rnatrix equation 
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(E5) 
which has to be solved. 
2. First eliminate then diagonalize (IBM). 
Suppose we would like to eliminate the linear dependent rows and columns from 
the input matrices. As a first step one pivotes the input nxn matrix to H1. 
Then one makes use of the unique decomposition 
(E6) 
with 
1 1 k l, ... ,n u lk = hlk = 
1 =hh l,eoe,n (E7) R..l = 
. 1 hl . 
11 
h~ 1 xhlk i = 2, ••• , n 1 1 
d;k = h;k 
hh k = 2, ••• ,n 
The next step is pivoting the matrix n~2 suchthat one arrives to an inter-
changed matrix H2. The matrix n~2 is now decomposed according to. (E6) and one 
ends up with 
0 
1 (E8) 
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The sarne procedure is continued until all elements of D~+1,r+l are smaller 
than some estimated cut-off parameter, see (De82). From this, one can conclude 
that the rank of the input rnatrix H is r. 
Neglecting these small terms one arrives at 
'1 0 0 uh ufz r u 1r 
r 
u1r+1 
.Q,h 1 ... 0 0 u~2 r r u 2r u2r+1 
.Q,~ 1 .Q,~2 1 .• 0 
Hr :::; 
. . 
. . (E9) 
r tr 1 trl r2 0 0 
r r 
•• 0 urr ur,r+l 
r r 
Lr+1,1 ... Lr+l,r 
nxr rxn 
To know the linear dependences between the different rows (or columns) one 
writes down the following matrix equation: 
w xr :::: ßr 
I n s e rt i n g ( E 9 ) an d p a rt it i o n i n g X r t o ( x 1 \ 
x2 
( tR \ • ( lJ UR ) : 
L•U•X + L • UR • X = R1 1 2 
LR•U•X + LR•UR•X = R2 1 2 
Since L and U are invertible one has 
(E 10) 
, sr to ( :~ ) and Hr to 
(E11) 
(E12) 
and the same should hold for the input matrix Hr on the left side of (E10). 
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Conclusions 
Until now, most of the microscopic approaches towards the description of large 
amplitude collective motions in nuclei aim to reduce the complicated many-body 
problern to a simpler one in terms of a few collective coordinates; e.g. rela-
tive distance of heavy ions during their collision or necking and elongation 
in a fission process. 
About ten years ago, a new impulse was introduced due to the desire of deter-
mining, instead of an educated guess, the collective degrees of freedom and 
the associated mass parameters and potentials hy a detailed study of the many-
body dynamics of the collective motion. 
The most promising theories in this direction use Slater determinants and are 
mainly based on the time-dependent Hartree-Fock dynamics. Rowe and Bassermann, 
Vi 11 ars, Goeke and Rei nhard, Baranger and Veneroni have presented theori es 
based on these concepts. Similar attempts have been made by Holzwarth, Yukawa 
and Marumori. These various approaches give, in principle, a prescription for 
the deri vat i on of a family of Sl ater determi nants from whi eh the coll ect i ve 
Hamiltonian is to be extracted by means of a proper quantization procedure. 
However, the prescriptions differ from each other and one should test their 
validity in calculating observables of realistic nuclear systems. Actually, 
the Goeke and Reinhard prescription has been shown to be suitable ·for a numer-
ical treatment, however, a direct and thorough comparison with experiment was 
still missing. Hence it was the aim of this work to build a bridge between 
this theory and the observables by · means of appropriate many body techniques 
particularly designed to be used on three dimensional grids. To this end we 
have studied three different nuclear systems within the quantized adiabatic 
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time-dependent Hartree-Fock formalism from the structural and dynamical point 
of view. 
The collective Schrödinger equation, with the classical potential and the 
added quantum corrections and a centrifugal term, has been solved for scatter-
i ng and bound states. The BKN type i nteract i ons do not 1 ead to enough bi ndi ng 
energy for the 20Ne system but it turns out that qATDHF provides a reasonable 
description for the ground state rotational band of 20Ne. In addition, the 
experimental elastic differential scattering cross sections for a on 16o are 
well reproduced. Although there are no free parameters in the formalism the 
theoretical results are at least as good as the Woods~Saxon best fits to the 
data. 
In order to conserve explicitly the rotational symmetries of the physical sys-
tem, we have also inserted the qATDHF wave functions into the GCM formalism. 
The kernels have been calculated with the angular moinentum projection tech-
nique proposed by D. Baye and P.-H. Heenen. The method, which is meant for 
wave functions represented on a grid, has been tested by applications to rota-
tional bands and heavy ion collisions. 
It ;.s an important result of this thesis that the combination of qATDHF with 
GCM and angular momentum projection is indeed technically feasible and allows 
without further approximations the evaluation of relevant observables. With 
the qATDHF wave functions of the a- 1 60 collective path and the BKN interaction 
we obtain in this way stable phase shifts which are similar to those in the 
1 iterature. In case of the a-a-system they reproduce the experimental data up 
to an energy of 20 MeV. However, if we insert, on the other hand, the model 
wave functions of the HF sudden approximation drastic changes occur. This is 
an indication that the use of density-dependent interactions also requests 
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more appropriate model wave functions which reflect fully the dynamical 
aspects of a heavy ion collision, see also (Gi86). This sheds some interesting 
1 i ght on many resul ts in the 1 iterature whi eh are obtai ned withi n the sudden 
approximation using harmonic oscillator type wave functions. 
Attempts to improve the wave function of 20Ne by including other structural 
configurations like ct.-12 C-a, besides the a-160 one, were not successful. This 
is due to the properties of the forces used and since the present qATDHF pro-
cedure is constructed to describe the maximal decoupled lowest energy mode of 
the system. The distortion of the a-particles in the a-a scattering leads to 
resonance structures which might indicate that an a* structure is contained in 
our qATDHF wave functions. 
In summary, the above results show that it is indeed possible to connect gen-
eral and symmetry conserving many body techniques to the qATDHF theory and to 
ohtain in this way a pure microscopic framewerk which can be handled in a 
numerical way and allows for the evaluation of observables which are accessi-
ble to experiments. Si nce the theory does not contain any adjustable parame-
ters all results obtained are only dependent on the effective nucleon-nucleon 
force and on the symmetries of the initial wave functions. 
It is, however, clear from the examples, particularly for the system a-12C, 
that a generalization to the coupling of more channels is still to be per-
formed in order to study transfer, break up and other inelastic reactions. 
Furthermore, in all adiabatic theories, the usefulness of which we have shown 
by our results, the transition from an asymptotically well defined channel to 
the combined system is not yet understood when at least one of the fragments 
is deformed. In addition, also the statistical coupling of other open channels 
remains to be considered which would enable the description of an imaginary 
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part added to the collective potential. This seems to us the path to be fol-
lowed towards a fully selfconsistent microscopic description of static and low 
energy dynamical nuclear properties. 
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