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Abstract
If S is a nonempty, finite subset of the positive integers, we address the question of when the elements
of S consist of various mixtures of quadratic residues and nonresidues for infinitely many primes. We are
concerned in particular with the problem of characterizing those subsets of integers that consist entirely of
either (1) quadratic residues or (2) quadratic nonresidues for such a set of primes. We solve problem (1) and
we show that problem (2) is equivalent to a purely combinatorial problem concerning families of subsets
of a finite set. For sets S of (essentially) small cardinality, we solve problem (2). Related results and some
associated enumerative combinatorics are also discussed.
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1. Introduction
Let Z+ denote the set of positive integers. If p ∈ Z+ is an odd prime and z ∈ Z+, then
(z | p) denotes the associated Legendre symbol. A residue pattern for p consists of a nonempty
finite subset S of Z+ and a choice of signs ε :S → {−1,1} such that (s | p) = ε(s), for all
s ∈ S. Of course, if ε ≡ 1 on S (respectively, ε ≡ −1 on S), then S is a set of quadratic residues
(respectively, quadratic nonresidues) of p. We will denote a residue pattern for p by the triple
(S, ε,p).
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x, x + 1 such that if S = {x, x + 1} and ε :S → {−1,1} is any choice of signs, then (S, ε,p) is
a residue pattern for p, and elegant formulas exist which count the number of such patterns for
a given prime [11, Problem 8, p. 71]. The same situation also occurs for triples of consecutive
integers [10]. The state of affairs for four or more consecutive integers is less complete. The
number of quadruples of consecutive quadratic residues of a prime p ≡ 3 (mod 4) has been
known for a long time [6], and Hudson [5] showed that all primes p  59 possess a set of
four consecutive quadratic residues. Buell and Hudson [1] proved that for each  ∈ Z+, runs
of  consecutive quadratic residues and  consecutive quadratic nonresidues exist for all primes
sufficiently large. The results in [1,5] make use of theorems of Burgess [2,3] and Weil [12] on
estimates for sums of quadratic characters and hence the arguments there depend on deep results
from number theory and algebraic geometry. On a different note, we also mention in passing a
recent paper of Jiménez Calvo [7] that exhibits and analyzes some interesting geometric patterns
that occur in certain graphical plots of large numbers of quadratic residues.
Motivated by these results, we consider in this paper the following related problem: find a
useful characterization of those finite subsets S of Z+ for which S is either a set of quadratic
residues or a set of quadratic nonresidues for infinitely many primes. Solutions of this problem
will differ from the results which we discussed above in two important ways: first, a set S of
quadratic residues or nonresidues will be obtained for only infinitely many primes, rather than
all but finitely many, and secondly, the set of required primes may vary as the set S varies. These
differences actually make our problem much more tractable. We in fact can solve it completely
for quadratic residues, and the solution is simple, both in statement and method: every nonempty,
finite subset of Z+ is a set of quadratic residues for infinitely many primes (Theorem 2.3). The
determination of the finite subsets S of Z+ that are quadratic nonresidues for infinitely many
primes is much more subtle, but we do find a rather elegant solution to this problem in case S
has (essentially) at most four elements (Theorem 4.1).
In light of the results on consecutive pairs and triples mentioned in the second paragraph
above, the following concept is of interest in our context: we will say that a nonempty, finite
subset S of Z+ supports all patterns if for each choice of signs ε :S → {−1,1}, (S, ε,p) is a
residue pattern for infinitely many primes p. The subsets of Z+ which support all patterns are
characterized in Theorem 4.3.
We note finally that our methods here are quite elementary and straightforward. All of the
number theory that we use is contained in the proof of Lemma 2.1 in Section 2, which requires
only the law of quadratic reciprocity and Dirichlet’s theorem on primes in arithmetic progres-
sions. The remainder of our arguments are entirely combinatorial in nature and make use only of
simple facts about sets and linear algebra.
2. Preliminary characterization of certain residue patterns
We begin with some notation and terminology that will be used throughout the remainder
of the paper. Z denotes the set of integers. If n ∈ Z+, [1, n] will denote the n-set {1,2, . . . , n}.
For each n ∈ Z+, Q(n) will denote the set of all quadratic residues of n. By a residue (respec-
tively nonresidue) of an integer n, we will mean an element of Q(n) (respectively, Z \ Q(n)) in
[1, n− 1]. If a ∈ Z, b ∈ Z+, AP(a, b) will denote the arithmetic progression {a + bn: n ∈ Z}.
Finally, if A is a set, then 2A denotes the set of all subsets of A, and ∅ will denote the empty set.
All of our subsequent work rests on the following basic lemma:
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Proof. We assume p1 < · · · <pk . Let ε :Π → {−1,1} be a choice of signs. We must prove that
there are infinitely many primes p such that
(pi | p) = ε(pi), i = 1, . . . , k. (2.1)
Suppose first that p1 = 2 and ε(2) = 1, where we may assume that k  2. For each prime
p ≡ 1 mod 4 write p = 2pini + ki, i = 2, . . . , k. Then by quadratic reciprocity, for each i,
(pi | p) =
(
(2pini + ki) | pi
)= (ki | pi). (2.2)
For each i, let ki be an odd residue (respectively, nonresidue) of pi if ε(pi) = 1 (respectively,
ε(pi) = −1), unless p2 = 3 and ε(p2) = −1, in which case take k2 = 5. It follows from (2.2)
that for each i, all primes p ≡ 1 (mod 8) in AP(ki,2pi) have
(pj | p) = ε(pj ) for j = 1, i. (2.3)
We now show that there are infinitely many primes ≡ 1 mod 8 in
k⋂
i=2
AP(ki,2pi);
any such prime will then satisfy (2.1).
Using the fact that each ki is odd, an inductive argument incorporating the solutions from
an appropriate sequence of linear Diophantine equations establishes the existence of integers
x1, . . . , xk−1 such that each element of
AP
(
k2 + 2
k∑
i=2
xi−1
(
i∏
j=2
pj
)
,8p2 · · ·pk
)
is ≡ 1 mod 8 and is contained in
k⋂
i=2
AP(ki,2pi).
Moreover, it follows from the fact that ki and pi are relatively prime for all i that
k2 + 2
k∑
i=2
xi−1
(
i∏
j=2
pj
)
and 8p2 · · ·pk
are relatively prime, and so an application of Dirichlet’s theorem on primes in arithmetic pro-
gressions gives us infinitely many primes of the required type.
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many primes in
⋂k
i=2 AP(ki,2pi) that are all ≡ 5 mod 8, and any such prime satisfies (2.1) in
this case. Finally, if all pi ’s are odd, simply adjoin 2 and repeat the argument. 
The following well-known fact says that the only “universal” quadratic residue pattern is the
obvious one [9, Theorems 5–9, p. 75].
Corollary 2.2. If m ∈ Z with m 2 and S ⊆ [1,m− 1], then the following are equivalent:
(i) S ⊆ {k2: k = 1, . . . , [√m ]2};
(ii) S ⊆ Q(n), for all nm;
(iii) S ⊆ Q(p), for all primes p sufficiently large.
Proof. We need only to prove that if z ∈ Z+ is a residue of all sufficiently large primes, then
z is a square. But if z is not a square, then there are distinct primes p1, . . . , pk such that for all
sufficiently large primes p,
(z | p) =
k∏
i=1
(pi | p),
and it now follows from Lemma 2.1 that this product is −1 for infinitely many primes p. 
If S is a nonempty finite subset of Z+ and Π is the set of all prime factors of the elements
of S, then there are infinitely many primes p such that (q | p) = 1, for all q ∈ Π (Lemma 2.1),
and so (z | p) = 1 for all z ∈ S (in this regard, cf. [4, Lemma, p. 2]). Hence relaxation of the
hypothesis on S in Corollary 2.2(iii) to just infinitely many primes shifts the conclusion to the
opposite extreme, viz.
Theorem 2.3. Every nonempty finite subset of Z+ is a set of quadratic residues for infinitely
many primes.
We now turn our attention to nonresidues. In order to obtain a preliminary characterization
of the subsets of Z+ which are sets of nonresidues for infinitely many primes and the subsets
which support all patterns, we first recall that every integer z 2 can be factored uniquely as the
product of a square and a square-free integer (the square-free part of z). If πodd(z) denotes the
set of prime factors of z of odd multiplicity, then the square-free part of z is the product of the
elements of πodd(z) (with the empty product, as usual, given the value 1), and so
(z | p) =
∏
q∈πodd(z)
(q | p)
for all primes p large enough.
Since a product of signs is −1 if and only if the number of −1’s in the product is odd, the
following lemma is obvious:
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ε :A → {−1,1} such that ∏
a∈S
ε(a) = −1, for all S ∈ S,
if and only if there exists a subset N of A such that the cardinality of N ∩ S is odd, for all S ∈ S .
If we now combine Lemmas 2.1 and 2.4 with the observation immediately preceding the latter,
we deduce
Lemma 2.5. If S is a nonempty finite subset of Z+ that contains no squares and Π is the set of all
prime factors of the elements of S of odd multiplicity, then S is a set of nonresidues for infinitely
many primes if and only if there exists a subset N of Π such that for all z ∈ S, the cardinality of
N ∩ πodd(z) is odd.
Turning now to sets that support all patterns, we first record the following obvious lemma:
Lemma 2.6. If A is a nonempty finite set and ∅ 	= S ⊆ 2A \{∅}, then the following are equivalent:
(i) For each choice of signs ε :S → {−1,1}, there exists a choice of signs η :A → {−1,1} such
that ∏
a∈S
η(a) = ε(S), for all S ∈ S;
(ii) For every nonempty subset T of S , there exists a subset N of A such that if T ∈ S , then the
cardinality of N ∩ T is odd if and only if T ∈ T .
Lemmas 2.1 and 2.6 together now imply
Lemma 2.7. If S and Π are defined as in the statement of Lemma 2.5, then S supports all patterns
if and only if
(i) πodd(w) 	= πodd(z), for all w,z ∈ S such that w 	= z, and
(ii) if S = {πodd(z): z ∈ S}, then for each nonempty subset T of S , there exists a subset N of Π
such that if T ∈ S then the cardinality of N ∩ T is odd if and only if T ∈ T .
Via Lemmas 2.5 and 2.7, the problems of characterizing the finite subsets of Z+ that are
nonresidues for infinitely many primes and those that support all patterns are reduced to purely
combinatorial problems about nonempty subsets of 2A \ {∅} for a fixed nonempty finite set A.
We take up these problems in the next section.
3. On the combinatorics of sign multiplications
Throughout this section, n ∈ Z+ will be fixed. Let ∅ 	= S ⊆ 2[1,n] \ {∅}. We will be concerned
with the following properties which S may possess:
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Property 2. For every nonempty subset T of S , there is a subset N of [1, n] such that if T ∈ S
then the cardinality of N ∩ T is odd if and only if T ∈ T .
We look first at Property 2. Our discussion of this property depends on the following observa-
tions. If χA denotes the indicator function of a set A and {N,S} ⊆ 2[1,n], then the cardinality of
N ∩ S is
n∑
i=1
χS(i)χN(i).
Hence if F = Z/2Z is the Galois field of order 2, if Fn is the vector space over F of dimension n,
and if ∅ 	= S = {S1, . . . , Sm} ⊆ 2[1,n] \ {∅}, then there is a one-to-one correspondence between
the solutions (x1, . . . , xn) ∈ Fn of the m× n system of linear equations
n∑
i=1
χSj (i)xi ≡ 1 mod 2, j = 1, . . . ,m,
over F and the subsets N of [1, n] such that the cardinality of N ∩ Sj is odd for j = 1, . . . ,m,
given by
(x1, . . . , xn) ↔ {i: xi = 1}.
It therefore follows that S has Property 2 if and only if for all T ∈ 2S \ {∅}, the system of linear
equations over F given by
∑
i
χT (i)xi ≡ 1 mod 2, T ∈ T ,
∑
i
χS(i)xi ≡ 0 mod 2, S ∈ S \ T ,
has a solution in Fn, i.e., the linear transformation of Fn into Fm with matrix
⎛
⎜⎜⎝
χS1(1) . . . χS1(n)
χS2(1) . . . χS2(n)
...
...
χSm(1) . . . χSm(n)
⎞
⎟⎟⎠
is surjective. Thus S has Property 2 if and only if the row vectors of this matrix are linearly
independent over F .
We now establish a lemma which provides a combinatorial characterization of the linearly
independent subsets of Fn. Begin by recalling the symmetric difference AB of two sets A
and B , which is defined as
AB = (A \B)∪ (B \A).
126 S. Wright / Journal of Number Theory 123 (2007) 120–132The symmetric difference operation is commutative and associative, hence if {A1, . . . ,Ak} is a
finite collection of sets, then the repeated symmetric difference
A1A2· · ·Ak =
k
i=1
Ai
is unambiguously defined.
If v = (v(1), . . . , v(n)) ∈ Fn then the support Σ(v) of v is defined to be the set
Σ(v) = {i ∈ [1, n]: v(i) = 1}.
We note that v 	= 0 if and only if Σ(v) 	= ∅. If V = {v1, . . . , vm} ⊆ Fn, then a simple calculation
shows that

i
Σ(vi) = Σ
(∑
i
vi
)
= { ∈ [1, n]: the cardinality of the set {v ∈ V :  ∈ Σ(v)} is odd}. (3.1)
When we now observe that V is linearly independent over F if and only if
0 	=
∑
s∈S
vs for each S ∈ 2[1,m] \ {∅},
the following lemma is an immediate consequence of (3.1).
Lemma 3.1. If ∅ 	= V ⊆ Fn, then the following statements are equivalent:
(i) V is linearly independent over F ;
(ii) for each S ∈ 2V \ {∅}, v∈S Σ(v) 	= ∅;
(iii) for each S ∈ 2V \ {∅}, there exists i ∈ [1, n] such that the cardinality of the set {v ∈ S: i ∈
Σ(v)} is odd.
Lemma 3.1 in concert with our previous discussion yields the following characterization of
Property 2.
Proposition 3.2. If ∅ 	= S ⊆ 2[1,n] \ {∅}, then the following statements are equivalent:
(i) S has Property 2;
(ii) for each T ∈ 2S \ {∅}, T ∈T T 	= ∅;
(iii) for each T ∈ 2S \ {∅}, there exists i ∈ [1, n] such that the cardinality of the set {T ∈ T :
i ∈ T } is odd.
Proposition 3.2 gives a description of Property 2 that is intrinsic to S itself and does not
explicitly depend on the subsets of [1, n] used in the definition of Property 2. Note in particular
that if S has Property 2 then the cardinality of S cannot exceed n.
S. Wright / Journal of Number Theory 123 (2007) 120–132 127It is now a simple matter to also count the number of subsets of 2[1,n] \{∅} that have Property 2.
For m ∈ [1, n], let smn denote the number of subsets of 2[1,n] \ {∅} of cardinality m which have
Property 2. It follows that smn is the number of m-element, linearly independent subsets of Fn,
and so if tmn denotes the number of m-tuples of linearly independent vectors in Fn, then(
2n − 1)(2n − 2) · · · (2n − 2m−1)= tmn = (m!)smn.
We next take up Property 1, after fixing ∅ 	= S ⊆ 2[1,n] \ {∅}. As a consequence of our previous
remarks, S has Property 1 if and only if
(1, . . . ,1)︸ ︷︷ ︸
m times
∈ linear span over F of {(χS1(i), . . . , χSm(i)): i = 1, . . . , n}. (3.2)
Gaussion elimination over F hence provides an algorithm with running time O(mn) that de-
cides if S does or does not have Property 1 and also produces a subset of [1, n] which verifies
Property 1 for S when S has it. Since the only elementary row (respectively, column) operations
over F are interchange of rows (respectively, columns) and the addition of a row (respectively,
column) to another, this algorithm is computationally very efficient.
It is interesting to contrast this situation with a classical problem in combinatorics that is
similar in spirit to it, namely the transversal problem. This asks for a transversal of S , i.e.,
a subset T of [1, n] such that T intersects each element of S in exactly one point. Employing
the same reasoning as before shows that finding a transversal is equivalent to the following 0–1
matrix problem:
Given a matrix M all of whose entries are either 0 or 1, find a solution vector X of
MX = (1, . . . ,1) such that all coordinates of X are either 0 or 1. (∗)
Since we are now doing linear algebra over the reals, say, rather than F , this is an integer-
programming-type problem (but without the optimization, of course). Such problems are in
general much more computationally complex than Gaussion elimination. In fact, if the rows
of M are indexed by the elements of [1, n] and the columns by the elements of S , which is the
transpose of the matrix in the transversal problem, then (∗) is equivalent to the exact-cover prob-
lem, i.e., finding a subset of S that partitions [1, n]. But it is well known, and famously so [8],
that the exact-cover problem is NP-complete, and hence so is the transversal problem!
Although (3.2) is easy to check computationally, it does not lend itself very well to the de-
termination of a good intrinsic set-theoretic characterization of Property 1, in contrast to what
occurred in our discussion of Property 2. Instead we consider the notion of an obstruction to
Property 1. This is a nonempty subset S of 2[1,n] \ {∅} which does not have Property 1, but all
nonempty proper subsets of S do have it. Obstructions are of interest because of the following
simple fact: a nonempty subset of 2[1,n] \ {∅} has Property 1 if and only if it does not contain an
obstruction. We now describe some obstructions to Property 1.
Let m  3, and let {V1, . . . , Vm} ⊆ 2[1,n] \ {∅} with Vi ∩ Vj = ∅ for i 	= j . An m-cycle is a
subset of 2[1,n] \ {∅} either of the form
{
V1, . . . , Vm−1,
m−1⋃
Vi
}
1
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{V1 ∪ V2,V2 ∪ V3, . . . , Vm−1 ∪ Vm,V1 ∪ Vm}
(an m-cycle of type 2). The Vi ’s are called the vertices of the m-cycle. Then
(i) an m-cycle is an obstruction to Property 1 if and only if m is odd.
Let m ∈ Z+ be even, let S be a subset of [1, n] of cardinality 2m, let T = {x1, . . . , xm} be a subset
of S of cardinality m, let U = {y1, . . . , ym} = S \ T , and set Ui = U \ {yi}, i = 1, . . . ,m. Then
(ii) {S, {x1} ∪U1, . . . , {xm} ∪Um} is an obstruction to Property 1, and it is not an (m+ 1)-cycle
if m 4.
Finally, if {A1,A2,A3,A4,A5, } ⊆ 2[1,n] \ {∅} with Ai ∩Aj = ∅ for i 	= j , then
(iii) {A1 ∪ A2,A2 ∪ A3,A4 ∪ A5,A1 ∪ A2 ∪ A4,A2 ∪ A3 ∪ A5} is an obstruction to Property 1
that is neither a 5-cycle nor one of the obstructions defined by (ii).
Ideally, one would now wish to solve the following problem: for each m ∈ [1,22n − 1], find
a precise and useful description of the set Om of all obstructions to Property 1 of cardinality m.
The preceding examples indicate, however, that the structure of Om as m increases becomes so
combinatorially complex as to make this a forbiddingly formidable task. In particular,O5 already
contains all 5-cycles, all 5-element examples from (ii), and all the examples from (iii), as well
as a few others. These examples also show that Property 1 appears to be much more subtle and
delicate than Property 2. On the other hand, the following proposition shows that O3 is the set of
all 3-cycles and O1,O2, and O4 are empty.
Proposition 3.3. If ∅ 	= S ⊆ 2[1,n] \ {∅} and the cardinality of S is at most four, then S has
Property 1 if and only if S does not contain a 3-cycle.
Proof. We need only prove that if ∅ 	= S ⊆ 2[1,n] \ {∅}, S has cardinality at most four, and S
does not have Property 1, then S must contain a 3-cycle. Since any such S of cardinality at most
two clearly has Property 1, we may suppose that the cardinality of S is either three or four.
Assume first that the cardinality of S = {A,B,C} is three. Since S is then an obstruction,
every element of S is contained in the union of the other two. It is also clear that A∩B ∩C = ∅
and the elements of S cannot be pairwise disjoint.
Suppose A∩B 	= ∅. C can only be disjoint from at most one of A or B , so assume B ∩C = ∅,
say. Then B ⊆ A. If C A and if x ∈ B,y ∈ C \A, then {x, y} intersects A,B, and C in exactly
one point, which is impossible since S does not have Property 1. Hence C ⊆ A. But we also have
A ⊆ B ∪C, and so A = B ∪C, i.e., S is a 3-cycle of type 1.
We may hence suppose that B ∩C 	= ∅. If A∩C = ∅, the argument in the previous paragraph
then shows that B = A ∪ C and S is again a 3-cycle of type 1. We may thus assume that V1 =
A ∩ B,V2 = A ∩ C, and V3 = B ∩ C are all nonempty. But then V1,V2, and V3 are pairwise
disjoint (since A∩B ∩C = ∅), and we have A = V1 ∪V2,C = V2 ∪V3, and B = V1 ∪V3, hence
S is a 3-cycle of type 2.
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by what we have just shown, T must be a 3-cycle. We may hence assume that S is an obstruc-
tion, and so every element of S is contained in the union of the other three. It is also clear that
the elements of S can have no point in common. We can now apply an elimination procedure
to deduce that S must still contain a 3-cycle, which is impossible since S is an obstruction. The
elimination argument which accomplishes this is similar in spirit to the reasoning that was em-
ployed above when S had cardinality three, but while straightforward, it is rather more elaborate
and somewhat tedious, so we leave the details to the interested reader. 
In light of Proposition 3.3, it is of interest to count the number of subsets of 2[1,n] \ {∅} of at
most four elements that do not contain a 3-cycle. To this end, let an (respectively, bn) denote the
number of 3-cycles of type 1 (respectively, type 2) that are subsets of 2[1,n] \ {∅}. Since cycles are
uniquely determined by their vertices, it follows that an (respectively, bn) is the cardinality of the
set An (respectively, Bn) of all two-element (respectively, three-element) subsets of 2[1,n] \ {∅}
that are pairwise disjoint. We now derive simple linear recurrence relations for (an) and (bn).
Clearly a1 = 0. If n 2,An consists of the following three pairwise disjoint families of sets:
An−1,{{n}, S}, S ∈ 2[1,n−1] \ {∅},{{n} ∪ S,T }, {{n} ∪ T ,S}, {S,T } ∈An−1.
Since pairs of elements in the third family that are determined by distinct elements of An−1 are
disjoint, it follows that
an = 3an−1 − 1 + 2n−1, n 2.
Turning next to (bn), it is clear that b1 = b2 = 0, and if n  3, Bn consists of the following
pairwise disjoint families of sets:
Bn−1,{{n}, S, T }, {S,T } ∈An−1,{{n} ∪ S,T ,U}, {{n} ∪ T ,S,U}, {{n} ∪U,S,T }, {S,T ,U} ∈ Bn−1.
Since the sets of elements in Bn from the third family that are determined by distinct elements of
Bn−1 are disjoint, it follows that
bn = 4bn−1 + an−1, n 3.
If cn now denotes the number of 3-cycles that are subsets of 2[1,n] \ {∅}, a straightforward
calculation yields
c1 = 0, cn = an + bn = 1 + 2
2n−1
3
− 2n−1, n 2.
Next let dn denote the number of four-element subsets of 2[1,n] \ {∅} that contain a 3-cycle.
Clearly d1 = 0, and if n 2, it follows from the fact that distinct 3-cycles have at most one ele-
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of at most four elements which do not contain a 3-cycle, then e1 = 1 and if n 2,
en = 2n − 1 +
(
2n − 1
2
)
+
(
2n − 1
3
)
− cn +
(
2n − 1
4
)
− dn,
hence
en =
⎧⎨
⎩
1, if n = 1,
6, if n = 2,
2n−1(2n+1 − 5)+ (2n−3)(22n−3(2n−7)+2n−2−1)3 , if n 3.
4. Final characterization of the residue patterns
We now combine the results of Sections 2 and 3 to deduce the principal results of this article.
As a consequence of Lemma 2.5 and Proposition 3.3, we obtain the following characterization of
the subsets of Z+ of (essentially) at most four elements that are sets of nonresidues for infinitely
many primes:
Theorem 4.1. Let S be a nonempty finite subset of Z+ that contains no squares, let Π denote
the set of all prime factors of the elements of S of odd multiplicity, and let S = {πodd(z): z ∈ S}.
If S contains at most four elements, then S is a set of quadratic nonresidues for infinitely many
primes if and only if S does not contain a 3-cycle included in 2Π \ {∅}.
Corollary 4.2. Every pair of positive integers, neither of which is a square, is a set of quadratic
nonresidues for infinitely many primes.
From Lemma 2.7 and Proposition 3.2, we deduce the following characterization of sets which
support all patterns:
Theorem 4.3. If S,Π , and S are defined as in the statement of Theorem 4.1, then the following
statements are equivalent:
(i) S supports all patterns;
(ii) πodd(w) 	= πodd(z) for all w,z ∈ S with w 	= z and for each nonempty subset T of S ,
T ∈T T 	= ∅;
(iii) πodd(w) 	= πodd(z) for all w,z ∈ S with w 	= z and for each nonempty subset T of S , there
exists a prime p ∈ Π such that the cardinality of the set {T ∈ T : p ∈ T } is odd.
Remark. If Π is a set of primes, then the density of Π is defined to be
lim
x→+∞
cardinality of {p ∈ Π : p  x}
cardinality of the set of all primes p  x
provided this limit exists. In [4], Filaseta and Richman established the following very interesting
fact: if S supports all patterns, if s is the cardinality of S, and if ε :S → {−1,1} is a choice of
signs, then 2−s is the density of the set of all primes p for which (S, ε,p) is a residue pattern.
They also showed that a nonempty, finite subset S of Z+ supports all patterns if and only if
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equivalent to condition (iii) of Theorem 4.3.
The observation that any pair of nonempty subsets of a finite set has Property 2 of Section 3
now yields
Corollary 4.4. Any pair {m,n} of positive integers, neither of which is a square, supports all
patterns if and only if πodd(m) 	= πodd(n).
Declare a nonempty subset of Z+ to be completely square-free if all of its elements are square-
free. If S is a finite completely square-free subset of Z+,Π is the set of all prime factors of the
elements of S, π(z) denotes the set of prime factors of z ∈ S , and if S = {π(z): z ∈ S}, then S
is uniquely determined by S and vice versa, S and S have the same cardinality, and S is a set of
nonresidues for infinitely many primes (respectively, supports all patterns) if and only if S has,
with respect to Π , Property 1 (respectively, Property 2) of Section 3. On the other hand, if Π is
a given nonempty finite set of primes and ∅ 	= S ⊆ 2Π \ {∅}, we say that{∏
p∈S
p: S ∈ S
}
is a completely square-free set determined by Π . We may thus conclude from these remarks and
the enumeration results from Section 3 the following corollary:
Corollary 4.5. Let Π be a set of primes of cardinality n ∈ Z+.
(a) The number of completely square-free subsets of Z+ of cardinality at most four which are
determined by Π and are a set of quadratic nonresidues for infinitely many primes is 1 if
n = 1,6 if n = 2, and
2n−1
(
2n+1 − 5)+ (2n − 3)(22n−3(2n − 7)+ 2n−2 − 1)
3
if n 3.
(b) The number of completely square-free subsets of Z+ of cardinality m ∈ [1, n] which are
determined by Π and support all patterns is
(2n − 1)(2n − 2) · · · (2n − 2m−1)
m! .
In closing, we wish to call attention to two topics for further research that arise from our work
here:
(1) For n ∈ Z+, find a useful characterization of the sets Om of all obstructions to Property 1
of the relevant cardinality m as defined in Section 3. This is an interesting purely combinatorial
problem and a good answer to it for any fixed n and m will of course also produce a good
characterization of more sets that are quadratic nonresidues for infinitely many primes.
(2) Declare that a set S of nonempty, finite subsets of Z+ has the residue (respectively, non-
residue) property if for each prime p sufficiently large, there exists S ∈ S such that S is a set of
quadratic residues (respectively, quadratic nonresidues) of p.
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exists S ∈ S such that for all choices ε :S → {−1,1} of signs, (S, ε,p) is a residue pattern for p.
Thus the results of [1,5,10] that are discussed in the introduction can be restated as follows: the
set of all subsets of Z+ consisting of a fixed number  of consecutive integers has the residue and
nonresidue properties, while the set of all pairs or the set of all triples of consecutive integers has
the universal pattern property. The second research topic that we wish to mention asks for inter-
esting examples of subsets of 2Z+ \{∅} that have the residue, nonresidue, and/or universal pattern
property. Producing these examples will no doubt require substantial efforts involving the rele-
vant algebraic number theory and associated arithmetic algebraic geometry (always an intriguing
prospect!) and should provide considerable insight into the structure of quadratic residues and
nonresidues.
Note added in proof
We have found a satisfactory solution to the problem posed in research topic (1) mentioned
above: it will appear in a forthcoming paper on quadratic nonresidues and the combinatorics of
sign multiplication.
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