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Abst ract - -A  two-step method is developed for the numerical solution of the radial Schr'ddinger 
equation. Numerical results obtained for the integration of resonance problem and eigenvalue problem 
show that this new method is better than other similar methods. 
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1. INTRODUCTION 
No other equation has been studied more profoundly in theoretical physics than the Schr'Sdinger 
equation. From a computational point of view this equation, in its radial form, has been the 
subject of great research activity. 
The last few years, also, close attention has been paid to calculations of eigenvalues for oscilla- 
tory systems in nuclear physics [1 and the references therein]. These calculations are related to 
the study of vibrational bound states of diatomic and triatomic molecules, as well as other few 
body problems. 
The radial SchrSdinger equation has the form 
y"(r) + I(r)y(r) = 0, (1) 
where 0 < r < c~ and f (r)  = E - l(1 + 1)/r  2 - V(r). We call the term l(l + 1)/r  2 the centrifugal 
potential, and the function V(r) the potential, where V(r) --* 0 as r --, c~. 
(a) If E > 0 we have the so called open-channel problem. This consists of the determination 
of the phase shifts 51. For higher frequencies resonance or potential scattering occurs 
according to whether the incident photon does or does not penetrate the scattering nucleus. 
The latter problem is known as "resonance problem" when the eigenenergies lie under the 
potential barrier. In this case, the problem may be considered as a boundary value subject 
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to the boundary conditions 
y(r) = O, at r = O, (2) 
y( r )~Cs in  k r -~-+51 , atr--*c~, (3) 
where 51 is the phase shift and k = x/E. 
(b) If E < 0 then the problem (1) may be considered as a bound state eigenvalue problem 
subject o the boundary conditions 
= o, at = o, (a) 
y(r) = Ca -kr, at large r, (5) 
while for "intermediate" values of r it is oscillatory, where k = ~fZ--E. 
Bruce and Nigro [2] have introduced the frequency distortion as an important property of a 
method for solving special second order periodic initial value problems (SSOPIVPs). For fre- 
quency distortion, other authors [3-5] use the terms of phase-lag, phase-error or dispersion. 
From now on we use the term phase-lag to describe the frequency distortion of a method. The 
most widely used technique for the numerical integration of (1) is the Numerov method, with 
interval of periodicity (0, 6) and the phase-lag of order four. 
Many authors have studied the properties of the phase-lag. Chawla et el. [3,4] have developed 
explict two-step methods (hybrid or Numerov-type) with minimal phase-lag for the numerical 
solution of SSOPIVPs. Also Simos [6] has developed an explicit wo-step method with phase-lag 
of order infinity for the numerical integration of SSOPIVPs; this method, however, is problem 
dependent. 
Simos [7], also, has developed a Numerov-type method with phase-lag of order eight for the 
numerical solution of (1) and the results obtained are much better than for other two-step fourth- 
order methods. 
The purpose of this paper is to introduce a fourth order method, with phase-lag of order ten, 
for the numerical solution of the radial SchrSdinger equation. This method has a very large 
interval of periodicity. The numerical results given by this method are better than those of the 
Numerov one, of the one proposed by Chawla and Rao [3] and the one proposed by Simos [7] on 
the resonance problem and on the bound states problem. 
2. PHASE-LAG ANALYS IS  
We have considered the numerical integration of the SSOPIVP defined by 
v" = v),  y ( ro)  = vo, v' = (6) 
To investigate the stability properties of the methods for solving the initial-value problem (6), 
Lambert and Watson [8] introduce the scalar test equation 
y" = -w2y (7) 
and the interval of periodicity. When we apply a symmetric two-step method to the scalar 
test equation (7), we obtain a difference quation of the form 
Y,~+I - 2Q(s)y,~ + yn-1 = 0, (8) 
where s = wh, h is the step length, Q(s) = B(s)/A(s), where B(s) and A(s) are polynomials 
in s, and Yn is the computed approximation to y(nh), n = O, 1,2,.. . .  
Radial Schr6dinger Equation 
The characteristic equation associated with (8) is 
z 2 - 2Q(s)z + 1 = O. 
We have the following definitions. 
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(9) 
is called the dispersion or the phase error or the phase-lag of the method. I f  t = 0 (s q+ 1) as s --* O, 
the order of phase-lag is q. 
Based on the above definition, Coleman [10] arrived at the following remark. 
REMARK 1. If the order of dispersion is 2r, then we have 
t = CS 2r+1 q- O(s  2r+3) :0  COS(S) -- Q(8) = cos(s)  - cos(8 - t) = cs 2r+2 q- 0(82r+4) ,  (16) 
where t is the phase- lag of  the  method.  
(13) 
(14) 
| 
[5] For any method corresponding to the characteristic equation (9) the quantity 
[B(s)]  (15) t = s -  cos -1 [A(s)J 
Zl + z2 
2 - Q(s) ,  
and 
zl + z2 e ~°(s) + e -i°(s) 
- -5 - -  - 2 = cos[0(s)],  
where zl and z2 are the roots of the characteristic equation (9). 
From (13) and (14), we have equation (12). 
DEFIN IT ION 4. 
DEFINITION 1. [9] The method (8) with the characteristic equation (9) is unconditionMly stable 
fflZll _< 1 and [z2[ <_ 1 for all values ofwh.  
DEFINITION 2. Following Lambert and Watson [8], we say that the numerical method (8) has an 
interval of periodicity (0, H2), if, for ali s 2 E (0, H2), Zl and z2 satisfy 
zl = e ~°(~) and z2 = e -~°(~), (10) 
where O(s) is a real function ors. 
DEFINITION 3. [8] The method (8) is P -s tab le  if its interval  of  per iod ic i ty  is (0, oo). 
THEOREM 1. A method which has the characteristic equation (9), has an interval of periodicity 
(O, H2o), if for all s 2 • (O, H2), IQ(s)l < 1. 
PRoof .  Putting z = (1 + p)/(1 -p )  and substituting into (9) we have 
211 + Q(s)]p 2 + 211 - Q(s)] = 0. (11) 
The roots of (11) are purely imaginary if [1 + Q(s)] [1 - Q(s)] > 0 t:~ ]Q(s)[ < 1. 
THEOREM 2. About the method which has an interval of periodicity (O,H 2) we can write 
cos[0(s)] = Q(s), where s 2 • (0,//02). (12) 
PROOF. Based on the characteristic equation (9) and on the Definition 2, we shall have 
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3. DERIVATION OF THE NEW METHOD 
Consider the class of two-step formulae given by 
f ln+ l - - -ayn+(1-a)Yn+l+h2[b fn+( la -b ) fn+l ] ,  
Yn - l=ayn+(1-a)yn- l+h2 [b fn+( la -b )  fn-1] ,  
7in : Yn - ch2(fn+l - 2fn + iN--l), 
]n+l : f(rn+l,~Jn+l), (17) 
]n - l=  f (rn_ l ,~n_l) ,  (18) 
fn = f(rn, Yn). (19) 
Then for n >_ 1, we derive the following three-parameter family Ma(a, b, c) of implicit methods of 
order four: 
h2 
y +l - 2yo  + y _1 = + 10£ + (20) 
The local truncation error (L.T.E.) of the method is given by 
L.T.E. = 2-~0 h6 [y (6) -200c(ay (2)F2 -4- "~'(4)p2 - Y (n3 Fn) -~n - n 
- 600cy(3)F2(a + 1) + 400acy(1)F'F 2] + O(hS), (21) 
of whereFn=(oy)  . 
We apply this method to the scalar test equation (7). Setting s = wh, we obtain the difference 
equation (8) and the corresponding characteristic equation (9) with 
5 5c(2b  _ a)s6 'A(s) = 1 + ls2  + ~c(1 - a)s 4 + 
B(s)---- 1-- 5S212 + 5c(1 -- a)s4 + 5bcs6" (22) 
THEOREM 3. The phase-lag of  a symmetric two-step method with characteristic equation (9) is 
the leading term in the expansion of 
[cos(s) - Q(s)] Q(s) - B(s) (23) 
s 2 ' A(s)" 
PROOF. Based on Remark 1, we have that 
cos(s) - Q(s) _ cs2r + O(s2r+2) ' (24) 
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where c is the phase-lag constant  and 2r is the phase-lag order. | 
THEOREM 4. The method M4(a,b,c), where a -= 1/3, b = 5/28 and c = 1/200 has phase-lag o[ 
order ten, which is the maximal phase-lag order, and an interval of periodicity equal to (0, 7x/~). 
PROOF. Considering (22) and (23), we have that 
s- ~ [cos(s) - Q(s)] = ~1 (s4(1_ 200c)) + ~1 (s612625ac_2(3150bc_525c+2)])  
1 
7257600 (s8 [210000ac(12c + 1) - 504000bc - 2520000c 2 + 63000c - 173]) 
1 (s1°[46200000a2c 2 - l155000ac(96bc+64c-  1) 
+ 319334400 
+2772000 b c(80 c - 1) - 27720000 c2 + 308000 c - 641]). (25) 
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To have maximal phase-lag order it follows from (25) that we must have 
1 - 200 c = 0, 
2625 ac - 2(3150bc - 525 c + 2) = 0, 
210000 ac(12c + 1) - 504000 b c - 2520000 c2 ÷ 63000 c - 173 = 0. (26) 
It, therefore, follows that for a = 1/3, b = 5/28 and c = 1/200 the phase-lag is given by 
_810 
t -  479001600" (27) 
To determine the interval of periodicity, we note first that considering (9) it is clear that the 
roots Zl,2 will be distinct, complex conjugate and each of modulus one for s 2 E (0, Hp 2) provided 
IQ(s)l < 1 for all s 2 E (0,H2). Considering (9) and Theorem 1 and for a,b and c given above we 
have that IQ(s)l < 1 for all s 2 E (0, 7v~) .  Thus the theorem is proved. 
4. NUMERICAL  I LLUSTRATION 
The method developed in Section 3 can be applied in both the open channel problem and the 
bound states problem. 
4.1. E=k2>0 
In this case, in general, the potential function V(r) dies away much faster than l(l ÷ 1)/r 2 so 
the latter is the predominant term. Then, equation (1) effectively reduces to: y"(r) ÷ (k 2 - l(l ÷ 
1)/r 2) y(r) = O, for large r. It is well known that the equation (1) has two linearly independent 
solutions krj l (kr)  and krnl(kr),  where j l (kr)  and nl(kr) are the spherical Bessel and Neumann 
functions respectively. Thus the asymptotic solution of (1) (i.e., for r ~ c~) has the form of 
y(r) ~ Akr j l (kr)  - Bkrnt(kr) ,  
-~AD[s in (k r -~)  + tan~i~ cos (kr  - ~) ]  , (28) 
where 51 is the real scattering phase shift of the lth partial wave induced by the potential V(r). 
The value of 51 can be computed using the formula 
y(rb)S(ra)  - y(ro)S( b) 
tan 6L = y(ra)C(rb) -- y(rb)C(ra)' (29) 
where ra and rb are two distinct points in the asymptotic region, S(r) = krjL(kr) and C(r) = 
krnl ( kr ) . 
The term ~ in (28) is conventional. The reason for inserting it is that, with this definition, all 
phase shifts vanish when the potential function vanishes itself. 
Based on (28) and (29), we have that the normalization factor D is given by (for details, 
see [11]) 
D ~ y(ra) (30) 
kra[cos(61) S(ra) + (-1) t sin(6t) C(ra)]" 
4.2. E<0 
In this case the problem is an eigenvalue one. One can find discrete values Ej of E such that 
the eigenfunction vanishes at both ends of the integration range. The boundary value problem 
(as in Case 4.1.) is split up into two separate initial value problems. Having chosen a trial 
eigenvalue the process is to integrate forward from the origin and backwards from large values 
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of r and to match up the solution of some internal point in the range of integration (for full 
details, see [12,13]). 
For our numerical example, we have used the Woods-Saxon potential, i.e., 
uo (Uo/a)t (31) V(r) -- Vws(r) = (1 + t) (1 + t) 2' 
where t = exp[(r - ro)/a] and u0 -- -50.0,  a = 0.6, r0 = 7.0 and r • [0, oc). We consider, in 
particular, the resonance problem for E • [1, 1000] and the bound states problem for E • [-50, 0] 
with boundary  conditions y(0) = Y0 = 0 and y(r) ~ sin(v/-Er + 6l) at large values of r for the 
resonance problem or y(r) ~ e -kr  for large values of r for the bound states problem. 
The resonance problem consists of finding those Ej of E (eigenenergies) at which the phase 
shift 6~ equals ~. We are going to compute these eigenenergies Ej  in our numerical example. The 
domain of integration is [0, 15]. 
Table 1. Deviations of the computed positive igenvalues from the exact ones in 10 -6 
units, for the four methods. 
Exact Eigenenergies 
53.588872 
163.215341 
341.495874 
989.701916 
Nu,nerov Method of [3] 
1/16 228323 
1/32 14059 
1/64 870 
1/128 47 
1/16 
1/32 476488 
1/64 29378 
1/128 1787 
1/16 
1132 
1/64 435752 
1/128 26901 
1/16 
1/32 
1/64 
1/128 498904 
2036 
39 
7 
0 
90191 
1479 
20 
8 
34309 
369 
55 
448431 
79904 
285 
Method of [7] 
121 
3 
1 
0 
446 
12 
2 
0 
950 
33 
2 
0 
58216 
34 
1 
0 
Present method 
15 
0 
0 
0 
41 
1 
0 
0 
93 
2 
0 
0 
115 
7 
1 
0 
Table 2. Deviations of the computed negative igenvalues from the exact ones 10 -9 
units, for the four methods. 
Exact Eigenenergies 
-49.457788728 
--41.232607772 
--26.873448016 
--8.676081670 
Nunmrov Method of [3] Method of [7] Present method 
1/8 238 
1/16 15 
1/32 I 
1/8 491525 
1/16 30766 
1/32 1923 
1/8 8755550 
1/16 548590 
1/32 34259 
1/8 46155866 
1/16 2886350 
1/32 180086 
32 
1 
0 
16817 
467 
14 
203562 
6554 
197 
1582985 
40717 
1127 
0 
0 
0 
15 
0 
0 
2150 
10 
0 
82980 
3188 
20 
0 
0 
0 
1 
0 
0 
45 
1 
0 
135 
10 
1 
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In Table 1, we present he deviations of the computed positive eigenenergies (resonances) from 
the exact ones in 10 -6 units, for Numerov's method, the method of Chawla and Rao [3], the 
method of Simos [7] and the present one. 
In Table 2, we present he deviations of the computed negative igenenergies (bound states) 
from the exact ones in 10 -9 units, for Numerov's method, the method of Chawla and Rao [3], 
the method of Simos [7] and the present one. 
The empty areas indicate that the corresponding deviations are larger than the format allowed 
in the table. 
All computations were carried out on a PC-AT 80486 using double precision arithmetic of 16 
digits accuracy. 
5. CONCLUSIONS 
It is obvious that the new method is much more accurate than Numerov's method, that of 
Chawla and Rao [3] and that of Simos [7]. 
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