Convolutional neural networks are ubiquitous in Machine Learning applications for solving a variety of problems. They however can not be used in their native form when the domain of the data is commonly encountered manifolds such as the sphere, the special orthogonal group, the Grassmanian, the manifold of symmetric positive definite matrices and others. Most recently, generalization of CNNs to data domains such as the 2-sphere has been reported by some research groups, which is referred to as the spherical CNNs (SCNNs). The key property of SCNNs distinct from CNNs is that they exhibit the rotational equivariance property that allows for sharing learned weights within a layer. In this paper, we theoretically generalize the CNNs to Riemannian homogeneous manifolds, that include but are not limited to the aforementioned example manifolds. Our key contributions in this work are: (i) A theorem stating that linear group equivariance systems are fully characterized by correlation of functions on the domain manifold and vice-versa. This is fundamental to the characterization of all linear group equivariant systems and parallels the widely used result in linear system theory for vector spaces. (ii) As a corrolary, we prove the equivariance of the correlation operation to group actions admitted by the input domains which are Riemannian homogeneous manifolds. (iii) We present the first end-to-end deep network architecture for classification of diffusion magnetic resonance image (dMRI) scans acquired from a cohort of 44 Parkinson Disease patients and 50 control/normal subjects. (iv) A proof of concept experiment involving synthetic data generated on the manifold of symmetric positive definite matrices is presented to demonstrate the applicability of our network to other types of domains.
Introduction
CNNs introduced by Lecun [19] have gained enormous attention in the past decade especially after the demonstration of the significant success on Imagenet data by Krizhevsky et al. [18] and others. The key property of equivariance to translation of patterns in the image is utilized in the CNN to share learned weights across a layer in the network. Thus, one might consider exploiting equivariance to transformation groups as a key design principle in designing neural network architectures suitable for these groups. For data sets that are samples of functions defined on Riemannian manifolds, it would then be natural to seek a symmetry group property that the manifold admits and define the correlation operation (on the manifold) that would be equivariant to this symmetry group. For instance, on the n-sphere, the natural group action is the rotation group. Rotations in n-dimensions are elements of the well known group called the special orthogonal group, SO(n), which is a Lie group [14] . Thus, to develop correlation of functions on the sphere, one seeks equivariance with respect to rotations. This way, one has the flexibility to seek filters/masks that are orientation sensitive.
Steerable filters have been recognized as being of great importance in Computer Vision literature several decades ago in the context of hand crafted features [13, 9, 22] . Steerability here refers to synthesis of all deformations (scale, rotation and translation) of the filter using a small number of basis functions. Recently, steerable CNNs have been reported in literature [10, 7, 6 ] that are applicable to data which are samples of functions on a 2-sphere and hence are equivariant with respect to rotations in 3D. In [11] , authors describe what they call polar transformer networks, which are equivariant to rotations and scaling transformations defined on the domain of the data. By combining them with what is known in literature as a spatial transformer [16] , they achieve the required equivariance to translations as well. For literature on deep networks where data reside on 2-manifolds, we refer the interested reader to a recent excellent survey paper [2] and references therein.
In this paper, we present a generalization to the well known and widely used result that linear shift-equivariant systems are characterized fully by convolution and vice-versa in linear system theory for vector-spaces. In the context of deep networks, the actual operation is not a convolution but a correlation [7] . We will therefore use the term correlation instead of convolution from here on for the rest of the paper. The generalization here states that linear group equivariant systems on these manifolds are characterized by correlation and vice-versa. As a corrolary, we prove that correlation of functions has the property of equivariance to group actions admitted by Riemannian homogeneous manifolds. A homogeneous Riemannian manifold for a group G is a nonempty topological space M on which G acts transitively [15] . The elements of G are called symmetries of M. Intuitively, a homogeneous space, a.k.a. a homogeneous Riemannian manifold, is one which 'looks" the same locally at all points on it with respect to some geometric property such as isometry, diffeomorphism etc. Some important examples of homogeneous spaces include Riemannian symmetric spaces e.g., the n-sphere (S n ), projective space, Euclidean space, the Grassmanian, manifold of (n, n) symmetric positive definite matrices denoted by P n , and others. Most of these manifolds are commonly encountered in mathematical formulations of various Computer Vision tasks such as action recognition, covariance tracking etc. and in Medical Imaging for example in dMRI, elastography, conductance imaging etc. By providing a general framework suited for data on non-Euclidean domains, that is analogous to the CNNs, in this paper, we extend the success of CNNs to several high dimensional yet unexplored input data domains. At the time of submission of this paper, we were made aware of recent work in [17] on a generalization of CNNs to homogeneous spaces. We acknowledge their work as being parallel work but also would like to point out significant distinctions between our work here and theirs. (i) Their main result on equivariance of correlations to group actions admitted by the homogeneous space is stated and proved for the entire deep network unlike ours that is stated as a corrolary to a more general theorem on characterization of linear group-equivariant systems and proved to hold within a layer. Note that in any CNN, equivariance to group action should be exhibited within a layer and not across the layers since there are nonlinear units between layers that will invalidate the equivariance property. (ii) They assume the total space in the definition of the homogeneous space to be compact, a restriction we do not make. Our proof of equivariance is very distinct from theirs and simpler. (iii) We present a novel architecture for implementing the HCNN and include experiments depicting for the first time an end-to-end implementation for classification of dMRI brain scans of Parkinson Disease patients and control subjects.
We present two sets of experiments to demonstrate the performance of our theoretical framework that will henceforth be called, the HCNN for homogeneous space CNN. The first experiment involves synthetic data where we synthesize two classes consisting of functions on P 3 . We classify data samples drawn from these two classes of distributions using our proposed HCNN framework.
Our second experiment is on real data, involving classification of dMRI scans acquired from a cohort of 44 Parkinson Disease (PD) patients and 50 Control subjects. We present two approaches to solve this classification problem. In the first, to the best of our knowledge, we present the first end-to-end classification of dMRI brain scans. dMRI is a non-invasive magnetic resonance imaging technique that allows for inference of neuronal connectivity between various neuroanatomical structures using a diffusion sensitized MR signal [1] . Typically, diffusion sensitizing magnetic field gradients are applied along a large number (typically 64) of directions spanning the hemisphere of directions and the response MR signal is collected at each voxel along these directions. For each direction, the data contains an entire MR volume image. Let S(q), denote the scalar valued signal at a voxel in the 3D image along a radial vector q in the Fourier (frequency) space. Note that MR image acquisition is performed in the Fourier space. Since q is a radial vector, the natural mathematical space for representing this signal S(q) is then by functions on the product space,
This product space is a Riemannian homogeneous space. Using the spherical harmonic basis on S 2 -which form a basis for all L 2 functions on the sphere -along with Laguerre polynomials for representing the radial part, we present group equivariant correlation for such functions. The product is known by several names in literature, the Fourier-Laguerre basis [20] , the SHORE basis in dMRI literature [21, 12] . In the following sections, we will present the theory and implementation along with experiments for this setting.
The second approach to this problem involves, first computing the ensemble average propagator (EAP), a probability density function P (r) from the raw dMRI data. The EAP quantifies the probability of a water molecule moving along the radial vector r ∈ R
3
. The EAP is known to fully capture the intr-voxel diffusional characteristics in the image lattice. The EAP is related to the raw diffusion sensitized magnetic resonance (MR) signal, S(q), via the 3D Fourier transform P (r) = S(q) exp 2πjq t rdr [3] . We represent each EAP as a function on the product manifold,
. This provides us with data similar to the one in the first approach except in the Fourier dual space. Subsequently, we present experiments on classification in this setting to compare with the first approach described above. In all of our experiments, we have shown high classification accuracy using our proposed HCNN framework.
In summary, our key contributions in this paper are: (i) We prove that any linear group equivariant system is characterized by a correlation and vice-versa.
(ii) As a corrolary, we prove the equivariant property of correlation to group actions admitted by the homogeneous manifold. (iii) We present a novel deep architecture for implementing HCNN. (iv) To the best of our knowledge, for the first time, an end-to-end implementation for classification of dMRI brain scans acquired from PD patients and controls is presented. We also present a synthetic data example for classification of data on P 3 .
Rest of the paper is organized as follows. In section 2 we present the main theoretical results on equivariance of convolution on homogeneous spaces and the linear-group-equivariant systems. Section 3 contains a detailed description of the proposed HCNN architecture. In section 4 we present the experimental results and conclude in section 5.
Correlation on Riemannian homogeneous spaces
In this section, we first briefly give an overview on the differential geometry of Riemannian homogeneous spaces required in the rest of the paper. For a detailed exposition on these concepts, we refer the reader to a comprehensive and excellent treatise by Helgason [15] . Then, we define correlation of functions on the input domain which is a homogeneous space. Following which, we will prove the main theorem of this paper that is analogous to the widely known result in linear systems theory in vector spaces namely, any linear group equivariant system can be expressed by a correlation operation. A corollary of this theorem is the group equivariance property of correlation. For the rest of the paper, we will use the term homogeneous space to denote a Riemannian homogeneous space equipped with a Riemannian metric. Below, we present some of the properties of homogeneous spaces that we need in the rest of the paper.
Properties of Homogeneous spaces: Let (M, g M ) be a Homogeneous space. Let ω M be the corresponding volume density and f : M → R be any integrable function. Let g ∈ G, s.t. y = g.x, x, y ∈ M. Then, the following facts are true:
Because of property 1, the volume density is also preserved by the transformation x → g.x, for all x ∈ M and g ∈ G.
Given two L 2 (square integrable) functions f : M → R and w : M → R, the correlation is defined as: Definition 2 (Correlation). Using the above notations, the correlation between f and w is given by, (f w) : G → R as follows:
where L g is the left group action and L g * w is the pushforward of w with the diffeomorphism L g . Before proving the main theorem of this paper, we will first define a linear group equivariant system. In the rest of the paper we will assume M is a homogeneous space on which G acts transitively. Furthermore, we will always assume functions are square-integrable. Equivariance to the group operation admitted by the homogeneous space is defined as follows: Definition 3 (Equivariance). Let X and Y be G sets [14] . Then, F : X → Y is said to be equivariant if
for all g ∈ G and all x ∈ X.
Let S = {f : M → R}. Then, S is a G set.
Definition 4 (Linear group equivariant (LGE) system). Let S and U be G sets of square-integrable functions. A function F : S → U is a linear group equivariant function iff
• F is equivariant as defined in Definition 3.
We will now prove the theorem which gives the equivalence of linear equivariant system and the correlation operator defined above. Theorem 1. Let F : S → U be a linear equivariant function. Then, ∃w ∈ S such that, (F (f )) (g) = (f w) (g), for all f ∈ S and g ∈ G.
, where, u y : M → R is zero everywhere except at x ∈ M when d(x, y) = 0. u y is analogous to the delta function. Using linearity of F , we get,
for some w ∈ S and w y : G → R. Clearly, w y is linear since F is. Below, we will show that w y is equivariant and hence Eq. 3 is well-defined.
), hence, our claim holds. Now, replacing F (u y ) (g) with w g −1 .y we get the desired result.
The above theorem is analogous to the result in vector spaces on linear equivariant systems being fully characterized by the covolution, except in this case, the convolution is replaced by a correlation. A corollary of the above theorem is the following. Corollary 1. Let F : S → U be a function given by f → (f w). Then, F is equivariant.
Orthogonal basis functions on homogeneous spaces
At the outset, we like to mention that the essential propositions/theorems and their proofs reported in this section are original to this work, although it is possible that they maybe found burried in the large body of harmonic analysis literature which we did not find despite immense efforts.
It is well-known that a homogeneous space M identified as G/H together with the projection map Π : G → G/H is a principal bundle with H as the fiber. In this section, we will show induced Fourier basis from the orthogonal basis on groups. In order to define the basis, we first note that the set of all square-integrable functions on M, denoted by L 2 (M, R) forms a vector space. We will equip this vector space with an inner product , : M × M → R with respect to ω
. Now, let {v α : G → R} be the set of orthgonal basis of L 2 (G, R). Using the principal bundle structure of the homogeneous space, we will get a set of basis on L 2 (M, R) as follows:
Using the above two propositions, we can show that { v α } is a set of basis of
The following proposition shows that { v α } form a set of orthogonal basis.
Proposition 4. { v α } as defined above is a set of orthogonal basis.
This concludes that from the orthogonal basis on G, we get an induced orthogonal basis on M (please see the supplementary section for the proofs of all the propositions). We will use the Fourier basis on G and the induced orthogonal basis on M to compute the correlation operation. In the next section, we will give an end-to-end trainable network architecture for diffusion MR data (identified as functions on homogeneous space). To the best of our knowledge this is the first work to propose an end-to-end trainable network for dMRI data classification.
3 An end-to-end trainable network architecture for dMRI data classification dMRI is a non-invasive diagnostic imaging technique that allows one to infer the axonal connectivity within the imaged tissue by sensitizing the MR signal to water diffusion in imaged tissue [1] . In dMRI, most applications rely on the fundamental relationship between the MR signal measurement S(q) and the average particle displacement density function (also known the ensemble average propagator or EAP) P (r) at a voxel, x = (x, y, z) t . As already described before, the natural mathematical space for describing the data domain for S(q) as well as the EAP, P (r), is S 2 × R + .
Network architecture
In each voxel of the dMRI scan, the signal is acquired as a real number along each magnetic field direction over a hemi-sphere of directions in 3D. Hence, in each voxel, we have a function f : S 2 × R + → R. As described earlier, we will use the well known SHORE basis [21, 12] to represent each function. Our proposed network architecture has two components, to extract intra-voxel features and inter-voxel features respectively. Below, we will describe both of these layers separately. A figure dpicting the HCNN architecture is included in the supplementary material.
Extracting intra-voxel features
In order to extract intra-voxel features, we will treat each voxel independently. As mentioned before, in each voxel we have a function f :
is a Riemannian homogeneous space (endowed with the product metric), we will use a sequence of correlation layers (with non-linearity within) to extract features which are equivariant to the action of SO(3) × (R \ {0}). The architecture to extract this intra-voxel features consists of three layers described below. For simplicity of notations, we will use N to denote
is equivariant to action of G. Hence, we can use Corr H (f, w) layer as the next layer.
H (f, w) is equivariant to action of H. Since this is an operation equivariant to H, we can cascade Corr H (f, w).
In order to use nonlinearity between two layers, we will define a Lie-Algebra based ReLU. Note that H is a Lie group, hence there is a associated Lie algebra H [14] . Since H is a vector space, we define the standard ReLU on H. Note that, we will assume that H is connected, hence, any point h ∈ H can be parametrized by (h 1 , · · · h k ) ∈ H k , for some finite k. Since each h i can be identified with a point on R m , where m is the dimension of H, we apply ReLU on {h i } component-wise. After applying ReLU, we use the Riemannian exponential map [8] to map the result on to H. This layer is denoted by H-ReLU.
We will use a cascade of these layers to extract features -from each voxel independently -that are equivariant to the action of H. Observe that this equivariance property is natural in the context of dMRI data. Since in each voxel of the dMRI data, the signal is accquired in different directions (in 3D), we want the features to be equivariant to the 3D rotations and scaling (given by H = SO(3) × (R \ {0})). Thus, our formulation extracts features which are natural to the dMRI data.
Extracting inter-voxel features
After the extraction of the intra-voxel features (which are equivariant to the action of H), we want to derive features based on the interactions between the neighboring voxels. We will use a cascade of standard convolution and ReLU layers to capture the interaction between the equivariant intra-voxel features. This process yields features capturing the interactions between intravoxel features over a spatial neighborhood. One can of course treat the intra-voxel features as a bag of features and use a fully connected layer. But, we will show using permutation testing in Section 4 that capturing interaction between features across voxels gives statistically significant results, while without this layer the result is not statistically significant. We will give the detail about this statistical testing in the experimental section. We will call this network architecture dMR-HCNN (abbreviation for homogeneous CNN for diffusion MR data).
Experiments
In this section, we present two sets of experiments for dMRI data, (i) a real data experiment that involves classification of dMRI brain scans acquired from a cohort of Parkinson Disease (PD) patients and control subjects, (ii) synthesized data to perform classification of data drawn from Gaussian densities on P 3 . For real dMRI data, we used two kinds of representations, the EAP, P (r), and the raw signal, S(q). The data pool consists of dMRI (human) brain scans acquired from 50 PD patients and 44 controls. All images were collected using a 3.0 T MR scanner (Philips Achieva) and 32-channel quadrature volume head coil. movement was minimized by foam padding within The parameters of the diffusion imaging acquisition sequence were as follows: gradient directions = 64, b-values = 0/1000 s/mm2, repetition time =7748 ms, echo time = 86 ms, flip angle = 90
• , field of view = 224 × 224 mm, matrix size = 112 × 112, number of contiguous axial slices = 60, slice thickness = 2 mm, and SENSE factor P = 2.
From each subject, the left/right anterior and posterior substantia nigra (aSN and pSN respectively) were manually segmented by an expert. We restrict our attention to these 4 regions-of-interest (ROIs) for the classification task as they are known to be affected most by PD. Eddy current correction was applied to each data set by using standard motion correction techniques. In Fig. 1 depicts an example of S 0 (zero magnetic gradient) image in the Montreal Neurological Institute (MNI) standard coordinate space overlayed with two of the ROIs.
From each dMRI scan, we extracted EAP fields of dimension 112 × 112 × 60 × 324 (see [5] for details). Below, we provide the experimental details of classification for both these representations. We selected 85 subjects at random to train on and the remaining 9 were used for testing.
Classification on real dMRI data
For each ROI, we extracted the intra-voxel features using the dMR-HCNN with weights shared across voxels in the same ROI. The network architecture to extract intra-voxel features is as follows Corr
with the number of channels being 5, 10 and 15 respectively. Furthermore, we use batch-normalization after each convolution layer. Then, for each ROI, we extracted inter-voxel features using two 2 × 2 convolution layers with number of channels 20 and 25 respectively. We used 2 × 2 standard batch-normalization, max-pool and ReLU in between. After, extracting inter voxel features, we combined features from 4 ROIs using a log-softmax fully connected layer with negative log-likelihood loss at the end. We used the SGD as the optimizer with initial step size of 0.1 with a step decay learning rate update. The total number of parameters for this network is 32482. We trained this model for 94 epochs and obtained 95.24% training and 88.88% testing accuracy. The total training time is 9328.8 seconds. For the given data, the above testing accuracy implies a mis-classification of one test data sample.
Classification using Ensemble Average Propagator (EAP)
As in the dMRI raw signal-based classification experiment, we extracted intraand inter-voxel features for this EAP-based classification experiment. The parameters are shared within an ROI but are different across different ROIs. The network architecture to extract intra-voxel features is same as in the previous experiment with the number of channels set to 15, 30 and 45 respectively. The inter-voxel feature extractor has number of channels set to 50 and 55 respectively. Because of the large dimension of this EAP representation, this architecture has 217862 parameters, which is 6 times more than that in the previous experiment. We used the same optimizer and learning rate scheme as before and after 200 epochs we obtained 95.24% training and 88.88% testing accuracy. The total training time is 31271.9 seconds. From a classification accuracy view point, the performance achieved is similar to the raw-signal based experiment but at the expense of several fold increase in the number of parameters.
Permutation testing for statistical significance of intervoxel features
In this section, we present a Hotelling T 2 statistic and use this test to assess the statistical significance of group differences. In order to achieve this, we perform a permutation test. Since it is difficult to formulate a parametric permutation test for this data, we use a non-parametric permutation test instead. The steps involved in performing the permutation test are as follows: (i) compute the t 2 statistic. (2) randomly permute the data between PD and control groups, and then compute t . The resultant p-value can be interpreted as the probability of finding a larger group difference by randomly permuting the data. We will reject the null hypothesis that there is no difference between the group means with 5% significance. The p-values for both dMR signal and EAP-based representations for inter-and intra-voxel features are reported in Table 1 Table 1 , we can see that for both EAP and the raw dMR signal, intra-voxel features are not statistically significant in finding the group difference, while after examining the interaction between H-equivariant features, we can reject the null hypothesis. This justifies the necessity for inter-voxel feature layer. Furthermore, we used a fully connected layer after extracting intra-voxel features and obtain around 50% classification accuracy (i.e., uniform class probabilities). This in conjunction with the hypothesis testing described above indicates the usefulness of inter-voxel features. But, one may wonder about the usefulness of intra-voxel features, hence we used a 3-dimensional spatial convolution on the dMR signal to obtain around 66.67% accuracy. This clearly indicates the importance of both interand intra-voxel layers.
Furthermore, the results in Table 1 , indicate that though using the dMR raw signal representation, features extracted from all the 4 ROIs are statistically significant, using EAP only yields a subset of the 4 ROIs, i.e., ROI aSN(L) is statistically significant. This testing implies that while using EAPs, features from left aSN suffice to find significant group difference. We suspect that this maybe because EAPs are more expressive than raw the raw dMR signal. Further investigation involving larger population studies are necessary to draw conclusive inferences in this context. This will be the focus of our future efforts.
Classification of data on P 3
In this section, we first describe the process of synthesizing functions f : P 3 → [0, 1]. In this experiment, we generated data samples drawn from distinct Gaussian distributions defined on P 3 [4] . Let X be a P 3 valued random variable that follows N (M, σ), then, the p.d.f. of X is given by f X (X) = [4]. We first chose two sufficiently spaced apart location parameters M 1 and M 2 and then for the i th class we generate Gaussian distributions with location parameters that are perturbations of M i and with variance 1. This gives us two clusters in the space of Gaussian densities on P 3 , which we will classify using our proposed HCNN. In this case, the network architecture is given by: Corr P3 → GL(3)-ReLU → Corr GL(3) → GL(3)-ReLU → Corr GL(3) → GL(3)-ReLU → FC. The data consists of 500 samples from each class, where each sample is drawn from a Gaussian distribution on P 3 . Our implementation of the HCNN applied to this data yields a training accuracy of 92.5% (with stdev. 0.03) and a testing accuracy of 86.5% (with stdev. 0.02) in a ten-fold partition of the data. In most deep learning applications, one is used to seeing a high classification accuracy, but we believe that this can be achieved here as well by increasing the number of layers and possibly overfitting the data. The purpose of this synthetic experiment was not to seek an "optimal" classification accuracy but to provide a flexible framework which if "optimally" tuned can yield a good testing accuracy for data whose domain is a non-compact Riemannian homogeneous space.
Conclusions
In this paper, we presented a novel generalization of the CNN to cope with data whose domain is a Riemannian homogeneous space. We call our network a homogeneous CNN abbreviated HCNN. The salient contributions of our work are: (i) Linear group equivariance systems are shown to be characterized by correlation of functions on the domain manifold and vice-versa. This is fundamental to the characterization of all linear group equivariant systems and parallels the widely used result in linear system theory for vector spaces. (ii) As a corrolary, we prove the equivariance of the correlation operation to group actions admitted by Riemannian homogeneous manifolds. (iii) We present the first end-to-end deep network architecture for classification of diffusion magnetic resonance image (dMRI) scans acquired from a cohort of 44 Parkinson Disease patients and 50 control/normal subjects. (iv) A proof of concept experiment involving synthetic data generated on P 3 is presented to demonstrate the applicability of our network to other types of homogeneous spaces. Our future work will focus on testing on dMRI brains scans from a larger populations of PD patients and control subjects.
