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Abstract: In this paper, a hybrid improved particle swarm optimization (IPSO) algorithm is 
proposed for the optimization of hydroelectric power scheduling in multi-reservoir systems. The 
conventional particle swarm optimization (PSO) algorithm is improved in two ways: (1) The 
linearly decreasing inertia weight coefficient (LDIWC) is replaced by a self-adaptive exponential 
inertia weight coefficient (SEIWC), which could make the PSO algorithm more balanceable and 
more effective in both global and local searches. (2) The crossover and mutation idea inspired by the 
genetic algorithm (GA) is imported into the particle updating method to enhance the diversity of 
populations. The potential ability of IPSO in nonlinear numerical function optimization was first 
tested with three classical benchmark functions. Then, a long-term multi-reservoir system operation 
model based on IPSO was designed and a case study was carried out in the Minjiang Basin in China, 
where there is a power system consisting of 26 hydroelectric power plants. The scheduling results of 
the IPSO algorithm were found to outperform PSO and to be comparable with the results of the 
dynamic programming successive approximation (DPSA) algorithm.    
Key words: particle swarm optimization; self-adaptive exponential inertia weight coefficient; 
multi-reservoir system operation; hydroelectric power generation; Minjiang Basin     
1 Introduction 
Multi-reservoir system operation is one of the key issues among a variety of problems in 
water resources systems. From the viewpoint of power generation, reasonable multi-reservoir 
system operation strategy could not only maximize the utility of natural water resources, 
yielding a large amount of social and economic wealth, but also guarantee the stability and 
reliability of the power grid. Therefore, multi-reservoir system operation optimization is vital 
to all countries, especially ones in which hydroelectric power is the largest power source or is 
expected to make up a fairly large proportion, such as Brazil and China. Over the past sixty 
years, many mathematical techniques have been used to solve multi-reservoir system 
operation problems, including traditional methods such as linear programming, network flow 
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optimization, nonlinear programming, and modern heuristic algorithms. Along with these 
methods, a large variety of optimization models, such as dynamic programming (DP) 
(Archibald et al. 1997; Faber and Stedinger 2001; Kumar and Baliarsingh 2003; Tejadaguibert 
et al. 1995), artificial neural networks (ANN) (Chaves and Chang 2008; Chaves and Kojiri 
2007; Neelakantan and Pundarikanthan 2000), the genetic algorithm (GA) (Chen 2003; 
Jothiprakash and Shanthi 2006; Kim et al. 2006; Li and Wei 2008; Sharif and Wardlaw 2000), 
the ant colony optimization (ACO) algorithm (Jalali et al. 2006, 2007; Kumar and Reddy 
2006), fuzzy programming (Russell and Campbell 1996), and the shuffled complex evolution 
(SCE) algorithm (Ngo et al. 2007), as well as hybrid models (Cai et al. 2001, 2004; 
Chandramouli and Raman 2001; Cheng et al. 2008; Chiu et al. 2007; Mousavi et al. 2004a, 
2004b; Ponnambalam et al. 2003; Reis et al. 2005; Yuan et al. 2008), have been widely used. 
More extensive and detailed understanding of these applications can be found in Labadie 
(2004) and Yeh (1985). Although so many models have been applied to the optimization of 
multi-reservoir system operation, the gap has been widening between theoretical research and 
real-world implementation, as pointed out by researchers such as Labadie (2004). Because of 
the complexity of multi-reservoir systems, featuring stochastic, dynamic, multi-dimensional, 
and nonlinear characteristics, many handicaps are not avoidable in the practical 
implementation of multi-reservoir system operation, including the so-called curse of 
dimensionality, which results in failure of many optimization models such as fuzzy 
programming (Russell and Campbell 1996). 
In recent years, the particle swarm optimization (PSO) algorithm (Kennedy and Eberhart 
1995), a new heuristic search optimization technique, has drawn significant attention from 
researchers and has been widely applied to many optimization fields, including chemistry 
(Call et al. 2007), physics (Pastorino 2007; Robinson and Rahmat-Samii 2004), finance (Ko 
and Lin 2006), power systems (del Valle et al. 2008), architectonics (Rao and Anandakumar 
2007), and material science (Lee et al. 2007), due to its efficacy in nonlinear system 
optimization. In the field of water resources, the PSO algorithm is also increasingly applied in 
parameter estimation for hydrological models (Gill et al. 2006), hydrological forecasting 
(Chau 2007; Hong 2008; Wu and Chau 2006), and water supply planning (Shourian et al. 
2008). However, reports on the application of PSO to reservoir system operation are relatively 
few. Kumar and Reddy (2007) proposed an elitist-mutated particle swarm optimization 
(EMPSO) technique, applied it to a hypothetical multi-reservoir system and a realistic 
multipurpose reservoir, and concluded that EMPSO could yield better solutions compared 
with standard PSO and GA techniques. The EMPSO technique was also used to make an 
operational model of short-term reservoir operation for irrigation of multiple crops (Reddy and 
Kumar 2007a). Furthermore, Reddy and Kumar (2007b) presented an elitist-mutation 
multi-objective particle swarm optimization (EM-MOPSO) approach for generating 
Pareto-optimal solutions to reservoir operation problems. Shourian et al. (2008) integrated 
PSO with a generalized river basin network flow model, MODSIM, for the optimal operation 
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of the upstream Sirvan River Basin in Iran. Although the number of applications in many 
fields increases rapidly, the conventional PSO algorithm suffers from the problems of 
prematurity, slow convergence in the later evolutionary stage, and a tendency to get trapped in 
local optima, which decrease its efficiency, especially in dealing with the optimization of 
complicated multi-reservoir systems. 
In this paper, a new hybrid improved particle swarm optimization (IPSO) algorithm for 
multi-reservoir system operation is proposed, to overcome the internal drawbacks mentioned 
above in two ways. First, the conventional linearly decreasing inertia weight coefficient (LDIWC) 
is replaced by a self-adaptive exponential inertia weight coefficient (SEIWC), which could 
improve the balancing ability of the PSO algorithm in both global and local searches. Second, 
the crossover and mutation idea inspired by GA is imported into the particle updating method to 
enhance the diversity of populations. The potential ability of the IPSO algorithm in nonlinear 
numerical function optimization was first inspected through an optimization test with three 
classical benchmark functions, including a unimodal function and two multimodal functions, and 
the results are encouraging when compared with those of GA. A long-term multi-reservoir 
system operation model based on IPSO, using energy maximization with a specified guaranteed 
output as the objective function to be optimized, was designed, and a case study was carried out 
in the Minjiang Basin in Fujian Province, China. 
2 Improved particle swarm optimization algorithm 
2.1 Conventional particle swarm optimization algorithm 
The PSO algorithm originally proposed by Kennedy and Eberhart (1995) was based on the 
social behavior of organisms such as birds flocking and fish schooling, coupled with swarm 
theory. Like many other evolutionary computation techniques, for example GA and ACO, the 
PSO algorithm begins by generating an initial population of random potential solutions and 
searches the solution space for optimal fitness according to its optimization mechanism, 
individual (particle) improvement, and population (swarm) evolution, through an iterative 
computation. Every particle has two attributes, position and velocity, marked as  and U ,
respectively, and their updating relies on their own experience and the experience of neighboring 
particles, which represent the individual cognitive level and the social cognitive level, 
respectively. Assuming the solution space to be D-dimensional, the position of the ith particle of 
a swarm can be represented by a D-dimensional vector, . For the previous 
t times of iteration, the best position for particle i is marked as 
X
 T1 2, ,...,i i i iDx x x X  T1 2, ,...,t t ti i i iDp p p P , and the 
best particle in the swarm, with the best global fitness value, is marked as 
g  P  Tg1 g2 g, ,...,t t t Dp p p . Consequently, the new velocity and position of the ith particle is 
adjusted as follows: 
    
 (1) 1 1 1 2 2 g( ) (
t t t t t
id id id id d idv v c r p x c r p xZ      )t
t1 1t t
id id idx x v
               (2)
where ;  and  are two random numbers uniformly distributed in ; 1, 2, ,d D " 1r 2r [0,1] 1c
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and  are two positive constants called the individual cognitive level and social cognitive level, 
respectively, both generally specified to be 2; and 
2c
Z  is the inertial weight coefficient, which 
controls the influence of the velocity of previous iterations on the current iteration.  
2.2 Self-adaptive exponential inertia weight coefficient 
It can be found that, in terms of Eq. (1), a large Z  is beneficial to a global search and a 
small one is beneficial to a local search. Thus, parameter Z  is significant to the balance 
between the global and local search ability of PSO. In general, a linearly decreasing inertia 
weight coefficient (LDIWC), proposed by Shi and Eberhart (1999), in which Z  changes from 
maxZ to minZ  through a linear decrease procedure as represented in Eq. (3), is used in 
conventional PSO:  
max min
max( )t T
tZ ZZ Z                           (3) 
where maxZ and minZ  are usually specified to be 0.9 and 0.4, respectively, and T is the total 
number of iterations. In order to overcome the disadvantages of the conventional PSO, 
including prematurity, slow convergence in the later evolutionary state, and liability to getting 
trapped in local optima (Shi and Eberhart 1999), a new self-adaptive exponential inertia weight 
coefficient (SEIWC) is proposed. It makes use of an exponential function as the basic trace and 
a proportional coefficient k, depending upon the fitness variation, to adjust Z . When  is 
defined as the fitness of the ith particle in the tth iteration, the fitness variation can be 
represented as follows: 
( )iF t
   ( ) 1 ( )i i i iF t F t F t F t'   ª¬ º¼                       (4) 
 max min( ) (1 ) eati t kbZ Z Zª º  ¬ ¼                       (5) 
where  is the curvature coefficient of the exponential function, which controls the relative 
position between the SEIWC trace and LDIWC trace;  is a proportional range coefficient; 
and  is a control coefficient that makes 
a
b
k Z  fitness-adaptive and is determined by a 
piecewise function as follows: 
                      
 (6) 
1 ( ) 0.1
0  0.03 ( ) 0.1







' t­°   ' ®° ' d¯
t
An appropriate parameter  (for example, 0.01) can lower the SEIWC trace below the 
LDIWC trace, as shown in Fig. 1. In the earlier stage (
a
0t Td ), Z  decreases faster by using 
SEIWC than by using LDIWC, and makes the velocity relatively lower, which could relieve the 
prematurity problem. In the later stage ( ), by contrast, using SEIWC causes0t T! Z  to 
decrease more slowly, which could in turn cause the particle to maintain a relatively higher 
velocity, and further enhance the diversity of populations, extend the scope of search space, and 
prevent the PSO algorithm from falling into local optima. Moreover, the flying velocity 
accelerates when the fitness value increases by more than 10%, and decelerates when the 
fitness variation is not so significant, such as to an extent of 3%. 
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Fig. 1 Different traces of SEIWC and LDIWC 
2.3 Crossover and mutation operation 
GA could effectively improve the diversity of genes through the crossover and mutation 
operation with chromosomes, and this is a good analogy for the PSO algorithm. A certain 
amount of individuals from the population are selected for crossover, and the velocities 
and
iU



















                            (8) 
                            (9)  1 11i ip pc   X X
 1 1j jp pc   X X iX                        (10) 
where  is the crossover probability. The PSO algorithm can be augmented with an 
additional mutation operator such as Gaussian mutation or Cauchy mutation, as described by 
Andrews (2006). In this study, the Gaussian mutation proposed by Higashi and Iba (2003) was 
used and a certain amount of individuals from the population were chosen for mutation 
operation according to , defined as mutation probability. The position of particle i, , was 
updated as follows: 
1p
2p iX
 1i i G Vcc ª º¬ ¼X X                           (11) 
where V  is 0.1 times the length of the search space in one dimension, and  G V  is a 
random number drawn from a Gaussian distribution, with a standard deviation of V .
2.4 IPSO testing by numerical function optimization 
Three famous benchmark functions, the Rosenbrock, Rastrigin, and Griewank functions, 
(Andrews 2006), the first of which is a unimodal function while the latter two are multimodal, 
were employed to test the performance of IPSO and its potential ability in nonlinear numerical 
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function optimization. The results were compared with those of PSO and GA. Parameters of 
IPSO were chosen as follows: ,1 2, [0,1]   , , , ,
, , , and ( is the population size). The expression of the 
three selected functions can be found in Andrews (2006). All of these functions have the same 
global minimum, 0. In our experiment, the problem dimension was 10 and the variable value 
range was determined to be 
max 0.9Z  min 0.4Z  0.01a  
0.2b  1 0.4p  2 0.2p  20m  m
( 10,10)  for each function. A random experiment was carried out 
fifty times for each function, with a maximum epoch of 10000 at each time. The statistical 
results are listed in Table 1. Because of the high number of dimensions and maximum epoch 
limit, none of these algorithms could converge to a high accuracy such as . However, the 
results demonstrate that the PSO and GA algorithms are comparable and the IPSO algorithm is 
superior to them, especially in the mean fitness results of Rastrigin and Griewank. 
Consequently, the proposed IPSO algorithm is considered to be suitable for nonlinear 
numerical function optimization, particularly for multimodal functions. 
510
Table 1 Comparison of IPSO, PSO, and GA for nonlinear numerical function optimization 
Minimum fitness Maximum fitness Mean fitness 
Function  
IPSO PSO GA IPSO PSO GA IPSO PSO GA 
Rosenbrock 2.965 3.306 3.320 16.590 19.404 18.455 4.450 6.281 6.151 
Rastrigin 3.346 4.761 5.056 11.067 14.349 14.127 5.194 7.873 8.438 
Griewank 0.086 0.115 0.119 1.326  2.155  1.873 0.121 0.824 0.987 
2.5 IPSO for long-term multi-reservoir system operation 
    For the optimization of multi-reservoir system operation, the choices of objective 
functions depend on the purpose and operational period. As far as long-term operation for 
hydropower systems is concerned, energy maximization is the most popular one. In this study, 
energy maximization for one year, with a specified guaranteed output, which contains an 
additional constraint of minimum output of hydropower systems rather than the conventional 
energy maximization, was used as the objective function: 









where  is the total electricity generation; E W'  is the time step (months);  is the 
number of time steps during the operational period, and
n
n T W ' ; is the length of the 
operational period (months); is the number of hydroelectric power plants; and 
T
N ,i jP is the 
mean output of the ith power plant during the jth time step. This procedure was subjected to 
the following constraints:  
Water balance equation of reservoirs: 
, 1 , , , ,i j i j i j i j i jV V Q Q S  W    c    '                      (13) 
Minimum output:  









t¦                               (14) 
Reservoir storage volume: 
                          (15) min max, , ,i j i j i jV V V d d 
Hydroelectric power plant output: 
min max
, , ,i j i j i jP P P d d 
,

                          (16) 
Discharge used for power generation: 
                          (17) min max, ,i j i j i jQ Q Q d d
Reservoir-released discharge: 
                        (18) min max, , , ,i j i j i j i jq Q S q  d  d
where minjP  is the minimum output of the system during the jth time step;  is the initial 
storage volume of the ith reservoir during the jth time step; 
,i jV 
, , ,, ,  and  i j i j i j i jQ Q S q ,   c     are the 
inflow, discharge for power generation, discharge from spillways or dam bodies, and 
reservoir-released discharge of the ith reservoir during the jth time step, respectively; and 
min max
, ,,  ,i j i jV V 
min max min max min max
, , , , , ,,  ,  ,  ,  ,  and i j i j i j i j i j i jP P Q Q q q       are the maximum and minimum values of 
variables ., , , ,,  ,  ,  and i j i j i j i jV P Q q   
The basic computational outline of IPSO-based long-term multi-reservoir system 
operation, using reservoir storage volume as a decision variable is designed as follows: 
(1) The dimension of solution space 12 ,D N  the population size 80,m   the maximum 
evolutionary epoch is 3 000, and other related parameters are specified as mentioned above. 
(2) Initially, the particle swarm is generated using a random procedure, and the iteration 
time t is set as 0. 
(3) The output of each station and the total power generation (fitness) are calculated. 
Constraints from Eqs. (13) through (18) are checked; if they are not satisfied, penalty terms 
are employed to decrease the fitness, and different penalty coefficients are suggested for 
different constraints. The particle’s optimal position iP  and the swarm’s optimal position gP
are calculated. 
(4) The fitness variation iF'  and parameter  are computed, and  is recalculated. k ( )i tZ
(5) The velocity and position of particles are updated. 
(6) The crossover and mutation operation are performed. 
(7) If t reaches the maximum evolutionary epoch, the optimization computation ends, or it 
is looped back to step (3). 
3 Case study 
The cascade reservoir system of the Minjiang Basin was selected for a case study of the 
proposed IPSO algorithm. As the largest basin in Fujian Province, China, the Minjiang Basin 
covers a watershed area of 60 992 km2 and comprises five rivers, the Shaxi, Jinxi, Futunxi, 
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Youxi, and Gutianxi rivers. The cascade reservoir system consists of 26 hydroelectric power 
plants with a combined installed capacity of 3 250 MW. Five of these hydroelectric power 
plants, the Ansha, Chitan, Jiemian, Gutian I, and Shuikou stations, have reservoirs with 
seasonally or multi-yearly regulating capacity, while the others have daily regulating reservoirs, 
as shown in Fig. 2. Considering the requirement of a system-specified guaranteed output and 
slightly dry conditions of the Minjiang Basin in recent years, 60%-frequency mean annual 
discharges were used as representative inflows in this study, as shown in Table 2. 
Fig. 2 Cascade reservoir system and installed capacity of different hydroelectric power plants              
of Minjiang Basin  
        Table 2 Inflows of reservoirs with seasonally or multi-yearly regulating capacity         m3/s
Mean monthly inflow  
Month 
  Ansha  Chitan Jiemian Gutian I  Shuikou 
    1 40.9 46.9 11.7 14.9 205.8 
    2 58.1 68.3 15.5 20.8 284.9 
    3 114.2 121.0 19.5 31.0 450.1 
    4 196.1 196.0 31.6 46.5 747.0 
    5 279.0 274.4 55.4 67.5 1 002.0 
    6 351.5 322.6 64.2 88.8 1 236.4 
    7 148.3 142.0 31.4 38.5 558.1 
    8 114.9 100.0 28.5 39.5 456.2 
    9 89.7 78.1 24.9 33.1 352.3 
   10 67.5 71.1 16.7 18.8 269.0 
   11 50.2 50.6 14.1 15.1 211.2 
   12 43.3 44.2 12.6 13.8 182.6 
Note: 60%-frequency mean annual discharges were taken as the inflows of reservoirs.  
For the purpose of comparison with traditional non-linear programming (NLP) techniques, 
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the IPSO algorithm, together with the PSO and DPSA algorithms, was applied to long-term 
multi-reservoir system operation in the Minjiang Basin, using energy maximization with a 
specified guaranteed output as an objective function to be optimized. In our modeling 
procedure, hydroelectric power plants that had a daily regulating reservoir were arranged to 
generate power subjected to a fixed headwater level because of their lack of regulating capacity. 
The guaranteed output of the system was specified to be 500 MW, and the results of annual 
electricity generation for each model are shown in Table 3. 
Table 3 shows that the proposed IPSO algorithm can produce 114.28 × 105 MW·h of 
electricity, which is 3.37×105 MW·h or 2.95% more than the 110.91×105 MW·h of electricity 
yielded by the PSO algorithm. Considering the pool purchase price (PPP) for hydropower in 
the current period in Fujian Province and its increasing tendency, electricity generated by IPSO 
will make additional profits of about 200 million yuan over those made by PSO per year for the 
Fujian Province Power Grid. The results based on IPSO are comparable to those of DPSA, a 
traditional classical method coupled with dynamic programming (DP) and the successive 
approximation (SA) algorithm (Bellman and Dreyfus 1962; Yeh 1985); that is, the respective 
results are almost consistent.  
      Table 3 Comparison of annual electricity generation from IPSO, PSO, and DPSA      105 MW·h 
Annual electricity generation  Hydroelectric power 
plant IPSO PSO DPSA 
Ansha     4.49         4.16         4.52 
Chitan     4.38         3.95         4.36 
Jiemian     2.02         1.98         2.00 
Gutian I     2.74         2.45         2.79 
Shuikou    55.34        53.82        55.94 
Others     45.31 44.55        44.90 
Total    114.28 110.91        114.51 
As pointed out in much of the literature, the computational efficiency of algorithms should 
be taken into account as a significant factor when dealing with the optimization of 
multi-reservoir system operation, and the computational efficiency of IPSO was also analyzed 
in this study. The average time consumption of the optimization computation based on IPSO 
was about 35 s. It was lower than the 44 s of the conventional PSO, indicating that the 
conventional PSO is actually improved by SEIWC and the crossover and Gaussian mutation 
operation. Generally, the optimization based on DPSA needs a lot of CPU time and tremendous 
memory to satisfy the complex computation process and huge variable storage requirement, 
and these requirements increase quickly with the stage variables and state variables, especially 
for large-scale multi-reservoir system operation. In our experiment, the DPSA algorithm took 
about 78 s to accomplish the optimization calculation, when the interval step of the reservoir 
storage volume was assumed to be 40 × 106 m3. Both IPSO and PSO could save much 
computation time; the time consumption of IPSO is less than half that of DPSA. Therefore, the 
proposed IPSO algorithm performs better than PSO and DPSA, in terms of both optimization 
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ability and computational efficiency. 
Fig. 3 provides the scheduling results of reservoir water level and hydroelectric power 
plant output of cascade reservoirs in the Minjiang Basin based on IPSO. During the dry period 
from October to April of the following year, reservoirs with better regulating abilities, such as 
the Jiemian Reservoir (multi-year regulation) and Gutian-I Reservoir (multi-year regulation), 
will operate according to the guaranteed output of the system as compensating power stations, 
while the seasonally regulating reservoirs like the Ansha, Chitan, and Shuikou reservoirs will 
operate at high reservoir water levels in order to take advantage of the water head. When the 
flood season, usually defined as May to September, is coming, the seasonally regulating 
reservoirs reduce the water level by enhancing their outputs in advance, in order to diminish the 
possibility of surplus water brought by the frequent rainstorms that are coming, and then raise 
the water level gradually to the normal water level by the end of the flood season. The whole 
schedule of the system is reasonable and operational.  
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Fig. 3 Scheduling results of cascade reservoirs in Minjiang Basin based on IPSO
4 Conclusions 
In this study, an IPSO algorithm is presented to deal with the optimization of 
hydroelectric power scheduling in multi-reservoir systems. In order to overcome the inherent 
drawbacks, such as prematurity, slow convergence, and liability to falling into local optima, 
the conventional PSO algorithm is improved in two ways. To begin with, SEIWC is adopted to 
render the algorithm capable of better balance ability in both global and local searches. 
Moreover, particles are handled with crossover and Gaussian mutation operation, which could 
enhance their diversity and prevent the algorithm from being trapped in local optima. The 
performance of IPSO in nonlinear numerical function optimization was investigated with a test 
of three classical benchmark functions, and the results are encouraging and promising in both 
computational efficiency and search ability when compared with PSO and GA. Then, the 
proposed IPSO was applied to the optimization of long-term multi-reservoir system operation, 
using energy maximization with a specified guaranteed output as the objective function to be 
optimized, and a case study was carried out in the Minjiang Basin in Fujian Province, China. 
The scheduling results of IPSO outperform those of the conventional PSO and are comparable 
with the results of the traditional DPSA algorithm. Therefore, the proposed IPSO can provide 
efficient and effective solutions with respect to the optimization of multi-reservoir system 
operation and is a good alternative to traditional NLP techniques, in terms of both optimization 
ability and computational efficiency. 
References 
Andrews, P. S. 2006. An investigation into mutation operators for particle swarm optimization. IEEE Congress 
on Evolutionary Computation, 1044-1051. Vancouver: Institute of Electrical and Electronics Engineers. 
[doi:10.1109/CEC.2006.1688424] 
Archibald, T. W., McKinnon, K. I. M., and Thomas, L. C. 1997. An aggregate stochastic dynamic 
programming model of multireservoir systems. Water Resources Research, 33(2), 333-340. [doi:10.1029/ 
96WR02859] 
Bellman, R. E., and Dreyfus, S. E. 1962. Applied Dynamic Programming. Santa Monica: RAND Corporation. 
Cai, X. M., McKinney, D. C., and Lasdon, L. S. 2001. Solving nonlinear water management models using a 
combined genetic algorithm and linear programming approach. Advances in Water Resources, 24(6), 
667-676. [doi:10.1016/S0309-1708(00)00069-5] 
Cai, X. M., Lasdon, L., and Michelsen, A. M. 2004. Group decision-making in water resources planning using 
multiple objective analysis. Journal of Water Resources Planning and Management, 130(1), 4-14. [doi: 
10.1061/(ASCE)0733-9496(2004)130:1(4)] 
Call, S. T., Zubarev, D. Y., and Boldyrev, A. I. 2007. Global minimum structure searches via particle swarm 
optimization. Journal of Computational Chemistry, 28(7), 1177-1186. [doi:10.1002/jcc.20621]  
Chandramouli, V., and Raman, H. 2001. Multireservoir modeling with dynamic programming and neural 
networks. Journal of Water Resources Planning and Management, 127(2), 89-98. [doi:10.1061/(ASCE) 
0733-9496(2001)127:2(89)] 
Chau, K. W. 2007. A split-step particle swarm optimization algorithm in river stage forecasting. Journal of 
Hydrology, 346(3-4), 131-135. [doi:10.1016/j.jhydrol.2007.09.004] 
Chaves, P., and Kojiri, T. 2007. Deriving reservoir operational strategies considering water quantity and 
quality objectives by stochastic fuzzy neural networks. Advances in Water Resources, 30(5), 1329-1341. 
Jun ZHANG et al. Water Science and Engineering, Mar. 2011, Vol. 4, No. 1, 61-73 72
[doi:10.1016/j.advwatres.2006.11.011] 
Chaves, P., and Chang, F. J. 2008. Intelligent reservoir operation system based on evolving artificial neural 
networks. Advances in Water Resources, 31(6), 926-936. [doi:10.1016/j.advwatres.2008.03.002] 
Chen, L. 2003. Real coded genetic algorithm optimization of long term reservoir operation. Journal of the 
American Water Resources Association, 39(5), 1157-1165. [doi:10.1111/j.1752-1688.2003.tb03699.x] 
Cheng, C. T., Wang, W. C., Xu, D. M., and Chau, K. W. 2008. Optimizing hydropower reservoir operation 
using hybrid genetic algorithm and chaos. Water Resources Management, 22(7), 895-909. [doi: 
10.1007/s11269-007-9200-1] 
Chiu, Y. C., Chang, L. C., and Chang, F. J. 2007. Using a hybrid genetic algorithm-simulated annealing 
algorithm for fuzzy programming of reservoir operation. Hydrological Processes, 21(23), 3162-3172. 
[doi:10.1002/hyp.6539] 
del Valle, Y., Venayagamoorthy, G. K., Mohagheghi, S., Hernandez, J. C., and Harley, R. G. 2008. Particle 
swarm optimization: Basic concepts, variants and applications in power systems. IEEE Transactions on 
Evolutionary Computation, 12(2), 171-195. [doi:10.1109/TEVC.2007.896686] 
Faber, B. A., and Stedinger, J. R. 2001. Reservoir optimization using sampling SDP with ensemble streamflow 
prediction (ESP) forecasts. Journal of Hydrology, 249(1-4), 113-133. [doi:10.1016/S0022-1694(01) 
00419-X] 
Gill, M. K., Kaheil, Y. H., Khalil, A., McKee, M., and Bastidas, L. 2006. Multiobjective particle swarm 
optimization for parameter estimation in hydrology. Water Resources Research, 42(7). [doi:10.1029/ 
2005WR004528] 
Higashi, N., and Iba, H. 2003. Particle swarm optimization with Gaussian mutation. Proceedings of the IEEE 
Swarm Intelligence Symposium 2003, 72-79. Indianapolis: Institute of Electrical and Electronics 
Engineers. [doi:10.1109/SIS.2003.1202250] 
Hong, W. C. 2008. Rainfall forecasting by technological machine learning models. Applied Mathematics and 
Computation, 200(1), 41-57. [doi:10.1016/j.amc.2007.10.046] 
Jalali, M. R., Afshar, A., and Marino, M. A. 2006. Reservoir operation by ant colony optimization algorithms. 
Iranian Journal of Science and Technology (Transaction B: Engineering), 30(B1), 107-117. 
Jalali, M. R., Afshar, A., and Marino, M. A. 2007. Multi-colony ant algorithm for continuous multireservoir 
operation optimization problem. Water Resources Management, 21(9), 1429-1447. [doi:10.1007/s11269- 
006-9092-5] 
Jothiprakash, V., and Shanthi, G. 2006. Single reservoir operating policies using genetic algorithm. Water 
Resources Management, 20(6), 917-929. [doi:10.1007/s11269-005-9014-y] 
Kennedy, J., and Eberhart, R. 1995. Particle swarm optimization. Proceedings of IEEE Conference on Neural 
Networks, 1942-1948. Piscataway: IEEE Service Center. [doi:10.1109/ICNN.1995.488968] 
Kim, T., Heo, J. H., and Jeong, C. S. 2006. Multi-reservoir system optimization in the Han River Basin using 
multi-objective genetic algorithms. Hydrological Processes, 20(9), 2057-2075. [doi:10.1002/hyp.6047] 
Ko, P. C., and Lin, P. C. 2006. An evolution-based approach with modularized evaluations to forecast financial 
distress. Knowledge-based Systems, 19(1), 84-91. [doi:10.1016/j.knosys.2005.11.006] 
Kumar, D. N., and Baliarsingh, F. 2003. Folded dynamic programming for optimal operation of multireservoir 
system. Water Resources Management, 17(5), 337-353. [doi:10.1023/A:1025894500491] 
Kumar, D. N., and Reddy, M. J. 2006. Ant colony optimization for multi-purpose reservoir operation. Water 
Resources Management, 20(6), 879-898. [doi:10.1007/s11269-005-9012-0] 
Kumar, D. N., and Reddy, M. J. 2007. Multipurpose reservoir operation using particle swarm optimization. 
Journal of Water Resources Planning and Management, 133(3), 192-201. [doi:10.1061/(ASCE) 
0733-9496(2007)133:3(192)] 
Labadie, J. W. 2004. Optimal operation of multireservoir systems: State-of-the-art review. Journal of Water 
Resources Planning and Management, 130(2), 93-111. [doi:10.1061/(ASCE)0733-9496(2004)130:2(93)] 
Lee, T. S., Ting, T. O., Lin, Y. J., and Htay, T. 2007. A particle swarm approach for grinding process 
optimization analysis. The International Journal of Advanced Manufacturing Technology, 33(11-12), 
1128-1135. [doi:10.1007/s00170-006-0538-y] 
Li, X. G., and Wei, X. 2008. An improved genetic algorithm-simulated annealing hybrid algorithm for the 
optimization of multiple reservoirs. Water Resources Management, 22(8), 1031-1049. [doi:10.1007/ 
Jun ZHANG et al. Water Science and Engineering, Mar. 2011, Vol. 4, No. 1, 61-73 73
s11269-007-9209-5] 
Mousavi, S. J., Karamouz, M., and Menhadj, M. B. 2004a. Fuzzy-state stochastic dynamic programming for 
reservoir operation. Journal of Water Resources Planning and Management, 130(6), 460-470. [doi: 
10.1061/(ASCE)0733-9496(2004)130:6(460)] 
Mousavi, S. J., Mahdizadeh, K., and Afshar, A. 2004b. A stochastic dynamic programming model with fuzzy 
storage states for reservoir operations. Advances in Water Resources, 27(11), 1105-1110. [doi:10.1016/ 
j.advwatres.2004.07.007] 
Neelakantan, T. R., and Pundarikanthan, N. V. 2000. Neural network-based simulation-optimization model for 
reservoir operation. Journal of Water Resources Planning and Management, 126(2), 57-64. [doi: 
10.1061/(ASCE)0733-9496(2000)126:2(57)] 
Ngo, L. L., Madsen, H., and Rosbjerg, D. 2007. Simulation and optimisation modelling approach for operation 
of the Hoa Binh Reservoir, Vietnam. Journal of Hydrology, 336(3-4), 269-281. [doi:10.1016/j. 
jhydrol.2007.01.003] 
Pastorino, M. 2007. Stochastic optimization methods applied to microwave imaging: A review. IEEE
Transactions on Antennas and Propagation, 55(3), 538-548. [doi:10.1109/TAP.2007.891568] 
Ponnambalam, K., Karray, F., and Mousavi, S. J. 2003. Minimizing variance of reservoir systems operations 
benefits using soft computing tools. Fuzzy Sets and Systems, 139(2), 451-461. [doi:10.1016/S0165- 
0114(02)00546-8] 
Rao, A. R. M., and Anandakumar, G. 2007. Optimal placement of sensors for structural system identification 
and health monitoring using a hybrid swarm intelligence technique. Smart Materials and Structures,
16(6), 2658-2672. [doi:10.1088/0964-1726/16/6/071] 
Reddy, M. J., and Kumar, D. N. 2007a. Optimal reservoir operation for irrigation of multiple crops using 
elitist-mutated particle swarm optimization. Hydrological Sciences Journal, 52(4), 686-701. [doi: 
10.1623/hysj.52.4.686] 
Reddy, M. J., and Kumar, D. N. 2007b. Multi-objective particle swarm optimization for generating optimal 
trade-offs in reservoir operation. Hydrological Processes, 21(21), 2897-2909. [doi:10.1002/hyp.6507] 
Reis, L. F. R., Walters, G. A., Savic, D., and Chaudhry, F. H. 2005. Multi-reservoir operation planning using 
hybrid genetic algorithm and linear programming (GA-LP): An alternative stochastic approach. Water 
Resources Management, 19(6), 831-848. [doi:10.1007/s11269-005-6813-0] 
Robinson, J., and Rahmat-Samii, Y. 2004. Particle swarm optimization in electromagnetics. IEEE
Transactions on Antennas and Propagation, 52(2), 397-407. [doi:10.1109/TAP.2004.823969] 
Russell, S. O., and Campbell, P. F. 1996. Reservoir operating rules with fuzzy programming. Journal of Water 
Resources Planning and Management, 122(3), 165-170. [doi:10.1061/(ASCE)0733-9496(1996) 
122:3(165)] 
Sharif, M., and Wardlaw, R. 2000. Multireservoir systems optimization using genetic algorithms: Case study. 
Journal of Computing in Civil Engineering, 14(4), 255-263. [doi:10.1061/(ASCE)0887-3801(2000) 
14:4(255)] 
Shi, Y., and Eberhart, R. C. 1999. Empirical study of particle swarm optimization. Proceedings of the 1999 
IEEE Congress on Evolutionary Computation, 1945-1950. Washington, D.C.: Institute of Electrical and 
Electronics Engineers. [doi:10.1109/CEC.1999.785511] 
Shourian, M., Mousavi, S. J., and Tahershamsi, A. 2008. Basin-wide water resources planning by integrating 
PSO algorithm and MODSIM. Water Resources Management, 22(10), 1347-1366. [doi:10.1007/s11269- 
007-9229-1] 
Tejadaguibert, J. A., Johnson, S. A., and Stedinger, J. R. 1995. The value of hydrologic information in 
stochastic dynamic programming models of a multireservoir system. Water Resources Research, 31(10), 
2571-2579. [doi:10.1029/95WR02172] 
Wu, C. L., and Chau, K.W. 2006. Evaluation of several algorithms in forecasting flood. The 19th International 
Conference on Industrial, Engineering and Other Applications of Applied Intelligent Systems, 111-116. 
Berlin: Springer. [doi:10.1007/11779568_14] 
Yeh, W. 1985. Reservoir management and operations models: A state-of-the-art review. Water Resources 
Research, 21(12), 1797-1818. [doi:10.1029/WR021i012p01797] 
Yuan, X. H., Zhang, Y. C., and Yuan, Y. B. 2008. Improved self-adaptive chaotic genetic algorithm for 
Jun ZHANG et al. Water Science and Engineering, Mar. 2011, Vol. 4, No. 1, 61-73 74
hydrogeneration scheduling. Journal of Water Resources Planning and Management, 134(4), 319-325. 
[doi:10.1061/(ASCE)0733-9496(2008)134:4(319)] 
