Abstract Cascadic multilevel methods for the solution of linear discrete ill-posed problems with noise-reducing restriction and prolongation operators recently have been developed for the restoration of blur-and noisecontaminated images. This is a particular ill-posed problem. The multilevel methods were found to determine accurate restorations with fairly little computational work. This paper describes noise-reducing multilevel methods for the solution of general linear discrete ill-posed problems.
Introduction
Many problems in science and engineering require the determination of the cause of an observed effect. These problems often can be formulated as Fredholm integral equations of the first kind with a smooth kernel h,
S h(s, t)x(t)dt = b (s),
s ∈ S.
(1.1) This paper discusses solution methods for such integral equations. The methods discussed are tailored for the situation when S is a bounded interval; however, the methods also are applicable, mutatis mutandis, for more general compact sets S ∈ R j . The right-hand side function b represents the "observed effect" and is assumed to be such that (1.1) has a solution, which represents the "cause." The solution might not be unique. Letx denote the solution of minimal norm. The computation ofx is an ill-posed problems, becausex does not depend continuously on b . When S is a bounded interval, this is a consequence of the Riemann-Lebesgue lemma. Nice treatments of ill-posed problems and numerical methods for their solution are provided by Engl et al. [14] and Hansen [18] .
Discretization of (1.1) gives a linear system of equations
with a matrix of ill-determined rank. In particular, the singular values of A "cluster" at the origin. Therefore, the matrix A is severely ill-conditioned.
Linear systems of equations with a matrix of ill-determined rank commonly are referred to as linear discrete ill-posed problems. We assume the linear system (1.2) to be consistent and large enough to make the use of iterative solution methods attractive. Let A † denote the Moore-Penrose pseudoinverse of A. We are interested in determining the solutionx of (1.2) of minimal Euclidean norm. It can be expressed asx = A † b. Due to the severe ill-conditioning of A, the vectorx is very sensitive to perturbations in b.
The right-hand side b of (1.2) is obtained by discretizing the integral equation (1.1), e.g., by a Nyström method. However, since in applications the available right-hand side vector represents observations, it typically is contaminated by a measurement error e δ ∈ R n . We will refer to e δ as noise. Let b δ denote the available noise-contaminated approximation of b. Then
(1.3) Thus, our computational task is to determine an accurate approximation of the desired solutionx of ( This system might not be consistent. We remark that in view of the illconditioning of A and the error e δ in b δ , the vector A † b δ typically is not a meaningful approximation ofx. Throughout this paper we use weighted Euclidean vector norms of the form (1) , x (2) , . . . ,
We assume that a fairly accurate estimate of the norm of the noise, δ := e δ , (1.6) is available. This makes it possible to apply the discrepancy principle during the solution process. We illustrate in Section 5 how, in situations when no estimate of δ is known, a fairly accurate estimate can be determined by integrating a discrete version of the nonlinear Perona-Malik diffusion equation for a few time-steps [25] . Tikhonov regularization and truncated iteration are the most popular approaches to determining a meaningful approximate solution of large-scale linear discrete ill-posed problems (1.4) with a noise-contaminated right-hand side; see, e.g., [14, 16, 18] for discussions on these approaches. This paper describes multilevel methods, which apply truncated iteration with a Krylov subspace method to compute an approximate solution on each discretization level. For definiteness, consider the LSQR iterative method discussed in, e.g., [24, 31] . This method is an implementation of the conjugate gradient method applied to the normal equations associated with the linear system of equations (1.4) . Let the initial approximate solution be x 0 := 0. This choice of initial vector is common and will be used for all Krylov subspace methods. Then the th approximate solution, x , determined by LSQR satisfies
δ is a Krylov subspace. Here and below, we assume for ease of exposition that the dimension of a Krylov subspace K (·, ·) equals its index . This requirement is satisfied in practice. The computation of x requires the evaluation of 2 matrix-vector products, of which with A and with A T . We refer to the iterative solution of (1.4) by the LSQR method as the one-level LSQR method in order to distinguish this method from the LSQR-based multilevel method introduced below. Similar terminology will be used for the other Krylov subspace methods considered.
The discrepancy principle prescribes that the iterations with LSQR be terminated as soon as an approximate solution, x δ , such that
has been determined, where c > 1 is a user-specified constant independent of δ. Note that δ increases as δ decreases. Nemirovskii [23] and Hanke [16] have shown that in an infinite-dimensional Hilbert space setting
LSQR therefore is said to be a regularization method. It is straightforward to show that (1.8) holds in finite dimensions.
When A is symmetric, it is attractive to apply the MR-II iterative method instead of LSQR. MR-II is a modification, described in [9, 16] , of the standard conjugate gradient method. The th approximate solution, x , determined by MR-II when applied to (1.4) is characterized by
only requires the evaluation of + 1 matrix vector products with A. Hanke [16] shows that the iterates determined by MR-II satisfy (1.8) in a Hilbert space. GMRES is a popular iterative method for the solution of linear systems of equations with a not too ill-conditioned nonsymmetric matrix A; see, e.g., [31] . The th iterate, x , determined by GMRES satisfies
The computation of x requires the evaluation of matrix-vector products with A. The property (1.8) is shown in [7] in a Hilbert space setting under certain conditions. We also will consider the Range Restricted GMRES (RRGMRES) method. The th iterate, x , determined by RRGMRES is characterized by
Its computation demands + 1 matrix-vector product evaluations with A. The limit (1.8) can be established in Hilbert space similarly as for GMRES. RRGMRES does not propagate the error e δ in b δ into the iterates as quickly as GMRES. This is discussed in [8] and it is also illustrated in the computed examples of Section 5.
Krylov subspace methods applied with the stopping criterion (1.7) seek to curb the propagation of the noise e δ into the the computed approximate solutions x by restricting the number of iterations. When there is much noise in b δ , only few iterations are carried out. This limits the resolution of the computed approximate solution. The present paper describes cascadic multilevel methods that use one of the Krylov subspace methods discussed above as basic iterative method and apply noise-reducing prolongation and restriction operators. The computations proceed from coarser to finer levels. An approximate solution is computed on each level with the Krylov subspace method chosen. The iterations are terminated on each level by a stopping criterion analogous (1.7). The multilevel methods so defined are regularization methods in a well-defined sense; see Section 2 for details. The computations are terminated as soon as an iterate in R n that satisfies (1.7) has been determined. The advantages of cascadic multilevel methods, when compared with one-level Krylov subspace methods, include:
• Cascadic multilevel methods require fewer iterations in R n than the corresponding one-level Krylov subspace methods. This depends on that cascadic multilevel methods determine a fairly accurate initial approximation of the solution in R n by iterations on coarser levels, while the initial approximate solution for all one-level Krylov subspace methods is x 0 = 0. For large-scale problems, the dominant computational effort for the multilevel methods are the iterations in R n , and specifically the evaluation of matrix-vector products with A and possibly A T . The computations required for coarse-level iterations are negligible. Therefore the smaller number of iterations in R n required by cascadic multilevel methods, when compared with one-level Krylov subspace methods, translates into a smaller arithmetic effort for the former methods.
• Multilevel methods allow the application of noise-reducing restriction and prolongation operators. This limits the propagation of the error e δ in the right-hand side b δ into the computed approximate solutions. The noisereducing restriction and prolongation operators help cascadic multilevel methods determine better approximations of the desired solutionx of the noise-free linear system (1.2) than the corresponding one-level Krylov subspace iterative methods.
Restriction of the right-hand side b δ from finer to coarser levels is carried out by noise-reducing local weighted least-squares approximation. We compare two restriction operators, one of which is an adaption of the restriction operator used in [21] , which, in turn, is inspired by a local least-squares method for noise-removal described by Buades et al. [5] . The other restriction operator, which is believed to be new, is well suited for the situation when the desired solutionx represents a smooth function. Details of these restriction operators are provided in Section 3. Prolongation of the computed solution from coarser to finer levels is performed by local piecewise linear interpolation followed by nonlinear smoothing. The latter is achieved by time-integration of a discretized nonlinear Perona-Malik diffusion equation for a few time-steps [25] . The smoother is designed to remove noise, but preserve edges. Here and throughout this paper "edge" refers to any rapid spacial transition. Time-integration is carried out by an explicit method. This makes application of the smoother inexpensive. Further details are described in Section 4. Numerical examples, presented in Section 5, show our cascadic multilevel methods to require less computational work and yield more accurate approximations ofx than the corresponding onelevel Krylov subspace iterative methods. Concluding remarks can be found in Section 6.
An important feature of noise-reducing cascadic multilevel methods is that they interlace approximate solution of (1.4) and noise removal. This reduces the propagation of the error e δ in b δ , when compared with the solution by one-level Krylov subspace methods or by cascadic multilevel methods without noise reduction [29] . Noise-reducing cascadic multilevel methods were first developed in [21, 22] for image deblurring and denoising and many illustrations of the performance of different noise-reducing restriction and prolongation operators can be found in these references, as well as in Section 5. We compared noise-reducing prolongation operators based on integrating the Perona-Malik diffusion equation with prolongation operators based on integrating a TV-norm-type operator in [22] and found the former to yield somewhat higher accuracy. We therefore use Perona-Malik-based prolongation operators in the present paper. However, the difference in performance was not very large and other noise-reducing schemes may perform as well as the one used in this paper. Similarly, other noise-reducing restriction operators also may yield good results; see Buades et al. [6] for a review of denoising algorithms. Several multilevel methods for ill-posed problems have been described in the literature; see, e.g., [22, 29] for references. However, only few of them are applied to the solution of (1.4) without Tikhonov regularization. Recently, Donatelli and Serra-Capizzano [12, 13] described such multigrid methods, which are not cascadic; they use full V-or W-cycles. These methods are shown in [13] not to be regularization methods, though the computed results are nice. Scherzer [32] analyzed a cascadic Landweber iteration-based multilevel method for nonlinear ill-posed problems. However, Landweber iterationbased methods tend to converge slowly. Cascadic multilevel methods for image restoration, related to the methods of the present paper are described in [21, 22] . The solution of general linear ill-posed problems by cascadic multilevel methods is discussed in [29] , where restriction is carried out by downsampling and prolongation by piecewise linear interpolation. These multilevel are not noise-reducing. They determine approximate solutions of about the same quality, but with less computational effort, than the corresponding one-level Krylov subspace methods.
Cascadic multilevel methods
be a sequence of nested subspaces of R n with dim(W i ) = n i and n 1 < n 2 < . . . < n = n. We refer to the subspaces W i as levels, with W 1 being the coarsest and W = R n the finest level. Each level is equipped with a weighted leastsquares norm; level W i has a norm of the form (1.5) with n replaced by n i .
Let A i ∈ R n i ×n i be a representation of the integral operator (1.1) on level W i . This defines implicitly the restriction operators R i : R n → W i and
Here Q * i denotes the adjoint of Q i . For some discretizations
The choice of restrictions R i and Q i is in our experience less crucial for achieving accurate approximations of the desired solutionx of the noise-free system (1.2) than the choice of restriction operatorsR i : R n → W i for reducing the available noise-contaminated right-hand side b δ in (1.4). Let
where theR i are determined by repeated local weighted averaging. Section 3 describes two such restriction operators and discusses their noise-reducing properties. For notational simplicity, we defineR = I. Assume that a sufficiently accurate approximate solution has been computed on level i − 1 with i ≤ n. The nonlinear prolongation operator P i : W i−1 → W i then determines an approximate solution on level i. It is defined by piecewise linear interpolation followed by integration of the Perona-Malik convection diffusion equation over a short time-interval; see Section 4 for details. The operators P i , 1 < i ≤ , are designed to be noise-reducing and edge-preserving. The choice of the P i is important for the performance of the multilevel method. We compare in Section 5 results achieved with the nonlinear prolongation operators P i and with linear prolongation operators
The multilevel method first computes an approximate solution in W 1 of the smallest linear system of equations A 1 x = b δ 1 , using one of the iterative methods GMRES, LSQR, MR-II, or RRGMRES. We refer to the iterative method chosen as IM in Algorithm 2.1 below. The iterations are terminated as soon as an iterate that satisfies a stopping rule related to the discrepancy principle has been determined; see below for a discussion of this stopping criterion. The prolongation P 2 maps this iterate from W 1 into W 2 , and the mapped iterate is corrected in W 2 with the chosen iterative method. Again, the iterations are terminated by a stopping rule related to the discrepancy principle. The approximate solution in W 2 computed in this manner is mapped into W 3 by P 3 . The computations are continued in this fashion until an approximation ofx has been determined in W = R n . The computations are summarized by the following algorithm. 
by m i iterations with the chosen iterative method. 
Our stopping rule on each level is analogous to (1.7). We assume that there are constants c i independent of δ, such that
where δ is defined by (1.6). The noise-reducing property of the restriction operatorsR i suggests suitable choices for the coefficients c i ; see Section 3.
Stopping Rule 2.2 Let δ and the c i be the same as in (2.4) and denote the iterates determined by the IM iterative method applied to the solution of (2.3) with initial iterate x
i,0 = 0 by x i,m , m = 1, 2, .
. . . Terminate the iteration on level i as soon as an iterate x i,m i that satisfies
has been determined, where m i = m i,δ denotes the termination index. This index depends on δ.
The multilevel methods so defined can be shown to be regularization methods under various restrictions; see [21, 22, 29] . Linear regularization operators can be used as right preconditioners. These regularization operators change the solution subspace. Suitably chosen operators can improve the quality of the computed approximation ofx; see, e.g., [2, 20, 30] for discussions on the choice and use of linear regularization operators.
Noise-reducing restriction operators
The choice of restriction operators depends on the space dimension of the set S in (1.1). This section discusses restriction operators that are applicable when S is a bounded interval. Let x ( j ) i denote the jth component of the vector x i ∈ W i . We assume the discretization to be monotonic, i.e., x ( j ) i corresponds to the solution of the integral equations (1.1) at a point t
for all j. We remark that when S is a square, restriction operators developed for the restoration of two-dimensional images can be applied; see [21, 22] for examples of such restriction operators.
This section introduces two noise-reducing restriction operators, the first of which is inspired by the "staircasing"-reducing method by Buades et al. [5] . Our second restriction operator is simpler, but may smooth edges more. It is well suited for linear discrete ill-posed problems, whose desired solution is the discretization of a smooth function.
Our first restriction operator is based on solving weighted local least-squares problems using a window consisting of three neighboring entries x ( j ) i . This is similar to the method proposed by Buades et al. [5] . Introduce the weight function
with γ a positive constant, and consider the least-squares problem 
The number of arithmetic floating point operations required to solve (3.2) for all entries of x i−1 is proportional to n i−1 and therefore modest. The solution of each least-squares problem can be computed by determining a modified QR-decomposition of a 3 × 2 matrix based on modified Householder transformations; see [15] for details.
Application of the mappingsM k for k = , + 1, . . . , i + 1, in order, defines the restriction operators Var e ( j ) .
Assume that the solution is periodic, so that boundary effects can be ignored. Let
and e δ −1 :=R −1 e δ .
Then
Proof For i = , the least-squares problem (3.2), with ω (2 j ) = 1 for all j, can be expressed as
where
Denote the solution of (3.
Since H has orthogonal columns, we obtain
The component e and is the average of the errors e (2 j+s) in the three entries x (2 j+s) , s ∈ {0, ±1}.
Therefore,
Var e ( j )
Var e (2 j+s) , and it follows that
Var e (2 j+s) (3.7)
The inequality (3.8) is a consequence of the fact that some errors e (2 j+s) contribute to two errors e ( j ) −1 . Moreover, no entry of e contributes to more than two entries of e −1 . The equality on the left in (3.8) follows from (3.4).
Every entry of e contributes to at least one entry of e −1 . We therefore obtain analogously to (3.6)-(3.8) the inequality
Var e (2 j+s)
This establishes the proposition.
Corollary 3.2 Let the conditions of Proposition 3.1 hold and assume further that
Var e
Proof The result follows from (3.6)-(3.7).
Approximating e δ k V by e δ k for k = − 1, , we obtain from Corollary 3.2 that
This suggests the choice of the coefficients
in (2.5), where c > 1 is a user-specified constant. Generally, c is chosen close to unity when the available estimate of the norm of the noise is accurate. The following simpler averaging scheme for the restriction operator can be attractive when the desired solutionx is known to represent a smooth function on the interval S. Define the mappingsM i :
with
Let the restriction operatorsR i be determined by theseM i according to (3.3). 
Proposition 3.3 Assume that the entries e (
e δ −1 V = 1 1 + 1/ √ 2 e δ V ,(3.
11)
where · V is defined in Proposition 3.1.
Proof It follows from (3.10) that
Therefore, using (3.4), we obtain
Var e (2 j−1) + ω 2 2 n −1
, which shows (3.11).
Property (3.11) suggests that the coefficients
be used in (2.5) when the mappingsM i are determined by (3.10).
Edge-preserving nonlinear prolongation operators
We describe the nonlinear edge-preserving prolongation operators P i used in the computed examples. They have previously been applied in [22] 
over a short τ -interval in order to remove noise while preserving rapid spacial transitions, such as edges. We use the initial function
and Neumann boundary condition zero. The function ψ is the Perona-Malik diffusivity,
where ρ is a positive constant; see [25] . The differential equation (4.1) is designed to determine an element in W i that has edges close to those of x i−1 and is smooth elsewhere. Space-discretization of (4.1) by finite differences and time-integration by Euler's method yields
where the set N(i) contains the indices of neighboring mesh points; if
) is a boundary point, then N(i) only contains one index. The parameter s is the mesh size and
is a second order approximation of ψ ∂ ∂s
by finite difference discretization. We carry out about 10 integration steps τ . For reason of stability, we let 0 < τ ≤ 1/3. The small number of steps avoids difficulties due to numerical instability and keeps the computational effort required for integration negligible. We note that nonlinear diffusion filtering models, similar to (4.1), are applied successfully in PDE-based methods for image processing problems; see, e.g., [11, 33] .
Numerical examples
This section illustrates the application of Algorithm 2.1 to the solution of linear discrete ill-posed problems. We compare the performance of Algorithm 2.1 for piecewise linear and nonlinear prolongation operators. Piecewise linear prolongation previously has been applied in [29] . We also illustrate the denoising process used in the nonlinear prolongation operators P i described in Section 4.
Let the noise-level be defined by
where the error norm δ is given by (1.6). We assume that an accurate estimate of ν is available in all examples of this section, except in Example 5.5, and therefore choose the parameter c in (3.9) and (3.12) fairly close to unity.
Example 5.1
We illustrate the denoising process described in Section 4. The process is applied to three noise-contaminated "signals" b δ . Figure 1a shows a Finally, Fig. 3 shows a noisy and denoised smooth signal. The noise level is 1%. Denoising is achieved by application of 10 integration steps. The step size for all computations for this example is τ = 0.3. 
h(s, t)x(t)dt
with h(s, t) := exp(s cos(t)) and b (s) := 2 sinh(s)/s, discussed by Baart [1] . It has the solution x(t) = sin(t). We use the MATLAB code baart from [19] to discretize (5.1) by a Galerkin method with 512 orthonormal box functions as test and trial functions. This yields the nonsymmetric matrix A ∈ R 512×512 . 
The code baart also provides a scaled discrete approximationx ∈ R 512 of x(t). The noise-free right-hand side of (1.2) is determined by b := Ax. Adding normally distributed "noise" with zero mean, scaled to correspond to the noise-levels ν = 1 · 10 −2 or ν = 1 · 10 −3 , yields the right-hand side b δ of (1.4);
cf. (1.3). We also use the code baart to generate the matrices A i of size 16
These matrices, as well as A 5 := A, are numerically singular.
Computed results are reported in Tables 1, 2 and 3 . Letx denote the approximate solution determined by a multilevel or one-level method. The tables display the relative errors x −x / x and the number of iterations for the noise levels 1 · 10 −2 and 1 · 10 −3 . The columns labeled "# iter" display the number of iterations on each level. The -tuples show, from left to right, the number of iterations for increasing level index. Thus, the leftmost entry of each -tuple shows the number of iterations on the coarsest level, and the rightmost entry the number of iterations on the finest level. The column labeled " " Table 2 Example 5.2: Errors in computed approximate solutionsx of the problem baart and the computational effort required by Algorithm 2.1 using the LSQR iterative solver with nonlinear (P i ) or piecewise linear (L i ) prolongation operators. The restriction operators determine weighted averages (3.10) displays the number of levels used. Thus, the rows labeled = 1 show results for the one-level method. Tables 1 and 2 show results obtained with Algorithm 2.1, based on the RRGMRES and LSQR iterative solvers, respectively. The restriction operators uses weighted averages (3.10). The RRGMRES-based multilevel method is seen to perform particularly well, with the relative error decreasing when the number of levels is increased. Moreover, the nonlinear prolongation operators P i yield more accurate approximations of the desired solution than the linear prolongation operators L i . All multilevel methods, with at least two levels, require only one iteration on the finest level. The one-level method requires three iterations. The multilevel method therefore can be faster for large problems, for which the evaluation of matrix-vector products with the matrix A = A constitutes the dominant computational effort.
A comparison of restriction operators based on local weighted least-squares approximation (3.2) and weighted averaging (3.10) is provided by the Tables 1  and 3 , respectively. The tables show weighted averaging to yield slightly higher accuracy. This depends on that the desired solutionx represents a smooth function.
Example 5.3 Consider the Fredholm integral equation of the first kind
2) discussed by Phillips [26] . Its solution, kernel, and right-hand side are given by respectively. We discretize the integral equation (5.2) using the MATLAB code phillips from [19] . Discretization by a Galerkin method with 512 orthonormal box functions as test and trial functions yields the symmetric indefinite matrix A ∈ R 512×512 , which is nearly singular; it has condition number The row for = 1 displays results for the one-level MR-II method. We consider the noise-levels 1 · 10 −2 and 1 · 10 −3 . A comparison of the tables shows restriction operators based on weighted averaging (3.10) to generally yield slightly smaller errors than restriction operators based on weighted local 
Example 5.4
We consider the determination of a discrete piecewise constant signalx ∈ R 512 from a blurred and noisy version b δ ∈ R 512 defined on a uniform grid. We refer to this restoration problem as signal. Table 6 . The table illustrates the better performance of the nonlinear prolongation operators. Table 6 Example 5.4: Errors in computed approximate solutions of the problem signal and the computational effort required by Algorithm 2.1 using the MR-II iterative method with nonlinear (P i ) or piecewise linear (L i ) prolongation operators. The restriction operators solve weighted local least-squares problems (3.2) Table 7 , which reports results for an RRGMRES-based three-level method with nonlinear prolongation operators P i and restriction operators defined by local weighted least-squares (3.2), as well as for the RRGMRES method applied on the finest level only.
In order to determine an estimate of the discrepancy, we integrate the discretized Perona-Malik nonlinear diffusion equation We apply Algorithm 2.1 with the same iterative methods, restriction and prolongation operators as for Table 7 , but with δ replacing δ in Stopping Rule 2.2. Table 8 shows results for three-level and one-level methods for several noise-levels. Comparison of Tables 7 and 8 shows the solution methods to require essentially the same number of iterations and determine approxima- tionsx ofx of about the same accuracy when δ is replaced by its estimate δ. The tables, as well as numerous other computed examples, suggest that for linear discrete ill-posed problems (1.4), for which no estimate for the noiselevel is available, quite accurate estimates can be computed by integrating the discretized Perona-Malik differential equations for a few time steps. The estimated discrepancy, δ, can be used in Algorithm 2.1, as well as in one-level iterative methods, instead of the exact discrepancy (1.6).
Conclusion and extensions
This paper discusses an adaption of the multilevel methods developed in [21] for image restoration problems to the solution of general linear discrete ill-posed problems. The computed examples show the proposed multilevel methods to yield higher accuracy than corresponding one-level iterative methods. Moreover, the multilevel methods require fewer matrix-vector product evaluations on the finest level than the corresponding one-level methods. These matrix-vector product evaluations constitute the dominant computational work for large-scale problems.
For the problems considered, RRGMRES-based multilevel methods give more accurate approximations ofx than LSQR-based multilevel methods. This is different from our experience for image restoration problems reported in [21] . The reason for this is presently being investigated.
Numerical examples show that integration of the "data" b δ with the nonlinear Perona-Malik convection diffusion equations gives accurate estimates for the noise-level in the data. Other approaches, of course, also can be used to estimate the noise-level, including extrapolation methods [3, 4, 27] , as well as the L-curve and variants thereof [10, 17, 28] .
