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Résumé
Cet article présente un processus pour la production jointe
d’orthophotographie de réflectance et de hauteur à très
grande résolution (1cm) à partir d’un levé laser mobile.
La projection verticale du nuage de points LiDAR sur une
grille de pixels 2D, après filtrage des points du sol, génère
deux images éparses et bruitées (réflectance et de hauteur).
Nous proposons d’en dériver une image dense par diffusion
anisotrope couplée à un débruitage par régularisation TV-
L1. De plus, nous adaptons une méthode d’inpainting afin
de combler les zones d’occlutation en tirant parti de la re-
construction couplée réflectance/hauteur et d’un a priori
d’alignement entre les structures à inpainter.
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Abstract
This paper proposes a pipeline for the joint generation of
reflectance and height orthophotography at very high re-
solution (1cm) from a mobile laser scan. The ground pro-
jection of the LiDAR point cloud over a 2D pixel grid pro-
vides a sparse and noisy image of both channels. We of-
fer to enhance those images by generating a dense image
using anisotropic diffusion and TV-L1 denoising. Moreo-
ver, we adapt an inpainting method in order to fill large
occlusions by taking advantage of the dense images and an
assumption of the alignment between structures to inpaint.
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1 Introduction
L’orthophotographie (orthoimage) et le modèle numérique
de terrain (MNT) sont des produits omniprésents dans la
cartographie moderne et couramment acquis par des vec-
teurs satellite ou aériens. Ces méthodes d’acquisition ne
permettent cependant pas d’obtenir une très haute précision
(>5cm) et présentent souvent de nombreuses occultations
dues aux obstacles présents entre le sol et le dispositif d’ac-
quisition (arbres, toitures...). Les nouvelles technologies de
levé laser mobile permettent de remédier à ces limitations
grâce à une acquisition faite au niveau du sol.
Nous nous intéressons ici au dispositif LiDAR qui permet
l’acquisition d’un nuage de points en 3D de haute réso-
lution (>1 point/cm2 sous la trajectoire du véhicule) dans
lequel chaque point est associé à une réflectance et à une
distance entre le point mesuré et l’émetteur LiDAR, que
l’on peut coupler à sa trajectoire afin d’en dériver les coor-
données du point en 3D dans un repère fixe [2]. La produc-
tion d’orthoimages précises de réflectance/hauteur à cette
résolution permet une cartographie précise de l’espace pu-
blic pouvant répondre à un ensemble de problématiques
variées : voirie, fond de carte pour la gestion des réseaux
enterrés, accessibilité...
Le problème de la génération d’orthoimage via levé laser
mobile consiste principalement en un problème d’interpo-
lation de points épars sur une grille discrète et d’inpain-
ting des zones d’occultation [5]. Nous présentons ici un
modèle de diffusion anisotrope couplé réflectance/hauteur
ainsi qu’une méthode d’inpainting guidée par les informa-
tions de hauteur et de distance au capteur.
2 Méthodologie
Projection du nuage de points La première étape
consiste à projeter le nuage de points LiDAR sur une grille
de pixels 2D, après définition d’une équivalence entre le
repère terrestre et les pixels. Un filtrage des points en fonc-
tion de leurs hauteurs est ajouté pour que les objets cou-
vrants (feuillages, tunnels, ponts) ne soient pas projetés.
Chaque pixel de l’orthoimage générée, notée u0 ∈ Ω,
prend alors la valeur moyenne de réflectance des points
qui y sont projetés. De même, h0 ∈ Ω désigne la hauteur
moyenne de ces points.
Diffusion des points projetés Le taux d’échantillonnage
ne permettant pas un remplissage complet de l’image après
projection, il est nécessaire de diffuser les pixels pour com-
bler les zones faiblement échantillonnées. Nous proposons
ici une amélioration de la méthode de diffusion aniso-
trope [1] permettant la diffusion simultanée des images de
réflectance et de hauteur :{
∂u
∂t
− div(c(|∇u|, |∇h|)∇u) = 0 dans Ω× (0, t)
∂h
∂t
− div(c(|∇u|, |∇h|)∇h) = 0 dans Ω× (0, t) (1)
avec ∀x ∈ Ω, u(0, x) = u0(x) et h(0, x) = h0(x).
div représente l’opérateur de divergence, ∇ le gradient,
c(|∇u|, |∇h|) = 1/√1 + |∇u|2 + |∇h|2, u et h les images
(a) (b) (c) (d) (e)
FIGURE 1 – Résultat d’ortho. (a) Nuage de points LiDAR colorisés par la réfléctance, (b) projection 2D filtrée en hauteur,
(c) diffusion anisotrope, (d) débruitage, (e) inpainting. L’image initiale comporte ∼ 2.106 pixels, dont 31% d’information
manquante.
de réflectance et de hauteur. Cette amélioration limite la
diffusion dans les zones de forte variation de hauteur et
au bord des occultations tout en joignant efficacement les
points proches (fig. 1(c)).
Débruitage La projection des points dans la grille de
pixels provoque un phénomène de sur-échantillonnage
dans les zones proches de l’émission, créant un effet s’ap-
parentant au bruit poivre et sel (fig. 1(c)). Ces artefacts sont
réduits par une régularisation TV-L1 [1] (fig. 1(d)).
Inpainting des occultations Une fois diffusée, l’image
contient encore des trous provoqués lors du blocage du
faisceau laser par des structures verticales. Ces zones
peuvent aisément être détectées par morphologie mathé-
matique sur l’image non diffusée.
Nous proposons une modification de la méthode d’inpain-
ting proposée dans [3] prenant en compte les informations
de hauteur et de distance au capteur pour la sélection des
patchs. Cette amélioration consiste en la redéfinition du
calcul de score d’un patch candidat dans la reconstruction
du patch courant :
S(Pt, Pc) =
[
1 +
( |d(Pt)− d(Pc)|
γ
)2]
× Sp(Pt, Pc) (2)
où Sp(Pt, Pc) = SSD(PRt , P
R
c )+0.2×SSD(PHt , PHc ). (3)
S(Pt, Pc) représente le score final du patch courant Pc par
rapport au patch à reconstruire Pt, d(P ) la distance du
centre du patch P par rapport au capteur et Sp la somme
pondérée des SSDs des patchs dans l’image réflectance et
dans l’image de hauteur. Le paramètre γ varie en fonc-
tion du diamètre des trous. Dans le cas des trous de taille
moyenne, la pondération est grandement relâchée (γ =
104) afin d’autoriser la sélection de patch dans un rayon
plus large. A l’inverse, dans le cas d’une grande occultation
(voiture, camion), ce paramètre est resserré (γ = 10−2)
pour conserver les structures. Ce comportement se base
sur l’hypothèse selon laquelle les grandes occultations sont
souvent liées à la structure des décors urbain parallèle à
l’évolution du dispositif d’acquisition.
La résolution à laquelle la reconstruction est faite force
l’utilisation de grands patchs. Ainsi, pour limiter le pro-
blème de jonction de patchs, nous appliquons une méthode
seam-carving par graphcut [4] sur les patchs au moment de
leur ajout dans l’image finale.
3 Résultats
La figure 1 montre un exemple d’orthoimage obtenue à
l’issue du traitement. La projection (fig. 1(b)) du nuage
de points (fig. 1(a)) au sol présente des trous dus au sous
échantillonnage et aux deux classes d’occultation. L’image
en sortie du pipeline (fig. 1(e)) représente la zone souhaitée
sans trou ni artefact apparent. Les structures sont correc-
tement conservées, même dans le cas des occultations les
plus grandes.
4 Conclusion et Perspectives
Nous avons proposé une méthode efficace pour la généra-
tion d’orthoimage à partir d’un levé laser mobile LiDAR.
Nous allons par la suite fusionner l’étape de diffusion ani-
sotrope et de débruitage et optimiser le processus pour pou-
voir traiter une plus grande masse de données.
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