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Abstract
Purpose: Automatic methods of analyzing of retinal vascular networks, such as retinal
blood vessel detection, vascular network topology estimation, and arteries / veins classification
are of great assistance to the ophthalmologist in terms of diagnosis and treatment of a wide
spectrum of diseases.
Methods: We propose a new framework for precisely segmenting retinal vasculatures,
constructing retinal vascular network topology, and separating the arteries and veins. A
non-local total variation inspired Retinex model is employed to remove the image intensity
inhomogeneities and relatively poor contrast. For better generalizability and segmentation
performance, a superpixel based line operator is proposed as to distinguish between lines and
the edges, thus allowing more tolerance in the position of the respective contours. The concept
of dominant sets clustering is adopted to estimate retinal vessel topology and classify the vessel
network into arteries and veins.
Results: The proposed segmentation method yields competitive results on three pub-
lic datasets (STARE, DRIVE, and IOSTAR), and it has superior performance when com-
pared with unsupervised segmentation methods, with accuracy of 0.954, 0.957, and 0.964,
respectively. The topology estimation approach has been applied to five public databases
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(DRIVE,STARE, INSPIRE, IOSTAR, and VICAVR) and achieved high accuracy of 0.830,
0.910, 0.915, 0.928, and 0.889, respectively. The accuracies of arteries / veins classification
based on the estimated vascular topology on three public databases (INSPIRE, DRIVE and
VICAVR) are 0.90.9, 0.910, and 0.907, respectively.
Conclusions: The experimental results show that the proposed framework has effectively
addressed crossover problem, a bottleneck issue in segmentation and vascular topology recon-
struction. The vascular topology information significantly improves the accuracy on arteries
/ veins classification.
Keywords: retinal vascular, segmentation, topology, superpixel, line operator, dominant sets
1 Introduction
Analysis of retinal vascular structure is imperative for clinical applications to support examination,
early detection, diagnosis and optimal treatment of eye disease. This has the potential to perform
automated screening for pathological conditions, and to provide crucial hints on various diseases [1,
2, 3, 4, 5, 6], in particular diabetic retinopathy (DR), malaria retinopathy (MR), glaucoma, and
hypertensive retinopathy.
The above-mentioned diseases often cause vascular abnormalities, amongst which changes in
vascular caliber and tortuosity are the most common ones. It is crucial to be able to identify and
characterise the structure of individual vessels from the entire retinal vessel network. This calls for
precise description of vascular structure in terms of geometrical and topological properties from
retinal images.
Manual annotation of vascular structure is an exhausting task for graders, and computer-
aided automatic/semi automatic vascular detection methods can significantly reduce the time
consumption. Over the past two decades, a tremendous amount of vessel segmentation methods
have been developed for different types of medical images.
Numerous fully automated, and semi-automated methods have been proposed, as evidenced by
extensive reviews [7, 8, 9]. In general, all established automated segmentation methods may be
categorized as either supervised segmentation [10, 11, 12, 13, 14, 15] or unsupervised segmenta-
tion [16, 17, 18, 19, 9, 20, 21] regarding the overall system design and architecture. Unsupervised
segmentation refers to methods that achieve the segmentation of blood vessels without using train-
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ing data or explicitly using any supervised classification techniques [22]. This category includes
most segmentation techniques in the literature, such as active contour models [19, 23], wavelets [20],
line operator[16] and our new framework, as described in this paper. In contrast, supervised meth-
ods [10, 11, 12, 13, 14, 24, 25] require a manually annotated set of training images for classifying
a pixel either as vessel or non-vessel. Most of these methods in supervised catergory use Support
Vector Machine (SVM), AdaBoost, Neural Networks, Conditional Random Field (CRF), etc.
By contrast, automated estimation of retinal vascular topology is still understudied despite its
significance in understanding the structure of vessels. To the best of our knowledge, only a small
number of studies have addressed this subject directly.
A semi-automatic method of measuring and quantifying the topological properties of retinal
vessels was proposed by Martinez-Perez et al. [26], which is considered to be the first work on retinal
vascular topology estimation. Measurements of length, area, angles and connectivity between
branches were taken from the labeled segmented vessel trees. Qureshi et al. [27] used a Bayesian
approach to address the configuration of vascular junctions, and utilized a probabilistic model and
Maximum A Posterior (MAP) to construct the vascular trees. Estrada et al. [28] regularized the
topology estimation problem with a generative, parametric tree-growth model. A combination of
greedy approximation and heuristic search algorithm was proposed to explore the space of possible
trees. This method has not only applied on retinal vessels, but also on plant roots, and synthetic
tree data. De et al. [3, 29] proposed a graph-theoretical method to trace tree structures in neuronal
and retinal images. The topology estimation problem was reformulated as label propagation over
directed graphs: in this way the graph is decomposed into sub-graphs, and each vessel tree may
be separated from the vessel network. Another graph-based approach for retinal vessel topology
estimation was introduced by Dashtbozorg et al. [30]. They classified the entire vessel networks
depending on the type of graph node and assigned one of two labels to each vessel segment.
However, numerous factors cause inaccuracy in vascular structure analysis (vessel segmentation
and topology estimation), such as the high degree of anatomical variation across the population,
the complexity of the surrounding tissue, varying scales of vessels within an image, and pathologies
(e.g., micro-aneurysms, hemorrhages, and exudate). Moreover, during image acquisition, such as
noise, poor contrast and low resolution, exacerbate this problem.
In this paper we propose a novel vascular structure analysis framework, which furthermore
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extends the approach proposed in [31] from the case of vessel segmentation, and thus making
it applicable to vascular topology estimation and arteries / veins classification. The contribu-
tions of this work may be summarized as three folds: 1) The sensitivity for the detection of
vessels is significantly improved after the applying the Retinex-based inhomogeneity correction
and superpixel-based line operator. It achieves competitive performance in the comparison studies
on four publically available retinal image datasets with different imaging modalities. 2) The con-
cept of dominant sets clustering [32, 33] was introduced to tackle the problem of vessel topology
estimation and proved to be an efficient way of addressing problems in tracing crossovers. In addi-
tion, the underlying vessel topology is able to better distinguish arteries from veins. This has been
validated quantitatively using three publicly accessible datasets with promising results. 3) We
have established manual annotations of vessel topologies of three publicly available datasets, and
these annotations will be released for public access to facilitate other researchers in the community
to do research and development on the same and related topics after the paper has been accepted.
2 Method
In this section, we describe the proposed framework for the extraction of vessels and topology
estimation. It comprises the following main phases. 1) A non-local total variation regularized
intensity inhomogeneity correction is adopted to correct the imbalanced illumination of the retinal
image. 2) A superpixel enabled line operator is used for vessel segmentation. 3) A skeletonization
method is then used to generate the vessel centerline map from the segmented results, based on
which significant points, such as bifurcation, crossing, intersection points will be identified. 4)
The significant points are then utilized to create a graph. 5) The dominant sets concept is used
to classify the significant nodes, in order to estimate the vessel topology. The main steps of our
approach are illustrated in Figure 1.
2.1 Inhomogeneity Correction
Intensity inhomogeneity poses a significant challenge to image processing tasks, for instance, retinal
images acquired with a fundus camera sometimes have poor contrast due to too strong or too low
illumination conditions inherited from image acquisition. To this end, an inhomogeneity correction
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method is proposed to handle these problems.
In this paper, a non-local total variation (TV) regularized model supporting the Retinex theory
is employed. The TV regularizer is very effective in recovering edges of images [34]. Such phe-
nomenon coincides with the partial differential equation based Retinex method: the gradient of the
reflectance corresponds to the sharp details in the image, and the illumination is spatially smooth.
Hence, the regularization can be formulated as a minimization problem: the regularization terms
is able to find the sharp details, and the L2 norm smooth the illumination. For more details, we
refer readers to the paper [23]. Note, the parameter t of Eq.(1) in [23] balances the regularization
and L2 norm, and is set as 0.6 in this work. Figure 2 shows two enhanced results produced by
applying the non-local TV based Retinex model. It has successfully corrected the contrast between
vessels and background, as well as the region of the optic disc. In consequence, the vessels are
more easily identifiable.
2.2 Superpixel-based Line Operator for Vessel Segmentation
The line operator is a common choice to generate the vesselness map. Note, the vesselness map
represents the probability of a given pixel being part of a vessel. The basic line operator considers
12 angles with angular resolution of 15 degrees. The largest average grey level L is found, which
the pixel lies on a line passing through the target pixel. Then the line strength of the pixel is
calculated by
S(i) = L(i)−N(i), (1)
where N(i), is the average grey-level of a square window, centered on the target pixel i, with edge
length equal to µ. The winning line is aligned within a vessel if the line strength is large, while
the line strength is lower if the line is partially overlapped. In general, the length µ is empirically
chosen, such as 15 in [16], and 5 in [35].
However, there usually are varying scales of vessels within an image, and a single value of µ tends
to yield imbalance responses on the vessels. Therefore, in order to achieve better segmentation
performance, in this work we applied a modified line operator on the superpixel generated patches
rather than on the entire image, in particular in regions with low signal noise ratio. The length
µ was set to be half of the minimum object length of corresponding superpixel. (Minimum object
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length: length in pixels of the minor axis of the ellipse that has the same normalized second central
moments as the region, returned as a scalar.)
To achieve this, we first generate the superpixel upon the vesselness map. The SLIC superpixel
algorithm [36] is adapted to replace the rigid structure of the pixel grid. The SLIC is a k-means
clustering based method, and is able to assign each pixel to a superpixel according to their in-
tensities and spatial locations. The superpixel clustering procedure starts with the generation of
initial cluster centers. Then a distance measure D to cluster centers for all pixels is defined, aims
to associate to their nearest cluster centers. The Euclidean distance (dc) and spatial distance (ds)
are used to define this measure:
D =
√
d2c + (
ds
S
)2m2, (2)
where S =
√
N/k is the grid interval. k is the desired superpixel number and N is the total number
of pixels. m indicates a parameter to balance the weighting of intensity and coordinates. Figure 3
shows an example of superpixel representation, with 400, 800, and 1200 superpixels, respectively.
Let Pt ∈ T be a viable local representation as a superpixel t (t = 1, 2, · · · , T ), and let I indicate
the input image. The line strength of the pixel in superpixel P is defined as SPt(i) = LPt(i) −
NPt(i). In practice, the line path rarely matches the pixel grid, hereby, the line and region averages
at arbitrary orientations are obtained by using nearest neighbour interpolation instead of bi-linear
interpolation.
Multiscale analysis is also performed in this framework. The line strength of the pixel under
multi-level superpixel is defined as
S(i) =
1
P
P∑
p=1
S(i)(Ppt |i ∈ Ppt ). (3)
where P indicates the levels of superpixels that the input image is segmented to. Parameter tuning
for optimal numbers of superpixels and levels (P and M) will be discussed in Section 3.1. The
second column of Figure 4 demonstrate the final vessel responses of the proposed method. In order
to extract the vessel from the response map, our previous proposed infinite perimeter active contour
with hybrid region (IPACHR) method [37] is employed for its good performance. The IPACHR uses
an infinite perimeter active contour model for its effectiveness in detecting vessels with irregular
and oscillatory boundaries. For more details, we refer readers to the original paper [37]. The third
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column of Figure 4 depict the segmentation results.
2.3 Vascular Graph Generation
An iterative morphology thinning operation [20] is performed on the vessel segmentation results to
obtain a single-pixel-wide skeleton map. The generated skeleton map is shown in Figure 5 (B). The
vascular bifurcation/crossover points, and vessel ends (terminal points) can be extracted from the
skeleton map by locating intersection points (pixels with more than two neighbors) and terminal
points (pixels with just one neighbor). All the intersection points and their neighbors may then be
removed from the skeleton map, in order to obtain an image with clearly separated vessel segments.
Finally, a vessel graph can be generated by linking first and last nodes in the same vessel segment,
as shown as Figure 5 (C).
The generated graph usually includes misrepresentations of the vessels, and so it is important
to modify this incorrect graph in order to avoid false classification of nodes. As summarized in [30],
typical errors are node splitting and false link. The representation and modification of these two
errors are:
(1) False link is demonstrated in Figure 6 (A): an incorrect link c between two nodes n1 and n2
is created. This happens when two vessels are close to but do not cross each other. To resolve this
case, the angles α and β between the edges connected to each node are computed. If the angles
satisfy α1, α2 ∈ (180◦ ± 10◦) and β1, β2 ∈ (90◦ ± 10◦), then we consider link c to be a false link,
which should be removed. Figure 6 (c) demonstrates the corrected graph.
(2) Node splitting is illustrated in Figure 6 (D): false nodes n1 and n2 are created. This happens
when two vessels are close enough to cross each other. To address this problem, we define two angles
α and β as shown in Figure 6 (E). If the measured angles satisfy α1, α2 < 60
◦ and β1, β2 > 90◦,
this situation can be considered as an instance of node splitting, and edge c should be removed
and the two neighborhood intersect point n1 and n2 merged as one node n. Figure 6 (F) reveals
the misrepresented graph after this correction.
2.4 Vascular Topology Estimation via Dominant Set Clustering
Node analysis is broken down into four categories (node degrees 2-5), based on four different types
of nodes: connecting points (2), bifurcation points (3, 4), and crossing/meeting points (3, 4, 5).
7
The number in the bracket indicates the possible number of links connected to each node (node
degree). The method proposed by Dashtbozorg et al. [30] is used to handle the cases of nodes of
degree 2-3. For the more complicated categories, nodes of degree 4 and 5, a classification method
based on dominant sets clustering is proposed. In this work, for each centerline pixel, its intensities
in R, G, B channels, orientations, curvatures, and vessel diameters are used as the input of the
dominant sets clustering based classifier.
The nodes to be classified are represented as an undirected edge-weighted graph with G =
(V,E, ω), where the node set V = {1, · · · , n}, and usually n ≤ 5. The edge set E ⊆ V × V indicates
all the possible connections. ω : E → R∗+ is the positive weight function. Nodes in G correspond
to vessel node ends: edges represent node relationships, and edge weight reveals similarity between
pairs of linked nodes. The symmetric matrix A = (aij) is used to represent the graph G with
weighted adjacency matrix. This non-negative adjacency matrix is defined as:
aij =
 ω(i, j) if (i, j) ∈ E0 otherwise. (4)
Note: all elements on the main diagonal of A are zero, since G is self-loops free.
In general, the weights of edges within a vessel segment should be large, representing high
internal homogeneity or similarity. By contrast, the weights of edges will be small for two or more
different vessel segments because those on the edges connecting the vessel ends represent high
inhomogeneities [32]. The assignment of the edge-weights can be analyzed based on the above
perspectives. Let S ⊆ V be a nonempty subset of nodes, i ∈ S, and j /∈ S. Intuitively, the
similarity between nodes j and i can be defined as:
φS(i, j) = aij − 1|S|
∑
j∈S
aij (5)
This measure is with respect to the mean similarity between i and its surroundings in S, and
φS(i, j) can be either positive or negative.
1
|S|
∑
j∈S aij is the average weighted degree of i with
regard to S. It can be observed that 1|S|
∑
j∈S aij = 0 for any i ∈ V , and φ{i}(i, j) = aij . For each
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node i ∈ S, the weight of i with regard to S is assigned as:
ω(i) =
 1 if |S| = 1∑
j∈S\{i} φS\{i}(j, i)ωS\{i}(j) otherwise.
(6)
where S\{i} indicates the the nodes set S excluding the node i, and ωS(i) demonstrates the overall
similarity between node i and the nodes of S \ {i} with respect to the overall similarity among the
nodes in S \ {i}.
Finally, the total weight of S can be calculated by summing ωS(i): W (S) =
∑
i∈S ωS(i). For
example, Figure 7 demonstrates an edge-weighted graph, and we have:
ω1,2,3(1) = φ2,3(3, 1)ω2,3(2) + φ2,3(2, 1)ω2,3(3) = 12. (7)
Similarly, ω1,2,3(2) = 0 and ω1,2,3(3) = 12 are obtained, which yield W (1, 2, 3) = 12 + 0 + 12 = 24.
We define set as a dominant set if the set satisfies the following two conditions: 1. ωS(i) > 0,
for all i ∈ S; 2. ωS∪{i}(i) < 0, for all i /∈ S. It is evident from the above properties that the first
condition defining a dominant set is internal homogeneity, whereas the second concerns external
incoherence. We can find a dominant set by first localizing a solution of program:
maximize f(x) = x′Ax
subject to x ∈ ∆
(8)
where a prime denotes transposition and
∆ =
{
x ∈ Rn :
n∑
i=1
xi = 1, and xi ≤ 0 for all i = 1 · · ·n
}
(9)
As suggested in [38, 39], the effective optimization approach to extract a dominant set from a
graph is given by the so-called replicator dynamics. Figure 5 (E) represents the estimate vascular
network with topological information.
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3 Experimental Results
In this section, the validations of the proposed vessel segmentation method and its application -
vessel topology estimation are given individually. All the experiments were carried out in MATLAB
2015a on a PC with an Intel Core i7-4790K CPU, 4.00GHz, and 16GB RAM.
3.1 Vessel Segmentation
Datasets and metrics: Three publically available retinal datasets are used in this work to
evaluate the proposed segmentation framework: STARE1, DRIVE2, and a newly released dataset
IOSTAR3. The image resolutions of these datasets are 565 × 584, 700 × 605, and 1024 × 1024,
respectively. These datasets are chosen primarily because of the availability of reference standard
from manual annotations of the retinal vessels by experts. The segmentation performance is
measured by sensitivity se, specificity sp, and accuracy acc. They are defined as se = tptp+fn , sp =
tn
fp+tn , acc =
tp+tn
tp+fp+tn+fn , respectively. Here, true positive tp is the count of pixels marked as vessel
pixels in both the segmented image and its ground truth. Similarly, false positive fp identifies the
number of incorrectly identified vessel pixels; true negative tn is the number of correctly identified
non-vessel pixels; false negative fn indicates the number of incorrectly identified non-vessel pixels.
In general, reporting the se and sp obtained at highest acc is a common way in the retinal image
segmentation. However, it is possible to produce imbalanced results where a higher sp is favored
since the amount of vessel pixels is significantly lower than background pixels. In such a case, acc
will be skewed by the dominant classes. Consequently, in order to evaluate the performance of
the proposed vessel segmentation method, the receiving operator characteristics (ROC) curve is
computed with true positive ratio versus the false positive ratio. The area under the ROC curve
(AUC) is calculated to quantify the performance of the segmentation, since it has the ability to
reflect the trade-offs between the sensitivity and specificity.
In this experiment, the green channel of the color fundus images were used for vessel seg-
mentation. Figure 4 illustrates examples of vessel detection performance on three datasets, and
manual annotation from observer 2 of the DRIVE and STARE dataset were used as groundtruth.
1http://www.ces.clemson.edu/~ahoover/stare/
2http://www.isi.uu.nl/Research/Databases/DRIVE/
3http://www.retinacheck.org
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To reveal the relative performance of our proposed method, we compared it with several existing
state-of-the-art vessel detection methods on the most popular datasets: DRIVE and STARE. The
results are shown in Table 1, and the chosen methods have been ordered by the category the
methods belonging to: the most recent seven supervised methods [10, 11, 12, 13, 14, 24, 25], and
nine unsupervised segmentation methods [16, 40, 9, 20, 37, 41, 42, 21, 43]. Note, a different AUC
calculation was used in [37]: AUC = (se+ sp)/2.
Overall, our framework yields competitive performances in most of the quality metrics used, as
it took into account the global features through the Retinex analysis and the local features through
the superpixel-based line operator, therefore, more fine vessels may be detected. It is worth noting
that our previous saliency driven vessel segmentation model (SAD) [23] has higher performance
than the proposed method. However, the computational complexity has been significantly de-
ceased: SAD has a computational complexity of O(N2) in the estimation of compactness based
saliency detection, and another O(N2) in the estimation of intensity based saliency detection, and
requires 2×O(N2) in total. By contrast, the proposed method has a computational complexity of
O(N) to obtain the response of line operator. N indicates the number of superpixel. Overall, the
average computation time of a single image from DRIVE and STARE datasets by SAD method is
43± 4.5 seconds, while it has dramatically reduced to 2.3± 0.7 seconds by the proposed method.
Note, to the best knowledge of the authors, only Zhang et al. [43] has tested their segmentation
method on IOSTAR dataset. In consequence, we only compared with the performance obtained
by [43] in the bottom of Table 1, and is by no means exhaustive. In contrast, our method has
better performance in terms of all metrics.
Furthermore, three state-of-the-art vessel enhancement methods were employed for comparison
purposes. These methods were: isotropic undecimated wavelet filter [20], local phase filter [44] and
Combination Of Shifted Filter Responses (BCOSFIRE) [21]. In the interests of reproducibility,
the recommended parameters in the literature were used in the experiments. In Figure 8, we
show examples of applying different enhancement methods on a representative patch with multiple
vascular bifurcations, curvature changes, intensity inhomogeneity on large vessel and low intensities
on tiny vessels. Overall, the proposed method is not only able to detect the vessel regions, but also
has the ability to suppress noise and artifacts. In other words, the results obtained by the proposed
method seem more pleasing: stronger enhancement results on tiny vessels, better responses on
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bifurcations / crossovers, and higher uniformity on intensity inhomogeneity.
The Effectiveness of Superpixel and Retinex
In this section, the effectiveness of superpixel enabled line operator and Retinex based image
enhancement are validated individually.
Figure 9 demonstrates the segmentation results obtained by the proposed models with and
without superpixel enabled. It can be observed from Figure 9 (C) that superpixel contributes
significantly to the final performance - more tiny vessels have been detected, and the sensitivity of
the vessel segmentation has been improved.This observation is also confirmed by the ROC curves
over three different datasets (DRIVE: se=0.781 and sp=0.977; STARE: se=0.781 and sp=0.977;
IOSTAR: se=0.761 and sp=0.975), as illustrated at Figure 10 (red line). Most existing line operator
based segmentation approaches have a certain edge length µ, such as 15 pixels in [16], and 5 pixels
in [35]. In this work, the edge length is self-adapting, and it is more sensitive to capture the varying
scales of vessels within an image, and this leads to higher se, acc, and AUC.
In addition, the ROC curves of the proposed method with and without Retinex enhancement
applied are illustrated at Figure 10(green line). Overall, Retinex affects the final performance
significantly, since the optic disk and foveal area tend to have inhomogeneous intensities, which
inhomogeneities were corrected after applying Retinex. In contrast, the segmentation performances
were relatively poor in datasets STARE and IOSTAR than DRIVE when without applying Retinex.
That is because STARE and IOSTAR datasets contain some images with pathologies, e.g. presents
bright lesions or exudates, blurring vessel, and features that can cause more false detections (lower
sp). While the proposed Retinex method is capable of normalizing these regions to a similar level
with the background, and increase the contast between the vessels and background, thus avoiding
false detection (higher sp), and raising the sensitivity score.
Parameters Tuning
In this section, we experimentally investigate the optimal numbers of superpixels M and levels of
superpixel partition P . It is known that too large number of superpixel leads to false detection,
and on the contrary, too few superpixels result in a loss of the edge information of the vessel[45]. To
this end, in this experiment, the numbers of superpixels were set to be successively 400, 800, 1200,
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1600, and 2000. The left column of Figure 11 shows the ROC curve of the proposed method under
these numbers, and the proposed method achieves the best result when the superpixel number
is 1200. As aforementioned at Section 2.2, multiscale analysis was used to detect vessel more
precisely when an image contains varying scales of vessels. The right column of Figure 11 shows
the segmentation performance under different superpixel levels when the number of superpixels
was set to 1200, and it can clearly be seen that the proposed method yields the best performance
when the number of levels is 3. In consequence, the number of superpixels at the other two levels
are 13 × 1200 = 400, and 23 × 1200 = 800.
3.2 Vascular Topology Estimation
We evaluated the proposed topology estimation method on five publicly available retinal image
datasets: DRIVE, STARE, INSPIRE [46], VICAVR [47], and IOSTAR datasets.
The gold standards of vessel topology of DRIVE and STARE were manually annotated by
De et al. [3, 29]. For the later three datasets, INSPIRE has 40 high resolution images, each of
2392 × 2048 pixels, VICAVR includes 58 images with a resolution of 784 × 584 pixels each, and
IOSTAR contains 24 images taken with a scanning laser camera (SLO) each of 1024× 1024 pixels.
All of these three datasets have manual annotations on arteries/veins classification [48, 30, 49],
and the IOSTAR dataset also has annotations on vessel bifurcation/crossing. However, none of
these three datasets has annotations on vessel topology. Therefore, we asked a clinician expert to
manually label the topological information of the vascular structure on all the images from these
datasets. Each single vessel tree is marked with a distinct color, as shown in second column of
Figure 12.
The third column of Figure 12 illustrates the results of our DOminant Sets based topology
estimation method (DOS) on datasets INSPIRE, VICAVR, and IOSTAR, respectively. Compared
with the manual annotations, it reveals from visual inspection that our method is able to trace
most vascular structures correctly: only a few crossing points were incorrectly traced, as shown
in the right column of Figure 12 - the pink squares indicate the incorrectly traced significant
points. To facilitate better observation of the performance of the proposed method, the accuracy
results with regard to different significant points (connecting, bifurcation, and crossing points) are
presented in Table 2. It can be seen that the method achieved accuracy of 0.915, 0.889, and 0.928
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in INSPIRE, VICAVR, and IOSTAR, respectively. The accuracy indicate the percentage of the
relevant significant points that were correctly identified.
The results obtained by the proposed DOS vascular topology estimation method in DRIVE
and STARE datasets, were also compared with those obtained by five state-of-the-art topology
estimation and label propagation methods in Table 3: Class Distribution Relational Neighbor
classifier (CDRN) [50], Weighted Vote Relational Neighbor classifier (WVRN) [50], Digraph variant
of the Commute Time Kernel classifier (CTK) [51] and Symmetrized Graph Laplacian (SGL) [52],
and Matrix-Forest Theorem of Directed graphs (MFTD) method [29]. Note, all the results of
topology estimation methods are reported in [29], and the recommended parameters from the
original source code or literature were used.
For the purposes of a fair comparison, the vessel segmentation results obtained by [29] were
used for DOS based topology estimation. The evaluation metric, accuracy score, is calculated by
the sum of all true positive segments counts divided by the total number of instances. It is worth
noting that the vessel segments’ centerline pixels are utilized for accuracy calculation.
The results show that our method achieves the best performance, with an accuracy score of 0.83
and 0.91 in DRIVE and STARE dataset, respectively. Figure 13 illustrates the visual comparison
with the results obtained by De et al. [29], and it can be revealed our method has better performance
in branch points and crossovers.
3.3 Arteries / Veins Classification
In addition, the estimated vascular topology will also benefit to the classification of arteries/veins
(A/V). After estimating the vessel topology, the complete vessel network is separated into several
subgraphs with individual labels. The final goal is to assign these labels to one of two classes:
artery and vein. The features listed in Table 4 and the DOS classifier are utilized to classify these
individual labels into two clusters, A and B. For each subgraph v, the probability of its being A
is computed by the number of vessel pixels classified by DOS as A: P vA = n
v
A/(n
v
A + n
v
B), where
nvA is the number of pixels classified as A, and n
v
B is the number of pixels classified as B. For each
subgraph, the higher probability is used to define whether the subgraph is assignable to category
A or B. Cluster A and B are then assigned as artery and vein, respectively, based on their average
intensity in the green channel: higher average intensity is classified as artery and lower as vein.
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Figure 14 shows the A/V classification performances of the DOS classifier on sample images
based on their topological information. Overall, our proposed method correctly distinguished
most of the A/V labels on all three datasets, when compared with the corresponding manual
annotations. In order to better demonstrate the superiority of the proposed method, Table 5
reports the comparison of our method with the state-of-the-art methods over three datasets in
terms of pixel-wise sensitivity (Se), specificity (Sp), and accuracy (Acc). It is clear that our
method outperforms all the compared methods on all datasets, except that the sp score on DRIVE
dataset is 0.3% lower than [28].
4 Discussions and Conclusion
In this paper, we have presented a new framework for retinal vessel analysis that exploits the
advantages of non-local total variation based Retinex model for intensity inhomogeneity correction,
superpixel-based line operator for vessel segmentation, dominant set clustering based topology
estimation, and arteries /veins classification.
In general, bifurcation and crossover of vessels, small vessels and highly curved vessels are
the most challenging ones in retinal vessel segmentation. The traditional line operator-based
segmentation model usually applied on the entire image and yields imbalance response on the
vessels, as evidenced of the results achieved by [16]. In this work, we applied the line operator on the
SLIC generated patches rather than entire image. The results of the proposed method showed that
all the evaluation metrics have much improved when compared to those scores by the traditional
line operator. In addition, distinguish from the method we proposed in [23], the computational
complexity has been significantly reduced by the proposed method. The quantitative evaluations on
publically-available datasets showed that, compared to established methods, the proposed method
achieves competitive vessel segmentation performance. In particular, it shows better performance
in handling small, bifurcation, and crossover vessels, even in the case of poor contrast.
The problem of estimating the topology of vascular trees was formalized as a pairwise clustering
problem. It is demonstrated that our method achieves competitive results when compared with
existing state-of-the-art methods. In addition, the vascular topological information was utilized to
distinguish the arteries from veins, and it reaches high accuracies when validated quantitatively
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using three publicly accessible datasets with promising results.
In contrast, our previous work [23] has higher sensitivities in segmenting vessels, however, it
yields many disconnected vessels (fragments) by close visual inspection. The disconnected vessel
problems will in turn affect the performance of the reconstruction of vessel topology: one single ves-
sel branch will form as two or more subgraphs due to the disconnections after topology estimation.
By contrast, the line operator extracts the vessels more complete with reduced disconnections of
vessels. For example, Figure 15D and Figure 15E have equal sensitivity scores on topology estima-
tion, however, Figure 15 has lower specificity as the topological information of red arrow indicated
vessels are incorrectly assigned, and leads to a lower accuracy when compared with Figure 15E.
In addition, a further major advantage of the proposed work is that manual annotations of
vessel topologies of three publicly accessible datasets (IOSTAR, INSPIRE, and VICAVR ) were
established as the groundtruth. Topological properties of retinal blood vessels in fundus images
can provide valuable clinical information in diagnosing diseases.
In our future work, a widely used metric in biological tracing community, the DIADEM
score [53], will be used for topology estimation validation. In addition, we will test our vessel
topology estimation method on other retinal datasets (e.g., RITE [54]) and neuronal datasets
(e.g., DIADEM [53]), and the validations will be taken under both significant points-wise and cen-
treline pixel-wise. The proposed method has the prospect of becoming a powerful tool for analyzing
vasculature for better management of a wide spectrum of vascular-related diseases.
5 Acknowledgment
This work was supported National Science Foundation Program of China (61601029), Grant of
Ningbo 3315 Innovation Team, and China Association for Science and Technology (2016QNRC001).
6 Conflict of Interest
The authors have no relevant conflicts of interest todisclose.
16
References
[1] Zhao Y., Zheng Y., Liu Y., et al. Intensity and Compactness Enabled Saliency Estimation
for Leakage Detection in Diabetic and Malarial Retinopathy IEEE Trans. Med. Imaging.
2017;36:51–63.
[2] Zhao Y., MacCormick I., Parry D., Beare N., Harding S., Zheng Y.. Automated Detec-
tion of Vessel Abnormalities on Fluorescein Angiogram in Malarial Retinopathy Sci Rep.
2015;5:11154.
[3] De J., Cheng L., Zhang X., et al. A Graph-theoretical Approach for Tracing Filamentary
Structures in Neuronal and Retinal Images IEEE Trans. Med. Imaging. 2016;35:257-272.
[4] Estrada R., Allingham M. J., Mettu P. S., Cousins S. W., Tomasi C., Farsiu S.. Retinal Artery-
Vein Classification via Topology Estimation IEEE Trans. Med. Imaging. 2015;34:2518–2534.
[5] Cheng J., Liu J., Xu Y., et al. Superpixel Classification Based Optic Disc and Optic Cup
Segmentation for Glaucoma Screening IEEE Trans. Med. Imaging. 2013;32:1019–1032.
[6] Zhao Y., Zheng Y., Liu Y., et al. Automatic 2D/3D Vessel Enhancement in Multiple Modality
Images Using a Weighted Symmetry Filter IEEE Trans. Med. Imaging. 2017;PP:1-1.
[7] Kirbas C., Quek F.. A Review of Vessel Extraction Techniques and Algorithms ACM Comput.
Surv.. 2004;36:81-121.
[8] Lesagea D., Funka-Leaa G.. A review of 3D vessel lumen segmentation techniques: Models,
features and extraction schemes Med. Image Anal.. 2009;13:819-845.
[9] Fraz M., Remagnino P., Hoppe A., et al. Blood Vessel Segmentation Methodologies in Retinal
Images - A Survey Comput. Meth. Prog. Bio.. 2012;108:407-433.
[10] Staal J., Abramoff M.D., Niemeijer M., Viergever M.A., Ginneken B.. Ridge-based vessel
segmentation in color images of the retina IEEE Trans. Med. Imag.. 2004;23:501-509.
[11] Soares J., Cree M.. Retinal vessel segmentation using the 2D Gabor wavelet and supervised
classification IEEE Trans. Med. Imag.. 2006;25:1214-1222.
17
[12] Lupascu C.A., Tegolo D., Trucco E.. FABC: Retinal Vessel Segmentation Using AdaBoost
IEEE Trans. Inf. Technol. Biomed.. 2010;14:1267-1274.
[13] You X., Peng Q., Yuan Y., Cheung Y., Lei Jia.. Segmentation of retinal blood vessels using
the radial projection and semi-supervised approach Pattern Recogn.. 2011;44:2314-2324.
[14] Marin D., Aquino A., Gegundez-Arias M.E., Bravo J.M.. A New Supervised Method for Blood
Vessel Segmentation in Retinal Images by Using Gray-Level and Moment Invariants-Based
Features IEEE Trans. Med. Imag.. 2011;30:146-158.
[15] Wang Y., Ji Guangrong, Lin P., Trucco E.. Retinal Vessel Segmentation Using Multiwavelet
Kernels and Multiscale Hierarchical Decomposition Pattern Recogn.. 2013;46:2117-2133.
[16] Ricci E., Perfetti R.. Retinal Blood Vessel Segmentation Using Line Operators and Support
Vector Classification IEEE Trans. Med. Imag.. 2007;26:1357-1365.
[17] Mendonc¸a A., Campilho A. C.. Segmentation of retinal blood vessels by combining the detec-
tion of centerlines and morphological reconstruction IEEE Trans. Med. Imag.. 2007;25:1200-
1213.
[18] Martinez-Perez M., Hughes A., Thom S.A., Bharath A.A., Parker K.H.. Segmentation of
blood vessels from red-free and fluorescein retinal images Med. Image Anal.. 2007;11:47-61.
[19] Al-Diri B., Hunter A., Steel D.. An active contour model for segmenting and measuring retinal
vessels IEEE Trans. Med. Imag.. 2009;28:1488-1497.
[20] Bankhead P., McGeown J., Curtis T.. Fast retinal vessel detection and measurement using
wavelets and edge location refinement PLoS ONE. 2009;7:e32435.
[21] Azzopardi G., Strisciuglio N., Vento M., Petkov N.. Trainable COSFIRE filters for vessel
delineation with application to retinal images Med. Image Anal.. 2015;19:46-57.
[22] Lathen G., Jonasson J., Borga M.. Blood vessel segmentation using multi-scale quadrature
filtering Pattern Recogn. Lett.. 2010;31:762-767.
[23] Zhao Y., Zhao J., Yang J., Liu Y., Zheng Y., Wang Y.. Saliency driven vasculature segmen-
tation with infinite perimeter active contour model Neurocomputing. 2017;259:201-209.
18
[24] Li Q., Feng B., Xie L., Liang P., Zhang H., Wang T.. A crossmodality learning approach for
vessel segmentation in retinal images IEEE Trans. Med. Imag.. 2016;35:109-118.
[25] Orlando J., Blaschko M.. Learning Fully-Connected CRFs for Blood Vessel Segmentation in
Retinal Images in Med. Image Comput. Comput. Assist. Interv.:634-641 2014.
[26] Mart´ınez-Pe´rez M., Hughes A, Stanton A., et al. Retinal vascular tree morphology: a semi-
automatic quantification IEEE Trans. Biomed. Engineering. 2002;49:912–917.
[27] Qureshi T., A. , Al-Diri B.. A Bayesian Framework for the Local Configuration of Retinal
Junctions in 2014 IEEE Conference on Computer Vision and Pattern Recognition, CVPR
2014, Columbus, OH, USA, June 23-28, 2014:3105–3110 2014.
[28] Estrada R., Tomasi C., Schmidler S., Farsiu S.. Tree Topology Estimation IEEE Trans. Pat-
tern Anal. Mach. Intell.. 2015;37:1688–1701.
[29] Cheng Li, De Jaydeep, Zhang Xiaowei, Lin Feng, Li Huiqi. Tracing Retinal Blood Vessels
by Matrix-Forest Theorem of Directed Graphs in Medical Image Computing and Computer-
Assisted Intervention - MICCAI 2014 - 17th International Conference, Boston, MA, USA,
September 14-18, 2014, Proceedings, Part I:626–633 2014.
[30] Dashtbozorg B., Mendonc¸a A. M., Campilho A.. An Automatic Graph-Based Approach for
Artery/Vein Classification in Retinal Images IEEE Trans. Image Processing. 2014;23:1073–
1083.
[31] Na T., Zhao Y, Liu Y. Superpixel-Based Line Operator for Retinal Blood Vessel Segmentation
in Medical Image Understanding and Analysis:5-26 2017.
[32] Pavan M., Pelillo M.. Dominant Sets and Hierarchical Clustering in 9th IEEE International
Conference on Computer Vision (ICCV 2003), 14-17 October 2003, Nice, France:362–369
2003.
[33] Pavan M., Pelillo M.. Dominant Sets and Pairwise Clustering IEEE Trans. Pattern Anal.
Mach. Intell.. 2007;29:167–172.
[34] Ng M, Wang W. A total variation model for retinex SIAM J. Imaging Sci.. 2011;4:345365.
19
[35] Zwiggelaar R, Astley S, Boggis C, Taylor C. Linear structures in mammographic images:
Detection and classification IEEE Trans. Med. Imag.. 2004;23:1077-1086.
[36] Achanta R., Shaji A., Smith K., Lucchi A., Fua P.. SLIC Superpixels Compared to State-of-
the-art Superpixel Methods IEEE Trans. Pattern Anal. Mach.Intell.. 2012;34:2274-2282.
[37] Zhao Y., Rada L., Chen K., Harding S. P., Zheng Y.. Automated Vessel Segmentation Using
Infinite Perimeter Active Contour Model with Hybrid Region Information with Application
to Retinal Images IEEE Trans. Med. Imag.. 2015;34:1797-1807.
[38] Pavan M., Pelillo M. Dominant sets and pairwise clustering IEEE Trans. Pattern Anal. Mach.
Intell.. 2007;29:167-172.
[39] Rota Bulo S., Pelillo M. A game-theoretic approach to hypergraph clustering IEEE Trans.
Pattern Anal. Mach. Intell.. 2013;35:1312-1327.
[40] Palomera-Prez M., Martinez-Perez M., Bentez-Prez H., Ortega-Arjona J.L.. Parallel multiscale
feature extraction and region growing: application in retinal blood vessel detection IEEE
Trans. Inf. Technol. Biomed.. 2010;14:500-506.
[41] Yin B., Li H., Sheng B., Hou X., Jia W.. Vessel extraction from non-fluorescein fundus images
using orientation-aware detector Med. Image Anal.. 2015;21:232-242.
[42] Roychowdhury S., Koozekanani D., Parhi K.. Iterative vessel segmentation of fundus images
IEEE Trans. Biomed. Eng.. 2015;62:1738-1749.
[43] Zhang J., Dashtbozorg B., Bekkers E., Pluim P., Duits B.. Robust Retinal Vessel Segmenta-
tion via Locally Adaptive Derivative Frames in Orientation Scores IEEE Trans. Med. Imag..
2016;35:2631-2644.
[44] Zhao Y., Liu Y., Wu X., Harding S.P., Zheng Y.. Retinal Vessel Segmentation: An Efficient
Graph Cut Approach with Retinex and Local Phase PLoS ONE. 2015;10:e0122332.
[45] Zhao Y, Zheng Y., Liu Y., et al. Intensity and Compactness Enabled Saliency Estima-
tion for Leakage Detection in Diabetic and Malarial Retinopathy IEEE Trans. Med. Imag..
2017;36:51-63.
20
[46] INSPIRE http://webeye.ophth.uiowa.edu/component/k2/item/270.
[47] VICAVR http://www.varpa.es/vicavr.html.
[48] Lyu X., Yang Q., Xia S., Zhang S.. Construction of retinal vascular trees via curvature ori-
entation prior in IEEE International Conference on Bioinformatics and Biomedicine, BIBM
2016, Shenzhen, China, December 15-18, 2016:375–382 2016.
[49] Niemeijer M., Xu X., Dumitrescu A. V., et al. Automated Measurement of the Arteriolar-
to-Venular Width Ratio in Digital Color Fundus Photographs IEEE Trans. Med. Imaging.
2011;30:1941–1950.
[50] Macskassy Sofus A., Provost Foster. Classification in Networked Data: A Toolkit and a Uni-
variate Case Study J. Mach. Learn. Res.. 2007;8:935–983.
[51] Fouss Franc¸ois, Francoisse Kevin, Yen Luh, Pirotte Alain, Saerens Marco. An Experimental
Investigation of Kernels on Graphs for Collaborative Recommendation and Semisupervised
Classification Neural Netw.. 2012;31:53–72.
[52] Zhou Dengyong, Huang Jiayuan, Scho¨lkopf Bernhard. Learning from Labeled and Unlabeled
Data on a Directed Graph in Proceedings of the 22Nd International Conference on Machine
LearningICML ’05(New York, NY, USA):1036–1043ACM 2005.
[53] Gillette Todd A., Brown Kerry M., Ascoli Giorgio A.. The DIADEM Metric: Comparing
Multiple Reconstructions of the Same Neuron Neuroinformatics. 2011;9:233–245.
[54] Hu Q., Abramoff M. D., Garvin M. K.. Automated construction of arterial and venous trees
in retinal images Journal of Medical Imaging,. 2015;2:044001.
7 Figure Legends
Figure 1: Overview of the main steps of our method: (A) A random selected color fundus image; (B)
The green channel of (A); (C) Results after applying Retinex on (B); (D) Superpixelized results of
(C); (E) Vessel response of the proposed method; (F) Segmentation result by the proposed method.
(G) Generated vessel graph; (H) Estimated vascular network topology where each tree is denoted
with different colors.
21
Figure 2: Illustrative results of image enhancement by using non-local total variation based Retinex
approach. (A) and (D): Two randomly selected color fundus images; (B) and (E): The green
channels of (A) and (D). (C) and (F): Results after applying Retinex on (B) and (E).
Figure 3: Illustration of different superpixel numbers generated on an example image: (A) The
green channel of a random selected color fundus image; (B) 400 superpixels; (C) 800 superpixels;
(D) 1200 superpixels.
Figure 4: Examples of vessel segmentation by the proposed method on 3 datasets. From left to
right: green channel of random selected color fundus images, results after superpixel enabled line
operator, automated segmentation results, and manual annotations.
Figure 5: Reconstruction of graph and topology of retinal vasculature. (A) Original color fundus
image. (B) Map of skeletonized vessels. (C) Generated vessel graph. (D) Graph generated with
significant nodes overlaid. Red dots indicate terminal points, green triangle bifurcations, and blue
squares intersection or crossover points. (E) Estimated vascular network topology where each tree
is denoted with different colors.
Figure 6: Two types of graph correction. (A)(B) illustrate a false link, (C) shows the corrected
two separate vessels, while (D)(E) illustrate a node splitting, (F) shows the corrected single node
at an intersection.
Figure 7: Edge-weighted graph.
Figure 8: A comparative study with other enhancement techniques on a selected region with tiny
vessel (yellow arrow), bifurcation (green arrow), and crossover (red arrow). (A) The green channel
of a selected region of a color fundus image. (B) isotropic undecimated wavelet filter. (C) Local
phase. (D) BCOSFIRE. (E) Proposed method.
Figure 9: Segmentation results of the proposed method, and the snapshot of selected region with
small vessels. (A) Original image. (B) Segmentation result without superpixel applied. (C)
Segmentation result with superpixel applied. (D) Groundtruth.
Figure 10: The ROC curves of the proposed framework with and without the Retinex enhancement
applied and superpixel-based the line operator applied over three different datasets respectively.
(The reader is referred to the color version of this figure.)
Figure 11: The ROC curves of the proposed method with (left) different numbers of superpixels:
400,800, 1200, 1600, and 2000; (right) different numbers of levels, after setting the optimal number
of the superpixels to 1200.(The reader is referred to the color version of this figure.)
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Figure 12: Examples of vascular topology estimation on retinal datasets INSPIRE, VICAVR, and
IOSTAR. From left to right column: original image, manual annotations, the automatic topology
estimation results. Correct and incorrect connections are highlighted by green disks and pink
squares, respectively.
Figure 13: Comparisons of vascular topology estimation on retinal datasets DRIVE and STARE.
From left to right column: original image, manual annotations, the automatic topology estima-
tion results by method proposed in [29], and results by proposed method. Correct and incorrect
connections are highlighted by grey squares and pink disks, respectively.
Figure 14: A/V classification results on three different datasets. From left to right column: original
image; vessel topology; A/V classification results of the proposed method; and corresponding
manual annotations.
Figure 15: Performances of vascular topology estimation based on different segmentation methods.
(A) Original image. (A1) Selected region with weak vessels for demonstration. (A2) Topology
ground truth of (A1). (B) Segmentation results based on [23]. (C) The proposed segmentation
results. (D) Reconstructed topology of (B). (E) Reconstructed topology of (C).
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