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The optical response of (InGa)(AsSb)/GaAs quantum dots (QDs) grown on GaP (001) substrates
is studied by means of excitation and temperature-dependent photoluminescence (PL), and it is
related to their complex electronic structure. Such QDs exhibit concurrently direct and indirect
transitions, which allows the swapping of Γ and L quantum confined states in energy, depending on
details of their stoichiometry. Based on realistic data on QD structure and composition, derived from
high-resolution transmission electron microscopy (HRTEM) measurements, simulations by means of
k · p theory are performed. The theoretical prediction of both momentum direct and indirect type-I
optical transitions are confirmed by the experiments presented here. Additional investigations by
a combination of Raman and photoreflectance spectroscopy show modifications of the hydrostatic
strain in the QD layer, depending on the sequential addition of QDs and capping layer. A variation
of the excitation density across four orders of magnitude reveals a 50 meV energy blueshift of the
QD emission. Our findings suggest that the assignment of the type of transition, based solely by
the observation of a blueshift with increased pumping, is insufficient. We propose therefore a more
consistent approach based on the analysis of the character of the blueshift evolution with optical
pumping, which employs a numerical model based on a semi-self-consistent configuration interaction
method.
PACS numbers: 78.67.Hc, 73.21.La, 85.35.Be, 77.65.Ly
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I. INTRODUCTION
The growth and the physical properties of III-V quan-
tum dots (QDs) have been extensively studied, lead-
ing to a variety of appealing applications, especially
in semiconductor opto-electronics. Such QDs are cru-
cial for classical telecommunication devices as for low
threshold/high bandwidth semiconductor lasers and am-
plifiers [1–5], and for single photon and entangled photon
pair emitters for quantum communication [6–15], among
other quantum information technologies [16–23]. Most
of the present applications in optics are based on so-
called type-I QDs, which show direct electron-hole recom-
bination in both real and k-space, as for In(Ga)As QDs
embedded in a GaAs matrix. Much less attention has
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2been given to type-I indirect and/or type-II QDs, par-
ticularly antimony-based ones, like In(Ga)As QDs over-
grown by a thin Ga(AsSb) layer [24–28], or In(Ga)Sb
QDs in a GaAs matrix [29–33], which show spatially in-
direct optical transitions. Such structures generally re-
quire more challenging growth processes, but bring new
and improved characteristics, for example intense room
temperature emission [34], naturally low fine-structure
splitting (FSS) [35], increased tuneability of the exciton
confinement geometry and topology [22, 36–38], radiative
lifetime [39, 40] and magnetic properties [41–43].
The use of GaP as matrix material for III-V QDs has
recently attracted particular attention due to the pos-
sibility of defect-free growth on silicon since the lat-
tice mismatch between GaP and Si amounts only to
0.4 % [44]. Thus, the integration of III-V QD-based
opto-electronic devices with silicon-based ones is feasi-
ble [45]. Moreover, (InGa)(AsSb)/GaP QDs, due to
their huge hole localization energies, result in long hole
storage times and can be utilized as building blocks for
a novel kind of nanoscale memory, the QD-Flash [46–
50]. However, the growth of defect-free systems, in par-
ticular by the most important mass production process
MOCVD (Metal Organic Chemical Vapour Deposition),
is very challenging due to the large lattice mismatch
between Sb- and P-based structures (GaAs/GaP 3.6 %,
In0.5Ga0.5As/GaP 7.4 %, InAs/GaP 11.5 %, GaSb/GaP
11.8 %, InSb/GaP 18.9 % [51]). Using specific growth en-
gineering of MOCVD, In0.5Ga0.5As/GaP QDs have been
obtained by Stracke et al. [52, 53] and a hole storage time
at room temperature of about 4 min was reported [54].
Further improvement in the storage time beyond the
magic 10 y limit might be obtained for type-II antimony-
based QDs in an (AlGa)P matrix [55, 56]. Recently, lo-
calization energy up to 1.15 eV, corresponding to local-
ization time of 1 hr at room temperature, has been ob-
tained for (InGa)(AsSb)/GaAs/AlP/GaP QDs by Sala
et al. [46, 57], which represents to date the record for
MOCVD-grown QDs. Until now, the longest published
storage time is 4 days for holes trapped in GaSb/GaP
QDs grown by Molecular Beam Epitaxy (MBE) [58].
However, long growth times and associated high costs of
MBE might render this growth approach prohibitive for
large scale industrial use, thus favoring MOCVD growth.
In this work we study the optical transitions of
antimony-based III–V In1−xGaxAsySb1−y/GaAs QDs
embedded in a GaP matrix by means of excitation and
temperature resolved photoluminescence (PL). The ex-
perimental results are compared to simulations based on
k · p theory, enabling us to distinguish more easily direct
and indirect optical transitions. The manuscript is orga-
nized as follows: in the next section, the growth details
and structural characterization results of our nanostruc-
tures are presented. High-resolution transmission elec-
tron microscopy (HRTEM) provides an insight into the
QD structure and material distribution. Next, Raman
FIG. 1. Set of samples studied in this work: Sw/o represents
the structure without QDs (only GaAs interlayer), Swith with
In1−xGaxAsySb1−y QDs on top of the GaAs layer, and Scap
with an additional GaSb capping layer above the QDs.
measurements allow to estimate the strain in the QD ar-
eas. The effect of strain on the k-direct transitions is
studied by photoreflectance measurements. k ·p calcula-
tions are then presented, based on the real shape of QDs
and composition variations. Eventually, intensity and
temperature dependent PL spectra of individual samples
are studied. Finally, the polarization anisotropy of emis-
sion from different samples is discussed.
II. SAMPLE FABRICATION AND
STRUCTURAL CHARACTERIZATION
A schematic depiction of the samples studied in this
work is presented in Fig. 1. They have been grown by
MOCVD on GaP(001) substrates, in a horizontal Aix-
ton 200 reactor, using H2 as carrier gas. The growth
of the In1−xGaxAsySb1−y QDs is based on the Stranski-
Krastanov mode [59] and requires a few-ML-thick GaAs
interlayer, which will be denoted here as IL. The growth
of such material system has been previously studied by
Sala et al. in [46, 57, 60]. The growth procedure starts
with a 250 nm GaP buffer layer, followed by a 20 nm
Al0.4Ga0.6P layer providing a barrier for the photogener-
ated charge carriers, and 150 nm GaP at a temperature
of 750 ◦ C. The substrate temperature is then reduced
to 500 ◦C and the following steps are carried out: (i)
growth of a 5 ML-thick GaAs interlayer, required for QD
formation [46, 57], (ii) a short Sb-flush by supplying Tri-
ethylantimony for the QD samples Swith and Scap, with a
flux of 2.6µmol/min, (iii) ∼ 0.51 ML In1−xGaxAsySb1−y
QDs, (iv) a 1 ML thick GaSb cap for the sample Scap, (v)
a growth interruptions (GRI) of 1 s without any precur-
sor supply, and (vi) an additional GaP cap layer ∼ 6 nm
thick (thickness optimized to maximize PL intensity of
the structure, see Sect. 5.8 of Ref. [57]). Finally, the
samples are heated again to 620 ◦C for the growth of a
50 nm GaP spacer. The differences between the three
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FIG. 2. (a) Material distribution profile taken by EDX along the growth direction for all elements present in sample Scap, and
averaged over the area highlighted by the yellow dashed curve of panel (d). In the QD area, between the vertical positions of
30 and 40 nm in the cut, a substantial increase of In, As, Sb and a reduction of P is observed. (b) HRTEM micrograph clearly
showing a single QD with truncated-pyramid shape (highlighted in yellow). The inset (c) shows a schematic of the investigated
sample, while inset (d) shows the estimated composition of Ga and As around the QD depicted in (c). The panel (e) displays,
from top to bottom: cross-section HRTEM image of Scap and three EDX concentration profiles measured at the same time:
red for P, white for As and blue for In. HRTEM images were taken under strong-beam bright field condition using the (200)
reflection perpendicular to the growth direction.
types of samples are summarized in Tab. I.
TABLE I. Labels of studied samples and their structural dif-
ferences.
label specification
Sw/o 5 ML GaAs
Swith 5 ML GaAs, 0.51 ML QDs
Scap 5 ML GaAs, 0.51 ML QDs, GaSb cap
The structural characterization has been carried out
by a HRTEM Titan Themis with the add-on SUPER-X
energy-dispersive X-ray (EDX) detector. Fig. 2 shows
a cross-sectional HRTEM micrograph of sample Scap,
where an additional GaSb cap has been used above the
QDs. The EDX analysis has been employed to determine
the distribution profile of the constituents in the QDs and
the surrounding matrix. The range displayed in Fig. 2
is ∼ 70 nm, centered around the QD region, which com-
prises the GaAs IL, the QDs, the GaSb layer, and the
GaP cap.
Starting from the right side of Fig. 2(a), the concen-
tration profile follows the growth sequence depicted in
panel (c). Due to the presence of the GaAs IL, an in-
crease of As and a reduction of P is observed. The thick-
ness of the highlighted QD area comprising GaAs IL,
QDs and GaSb cap is ∼6.9 nm. Solely 5 ML GaAs IL
amounts to 1.4 nm (1 ML GaAs ∼0.27 nm). The size and
shape of the QDs are determined by the HRTEM inves-
tigations, and a micrograph of a single QD is depicted
in the inset (b). The QD shows a truncated-pyramid
shape with a base length of about 15 nm and a height
of 2.5 nm. These dimensions are in good agreement with
those previously reported by Sala et al. [46, 57].
A slight As-P intermixing at the GaP/GaAs interface
can be deduced from the P and As profiles, since both As
and P are detected in the first segment of the QD area,
i.e. the GaAs IL. Indeed, a group V As-P exchange reac-
tion via anion exchange reactions at the aforementioned
interface [59] is very likely to take place. As a result, the
maximum concentration of As can be found roughly at
the GaAs/In1−xGaxAsySb1−y interface, considering that
the IL thickness is 1.4 nm. From these observations fol-
lows that a considerable amount of As can be found in
QDs, as also previously suggested by Sala et al. [46, 57].
Note that we consider a region where a clear In concen-
tration is detectable (i.e. larger than 0.7 %, see panel
(a)), to be the QD area. Similarly, this has been al-
ready observed in XSTM studies on In0.5Ga0.5As/GaP
QDs, where the In concentration was largest inside the
QD [61].
4The Sb concentration increases in the segment corre-
sponding to the GaSb cap, while at the same time both
In and As concentrations decrease. Simultaneously, the
P content slightly increases, possibly due to Sb-P-As in-
termixing, since the GaP cap layer is grown right after
the GaSb deposition, which cannot be considered as a
closed layer. Very likely, a strong intermixing takes place
between QDs and the GaSb cap, leading to an increase of
the Sb content in the QDs, as it will become more clear
later on in this study. Such material redistribution pro-
motes a decrease of the compressive strain (from −3.2 %
without QDs to −3.0 % estimated from Raman shift us-
ing a model introduced in Ref. [62], see the next section)
and probably a creation of trap states.
Outside the QD area, the concentrations of As and Sb
decrease rapidly, while the P level reaches the level of the
initial GaP substrate. Since only small As-P intermixing
between GaP and the QDs is expected [63], we assume
that all phosphorus is bound in GaP, and therefore the
concentration of Ga can be divided into Ga concentration
in GaP CGaP and in the QD area C
QD
Ga as
CGa = CGaP + C
QD
Ga = CP + C
QD
Ga , (1)
where Ci for i ∈ {Ga,P} is the measured concentration
of Ga and P. We assume the composition of our QDs as
In1−xGaxAsySb1−y, thus, we can calculate the effective
concentration in the QD area as
x =
CQDGa
CQDGa + C
QD
In
, y =
CQDAs
CQDAs + C
QD
Sb
. (2)
Given the assumption that In, As, and Sb occur only in
the QD area, we can extract the contents of the afore-
mentioned elements using the above equations from EDX
data solely from that region. The values of x and y ex-
tracted in that way are the following: x = 89− 94 % and
y = 82−92 %, see also inset (d), and we employ these val-
ues in our k · p calculations. We would like to point out
that the composition in the QDs is averaged across the
QD and GaAs IL region, which means the actual amount
of Ga and As in the QDs might be overestimated.
III. ESTIMATE OF HYDROSTATIC STRAIN IN
THE GAAS INTERLAYER
The lattice mismatch between GaAs and GaP of ∼
−3.6 % is released in our structures due to the subsequent
growth of QDs and the Sb-rich top layer. In order to esti-
mate the hydrostatic component of strain in the GaAs IL,
room temperature Raman measurements have been per-
formed. They have been obtained using NT-MDT spec-
trometer with a 100×/0.7 NA long working length objec-
tive and a 532 nm laser. A 1800 groove/mm grating has
been used for dispersion of the scattered light and a ther-
moelectrically cooled Si CCD camera was used for detec-
tion. The spectra have been recorded in z(xy)z backscat-
tering geometry. The measured signals have been fitted
by the sum of 3 Lorentzian curves. Here, we focus on the
Raman signal around 290 cm−1, where we expect to see
the TO phonon of strained GaAs wells (QWs) [64].
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FIG. 3. Raman spectra taken at room temperature of samples
Scap (red), Swith (blue), Sw/o (green), and bulk GaAs (grey).
The dashed lines show the reference bulk GaAs TO and LO
phonon modes [64]. Calculated hydrostatic strain components
H for each sample are also indicated. A label IF corresponds
to the interface Raman band.
Fig. 3 shows a ∼ 19 cm−1 shift of the transverse op-
tical (TO) phonon for the QD and only-GaAs samples,
in comparison to GaAs bulk (grey spectrum). By us-
ing the strain-dependent k·p model studied in Ref. [62],
and considering the phonon deformation potentials from
Ref. [65], we can estimate the hydrostatic strain H of
the GaAs IL for the three samples studied in this work.
We assume the ∼ 19 cm−1 to be the shift of the TO
phonon with respect to the bulk value. By considering
kTO and kTO,B as the Raman shifts of the TO GaAs
mode of strained and bulk GaAs, respectively, and p and
q the phonon deformation potentials from Ref. [65], we
are able to calculate the hydrostatic strain H for the
GaAs layer in the three different cases. Tab. II summa-
rizes the calculated shifts of the TO mode for the inves-
tigated samples and for the bulk GaAs/GaP: for Sw/o it
corresponds to H = −3.2 %, for Swith to H = −2.6 %,
and for Scap we find H = −3.0 %, which lies in the same
order of magnitude of the predicted hydrostatic strain
component H = −3.4 % of 5 ML GaAs on GaP by the
k · p calculations.
5TABLE II. The estimate of the in-plane strain H, compared
to the hydrostatic strain between GaAs and GaP bulk (es-
timated from the bulk lattice mismatch using the relation
H = (aS − a)/a, where the lattice constants of GaAs a and
GaP substrate aS are taken from Ref. [51]).
material H [%]
GaAs/GaP −3.6
Sw/o −3.2
Scap −3.0
Swith −2.6
Through such Raman analysis, we are able to experi-
mentally estimate the variation of the hydrostatic strain
H and to assess the partial relaxation of the strained
GaAs layer due to the subsequent growth of QDs. The
calculated value H related to 5 ML GaAs/GaP is reduced
in magnitude, compared to the predicted value of 3.4 %.
The additional growth of the GaSb layer above the QDs
is likely to increase of H in the GaAs IL and thus to
reduce the total strain energy, i.e. it acts as a strain
compensation layer [66].
Effect of hydrostatic strain on energy levels
To evaluate the effect of the stain on the energy lev-
els, photoreflectance (PR) was performed at room tem-
perature using the 325 nm line of HeCd laser (15 mW)
chopped at a frequency of 777 Hz. The probe beam
from a 250 W QTH-lamp was dispersed with a 1/8 m
monochromator. The direct component of the reflected
probe beam was recorded with a Si-photodetector.
PR is sensitive only to direct transitions [67]. This
implies access to transitions involving Γ-states in the
conduction band, however, not the X-states of the
GaAs/GaP system. The lowest direct (at Γ point) critical
point of GaP matrix EGaP0 is clearly visible in all spec-
tra in agreement with [68] around 2.8 eV (see Fig. 4).
Figure 4 (a) shows the results obtained for the sam-
ple Sw/o. A single, broad signature is visible around
ECP = 2.17 eV. We assign that signature to the critical
point of the GaAs-IL, nominally identical in thickness,
but not in strain, in the three samples studied. Indeed
the other two samples show similar redshifted broad fea-
tures as shown in figures 4 (b,c). Given the similarity of
the results found for the different samples, we exclude a
contribution from the QDs at these energies and relate
the observed resonances to the strained IL.
Fits to Aspnes’ third derivative functional form
(TDFF) [69] of GaAs-IL signatures yielded critical point
energies and broadening factors, as shown in the table III.
The exponential m-factor used (n=2) for best fits is in
agreement with confined electronic states within the IL.
FIG. 4. PR spectra at room temperature of samples Sw/o,
Swith, and Scap. Solid lines indicate best fits to Aspnes’
TDFF [69]. Corresponding critical point energies and broad-
ening factors are shown in the Tab. III.
TABLE III. The best fit parameters of Aspnes’ TDFF [69]
with the exponential factor n = 2 for our samples.
sample ECP [eV] broadening [meV]
Sw/o 2.17 49
Swith 2.03 81
Scap 1.97 98
The large broadening factors observed (> 50 meV) sug-
gest an overlap of transitions involving hh and lh valence
band states at RT leading to a single signature and hin-
der any attempt to the detailed resolution. In order to
compare our PR results from Sw/o at room temperature
with those based on electro-reflectance of Prieto et al. at
80 K [70], we assume that the temperature dependence
of the GaAs fundamental gap is valid for the narrow
IL. We expect thus a rigid shift of 85 meV due to the
220 K temperature difference. Applying the same shift
to the energy of the observed transition, we find a good
agreement between the sample Sw/o projected to 80 K
and the corresponding sample from Prieto et al. (5 ML
thick GaAs/GaP QW), thus confirming the assignment
6of the PR signature to the GaAs-IL. Two factors are ex-
pected to contribute to the differences found between the
samples, the energy shift from 1.42 eV of unstrained bulk
GaAs to the range 2.0–2.2 eV observed for the fundamen-
tal direct transition of the GaAs-IL, being based on con-
finement and strain. Considering the hydrostatic strains
H of the samples, ranging from−2.6 % up to−3.2 %, and
the reported values of condu ction- and valence band de-
formation potential for GaAs as given by Vurgaftman et
al. [51], namely ac = −7.17 eV and av = −1.16 eV, we
can estimate the contribution of strain to the energy shift
ECP of the critical point as
∆ECP = (ac + av)H ∼ 250 meV . (3)
This value represents about 43 % of the observed
bandgap shift from unstrained bulk GaAs at 1.42 eV up
to 2.0 eV, indicating similar contributions of strain and
confinement (the remaining 57 %) to the bandgap widen-
ing). Actually, the maximum expected bandgap variation
among samples at the Γ-point solely due to differences in
hydrostatic strain (between Sw/o and Scap samples) can
be calculated as
∆ECP = (ac + av)(
max
H − minH ) = 50 meV , (4)
while the maximum observed shift in ECP from PR mea-
surements (see table above) is just 20 meV (between sam-
ples Sw/o and Scap), with broadening factors nearly dou-
bling.
This analysis clearly shows that the observed energy
shifts of the emission from our samples cannot be solely
attributed to differences in accumulated strain in the
GaAs-IL. Most likely, the observed shift is the combined
effect of strain and confinement variation among samples
and is studied in more detail by k · p simulations in the
next section.
IV. k · p SIMULATIONS
To study the origin of the radiative transitions of our
samples, calculations based on the combination of one-
and eight-band k·p approximation have been carried out.
We consider an In1−xGaxAsySb1−y QD of truncated-
pyramid shape, having the dimensions taken from the
previous experimental investigations [46, 57]. This QD is
then placed on a 5 ML-thick GaAs IL and embedded in
a GaP (001) matrix.
The computational routine started by obtaining the
strain field in the whole simulation space using the min-
imization of the strain energy. The effect of the re-
sulting strain on the confinement potential was then
treated using the Bir-Pikus Hamiltonian [71] with po-
sitionally dependent parameters. The next step involved
the self-consistent solution of single-particle Schro¨dinger
and Poisson equations, including the effect of piezoelec-
tric fields. All the preceding steps of the calculation were
FIG. 5. Comparison of the experimentally obtained transi-
tion energies for the excitation density D = 0.1 W/cm2, for
samples Swith (a) and Scap (b) (symbols). The correspond-
ing theoretical values for transitions from Γ and L electrons
(located in QD) to Γ holes, obtained by k ·p approximations
(solid lines), are also displayed. The red dashed lines rep-
resent the transitions energies between Xxy electrons and Γ
holes (both quasiparticles located in IL), extracted from band-
edges. The slash-dot vertical lines indicate the concentrations
where theory matches the experimental data. Sketches of the
corresponding QD areas are also depicted for reader’s guid-
ance.
done using the nextnano++ simulation suite [72, 73].
For more details about our calculation method, we re-
fer to our recent work [74]. In the calculations, As and
Ga contents in the QDs were varied in intervals close to
the experimentally obtained values, e.g. Ga content in
In1−xGaxAs QD with respect to the emission of Swith
and As content in In0.2Ga0.8AsySb1−y QD to Scap. The
single-particle transition energies of Γ- and L-electrons
in the QDs and Xxy-electrons to Γ-holes in IL are taken
from the band-edges (see panel (b) in Figs. 13 and 15)
and shown in Fig. 5. We first notice that states involv-
ing L-electrons are almost degenerate in energy, hence,
we do not distinguish between them in Fig. 5 and group
them under the label L. The same holds true for (X[100],
X[010]) electrons in the GaAs layer, which we denote Xxy
(the X bands for GaAs strained to GaP are split into
Xz and Xxy where z indicates growth direction). Note
that in QDs, the transitions involving X-electrons, even
though their eigenvalues are smaller [74] than electrons
from Γ and L, have not been observed in both power-
and temperature-dependent PL measurements in [57], as
well as in our measurements (see also supplementary ma-
terial, SIII). This motivated us to focus only on the spec-
tral range around 1.8 eV. The weaker oscillator strength
of X-states in QDs can be understood in the context of
eq. (5) where its weakness is dictated mainly by the indi-
rect origin of electrons (small electron-phonon interaction
matrix element). In comparison, L states have, due to
7intermixing with Γ-states, much bigger optical coupling
making them observable in our PL experiments in the
next sections.
V. EXPERIMENTAL SETUP FOR
PHOTOLUMINESCENCE MEASUREMENTS
The PL measurements have been performed with the
samples positioned in a cryostat at 15 K and excited by
a continuous wave laser diode having a wavelength of
405 nm and focused to a 0.05 mm2 large spot size. The
emitted signal was dispersed by a 1200 grooves/mm ruled
grating designed for the wavelength of 750 nm and de-
tected by a photomultiplier connected to a lock-in am-
plifier. We have performed the following PL experiments:
(i) excitation density-dependent measurements, where
the laser power has been varied by a neutral density (ND)
filter across more than 4 orders of magnitude, (ii) tem-
perature resolved, where the temperature has been var-
ied from 15 K to room temperature. For the integration
time used (0.3 s per wavelength) we have not detected
any reasonable PL signal at 300 K which can be continu-
ously fitted by different bands in order to retain physical
meaningful information. Therefore, we present here only
data up to 100 K which show a reasonable signal for the
following analysis. Additionally, the polarization of the
PL emission at 15 K has been analyzed by a rotating
achromatic half-wave retarder followed by a fixed linear
polarizer.
VI. PHOTOLUMINESCENCE
MEASUREMENTS
Fig. 6 shows the PL spectra of the three samples cen-
tered at the energy of 1.8 eV. The black curve was mea-
sured on the bottom of a plain GaP substrate and shows
a rather broad background emission, originating from
the GaP bulk matrix, which is approximately 70 times
weaker than the PL signals detected for the other sam-
ples. The two bands in the black spectrum, with ener-
gies around 1.8 eV and between 1.3 eV and 1.5 eV, were
independently observed during all our measurements and
we ascribe them to the emission of donor-acceptor (D,A)
pairs (also denoted as DAP) in GaP [75, 76], see also in
the supplementary material (section SIV) for more infor-
mation. Because the intensity of this band is very weak,
it is neglected in the analysis of the photoluminescence
of our samples.
The PL of sample Sw/o shows two maxima for 1.83 and
1.86 eV, respectively, while the signal of samples with
QDs is shifted to smaller energies: the maxima are lo-
cated at 1.78 eV for Swith and 1.74 eV for Scap, in agree-
ment with previous observations [57]. Finally, we note
that the oscillator strength of PL from Swith is twice
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FIG. 6. PL of samples Sw/o (green curve), Swith (blue)
and Scap (red) measured at 15 K, and excitation density of
10 W/cm2. As reference, the background emission from GaP
substrate is also shown (black curve) and multiplied by a fac-
tor of 70, to facilitate comparison.
larger compared to other samples, which is due to the
contribution of the QDs to the PL emission. As we
discuss in the supplementary material, all spectra show
PL emissions energetically close to each other, around
1.8 eV. Based on previous experiments on this material
system [46, 57], it has been shown that such QDs are
optically and electrically active, and a significant contri-
bution of the GaAs IL to the PL emission of QDs has
to be taken into account. This will be considered in our
analysis of our experimental data and in the development
of the related theoretical explanation.
A. Sample without QDs Sw/o
Fig. 7 shows the PL emission of sample Sw/o, centered
around 1.8 eV. Such a spectrum can be fitted with four
emission bands, by using Gaussian curves: from OILX to
OIL3R, labeled from greater to smaller mean emission en-
ergy. Such transitions can be ascribed to electrons in
the Xxy GaAs IL minima recombining with heavy holes
in the Γ valence band of the GaAs IL [70]. A very
similar GaAs/GaP layered system was studied by Pri-
eto et al. [70] who reported on optical and theoretical
studies on similar structures, such as GaAs/GaP quan-
tum wells (QWs). The authors investigated the opti-
cal emission of GaAs QWs embedded in a GaP matrix,
with varying thicknesses (between 1 and 6 ML), and then
compared the experimental results with calculated ones.
They observed that the emission energy of the GaAs lay-
ers increased with decreasing layer thickness. Moreover,
they noticed that the spectrum consisted of three energy
bands separated by 12 and 32 meV, respectively, and that
such energy separations mostly do not change with the
layer thickness. On the contrary, in our fitting routine
we were able to fit the GaAs IL emission with one more
band, OIL2R, not considered by Prieto et al. in their analy-
sis, probably due to their poorer resolution. However, by
comparing the fits proposed by Prieto et al. (sum of three
8Gaussians) we have found similar energy separations of
the bands, i.e., 12–17 meV and 40–46 meV, depending
on the excitation energy used. Moreover, we confirmed
their observations, stating that the detected bands can-
not be attributed to layer thickness fluctuations, but in-
stead can be referred to phonon-assisted transitions. The
corresponding energies closely correspond to TA and LA
phonons in GaP [70] and GaAs, as shown in the following
table:
TABLE IV. Experimental phonon frequencies (expressed in
cm−1) at the high-symmetry points Γ, L and X of bulk
GaP [77] and GaAs [78]. Parentheses denote ab initio values
from Ref. [79]. We present only phonons whose frequencies
are closed to values obtained from our PL.
GaP GaAs
ΓTO 365
LLA 215 207 (210)
LLO 375 238 (238)
LTO 355
XLA 249 225 (223)
XTA 104 82 (82)
XLO 370
XTO 353
In order to obtain a more precise description of the
emission involving also phonon-replicas, an analysis mo-
tivated by the line-shape model developed by Christen et
al. (eq. (18a) in Ref. [80]) has been employed. We con-
sider the origin of the broadening to be due to phonons,
following the relation for coupling Pel of bulk conduction
bands with k 6= 0 and valence bands at k = 0, which we
derived in Ref. [74]
Pel ∼ (Np + 1)
∑
j
∣∣∣∣∣∑
i
〈
uΓv |HeR| i
〉 〈
i |Hep|ukc
〉
EiΓ − Eind − ~ωj(k)
∣∣∣∣∣
2
, (5)
where i and j label the virtual states and the phonon
branches for k, respectively, uΓv and u
k
c mark Bloch
waves in k = 0 of valence and k 6= 0 of conduction
band, respectively, Hep and HeR are hamiltonians for the
electron-phonon and electron-photon interaction, respec-
tively, EiΓ is the energy of the virtual state in Γ-point,
Eind is the bandgap of the indirect semiconductor, and
ωj(k) marks the frequency of j-th phonon branch corre-
sponding to momentum k; ~ marks the reduced Planck’s
constant. Furthermore, Np = {exp [~ωp/(kBT )]−1}−1 is
the Bose-Einstein statistics, where kB denotes the Boltz-
mann constant and T is the temperature. We have in-
serted the Bose-Einstein statistics into Eq. (18a) of [80]
and, thus obtained the relation for Skewed Gaussian
profiles of the energy bands, which are assigned being
phonon replicas of the zero-phonon line (ZPL) Gaussian
band describing OILX , emitting at 1.857 eV, which we as-
sume to be broadened mainly inhomogeneously due to
structural and chemical fluctuations. The same broaden-
ing is thus expected also for phonon-replicas which are,
however, broadened furthermore due to interaction with
crystal lattice via phonons. Hence, the model reads
ISG = fG(IGi , EG, σGi) +
3∑
i=1
fG(IGi , EG − Ephoni , σGi) · erfc
(
hν − EG + Ephoni
σphoni
)
fB−E(Ephoni) , (6)
where the Gaussian line-shape is represented by
fG(I, E, σ), fB−E is the Bose-Einstein statistic and
Ephon, σphon are the phonon energy and phonon broad-
ening, respectively. We compare the model to a more
common one based on the sum of the same number of
the Gaussian bands
IG =
3∑
i=0
fG(IGi , EGi , σGi) . (7)
The best obtained fits by both aforementioned models
for two different excitation densities D are compared in
Fig. 7.
Based on the model taking into account the phonon-
broadening represented by Eq. (6), one ZPL and three
phonon-assisted transitions (marked byOIL1R toO
IL
3R) with
phonon energies Ephon of 30, 45, and 70 meV (energy dif-
ferences to the ZPL OILX ) were found. The values of Ephon
are spread around frequencies listed in Tab. IV, see also
Fig. 8 for comparison with experiment. The large inho-
mogeneous broadening of the transitions caused by fluc-
tuation in layer thickness and composition (full width at
half maximum FWHM at minimal excitation density for
the bands varies from 20 to 63 meV, see Tab. V) does
not allow us to determine which particular phonon is in-
volved, and most probably we observe a mix of them,
see also Tab. IV. However, we can at least deduce from
Fig. 8 the material to which the phonons belong: for OIL1R
it is GaAs (black), OIL2R GaP (green) and O
IL
3R should be-
long to a multiphonon recombination both from GaP and
GaAs. Note that from the fits of temperature dependence
we have found that the energies are higher by ≈ 15%, i.e.,
by ≈ 5 meV when going from 15 K to 100 K.
The transition energies and their evolution with excita-
tion density, see Fig. 9, are very similar for both models.
The best-resolved bands OILX and O
IL
1R, which are slightly
blueshifted with increasing D, follow the formula derived
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FIG. 7. PL spectra of Sw/o for excitation densities D of
100 and 0.1 W/cm2 (symbols) and fits (red solid curves) by
Eqs. (7) (left column) and (6) (right column). Individual
transitions are highlighted in different colours. The vertical
dashed lines indicate the energy positions of the observed en-
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FIG. 9. Transition energies from fits by eq. (7) (full symbols)
and (6) (empty symbols) as a function of D. Lines represent
fits by Abramkim et al. model (8).
by Abramkin et. al [81] for QWs with a diffused inter-
face, i.e. where the material intermixing leads to fluc-
tuations in QW thickness and alloy composition. That
model allows us to distinguish state filling (in both type-
I and type-II) and band-bending effects (only in type-II
band-alignment structures) [81]
E(D) = EI + (Ue + Uh) ln (D) + βD
1/3, (8)
where EI is extrapolation energy for D = 0 W/cm
2, Ue
(Uh) is the electron (hole) Urbach energy tail, and β is
the band-bending parameter, respectively. The remain-
ing bands are not monotonous, hence, we do not use
Eq. (8) to describe them.
Based on the fitted values of parameters to the
model (8), we have determined the band alignment of OILX
and OIL1R to be of type-I origin, which is consistent with
the energy blueshift described only by the Urbach energy
tails (Ue + Uh ≈ 1 meV). That clearly indicates that the
origin of those transitions is spatially-direct electron-hole
recombination in IL.
In general, the PL intensity I shows a power law depen-
dence on the excitation density D, i.e., I ∝ Dγ , where
γ represents the mechanism causing the transition. In
case of thermodynamic equilibrium between recombina-
tion and generation rate, and in the low excitation power
regime (when the Auger processes can be neglected), the
equations (25)–(27) showing rate proportionality to D
developed by Schmidt et al. [82] can be used. Based on
that relation, γ for individual types of transitions has
been determined using the following rules: γ ∼ 1 implies
an exciton like transition, γ ∼ 2 biexciton, and γ < 1
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TABLE V. Summary of the fitting parameters of power density dependent PL for sample Sw/o obtained by the models (G)
(Eqs. (7)) and (SG) (6). Values of FWHM and emission energies E marked by ∗ were obtained for D = 0.1 W/cm2. Exponents
γ±error are sorted by region as follows: γA/γB/γC , see text. Phonon-assisted transitions are labeled using “rep.”.
transition model ∗FWHM [meV] ∗E [meV] EI [meV] Ue + Uh [meV] γ band alignment
OILX G 21 1855 1847± 1 1.1± 0.1 1.53±0.07/0.66±0.02/0.24±0.03 Type-I
OIL1R G 27 1826 1824± 1 0.7± 0.1 1.28±0.04/0.76±0.03/0.41±0.03 Type-I
OILX SG 18 1857 1849± 1 1.1± 0.1 1.7±0.1/0.65±0.02/0.22±0.03 Type-I
OIL1R SG 43 1823 1828± 1 0.9± 0.1 1.1±0.1/0.74±0.02/0.41±0.03 Type-I
OIL2R SG 57 1806 1.2
±0.3/0.62±0.02/0.42±0.03 Type-I
OIL3R SG 63 1784 1.2
±0.2/0.50±0.01/0.07±0.07 Type-I
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FIG. 10. Integrated PL intensity of individual bands obtained
by fits by eq. (6) as a function of excitation density D (sym-
bols) fitted in three regions by I ∝ Dγ . The exponents γ are
added in legend.
suggests a recombination path involving defects or im-
purities such as free-to-bound (recombination of a free
hole and a neutral donor or of a free electron and a neu-
tral acceptor) and donor-acceptor pair transitions. The
integrated intensities of all fitted PL bands of the emis-
sion from sample Sw/o are shown in Fig. 10. They can
be divided into three segments where the dependencies
follow a linear behaviour on a log-log scale. In region
A, an exciton recombination (1.14 < γ < 1.68 for all
bands) prevails for D < 1 W/cm2, followed by region B
where recombination of free carriers with traps is clearly
affecting the emission intensity (0.5 < γ < 0.74). For
D > 40 W/cm2, i.e. in the region C, we observe the
beginning of saturation (traps states becoming fully oc-
cupied) with γ < 0.4 [82]. All fitted parameters of power
dependencies of OILX and O
IL
1R of both models (7) and (6)
are summed up in Tab. V.
The effect of temperature on band gap energy shrink-
age has been quantified through several empirical or
semi-empirical models. Among the empirical ones for
III-V semiconductors, the Varshni relation [83] is often
used to assess nonlinear temperature dependent bandgap
shift, i.e.
E(T ) = EV,0 − αT
2
T + βV
, (9)
where EV,0 is the emission energy at temperature 0 K,
α the Varshni parameters characterizing the considered
material, and βV describes the rate of change of the
bandgap with temperature and the frequency, which is a
modified Debye one, respectively. The validity and phys-
ical significance of the Varshni parameters can be best
judged by comparing to another model, e.g., the power-
function model of Pa¨ssler et al. [84, 85], which shows that
the βV parameter is connected with the Debye frequency
ΘD as ΘD = 2βV.
Another well-established model evaluates the decrease in
the energy thresholds, which are proportional to factors
of the Bose-Einstein statistics for phonon emission and
absorption [86–88]
E(T ) = EB,0 − SEphon
[
coth(Ephon/2kBT )− 1
]
, (10)
where EB,0 is the band gap at zero temperature, S is
a dimensionless exciton-phonon coupling constant, and
Ephon = ΘEkB is an average phonon energy related to the
Einstein frequency ΘE, while kB is the Boltzmann con-
stant. Both models can be compared using the values of
the Einstein and the Debye frequencies as ΘD/ΘE = 4/3.
Such models were developed for bulk materials but are
commonly used to describe the temperature evolution
of transition energies of low-dimensional systems and
we adopted them for our analysis. The Varshni model
overestimates parameters and experimental data at cryo-
genic temperatures (in our case lower than 30 K). Be-
cause the models are not taking into account any ther-
malization effects, which can be significant at cryogenic
temperatures for many low dimensional structures such
as quantum wells [89], quantum rings [90] and especially
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TABLE VI. Parameters of the temperature evolution of emission energies and intensities of individual bands of sample Sw/o.
For comparison, bulk values of expected materials taken from Ref. [51] are added as well. The accuracy of fitted parameters is
better than 3 % except values marked by ∗ with have accuracy ≈12 %. Phonon-assisted transitions are labeled using ”rep.”.
transition EV,0 [meV] α [10
−4 eVK−1] βV [K] τ0/τNR1 E1 [meV] τ0/τ
NR
2 ×103 E2 [meV]
OILX 1861 1.0
∗ 33.7 34.7 11.5 2.9 33.7
OIL1R 1832 3.21 298 43.1 12.4 2.1 33.2
OIL2R 1809 5.10 247 10.7 10.7 2.63 33.2
OIL3R 1780 8.89 299 27.9 12.1 126 50.4
GaAs, Γ (L) [X] 1519 (1815) [1981] 5.405 (6.05) [4.60] 204
GaSb, Γ (L) [X] 812 (875) [1141] 4.17 (5.97) [4.75] 140 [94]
InAs, Γ (L) 417 (1133) 2.76 93
InSb, Γ (L) [X] 235 (930) [630] 3.20 170
GaP, Γ (L) [X] 2886 (2720) [2350] 5.77 372
QDs [91, 92], we use here for the evaluation of thermaliza-
tion effects the correction of the Varshni model proposed
by Eliseev [93].
That model assumes also an impurity effect on exci-
tonic band (created by an intermixing between QD ma-
terial and surrounding layer) modelled by the Gaussian-
type distribution of energy of the localised states with
broadening parameter (carrier disorder energy) σE re-
sulting in a Stokes redshift −σ2E/kBT [94]
E(T ) = EV,0 − αT
2
T + βV
− σ
2
E
kBT
. (11)
We employed both aforementioned models to analyze
emission energies obtained from fits of temperature re-
solved PL shown in Fig. 11 (a) with the corresponding
fits by Eq. (6) given in the inset (b). The parameters
of the best fits are summarized in Tab. VI. Interestingly,
the transition from band Xxy to heavy holes, O
IL
X , has
significantly smaller Varshni parameters compared to un-
strained bulk GaAs [51]. On the other hand, the param-
eters for phonon-assisted transitions OIL1R and O
IL
2R are
reasonably close to bulk transition from the X point to
the valence band. The coupling-parameter S increases
with the increasing total number of phonons available
from 0.52 to 1.3. We find average phonon energies be-
tween 4.6 and 10.4 meV which can be due to temperature
quenching of the PL associated with carrier recombina-
tion trough impurities. Most probably, the quenching
mechanism is related to nitrogen complexes with acti-
vation energy EA = 8 meV [95] which is often present
during GaP growth [96]. All parameters related to tem-
perature changes of gap energies can be found in the
supplementary material.
The mechanisms responsible for the temperature
quenching of PL intensity, IPL(T ), can be accounted
for by the Boltzmann model for excitonic recombination
with two characteristic activation energies [97, 98]
IPL(T ) =
I0
1 + τ0 [Γ1 exp(−E1/kBT ) + Γ2 exp(−E2/kBT )] ,
(12)
1.70 1.75 1.80 1.85 1.90 1.95
Emission energy [eV]
10−4
10−3
10−2
10−1
In
te
gr
at
ed
P
L
Sw/o, 30Wcm
−2
15K
21K
24K
29K
40K
50K
60K
70K
80K
90K
100K
15 30 45 60 75 90 105
T [K]
1.76
1.78
1.80
1.82
1.84
1.86
E
n
er
gy
[e
V
]
OIL3R
OIL2R
OIL1R
OILX
20 40 60
1000/T [1/K]
10−3
10−2
10−1
100
In
te
gr
at
ed
P
L
E2 = 33.7meV
E2 = 33.2meV
E2 = 33.2meV
E2 = 50.4meV
FIG. 11. Sw/o: measured PL at D = 30 Wcm
−2 between
15 K and 100 K. Left inset shows the best fit of emission en-
ergy of OILX –O
IL
3R (symbols) as a function of temperature by
the Varshni Eq. (9), solid curve, [modified Varshni Eq. (11),
dashed curve] model. In the right inset we give integrated PL
intensities of individual transitions OILX –O
IL
3R (symbols) fitted
by the Boltzmann model, Eq. (12) (solid curves), with the
high temperature activation energies E2 shown in the inset.
where I0 is the intensity at 15 K (lowest tempera-
ture reached in our measurements), τ0 is temperature-
independent radiative recombination time at 15 K, E1
and E2 are the activation energies of the two quench-
ing mechanisms with related scattering rates Γ1 (Γ1 =
1/τNR1 ) and Γ2 (Γ2 = 1/τ
NR
2 ).
That model is employed for various temperatures for
sample Sw/o in the inset Fig. 11 (c) and we found two
similar mechanisms for all bands described by activa-
tion energies of impurities (nitrogen and oxygen com-
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plexes [95, 99, 100] or redistribution of material): E1
around 10–12 meV (80–100 cm−1) and phonons E2 =
33 meV (266 cm−1) which are comparable with phonon
energies in bulk GaAs or GaP listed in Tab. IV.
B. Sample with QDs Swith
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FIG. 12. PL spectra (points) of samples Swith (a) and Scap
(b) for D =100 W/cm2 and 0.05 W/cm2 fitted by sum of five
Gaussian bands. Individual transitions are shadowed and for
estimation of their energy-shift the vertical lines are added in
positions of transition energies observed at 100 W/cm2. La-
bels of bands are given at the top.
PL spectra of the sample Swith as a function of both
excitation and temperature dependence were fitted by
the sum of 5 Gaussian bands, labeled from smaller to
greater mean energy asWR toW
QD
Γ∗ , see Fig. 12 (a) where
fits for two different D values are shown. The physical
meaning of the parameters such as the emission energy,
FWHM, and PL intensity were investigated using the
appropriate aforementioned models and the parameters
found are summarized in Tabs. VII–VIII. All parameters
of the fits are given in the supplement.
As was mentioned before, the contributions from IL
and QDs transitions overlap around 1.8 eV, which ren-
ders the assignment of the Gaussian-like bands to radia-
tive channels more complex. Due to this phenomenon, we
observe a much stronger emission from the bands origi-
nating from QDs (labeled as WQDΓ and W
QD
L ), compared
to what one which would be expected by eq. (5). A dis-
tortion of the effective γ-parameters of both transitions
is concluded.
On the other hand, the energy blueshift with excita-
tion and activation energies are clearly connected to QDs
states. This is true as well for sample Scap and its
emission bands CQDΓ and C
QD
L . By evaluation of in-
tegrated PL intensity in the present excitation density
range, we found two regimes, i.e., below (A) and above
(B) D = 1 W/cm
2
. We use the similarity in the position
of the boundary between these regimes to recognize the
character of transitions. Based on similar values of γ for
W ILX with transition O
IL
X and W
QD
L with O
IL
1R of sample
Sw/o we identified these bands as ZPL and (partially)
phonon-assisted recombination of strained Xxy electrons
to Γ-heavy holes in GaAs IL, which was confirmed by
comparison with energies extracted from band-schemes
in Fig. 13, see Fig. 5 (a). It is important to point out that
the transition energies are reduced compared to Sw/o,
due to the relaxation of the strain in IL (strain is re-
duced from −3.2% to −2.6%, see Tab. II) due to pres-
ence of QDs, and also via exciton localization arising from
material intermixing (represented by the Urbach energy
Ue + Uh = 9 meV which is an order of magnitude larger
than that for Sw/o). The integrated PL intensity was
fairly well fitted by the linear function in the whole range
and the obtained value of γ ∼ 1 corresponds to exciton
transitions, see Fig. 13 (c).
The comparison of emission energies obtained for D =
0.1 W/cm2 with our calculations for various Ga contents
in In1−xGaxAs QDs in Fig. 5 (a) show a reasonably good
agreement for an In0.44Ga0.56As QD, and W
QD
Γ is recog-
nized as a transition between Γ-electrons and holes inside
the QD. The large value of FWHM of 78 meV in compar-
ison to the energy scale of the whole spectrum averts the
determination of the nature of WR, which could be asso-
ciated with phonon-replicas of the Γ exciton or transition
between QDs-GaP interface electrons and holes localized
in the QD. However, this broad band can be also affected
by impurities and indirect transitions in GaP. The width
of this band can be also connected with small fluctua-
tions in the size and material composition of the QDs
in the measured ensemble. But we tend to identify it
based on comparison with Sw/o as a phonon-replica of
W ILX . Because W
QD
Γ∗ appears in our spectra only after
the blueshift of other bands starts to saturate, we as-
sume its origin is that of a higher excited multi-particle
complex, e.g., charged exciton or excited state of the Γ-
exciton, and we, hence, label it as Γ∗.
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FIG. 13. Swith: (a) Bandscheme of In0.5Ga0.5As QD calculated using nextnano++ [72, 73] along with single-particle eigenener-
gies (dotted lines). (b) Detail of the bandscheme with showing also recombination paths (solid arrows with transition energies
in meV) and escape energies (values in meV) observed in temperature dependent PL. (c) Integrated PL intensity of individual
transitions (symbols) fitted by linear dispersion in log-log scale, corresponding slopes are given in the legend. (d) Emission
energy of individual transitions (symbols) vs. D; values of absolute blueshifts are in the inset. Solid (dashed) curves represent
fits by Eq. (8) with β = 0 (β 6= 0).
TABLE VII. Summary of the fitting parameters of power density dependencies of PL for samples Swith and Scap. Values of
FWHM and emission energies E marked by ∗ were obtained at D = 0.1 W/cm2. Values given in brackets are best-fit parameters
using Eq. (8) with β 6= 0. If exponent γ±error differs during measured excitation density range, we sort them according to the
corresponding region as follows: γA/γB .
transition ∗FWHM [meV] ∗E [meV] EI [meV] Ue + Uh [meV] β [µeW−1/3cm2/3] γ
WR 78 1689 1627± 7 10.9± 0.7 − 0.85±0.01
WQDΓ 51 1725 1651± 5 11.5± 0.5 − 0.91±0.02
WQDL 36 1755 1695± 3 9.3± 0.4 − 1.23±0.05/0.94±0.03
W ILX 25 1784 1729± 2 8.5± 0.3 − 2.1±0.2/0.66±0.02
WQDΓ∗ 24 1838 1767± 1 5.8± 0.1 − 1.06±0.08
CR 67 1645 1570± 4 11.1± 0.3 − 0.85±0.01
CQDL 57 1701 1652± 3 (1668± 3) 6.9± 0.3 (4.5± 0.4) (0.22± 0.04) 0.60±0.01
CQDΓ 35 1732 1700± 1 (1706± 2 ) 4.7± 0.1 (3.7± 0.3) (0.09± 0.02) 0.61±0.02
CILX 26 1772 1735± 1 (1743± 4 ) 4.0± 0.7 (3.0± 0.4) (0.08± 0.03) 2.4±0.1/0.93±0.03
For all bands along within the whole PL spectrum,
a blueshift of the emission ∆E with increasing pump-
ing of more than 48 meV was observed, saturating for
D > 10 W/cm2. The observed blueshift is commonly re-
garded as a sign of type-II (spatially indirect) transitions.
For QDs homogeneously surrounded by substrate mate-
rial, such type-II transitions can be reasonably well de-
scribed by ∆E ∝ D1/3 [30, 101–103]. This analysis, how-
ever, fails in case of a QD positioned on an IL of differ-
ent material, and more elaborate models are needed. We
have recently proposed one in Ref. [104], based on a semi-
self-consistent configuration interaction method (SSCCI)
with an additional charge background due to impurities.
In this model, the blueshift is then a result of “squeez-
ing” of the wavefunction outside of the dot towards that
inside. While such a “squeezing” and related energy shift
is very well known for type-II Sb-systems grown on GaAs
substrate [37, 39], they occur also for type-I recombina-
tion where the hole wavefunction is partially extending
from the QD towards IL, which is the case of our sam-
ples (see supplementary, where also results for one cal-
culation of type-I QD using SSCCI model is presented).
For convenience, we adopt here for the analysis of the
energy shift as a result of excitation density dependence
the analytical model of Abramkin et al. [81] also for QD
samples.
The analysis in Fig. 13 shows that the blueshift con-
forms to being due to trap states with Urbach energies
14
around 10 meV and the band-bending, characterized by
the β parameter, is negligible. Therefore we assign all
observed bands to be based on type-I confinement which
is in agreement with the type of band-alignment in our
simulations. From the temperature analysis of energy
shifts of WQDΓ , W
QD
L , and W
IL
X bands, we can observe
that the slopes of energy change with temperature de-
scribed by parameters α is similar to bulk values of GaAs
or to a combination of that with InAs pointing to the
contribution of both GaAs IL and (InGa)(AsSb) QDs.
The decrease of βV with respect to bulk values listed in
Tab. VIII is probably related to quantum confinement.
Arrhenius plots, similarly to the case of sample Sw/o,
points to low-temperature quenching via impurities with
activation energies around 10 meV, close to the deduced
localization energy σE ≈ 5 meV, as discussed before, and
activation energies due to electron escape from Xxy state
from IL to bulk. Moreover, escape energies of 77 and
147 meV were determined which are close to escape en-
ergies from QD to IL (from Γ 174 meV, from L 154 meV)
or to bulk (L 62 meV).
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FIG. 14. Swith: measured PL at D = 2 Wcm
−2 for tempera-
tures between 15 K and 100 K. In the left inset we show the
emission energy of WQDΓ –W
IL
X (symbols) as a function of tem-
perature fitted by the Varshni eq. (9), solid curve, [modified
Varshni eq. (11), dashed curve] model. In the right inset, inte-
grated PL of individual transitions WQDΓ –W
IL
X (symbols) fit-
ted (solid curves) by the Boltzmann model, eq. (12) is shown
along with the high temperature activation energies E2.
C. Sample with capped QDs Scap
PL spectra of the sample Scap as a function of both
excitation density and temperature were fitted by the
sum of 4 Gaussian profiles labeled from smaller to larger
mean energy as CR to C
IL
X , according to the labeling in
Fig. 12 (b), where fits for two different excitation densi-
ties are shown. Emission energy, FWHM, and PL inten-
sity have been investigated, and the character of bands
was determined similarly as in the case of sample Swith.
Comparison of the emission energies for D = 0.1 W/cm2
with k · p calculations in Fig. 5 indicates that CQDΓ and
CQDL are most probably bands with contribution of Γ-
and L-electron-hole transitions in In0.2Ga0.8As0.84Sb0.16
QDs. Note that the aforementioned composition of QD
has been found by matching the experimental results
to corresponding ones obtained using the k·p theory.
The origin of CILX as a transition in GaAs IL from Xxy-
electrons to heavy holes has been deduced from the k · p
band-scheme. It is important to point out that the en-
ergy of the Xxy-hole in Fig. 5 is underestimated because
we used the energy values of the band-edges in GaAs IL,
and not those of the confined states. This assignment is
supported by the similarity of the integrated PL inten-
sity with excitation energy where, for that band, three
segments have been observed (also similar to the case of
Sw/o). Unfortunately, it was not possible to investigate
the CR band in more detail owing to its width of 67 meV
for D = 0.1 W/cm2 and overall lower emission intensity.
We assume that this band arises from the recombination
of excitons from QD regions with a slightly varying mate-
rial concentration towards the capping layer, mixed with
phonon-assisted transitions of QDs and IL states convo-
luted with DAP emission.
For the CR band, an energy shift ∆E of more than
33 meV is observed (such value has been obtained from
energy extrapolation towards the smallest excitation den-
sity of CILX ). Comparing to Swith, a shift towards larger
emission energies with increasing excitation density can
be observed, but without saturation above 10 W/cm2.
Such shift can be described by Eq. (8) by using a bend-
ing parameter smaller than 0.3µeV, which is insignifi-
cant in comparison to that in type-II QW systems (β =
14µeW−1/3cm2/3 for GaAs/AlAs; β = 12µeW−1/3cm2/3
for AlSb/AlAs) [81]. We point out that β for QD sys-
tems is usually not determined, because the type of
band-alignment is determined from the magnitude of ∆E
only [105, 106]. These negligibly small values of β point
to the dominant effect of a background potential on the
energy shift due to trap states, the so-called “state-filling
effect” [81], and the band-alignment type is found to be
type-I. This shift was evaluated by Eq. (8) with β = 0
and Urbach energies of 4–7 meV. This assignment fully
agrees with the theoretical prediction in [74] where the
formation of type-II interfaces for QDs to a concentra-
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TABLE VIII. Parameters from temperature evolution of emission energies of samples Swith and Scap analysed with the Varshni
model with Eliseev thermalization correction, Eq. (11), or without that, by Eq. (9) (brackets) and from evolution of integrated
intensity analysed using the Boltzmann model Eq. (12). For comparison, bulk values taken from Ref. [51] are added. The
accuracy of the fitted parameters is better than 3 % except values marked by ∗ which have accuracy ≈ 5 %.
transition EV,0 [meV] α [10
−4 eVK−1] βV [K] σE [meV] τ0/τNR1 E1 [meV] τ0/τ
NR
2 ×103 E2 [meV]
WQDΓ 1798 4.54 11.7 4.6 9.1 6.9 4.078 37.6
WQDL 1796 (1787) 4.859 (4.876) 22.1 (48.7) 4.50 27.75 11.3 610.0 77.0
W ILX 1819 (1812) 3.703 (3.874) 12.0 (45.2) 3.57 99.0 34.5 1028.5 146.73
CQDL 1764 (1749) 6.27 (6.5) 10.0 (76.8) 4.2 38.4 11.5 52.4 77.0
CQDΓ 1777 (1771) 4.225 (4.463) 10.4 (34.3) 2.03 127 19.5 423 81.9
CILX 1791 (1789) 2.4517 (2.4513) 20.00 (27.85) 1.36 2.4 5.8 0.043
∗ 244.5
GaAs, Γ (L) [X] 1519 (1815) [1981] 5.405 (6.05) [4.60] 204
GaSb, Γ (L) [X] 812 (875) [1141] 4.17 (5.97) [4.75] 140 [94]
InAs, Γ (L) 417 (1133) 2.76 93
InSb, Γ (L) [X] 235 (930) [630] 3.20 170
GaP, Γ (L) [X] 2886 (2720) [2350] 5.77 372
(a)
(c)
(d)
(b)
FIG. 15. Scap: (a) Calculated bandscheme of a In0.2Ga0.8As0.8Sb0.2 QD using nextnano++ [72] simulation suite with single
particle eigenenergies indicated by dotted lines. (b) Detail of the bandscheme with indicated emission recombination paths
(solid arrows with transition energies in meV) and escape energies (values in meV) found from temperature dependent PL. (c)
Integrated PL intensity of individual transitions (symbols) fitted by linear dispersion in log-log scale, corresponding slopes for
segments are given in the inset. (d) Emission energies of individual transitions (symbols) vs. excitation density D. Values of
absolute blueshifts are given in the inset. Solid (dashed) lines represent fits by eq. (8) with β = 0 (β 6= 0).
tion of Sb around 20 % on GaP in contrast with GaAs
substrate is unlikely.
The radiative recombination of bands CQDL –C
IL
X has
been studied as a function of temperature from 15 K up
to 100 K, as for the sample Swith, see Fig. 16. First,
we observe a thermalization and σE is found to be 1–
4 meV. The thermalization process occurs most probably
through impurities. Furthermore, the bands are Varsni-
like shifted with the rate parameter α close to bulk val-
ues. The parameter α for CQDL of 6.5 · 10−4 eVK−1 sup-
ports our previous assignment, i.e., that CQDL transition
involves states being momentum-indirect and that it orig-
inates from a structure with a low amount of In, which
pushes α towards smaller values. The Γ−character of
CQDΓ is supported by the corresponding value of α =
4.46 · 10−4 eVK−1 which is very close to Γ-Bloch wave
bulk parameters.
By comparing the α parameters extracted from PL
spectra of sample Scap with those of Swith, we observe
that α for transition involving Γ-electrons in QD is
slightly reduced for Scap while α for L is increased. This
can be quantitatively understood as an effect of an in-
creasing amount of Sb in combination with a decrease
of In in the QDs due to the Sb-P-As exchange processes
(discussed in TEM results in Sec. Sample fabrication and
structural characterization). A similar explanation ap-
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plies for the decreasing α of Xxy for Scap.
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FIG. 16. Scap: PL spectra for D = 20 Wcm
−2 for temper-
atures between 15 K and 100 K. The results are given in the
same way as in Fig. 14.
The radiative recombination is quenched due to im-
purities (activation energies E1 ∼ 10 meV), similarly
to the previous samples. Using Arrhenius plots, in
Fig. 16 (c) we also extracted the energies of Γ-electrons
confined in the QDs (E2 = 77 or 82 meV from C
QD
L and
CQDΓ respectively, the theoretical value from Fig. 15 is
85 meV) and the escape energy of electron from L to
GaP substrate (E2 = 245 meV, the theoretical value from
Fig. 15 is 222 meV). The small discrepancy could arise
because we compare experiment with the theoretical val-
ues taken from QDs with slightly different composition,
In0.2Ga0.8As0.9Sb0.1, which is the closest match.
VII. POLARIZATION OF EMISSION
In our experiments, both the excitation beam and the
detected PL radiation propagate perpendicularly to the
sample surface, and we analyze the latter by a rotating
half-wave plate followed by a fixed linear polarizer. The
angle between the crystallographic direction [110] and the
polarization vector is denoted θ in the following.
The emission of strained GaAs layer on GaP was previ-
ously studied in connection with quantum efficiency and
spin-polarization as a function of strain [107] or thick-
ness [108]. Predominantly anisotropy of the emission
along the two orthogonal directions [110] and [1-10] of
only few percent was found to be caused by an asym-
metric strain relaxation [107] for emission energy around
1.8 eV [108]. Since similar small degrees of polarization
of the emitted light were expected also for our samples,
we visualize our results in terms of the degree of polar-
ization [28]
C(θ) =
I(θ)− Imin
Imax + Imin
, (13)
where Imin and Imax are extreme values of PL intensity
I(θ); θ denotes the angle. Note, that for angle θmax,
such that I(θmax) = Imax, the previous relation gives the
maximum degree of polarization C(θmax) = Cmax (values
in the polar graphs in Fig. 17).
The emission radiation from samples Swith and Scap
is polarized along the [110] crystallographic direction, in
agreement with results on type-I InAs/GaAs QDs [109]
where the polarization anisotropy of I(θ) is given pre-
dominantly by the orientation of the wavefunction of hole
states. Based on that, and noting the results of Ref. [28],
we conclude that the transitions in the studied samples
agree with a type-I band alignment.
The sample Swith has Cmax around 0.05, which is com-
parable to that for InAs/GaAs QDs, where single-particle
wavefunctions are located approximately in similar loca-
tions around the QD and also to the results of Ref. [74].
On the other hand, antimony from the GaSb capping in
sample Scap positions the wavefunctions of electrons and
holes slightly further apart from each other, therefore,
Cmax increases up to almost 0.25. We note that this re-
sult, along with the polarization of emission (rotated by
90 ◦) and the system still displaying in type-I confine-
ment, shows that the presence of a Sb-rich layer above
QDs in Scap causes the hole states to be oriented towards
the Sb layer (or even partly leak out there). Such a sce-
nario is then similar to InAs QDs capped by thin GaAsSb
layers, see Ref. [28].
VIII. CONCLUSIONS
In conclusion, by combining excitation and temper-
ature resolved PL with k · p calculations, we have in-
vestigated the optical properties of III–V nanostructures
grown on GaP (001) substrates, in relation to their elec-
tronic structure. We have compared the results for three
different structures grown by MOCVD, which differed in
sequential adding of GaAs IL, (InGa)(AsSb) QDs and
thin GaSb capping layer. For these systems, type-I (spa-
tially direct) momentum-direct and indirect transitions
have been found, with significant blueshift with increas-
ing pumping for samples containing QDs. HRTEM mea-
surements have been performed in order to determine the
QD morphology and stoichiometry and used as a basis
for the theoretical simulations. The intermixing in the
QD layer observed by TEM leads to modifications of the
hydrostatic strain in the GaAs IL, confirmed by a combi-
nation of Raman and photoreflectance spectroscopy. For
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FIG. 17. From left to right we show the polar graphs of C(θ) for samples a) Sw/o, b) Swith, and c) Scap, respectively. Individual
bands of PL spectra for each sample are represented by different symbols, consistently with labelling in previous figures.
a strained GaAs layer only, the dominant emission is orig-
inating from Xxy-Γ electron-hole transition (1.855 eV),
and is assisted by GaAs and GaP phonon-replicas. The
subsequent (InGa)(AsSb) QDs growth leads to a bet-
ter strain relaxation, revealed by a slight redshift of the
transitions involving Xxy-electrons in the layer. Addi-
tionally, the QD growth introduces transitions involv-
ing Γ-electrons (1.725 eV) and L (1.755 eV), which are
both strongly blueshifted (more than 50 meV) with in-
creasing excitation density. Such blueshift can be at-
tributed to defects in the QD region, which are created
during strain relaxation. Moreover, saturation has been
observed starting from excitation densities of more than
10 W/cm2. Overgrowing the QDs by a GaSb cap layer
results in a material intermixing via Sb-As exchange re-
actions. Such a process effectively modifies the overall
composition of QDs. This leads to an energy swapping
of Γ (1.732 eV) and L (1.701 eV) bands, and to an en-
hanced leakage of the electron wavefunctions out of the
QD body - also confirmed by analyzing the polarization
of the emission - and leading to a twice weaker emission
intensity. We observe a large blueshift with increasing
excitation density for the QDs studied here, even though
they present a type-I band-alignment. We find that ad-
dressing the phenomenon of blueshift with increasing op-
tical pumping to a type-II band alignment is insufficient.
Therefore, a more consistent approach based on the com-
parison of the evolution of the shift with excitation has
been employed, which followed the analytical model given
by Abramkin et al. [81]. That allows to distinguish be-
tween band-bending and state filling which occurs due
to impurities, or more generally to employ a numerical
model based on the self-consistent cycle, such as a semi-
self-consistent configuration interaction method [104].
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