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Abstract
We calculate the so-called Rademacher’s Grand Lebesgue Space norm for a
centered (shifted) indicator (Bernoulli’s, binary) random variable.
This norm is optimal for the centered and bounded random variables (r.v.)
Using this result we derive a very simple bilateral sharp exponential tail esti-
mates for sums of these variables, not necessary to be identical distributed, under
non-standard norming, and give some examples to show the exactness of our esti-
mates.
Key words and phrases: Random variables (r.v.), centering, indicator and
Bernoulli’s r.v., natural norm, Rademacher’s random variables and norms, Grand
Lebesgue Spaces (GLS) and norms, Legendre or Young-Fenchel transform, subgaus-
sian norm, moment generating function, martingales, bilateral sharp exponential
tail inequalities.
1 Introduction. Notations. Statement of prob-
lem
In order to formulate our result, we need to introduce some notations and conditions.
Let {Ω, B,P} be certain non-trivial probability space. Let also φ = φ(λ), λ ∈
(−λ0, λ0), λ0 = const ∈ (0,∞] be some even strong convex which takes positive
values for positive arguments twice continuous differentiable function, such that
φ(0) = 0, φ//(0) > 0, ∃ lim
λ→λ0
φ(λ)/λ > 0, (1.1)
including the case when the last limit is equal to infinity.
We denote the set of all these function as Φ; Φ = {φ(·)}.
We say by definition that the centered (mean zero) random variable (r.v) ξ =
ξ(ω) belongs to the Banach space B(φ), if there exists some non-negative constant
τ ≥ 0 such that
∀λ ∈ (−λ0, λ0) ⇒ E exp(λξ) ≤ exp[φ(λ τ)]. (1.2).
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These spaces appears at first in the article [13]. The complete description and
investigation of such a spaces may be found in a monograph [17], chapter 1, section
1, p. 22-24. In particular, it was proved that these spaces are really complete Banach
spaces.
The function λ→ E exp(λξ) is said to be a moment generating function for the
r.v. ξ, if there exists at least for one non zero value λ.
The value λ0 in the considered in this report examples will be equal to infinity:
λ0 =∞.
Example 1.1. Let η be a (renormed) Rademacher’s random variable:
P(η = 1/2) = P(η = −1/2) = 1/2;
then
E exp(λη) = cosh(λ/2).
Denote φR(λ) = ln cosh(λ/2); then η ∈ BφR and ||η|BφR = 1.
The function φR(λ) = ln cosh(λ/2) one can named as a natural function for the
Rademacher’s random variable; see exact definition further.
Evidently,
φR(λ) ∼ λ2/8, λ→ 0; φR(λ) ∼ |λ|/2, |λ| → ∞.
The minimal value τ satisfying (1.2) is called a B(φ) norm of the variable ξ,
write
||ξ||B(φ) = inf{τ, τ > 0 : ∀λ ⇒ E exp(λξ) ≤ exp(φ(λ τ))}. (1.3)
The correspondent Grand Lebesgue Space norm ||ξ||GφR will be named
Rademacher’s norm.
These spaces are very convenient for the investigation of the r.v. having a
exponential decreasing tail of distribution, for instance, for investigation of the lim-
it theorem, the exponential bounds of distribution for sums of random variables,
other non-asymptotical properties of the random vectors and processes, problem of
continuous of random fields, study of Central Limit Theorem in the Banach space
etc.
The space B(φ) with respect to the norm || · ||B(φ) and ordinary algebraic
operations is a Banach space which is isomorphic to the subspace consisted on all
the centered variables of Orliczs space (Ω, F,P), N(·) with N − function
N(u) = exp(φ∗(u))− 1, φ∗(u) = sup
λ
(λu− φ(λ)). (1.4)
The transform φ → φ∗ is called Young-Fenchel, or Legendre transform. The
proof of considered assertion used the properties of saddle-point method and theorem
of Fenchel-Moraux:
φ∗∗ = φ.
The next facts about the B(φ) spaces are proved in [13], [17], p. 19 - 40.
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1. ξ ∈ B(φ)⇔ Eξ = 0, and ∃C = const > 0,
U(ξ, x) ≤ exp(−φ∗(Cx)), x ≥ 0, (1.5)
where U(ξ, x) denotes in this article the tail of distribution of the r.v. ξ :
U(ξ, x) = max (P(ξ > x), P(ξ < −x)) , x ≥ 0,
and this estimation is in general case asymptotically exact.
Here and further C,Cj, C(i) will denote the non-essentially positive finite ”con-
structive” constants.
More exactly, if λ0 =∞, then the following implication holds:
lim
λ→∞
φ−1(logE exp(λξ))/λ = K ∈ (0,∞) (1.6a)
if and only if
lim
x→∞
(φ∗)−1(| logU(ξ, x)|)/x = 1/K, (1.6b)
see [1].
Here and further f−1(·) denotes the inverse function to the function f on the
left-side half-line (C,∞).
The function φ(·) may be constructive introduced by the formula
φ(λ) = φ0(λ)
def
= log sup
t∈T
E exp(λξ(t)), (1.7)
if obviously the family of the centered r.v. {ξ(t), t ∈ T} satisfies the uniform
Kramers condition:
∃µ ∈ (0,∞), sup
t∈T
U(ξ(t), x) ≤ exp(−µ x), x ≥ 0. (1.8)
In this case, i.e. in the case the choice the function φ(·) by the formula (1.7), we
will call the function φ(λ) = φ0(λ) a natural function for the family of the centered
r.v. {ξ(t), t ∈ T}.
We say that the centered: Eξ = 0 numerical random variable (r.v.) ξ =
ξ(ω), ω ∈ Ω is subgaussian, or equally, belongs to the space Sub(Ω), if there exists
some non-negative constant τ ≥ 0 such that
∀λ ∈ R ⇒ E exp(λξ) ≤ exp[λ2 τ 2]. (1.9)
The minimal value τ satisfying (1.1) is called a subgaussian norm of the variable ξ,
write
||ξ|| Sub = inf{τ, τ > 0 : ∀λ ∈ R ⇒ E exp(λξ) ≤ exp(λ2 τ 2)}.
Evidently,
||ξ|| Sub = sup
λ6=0
[√
lnE exp(λξ)/|λ|
]
. (1.10)
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So, the space Sub = Sub(Ω) is the particular case of the general B(φ) spaces
with φ(λ) = φ2(λ) = λ
2, λ ∈ R.
This important notion was introduced before the appearing of the general theory
of B(φ) spaces by J.P.Kahane [10]; V.V.Buldygin and Yu.V.Kozatchenko [4] proved
that the set Sub(Ω) relative the norm || · || is complete Banach space which is
isomorphic to subspace consisting only from the centered variables of Orlicz’s space
over (Ω, B, P ) with N − Orlicz-Young function N(u) = exp(u2)− 1 [13].
If ||ξ|| Sub = τ ∈ (0,∞), then
max[P(ξ > x),P(ξ < −x)] ≤ exp(−x2/(4τ 2)), x ≥ 0;
and the last inequality is in general case non-improvable. It is sufficient for this
to consider the case when the r.v. ξ has the centered Gaussian non-degenerate
distribution.
Conversely, if Eξ = 0 and if for some positive finite constant K
max[P(ξ > x),P(ξ < −x)] ≤ exp(−x2/K2), x ≥ 0,
then ξ ∈ Sub(Ω) and ||ξ|| Sub < 4K.
The subgaussian norm in the subspace of the centered r.v. is equivalent to the
following Grand Lebesgue Space (GLS) norm:
|||ξ||| := sup
s≥1
[ |ξ|s√
s
]
, |ξ|s def= [E|ξ|s]1/s .
For the non - centered r.v. ξ the subgaussian norm may be defined as follows:
||ξ|| Sub :=
[
{||ξ −Eξ|| Sub}2 + (Eξ)2
]1/2
.
More detail investigation of these spaces see in the monograph [17], chapter 1.
We denote as usually by I(A) = I(A;ω), ω ∈ Ω, A ∈ B the indicator function
of event A. Further, let p be arbitrary number from the set [0, 1] : 0 < p < 1 and
let A(p) be any event such that P(A(p)) = p. Denote also ηp = I(A(p)) − p; the
centering of the r.v. I(A(p)); then Eηp = 0 and
P(ηp = 1− p) = p; P(ηp = −p) = 1− p. (1.11)
The case p = 1 − p = 1/2 correspondent to the considered before case of
Rademacher’s random variable.
Our goal in this short report is to investigate the value of the
Rademacher’s norm for the random variable ηp.
We derive in the third section a very simple non-asymptotical bilateral
tail estimates for sums of these variables, not necessary to be identical
distributed, under non-standard norming.
Let us describe briefly some previous works. Define the following non-negative
continuous on the closed segment p ∈ [0, 1] function
Q(p) =
√
1− 2p
4 ln((1− p)/p) , (1.12)
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so that Q(0 + 0) = Q(1− 0) = 0 and Q2(1/2) = 1/8 (Hospital’s rule). Note also
p→ 0+ ⇒ Q(p) ∼ 0.5√
| ln p|
, p→ 1− 0⇒ Q(p) ∼ 0.5√
| ln(1− p)|
. (1.13)
The last circumstance play a very important role in the non-parametrical statis-
tics, see [8], [12].
It is known [11], [3], [26], [5], [18], [19] that
||ηp|| Sub = Q(p).
Applications of these estimates in the non-parametrical statistics may be found
in the articles [8], [12]. Other application is described in [6].
Another approach and applications see in the works [2], [3], [23], [24], [26], [27],
[28] etc.
2 Auxiliary result.
Recall first of all that
y = y(z) := cosh−1 z = ln(z ±
√
z2 − 1), z ≥ 1.
We agree to take only the following branch of these function
y(z) = cosh−1 z = ln(z +
√
z2 − 1), z ≥ 1.
Note that
z → 1 + 0 ⇒ y(z) ∼
√
2(z − 1), (2.0a)
z →∞ ⇒ y(z) ∼ ln z. (2.0b)
The natural function for the family of the (centered) r.v. {ηr}, 0 < r < 1 has
a form
βr(λ)
def
= Eeληr = reλ(1−r) + (1− r)e−rλ, λ ∈ (−∞,∞), 0 < r < 1, (2.1)
so that
β1/2(λ) = 0.5
(
eλ/2 + e−λ/2
)
= cosh(λ/2).
Evidently,
λ→∞ ⇒ βr(λ) ∼ reλ(1−r), r = const ∈ (1/2, 1),
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λ→ 0 ⇒ βr(λ) ∼ 1 + 0.5λ2r(1− r), r = const ∈ (0, 1),
Introduce an important function, which may be named as Rademacher’s norm
of the binary random variable,
gR(r) = g(r)
def
= sup
λ6=0
[
cosh−1[βr(λ)]
|λ|/2
]
=
sup
λ6=0
[
cosh−1(reλ(1−r) + (1− r)e−rλ)
|λ|/2
]
, r ∈ (0, 1). (2.2)
Proposition 2.1. It follows immediately from the direct definition of the B(φR)
norm that
||ηr||BφR = g(r), 0 < r < 1. (2.3)
Let us itemize now some important for us properties of introduced function
g = g(r) = gR(r), 0 ≤ r ≤ 1. All this properties may be easily obtained from the
known asymptotical behavior of both the functions y(z) and βr(λ).
1. This function is bounded and continuous on the closed interval [0, 1]. More
detail: the inequality 0 < g(r) ≤ 2 is obvious.
Moreover
g(0+) = g(1− 0) = 2.
Note that the last equality stand in contradiction to the analogous fact (1.13)
for the subgaussian norm for at the same binary random variable.
As a consequence: the function g = g(r) can be defined as a continuous positive
function on the closed interval [0, 1] such that g(0) = g(1) = 2.
So, maxr∈[0,1] g(r) = 2 = g(0) = g(1).
2. On the other hand, we obtain after some calculations
g(r) ≥ lim
λ→0
[
cosh−1[βr(λ)]
|λ|/2
]
= 2
√
r(1− r), r ∈ (0, 1) (2.4)
3. Evidently, g(1 − r) = g(r), (symmetry), so that it is enough to investigate
this function only on the interval 1/2 ≤ r ≤ 1.
4. It is easy to calculate g(1/2) = 1.
5. Note in addition
g(r) ≥ lim
|λ|→∞
[
cosh−1[βr(λ)]
|λ|/2
]
= 2max(r, 1− r), r ∈ (0, 1),
but the last function is less than 2
√
r(1− r).
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The following rough estimate will be practically used in the next section.
Proposition 2.2.
sup
r∈[0,1]
||ηr||GψR = 1, (2.5)
or equally
sup
r∈[0,1]
Eeληr = cosh(λ/2). (2.5a)
Proof.
1. It is sufficient to consider for reasons of symmetry only the cases r ∈ [1/2, 1]
and analogously λ ≥ 0.
2. Further, we have proved the following equivalent elementary inequality
βr(λ) = re
λ(1−r) + (1− r)e−λr ≤ cosh(λ/2), r ∈ (1/2, 1), (2.6)
wherein λ ≥ 0; the cases r = 1/2, r = 1 and r = 0 are trivial.
3. Put for simplicity r = 1/2 + δ, δ ∈ (0, 1/2), then we deduce after some
calculations
β = e−λδ [cosh(λ/2) + 2δ sinh(λ/2)] .
4. Our inequalities (2.5) and (2.6) takes the form
[cosh(λ/2) + 2δ sinh(λ/2)] ≤ cosh(λ/2)
or equally
2δ sinh(λ/2) ≤ cosh(λ/2)
[
eλδ − 1
]
. (2.7)
The inequality (2.7) follows in turn taking into account the positivity of the
value of product λδ from the one of the form
sinh µ ≤ 2µ coshµ, µ = 2λ > 0. (2.8)
5. The last inequality (2.8) may be elementary proved by means of juxtapositions
of correspondent Taylor’s members.
6. The equality in the assertion of proposition 2.2 is reached for example for the
value r = 1/2 as well as as λ→∞ and as r → 1− 0 or equally as r → 0 + .
This completes the proof of proposition 2.2.
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3 Main result: tail estimations for sums of inde-
pendent indicators under non - standard norm-
ing.
Let p(i), i = 1, 2, . . . , n be positive numbers such that 0 < p(i) < 1, and
let A(i) be independent events for which P(A(i)) = p(i). Introduce a sequence
of two - values (binary, generalized Rademacher’s independent random variables
ζ := {ζ(i)}, ζ(i) = I(A(i))− p(i), and define its sum
S(n) := w(n)−1
n∑
i=1
ζ(i), (3.1)
where the norming function w = w(n) is any deterministic strictly increasing to
infinity numerical sequence such that w(1) = 1.
We intend in this section to derive the bilateral uniform expo-
nential bounds for the tail of distribution
Tw(u)
def
= sup
n
sup
{ζ}
max {P(S(n) > u), P(S(n) < −u)} , u > 1, (3.2)
where sup{ζ} is calculated over all the centered Rademacher’s independent random
variables ζ := {ζ(i)}.
The normalization w1/2(n) =
√
n can be considered a classic, see e.g. [13], [17],
chapter 2, sections 2.1 and 2.2. For instance, if the r.v. are i., i.d, centered and
max {P(ζ(i) > u), P(ζ(i) < −u)} ≤ exp
(
−uk
)
, u ≥ 0, k = const > 0,
then
Tw1/2(u) ≤ exp
(
−C(k) umin(k,2)
)
, 0 < C(k) = const <∞,
and the last estimate is essentially non-improvable.
It is known for instance, see [17], chapter 1, section 1.6 that
||
n∑
i=1
ζ(i)|| Sub ≤
√√√√ n∑
i=1
(||ζ(i)|| Sub)2.
Therefore, it is reasonable to suppose
lim
n→∞
w(n)/
√
n =∞;
other case is trivial for us.
On the on the other hand, if
lim
n→∞
w(n)/n =∞,
then evidently
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Tw1/2(u) = 0, u > 1.
Thus, we must exclude also both these cases.
The exact formulating using for us assumptions will be specified below.
We shall touch briefly earlier work in the considered here problem. The particu-
lar case of our statement of problem, even for the sequence of martingale differences,
may be found in the articles [7], [14], [15], [16], [20], [21].
A very interest application to the investigation of the free energy of directed
polymers in random environment is described in the article belonging to Liu Q. and
Watbled F. [16].
Let us now itemize some conditions imposed on the norming function w = w(n).
A1. There exists a strictly decreasing twice continuous differentiable function,
defied on the set λ ≥ 1, which we will denote also w = w(λ), such that w(λ)/λ=n =
w(n), n = 1, 2, 3, . . . .
A2.
λ→∞ ⇒ w(λ)
λ
↓ 0. (3.3)
A3.
λ→∞ ⇒ w(λ)√
λ
↑ ∞. (3.4)
A4. The inverse function λ→ w−1(λ), λ ≥ 1 is convex.
A5. The function λ→ w(λ), λ ≥ 1 satisfies the ∆2 − condition
sup
λ>1
[
w(2λ)
w(λ)
]
<∞. (3.5)
Define also a new function
v(u) = vw(u) :=
(
w−1
)∗
(u), u ≥ 1.
Recall that the transformation f → f ∗ is named Young-Fenchel, or Legendre
transform, see (1.4).
Theorem 3.1. Let all the conditions A1 - A5 be satisfied. We assert then as
u→∞
| lnTw(u) | ≍ vw(u). (3.6)
Proof.
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1. Let us calculate (and evaluate) first of all the moment generating function for
the sequence of r.v. S(n). We have using the independence of the r.v. ζ(i)
EeλS(n) =
n∏
i=1
Eeλζ(i)/w(n) =
n∏
i=1
βp(i)
(
λ
w(n)
)
.
2. One can use the proposition 2.2, more exactly, the estimate (2.5a):
EeλS(n) ≤ coshn
(
λ
w(n)
)
= exp
[
n ln cosh
(
λ
w(n)
)]
, (3.7)
wherein the last inequality (3.7) is sharp: is achievable for instance when all the r.v.
ζ(i) are Rademacher’s.
On the other words, we can and will suppose all the independent variables ζ(i)
have the ordinary symmetrized Rademacher’ distribution,
3. Therefore
sup
n
EeλS(n) ≤ sup
n
exp
[
n ln cosh
(
λ
w(n)
)]
, (3.8)
and it is easily to derive using the known properties of the function w(·)
ln sup
n
EeλS(n) ≍ w−1(λ), |λ| > 1; (3.9)
the case |λ| ≤ 1 is simple.
In particular, if we choose in the right hand (3.8) w(n) = λ, then
ln sup
n
EeλS(n) ≥ C1(w) · w−1(λ), |λ| > 1. (3.9a)
In detail, let λ > 1. There exists an unique value n0 = n0(w, λ) such that
w−1(λ) ≤ n0 < w−1(λ) + 1.
Then
sup
n
EeλS(n) ≥ EeλS(n0),
and we have consequently n0 ≥ w−1(λ);
λ
w(n0)
≥ λ
w(w−1(λ) + 1)
≥ λ
λ+ w(1)
≥ 1
1 + w(1)
,
we exploited the convexity of the function w−1(·), condition A4.
Thus, one can to choose in (3.10)
C1(w) =
1
1 + w(1)
.
We turn now to the withdrawal of the upper bound for the value Z :=
supnEe
λS(n). Define an absolute constant
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C = e + 1/e− 2 ≈ 1.0862 . . . .
For our purpose we estimate:
ln coshλ ≤ λ, λ ≥ 1;
|λ| < 1 ⇒ cosh λ = 1 + λ
2
2!
+
λ4
4!
+
λ6
6!
+ . . . ≤
1 +
λ2
2
×
[
1 + 2 ·
(
1
4!
+
1
6!
+ . . .
)]
=
1 +
λ2
2
× [1 + 2 · (cosh 1− 3/2)] = 1 + C · λ
2
2
;
|λ| < 1 ⇒ ln cosh λ ≤ C · λ
2
2
.
We find combining the obtained estimates for the positive values λ :
lnZ = ln sup
n
EeλS(n) ≤ λ · n
w(n)
· I(n ≤ w−1(λ))+
C · λ
2n
w2(λ)
· I(n ≥ w−1(λ)),
where I(A) denotes the indicator function for the predicate A.
Obviously,
lnZ ≤ λ · µ
w(µ)
· I(1 ≤ µ < w−1(λ))+
C · λ
2µ
w2(λ)
· I(µ ≥ w−1(λ)).
It follows immediately from the assumptions A1 - A5 that the function of the
variable µ, µ ≥ 1 in the right-hand side of the last inequality achieved its maximal
value at the point µ = w−1(λ) and herewith
Z ≤ exp
(
Cw−1(λ)
)
, |λ| > 1.
Totally, we obtained the following uniform bilateral estimates for the moment
generating function of the random sequence S(n) :
exp
(
C1(w) w
−1(λ)
)
≤ sup
n
EeλS(n) ≤ exp
(
Cw−1(λ)
)
, |λ| > 1. (3.10)
4. The proposition of theorem 3.1 follows now from (3.10) and from the main
result of the article [1], see also [17], chapter 1, section 1.4.
Example 3.1. Let for instance w(λ) = λ3/4, λ ≥ 1; then
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ln
∣∣∣∣∣ supn P
(
n−3/4
n∑
i=1
ζ(i) > u
) ∣∣∣∣∣ ≍ u4, u ≥ 1. (3.11)
Remark 3.1. Let us introduce the following function
θ(λ) := sup
n
[
ln coshn
(
λ
w(n)
)]
; (3.12)
so that
sup
n
EeλS(n) ≤ eθ(λ). (3.13)
It follows from the inequality (3.13) by means of Chernov’s inequality only
unilateral inequality
sup
n
max(P(S(n) > u),P(S(n) < −u)) ≤ e−θ∗(u), u ≥ 0, (3.14)
still without all the conditions A1 - A5.
4 Concluding remarks.
A. It is known, see [25], that (after commensuration) if X be a mean zero r.v.
X : EX = 0 and is bounded a.e.: |X| ≤ 1/2, then
EeλX ≤ cosh(λ/2), λ ∈ R.
On the other words,
|| X ||BφR ≤ 1,
herewith the equality in the last estimate is achieved only in the case when X has
the (symmetrical) Rademacher’s binary distribution.
Therefore, all the results of theorem 3.1 remains true for the arbitrary sequence
of independent centered such a variables, not necessary be identical distributed.
This proposition can be considered as some complement to the classical theorem
of W.Hoeffding [9], see also [2].
B. The case of sums of weakly dependent binary r.v., including sums of martin-
gale differences, is investigated in the recent article [22].
References
[1] Bagdasarov D.R., Ostrovskii E.I. An inversion of Tchebyshev’s inequal-
ity. Theory of Probability Applications, (1995), V. 40, Issue 4, 873-878.
12
[2] Bentkus V.On Hoeffdings inequalities.The Annals of Probability 32(2), 1650-
1673, (2004).
[3] Berend D. and Kontorovich A. On the concentration of the missing mass.
Electron. Commun. Probab., 18(3):17, 2013.
[4] Buldygin V.V., Kozatchenko Yu.V. About subgaussian random variables.
Ukrainian Math. Journal, 1980, 32, No 6, 723-730.
[5] Buldygin V.V., Moskvichova K.K. The sub-Gaussian norm of a binary
random variable. Theor. Probability and Math. Statist. Vip. 86, No. 86, 2013,
Pages 33-49.
[6] S. X. Chen and J. S. Liu. Statistical applications of the Poisson-binomial
and conditional Bernoulli distributions. Statist. Sinica, 7(4): 875-892, 1997.
[7] X. Fan, I.Grama and Q.Liu. Large deviations for martingales with expo-
nential condition. arXiv:1111.1407v1 [math.PR] 6 Nov 2011
[8] Gaivoronsky E.I., Ostrovsky E.I. Non-asymptotical estimate of deviation
of multidimensional function of distribution. Theory Probab. Applications,
1991, 36, Issue 3, 111-115.
[9] Hoeffding W. Probability inequalities for sums of bounded random variables.
American Statistical Association Journal, 58, 13-30, 1963.
[10] Kahane J.P. Properties locales des fonctions a series de Fourier aleatoires.
Studia Math. (1960), 19, No 1, 1-25.
[11] Kearns M. and Saul L. Large deviation methods for approximate probabilis-
tic inference. In Proceedings of the Fourteenth conference on Uncertainty in
artificial intelligence, pages 311-319. Morgan Kaufmann Publishers Inc., 1998.
[12] Kiefer J. On large Deviations of the Empiric D.F. of vector chance variables
and a Law of Iterated Logarithm. Pacific J.Math., 1961, 11, No 2, 649-660.
[13] Kozatchenko Yu.V., Ostrovsky E.I. Banach spaces of random variables
of subgaussian type. Theory Probab. And Math. Stat., Kiev, (1985), p. 42-56
(in Russian).
[14] Lesign E., Volny D. Large deviations for martingales. Stochastic Processes
and their Applications, 96, 143-159, (2001).
[15] Li Y. ( 2003.) A martingale inequality and large deviations. Statist. Probab.
Lett., 62, 317-321.
[16] Liu Q., Watbled F. Exponential inequalities for martingales and asymptotic
properties of the free energy of directed polymers in random environment. arXiv:
0812.1719v1 [math.PR] 9 Dec 2008.
[17] Ostrovsky E.I. Exponential Estimations for Random Fields. Moscow-
Obninsk, OINPE, (1999), (in Russian).
13
[18] Ostrovsky E., Sirota L. Exact value for subgaussian norm of centered in-
dicator random variable. arXiv:1405.6749v1 [math.PR] 26 May 2014
[19] Ostrovsky E., Sirota L. Subgaussian and stricktly subgaussian random vari-
able. arXiv:1406.3933v1 [math.PR] 16 Jun 2014
[20] Ostrovsky E. and Sirota L. ⁀Moment and tail inequalities for polynomial
martingales. The case of heavy tails.
arXiv:1112.2768v1 [math.PR] 13 Dez 2011
[21] Ostrovsky E. and Sirota L. Non-improved uniform tail estimates for
normed sums of independent random variables with heavy tails, with applica-
tions.
arXiv: 1110.4879v1 [math.PR] 21 Oct 2011.
[22] Pelekis Cristos, Ramon Jan. Hoeffdings inequality for sums of weakly de-
pendent random variables.
arXiv:1507.06871v1 [math.PR] 24 Jul 2015
[23] Pinelis Iosif. Exact inequalities for sums of asymmetric random variables,
with applications.
arXiv:math/0602556v2 [math.PR] 24 May 2006
[24] Raginsky M. and Sason I. Concentration of Measure Inequalities in In-
formation Theory, Communications, and Coding. Foundations and Trends in
Communications and Information Theory, vol. 10, no. 1-2, pp. 1246, 2013.
[25] Rivasplata Omar. Subgaussian random variables: An expository note. Inter-
net publication, PDF, November 12, 2012.
[26] Schlemm E. The Kearns-Saul inequality for Bernoully and Poisson-binomial
distributions. arXiv:1405.4496v1 [math.PR] 18 May 2014
[27] Serov A.A., Zubkov A.M. A full proof of universal inequalities for the dis-
tribution function of the binonial law. arXiv:1207.3838v1 [math.PR] 16 Jul 2012
[28] Zubkov A.M., Serov A.A. Bounds for the number of Boolean functions ad-
mitting affine approximations of a given accuracy. Discrete Math. Appl., 2010,
20, No 5 - 6, p. 467-486.
14
