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Abstract
Enormous progress has been made in the construction and analysis of adaptive wavelet methods in the recent years. Cohen, Dah-
men, and DeVore showed that such methods converge for a wide class of operator equations, both linear and nonlinear. Moreover,
they showed that the rate of convergence is asymptotically optimal and that the methods are asymptotically optimally efficient.
So far, these methods are based upon biorthogonal wavelets with compactly supported primal and dual functions. Semiorthogo-
nal spline wavelets offer some quantitative advantages, namely small supports and good conditioning of the bases. On the other
hand, the corresponding dual functions are globally supported so that they are ruled out for existing wavelet methods for nonlinear
variational problems. In this paper, we focus on a core ingredient of adaptive wavelet methods for nonlinear problems, namely
the adaptive evaluation of nonlinear functions. We present an efficient adaptive method for approximately evaluating nonlinear
functions of wavelet expansions using semiorthogonal spline wavelets. This is achieved by modifying and extending a method for
compactly supported biorthogonal wavelets by Dahmen, Schneider, and Xu. In order to do so, we introduce a new adaptive quasi-
interpolation scheme, a corresponding prediction and a new decomposition. We give a complete analysis including an investigation
of the complexity.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Enormous progress has been made in the construction and analysis of adaptive wavelet methods for the numerical
solution of a wide class of linear and nonlinear variational operator equations. These operators include partial differ-
ential operators (also systems such as in the Stokes equation) and integral operators. It has been shown in [15,21,23]
that appropriate adaptive wavelet methods converge and in [15,16,22] that the rate of convergence is optimal as com-
pared with the best N -term approximation. So far, these adaptive Wavelet–Galerkin methods require the availability of
biorthogonal wavelets where both primal and dual functions are compactly supported. This rules out semiorthogonal
spline wavelets since the corresponding dual functions are globally supported.
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functions have some properties that make them particularly attractive for numerical purposes. First of all, scaling
functions and wavelets are splines which allow for a fast evaluation. Second, the size of the support of semiorthogonal
spline wavelets is smaller than the support of biorthogonal spline wavelets, so that the corresponding schemes are
more local and also potentially (quantitatively) more efficient. Finally, the level-wise orthogonality results in a better
quantitative stability. This means that the condition number of the wavelet basis Ψ = {ψλ: λ ∈ ∇} is smaller for
semiorthogonal than for biorthogonal wavelets. Let us recall the definition of the condition number of a basis. A family
Ψ = {ψλ: λ ∈ ∇} is a called Riesz basis for a Hilbert space X if it is complete in X and if the inequalities
cΨ ‖d‖2(∇) 
∥∥∥∥∥∑
λ∈∇
dλψλ
∥∥∥∥∥
X
CΨ ‖d‖2(∇), d = (dλ)λ∈∇ , (1.1)
are satisfied, with constants 0 < cΨ  CΨ < ∞. The constants cΨ and CΨ are called lower and upper Riesz bound,
respectively. The fraction
ρΨ := CΨ
cΨ
(1.2)
of the smallest upper and the largest lower Riesz bound is called the condition of the Riesz basis. Obviously, this
number gives a quantitative description of the stability of Ψ with respect to X. The optimal case obviously occurs
when Ψ is an orthonormal basis, i.e. ρΨ = 1. It is meanwhile well known that the larger ρΨ is, the slower is the
convergence of the adaptive wavelet method.
For numerical purposes we require in addition that the basis functions ψλ are compactly supported. With respect
to these requirements Daubechies’ orthonormal compactly support wavelets [28] on L2(R) would be the optimal
choice. However, the use of these functions has some obstructions. Firstly, orthonormality might be a too severe
restriction, e.g. when Ω ⊆ Rn is complicated or when subspaces of H 10 (Ω) have to be considered such as H(div;Ω)
or H(curl;Ω) (where no compactly supported orthonormal wavelet basis exists). Moreover, these functions are not
given by a closed formula but only in terms of a refinement equation. This makes issues like quadrature or point
evaluation (even if possible exactly) possibly costly in an adaptive framework.
Hence, for both issues, piecewise polynomial functions would be convenient. For biorthogonal B-spline wavelets
from [1,25], one can observe condition numbers (numerically) which are not satisfactory (see also Table 3 below).
Several attempts have been made in order to optimize or precondition these bases, e.g. [3,26,29,31,35], which was
quite successful in 1D but not optimal in higher dimensions.
As an alternative, we consider semiorthogonal spline wavelets here. These wavelets are spline functions, which are
levelwise orthogonal and stable on each level. Therefore, Ψ has the Riesz bounds cΨ = minj cΨj and CΨ = maxj CΨj ,
where Ψj consists of all wavelets of the same level (or scale) j . Since stability is much easier to control on a single
level, the commonly used examples of semiorthogonal wavelets posses good quantitative stability properties. The main
reason why they have not been used so far in adaptive Wavelet–Galerkin methods for nonlinear variational problems
lies in the fact that the dual system Ψ˜ is global, i.e., the dual wavelets ψ˜λ are globally supported. This means that the
decomposition scheme relies on an infinite mask. It comes out somewhat surprising that this does not pose an obstacle
as we show in this paper. It should be noted that semiorthogonal spline wavelets have already successfully been used
in Galerkin methods for linear problems, e.g. [32,34].
For nonlinear variational problems, a core ingredient of an adaptive Wavelet–Galerkin method is the evaluation of
nonlinear functions of a wavelet expansion. An efficient approximation method for this task is introduced by Dah-
men, Schneider and Xu in [27] (from now on called DSX-method) for the case of biorthogonal compactly supported
wavelets (see also [2,17] for subsequent investigations and corresponding tests). In this paper, we generalize the DSX-
method to semiorthogonal spline wavelets. Roughly speaking, the DSX-method consists of 4 steps called prediction,
reconstruction, quasi-interpolation and decomposition. It turns out that we have to introduce a new quasi-interpolation
scheme for semiorthogonal spline wavelets. The analysis of this quasi-interpolation scheme will also lead to a partly
new prediction.
This paper is organized as follows. In Section 2 we review preliminaries on semiorthogonal wavelets, adaptive
Wavelet–Galerkin methods and recall the main ingredients of the DSX-method. The remainder of this paper is devoted
to the modification of the DSX-method in [27] for semiorthogonal wavelets. In Section 3, we introduce uniform
(nonadaptive) quasi-interpolation schemes, with emphasis on splines. These schemes are used in Section 4 to construct
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interpolant is studied in Section 6, where also the complete algorithm is described.
Let us emphasize that we focus on the theoretical investigation of the resulting method in this paper. Numerical in-
vestigations, in particular a quantitative comparison with the original DSX-method will be described in a forthcoming
paper.
2. Preliminaries
In this section, we recall some preliminary facts that will be needed throughout the paper.
2.1. Adaptive Wavelet–Galerkin methods for nonlinear variational problems
We briefly review the main facts of adaptive Wavelet–Galerkin methods for nonlinear variational problems, which
we will need in the sequel. Consider the nonlinear boundary value problem
−Δu =Fu in Ω, u = 0 on ∂Ω,
with a given (nonlinear) operator F :H 10 (Ω) → H−1(Ω). Its variational formulation amounts finding u ∈ H 10 (Ω)
such that
a(u, v) = 〈Fu,v〉 for all v ∈ H 10 (Ω),
where the bilinear form is given by a(u, v) := (∇u,∇v)L2 . and 〈·,·〉 denotes the standard duality pairing.
In order to evaluate the nonlinearity Fu, it is convenient to use a collocation method so that Fu can be computed
using point values, see e.g. [33,41]. However, using a Galerkin method based upon a wavelet basis Ψ of H 10 (Ω)
requires the computation (or at least, the approximation) of terms like a(uε,ψμ)L2 and 〈Fuε,ψμ〉 for a given (finite)
approximation uε .
It is known, that a sufficiently good finite approximation of (a(uε,ψμ))μ∈∇ can be computed with cost O(#Λ),
if the entries a(ψλ,ψμ) of the stiffness matrix can be computed at unit cost. This is the case if the wavelets ψλ are
spline functions of compact support (cf. [15]). Since the dual wavelets are not needed here, the global support of these
functions is no obstruction at this point.
This situation changes for the nonlinear terms 〈Fuε,ψμ〉 as can easily be seen by the simple example Fu := u2.
For a finite input
uε =
∑
λ∈Λ
uελψλ,
we obtain〈Fuε,ψμ〉= ∑
λ∈Λ
∑
ν∈Λ
uελu
ε
ν〈ψλψν,ψμ〉,
which requires O((#Λ)2)-operations (thus nonoptimal) if one computes these values in a straightforward way. More-
over, the terms 〈ψλψν,ψμ〉 are integrals of wavelets on fairly different levels. Such integrals can be computed with an
amount of work that is linear in the level difference of the involved functions (see e.g. [5]), which again is nonoptimal.
Hence, one is interested in finding a numerical scheme that is able to approximate 〈Fuε,ψμ〉 up to any desired
accuracy with (asymptotically) optimal complexity. We will use semiorthogonal spline wavelets for this issue.
In the sequel, we will consider the more general setting, that F is a mapping from Ht(Ω) to H−t (Ω) and we have
to find an approximation for the coefficients 〈F u,ψμ〉. The problem is solved if we have a suitable approximation
g of Fu with respect to the H−t -norm, so that the coefficients dλ = 〈g,ψλ〉 can be computed fast. In particular, we
want to choose g such that only a finite (possibly small) number of coefficients dλ does not vanish, so that only these
coefficients have to be computed. From the Riesz stability we know that the coefficients dλ are a good approximation
of 〈F u,ψμ〉.
In the sequel we will always assume that F satisfies the following assumptions.
Assumption 2.1. (1) F is a Lipschitz map, i.e.,
‖Fu−Fv‖H−t (Ω)  LF
(
max
{‖u‖Ht ,‖v‖Ht })‖u− v‖Ht (Ω), (2.1)
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(2) F is local and preserves smoothness in the sense that for any U ⊂ Ω
‖Fu‖Bs∞(L∞(U))  CF
(‖u‖Ht )‖u‖Br∞(L∞(U)), r − s  2t, (2.2)
where CF (‖u‖Ht ) = CF (‖u‖Ht (U)) with a nondecreasing function CF :R+ → R+.
(3) If we are able to evaluate any function value of u or its derivatives at fixed cost, then Fu(x) can be computed
with a fixed number of computations for any x in Ω .
These assumptions can be verified, e.g., for many differential operators of the form
Fu(x) = F (Dα1 u, . . . ,Dαnu), (2.3)
where F :Rm → R satisfies suitable smoothness conditions (see e.g. [18,40]). In particular, for many choices of F
(e.g. F(t) = tM+1) one obtains
CF
(‖u‖Ht )= c˜F ‖u‖MHt , (2.4)
where M depends only on F , while c˜F depends also on the chosen Besov norms, i.e., for the norm defined in (2.12)
on the particular wavelet basis.
2.2. Semiorthogonal wavelets
Most examples of semiorthogonal wavelets (also known as pre-wavelets) on L2(R) are induced by a multiresolution
analysis (MRA) which is generated by a refinable function φ. We do not want to restrict ourselves to this particular
1D so called cardinal case only and consider MRA in L2(Ω), where Ω ⊆ Rn. Let S = {Sj }j0 denote a MRA,
i.e., a sequence of nested spaces Sj ⊂ Sj+1 with trivial intersection such that the union of all these spaces is dense
in L2(Ω). However, for notational convenience we restrict ourselves first to the simple case Ω =  := [0,1]n (and
tensor products of wavelets for L2([0,1])).
It should be noted that this is not a limitation of generality of the presented method. In fact, all constructions of
wavelets on general domains we are aware of include a decomposition of the domain Ω and parametric mappings
of the induced subdomains to . Thus, it is not just convenient to work on , but follows also the spirit of wavelet
constructions on general domains.
In what follows, the abbreviation A B will indicate the existence of an absolute constant c > 0 such that A cB ,
and by A ∼ B we always mean that A B A. Furthermore, scaling functions and wavelets will be labeled by pairs
λ = (j, k) and triplets λ = (j, k, e) of indices, respectively, where |λ| = j ∈ N0 denotes the scale or level of a function.
The index k ∈ Zn usually refers to the location in space and e ∈ {0,1}n to the type of wavelet. For any index set Λ we
collect in
Λj :=
{
λ ∈ Λ: |λ| = j} (2.5)
all indices on a fixed level j ∈ N0. For convenience, we have collected all used notations for index sets in Table 1.
Throughout the remainder of this paper, we pose the following assumptions. Note that these assumptions can easily
be verified for standard examples.
Assumption 2.2. Let Φ := {φλ: λ ∈ Δ} with a suitable index set Δ ⊂ N0 × Zn, be a family of L2(Ω)-functions
satisfying the following properties:
Table 1
Notations for index sets
∇ Wavelet indices corresponding to the full basis Ψ
∇j Wavelet indices corresponding to level j , i.e., Ψj
Δ Scaling function indices for all levels, i.e., Φ
Δj Scaling function indices on level j , i.e., Φj for Sj
Λ (Adaptively chosen) subset of ∇ corresponding to ΨΛ
Λj Indices in Λ on level j , see (2.5)
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suppφ(j,k) ⊂ σ(j,k) := 2−j
(
k + [0, d]n), (2.6)
for some d ∈ N, which in particular implies |suppφλ|  2−n|λ|, where |U | denotes the Lebesgue measure of
U ⊂ Rn.
(2) The system Φj := {φλ: λ ∈ Δj } is a Riesz basis of Sj := spanΦj with Riesz bounds cΦ and CΦ independent
of j , i.e.,
cΦ‖cj‖2(Δj ) 
∥∥∥∥∥∑
λ∈Δj
cλφλ
∥∥∥∥∥
L2
 CΦ‖cj‖2(Δj ), cj = (cλ)λ∈Δj ∈ 2(Δj ).
(3) The system Φj is locally linear independent, i.e., if for any open set U ⊂ Ω∑
λ∈Δj
cλφλ|U = 0,
then cλ = 0 for all λ ∈ Δj with |σλ ∩U | = 0.
(4) The system is refinable, i.e., there exist coefficients aλ,μ ∈ R such that
φλ =
∑
μ∈Δ|λ|+1
aλ,μφμ. (2.7)
(5) The system Φj is exact of order m ∈ N, i.e., algebraic polynomials up to order m (degree m−1) can be represented
exactly by Φj , i.e. Πm−1 ⊂ Sj . In particular, we assume that 2−nj/2Φj forms a partition of unity, i.e.,
2−nj/2
∑
λ∈Δj
φλ = 1. (2.8)
The local linear independence implies that if σ(j+1,) ⊂ σ(j,k) then a(j,k),(j+1,) = 0, i.e., for any λ only (d + 1)n
summands in the refinement equation (2.7) can be nonzero.
Since Φj is a Riesz basis of Sj there exists a dual basis Φ˜j = {φ˜λ, λ ∈ Δj } ⊂ Sj (i.e., in the same space Sj ), which
is uniquely determined by the conditions
φ˜(j,k) ∈ Sj and (φλ, φ˜μ)L2 = δλ,μ, λ,μ ∈ Δj . (2.9)
In general, the dual scaling functions φ˜λ do not have local support, but are supported in the entire domain Ω .
The wavelet space Wj is the orthogonal complement of Sj in Sj+1, i.e.,
Sj+1 = Sj ⊕Wj and Sj⊥Wj .
Obviously, the spaces Wj are mutually orthogonal. By choosing orthonormal bases for the Wj one can construct an
orthonormal wavelet basis for L2(Ω). However, the elements of such a basis will have global support in general. This
problem can often be circumvented by demanding only Riesz bases for the wavelet spaces Wj . In the sequel, we will
assume that we have wavelets ψλ available which satisfy the following assumptions:
Assumption 2.3. Let Ψ := {ψλ: λ ∈ ∇} with a suitable index set ∇ ⊂ ({−1} ∪ N0) × Zn × {0,1}n (#∇j = #Δj+1 −
#Δj ∼ 2nj ) satisfy the following properties:
(1) W−1 := S0.
(2) The system Ψj := {ψλ: λ ∈ ∇j }, j ∈ {−1}∪N0, is a Riesz basis of Wj with Riesz bounds cΨ and CΨ independent
of j , i.e.,
cΨ ‖cj‖2(∇j ) 
∥∥∥∥∥∑
λ∈∇j
cλψλ
∥∥∥∥∥
L2
 CΨ ‖cj‖2(∇j ), cj = (cλ)λ∈∇j .
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suppψ(j,k,e) ⊂ ω(j,k,e) := 2−j
(
k + [−L,L]n) (2.10)
for some L ∈ N, which in particular implies |suppψλ| 2−n|λ|.
Since Wj ⊂ Sj+1 we know that there exist coefficients bλ,μ (the so called wavelet coefficients) so that
ψλ =
∑
μ∈Δ|λ|+1: σμ⊂ωλ
bλ,μφμ. (2.11)
From the local support of ψλ we deduce that the number of terms in the above sum is bounded by a constant indepen-
dent of λ. Again, there is a dual basis {ψ˜λ, λ ∈ ∇j } ⊂ Wj , which is uniquely determined by the conditions ψ˜λ ∈ Wj
and (ψλ, ψ˜μ)L2 = δλ,μ, λ,μ ∈ ∇j . Usually, also ψ˜λ does not have local support.
Since
⋃
j Sj is dense in L2(Ω), we know that Ψ is complete. Using the orthogonality between the levels it is easy
to show that Ψ is a Riesz basis of L2(Ω) with Riesz bounds cΨ and CΨ . Usually it is easy to determine Riesz bounds
for a single level, but without semiorthogonality it is often impossible to determine exact Riesz bounds for Ψ . The
dual basis of the complete system Ψ is obviously given by Ψ˜ = {ψ˜λ: λ ∈ ∇}.
Frequently used examples of semiorthogonal wavelets are the spline wavelets for L2(R) by Chui and Wang
[9,11,12] and their modification to L2([0,1]) by Chui and Quak [10]. The construction of semiorthogonal spline
wavelets is motivated by the fact that there are no compactly supported orthogonal spline wavelets (except for
spline order 1) and for the biorthogonal spline wavelets from [20,25] the dual basis functions are not splines.
Further studies of semiorthogonal wavelets can e.g. be found in [4,7,30,36–39]. The fact that these functions are
splines allows one to use any efficient algorithm that is known for splines (such as point evaluation, for exam-
ple).
As already mentioned above there are at least two more properties of semiorthogonal spline wavelets that make
them attractive for numerical simulations, namely their quantitative localization and stability properties. Table 2 shows
the sizes of the support of semiorthogonal spline wavelets by Chui and Wang [9,11,12] as compared to biorthogonal
spline wavelets from [20].
Except the case m = m˜ (which often gives rise to stability problems, see [19]) semiorthogonal spline wavelets have
smaller support then biorthogonal wavelets of the same order.
Finally, let us show some values for the condition numbers of semiorthogonal and biorthogonal spline wavelets.
In Table 3, condition numbers for semiorthogonal spline wavelets and scaling functions by Chui and Wang [9,11,
12] for the real line R and of Chui and Quak [10] for the interval are listed. We compare these with the cor-
responding values for biorthogonal B-spline wavelets for some values of m and m˜ both on R and also on the
interval for the particular construction in [8]. Note that in the latter case, the condition numbers only depend weekly
on m˜. For the interval, we determined these numbers up to level 11, but the behavior of the values for increas-
ing j gives strong evidence that these values are already close to the true condition numbers ρ[0,1]Φ and ρ
[0,1]
Ψ .
Furthermore, we want to mention that we have L2-normalized these wavelets and scaling functions (in contrast
to [10]).
These considerations indicate why there is some interest in using semiorthogonal spline wavelets also for nonlinear
variational problems.
Table 2
Sizes of the supports of semiorthogonal and biorthogonal spline wavelets
Type/m 2 3 4 5 6 7 8 m
Semiorthogonal 4 6 8 10 12 14 16 2m− 2
Biorthogonal m˜ = m 3 5 7 9 11 13 15 2m− 1
Biorthogonal m˜ = m+ 2 5 7 9 11 13 15 17 2m+ 1
Biorthogonal m˜ = m+ 4 7 9 11 13 15 17 19 2m+ 3
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Condition numbers for scaling functions and wavelets of Chui and Wang (ρRΦ and ρRΨ ) for L2(R), and of Chui and Quak (ρ
[0,1]
Φj
and ρ[0,1]Ψj )
for L2([0,1]) and j  11 in dependence of the spline order m. For comparison, we also display corresponding numbers for biorthogonal spline
wavelets on R from [20] and on [0,1] from [8]
m Semiorth. ρΩΨj biorth.
ρRΦ ρ
R
Ψ ρ
[0,1]
Φj
ρ
[0,1]
Ψj
m = m˜, R m˜ = m+ 10, R [0,1]
2 3.0 2.3 3.0 2.3 10 4.2 4.1
3 7.5 3.5 7.6 3.5 80 16.0 16.0
4 18.5 5.9 19.3 6.0 ∞ 64.0 64.1
5 45.7 10.4 49.8 11.7 ∞ 256.2 264
6 112.8 18.7 130.4 21.2 ∞  1024  1024
7 278.4 33.9 345.0 50.3 ∞  4096  4096
8 686.9 61.6 920.7 158.4 ∞  16,384  16,384
2.3. Characterization of Besov spaces
For later purposes, we recall the characterization of Besov spaces in terms of (semiorthogonal) wavelets. If the
spaces Sj satisfy the Jackson estimates
inf
vj∈Sj
‖f − vj‖L2(Ω)  2−αj‖f ‖Hα(Ω), f ∈ Hα(Ω),
and Bernstein estimates
‖vj‖Hα(Ω)  2αj‖vj‖L2(Ω), vj ∈ Sj ,
for all α ∈ (0, σ ) and some σ > 0, then it is known that the wavelets normalized with respect to the Hα-norm form a
Riesz basis for Hα(Ω), α ∈ (−σ,σ ), i.e., we have the norm equivalence∥∥∥∥∥∑
λ∈∇
dλψλ
∥∥∥∥∥
Hα(Ω)
∼
(∑
λ∈∇
22|α|λ|dλ|2
)1/2
(see e.g. [24, Theorem 5.8]). In particular, for semiorthogonal spline wavelets of order d we have σ = d − 12 .
Furthermore, we define the Besov space Bαq (Lp(Ω)), max(0, dp − d) < α, 0 <p,q ∞ as the set of all functions
for which∥∥∥∥∥∑
λ∈∇
dλψλ
∥∥∥∥∥
Bαq (Lp(Ω))
:=
( ∞∑
j=−1
2qj (α+
n
2 − np )
( ∑
λ∈∇j
|dλ|p
)q/p)1/q
(2.12)
is finite with the usual change if p = ∞ or q = ∞. For α < γ with a suitable chosen γ (depending on the regularity
of the wavelets) this (quasi)norm is equivalent to other (quasi)norms used for the definition of Besov spaces, e.g., in
terms of moduli of smoothness (see e.g. [13]).
For the rest of the paper, we will always assume that the above norm equivalences are satisfied, if they are needed.
2.4. Tree-like index sets
In this section, we briefly collect some notation e.g. from [27] on index sets with tree structure which will be needed
for the analysis of our prediction. To any index λ = (j, k) or λ = (j, k, e) we associate its support cube
λ := 2−j (k +). (2.13)
We say that an index set Λ ⊂ ∇ or Λ ⊂ Δ has tree structure if λ ∈ Λ implies λ′ ∈ Λ for all λ′ ∈ ∇ such that λ ⊂λ′ .
With
ΣTN :=
{∑
dλψλ: #Λ = N, Λ has tree structure
}λ∈Λ
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tN (f )t := inf
sN∈ΣTN
‖f − sN‖Ht (Ω).
If f is contained in the Besov space Bαp(Lp(Ω)), α > t + np − n2 (as defined in (2.12)), one can show that
tN (f )t ∼ N t−αn ‖f ‖Bαp(Lp(Ω)).
In particular, this error has the same rate as general best N -term approximation, where Λ does not need to be a tree,
as long as α > t + n
p
− n2 . Only if α = t + np − n2 and q  p the above error estimate is still satisfied for best N -term
approximation, while it does not hold anymore for tN (f )t . For details we refer to [14].
2.5. The DSX-algorithm
Now we briefly describe the main ingredients of the algorithm introduced by Dahmen, Schneider and Xu in [27]
for evaluating nonlinear functions of wavelet expansions, which we will refer to as DSX-algorithm. This algorithm
consists of four main steps which we will detail in the sequel. Here we also take into account more recent results from
[2,6,18] and point out, where modifications are made.
We always start with a known finite approximation uε of a function u ∈ Ht(Ω), i.e.,
uε =
∑
λ∈Λu,ε
uλψλ,
∥∥u− uε∥∥
Ht
 ε, (2.14)
with a finite index set Λ = Λu,ε ⊂ ∇ . The goal is to determine a fully computable approximation g of Fu of similar
accuracy as the approximation to the input u, i.e.,
g =
∑
λ∈Λˆ
dλψ˜λ and ‖g −Fu‖H−t (Ω)  ε,
where the index set Λˆ = Λˆ(u, ε,F,Ψ, Ψ˜ ) is as small as possible and will be adaptively chosen. Due to (2.1) we know
already that∥∥Fu−Fuε∥∥
H−t (Ω)  ε.
Therefore, we will consider the equivalent problem to find a finite approximation
g =
∑
λ∈Λˆ
dλψ˜λ with
∥∥g −Fuε∥∥
H−t (Ω)  ε. (2.15)
The core algorithm reads as follows.
Algorithm 2.4. Input: uε , Λ, ε
(1) Prediction: Predict the set Λˆ ⊂ ∇ of significant indices in (2.15);
(2) Reconstruction: Determine a ‘local scaling function representation’ (to be explained later) of uε , which permits
a fast computation of function values;
(3) Quasi-interpolation: Based on the prediction, compute a quasi-interpolant g = A(Fuε) in a finite local scaling
function representation, using function values of Fuε;
(4) Decomposition: Compute the wavelet coefficients dλ, λ ∈ Λˆ, of g.
These steps are not entirely independent of each other. In particular, the prediction and the quasi-interpolation are
linked by an error functional as we will describe in the sequel.
Let us now briefly give some background information on these steps.
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In [27], a first framework for a prediction was introduced. In [18], a complete algorithm is presented which predicts
a set Λˆ, so that (2.15) is satisfied for dλ = 〈Fuε,ψλ〉, λ ∈ Λˆ. If we are able to evaluate the integrals 〈Fuε,ψλ〉 exactly,
then we are done. However, it may be impossible or at least too costly to compute these integrals exactly as pointed
out in [2]. Therefore, we have to approximate the integrals 〈Fu,ψλ〉 by a suitable quadrature formula. However, we
need another prediction to determine which function values are needed in order to achieve the desired accuracy of the
quadrature. In [2], a possible solution is presented, but it is only derived heuristically and no proven error estimates
and work counts are given. Here, we will treat both problems at once in the quasi-interpolation step.
Our goal will be to find an approximation g = A(Fuε) of Fu using only the wavelet coefficients of the finite
approximation uε , so that g has a finite representation in terms of the dual wavelets. That means the prediction has to
be designed together with the approximation operator A.
A basic ingredient of the method in [18] is the adaptive refinement of partitions or trees described in [6]. Here, we
consider a partition of Ω into disjoint dyadic cubes λ, λ = (j, k) ∈ L := {λ ∈ N0 × Zn: |λ ∩ Ω| = 0}, i.e., we are
looking for a collection Γ ⊂ L such that
Ω =
⋃
λ∈Γ
λ and |λ ∩μ| = 0 for λ,μ ∈ Γ, λ = μ. (2.16)
In what follows we will identify any index set Γ satisfying (2.16) with the corresponding partition. Now, we assume
we are given a functional e which associates to each cube λ, λ ∈ Γ , a nonnegative real number e(λ), so that the
refinement property∑
ν∈L|λ|+1ν⊂λ
e(ν) e(λ) (2.17)
is satisfied. Remember that as in (2.5) the index set Lj is the set of all indices λ ∈ L so that |λ| = j .
For our particular problem, e(λ) will be an upper bound for the local error of the approximation AΓ (Fuε) (which
depends on Γ ) on λ. Then,
E(Γ ) :=
∑
λ∈Γ
e(λ)
is an upper bound for the global approximation error.
The aim of the prediction is to find a partition Γ so that for a given δ > 0
E(Γ ) δ,
while Γ is small. In [6], a detailed description for a method solving this problem is presented. However, we will
present a simpler method, which is based on a particular error functional, which will be introduced in Section 5 below.
2.5.2. Quasi-interpolation
The goal of the quasi-interpolation is to find an approximation of Fuε , which satisfies the desired error estimate
and has a finite, easy computable wavelet representation in the quasi-interpolation step.
If we can find for any given index set Γ an approximation g of f = Fuε so that ‖f − g‖L2(Ω)  E(Γ ), then we
will be able to solve (2.15).
As in [27], our goal is to find a family of quasi-interpolation operators AΓ :C(Ω) → span{ψ˜λ: λ ∈ Λˆ} (with a
finite Λˆ depending on Γ ) and an associated error functional e(λ) = e(uε,F;λ) such that
‖AΓ f − f ‖2L2(λ)  e
(
uε;λ), λ ∈ Γ, (2.18)
while #Γ  #Λ. By a suitable prediction algorithm one can then determine an index set Γ such that
‖AΓ f − f ‖2H−t (Ω) E(Γ ) ε2.
In [27], AΓ f is computed as a linear combination of the dual scaling functions φ˜λ. Since these functions are no
longer compactly supported in the case of semiorthogonal spline spaces, this approach does not work anymore. On
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Therefore, it is possible to compute AΓ f in terms of the primal scaling functions.
We give a detailed description of the quasi-interpolation in Sections 3 and 4, where we also point out modifications
to the method in [27].
2.5.3. Reconstruction
For the computation of AΓ (f ) it is convenient only to use function values of f . For the fast computation of
function values it will be necessary that we can evaluate values of uε and certain derivatives at fixed cost (cf. Assump-
tion 2.1(3)). Note, however, that uε is given in terms of its wavelet expansion. Thus, the number of operations for
computing a value Dαuε(x), x ∈, depends on Λ, and grows with the number of levels involved.
Therefore, a change into a representation with respect to scaling functions on several levels is performed, a so-
called local scaling function representation which permits efficient point evaluation algorithms. One starts with the
wavelet representation of uε as in (2.14) and one aims at the alternative representation
uε =
∑
λ∈I
cλφλ, (2.19)
with some subset I ⊂ Δ (see Assumption 2.2). Note that such a representation is of course not unique. For computa-
tional reasons one wants to find a representation which satisfies the following two conditions:
(1) The number of nonzero coefficients in (2.19) should be ‘small,’ i.e., #I  #Λ.
(2) To compute the function value uε(x), x ∈ Ω , only a fixed number of terms in (2.19) shall be needed, i.e.,
#{λ ∈ I: x ∈ σλ} 1
with σλ given in (2.6) and a constant independent of x, I , and u.
The first condition ensures that the representation can be computed with O(#Λ) operations using the refinement
equations (2.11) and (2.7). The second condition permits the computation of function values at unit cost.
Just to explain the idea consider
uε =
J−1∑
j=−1
∑
λ∈Λj
uλψλ.
Using the refinement equation (2.11) one obtains
uε =
J∑
j=0
∑
μ∈Mj
c˜μφμ,
where c˜μ :=∑λ∈Λj bλ,μuλ and Mj are index sets arising from the refinement equation. Then, the repeated applica-
tion of refinement equation (2.7) yields
uε =
r−1∑
j=0
∑
μ∈Ij
cμφμ +
∑
μ∈Mr
cμφμ +
J∑
j=r+1
∑
μ∈Mj
c˜μφμ, r = 1, . . . , J,
with
Ij =
{
μ ∈Mj : σμ /∈
⋃
λ∈Mj+1
σλ
}
and
cμ := c˜μ +
∑
λ∈Mr−1\Ir−1
aλ,μcλ.
For r = J we obtain the desired representation (2.19). For a tree structured index set Λ one can determine the sets
Mj such that (2.19) satisfies the conditions above. For details we refer to [27].
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in order to have a fast reconstruction algorithm of order O(#I), based on the refinement equations (2.11) and (2.7).
The dual scaling functions and wavelets do not play any role in the reconstruction so that their global support is not
an obstruction at this point. Hence, the reconstruction has not to be changed for semiorthogonal spline wavelets.
Therefore we will not investigate the reconstruction step in this article, but we will always assume that values and
derivatives of uε at any given x ∈ Ω can be computed at fixed cost so that in consequence Fuε(x) can be computed
at fixed cost.
2.5.4. Decomposition
The quasi-interpolation leads to an approximation of f = Fuε by a local scaling function representation in terms
of the dual scaling functions. In order to obtain the desired approximation of f in terms of the dual wavelet basis,
we need a decomposition algorithm. Since the decomposition algorithm for dual wavelets needs the refinement co-
efficients of the primal basis functions, local support of the primal scaling functions is sufficient in order to have a
fast decomposition algorithm as in [27]. We will clarify this point in Section 6, where the decomposition algorithm is
derived.
In order to summarize, we have to modify the following parts of the DSX-method:
• construct a new quasi-interpolation for the use of semi-orthogonal wavelets;
• show that a fast decomposition algorithm for the dual wavelets can be implemented using only the compact
support of primal scaling functions and wavelets;
• introduce a modified quasi-interpolation scheme; and
• a new prediction method.
3. Quasi-interpolation schemes
In this section, we consider quasi-interpolation schemes in general (i.e., nonadaptive) and give examples in terms
of splines. These schemes will be used in Section 4 below to construct a corresponding adaptive quasi-interpolant. Let
us start by defining such schemes.
In the sequel, we consider linear operators Qj :Lp(Ω) → Sj , j ∈ N0, p  1, which provide an approximation of
optimal order. Obviously, any linear mapping into Sj can be written as
Qjf =
∑
λ∈Δj
qλ(f )φλ (3.1)
with (uniquely determined) functionals qλ. In order to ensure a certain order of approximation, one often wants the
operators to be quasi-interpolation operators.
Definition 3.1. We say the linear operators Qj :Lp(Ω) → Sj , j ∈ N0, form a quasi-interpolation scheme, if the
following conditions are satisfied:
(a) Qj preserves polynomials of degree less than m ∈ N, i.e., QjP = P for P ∈ Πm−1.
(b) The operators Qj are local and uniformly bounded, i.e., there are a constant CQ < ∞ independent of j and a
compact set K so that for each U ⊆ Ω
‖Qjf ‖Lp(U)  CQ‖f ‖Lp(U+2−jK). (3.2)
The locality in Definition 3.1(b) in particular implies that for any fixed x ∈ Ω the value Qjf (x) depends only on
values f (y) with |x − y| 2−j .
In particular, for computational purposes it is useful that the functionals qλ = q(j,k) are local, i.e., they should only
depend on function values in a neighborhood of 2−j k. In the sequel, we will assume that∣∣q(j,k)(f )∣∣Cq2j ( np − n2 )‖f ‖Lp(2−j (k+K ′)),
with a compact set K ′, which implies immediately that (3.2) is satisfied for K = K ′ + [0, d]n (if the scaling functions
φλ ∈ Lp(Ω) satisfy Assumption 2.2).
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Coefficients γd,
d γd, CQ
1 1 1
2 1 1
3 − 18 , 54 , − 18 32
4 − 16 , 43 , − 16 53
5 471152 , − 107288 , 319192 , − 107288 , 471152 17972
6 13240 , − 715 , 7340 , − 715 , 13240 4315
Let us give some examples that will be important in the sequel.
Example 3.2 (The cardinal case). Let Ω = R and φ(j,k) = 2 j2 φ(2j · −k), j, k ∈ Z, for a given refinable compactly
supported function φ. Usually, one considers functionals q(j,k) defined by q(j,k)(f ) = 2− j2 q(f (2−j · +k)) for some
‘mother functional’ q :Lp → R. Hence, we obtain Qjf (x) = Q(f (2−j ·))(2j x), where
Qf (x) =
∑
k∈Z
q
(
f (· + k))φ(x − k). (3.3)
If Q is a bounded, linear, local operator which preserves polynomials, then it follows immediately that Qj is a quasi-
interpolation scheme in the sense of Definition 3.1 with CQ = ‖Q‖Lp(R)→Lp(R).
One often is interested in the case p = ∞ (f ∈ C(R)), which is particularly useful because one can define q as a
weighted sum of point values q(f ) =∑L=−L wf (+ τ) with some τ ∈ R, suitable weights w ∈ R, and L ∈ N.
Example 3.3 (Cardinal splines). Let φ = Nd be the cardinal B-spline of order d . Following a result of Zheludev [42]
one can choose the specific functional
q(f ) :=
 d−12 ∑
=0
(−1)βd,Δ˜21 f
(
d
2
)
(3.4)
to obtain quasi-interpolation operators, which are exact for polynomials of degree d − 1. Here, Δ˜h denotes the sym-
metric difference defined by Δ˜1hf (x) := f (x + h2 ) − f (x − h2 ) and Δ˜+1h f (x) := Δ˜1hΔ˜hf (x). The coefficients βd,
are defined via the generating function(2 arcsin t2
t
)d
=
∞∑
=0
βd,t
2. (3.5)
Note that the functional q defined in (3.4) can be expanded in terms of point values of f in the following form:
q(f ) =
{∑d−1
=1 γd,f (), if d is even,∑d
=1 γd,f (− 12 ), if d is odd,
where the weights γd, can be determined explicitly from (3.4). The values for d  6 are given in Table 4.
One easily checks that in this case the compact set K in Definition 3.1 can be chosen as K = [1 − d, d − 1] for
even d and K = [ 12 − d, d − 12 ] for odd d .
Example 3.4 (Splines on the unit interval). Here, we consider splines with uniformly distributed knots as they are
used for the construction of wavelets on the interval [10,25]. Let the level j be fixed. We assume that the basis {φ(j,k):
k = 1−d, . . . ,2j −1} of Sj consists of the ‘interior’ B-splines φ(j,k) = Nd(2j ·−k), k ∈ I intj := {0, . . . ,2j −d}, as well
as left and right boundary splines φj,k , k ∈ I l := {1−d, . . . ,−1} and k ∈ I r := {2j +1−d, . . . ,2j −1}. The boundaryj j
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k ∈ I rj }, respectively.
Since Πd−1([0,1]) ⊂ span{φj,k: k ∈ Ij }, Ij := I lj ∪ I intj ∪ I rj , we conclude that for each polynomial P ∈
Πd−1([0,1]) ⊂ Sj there exist uniquely determined coefficients (cj,k(P ))k∈Ij such that P =
∑
k∈Ij cj,k(P )φ(j,k).
That is, we need functionals q(j,k) so that q(j,k)(P ) = cj,k(P ) for all P ∈ Πd−1([0,1]). Obviously, we can use the
functional q from (3.4) introduced above in order to obtain the coefficients of the interior B-splines, i.e., we set
q(j,k)(f ) := q(f (2−j (· + k))), k ∈ I intj . Now, consider a fixed k ∈ I lj ∪ I rj . We choose knots xk, ∈ 2−j (k + K ′),
 = 0, . . . , d − 1, which are mutually different, and where K ′ is as before a compact set independent of (j, k). We
want to compute q(j,k) from function values at these knots, i.e.,
q(j,k)(f ) =
d−1∑
=0
wk,f (xk,), k ∈ I lj ∪ I rj ,
with suitable weights wk,. Inserting the monomials Pν(x) = xν in this equality we obtain
d−1∑
=0
wk,x
ν
k, = cj,k(Pν), ν = 0, . . . , d − 1,
i.e., the weights wk, are the solution of the above system of equations, which has a unique solution, since the corre-
sponding system matrix is a transposed Vandermonde matrix. Thus, polynomials of order at most d−1 are reproduced
by the quasi-interpolation operator Qj defined by these functionals in terms of (3.1). Obviously, the operator con-
structed in this way is local, too.
However, it is not clear at this point how one should choose the knots xk, in order to obtain a particular ‘good’
quasi-interpolation operator (whatever this may mean in the particular application at hand).
4. Adaptive quasi-interpolation
We now extend the above constructed spline quasi-interpolation schemes to an adaptive version. Our approach is
similar to that from [27]. However, there are some modifications to the presentation there. First, as in [27] we are
starting from a dyadic partition of Ω , but we do not impose any additional restrictions on Ω such as M-gradedness
of the partition in [27]. Furthermore, starting from the general, but well understood concept of quasi-interpolation,
makes it possible to consider a wider class of approximation schemes than in [27]. In this section, we investigate only
analytical properties of the adaptive quasi-interpolants, while we present a computational realization in Section 6.
In what follows, Qj will always be a quasi-interpolation scheme introduced in Definition 3.1. Let a partition Γ as
in (2.16) be given. We set
j0 = min
λ∈Γ |λ| and J = maxλ∈Γ |λ|.
Denote now by
Ωj =
⋃
λ∈Γj
λ
the area covered by the cubes from level j . Note that Ω is the union of the disjoint sets Ωj . Now we define
Ajf :=
∑
λ∈Ij
qλ(f )φλ
with
Ij :=
{
λ ∈ Δj : |σλ ∩Ωj | = 0
}
, (4.1)
where σλ is the support of the corresponding scaling function (see (2.6)). Note that Ij is the minimal index set for
which Ajf |Ωj = Qjf |Ωj .
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AΓ,J . Then, it is natural to set
AΓ,jf := AΓ,j−1f +Ajf −
∑
λ∈Ij
(AΓ,j−1f, φ˜λ)L2φλ. (4.2)
Note, that φ˜λ in general does not have local support. However, that does not pose a problem here, since AΓ,j−1f ∈
Sj−1 so that each coefficient (AΓ,j−1f, φ˜λ)L2 can be determined by a finite number of operations, using the refinement
relation (2.7) and duality. For the numerical realization of AΓ we refer to Section 6.
Furthermore, we want to emphasize that although the definition of AΓ is similar to the one in [27], there are two
main differences. First, the class of possible quasi-interpolation operators Qj is more general than the ones in [27].
Furthermore, it is not necessary that σλ ∩ σμ = ∅ for λ ∈ Ij and μ ∈ Ir , r  j − 2, as implied by [27, (5.12)], but we
only need a partition, which satisfies (2.16). Despite those generalizations, AΓ satisfies the same error estimates as in
[27], as we will show in the sequel.
In the following theorem we summarize some essential properties of AΓ for later reference for its use as quasi-
interpolant.
Theorem 4.1. The operator AΓ defined in (4.2) is an adaptive quasi-interpolation operator in the sense that
(a) it preserves all polynomials P ∈ Πm−1, i.e., AΓ P = P ,
(b) it is local with respect to Γ , i.e., for any open set U ⊂ Ωj we have
AΓ f |U = AΓ (χU+2−jKf )|U ,
where K is the compact set from Definition 3.1.
Proof. (a) We will show by induction that
AΓ,jP (x) = P(x), P ∈ Πm−1, x ∈ Ωr, r = j0, . . . , j. (4.3)
From the definition of AΓ,j0 := Aj0 we know that the statement is true for j = j0.
Assume now that (4.3) holds for j − 1. If x ∈ Ωr , r = j0, . . . , j − 1, we know by induction hypothesis that
AΓ,j−1P(x) = P(x). Since AΓ,j−1P ∈ Sj and P ∈ Sj we know
AΓ,j−1P =
∑
λ∈Δj
(AΓ,j−1P, φ˜λ)L2φλ, P =
∑
λ∈Δj
(P, φ˜λ)L2φλ.
By local linear independence we conclude that (AΓ,j−1P, φ˜λ)L2 = (P, φ˜λ)L2 if |σλ ∩Ωr | = 0, r = j0, . . . , j − 1.
Since QjP = P we have qλ(P ) = (P, φ˜λ)L2 . Hence,
AΓ,jP (x) = P(x)+
∑
λ∈Ij , |σλ∩Ωr |=0
(
qλ(P )− (AΓ,j−1P, φ˜λ)L2
)
φλ(x) = P(x),
for x ∈ Ωr and r < j .
On the other hand, if x ∈ Ωj we have AjP (x) = QjP (x) = P(x) and since AΓ,j−1f ∈ Sj we get∑
λ∈Ij
(AΓ,j−1f, φ˜λ)L2φλ(x) =
∑
λ∈Δj
(AΓ,j−1f, φ˜λ)L2φλ(x) = AΓ,j−1f (x), x ∈ Ωj, (4.4)
which immediately yields AΓ,jP (x) = P(x), x ∈ Ωj , and (4.3) is shown. In particular, for j = J we obtain (a).
(b) Let U ⊂ Ωj be open. By (4.4) we know, that AΓ,jf (x) = Ajf (x) = Qjf (x). From the locality of Qj (see
Definition 3.1(b)) we know for g := χU+2−jKf that Qjg|U = Qjf |U . Hence, AΓ,jg|U = AΓ,jf |U and∑
λ∈Δj+1
(AΓ,j g −AΓ,jf, φ˜λ)L2φλ|U = 0.
Now, local linear independence implies that (AΓ,j g, φ˜λ)L2 = (AΓ,j f, φ˜λ)L2 if |σλ ∩ U | = 0, i.e., the relevant coeffi-
cients in (4.2) are equal.
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AΓ,j+1f |U . Now, by induction one shows immediately that AΓ g|U = AΓ f |U . 
The operator AΓ is a finite sum of bounded operators and hence it is bounded itself. Unfortunately, ‖AΓ ‖
may depend on Γ , because the number of terms in this sum grows with J − j0. One possibility, which was used
in [27], is the condition of M-gradedness, which roughly means that one considers only partitions Γ for which
dist∞(Ωj−1,Ωj+1) = M2−j . Then, one needs locally only a fixed number of upgrades and can therefore prove uni-
form boundedness of AΓ (for details see [27]).
Here, we want to point out another possibility, which does not impose any restriction on the partition Γ . Instead,
we consider a condition on the scaling functions, which is satisfied e.g. for B-spline bases. Furthermore, we restrict
ourselves to the case p = ∞. This includes the particular relevant case when the functionals qj,k are based upon a
finite number of function values as in Examples 3.3 and 3.4.
Theorem 4.2. Let the quasi-interpolation operators Qj :C(Ω) → Sj satisfy the following conditions:
(a) The functionals qλ :C(Ω) → R from (3.1) are bounded by ‖qλ‖  Cq2− n|λ|2 , λ ∈ Δ, where Cq is independent
of λ.
(b) The scaling functions and the refinement coefficients from (2.7) are nonnegative, i.e., φλ(x) 0 and aλ,μ  0.
Then,
‖AΓ ‖C(Ω)→C(Ω)  Cq.
Proof. First, we will show by induction that for any f ∈ C(Ω) and j  j0 the operator AΓ,j can be written in the
form
AΓ,jf =
∑
λ∈Δj
pλ(f )φλ, (4.5)
where |pλ(f )| Cq2− n|λ|2 ‖f ‖∞. For j = j0 the statement is obviously true with
p(j0,k)(f ) =
{
q(j0,k)(f ), if k ∈ Ij ,
0 otherwise.
We assume now that the statement is already shown for j − 1. The refinement equations (2.7) yield
AΓ,j−1f =
∑
λ∈Δj
cλφλ
with
cλ =
∑
μ∈Δj−1
pμ(f )aμ,λ.
In particular, from aμ,λ  0 we conclude
|cλ| Cq2− n(j−1)2 ‖f ‖∞
∑
μ∈Δj−1
aμ,λ.
Since the φλ form a partition of unity (2.8), we know that∑
μ∈Δj−1
aμ,λ = 2− n2 , λ ∈ Δj ,
i.e., |cλ| Cq2− n|λ|2 ‖f ‖∞. Applying this to the definition of AΓ,j in (4.2) we obtain the representation (4.5) with
pλ(f ) =
{
qλ(f ), if λ ∈ Ij ,
c otherwise.λ
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λ∈Δj
φλ(x) = Cq‖f ‖∞.
Taking the supremum over x for j = J proves the theorem. 
Note that the assumptions of Theorem 4.2 are satisfied in particular for B-splines. This result gives—in addition to
stability properties—another reason for the use of semiorthogonal spline wavelets. For biorthogonal spline wavelets,
as used in [27], the quasi-interpolation has to be determined as a linear combination of dual scaling functions, which
do not satisfy the assumptions of Theorem 4.2. Therefore, extra conditions on Γ have to be used to ensure bound-
edness of AΓ , which increases the size of Γ . Together with the larger support of the dual scaling functions this
may increase the cost for computing the quasi-interpolant by a multiple. On the contrary, for semiorthogonal spline
wavelets we compute the quasi-interpolant in terms of B-splines, so that we have no restrictions on Γ , small support,
and sophisticated quasi-interpolation formulas available (see Example 3.3).
We can now study approximation properties of AΓ , which will be needed for the definition of the error functional.
The following theorem can be considered as a special case of [27, Corollary 5.5], but for a larger class of quasi-
interpolation operators.
Theorem 4.3. Let ‖AΓ ‖C(Ω)→C(Ω) CA, with a constant CA independent of Γ and let 0 < s <m. Then, one has for
λ ∈ Γ
‖AΓ f − f ‖L2(λ)  2−|λ|(s+ n2 )‖f ‖Bs∞(L∞(∗λ)),
where
∗λ =λ + 2−|λ|K. (4.6)
Proof. For λ ∈ Γ we have λ ⊂ Ω|λ| and hence by Theorem 4.1(b)
‖AΓ f ‖C(λ) 
∥∥AΓ (χ∗λf )∥∥C(Ω)  CA‖f ‖C(∗λ).
Then for any P ∈ Πm−1 it follows from Theorem 4.1(a)
‖f −AΓ f ‖C(λ)  ‖f − P ‖C(λ) +
∥∥AΓ (f − P)∥∥C(λ)  (1 +CA)‖f − P ‖C(∗λ).
Hence, by Hölders inequality we obtain
‖f −AΓ f ‖L2(λ)  2− n2 |λ|‖f −AΓ f ‖C(λ)  2− n2 |λ|(1 +Cq) inf
P∈Πm−1
‖f − P ‖C(∗λ).
From [27, Lemma 3.10] we know
inf
P∈Πm−1
‖f − P ‖C(∗λ)  2−s|λ||f |Bs∞(L∞(∗λ))
and the theorem is proven. 
We are now able to determine an error functional satisfying (2.18) for AΓ .
Theorem 4.4. Let the assumptions of Theorem 4.3 and (2.2) be satisfied. Then, one has for λ ∈ Γ and f =Fuε with
uε given in (2.14)
‖AΓ f − f ‖2L2(λ)  CF
(∥∥uε∥∥
Ht
)22−|λ|(2s+n) ∑
μ∈Λ: |ωμ∩∗λ|=0
2|μ|(2r+n)
∣∣uεμ∣∣2 (4.7)
with r, s, CF (‖uε‖Ht ) from (2.2), and ∗ as in (4.6).λ
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‖AΓ f − f ‖2L2(λ)  CF
(∥∥uε∥∥
Ht
)22−|λ|(2s+n)∥∥uε∥∥2
Br∞(L∞(∗λ)).
With (2.12) we conclude
∥∥uε∥∥2
Br∞(L∞(∗λ)) 
∥∥∥∥∥ ∑
μ∈Λ: |ωμ∩∗λ|=0
uεμψμ
∥∥∥∥∥
2
Br∞(L∞(Ω))
 sup
μ∈Λ: |ωμ∩∗λ|=0
2|μ|(2r+n)
∣∣uεμ∣∣2

∑
μ∈Λ: |ωμ∩∗λ|=0
2|μ|(2r+n)
∣∣uεμ∣∣2. 
We are now able to estimate the error of the quasi-interpolant of f = Fuε in terms of the known coefficients uεμ.
This estimate will be essential for the prediction in the following section.
5. Prediction
The right-hand side of the estimate in Theorem 4.4 might now be used as an error functional for the prediction, i.e.,
we set
e(λ) := CF (∥∥uε∥∥Ht )22−(2s+n)|λ| ∑
μ∈Λ: |ωμ∩∗λ|=0
2(2r+n)|μ|
∣∣uεμ∣∣2. (5.1)
If ν ⊂λ, then ∗ν ⊂∗λ and hence e(ν) 2(2s+n)(|λ|−|ν|)e(λ). Since λ contains exactly 2(j−|λ|)n sub-cubes
from Lj we conclude∑
ν∈Ljν⊂λ
e(ν) 22s(|λ|−j)e(λ), j  |λ|. (5.2)
Note, that (5.2) implies in particular (2.17) so that the algorithm from [6] can be used for the prediction.
In what follows, we will present a new, efficient prediction scheme, which is strictly based upon the error functional
in (5.1), and we will show that the predicted set Γ is asymptotically optimal, if u is contained in some suitable Besov
space.
Changing the order of summation in (4.7), we obtain
‖AΓ f − f ‖2H−t (Ω) =
∑
λ∈Γ
‖AΓ f − f ‖2H−t (λ) 
∑
λ∈Γ
‖AΓ f − f ‖2L2(λ)
 CF
(∥∥uε∥∥
Ht
)2 ∑
μ∈Λ
22(r−s)|μ|
∣∣uεμ∣∣2 ∑
λ∈Γ : |ωμ∩∗λ|=0
2(2s+n)(|μ|−|λ|)
︸ ︷︷ ︸
=:ρμ,Γ
. (5.3)
In order to get a small error, ρμ,Γ must be sufficiently small. Our strategy is to distribute the error uniformly over all
summands. Hence, we define δε = ε2#Λ and require
CF
(∥∥uε∥∥
Ht
)222(r−s)|μ|∣∣uεμ∣∣2ρμ,Γ  δε,
i.e., we get the condition
ρμ,Γ 
ε222(s−r)|μ|
#Λ|uεμ|2CF (‖uε‖Ht )2
. (5.4)
Increasing the level |λ| in (5.3) obviously leads to decreasing ρμ,Γ . Therefore, we will fix a lower bound j (μ) for
the level of the indices appearing in ρμ,Γ , i.e., we require that
|λ| j (μ), for λ ∈ Γ and |ωμ ∩∗λ| = 0. (5.5)
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ρμ,Γ 
∑
|λ|=j (μ): |ωμ∩∗λ|=0
2(2s+n)(|μ|−j (μ)).
Since ∑
|λ|=j (μ): |ωμ∩∗λ|=0
2n(|μ|−j (μ))  1
this can be replaced by ρμ,Γ  22s(|μ|−j (μ)). Therefore, (5.4) holds if we have (5.5) with
2−2sj (μ)  ε
22−2r|μ|
#Λ|uεμ|2CF (‖uε‖Ht )2
.
The straightforward choice Γ =⋃μ∈Λ{λ: |λ| = j (μ), |ωμ ∩∗λ| = 0} will in general not give a partition in the
sense of (2.16), since the corresponding cubes λ may overlap and might not even cover Ω . Therefore, we have to
consider a more sophisticated approach.
In what follows, we will always assume that Λ has tree structure, which is no restriction since any index set can be
easily extended to a tree. We set for a given error ε
j (μ) := min
{
j ∈ N: 2−2sj  ε
22−2r|μ|
#Λ|uεμ|2CF (‖uε‖Ht )2
}
(5.6)
and
Tμ :=
{
λ ∈ L: |μ| |λ| < j(μ), |ω∗μ ∩λ| = 0},
where ω∗μ = ωμ +2−j (μ)K . Obviously, λ ∈ Tμ implies that all ν ∈ ∇ with λ ⊂ν and |ν| |μ| are contained in Tμ.
Furthermore
T ∗ :=
⋃
μ∈Λ
{
λ ∈ L|μ|: |ω∗μ ∩λ| = 0}.
Now the tree structure of Λ implies, that
T := T ∗ ∪
⋃
μ∈Λ
Tμ (5.7)
has also tree structure. Now we will show that the set of outer leaves of T given as
Γ :=
⋃
λ∈T
{μ ∈ L|λ|+1 \ T : μ ⊂λ} (5.8)
yields the desired partition.
Theorem 5.1. The set Γ defined in (5.8) generates a partition of Ω in the sense of (2.16). Furthermore
‖AΓ f − f ‖H−t (Ω)  ε (5.9)
and
#Γ  #Λ+CF
(∥∥uε∥∥
Ht
) n
s #Λ
n
2s ε−
n
s
∑
μ∈Λ
(
2(r−s)|μ|
∣∣uεμ∣∣) ns . (5.10)
Proof. First, we show that the cubes λ, λ ∈ Γ , cover Ω . Let x ∈ Ω , i.e., x ∈(0,0). We choose λj (x) ∈ Lj so that
x ∈ λj (x). The tree structure of T implies that there is a maximal J so that λj (x) ∈ T for j < J . Then it follows
immediately that λJ (x) ∈ Γ and thus x ∈⋃λ∈Γ λ. Therefore, we have shown that Ω =⋃λ∈Γ λ.
Next, we show that the partition is disjoint in the sense of (2.16). Let λ ∈ Γ . By (5.8) and by the tree structure of T
we know that μ /∈ T for any μ ⊂ λ. If in addition |μ| > |λ| we conclude immediately μ /∈ Γ . On the other hand,λ ⊂μ and |μ| < |λ| implies μ ∈ T , i.e., μ /∈ Γ . From the definition of λ in (2.13) we know that |μ ∩λ| = 0,
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Thus, we have shown that Γ satisfies (2.16).
Now, we will show (5.9). If λ ∈ Γ we know that λ /∈ T . Hence, for any μ ∈ Λ with |ω∗μ ∩ λ| = 0 we have
λ  j (μ). From the definitions of ∗λ and ω∗μ we know that for |λ|  j (μ) the condition |ωμ ∩ ∗λ| = 0 implies|ω∗μ ∩λ| = 0. Thus, we obtain for μ ∈ Λ that∑
λ∈Γ : |ωμ∩∗λ|=0
2(2s+n)(|μ|−|λ|) 
∑
λ∈Lj (μ): |ω∗μ∩λ|=0
2(2s+n)(|μ|−j (μ)) ∼ 22s(|μ|−j (μ)).
Applying this to (5.3) we obtain with the definition of j (μ) in (5.6) that
‖AΓ f − f ‖2H−t (Ω)  CF
(∥∥uε∥∥
Ht
)2 ∑
μ∈Λ
22(r−s)|μ|
∣∣uεμ∣∣222s(|μ|−j (μ))  ε2#Λ
∑
μ∈Λ
1 ε2,
i.e., (5.9) is shown.
The definition of Γ implies immediately that
#Γ  #T  #T ∗ +
∑
μ∈Λ
#Tμ.
One easily verifies that #T ∗  #Λ. The definition of Tμ yields
#Tμ =
j (μ)−1∑
j=|μ|
#
{
λ ∈ Lj : |ω∗μ ∩λ| = 0} j (μ)−1∑
j=|μ|
2n(j−|μ|)  2n(j (μ)−|μ|).
Now, the definition of j (μ) in (5.6) yields
2j (μ)−|μ| ∼
(#Λ22(r−s)|μ||uεμ|2CF (‖uε‖Ht )2
ε2
) 1
2s
.
Summing everything up, we obtain (5.10). 
The predicted partition Γ also gives the prediction of the index set Λˆ for the wavelet representation. We define
Ω˜j :=
⋃
λ∈Ij
σλ (5.11)
with Ij and σλ from (4.1) and (2.6), respectively. From semiorthogonality it follows that (AΓ f,ψλ)L2 = 0 for λ /∈ Λˆ,
where
Λˆ := {λ ∈ ∇: |ωλ ∩ Ω˜r | = 0, r > |λ|}, (5.12)
with ωλ from (2.10). Thus, AΓ f has indeed a finite wavelet expansion.
Lemma 5.2. For any partition Γ the index set Λˆ in (5.12) satisfies #Λˆ #Γ .
Proof. By (2.10) we conclude that
#Λˆj  2nj
∣∣∣∣∣
J⋃
r=j+1
Ω˜r
∣∣∣∣∣.
Furthermore, the local support of φλ implies∣∣∣∣∣
J⋃
r=j+1
Ω˜r
∣∣∣∣∣
J∑
r=j+1
2−nr#Γr .
Hence,
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J−1∑
j=−1
2nj
J∑
r=j+1
2−nr#Γr 
J∑
r=0
#Γr
r−1∑
j=−1
2n(j−r) 
J∑
r=0
#Γr = #Γ.  (5.13)
Now we will show that the predicted index set Λˆ is asymptotically optimal.
Theorem 5.3. Let s > n2 , r − s  t , and assume u ∈ Bα
′
τ (Lτ (Ω)), for some τ ∈ ( ns ,2) and α′ > α = t + nτ − n2 . If∥∥u− uε∥∥
Ht (Ω)
 ε and #Λ ε
n
t−α , (5.14)
then #Γ  ε
n
t−α
.
Proof. We set q := n2s ∈ (0,1). Then∑
μ∈Λ
(
2(r−s)|μ|
∣∣uεμ∣∣)2q ∑
μ∈Λ
(
2t |μ|
∣∣uεμ − uμ∣∣)2q + ∑
μ∈Λ
(
2t |μ||uμ|
)2q
.
With Hölder’s inequality we obtain
∑
μ∈Λ
(
2t |μ|
∣∣uεμ − uμ∣∣)2q 
(∑
μ∈Λ
22t |μ|
∣∣uεμ − uμ∣∣2
)q
#Λ1−q 
∥∥uε − u∥∥2q
H t (Ω)
#Λ1−q  ε2q#Λ1−q
as well as
∑
μ∈Λ
(
2t |μ||uμ|
)2q 
(∑
μ∈Λ
2tτ |μ||uμ|τ
) 2q
τ
#Λ1−
2q
τ  ‖u‖2qBατ (Lτ (Ω))#Λ
1− 2q
τ .
Obviously, ‖uε‖Ht  ‖u‖Ht , i.e., for a fixed u we have CF (‖uε‖Ht ) 1. Hence, (5.10) becomes
#Γ  #Λ
(
1 + #Λ2q( 12 − 1τ )ε−2q) #Λ(1 + #Λ2q( t−αn )ε−2q),
which proves the theorem. 
Remark 5.4.
(a) Note that the condition #Λ  ε nt−α can be always satisfied for the function u ∈ Bα′τ (Lτ (Ω)) (e.g. by the best
N-term tree approximation). That means, if the input uε has optimal approximation order, then the result will
approximate Fu with optimal order, too.
(b) The condition r − s  t is more restrictive than the condition r − s  2t in (2.2). This is due to the estimate
of ‖AΓ f − f ‖2H−t (λ) by ‖AΓ f − f ‖2L2(λ) in (5.3). However, we are not aware of a computational feasible
approximation, which provides a better estimate.
(c) A new aspect of Theorem 5.3 is that the prediction is based on a finite approximation uε , while the optimality
result is based on the smoothness of the unknown function u. A similar result was shown in [18], but there the
prediction is based on u itself. That means, if u has a finite wavelet representation, an asymptotic statement based
on the smoothness of u will not be helpful, while an infinite wavelet representation will be hard to handle in an
efficient way.
(d) We do not need to know the smoothness α of u in advance in order to obtain an asymptotically optimal approxi-
mation of Fu. The parameters r and s depend only on the wavelets and on F , which are known in advance.
(e) Since ‖uε‖Ht is uniformly bounded for ε → 0, one has CF (‖uε‖Ht ) 1, and one could set CF (‖uε‖Ht ) = 1 in
order to obtain (5.9). However, for the practical realization it might be useful to have control of the constants in
the estimates. In particular, one can use a formulation as in (2.4) with an analytical or numerical estimate of c˜F ,
in order to have a better control of the approximation error.
6. Computational aspects and realization
We continue with some remarks concerning the realization of the presented method.
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The only floating point operations needed in the prediction are the computation of the
j (μ) =
⌈
|μ| + 1
2s
log2
(
#Λ22(r−s)|μ||uεμ|2CF (‖uε‖Ht )2
ε2
)⌉
, μ ∈ Λ,
and the computation of ‖uε‖Ht , which can be done with O(#Λ) operations. Now, the generation of the sets T and Γ
by (5.7) and (5.8) is straight forward and can also be realized with O(#Λ) operations.
6.2. Computation of the quasi-interpolant
Let us assume that we can compute the functionals qλ(f ) from (3.1) with a fixed number of operations. This was
shown to be the case in the presented examples in Section 3. To determine AΓ f we compute the coefficients γλ in the
expansion
AΓ f =
∑
λ∈I
γλφλ,
with I =⋃j Ij . To compute the update, we need in addition some of the coefficients βλ from the representations
AΓ,jf =
∑
λ∈Δj
βλφλ.
By local linear independence we know that βλ = 0 only if σλ ⊂ Ω˜s , s  j , with Ω˜s defined in (5.11). On the other
hand, we will only need those coefficients βλ for the remaining updates which satisfy σμ ⊂ σλ for some μ ∈ Ir , r > j .
Therefore, we compute for every level the coefficients
βλ := (AΓ,j f, φ˜λ)L2 , λ ∈ I+j ,
where
I+j := {λ ∈ Δj : σμ ⊂ σλ ⊂ Ω˜s, for some μ ∈ Ir , s  j < r}.
We start by setting γλ = qλ(f ), λ ∈ Ij0 , i.e., we consider
AΓ,j0f =
∑
λ∈Ij0
γλφλ.
Furthermore, we set βλ = γλ, λ ∈ I+j0 . Now, assume that we have already computed the coefficients γλ in the repre-
sentation
AΓ,j−1f =
j−1∑
r=j0
∑
λ∈Ir
γλφλ,
as well as the coefficients βλ, λ ∈ I+j−1. For λ ∈ I+j we deduce from (4.2) that
βλ =
{
qλ(f ), if λ ∈ Ij ,
(AΓ,j−1f, φ˜λ)L2 otherwise.
From the refinement equation (2.7) we know that for λ ∈ I+j
(AΓ,j−1f, φ˜λ)L2 =
∑
μ∈I+j−1
βμaμ,λ.
Furthermore, for λ ∈ Ij we have
γλ = (Ajf, φ˜λ)L2 − (AΓ,j−1f, φ˜λ)L2 = qλ(f )−
∑
μ∈Δ : σ ⊂σ
βμaμ,λ,j−1 λ μ
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γλ =
{
βλ −∑μ∈I+j−1 βμaμ,λ, if λ ∈ I+j ,
qλ(f )−∑μ∈I+j−1 βμaμ,λ otherwise.
Repeating this scheme for each level, leads to the following efficient algorithm.
Algorithm 6.1. QI_ADAPT(f , Γ )
(1) Initialization:
Determine I, I+j0 ,
γλ := qλ(f ), λ ∈ Ij0 ,
βλ := γλ, λ ∈ I+j0 .(2) For j = j0 + 1, . . . , J
(a) Determine I+j ,
(b) βλ := qλ(f ), λ ∈ I+j ∩ Ij ,
(c) βλ :=∑μ∈I+j−1 βμaμ,λ, λ ∈ I+j \ Ij ,
(d) γλ = βλ −∑μ∈I+j−1 βμaμ,λ, λ ∈ I+j ∩ Ij ,
(e) γλ = qλ(f )−∑μ∈I+j−1 βμaμ,λ, λ ∈ Ij \ I+j .
Output: γ , I .
We will assume that we can compute function values f (x) at unit cost independent of x. Then the number of
function values needed to determine qλ(f ) is independent of λ. These requirements are usually fulfilled, and we can
estimate the complexity of the algorithm as follows.
By definition of I we conclude immediately that #I  #Γ. Furthermore λ ∈ I+j implies |σλ ∩ Ω˜r | = 0 and by the
local support of φλ (2.6) we conclude analogously to (5.13) that
J∑
j=j0
#I+j  #Γ.
As we know for any λ ∈ Δ the number of nonvanishing refinement coefficients aμ,λ is bounded by a constant indepen-
dent of λ, i.e., for each λ ∈ I and each λ ∈ I+ we need only a fixed number of operations independent of λ. Hence,
the number of operations as well as the size of the output can be estimated by O(#Γ ).
Remark 6.2. If |Ω˜r ∩Ω˜s | = 0, |r−s| > 1, one has always I+j ⊂ Ij and βλ = qλ(f ) = γλ, λ ∈ I+j , i.e., the coefficients
βλ are not needed in the algorithm. Such a partition can always be determined (cf. [27]). However, the size of Γ may
be increased by a factor depending on the support size of φλ, while the above algorithm works for any partition Γ and
keeps the size of I minimal at no extra cost.
6.3. Change of basis
The final ingredient in the DSX-algorithm is the decomposition of the approximation of F ◦ u from local scaling
function representation to wavelet representation (in terms of the dual wavelets). Algorithm 6.1 is based on the finite
support of the primal scaling functions. The decomposition algorithm in terms of the primal functions is expensive
(or not even possible exactly), because it is based on the infinitely supported mask of the dual scaling functions and
wavelets. The way-out is rather simple. Since primal and dual functions span the same space Sj (as opposed to general
biorthogonal systems), we can perform a change of basis, which can be done fast in this direction and gives the desired
representation of F ◦ u.
In fact, we want to represent a scaling function expansion of the form
AΓ f =
∑
γλφλλ∈I
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obtain the following expansion for any v ∈ Sj
v =
∑
μ∈Δj
(v,φμ)L2 φ˜μ.
Thus,
vj :=
∑
λ∈Ij
γλφλ =
∑
μ∈I˜j
∑
λ∈Bμ
γλ(φλ,φμ)L2 φ˜μ,
with
Bμ :=
{
λ ∈ Δ|μ|: |σλ ∩ σμ| = 0
}
,
I˜j =
{
λ ∈ Δj : |σλ ∩ σμ| = 0 for some μ ∈ Ij
}
.
From the local support of φλ (2.6) we know that #Bμ = (2d − 1)n and #I˜j  #Ij , i.e., for I˜ :=⋃Jj=j0 I˜j we have
#I˜  #I  #Γ . Now
AΓ f =
∑
λ∈I˜
γ˜λφ˜λ.
The quantities g(j,k),(j,) = (φ(j,k), φ(j,))L2 are usually known (these are just integrals of splines on the same level),
so that we can compute the coefficients
γ˜λ :=
∑
μ∈Bμ
γμgλ,μ (6.1)
with at most (2d − 1)n operations, i.e., the change of basis can be performed with O(#Γ ) operations.
This shows that the change of basis can be performed efficiently. This can also be seen from the fact that this change
of basis is nothing else then the multiplication of the given vector with the Gramian matrix ((φλ,φμ)L2)λ,μ∈Δj which
is a sparse matrix. It should be noted that the number of operations per coefficient is independent of the level.
6.4. Decomposition
After performing the above described change of basis we now have a vector of expansion coefficients with respect
to the dual scaling functions. For a function
v =
∑
μ∈Iv
γ˜μφ˜μ, Iv ⊂ Δj+1,
we know by biorthogonality that
v =
∑
λ∈Jv
(v,φλ)L2 φ˜λ +
∑
λ∈Kv
(v,ψλ)L2ψ˜λ
with
Jv =
{
λ ∈ Δj : |σλ ∩ suppv| = 0
}
and Kv =
{
λ ∈ ∇j : |ωλ ∩ suppv| = 0
}
.
With the refinement equations (2.7) of the primal scaling functions, we have
cλ := (v,φλ)L2 =
∑
μ∈Iv
∑
ν∈Δj+1
γμaλ,ν(φμ, φ˜ν)L2 =
∑
μ∈Iv
γμaλ,μ.
Analogously, one obtains
dλ := (v,ψλ)L2 =
∑
γμbλ,μ.μ∈Iv
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the coefficients cλ and dλ can be computed at fixed cost.
Given the coefficients γ˜λ from (6.1) we are now able to compute the desired representation of AΓ f in terms of the
dual wavelets. Set
JJ := ∅,
Jj :=
{
λ ∈ Δj : |σλ ∩ σμ| = 0 for some μ ∈ I˜j+1 ∪Jj+1
}
, j < J,
Kj :=
{
λ ∈ ∇j : |ωλ ∩ σμ| = 0 for some μ ∈ I˜j+1 ∪Jj+1
}
, j < J.
Algorithm 6.3. LOC_DECOMP(γ˜ , I˜)
(1) For j = J − 1 downto 0
(a) cλ :=∑μ∈I γ˜μaλ,μ, λ ∈ Jj , dλ :=∑μ∈I γ˜μbλ,μ, λ ∈Kj .
(b) γ˜λ := cλ + γ˜λ, λ ∈ I˜j ∪Jj .
(2) d(−1,k) := c(0,k), (−1, k) ∈K−1 = J0.
(3) Λˆ :=⋃J−1j=−1Kj .
Output: d , Λˆ.
Note that this adaptive algorithm is highly efficient, in particular the number of operations per coefficient is inde-
pendent of the level. The reason is that the decomposition of an expansion with respect to the dual functions uses the
refinement coefficients of the primal functions (which is a finite set). Hence, this is like a Fast Wavelet Transform.
This means that we now have an approximation AΓ f of f = F ◦ u with respect to the dual wavelets at hand. That
is, with the coefficients dλ from the above algorithm we have
AΓ f =
∑
λ∈Λˆ
dλψ˜λ,
where
dλ = (AΓ f,ψλ)L2 ≈ (f,ψλ)L2 .
Since this representation is unique, we conclude immediately that the set Λˆ is exactly the one we have found in
(5.12). Furthermore, #Jj  #Kj , i.e., the complexity of the decomposition step is O(#Γ ).
6.5. Approximate evaluation of wavelet coefficient of Fu
Combining the methods described above yields the following algorithm:
Algorithm 6.4. EVAL_Fu(uε,Λ, ε)
(1) Prediction of Γ corresponding to Section 5.
(2) Local reconstruction of uε corresponding to Section 2.5.3.
(3) (γ ,I) = QI_ADAPT(Fuε , Γ ).
(4) Change of basis: γ˜λ :=∑μ∈Bμ γμgλ,μ, λ ∈ I˜ .
(5) (d, Λˆ) = LOC_DECOMP(γ˜ , I˜).
Output: d , Λˆ.
Step 2 can be done in complete analogy to biorthogonal wavelets (see [27]), since this step is only based on
the compact support of the primal scaling functions and wavelets. Furthermore, we have already shown that the
complexity of steps 1, 3, 4, and 5 is O(#Γ ). Hence, we have the following result:
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Theorem 5.3 are satisfied, then the overall cost of the algorithm is O(#Λ).
7. Summary and outlook
The purpose of this paper is to generalize the DSX-method for adaptively approximating nonlinear functionals of
wavelets expansions from biorthogonal to semiorthogonal spline wavelets. By investigating the components of the
DSX-scheme, we showed that one has to introduce a new quasi-interpolation scheme along with a rigorous error
analysis, a prediction and a decomposition. For the quasi-interpolation scheme, we have used an operator introduced
by Zheludev and we have constructed an adaptive quasi-interpolation method based upon this. The error analysis of
this operator leads to a fully computable error estimator which is also one key ingredient for our prediction. The
decomposition involves a fast change of basis so that the full new method is of linear complexity.
Numerical experiments for the developed method are not presented in this paper. This is subject of ongoing re-
search. In particular, we are interested in a quantitative comparison between biorthogonal and semiorthogonal spline
wavelets. In order to end up with a fair comparison also in term of cpu times, both methods should be realized with
the same level of sophistication and on the same platforms.
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