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Abstract 
In this paper, we present an algorithm for finding all common bases in two matroids. Our 
algorithm lists all common bases by using pivot operations in such a way that each basis 
appears exactly once. The time complexity of the algorithm is O(n(n’ + t)n) where n is the size 
of the ground set of the matroids, i. is the number of common bases, and t is time to make one 
pivot operation. The space complexity is O(n’) and thus does not depend on i,. As applications, 
we show how our algorithm can be applied to efficient enumerations of all complementary 
bases in the linear complementarity problem and all perfect matchings in a bipartite graph. 
Kqvwords: Matroid; Common basis; Pivot operation; Enumeration 
1. Introduction 
Let E be a finite set. A matroid M on the ground set E is a pair (E,&?) where S? is 
a collection of subsets of E satisfying the basis axioms: 
031) ~49 f 8, 
(B2) for any subsets B, B’ E .% and any element r E B\B’, there exists s E B’\B such that 
B u {s’i\{r} ~99. 
We call each member BEW a basis of M. The followings are typical examples of 
matroids. Let A be any real matrix consisting of column vectors { Ai: i E E} indexed by 
E. Let W(A) = {B c E: {Ai: ieB} is a basis of A}. Then, the pair (E,.@(A)) is 
a matroid. A matroid arising this way is called linear or matric. Let E be a finite set 
partitioned into m parts, El, Ez, . . ., E,, and let di, i = 1,2, . . . . m be given nonnegative 
integers.Ifwedefine~‘{BB~:IEinBI=di,i=1,2,...,m},thenthepair(E,~)is 
a matroid, known to be a partition matroid. 
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In this paper, we consider the problem of finding all common bases in two matroids 
M, and M2 on E, which is formulated as 
for given two matroids M 1 = (E, gl) and M2 = (E, g2), 
find all Beail n?&. 
The problem of finding one common basis is a special case of the matroid 
intersection problem, which has been studied extensively by Edmonds [3,4], Lawler 
[7] and Cunningham [2]. This problem can be considered as a unification of many 
combinatorial optimization problems. For example, a complementary basis in the 
linear complementarity problem can be considered as a common basis of a matrix 
matroid and a partition matroid, a perfect matching in a bipartite graph can be 
considered as a common basis of two partition matroids, and so on. 
In this paper, we present an algorithm for finding all common bases in two 
matroids. The algorithm employs the pivot operation, which is a natural abstraction 
of pivoting in linear programming. The algorithm has time complexity 0(n(n2 + t)A) 
and space complexity O(n2), where n = [El, t is time complexity of one pivot 
operation, and I is the number of common bases. 
2. Preliminaries 
In this section, we will introduce basic definitions and properties of matroids 
without proofs. For details, see [ll, 10). 
Let M = (E, 92f) be a matroid, B be a basis and N = E\B. It is easy to see that every 
basis has the same cardinality. The tableau T,(B) is the matrix (tij: ieB,je N), where 
the entries tij are defined as follows. 
t,,= 1 if Bu {j}\{i} is a basis, 
II 
i 0 otherwise. 
If there is no ambiguity, we simply denote T’,(B) by T(B). The following lemma will 
be useful. 
Lemma 2.1. Let B be a basis of M, N = E\B and TM(B) = (tij). Suppose t,, # Ofor 
some reB, seN, that is, B’= Bu{s}\{ } . I IS a basis. Let TM(B’) = (t;j). Then, the 
following relations hold (see Fig. 1): 
(i) r:, = r,,, 
(ii) t;, = tisfor i 6 B\{r}, 
(iii) tt = tljfor je N\(s), 
(iv) tjj = tij if either ti, = 0 OT t,j = 0f0r iE B\(r), jE N\{ s}. 
The notion of tableau in the setting of matroids, which was first proposed by 
Maurer [8,9], naturally comes from linear programming. Let A be any real matrix 
consisting of column vectors { Ai: i E E >, and let M = (E, S?(A)). Let B be a basis of A, 
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T(B) 
r 
T(B’) = i 
s 
Fig. 1. Pivot operation on (s,r). 
t;,. t;, 
. ” 1:; ” t:, 
and N = E\B. For any Jo N, the corresponding column vector Aj is uniquely repre- 
sented as a linear combination of {Ai: ieB}, that is, Aj = CisetijAi. The coefficient 
matrix (tij: i E B, je N) exactly corresponds to the tableau TM(B) if we simply ignore 
the magnitude of tij and distinguish the nonzero and the zero entries with 1 and 0. 
basis of A, Moreover, if t,, # 0 for some r E B, s E N, then B’ = B u {s} \ { r] is again a 
and the new coefficient matrix (tij: in B’, je E\B’) satisfies the relations: 
(i) rk = I/t,,, 
(ii)’ t:, = - tis/t*s for ic B\(r), 
(iii)’ t~j = S/tls for j E N\(S), 
(iv)’ t;j = tij - ti,‘t,j/t,, for in B\(r), je N\{s}. 
Lemma 2.1 can be considered as a natural abstraction of the above relations. We call 
these, exchanging an element in B and updating the coefficient matrix, a pivot 
operation on (r, s). This term will be used in the setting of matroids also. 
A minimal subset C of E which is not contained in any basis is called circuit of M. 
Let B be a basis of M, N = E\B, and r,(B) = (tij). For any j E N, there exists a unique 
circuit C(B, j), called the fundamental circuit, such that je C(B, j) G B u {j}. More- 
over, we have the following lemma. 
Lemma 2.2. Let B be a basis of M, N = E\B and T,(B) = (tij). Then, tij = 1 ifand only 
ifiEC(B,j)for iEB, jEN. 
A dual of M, denoted by M*, is the pair (E,99*) where B* = {E\B: B ~93’). We call 
B* ES?‘* a co-basis of M. It is easy to see M* is also a matroid and (M*)* = M. We 
have T,*(B*) = (tji: jcE\B, ieB), where T,(B) = (tij). A (fundamental) circuit of 
a dual matroid M* is called a (fundamental) co-circuit of M. 
We will define a minor of a matroid M = (E, a), which will be useful for the proof of 
our theorem. Let I and J be subsets of E with In J = 0. A minor of M is a pair 
M\J/I = (E\(Zu J), a\J/I), where @\J/I = (B\I: Be93 satisfying I E B G E\J}. 
Then M \ JfI is again a matroid and (M\ J/I)* = M*\IJJ. Moreover, we have the 
following property. 
Property 2.3. Let B be a basis of M, N = E\B, I G B and J E N with I A J = 8, and 
let TM(B) = (tij). Then, the following statements hold. 
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(1) B’ = B\Z is a basis of M\J/I. Moreover, the matrix (tij: ie B\I, jEN\ J) is the 
tableau T’,,~,,,( B\I). 
(2) If B’ is a basis of M \ J/Z, then B’ u I is a basis of M. 
3. Adjacency of two common bases 
Let MI = (E,.911) and M2 = (E,912) be matroids on E, having at least one 
common basis. Here we consider the situation where neither ~!+?r nor & is 
explicitly given but the set E and a common basis B are at hand. We also assume the 
tableaux T,, (and TM2) can be computed for any basis of MI (M2). In this situation, 
the key to finding all common bases of MI and M2 is to consider the following 
problem. 
(*) Let B be a common basis of MI and M2 with f$ B (fe B) for some f~ E. Then, can 
one check the existence of a common basis B’ with f~ B’ (f$ B’, respectively) 
efficiently? If there exists, can one find it efficiently? 
In this section, we show the above problem is easy to solve. First, we prove the 
following lemma. 
Lemma 3.1. Let M = (E, W) be a matroid. Suppose B and N = E\B are both 
bases of M, let T(B) = (tij). If B and N are partitioned into two parts { B1, B2} 
and {Nl,N,}, respectively, and if tij=O for all iEB,, jeN,, then lBll 2 INIl 
(see Fig. 2). 
& 
T(B)= 
B2 
N = N1 U Iv2 is a basis 
Fig. 2. The meaning of Lemma 3.1 
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Proof. Assume the contrary INI 1 > IB1 1. Let r,s be elements in E satisfying r EB,, 
s E N1 and t,, # 0. if there exists no such elements, then C(B, j) = ( j> for all j E N1 , 
from Lemma 2.2. This contradicts that N is a basis of M. Otherwise, make a pivot 
operation on (r, s), we obtain a new basis B’ = B, u B,\{ r} u {s} of M. Let 
T(B’) = (tlj: DEB’, HEN’). From Lemma 2.1, t!j = 0 for all ieB2 and jEN’/N2. 
Proceed in this way, that is, choose elements r EBB, SE N, with t:, # 0 and make 
a pivot operation on (r, s), as long as such elements exist. Finally we obtain a basis B’ 
and a co-basis N’ such that B’ is partitioned into three parts {B’ n N1, B’ n B1, 
B’ n B2 = I&}, and N’ into three parts {N’ n Br, N’n N,, N’n N2 = N2}. Let 
T(B’) = (tlj: i E B’, jE N’) be the tableau. Since I Nr I > I B1 1, there exists at least one 
element k E N’ n N 1. From Lemma 2.1 and stopping criteria, tik = 0 for all 
i E B’ n (B, u B,). From Lemma 2.2, we have C(B’, k) c B’ n N 1. This contradicts 
that N( 2 N,) is a basis of M. 0 
By using well-known Hall’s theorem in matching theory, we can strengthen the 
above lemma and obtain the following lemma, which is convenient for the proof of our 
main theorem. 
Lemma 3.2. Let M = (E, &3) be a matroid. Suppose B and N = E\B are both bases of 
M, and let T(B) = (tij). Then, there exists a bijection p: N -+ B satisfying t,(j)j = 1. 
Proof. Consider the bipartite graph whose vertex sets are B and N, and whose 
adjacent matrix is T(B). A matching in this graph corresponds to a bijection in this 
lemma. Hall’s theorem says that there exists a matching if and only if for any 
partitions {B,, B,} and { Nr, N,} of B and N satisfying that tij = 0 for all i E B, and 
je N r, IB, I >, 1 N r 1 holds. Thus, the statement is true. q 
In order to solve the problem (*), we introduce an auxiliary graph with respect to 
given two matroids Ml = (E, W,) and M, = (E, g2). Let B be a common basis of M, 
and MZ, and let T,,(B) = (t!j), TM,(B) = (t$). We define a directed bipartite graph 
G( T,,(B), T,,(B)) = (B, N, A) whose two vertex sets are B and N, and the set of arcs 
A is a set of ordered pairs defined as follows: 
A=((i,j):i~B,j~N,and tA#O}u{(j,i):iEB,jEN,and t$#O}. (3.1) 
We now obtain the following theorem, which enables us to solve the problem (*). 
Theorem 3.3. Let _fe E, B be a common basis of M 1 = (E, aI) and M2 = (E, 913~) with 
f$ B (fe B). There exists a common basis B’ with fe B’ (f$ B’, respectively) ifand only if 
G(T,,(B), T,,(B)) has a directed cycle containing the uertexf: 
Proof. Let N = E\B, TM,(B) = (t,!j), TM2(B) = (t$), and let G = G(T,,(B), TM,(B)). 
First, we show the “if” part. Assume that G has a directed cycle containing J Let 
C be such cycle with minimum length. Without loss of generality, we assume 
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.i, i2 ‘.’ ... .A,, 
0 1 0 “’ 0 
1 ‘,. j J ‘. 0 0 1 
.i, .i2 ... ... J.,, 
0 0 I 1 
Fig. 3. Zero-patterns of TwI(B) and T,,,(B). 
C = {(f=j~,i~), (i,,j,),...,(j,,i,),(i,,j, =f)>. B ecause of the minimum length, we 
have r,l,j, = 0 for all k with 1 d k < m, tl!,j, = 0 for all (k,l) with 1 < k < 1 < m, 
tikjk+l = 1 for all k with 1 < k < m and ti’,jl = 1. Also we have tiZj, = 0 for all (k, I) 
with 1 < 1< k d m and ti2,j~ = 1 for all k with 1 < k < m (see Fig. 3). From Lemma 
2.1, we can make successive pivot operations on (i,,j,),(i,,j,), . . ..(i._ ,,j,),(i,,j,) in 
T’,,(B). Thus, we obtain a new basis B’ = B\{ il, iz, . . . . im} u {jl,j2, . . . . j,,,} of M, 
with DEB’. Similarly, we can make successive pivot operations on (ik,jk) for 
k=12 , , . . . . m in TM,(B). The resulting basis of M, is the same as B’, which we need. 
We next show the “only if” part. Let B’ be a common basis of M, and M2 with 
f~ B’, I be B A B’ and J be E\(B u B’). Then, from Property 2.3 we have the following: 
(i) n;i, = M,\J/I and i$?, = M,\JJI are matroids. 
(ii) B\Z and N \ J are common bases of h;i, and &i,. 
(iii) The matrices (tfj: ieB\Z, ~EN\J) and (t;: ~EB\Z, jEN\J) are tableax of 
Tk,(B\Z) (Tfi,(B\Z), respectively). 
Therefore, from Lemma 3.2, the auxiliary graph G( Tk,(B\Z), Tk,(B\Z)) contains 
two edge disjoint perfect matchings. Moreover, these two perfect matchings can be 
seen as the union of vertex disjoint directed cycles in G( Tc,(B\Z), Tk,(B\Z)). Clearly, 
the graph G( TG,(B\Z), T’,(B\Z)) is a subgraph of G( T,,(B), TIMI), and we obtain 
the required result. 0 
The above theorem naturally suggests us the algorithm for finding all common 
bases, described in the following section. 
4. A pivoting algorithm 
In this section, we will present a pivoting algorithm for finding all common bases. In 
order to represent the algorithm, the enumeration tree is convenient. The enumeration 
tree is a rooted complete binary tree whose height is IEl = n. The algorithm assumes 
that all members in E are linearly ordered E = (1,2, . . . , n}. We assign each member 
jc E to the height j. At each height j, we assign the meaning “je B” and “j# B” to two 
branches, we call them “left” and “right” branches naturally, where B is a subset of 
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Fig. 4. Enumeration tree at the beginning. 
E defined implicitly. Then, all the paths from the root to the leaves corresponds to all 
the possible subsets of E. Once we set B explicitly, we can recognize where B lies in the 
leaf nodes of the enumeration tree. Some of such sets B are common bases and the 
others are not. The algorithm finds all common bases along with this enumeration 
tree, by using a kind of backtrack search technique. 
The algorithm also requires that an initial common basis B’ of MI, M2 and the 
associated tableaux TM,(B’), TM2(B’) are given. Finding one common basis can be 
efficiently done by the algorithms presented in [7,2]. At the beginning of the algo- 
rithm, we interchange the position of branches “j E B” and “j $ B” at each height j as 
necessary so that the initial common basis B’ lies in the right most position of the 
enumeration tree. Fig. 4 shows small example of E = { 1,2,3) and B’ = { 1,3}. 
At general stage, let f be the minimum element in E such that the path from the root 
to Bk branches to the right at height J where Bk is the kth common basis found by the 
algorithm. As we will see, we may assume f$ Bk. Let R be the subtree under the branch 
edge “f$ B”, and L be the subtree under the branch edge “f~ B”. We remark that the 
algorithm assumes that all common bases in R have been found and no common basis 
in L has been found. 
We next check the existence of common basis in L. In order to do this, we must 
contruct G(7’,‘,,(Bk), T,,(Bk)). From Theorem 3.3 and Property 2.3, we have the 
following corollary. 
Corollary 4.1. There exists a common basis Bkfl in L if and only if there exists 
a directed cycle C in G(T,,(Bk), TM,(Bk)) w K h’ h contains f and consists of elements in 
E less than or equal tof: 
Thus, we can check the existence of common basis in L by checking the existence of 
such cycle. 
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If it exists, let C be such a cycle with minimum length. In the algorithm, 
we employ the breadth first search to obtain C. By successive pivot operations along 
C in Tnr,(Bk) and TM,(Bk), we obtain Bkf ’ with f~ B’[+‘, see the proof of Theorem 3.3. 
After that, interchange the position of branches in L so that the current basis Bk+’ lies 
to right most position in L, that is, interchange the meaning “j E B” and ‘j 4 B” for 
j <& Proceed to the next stage. Remark that from Property 2.3, this interchange can 
be seen as the initialization of recursive call of the enumeration for M1\J/Z and 
M1\J/Z with the initial common basis B\I, where I = Bk+’ n {j: j af} and J = {j: 
j >f}\Bk+ ‘. 
If there exists no such cycle (there exists no common basis in L), then we exchange 
the position of branches ‘tf$ I?” and ‘tf~ B” so that the current basis Bk lies in the left 
most position at one more higher level in the subtree containing both R and L. Then, 
proceed to the next stage. This completes the outline of the algorithm. A small 
example is given in Fig. 5. 
We will now give one of the straightforward escriptions of the algorithm, in which 
we use a binary vector PE (L, R) ’ indicating where the current basis lies in the 
enumeration tree. 
Algorithm: Enumerate (finding all common bases of Ml, M2). 
Input: B’, T’,,(B’) and TM,(B’) ( one of common basis and related tableaux). 
Output: All common bases. 
begin 
k := 1; 
output Bk; 
Set Pi := R, QieE 
while (true) do begin 
Set f:= min{j: Pj = R} 
if f does not exists then stop 
else Construct G := G(TM,(Bk), r,,(Bk)); 
Find a directed cycle C in G with minimum length in Corollary 4.1 
(* This is done by the breadth first search. *) 
if C exists then 
k:=k+l; 
Make pivot operations along C; 
(* Update Bk, 7’,‘,,(Bk) and T.,(Bk). *) 
P, + L; Pj + R, Qj < f; 
output Bk 
else 
P, := L 
endif 
endif 
end 
end. 
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Check the existence common bases in L: 
/6 0\/(3, 0 0 0 \ 
B” 
If exists, 
Else: 
find one and: 
/6 b 6 
B”+t’ B” 
Fig. 5. Outline of the algorithm. 
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Let us analyze the complexity of the algorithm. For this, we assume the following. 
(1) The tableau T,(B) is given as a 2-dimensional array, and we can access to each 
entry in constant time. 
(2) A procedure pivot_operation( T’,(B), Y, s) is given, which makes a pivot operation 
on (r, s) in TM(B) and its time complexity is t(M). 
Under these assumptions, we have the following theorem. 
Theorem 4.2. The algorithm Enumerate generates all common bases without duplica- 
tion. The time complexity is O(n(n’ + t)3.) and the space complexity is 0(n2), where 
[El = n, i is the number of common bases and t = max{t(M1),t(M2)}. 
Proof. First we prove that the algorithm finds all common bases, by induction on n. If 
IEl = 1, it is easy to see the statement is true. Assume that the statement is true for 
1 E I < n, and that it does not hold for I E( = n. Then there exists B which is not found 
by the algorithm. Let B’ be the initial common basis, and let f be the maximum 
element in E such that fsB and f$ B’, or f$B and feB’. Consider the first time 
when P, becomes L. From Corollary 4.1, the algorithm finds B’ such that ,fe B’ if 
,f$B’,f$B’iff~B’,and B’#B. Let I = B’n(j:jaf} and J = {j:jaf)\r. Then, 
B’\I and B\I are common bases of M1\J/I and M,\JII. From Property 2.3, the 
following steps of the algorithm can be considered as the enumeration of all common 
bases in MI \J/I and M2\JJI with the initial basis B’\I. By the inductive hypothesis, 
the algorithm must find B\I. This is a contradiction. 
Next we show that there is no duplication. Assume the contrary, i.e., there exist 
common bases Bk = B’ for some k < 1. Let Pk,P’ be {R, L)-valued vectors in the 
algorithm at just time after Bk, B’ is obtained. As Pk # P’, there exists a maximum element 
f with PF = R # P>. This implies that f~ Bk if and only if ,f$ B’. This is a contradiction. 
We will check the time complexity. Consider the time period from when Bk is 
obtained to when Bk+’ is obtained. Let A,,, be the maximum number of arcs in 
G(T,,(Bk), T,,(Bk)). The existence of the cycle C in Corollary 4.1 will be checked at 
most n times in this period by using the breadth first search in O(A,,,) time. The time 
complexity of pivot operations taken place in this period is C,,, .(t(M,) + t(M2)), 
where C,,, is the maximum length of the cycle C. Thus the total time complexity is 
O((nO(A,,,) + C,,,(t(M,) + t(M2)))A). We know that A,,, d 2n2 and C,,, < 2n, 
and therefore the result is obtained. 
The space complexity for construction of G( T,,(Bk), TM,(Bk)) is O(A,,,). For 
tableaux we need 0(n2) space. Thus, we have the total space complexity is 0(n2). 0 
5. Applications 
In this section, we treat two enumeration problems as applications of our algorithm. 
One is the enumeration of all complementary bases. Let A be an n x n rational 
matrix,A=[Z, -A] and E={1,2 ,..., n,1,2 ,..., ti} beanindexset ofcolumnsof 
2 where I is the identity matrix of order n. A complementary basis B is a subset of 
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E satisfying following two conditions: 
(i) 2, is a basis, i.e., A, is nonsingular, 
(ii) u E B if and only if ;# B for all i E E, 
where i denotes the complement of i for each i E E (i.e., r = i) and A, is a submatrix of 
2 indexed by B. 
Let Mi and M2 be pairs (E, 93i ) and (E, L%~), where B, = { B G E: B satisfies (i)} and 
6?& = {B G E: B satisfies (ii)}. It is easy to see MI is a matric matroid and M2 is 
a partition matroid with Ei = {i, ;> and di = 1 for i = 1,2, . . . , n. Thus, the enumeration 
of all complementary bases can be solved by applying our algorithm with an initial 
basis B’ = { 1,2,. ., n}. Remark that we can treat any n x 2n matrix A, by using the 
algorithm in [l] to obtain an initial complementary basis. 
Theorem 5.1. There is an implementation of the algorithm Enumerate for jinding all 
complementary bases qf 2 = [I, - A]. The time complexity is O(n31) and the space 
complexity is 0(n2), where 1. is the number of all complementary bases and A is an n x n 
rational matrix. 
Proof. Let MI and M, be matroids defined before. By using two-dimensional array, 
we can represent the tableau T,,(B). From relations (i)‘(iv)’ in Section 2, the time 
complexity of one pivot operation t(M,) is 0(n2). 
According to M2, TM,(B) = (tij) has a special structure, that is, tii = 1 for all ie B 
and ti; = 0 for all in B, JOE E\B with i #j. Therefore, to represent T,,,(B), we do not 
need two-dimensional array, but we need to know which one of {i, I} is in a basis B. 
This can be done, for example, by using one-dimensional array of {i, r}, having O(n) 
space complexity. If we employ this, we can execute one pivot operation in constant 
time, thus t(M,) = O(1). We have t = max{t(M,),t(M,)} = 0(n2). The total time 
complexity is 0(n3i.). Clearly, the space complexity is O(n’). 0 
In geometrical sense, the enumeration of all complementary bases can be seen as the 
enumeration of all full dimensional complementary cone, which is defined as the set 
{ xisBriAi: ri > 0, ViE BE9J2}. Th e mear complementarity problem is formulated as 1’ 
LCP(A, b): find (X, y)~ R2” satisfying that 
[I> -Al _:: =b, 
[I 
(Y,X) 3 0, 
yi’Xi=O,forall i= 1,2 ,..., n. 
The LCP( A, b) can be seen as the problem of finding a complementary cone (not 
necessarily full dimensional) in which a given vector b E [w” is contained. Thus, we can use 
our algorithm to solve the linear complementary problem under the following situation: 
Whenever LCP( A, b) has a solution, there exists a full dimensional complement- 
ary cone containing b. 
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A second application is the enumeration of all perfect matchings in a bipartite 
graph. Let Gr = (U, V, E) be a bipartite graph where U and V are vertex sets and E is 
anedgesetgivenasasubsetof{(u,o}:uEU,uEV}withIUI=IVI=mandIEl=n. 
Let S be a subset of E. For each u E U (0~ I’), let 6,(S) (6,(S)) denote the number of 
edges in S incident to u (u respectively), i.e., 6,(S) := I {(u, u): (u, v) E S, for some u E I’} I. 
A perfect matching B is a subset of E satisfying: 
(i) 6,(B) = 1 for all u E U, 
(ii) S,(B) = 1 for all u E V. 
Let M, and M, be pairs (E, S&) and (E, a”) where 9$ = {B E E: B satisfies (i)} and 
98” = {B E E: B satisfies (ii)}. Then, it is easy to see that M, and M, are both partition 
matroids. 
As described before, an initial common basis, a perfect matching in this case, is 
required at the beginning of the algorithm. This assumption can be satisfied by the 
0(m2.‘) algorithm for finding a maximum perfect matching presented in [6]. 
Let B be a common basis of M, and M,, equivalently B is a perfect matching in Gi . 
Let G = G(T,U(B),T,v(B)), and let C = {(iI,jI)(jI,i2)~.~(i,,jk)(j,,i,)) be a simple 
directed cycle in G, that is, il, i2, . . . . ik are distinct members in B and j, ,j,, . . . , j, are 
distinct members in N = E\B. Then the sequence iljl i2 ... ik j, forms an alternating 
cycle in Gr with respect o B. Also, the converse holds. 
This fact shows that finding a directed cycle in G can be done by finding an 
alternating cycle in G 1. We do not need TM,(B), T,“(B) and G( TM,(B), TMv(B)) in the 
algorithm. Thus, we have the following theorem with better time complexity. 
Theorem 5.2. There is an implementation of the algorithm Enumerate for jinding all 
perfect matching in G1 = (U, V, E). The time complexity is 0(n2A) and the space 
complexity is O(m + n), where 1 U 1 = 1 VI = m, I El = n, and A is the number of perfect 
matchings. 
Proof. To prove this, we use the general time complexity O((nO(A,,,) 
+ C,,,(t(M,) + t(M2))),I) in the proof of Theorem 4.2, where IEl = n. O(A,,,) is the 
time to check the existence of the cycle C in Corollary 4.1. From above, this can be 
replaced with O(n) which is the time to check the existence of an alternating cycle in 
Cr. We have C,,, < 2m, where C,,, is the maximum length of an alternating cycle. 
We do not make pivot operations in tableaux but we need some information: which 
edges are in B and which are not in B. This can be done by one-dimensional array of 
edges. Thus, we have O(n’A) time complexity. Clearly, the space complexity is 
O(m + n) just for representing Gi. 0 
It is rather evident that the time complexity 0(n2A) is an overestimate. For 
example, let E = { 1,2, . . . , n}, and let B’ = {n - m + 1,n - m + 2, . . . . n} (I B’I = m). 
Clearly, we do not need to check the existence B’ in L in the first n - m steps in the 
algorithm, because every basis has the same cardinality. Thus, by evaluating the 
behavior of the algorithm more carefully, the time complexity might turn out to be 
F. Fukuda, M. Namiki 1 Discrere Applied Mathematics 56 (1995) 231-243 243 
much lower. Indeed, the more efficient algorithm for finding all perfect matching is 
presented in [S]. 
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