Abstract: Cryo-electron microscopy (cryoEM) is becoming popular as a tool to solve biomolecular structures with the recent availability of direct electron detectors allowing automated acquisition of high resolution data. The Bsoft software package, developed over 20 years for analyzing electron micrographs, offers a full workflow for validated single particle analysis with extensive functionality, enabling customization for specific cases. With the increasing use of cryoEM and its automation, proper validation of the results is a bigger concern. The three major validation approaches, independent data sets, resolution-limited processing, and coherence testing, can be incorporated into any Bsoft workflow. Here, the main workflow is divided into four phases: (i) micrograph preprocessing, (ii) particle picking, (iii) particle alignment and reconstruction, and (iv) interpretation. Each of these phases represents a conceptual unit that can be automated, followed by a check point to assess the results. The aim in the first three phases is to reconstruct one or more validated maps at the best resolution possible. Map interpretation then involves identification of components, segmentation, quantification, and modeling. The algorithms in Bsoft are well established, with future plans focused on ease of use, automation and institutionalizing validation.
Introduction
The 3D electron microscopy (3DEM) field evolved through numerous hardware and software advances in single particle analysis (SPA), reaching near atomic resolution recently. 1 As a longstanding package in the 3DEM community, the evolution of Bsoft reflects these changes, incorporating new algorithms to handle better quality data. The key events in hardware development that enabled rapid improvement in structural analysis are: the first functional microscope in 1931, 2 the field emission gun in 1968, 3 and most recently, direct electron detectors (DEDs) (original chip in 1998 4, 5 ) . Similarly, the software to process electron micrographs for 3D reconstruction also went through three major jumps in achievable resolution: the first 3D reconstruction in 1968, 6 understanding the contrast transfer function (CTF) initially noted by Thon in 1966 7 and subsequently corrected in 1975, 8 and compensating for specimen movement from dose-fractionated DED micrographs in 2013. 9, 10 Bsoft is a general data processing package (freely available from http://bsoft.ws) intended mainly for the electron microscopy community (see previous papers [11] [12] [13] ). It has multiple capabilities, with three main themes: single particle analysis (SPA), tomography, and interpretation of 3D reconstructions. Previous versions of Bsoft offered a whole SPA workflow including CTF adjustment and reconstruction. 11, 12 Bsoft now includes the ability to use dose-fractionated micrographs for solving biomolecular structures to high resolution. The aim is to aid the user in processing electron microscopy data through easy image manipulation and automating as much of the workflow as possible. The danger is of course that such freedom can lead to inappropriate processing, invalidating the results. The current effort in improving Bsoft is therefore to (i) institutionalize validation, and (ii) accelerate processing. I organized the text in the following manner: First, I explain the approaches for doing validated SPA. Next, I present the considerations required to do SPA in Bsoft, dividing it into four phases as it relates to automation. Finally, I discuss several case studies to illustrate the different ways Bsoft has been used to answer biological questions. Throughout I explore the developments required to automate SPA with validation.
Validation
Despite the advances in SPA, it remains an illdefined problem with many pitfalls. [14] [15] [16] The decisions of the user on how to pick particles and how to align them are crucial elements in producing a justifiable reconstruction. Although validation has recently risen to a more visible topic of discussion, 17 it has always been an issue of consideration in SPA.
Ultimate validation is through independent methods, such as the agreement between EM-derived maps and data from X-ray crystallography or NMR.
Here, I concentrate on internal validation, i.e., using only electron micrographs. These can be applied at any resolution, and is as suitable for assessing initial maps from small numbers of particles as it is for high-resolution maps. The principle in internal validation is based on coherency between the particle images. There are two approaches to establish coherency in the data: (i) cross-validation and (ii) direct demonstration of coherency. In cross-validation, only a fraction of the data is used for processing, while the remainder is used for validation. In the second approach, the fact that there is coherency between the particle images should lead to better reconstructions than from aligned random data. The assessment of coherence is based on interpreting a measure such as the Fourier shell correlation (FSC) curve.
Independent data sets
The idea of independent data sets is simply assessing robustness of the results under repetition. In the 3D reconstruction field, processing two data sets independently and comparing their output has been proposed very early. 18, 19 Grigorieff revisited the issue 20 and the term "gold standard" 1 was later attached. 17, 21 An example of a comparison by FSC is shown in Figure 1 (A) (black curve). To estimate the resolution, Rosenthal and Henderson 24 made an argument to use a cutoff of 0.143 on the curve, currently widely adopted [the bottom horizontal dashed line in Fig. 1(A) ]. The analysis can be readily extended to more than two data sets.
Resolution limited alignment
In many studies in the past the particle images have been aligned to a common reference. This was then followed by reconstructing two maps from mutually exclusive sets of images and comparing them by FSC [using a conservative cutoff of 0.5 or 0.3 to estimate the resolution, the upper two horizontal dashed lines in Fig. 1(A) ]. Grigorieff showed that the use of a common reference could lead to aligned noise, producing an invalid reconstruction. 20 However, when the SNR is high enough, the signal in the images constrains the alignment to be more representative of the particle. Therefore, restricting the alignment to lower frequencies where the SNR is high then allows the use of higher frequencies as validation. This is similar to the R-free measure used in X-ray crystallography, 25 in the sense that part of the data is used for fitting/alignment, and an independent part is used to evaluate how good the fit/alignment is. In this approach, the projectionmatching during alignment is limited in resolution to those frequencies the user has good faith in (i.e., scored high by FSC). Information in resolution shells recovered beyond this limit in resolution is then taken as validation that the particles exhibit coherent information. Similarly, Shaihk et al. 26, 27 implemented a method where a certain range of frequencies were excluded during alignment, subsequently used for validation. In a case with good data and appropriate processing, the FSC curve is typically close to that for independent data sets [ Fig.  1(A) , compare the black and gray curves]. Chen et al. proposed a related validation method. 28 The particle images are aligned using all the data, accompanied by a second version of the particles with noise substituted beyond a userdefined limit. Two FSC curves are then produced: One for the original set, and one for the noisesubstituted set. The difference beyond the chosen resolution limit then indicates coherence. This approach requires twice the amount of processing but achieves the same end as resolution-limited alignment.
Tilt-pair analysis
The 2D nature of an electron micrograph means that any handedness (chiral) information has been lost. Belnap et al. 29 developed a method based on tilt-pair micrographs to establish the hand of a reconstruction (program dhand in Bsoft). In a further application, Rosenthal and Henderson proposed the use of tilt-pair micrographs for validation. 24 In their method, the known difference in tilt angle between the micrographs is compared to the difference in orientations determined for the particle images (a form of cross-validation). A small angular error is taken as indicating a valid reconstruction, and in this respect, differs from other methods based on the FSC curve. Figure 1 . Validation issues in SPA using a public data set of ß-galactosidase micrographs (https://www.ebi.ac.uk/pdbe/emdb/ empiar/entry/10013/). 22 The micrographs were split into two independent sets. Within each set, particles were aligned with resolution limits, and two half-maps calculated to assess resolution. The full maps from the two independent sets were also compared to assess resolution (see Fig. 2 for workflows). (A) FSC curves for the final reconstructions from resolution-limited processing of one micrograph set (gray), from the two independent data sets (black), and compared to the published map (EMD 5995) 22 
Demonstration of particle coherence
It is well known that SPA processing has enough freedom to allow alignment of pure noise to a reference such that the reference can be reproduced. 14, 15 This is inherently related to the SNR, where at low SNR, alignment to noise dominates, while at high SNR, alignment to the signal dominates. 20 The signal in SPA is effectively the coherence between the particles that should give a measure better than noise. One way to determine whether the alignment targets a coherent signal, is to compare the results from a set of particles to that of an equal number of noise images. 23 With a relatively small number of images (1000 asymmetric units), one can already distinguish coherency in the data [ Fig. 1(B) ]. This is useful in assessing whether the micrographs contain particles that can be processed at an early stage in data acquisition. Furthermore, experienced image processors know that the quality of the background noise in reconstructions is an indicator of whether the images contain a coherent signal [ Fig. 1(C) ], or noise [ Fig. 1(D) ]. In a similar vein, Vargas et al. 30 proposed a method to assess the reliability of particle orientations. They make use of the tendency for highscoring projection-matching results to cluster around the appropriate orientation for a real particle, compared to random orientations for noise images.
Single Particle Work Flow in Bsoft: Validation and Automation
The current state of SPA allows for automation of parts of the workflow, with particular points at which the user needs to assess progress and deal with problematic issues. I therefore divided the work flow into phases relating to checkpoints in automation (Fig. 2) . Figure 2(A) shows what is typically understood as SPA, as the first three phases. The first phase is to prepare the micrograph images into a suitable form with associated metadata. The second phase involves particle picking, the crucial step in determining eventual success in reconstruction. The third phase entails iterative alignment and reconstruction, with appropriate validation and resolution assessment. Figure 2 The preprocessing of the micrographs can be done as the data is acquired on the microscope, including determining CTF parameters. The CTF parameters are then checked manually, the particle template produced, and particles picked. An initial, low-resolution reference map is produced and the particles aligned and reconstructed iteratively until the resolution stops improving. (B) For validation by independent sets, the micrographs are split into two subsets and processed separately. The two maps are then compared by Fourier shell correlation to assess the resolution and whether the processing is diverging. (C) The final phase, interpretation, requires extensive case-specific input from the user for identification and annotation of components, segmentation into regions-of-interest, quantitation of parts, and building detailed or coarse-grained models annotation, segmentation, quantitation, and modeling [ Fig. 2(C) ]. Bsoft provides an array of tools to do diverse types of image processing, including SPA. One of these is the graphical program, bshow, with extensive functionality to manage workflows (Supporting Information Fig. S1 ), while most of the other programs are run from the command line. Examples are given in the supplementary material.
Phase 1: Micrograph Preprocessing and CTF Fitting
The preprocessing details depend on how the micrographs were acquired. The goal is to set up the micrographs with associated parameters suitable for particle picking, alignment and reconstruction. The user can combine all of the preprocessing operations in a script for automation.
Gain correction
The microscope acquisition software usually gaincorrect the micrographs taken on CCD or DED cameras during imaging. However, to ease the burden on the microscope computer, the user can choose to postpone gain correction and write non-corrected files in a compressed format (such as LZW compression of TIF files. The micrographs are then decompressed and corrected by multiplication with the gain reference (program bop).
Binning
Micrographs can be taken at high magnification (or in super-resolution mode), and afterwards binned (program bint). The advantage is that it averages some of the noise, increasing the SNR and aiding further processing. The amount of binning should be chosen to ensure that the expected resolution is about 2/3 of Nyquist to avoid significant loss of information (see Supporting Information Fig. S2 for loss of information due to binning). Alternatively, the user can rescale the micrographs in frequency space using the program bftr. It is possible to bin aggressively to obtain an initial low resolution map, and return later to refine the map to higher resolution from the original data.
Frame alignment
A key operation in SPA is to compensate for specimen movement during data acquisition. 9 The DEDs are fast enough to allow capturing series of images (frames or dose-fractionated micrographs, also called "movie-mode"). The frames are then aligned and averaged to obtain an average image that is further processed in the same way as a micrograph taken on film or with a CCD camera. The Bsoft algorithm (program bseries) is a fullframe alignment composed of two parts: (i) progressive and (ii) iterative. In the progressive part, a reference frame is selected. The next frame is aligned against it and the two averaged. Every successive frame is then aligned against the average of the previous frames, giving a progressively better reference. The final average is then used to start the second part, an iterative alignment, stopping when the change in shifts or change in correlation coefficients become negligible. Good alignment depends on the dose (typically 2 e -/frame pixel), the choice of the initial reference frame and the resolution limits. The user should choose an initial reference a few frames from the beginning because the specimen often moves more during the initial exposure to the electron beam. 9 Cross-correlation is typically limited to resolution shells with high amplitudes, often within the first zero of the CTF for the most defocused micrographs ( 20-30 Å ) . The quality of frame alignment can be assessed from the isotropy of the Thon rings of the power spectrum of the frame average (Fig. 3 ). DEDs offer a direct count of the electrons impacting them. The frame averaging in bseries has therefore been designed to preserve the count sum per pixel, allowing the user to retain accumulated dose information. The frames can be dose-weighted based on the method from Grant and Grigorieff. 31 The averaging suppresses the variance of the noise, effectively increasing the SNR as a function of the number of frames. Note that the signal here is any object in the view, including carbon film, aggregates, etc.
Power spectrum calculation and determining CTF parameters
The power spectrum calculation and CTF fitting can be done interactively in bshow (Supporting Information Fig. S3 ), or automatically with bctf (see Supplementary Material for details). A good way to calculate the power spectrum for a noisy image is to divide it into tiles, Fourier transform all the tiles, and average their power spectra. 32, 33 The size of the tiles is important: too large and the average power spectrum is noisy, too small and the high frequency oscillations are not adequately sampled. To ensure that the CTF minima are separated by at least two pixels at about half-Nyquist, the tile edge size should be:
where k is the electron wavelength, Df is the defocus, and u is the pixel size (all in Å ) (see Supplementary Material for a detailed derivation). The power spectrum in Bsoft can be calculated from a micrograph, frames or picked particles.
For tilted specimens, the defocus changes perpendicular to the tilt axis. If the tilt axis and tilt angles are known, the power spectra of the tiles can be rescaled to agree with the defocus in the middle of the micrograph. The scaling at a distance, d t , from the tilt axis for a tilt angle, a, is given by:
where s 0 is the spatial frequency at the origin (middle of the image), and Df 0 is the defocus at the origin [derived from the second term in Supporting Information Eq. (S2)]. In bshow, the user can enter an approximate average defocus and tilt parameters when calculating the power spectrum. On the command line, the tilt angle and axis must be specified for bctf, either as options or in a parameter file.
The CTF parameters are determined by dividing the problem into parts, avoiding refining too many parameters at once. In bshow the fitting buttons are at the bottom of the CTF dialog window (Supporting Information Fig. S3 ). The first one is a quick fit that ignores astigmatism and search for a defocus in the range indicated on the right. The next four buttons are for refinement of different sets of parameters [see Supporting Information Eq. (S4)]: the background (it fits to the minima or zeroes), the envelope (its fits to the maxima), the defocus, and astigmatism parameters (defocus deviation and astigmatism angle). The background is modeled as one of six possible curves that should approximately pass through the radial power spectrum minima (Supporting Information Table S2 ). The last three curves are duplicates of the first three, except for a Gaussian peak to fit the strong water signal at 3.8 Å that is often present in DED micrographs [Supporting Information Fig. S3(A) ]. The CTF can also be fitted to micrographs taken with a phase plate, adjusting the amplitude contrast close to one.
Phase 2: Particle Picking
In the initial stages of a project on a new specimen and with small numbers of micrographs, manual picking is still preferred. However, when an initial reference map is well established and the goal is higher resolution, automated picking becomes a necessity. The results must still be checked in bshow to make sure that the number of poorly selected particles are not excessive (preferably below 20%).
Selecting particles
The selection of particles from micrographs is a segmentation problem -it suffers from the same issues as all segmentation approaches. It is inherently subjective -the user must select what signal is desired. Past efforts attempted to pick particles using a synthetic, idealized reference, or to use specific properties thought to distinguish signal from noise (such as variance). However, the most effective method turns out to be based on what the user recognizes as desired particles. The user therefore selects representative particles and an average is calculated as a template (in bshow). Once a suitable template is generated (Fig. 4) , the particles can be selected and extracted automatically (program bpick). The automated picking is effective to a large degree, but the inclusion of undesirable objects, such as ice and carbon support remains a complicating issue. The user can then check the quality of picking in bshow, and improve it manually where necessary.
The choice and consequences of the box size
The choice of box size for particle picking is an important consideration, determining the limit of resolution achievable and the cost (time) of processing. The sampled nature of the data implies hard limits for the accuracy of alignment. In practice, the maximum amount of workable information extends up to about two thirds of Nyquist frequency (i.e., about three times the pixel size). At this distance from the origin, the angle that is subtended by one pixel separation (in frequency space) gives the limit for angular accuracy (in radians):
where r lim is the limiting (high) resolution (Å ), D is the physical box size (Å ), and n e is the box edge size in pixels (see Supporting Information Fig. S4 for example curves based on equation 3). The cost of a global search for orientations depends on the number of images, n i , the box size, and the number of orientations (or views). The latter is given by the number of projections calculated from the 3D reference map that covers the surface of the unit sphere within the asymmetric unit. For an angular step size of Da, the number of projections is:
where n s is the number of asymmetric units for a given symmetry. The cost is therefore on the order of n ns . The box size chosen is therefore important in determining the speed of processing. This is also the reason that the global search is usually done with a coarse angular step size (program borient), followed by a refinement of orientation that is not coupled to calculating a large number of projections (program brefine).
Another consideration is to make sure a box size is chosen that can be Fourier transformed fast (use bfft with the -test option to find a suitable size). Suggestions range from a tight fit (20% bigger than the particle size) to a more generous size (3 times the particle diameter). The former ensures little extraneous interference, while the latter allows better angular accuracy in the final refinement (D in equation 3 is larger, therefore Da lim is smaller). A possible reconciliation is to use a soft circular mask to eliminate background with a larger box size.
Phase 3: Particle Alignment, Reconstruction and Validation
The core steps and most time-consuming part of SPA is particle alignment and reconstruction. Particle picking: First a template is generated from a small set of hand-picked particles (lower right). Then a larger set is picked automatically, pruned by removing badly picked particles, and a new template generated. This can be iterated until the user is satisfied with the result. The template is subsequently used to automatically pick particles from multiple micrographs Careful choice of a starting reference and parameters ensures efficient processing and obtaining a valid result. This phase can be fully automated for a simple SPA run. For more complicated cases, different levels of user intervention will be necessary, depending on the details and goals. Where conformational or compositional variability is expected, multiple reference maps must be generated and each used to align the particles. The particles are then classified based on the best fit to a reference map as claculated during alignment.
The initial 3D reference/template
The alignment of the particle images in Bsoft is reference-based. To start processing, a reference must be produced with low frequency features similar to those of the particles. This map must be a cube with the edge equal to the edge of a particle image. The user must also ensure that the sampling (pixel size) is the same as the particle images, and that the origin is appropriately specified (usually in the center of the box).
There are three different ways in which a reference map can be constructed in Bsoft. The first is creating a synthetic image with some features resembling the particle. The program beditimg creates images from scratch, or modify existing images. The user can create a simple reference map by placing a few spherical densities in appropriate locations within a volume. Symmetry can be applied using the program bsym (see Supporting Information Fig. S5 for an example).
Alternatively, an existing map from the EMDB can be used, or calculated from an atomic structure from the PDB. The programs bsf and bgex convert atomic coordinates into 3D density suitable for a reference map.
Finally, random orientations can be assigned to the particle images (program emgrand), and an initial map reconstructed from them. This works better for particles with high symmetry than with asymmetric particles. 34 The program borient can also use a set of 2D images as reference. The alignment can then be done using the program borient as described in the next session, with subsequent averaging to produce class averages (Supporting Information Fig. S6 ).
Alignment
The user typically starts an alignment iteration with a global search for orientations within the asymmetric unit using a coarse angular step size in the program borient. This can then be followed by subsequent iterations using borient with smaller angular step sizes, or using brefine to improve orientations from previous iterations. In all cases, low and high resolution limits are typically used: the former to avoid the strong low frequency components with little orientational information, and the latter to eliminate noise. 35 In both borient and brefine, projections from the 3D reference are compared to the particle images to determine the best views. In both programs, central sections (the frequency space equivalent of projections) are calculated using an interpolation developed for the Radon package (Supporting Information  Fig. S7) . 36, 37 The CTF is imposed on each reference projection to generate a more appropriate comparison with the particle image. The projectionmatching algorithm used in borient is based on the polar Fourier transform approach 35 (see Supporting
Information Fig. S8 for flow diagrams) . The second program, brefine, does a frequency space refinement of orientation, magnification and defocus parameters per particle (see Supporting Information Fig. S9 for a flow diagram).
In borient the angular step size determines the number of projections. These are then matched to particle images using the low and high resolution limits chosen by the user. The angular step size is related to the high resolution limit as indicated in equation 3, so that the user only needs to select the latter. In brefine, the angular accuracy specified for the grid search option is similarly linked to the high resolution limit chosen. In both cases the recovery of information beyond the high resolution limit is taken as a measure of coherence, i.e. validation [ Fig.  1(A) ].
Particle selection
Once a set of particles have been aligned, they can be selected in many different ways based on figuresof-merit (FOMs) using the program bpartsel. Two FOMs are calculated in borient or brefine runs: a cross-correlation coefficient (CCC) within the resolution limits set by the user, and a cross-validation coefficient (CVC) outside those limits. For borient, the latter is calculated for the excluded low resolution shells, and can be used to eliminate some noise and junk images. For brefine, the CVC covers shells just beyond the high resolution limit as an assessment of recovering coherence. Because the defocus affects contrast and thus also the magnitude of the FOMs, they can be scaled to the average defocus. Another option selects a maximum number of particles per view to counter the effects of preferred orientations.
The alignment can be run on the same set of particles with different reference maps, each resulting in a parameter file. These parameter files can be compared with the program bpartmulti, and the particles assigned a selection number indicating the best match to a reference. These selection numbers are then used to calculate multiple reconstructions.
Reconstruction
The main reconstruction program in Bsoft, breconstruct, does a frequency space nearest neighbor integration with oversampling. During reconstruction in breconstruct, the particle images can be adjusted for the CTF (using any of the options shown in Supporting Information Table S1 ). All symmetry-related views are incorporated during the integration. A resolution limit for integration is set to avoid highfrequency noise.
Multiple reconstructions can be calculated. Typically, two halfmaps (from alternating particle selections) are calculated for resolution estimation, as well as a full map. If the program bpartmulti has been used to generate multiple selections, all the corresponding reconstructions can be calculated (limited only by the available computer memory).
Resolution estimation
The program bresolve calculates a Fourier shell correlation curve between any two given maps of the same size and sampling. The maps can be masked, but care must be taken to use an appropriate mask (see below). The resolution is estimated using userprovided cutoffs: for independent data sets the resolution is estimated at 0.143, 21 while for resolutionlimited alignment, a conservative cutoff of 0.3 is typically used. The local resolution can be calculated from two maps using the program blocres. 38 The key is to use a large enough box size (typically 5-7 times the global resolution) to avoid artificially good resolution estimates. The output is a map of local resolution estimates that can be used to color a map (Fig. 5) .
For further examples using blocres, see. [39] [40] [41] [42] The local resolution map can then be used to filter different parts of a map to appropriate resolution limits with the program blocfilt.
38,43

Masking
Real space masks are typically used to remove background noise in images and reconstructions. They can be used during alignment (in programs borient and brefine), applied to reconstructions and used in FSC calculations (program bresolve). For alignment and FSC calculation, the nature of the mask is critical in obtaining valid results. The ideal mask would have zero background in real space, and zero amplitudes beyond a low-pass limit in frequency space. However, to satisfy both conditions is impossible, because any signal cannot be both real and frequency space limited (uncertainty principle or Gabor limit 44 ). The best solution is to generate a real space mask with soft edges, but then to low-pass filter it to a lower resolution than expected in the data (Supporting Information Fig. S10 ). This will produce some ripples in the background in real space, but still suppress most of the noise, while avoiding any high frequency terms that may enter into projectionmatching or FSC calculations.
Filtering
The final reconstruction typically shows suppressed higher frequencies, rendering the visual appearance somewhat fuzzy and making modeling more challenging. The amplitudes can be modified in several ways using the program bampweigh. If a reference map is available from X-ray crystallography, the reconstruction amplitudes can be scaled to the radial power spectrum of the reference. Alternatively, the amplitudes can be scaled so that their radial averages are equivalent to the carbon electron scattering cross section (the cross section is taken from Peng et al. 45 ). The latter has been applied to a map of ß-galactosidase (shown in Fig. 5 , Supporting Information Fig. S11 ), reconstructed from a publicly available data set (https://www.ebi.ac.uk/pdbe/emdb/ empiar/entry/10013/). 22 
Phase 4: Interpreting Maps
The interpretation of a 3D map comprises identifying and annotating parts, dividing it into regions with meaning, and building models on an atomic or coarse-grained scale. The tools in Bsoft allow the user to segment maps, create masks, and handle various types of models. These cover a broad field and only a few examples are given here.
Segmentation
The program bflood uses a very common segmentation method, the watershed by flooding (see Supporting Information Fig. S12 for an example) . The algorithm starts with a definition of the segments as those regions connected at the initial threshold that Figure 5 . Local resolution (program blocres) of a reconstruction of ß-galactosidase (detailed in Fig. 1 ). The local kernel (box) edge was 40 pixels (25 Å ) and FSC 0.3 estimates were used the user chooses. This starting threshold can be selected in bshow by finding a gray scale level where the regions of interest are separated. The algorithm then progressively enlarges these regions by lowering the threshold until they touch or until the minimum threshold is reached. The regions/segments are then encoded in a multi-level mask that can be used to extract parts of the map. In bshow the "Model" tool can be used to mark specific regions and extract those as a combined mask.
An example is the segmentation of the herpes simplex type 1 capsid 46, 47 (Fig. 6 ). The watershed approach was used to generate multi-level masks denoting the different subunits of the capsid. These were then manipulated to produce masks that correspond to each type of subunit. The masks in turn were used to extract maps from the original capsid reconstruction, each with only one type of component. Another example is the segmentation of the bacteriophage u6 map to isolate the different components (see Supporting Information Fig. S12 ).
Quantification of density
The density in a reconstruction is not directly quantifiable. Therefore, the user needs to define the foreground, the background, and the particle area of interest. In Bshow, the Selection tool can be used to calculate the average density in a defined region, and do it for the three types of regions. A better way is to generate a mask with multiple levels: 1 5 particle density of interest, 2 5 reference density, 3 5 background density, 0 5 ignore. For instance, the stoichiometry of a protein that binds to a virus capsid can be determined by composing a mask with 1 at the protein, 2 at the capsid shell, 3 at the background, and 0 where everything else should be ignored (such as nucleic acid inside the capsid). The individual levels are derived from the segmentation of the reconstruction (see previous section). The mask is then used in the program, bdens, to calculate the averages in the different regions (see Supporting Information Fig. S12 ). The fractional contribution of the density-of-interest is then:
where d i , d f , and d b refer to the levels 1-3 in the mask, respectively. The program bspr can use the mask to calculate the fractional contribution in each individual particle-typically applied to icosahedral particles where a single reconstruction carries significant information.
Modeling
Bsoft offers modeling tools addressing from full atomic representations to coarse components. While these have been used mostly in the context of tomography, they are also useful for single particle maps. One example is the rigid body fit of the protrusion domain of the herpes simplex virus type 1 capsid major protein into the maps along the maturation pathway (see below for more details). 48 
Illustrative Case Studies
Bsoft has been used in many studies with diverse goals. Here are examples of studies aimed at specific biological questions.
Single, Well-Defined Structures
In some cases the specimen is a purified biomolecule with a structure that shows little variance within the expected achievable resolution. The approach is then straightforward and Bsoft has been used to produce several reconstructions of this nature. In Sen et al., 49 we used a synthetic reference map (Supporting Information Fig. S5 ) with some of the features of the bacteriophage u6 procapsid based on previous studies. 50 We further improved the maps to locate minor components of the procapsid. 51 For the antifeeding prophage particle from Seratia entomophila, I started with a reference composed of a cylinder with a sphere at the end to simulate the baseplate. 52 Often a previous map of the same or similar specimen exists, and this can be used as starting reference filtered to a suitably low resolution. Examples of these are the Kaposi's sarcoma-associate herpes virus capsid, 53 and the capsid and the Figure S11 was obtained from the EMDB (EMDataBank.org: EMD-5995) and low-pass filtered to 60 Å . A different approach is to start with random orientations and allow the alignment processing to sort out coherence. Sanz-Garc ıa et al. 34 showed that this is difficult with an asymmetric specimen. If the specimen has high symmetry, this can work, as found with icosahedral particles. 56 In a similar approach, an analysis of the variance in one-particle reconstructions with high symmetry can lead to suitable initial references. 57 Cardone et al. 58 used this in reconstructing a small icosahedral particle formed by the Rous sarcoma virus capsid protein.
Dynamic Structures
If the specimen shows significant variation in conformation or composition, some form of classification is required. The Bsoft approach is to generate multiple 3D starting references and run each as a separate alignment of all the particles (MPA: multiple particle analysis 59 ). The resultant parameter files are then compared (program bpartmulti) and the particles assigned to the reference classes based on a figure-of-merit (such as the correlation coefficient). The starting reference maps can be produced in any conceivable way. A simple way is to divide the micrographs into subsets and process them separately to yield several maps. Another approach is to use the bootstrap method 60 to calculate a set of maps from particles aligned to a single reference (in Bsoft, each such map is generated using the -bootstrap options in bpartsel and breconstruct).
As an example, we studied the maturation of the herpes simplex virus type 1 procapsid, imaging the capsids at various time intervals. Each of the resultant micrographs contain capsids in several different stages of maturation. 46 We started by aligning the particles to a series of reference maps, morphed between previous procapsid and mature capsid maps. The key was to limit the cross-correlation to those resolution shells that show the biggest difference between the procapsid and mature capsid. After several rounds of refining and reclassifying the particles, we produced 17 maps illustrating the transformations during maturation. At the time part of the major capsid protein, its protrusion domain, was solved by X-ray crystallography. 61 We did a rigid body fit into the series of maps, showing how the protrusion domain moves during hexon consolidation 48 (Supporting Information Fig. S13 ).
The bacteriophage u6 capsid undergoes largescale conformational changes during genome packaging. We obtained micrographs with different conformations, allowing us to classify the capsid into the four states adopted during expansion. 62 
Compositional Analysis
It is often important to identify the components of particles, or understand their stoichiometry. For the bacteriophage u6 capsid, we had mutants in the minor procapsid components, allowing us to generate particles of varying composition (see Supporting Information Fig. S12 for a segmentation of an early map). We reconstructed maps with and without the minor components, locating them using difference maps, and calculated copy numbers. 49, 51 In a similar study on clathrin cages, we showed through classification and difference mapping the binding sites of Hsc70, the chaperone responsible for dissociating the cages. 63 
Masked Alignment
The encapsulin particles from Myxococcus xanthus contain large amounts of iron aggregate, giving a strong, irregular signal in cryo-electron micrographs. 64 The initial reconstructions were generated using random orientations but imposing icosahedral symmetry and masking the centers of the particles. These were later used in refining the structure from recombinant protein without iron clusters.
Helical Processing
Bsoft offers tools for the interpretation of helical diffraction patterns in bshow (see Ref. 65 and  66 for examples). However, the SPA approach has become the method of choice for helical reconstruction, as first implemented as IHRSR (iterative helical realspace reconstruction). 67 We analyzed filaments of the HIV protein REV, obtaining maps to subnanometer resolution. 65 Additional tools are available for analyzing filaments in terms of width (program bfilwidth) and calculating helical cross sections (program bhelcross). We used these to show that asynuclein amyloid fibrils have two protofibrils. 68 
Conclusion
I will continue developing Bsoft as a cross-platform software package for image processing and interpretation for 3D electron microscopy, with better integration in processing environments such as Scipion 69 and EMIRA. 70 The main challenges are dealing with large amounts of data and efficient processing through automation while ensuring valid results. One key issue that needs to be further improved is particle picking: It essentially is a segmentation problem complicated by the high variability in micrograph contents. However, even with most of the current automated picking algorithms, the successes are highly encouraging for routinely solving biomolecular structures. With sufficient optimization and automation, the time between data acquisition and final reconstruction can be shortened to hours and days rather than weeks and months.
