Abstract. We establish an essentially sharp modulus of continuity for mappings of subexponentially integrable distortion.
Introduction
We consider mappings f ∈ W 1,1 loc (Ω, R n ), where Ω ⊂ R n is a domain. Such a mapping is said to have finite distortion if the following three conditions are satisfied:
(1) f ∈ W 1,1 loc (Ω, R n ). (2) The Jacobian determinant J(x, f ) of f is locally integrable. (3) There is a measurable function K O = K O (x) ≥ 1, finite almost everywhere, such that f satisfies the distortion inequality
Notice that when K O ∈ L ∞ , we recover the class of mappings of bounded distortion, also called quasiregular mappings. In this case, f is locally Hölder continuous with exponent K
−1
O , and this exponent is sharp. By this we mean that f has such a representative; this comment also applies to what follows. Recently, (non-constant) mappings of finite distortion with subexponentially integrable distortion K O have been shown to share many of the nice properties of mappings of bounded distortion, such as being open and discrete [5] , [12] , [14] . Here the subexponential integrability of K O requires that exp(A(K O )) ∈ L 1 loc (Ω) with A smooth and strictly increasing, with
t dt = ∞, and so that
(ii) there exists t 0 ∈ (0, ∞) such that A (t)t increases to infinity for t ≥ t 0 . In particular, under this assumption, a mapping f of finite distortion is continuous. The integrability assumption on K O is sharp as regards continuity (and openness and discreteness) in the sense that mappings of finite distortion with 1 loc (Ω) and without a continuous representative can be constructed whenever ∞ 1
B (t)
t dt < ∞, see [14] . Let us consider the case exp (λK O ) ∈ L 1 loc (Ω). By the results in [7] , f then has (locally) a modulus of continuity of the type |f (x) − f (y)| ≤ C/ log log(R/|x − y|).
It is also known that better bounds can be obtained when the constant λ is sufficiently large: given s > 0, the (local) modulus of continuity
This conclusion is established in [6] as a corollary to a surprising regularity property of mappings with exponentially integrable distortion that does not hold for small λ. In this paper we establish an essentially sharp modulus of continuity by a different technique.
n be a mapping of finite distortion whose distortion function K O satisfies the integrability condition
where λ > 0 and B = B(x 0 , R) ⊂⊂ Ω. Then for every small > 0 and all
we have the estimate
Here ω n−1 is the surface measure of ∂B(0, 1).
The following example shows that our modulus of continuity is essentially sharp. 
and points x j , y j ∈ B(0, 1) so that x j → 0, y j → 0 and
We believe that the claim of Theorem 1.1 holds with the exponent λ/n, but we have not been able to verify this. Theorem 1.1 is new even for homeomorphic solutions to the Beltrami equation in the plane. By the results in [1] and [9] , one obtains a logarithmic modulus of continuity of the type given in Theorem 1.1 for solutions to the Beltrami equation but with a worse exponent.
By the discussion above and Theorem 1.1, one would expect an essentially sharp modulus of continuity even under the weaker assumption that exp
with A satisfying (i) and (ii). This is indeed the case, and such a result will be given in Section 4.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Let us close this introduction by briefly sketching the proof of Theorem 1.1. We mimic the lines of reasoning by Morrey [16] and Reshetnyak [18] for the case of mappings of bounded distortion as follows. We prove a decay estimate on the integrals of the Jacobian of f over balls by establishing a differential inequality for these integrals. This is done by employing a suitable isoperimetric inequality established in [17] (also see [8] ); the crucial point behind the isoperimetric inequality is that, under our assumptions, the pointwise Jacobian of f coincides with the distributional Jacobian. In the (classical) case of mappings of bounded distortion, the decay estimate on the Jacobian guarantees that f belongs to a Morrey class and is thus Hölder continuous [16] , [18] , [10] . In our setting, the decay order is too weak to imply even continuity for a general mapping. To bypass this difficulty, we insert the fundamental ideas from our initial proof of continuity in [7] to show that, for our mappings, the decay order suffices to yield the desired modulus of continuity.
2. Orlicz spaces Theorem 1.1 will be obtained as a corollary to a more general result. Let us replace the assumption We will assume for all Ω ⊂⊂ Ω that
for all C, β > 0. This is condition (i) from the introduction. We wish to warn the reader that conditions (6) and (7) do not require K O even to be locally integrable, and thus an additional technical assumption has to be imposed on A. To fill up this gap we assume that A satisfies condition (ii): tA (t) increases for large t to infinity.
Proposition 2.1. Assume that A is an Orlicz function satisfying (i) and (ii). Then we have the pointwise inequality
where the Orlicz function P satisfies the integrability condition
and also the technical condition that for every > 0, we have
We refer to [14, Lemma 2.1 and Lemma 2.3] for the proof of Proposition 2.1.
Lemma 2.2. Assume that A is an Orlicz function satisfying (ii), and let p ∈ [1, ∞).

Then there exists t 2.2 = t 2.2 (p, A) ∈ (0, ∞) such that the function
is increasing on (t 2.2 , ∞).
Proof. The claim follows from the identity
Lemma 2.3. Assume that A is an Orlicz function satisfying (ii), and let
we find a numbert 0 (p, A) such that exp
is increasing on (t 2.3 , ∞), where t 2.3 = exp A(t 0 )/p .
Lemma 2.4. Assume that A is an Orlicz function satisfying (ii), and let
it suffices to show that the function
is increasing for large values of t. This holds by Lemma 2.2, and so the claim follows.
Isoperimetric-type inequality
A crucial tool in establishing the correct modulus of continuity in our case is the following integral-type isoperimetric inequality for mappings in the space {f ∈ W 1,1
Lemma 3.1. Assume that an Orlicz function P satisfies the divergence condition (9) and the technical condition (10) .
for almost every 0 < r < R.
We refer to [17] for the proof of Lemma 3.1. Actually, Lemma 3.1 is the simple case of our more general result in [17] , because we can integrate by parts against the Jacobian under the assumptions of Lemma 3.1. This means that
We close this section by giving a simple proof for a weaker version of the isoperimetric-type inequality. This is weaker in two senses. The power of |Df | will be larger than n − 1, and the constant somewhat larger. This weaker version is shown below to yield a version of Theorem 1.1 with λ n replaced by λ n 2 Ap(n) , where p ∈ (n − 1, n).
Lemma 3.2. Under the assumptions of Lemma 3.1, for all
for almost every 0 < r < R. The constant A p (n) is given by the formula Because p > n − 1, the mapping f is continuous on ∂B(x 0 , r) for almost every r ∈ (0, R). Fix such an r and pick a ∈ ∂B(x 0 , r). By [3] or [2, Theorem 1.1], we know that we can integrate by parts against the Jacobian, and so
for almost every r ∈ (0, R). Letting j → ∞ and using the monotone convergence theorem and the Lebesgue differentiation theorem, we conclude that
for almost every r ∈ (0, R). Here we used the standard notation
The oscillation lemma ([10, Lemma 3.10.1]) tells us that
where the constant A p (n) is given by the formula (13) . Combining the inequality (16) with the oscillation lemma and using Hölder's inequality, we conclude that
for almost every 0 < r < R, as desired.
Proof of Theorem 1.1
The elements in the Sobolev space W 1,1 loc (Ω) are equivalence classes of functions that agree almost everywhere in Ω. In order to study the fine properties of a function u ∈ W 1,1 loc (Ω), it is convenient to use the representativeũ, defined by the formulaũ
for almost all x ∈ R n , and thusf = f almost everywhere in Ω. Let A be an Orlicz function satisfying the integrability condition (7), n ∈ {2, 3, 4, ...}, K > 0 and β > 0. We introduce the strictly increasing function α(r) = α A,K,n,β (r) defined for 0 < r n < nK ωn−1 by the formula 
Theorem 4.1. Assume that an Orlicz function A satisfies (i) and (ii). Let f : Ω → R
n be a mapping of finite distortion whose distortion function satisfies the integrability condition
where B = B(x 0 , R) ⊂⊂ Ω. Then, for all small > 0, we have
We will split the proof of 
, and so Theorem 1.1 follows.
Lemma 4.2. Under the hypothesis of Theorem 4.1, we have
(22) f (x) −f (y) n R/2 r dt tA −1 log nK ωn−1t n ≤ C A,K (n) B(x0,R) J(z, f ) dz whenever x, y ∈ B(x 0 , r) ⊂ B(x 0 , R/2).
Proof. Combining the distortion inequality |Df
where
s 2 = ∞ and for every > 0, the function t → t −1 P (t) is increasing for all t ≥ t 2.1 (A, ). Using Proposition 2.6 in [14] and Proposition 2.4 in [14] , we conclude that the coordinate functions of f are weakly monotone (see [7, Definition 1.5] ). This is based on the fact that J(·, f) coincides with the distributional Jacobian, i.e., (12) holds. Let p = n − [7] , which holds for mappings whose coordinate functions are weakly monotone, we have the estimate (23) |f
Because 2r ≤ R, we see that I = ∅. Using Fubini's theorem, we conclude that
for all i ∈ I. Combining the distortion inequality and Hölder's inequality with the inequality (23), we have that
It follows that
and thus
for almost every t ∈ [r, R]. Fix i ∈ I. For almost every t ∈ G i , we have that
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Integrating this estimate over the set G i with respect to t, we arrive at
By Lemma 2.3, we fix t 2.3 = t 2.3 (n, A) ≥ 1 so that the function h : t → tA −1 log
is decreasing on (0, 2 r, we conclude that
). Then t → h( t t
we obtain the estimate
Summing over the set I, we arrive at 
and so also in the case
we have the inequality
Combining the inequality (32) with the estimates (33) and (35), we complete the proof of Lemma 4.2.
Inequality (22) together with the following lemma gives us the desired modulus of continuity. 
Proof. Using Proposition 2.1, we see that the assumptions of Lemma 3.1 are fulfilled, and so for all 0 < r < R/2. Choosing p = n − 1, the constantC depends only on A and n.
Furthermore, using the fact that |f
Using Lemma 4.3, we further obtain the estimate
Combining the inequality (50) with the estimate (51), we finally obtain the desired modulus of continuity (21).
Remark 4.4. The integral in (21) of Theorem 4.1 can be taken from |x − y| to R when |x − y| is sufficiently small. To see this, notice that the ratio of this integral, taken from |x − y| to α −1 (|x − y|), with the corresponding integral from |x − y| to R, tends to zero when |x − y| tends to zero. Thus the small error made in changing the limits can be imbedded in the estimate by changing the in front of the integral in (21) to 2 . We leave the details to the reader. 
whenever r ∈ (0, R/2). The constant A n− (n) is given by the formula (14) . This results in the claim of Theorem 4.1 with − 1 replaced by − 1 nAn− (n) , which is weaker than our claim. However, in the setting of Theorem 1.1, this weaker estimate still gives us a logarithmic modulus of continuity, this time with the exponent λ n 2 An− (n) − .
Construction of Example 1.2
We close this paper by showing that the modulus of continuity that we gave above in Section 4 cannot be substantially improved on. To see that Example 5.1 qualifies for that purpose, make a change of variables to reduce the integrand to the form given in Theorem 4.1, and notice that the role of α −1 is not significant when |x − y| is small; see Remark 4.4. Example 1.2 is contained as a special case in Example 5.1.
On account of the formula (59), we find that
We also have the trivial estimate 
and the trivial estimate 
