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This progress report from the Biomedical Computer Laboratory (BCL)
 
summarizes activities during the period from July 1, 1987 through June 30,
 
1988. The Biomedical Computer Laboratory collaborates with research
 Iinvestigators throughout the Washington University School of Medicine and
 
its affiliated hospitals in the application of advanced computer techniques
 
to problems in biology and medicine. This often requires work in areas
 
stretching from basic biomedical sciences through mathematical models to
 I 
equipment design. Our orientation is interdisciplinary with the
 
recognition that effective communication for workers with differing
 
backgrounds comes only through extended collaboration and mutual respect.
 I 
The vigorous development and evolution of specialized hardware and
 
software systems for use in the solution of research and clinical problems
 
has continued to be the central focus of BCL activities. Several systems
 I 
now in clinical use have seen a progression from exploratory pilot studies,
 
to major developmental project, to local clinical trial, to clinical trials
 
in multiple locations, to public availability through commercial
 Imanufacture. Perseverance in this sometimes tedious chain of development
 
has found reward in the effective fielding of specialized computer systems
 
to the medical community.
 I 
One class of computer applications requires strong coupling of the
 
computer to its environment for digital signal processing. These
 
applications typically involve the use of commercially available
 Iminicomputers and microprocessors in conjunction with specialized hardware
 
designed and built locally. We have pursued many such applications by
 
bringing signals from hospital wards and research laboratories to BCL by
 
means of either analog or digital tape recordings or telephone lines and,
 I 
more frequently, by taking the computers to the investigator's laboratory
 
or the patient's bedside. More recently, an emphasis at BCL-has been on
 
the development of a flexible digital communication capability for linking
 
data sources and information destinations with research-oriented
 I 
computational resources at BCL as well as at collaborators' sites. 
Of particular importance to current and future BCL projects is the Idevelopment, in a closely related sister lab (Computer Systems Laboratory,
 
or CSL), of a capability for the design and fabrication of custom very­

large-scale integrated (VLSI) circuits. The realization of such circuits
 
through collaboration with CSL is already opening up new opportunities for
 I 
solving problems intractable with conventional computing devices. The CSL
 
has as its goal the development of innovative approaches to computing that
 
will have important implications for medicine and biology in the future.
 I 
'\ For those classes of applications dominated by information
 
processing requirements, available arrangements have matured from telephone
 
lines linking our minicomputers to the large IBM Systems at the Washington
 I 
University Computing Facilities, through development and support of a
 
minicomputer based MUMPS system, to the establishment of independent groups
 
such as the Medical Computing Facility and the Medical Computing Service
 IGroup which serve the local medical complex. Diverse needs continue to be
 
met by these various options as well as by an increasing number of
 








Still another class of applications requires extensive use of large­
scale computational services. Many investigators are assisted in their 
I 
research through the use of generalized numerical, non-numerical, and 
statistical routines. Such work is sometimes carried out by staff members 
of BCL, but primarily by members of the Division of Biostatistics under the 
direction of Dr. Dabeeru C. Rao, and the University Computing Facilities 
whose director is Robert J. Benson. 
I 
I Over the years, the BCL has enjoyed collaborations with most departmental divisions within the medical school but has also found support 
and enrichment through close ties with other facilities throughout the 
University. These arrangements are of benefit both to the BCL and to 
graduate students who find projects and employment among the activities in 
I 
the laboratory. The Department of Computer Science is under the direction 
of Dr. Jerome R. Cox, Jr .• past Director of the BCL. Strong ties with the 
Department of Electrical Engineering are sustained through the Engineering 
School's Biomedical Engineering Program and common interests in digital 
signal processing techniques. 
I Four years ago, Washington University established an interschool 
I 
Institute for Biomedical Computing. The new Institute encompasses the 
Biomedical Computer Laboratory, the Computer Systems Laboratory, and a new 
Medical Informatics Group in an organizational setting designed to 
recognize and foster the joint interests in biomedical computing of the 
School of Medicine and the School of Engineering and Applied Science. The 
purpose of the reorganization is to recognize that the development andI application of advanced computing and engineering technology to problems in 
I 
biomedical science are essential components of the research and teaching 
activities of Washington University. Accordingly, attention has been given 
to the development of a stable organizational structure that will 1) 
provide a means by which the primary academic affiliations of its faculty 
can be in an organizational setting with an adequately broad commitment to 
research and teaching in biomedical computing; 2) establish a formalI administrative connection to the School of Engineering and Applied Science 
I 
that will facilitate the involvement of its students and faculty in 
research and instructional activities in biomedical computing; 3) establish 
mechanisms for administration, funding, and review of appointments, 
promotion, and tenure for the academic staff of this activity; 4) foster 
I 
organizational and procedural coherence between the Biomedical Computer 
Laboratory and the Computer Systems Laboratory by placing them within a 
common administrative structure; 5) create a focal point for 
I 
interdisciplinary teaching and student research, both in the School of 
Medicine and the School of Engineering and Applied Science, in areas that 
do not fit comfortably into existing departments; and 6) encourage a 
scholarly environment for the activities of the two computer laboratories 
that will promote and encourage teaching, research, and publication as 
vehicles for personal development and academic contribution. 
I 
I In addition to current BCL and CSL space on the Medical School 
campus, space for part of the activities of the Institute has been provided 
on the Engineering School campus by completion of a fifth-floor addition to 
Lopata Hall in December of 1983. This new space (about 6000 square feet), 
called the Edward L. Bowles Laboratory, is immediately adjacent to the 










The Institute for Biomedical Computing (IBC) has replaced the former 
Washington University Computer Laboratories (WUCL) which was a less formal 
federation of BCL and CSL plus working groups within the Departments of I 
Computer Science and Electrical Engineering. Dr. Charles E. Molnar, 
Director of the Computer Systems Laboratory, and Dr. Lewis J. Thomas, Jr., 
Director of the Biomedical Computer Laboratory, are respectively Director I
and Associate Director of the Institute. Both BCL and CSL continue to 
retain their identities and internal organizations. Accordingly, this 
Progress Report addresses activities centered primarily within BCL. I 
Planning and policy development of the Institute are overseen by a 
Governing Board, the membership of which is drawn from both Schools. The 
present composition of the Governing Board is: I 
J. R. Cox, Jr., Chairman, Department of Computer Science 
R. G. Evens, Head, Department of Radiology 
G. D. Fischbach, Head, Department of Anatomy and Neurobiology I 
M. K. King, Dean, School of Medicine 
D. M. Kipnis, Chairman, Department of Internal Medicine 
E. S. Macias, Chairman, Department of Chemistry and Associate IProvost, Science and Technology 
J. M. McKelvey, Dean, School of Engineering and Applied Science 
C. E. Molnar, Director, Institute for Biomedical Computing 
P. Needleman, Chairman, Department of Pharmacology I 
B. E. Spielman, Chairman, Department of Electrical Engineering 




To aid in long-range planning of the health-related activities of 
the Institute, a National Advisory Panel is convened periodically. 
Particular attention is given to the confluence of important needs in I 
biology and medicine with the technical advances capable of meeting these 
needs. Successful development may suggest implementation on a larger, 
perhaps national scale. The present composition of the National Advisory IPanel is: 
Harrison H. Barrett, Ph.D., Professor of Optical Science and Radiology, 
University of Arizona, Tucson, AZ I 
Howard L. Bleich, M.D., Associate Professor, Beth Israel Hospital, 
Harvard Medical School, Boston, MA I 
Wesley	 A. Clark, A.B. (Professor), Clark, Rockoff & Associates, 
New York, NY I 
Frederick S. Fay, Ph.D., Professor of Physiology, University of 
Massachusetts Medical School, Worcester, MA IFrank E. Heart, M.S.E.E., Vice President and Director, Computer Systems 
Division, Bolt, Beranek & Newman, Cambridge, MA 
David M. Kipnis, Professor and Chairman, Department of Internal Medicine, I 











William D. Phillips, Ph.D. (retired), Department of Chemistry, Washington 
University, St. Louis, MO 
Robert F. Sproull, Ph.D., Sutherland, Sproull & Associates, Menlo Park, CA 




















II. SOURCES OF SUPPORT I
 
During the period covered by this report the primary source of I
support for the Biomedical Computer Laboratory was from two grants from the 
National Institutes of Health, Division of Research Resources: 
RR 01380 A Resource for Biomedical Computing and I
 
RR 01362 Tissue Characterization via Ultrasonic Imaging. 
Collaboration with other investigators often involved work already I
 
































Public Health Service I
 
Accurate Photon Dose Calculations by Radiotherapy, 
Plastic Scintillator as a Dosimeter in Radiotherapy, I
 
Evaluation of High Energy Electron External Beam 
Treatment Planning, I
 
Peripheral Tests of Color Vision in the Early 
Diagnosis, I
 
Physical Mapping of Yeast Chromosomal DNA, 
Cardiovascular System: Function, Regulation and I
Pharmacology,
 
Cyclotron Produced Isotopes in Biology and Medicine,
 I
 
Study of Ischemic Heart Disease,
 




Adrenergic Factors and Arrhythmogenic Metabolites,
 I
 
Tissue Characterization with Ultrasound,
 
Coronary Vascular Response to Injury: Role in
 I
Infarction, 
Isoforms of Creating Kinase after Myocardial 
Infarction, I
 
Mechanisms of Arrhythmogenesis Following Infarction, I
Compensating for Anisotropy in Myocardial Ultrasound, 









I NS 23007 Sta~istical Coding of Complex Stimuli in Auditory 
Nerve, 
I RR 01379 Research in VLSI Systems for Biomedical Applications, 
RR 03522 Biomedical Network, 
I National Science Foundation Grants 
I
 ECE-85-S2Sl8 Presidential Young Investigator Award,
 ECS-82-1Sl8l Study of Time-of-Flight Tomography, and 
I ECS-84-079l0 Estimation and Decision for Optical Communication. 
Research support was also received from the following industrial 
collaborators:I AW Corporation, St. Louis, MO and 


















Personnel employed by the Biomedical Computer Laboratory during the 
period covered by this report were: I 
Director 
ILewis J. Thomas, Jr., M.D., and Associate Director of the Institute 
for Biomedical Computing, and Associate Professor of Biomedical 
Computing, Anesthesiology, Physiology, and Biomedical Engineering IAssociate Director 
G.	 James Blaine III, D.Sc., and Associate Professor of Biomedical
 
Computing in the Institute for Biomedical Computing, Associate
 I 
Professor of Computer Science in Radiology, and Affiliate 
Associate Professor of Computer Science IAssistant Director 
Russell E. Hermes, M.S., and Affiliate Assistant Professor of 
Electrical Engineering I 
Business Manager IVirginia M. Bixon, B.S. 
/' 
Senior Research Staff I 
Jerome R. Cox, Jr., Sc.D., Professor of Biomedical Computing in the 
Institute for Biomedical Computing, and Chairman and Professor of 
Computer Science, and Professor of Biomedical Engineering in IPhysiology 
Harold W. Shipton, C.Eng., Professor of Biomedical Engineering in 
the Institute for Biomedical Computing, and Acting Chairman and 
Professor of Electrical Engineering, and Chairman and Professor of I 
Biomedical Engineering 
Donald L. Snyder, Ph.D., Professor of Biomedical Computing in the 
Institute for Biomedical Computing, and Professor of Electrical IEngineering 
Research Staff I 
R.	 Martin Arthur, Ph.D., Professor of Biomedical Computing in the 
Institute for Biomedical Computing, and Professor of Electrical 
Engineering IDavid E. Beecher, M.S., Research Assistant, and Lecturer in Computer 
Science, and Research Assistant in Radiology 
Kenneth W. Clark, M.S., Research Associate 
Heather A. Drury, B.S., Research Assistant 
Daniel R. Fuhrmann, Ph.D., Research Associate, 








Kenneth B. Larson, Ph.D., Research Professor of Biomedical 
Computing in the Institute for Biomedical Computing, and Research 
Professor of Neurology (Biomedical Computing) 
Joanne Markham, M.S., Research Assistant, and Research Assistant 
Professor in Medicine 
James G. McNally, Ph.D., Assistant Professor of Biomedical 
Computing in the Institute for Biomedical Computing, Assistant 
Professor of Cell Biology and Physiology 
Michael I. Miller, Ph.D., Associate Professor of Biomedical 
Computing in the Institute for Biomedical Computing, and Associate 
Professor of Electrical Engineering 
Gregory A. Mohr, Ph.D., Research Associate, and Research Associate 
in Physics 
Stephen M. Moore, M.S., Research Assistant 
David G. Politte, M.S., Research Assistant 
Frederick U. Rosenberger, D.Sc., Associate Professor of 
Biomedical Computing in the Institute for Biomedical Computing, 
and Associate Professor of Electrical Engineering 
Kenneth B. Schechtman, Ph.D., Research Assistant, and Assistant 
Professor of Biostatistics 
Raimond L. Winslow, Ph.D., Assistant Professor of Biomedical 
Computing in the Institute for Biomedical Computing, and Research 
Assistant Professor of Ophthalmology 
..... 
{:'·······1·· 
Graduate Research Assistants 
I Steven R. Broadstone, M.S. Michael A. Brown, M.S. 
Mark R. Holland, M.A. 
I Neophytos Karamanos, M.S. Mark R. Kaufmann, M.A. David R. Maffitt, M.S. 
Kevin E. Mark, B.S. 






Kurt R. Smith, M.S. 
Engineering Assistant 
I Stanley R. Phillips, A.A.S. 
Electronic TechnicianI Deborah A. Schwab 
I Administrative Coordinator 
Shirley A. Gonzalez-Rubio 
I Secretaries 
Rebecca J. Bozesky 






The following members from other departments and divisions have 
joint appointments with the Biomedical Computer Laboratory to facilitate Icollaboration and enhance interdisciplinary research: 




William M. Hart, Jr., M.D., Ph.D., Professor of Ophthalmology
 




James G. Miller, Ph.D., Professor of Physics, and Associate
 I 
Director for Biomedical Physics, Laboratory for Ultrasonics, and
 
Research Professor of Medicine
 
John W. Wong, Ph.D., Assistant Professor in the Institute for
 IBiomedical Computing, and in Radiation Physics in Radiology 
In addition, the following people worked at the laboratory for 
brief periods: I 
Gary E. Christensen, B.S.
 
Brian S. Edmonston










Frank W. Simcox, B.S.
 
Gregory M. Tormo




RESEARCH COLLABORATORS I 
During the period covered by this report the following investigators 
from other laboratories, departments, or institutions, collaborated with IBCL staff members on problems of joint interest: 
D. R. Abendschein, Ph.D., Medicine 
D. I. Altman, M.D., Neurology I 
T. R. Baird, Medicine 
B. Barzilai, M.D., Medicine 
S. R. Bergmann, M.D., Ph.D., Medicine IJ. J. Billadello, M.D., Medicine 
W. R. Binns, Ph.D., Physics 
M. A. Brown, M.B.B.S., Medicine 
T. J. Chaney, M.S., Computer Systems Laboratory I 
P. B. Corr, Ph.D., Medicine and Pharmacology 
J. W. Epstein, Physics 
D. C. Ficke, B.S., Radiology IH. L. Fontanet, M.D., Medicine 
P. T. Fox, M.D., Neurology and Radiology 
E. M. Geltman, M.D., Medicine 
R. L. Grubb, Jr., M.D., Neurological Surgery I 
W. B. Harms, B.S., Radiology 
P. Herrero, M.S., Medicine 





D. G. Hirsh, B.A., Office of the Network Coordinator 
S. Igielnik, Ph.D., Medical Computing Facilities 
M. H. Israel, Ph.D., Physics 
A. S. Jaffe, M.D., Medicine 
G. C. Johns, B.S., Computer Systems Laboratory 
R. G. Jost, M.D., Radiology 
C. M. Kilo, M.D., Medicine 
J. Klarmann, Ph.D., Physics 
M. P. Land, B.S., Pathology 
E. T. Macke, M.S., Computer Systems Laboratory 
J. W. Matthews, D.Sc., Computer Systems Laboratory 
T. R. Miller, Radiology 
M. A. Mintun, M.D., Radiology 
C. E. Molnar, Sc.D., Computer Systems Laboratory 
R. E. Morley, Jr., D.Sc., Electrical Engineering 
R. Nesher, M.D., Ophthalmology 
M. V. Olson, Ph.D., Genetics 
R. E. Olson, Computer Systems Laboratory 
J. M. Peirick, M.S., Medicine 
C. A. Perez, M.D., Radiology 
J. E. Perez, M.D., Medicine 
J. S. Perlmutter, M.D., Neurology 
S. M. Pogwizd, M.D. I Medicine 
W. J. Powers, M.D., Neurology and Radiology 
J. A. Purdy, Ph.D., Radiology 
M. E. Raichle, M.D., Neurology and Radiology 
A. P. Rueter, B.S., Radiology 
J. E. Saffitz, M.D., Ph.D., Pathology and Medicine 
T. J. Schulz, M.S., Electrical Engineering 
L. M. Seacord, M.D., Medicine 
B. A. Siegel, M.D., Radiology 
B. E. Sobel, M.D., Medicine 
A. W. Strauss, M.D., Pediatrics 
S. P. Sutera, Ph.D., Mechanical Engineering 
M. M. Ter-Pogossian, Ph.D., Radiology 
R. G. Tilton, Ph.D., Pathology 
G. L. Trick, Ph.D., Ophthalmology 
J. S. Turner, Ph.D., Computer Science 
Z. Vered, Medicine 
M. N. Walsh, M.D., Medicine 
C. J. Weinheimer, B.S., Medicine 
M. J. Welch, Ph.D., Radiology 
J. R. Williamson, M.D., Pathology 
K. A. Yamada, Ph.D., Medicine 
P. Y. Yan, B.S., Computer Systems Laboratory 
X. Ying, D.Sc., Radiology 
C. W. Yu, M.S., Radiology 
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I IV. PHYSICAL RESOURCES 
1 The Biomedical Computer Laboratory (BCL) , adjacent to the Washington University School of Medicine's main building complex, occupies 12,000 
square feet (net) of floor space at 700 South Euclid Avenue in St. Louis. 
1 The Institute for Biomedical Computing (IBC), comprised of BCL and the Computer Systems Laboratory (CSL), occupies another 6000 square feet of 
floor space (Edward L. Bowles Laboratory) of the fifth floor of Lopata Hall 
1 immediately adjacent to the Departments of Computer Science and Electrical Engineering on the University's other campus, some two-and-a-half miles to 
I 
the west of the Medical School campus. BCL staff members and systems 
frequently occupy other areas within the University at the sites of 
collaborative project activities. 
1 
BCL's electronics shop was moved this year within the 700 South 
Euclid building. The former shop space was renovated for an Image 
Presentation, Analysis, and Quantification (IPAQ) Lab. Within the IPAQ Lab 
are most of the Resource's workstations and a conference facility. 
1 While involved in addressing diverse biomedical problems for which digital computing techniques seemed promising and appropriate, the BCL has 
1/ 
1 
acquired and applied the necessary instrumentation and computing resources 
for collaborative research projects in biological modeling and algorithm 
development for quantitative imaging. Current computer resources include: 
two Digital Equipment Corporation (DEC) MicroVAX-II's, three DEC 
VAXstations, four MASSCOMP machines (a 5400, two 5500's, and a 55020 
workstation), an IBM PC/AT, and an Apple MacIntosh. On indefinite loan is 
an IBM RT PC. Major instrumentation includes a Datacopy reflectance camera 
for image acquisition. 
I 
I Within the Resource, terminal access to computer systems is provided by TERRANET, a BCL-developed local area network. Laboratory computer 
systems are connected by an Ethernet local area network. Inter-network 
communication between other departmental networks is provided via 
connections to the Mallinckrodt Institute of Radiology PACS network and the 
I 
Biomedical Research network installed throughout both Washington University 
Campuses. The networks provide resource personnel access to a broad 
spectrum of computing equipment, imaging modalities, and other services 
such as electronic mail. 
I Other physical resources include an IBC reference room, a well­stocked electronics shop, a modest inventory of electronic and computer test equipment, microprocessor development systems, analog and digital 








V. RESEARCH PROJECTS I 
/ 
Introduction 
The research program of the Biomedical Computer Laboratory (BCL) is 
currently organized into six major project areas with the staff grouped 
into teams whose interests are focused correspondingly. Because of the 
Laboratory's emphasis on quantitative imaging, that category has been 
divided into three areas, each dealing with a different imaging modality 
(positron-emission tomography, ultrasonic tissue characterization, and 
optical-sectioning microscopy). A total of 38 distinct project activities 
are grouped into the six project areas briefly summarized below. More 
complete summaries are given at the beginning of each of the project-report 
subsections. 
Information extraction from quantitative biomedical images continues 
to increase in prominence within the BCL program. Accordingly, 
organization of such activities into three categories (by imaging modality) 
is continued this year. For positron-emission tomography (PET), work in 
support of applications to heart and brain imaging as well as system 
improvements have continued on several fronts, but the main thrust of BCL 
activities has been in research on algorithms. Emphasis has been on 
application of the maximum-likelihood (ML) method for improving image 
quality and for achieving better estimates of physiological parameters 
through studies of dynamic distributions of tracers. Fundamental 
limitations in the use of the maximum-likelihood method for image 
reconstruction have been identified. Ways to overcome those limitations 
have been shown to reduce greatly the artifacts that have plagued those 
applying the EM algorithm to image reconstruction. Also, we have shown 
that application of the ML method for time-of-flight PET achieves 
reductions in the variances of the estimates of 3 to 5 fold compared to the 










The work in ultrasonic tissue characterization has emphasized the 
interpretation of backscattered ultrasonic energy to achieve quantitative 
estimates of tissue properties, including anisotropy and the state of 
contraction of cardiac and skeletal muscle, while parallel efforts have 
been directed toward design of a system to employ adaptive beamforming for 
backscatter measurements. This project became focused primarily on 
cardiovascular applications and so, since May 1988, it is being carried out 
and supported (by NHLBI) independently of the BCL program. 
Optical-Sectioning Microscopy is a new research area for BCL. The 
objective is to use advanced image-estimation methods to extract improved 
p1ane-by-p1ane information from three-dimensional specimens by reducing the 
blurring effects of adjacent planes. Image estimation methods similar to 
those applied to positron-emission tomography are being explored as 
promising candidates for achieving more accurate optical sectioning than do 
other methods currently in use elsewhere. Scanning confocal microscopy is 
also under study for comparison to the above, and for possible improvement 













I Ischemic heart disease and ECG analysis continues to be a major 
category of research activity. but the development of new algorithms for 
ECG processing has been discontinued, although some attention continues onI exportation of the latest version of our "Argus" algorithm. The separate 
I 
support mentioned last year for completing a clinical-event database for 
evaluating ambulatory ECG-monitoring systems was awarded but rejected 
because it was too little and too late. In the area of ischemic heart 
disease, more prominent are modeling, signal processing, and data analysis 
work in collaboration with the division of Cardiovascular Medicine as part 
of their broad program addressed to ischemic heart disease. 
I 
I Systems for Specialized Biomedical Studies embraces a variety of 
projects that are less broad in scope either because they are in an earlier 
stage of development or because the nature of the work is necessarily more 
specialized. The biomedical-imaging theme is well represented in this 
I 
section, especially in the area of electron-microscopic autoradiography and 
automated image segmentation. Work on data acquisition and analysis for 
DNA restriction mapping has achieved very high quality digital images 
directly from fluorescent electrophoretic gels and new algorithms show 
promise for improved extraction of DNA fragment-size data from the images. 
I Projects under Resource Development Activities are directed toward 
I 
improving the Laboratory's capabilities for addressing the needs of 
multiple research studies involving various facets of biomedical imaging. 
To that end, a now dominant and integrating activity is the development of 
I 
a distributed facility for image Rresentation. ~nalysis and ~uantification 
(IPAQ) . Components of the IPAQ project include (1) the enhancement of our 
computational capabilities to support the development of computationally 
demanding algorithms for information extraction from multi-dimensional 
I 
I 
measurement data. (2) the establishment of a coherent software environment 
which incorporates a set of internally consistent software tools. image 
data formats and display methodologies, (3) the extension of our digital 
communication capabilities to include the sites of collaborators' data 
sources and information destinations, and (4) the exportation of 
specialized. tailored subsystems and/or satellite workstations which may 
incorporate custom-designed, state-of-the-art parallel-processing systems 













A. Quantitative Ima~ing: Positron-Emission Tomography I 
Stimulated by the clinical impact of the EMI transmission 
tomographic scanner in 1973, experimental studies were initiated in Icollaboration with the Division of Radiation Sciences to evaluate positron 
coincidence-detection as a method for emission reconstruction tomography. 
This collaborative activity resulted in a prototype scanner called PETT 
(Positron-Emission Transaxial Tomograph). Extensive studies in patients I 
and animals were conducted with the PETT III scanner in collaboration with 
the divisions of Neurology and Cardiology. A subsequent scanner, PETT IV, 
utilized concepts developed with its predecessor but incorporated a novel Itechnique for the simultaneous collection of four tomographic slices from a 
single set of detectors. Until its decommissioning four years ago, PETT IV 
was located in the Coronary Care Unit for use in the SCOR project for the 
quantification of regions of myocardial ischemia and infarction. I 
Subsequent scanners have been developed that permit more rapid data 
collection and improved spatial resolution. One of these, PETT V, was used 
in experimental studies in dogs. PETT VI became operational during the Isummer of 1980 and employs fast detectors and an entirely circular motion. 
This tomograph was used in experimental studies in dogs (A-l) and in brain 
blood-flow studies (A-4). Developments in crystal technology and high­
speed electronics now permit the propagation time of each of the two I 
photons created in an annihilation to be measured. Theoretical and 
experimental studies of tomography systems that utilize this additional 
information continued, and the software and hardware needed to realize the 
predicted benefits have been developed. Super PETT I, the first I 
operational system utilizing time-of-flight information, has been in 
routine use in the Coronary Care Unit for over three years now (A-l to 
A-3). This tomograph was also used for the collection of experimental data I 
used for the evaluation of reconstruction algorithms (A-S). A second 
generation time-of-flight tomograph, Super PETT II, for head and body scans 
has been developed and has now been moved to the Division of Radiation 
Sciences. Studies to improve data acquisition and reconstruction I 
algorithms for Super PETT I and Super PETT II continued during the year 
(A-S to A-8). This work includes the study of fundamental limitations in 
the use of the maximum-likelihood technique for image reconstruction and in I
sound ways to overcome these limitations (A-S). The study of novel 
processing architectures for producing image" reconstructions in clinically 
useful times continued (A-8). A new study was initiated of a positron­
emission tomograph having a spherical geometry for imaging radionuclides I 
(A-9). Lastly, a parameterized approach for maximum-likelihood 









I A-l. PETT Experimental Studies 
Personnel: S. R. Bergmann, M.D., Ph.D., MedicineI M. A. Brown, M.B.B.S., Medicine P. Herrero, M.S., Medicine 
J. Markham, BCL 
I B. E. Sobel, M.D., Medicine M. J. Welch, Ph.D., Radiology 
Support: RR 01380
I HL 13851
 HL 17646 
I The overall aim of this project is to implement and evaluate 
procedures required to translate into intact animals and humans the results 
obtained with selected positron-emitting tracers used to characterizeI myocardial metabolism and perfusion in isolated hearts and in anesthetized, 
I 
open-chest dog studies performed with an isolated probe system. Utilizing 
positron-emission tomography with PETT VI, the distribution of tracers and 
the time-course of their uptake and clearance from myocardium can be 
quantified. Studies are intimately related to interpretation of tomographs 
obtained in clinical studies using Super PETT I (A-2). 
I We previously demonstrated that the myocardial turnover rate 
I 
constant of llC-acetate from isolated perfused hearts provided an index of 
myocardial oxygen consumption. To evaluate the validity of these 
measurements in vivo, we measured the turnover rate constant in eight 
anesthetized dogs at rest and again after myocardial work had either been 
increased by sympathetic stimulation or decreased by beta-blockade and 
hypotension; and in twelve dogs at rest and again after myocardial
I substrate utilization had been altered by intravenous infusion of glucose 
I 
or lipid. Correlations between the turnover rate constants and myocardial 
oxygen consumption over the range from 1.38-10.57 mmol/g/min (measured 
directly) and with rate pressure products from 4984-34680 mm Hg X beat/min 
were close (r - 0.88 for both relationships). Despite increases of 
I 
arterial glucose or fatty-acid concentrations of more than five-fold and 
concomitantly induced changes in myocardial substrate utilization, the 
close relationship between the turnover rate constant and directly measured 
I 
myocardial oxygen consumption persisted. Thus, estimates of myocardial 
oxygen consumption with llC-acetate appeared to remain valid over a wide 
range of flow and metabolic states and despite altered patterns of 
myocardial substrate utilization. Thus, the turnover rate constant after 
intravenous administration of radiolabeled acetate appears to provide a 
useful, noninvasive estimate of regional myocardial oxygen consumption. 
I 
I To demonstrate the utility of the use of llC-acetate in myocardium, 
we evaluated the dependence of recovery of stunned myocardium on 
restoration of oxidative metabolism. Myocardium subjected to transient 
ischemia followed by reperfusion exhibits functional recovery only slowly. 
I 
Criteria predictive of ultimate recovery are ill-defined. Accordingly, we 
evaluated six dogs with reperfusion for four weeks after one hour of 








myocardial stunning. Myocardial blood flow and oxygen consumption were I 
evaluated sequentially using positron-emission tomography with H2150 and 
IIC-acetate; and regional wall thickening was assessed with quantitative 
two-dimensional echocardiography. Myocardial blood flow was diminished Iduring ischemia but recovered to normal by one hour of reperfusion. In 
contrast, MV0 2 in reperfused regions only recovered to greater than 90% of 
normal by one week. Systolic wall thickening remained severely impaired 
early after reperfusion and recovered only in zones exhibiting restoration I 
of MV0 2 . By three weeks, systolic wall thickening had recovered 
completely. Thus, recovery of MV0 2 portends the recovery of regional 
ventricular performance after myocardial reperfusion. I 
In the past year, we have made significant progress in overcoming 
the physical limitations of PET. We previously demonstrated that 
myocardial blood flow (MBF) could be quantitated with H2150 and direct I 
tissue analysis. However, measurement of MBF in absolute terms with PET 
has been limited because of cardiac motion and by partial-volume and 
spillover effects when imaging an object less than two times the full width 
at half maximum resolution of the tomographic instrument. In conjunction I 
with Project A-3 (Corrections for PET Cardiac Studies) we developed a 
parameter-estimation procedure in which spillover and partial-volume effect 
corrections were derived mathematically. In eleven dogs evaluated at rest I 
and after flow had been diminished by coronary occlusion or enhanced with 
dipyridamole, correlation with MBF measured with microspheres over the flow 
range from 0.35-5.04 ml/g/min was close (r - 0.95, n - 28 observations). IThus, it appears MBF can be assessed noninvasively with H2 150 without the 
need for independent measurements of wall thickness or cavity dimensions. 
A critical diagnostic need in clinical cardiology is the ability to I 
identify jeopardized, but viable myocardium. Fluoromisonidazole is a 
compound that appears to bind to hypoxic but non-necrotic cells. We 
hypothesized that it might be useful as a marker of reversibly injured 
myocardial tissue, and characterized the myocardial handling of 18F_ I 
fluoromisonidazole in isolated perfused rabbit hearts. Residual activity 
in control hearts averaged 25 ± 5% of peak activity and increased to 62 ± 
7% with ischemia and 61 ± 11% with hypoxia (control flow but perfusate p02 I 
< 50 mm Hg, p < 0.01 for each compared with control). We then evaluated 
the myocardial uptake of 18F-fluoromisonidazole noninvasively with PET in 
dogs subjected to coronary thrombosis. Regions of jeopardized myocardium 
were defined as those with diminished flow measured with H2150. In five I 
dogs, 18F-fluoromisonidazole was administered intravenously within three 
hours of occlusion. Sixty minutes after injection, the ratio of uptake in 
ischemic compared with normal myocardium was 1.4 ± 0.2 (standard deviation) I
reflected by a "hot spot". In contrast, when 18F-fluoromisonidazole was 
administered greater than twenty-four hours after occlusion (n = 7) the 
ratio was 0.8 ± 0.2 (p < 0.01 compared with early administration). Thus, 
it appears that this radionuclide may be a positive marker of ischemic but I 
potentially salvageable myocardium and may be useful in identifying 
myocardium that may benefit from therapeutic intervention. IThe major goal in the coming year is to evaluate whether recovery of 
function after reperfusion with ischemia of longer durations also 









I with llC-acetate. In addition, we will continue our studies of myocardial 
perfusion with further refinements for partial-volume and spillover 
effects. Finally, further assessment of the utility of 18F_I fluoromisonidazole in the setting of acute myocardial ischemia and reperfusion will be evaluated. 
I 
I A-2. Super PETT I Cardiac Studies 
Personnel: E. M. Geltman, M.D., Medicine 
I H. D. Ambos, Medicine T. R. Baird, Medicine 
A. S. Jaffe, M.D., Medicine 
J. Markham, BCLI B. E. Sobel, M.D., Medicine M. M. Ter-Pogossian, Ph.D., Radiology 
M. N. Walsh, M.D., Medicine 







I This project is designed to characterize regional myocardial 
I 
metabolism and perfusion quantitatively with positron-emission tomography 
(PET) in normal subjects and patients with coronary artery disease at rest 
and in response to stress induced with vasodilators or dynamic exercise. 
I 
It is designed also to assess the efficacy of reperfusion induced by 
thrombolysis, balloon angioplasty, surgical revascularization, and 
combinations of the three reflected by myocardial perfusion and metabolic 
activity. 
I 
During this past year, studies have focused on two general areas: 
validation and implementation of quantitative assessment of myocardial 
I 
perfusion with H2 150 and positron emission tomography, and the evaluation 
of myocardial oxidative metabolism with llC-acetate. Estimates of relative 
myocardial blood flow made with previously validated PET estimates of 
relative regional perfusion with the use of H2 150 were performed before and 
I 
I 
after single-vessel percutaneous transluminal coronary angioplasty (PTCA). 
Mathematical models applied to PET data have been developed in experiments 
in animals (A-l, A-3) for the absolute quantification of myocardial 
perfusion on an ml/g/min basis. These models and techniques have been 
validated in cardiac phantoms and experimental animals and extended to 
human subjects. The results indicate that positron emission tomography 
with H2 150 permits absolute quantification of myocardial perfusion in 
normal subjects and patients and that PET demonstrates diminished resting 









IWe have shown previously that clearance of llC-acetate from 
myocardium correlates closely with oxygen consumption in hearts of 
experimental animals. To assess its value in patients, we studied five 
normal volunteers without cardiac disease and four patients with myocardial Iinfarction by dynamic PET after intravenous administration of 0.4 mCi/kg of 
llC-acetate. Myocardial images were of excellent quality. In normal 
subjects, the tracer was distributed homogeneously. In patients with 
infarction, distinct defects of uptake of llC-acetate were noted. The I 
coefficient	 of variation of of distant and peri-infarct zones wast lL ? greater in patients (25 ± ~~) than in controls (p < .001). Thus, 
heterogeneity of residual oxidative metabolism in patients with infarction Iis readily detectable by PET with llC-acetate - a tracer potentially useful 
for evaluation of efficacy of interventions designed to salvage myocardium. 
IStudies in progress are designed to further validate and implement 
the techniques for absolute quantification of H2 1SO in normal subjects and 
patients with specific forms of heart disease, such as syndrome X, 
hypertensive heart disease, and hypertrophic cardiomyopathy, in which I
myocardial perfusion reserve may be impaired. Clinical studies are planned 
to further assess the regional kinetics of llC-acetate in normal subjects 
and patients with coronary artery disease, including patients with chronic 
anginal syndromes and with acute myocardial infarction treated I 
conventionally or with thrombolytic therapy. In addition, the patterns of 
alteration in regional kinetics of llC-acetate in normal subjects and 
patients with chronic coronary artery disease will be studied before and Iafter pharmacologic stress induced with dobutamine. Initial studies 
suggest that myocardial clearance of llC-acetate is markedly accelerated in 
normal subjects after dobutamine infusion in proportion to augmentation of 




A-3. Corrections for PET Cardiac Studies I 
Personnel:	 J. Markham, BCL 
S. R. Bergmann, M.D., Ph.D., Medicine 
P. Herrero,	 M.S., Medicine I 
Support:	 RR 01380 
HL 17646 I 
Previous studies have demonstrated that the one-compartment Kety 
model can be utilized for noninvasive measurement of myocardial blood flow 
1S Q Iwith positron-emission tomography following injection of H2 if 
radioactivity in the blood and myocardium are known. However, measurements 
of tracer concentration in the left-ventricular blood pool and in 
myocardial tissue with PET reflect the errors due to partial volume and I 






Using a cardiac phantom, we validated corrections for the effects of 
partial volume and spillover with a simulation technique based on the 
convolution of the reconstructed tomographic point-spread function with the 
measured dimensions of the phantom CPR 23, A-3). Simulated image profiles 
were derived based on the assumptions that the point-spread function in one 
dimension is Gaussian and that the activity in the blood pool and tissue 
are each uniformly distributed. Comparison of the simulated image with the 
reconstructed image of the phantom showed an excellent correlation. 
Correction factors for the effects of partial volume and spilloverI were then computed from the simulated profiles. Validation of this method 
I 
in eight dogs showed a good correlation between blood flow estimated with 
microspheres and the PET method [1]. Error analysis of the procedure 
indicated, however, that estimated flow values were very sensitive to 
errors in the dimensions of the blood chamber and wall thickness. 
Because of the difficulty of measuring the dimensions of the heartI in vivo, the equation used to estimate flow with the Kety-Schmidt model was 
I 
modified to include the two correction fractions as parameters to be 
estimated. The fraction of myocardial activity recorded in the observed 
tissue counts and the fraction of activity originating from the blood pool 
and observed as myocardial activity are multiplied by the theoretical 
tissue curve, computed from the Kety-Schmidt equation, and the observed 
blood pool curve, respectively; the two terms are then summed to representI the observed tissue activity. Using this model, myocardial blood flow 
I 
measured from PET images correlated closely to flow determined from 
microspheres in six dogs when flow was normal or elevated due to 
intravenously administered diapyridamole. Estimates obtained for low-flow 
regions were unreliable, probably because of the noise associated with low­
count data. 
I Future efforts will be directed toward improving estimates of flow 
I 
from ischemic regions. Methods for reducing the noise in the time-activity 
curves will be investigated along with improved procedures for estimation 
of flow from PET scans. 
I 
1. Herrero, P:, Markham, J., Myears, D. W., Weinheimer, C. J., and 
Bergmann, S. R., "Measurement of Myocardial Blood Flow with Positron 
I 
Emission Tomography: Correction for Count Spillover and Partial Volume 
Effects," in Mathematical Modelling in Science and Technology, E. Y. 
Rodin and X. J. Avual, eds., Sixth International Conference 
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P. T. Fox, M.D., Neurology and Radiology 
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J. Markham,	 BCL 
M. A. Mintun, M.D., Radiology IJ. S. Perlmutter, M.D., Neurology 
W. J. Powers, M.D., Neurology and Radiology 
M. M. Ter-Pogossian, Ph.D., Radiology 
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Support:	 RR 01380 
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Washington University I 
Because of the previously noted (PR 21, 0-3; PR 22, 0-4; PR 23, A-4) 
deficiencies of compartmental models for estimating cerebral blood flow I 
with positron-emission tomography (PET) using radioactive water as a 
tracer, we have been led to the formulation and testing of distributed­
parameter models for this purpose. The distributed-parameter models we Ihave investigated take into account longitudinal gradients of tracer 
concentration .along the capillaries but assume that transverse gradients 
are zero. The resulting conservation conditions take the form of sets of 
partial differential equations in the concentrations, with axial distance I 
and time as independent variables and with capillary and cellular 
permeabilities, surface areas, volumes, and thermodynamic-activity 
coefficients as parameters. We have obtained analytical solutions for the I
conservation equations in the form of unit-impulse and unit-step responses 
suitable for simulations of dynamic residue-detection data. 
IEncouraged by close agreement between our model predictions and 
external counting-rate data obtained in animal experiments [1] (PR 21, 0-3; 
PR 22, 0-4), we have continued with our investigations of the possibility 
of applying our distributed-parameter model for measurement of cerebral­ Iblood flow (CBF) in patients (PR 23, A-4) using PET. We have explored the 
possibility of implementing our model for this purpose through use of a 
table-lookup procedure. A table of CBF values versus simulated PET counts 
is generated after each patient PET scan. Inputs for generation of the I 
table are the arterial blood-activity sequence, the scan starting time, and 
the scan duration. All model parameters except CBF are set to average 
values. We are presently endeavoring to identify an appropriate parameter I 
set for this purpose, taking into account the correlations we have 








I 1. Larson, K. B., Markham, J., and Raichle, M. E., "Tracer-Kinetic Models 
for Measuring Cerebral Blood Flow Using Externally Detected 
Radiotracers," Journal 0 f Cerebral Blood Flow and Metabolism, 7: 443­
463, 1987. 
I 
A-s. Evaluation of Noise- and Ed~e-Artifact Suppression Techniques Usin~I Super PETT I Phantom Data 
Personnel: D. G. Politte, BCL 
I K. W. Clark, BCL J. Markham, BCL 
M. A. Mintun, M.D., Radiology 
S. M. Moore, BCLI D. L. Snyder, BCL L. J. Thomas, Jr., BCL 
I Support: RR 01380 
I 
In this study we have reconstructed images from both simulated data 
and data collected from Super PETT I in order to evaluate the noise- and 
I 
edge-artifact suppression techniques necessary for maximum-likelihood 
estimation (PR 23, A-s, A-6) [1], to compare simulated data to actual data, 
and to compare the quality of images produced by the confidence-weighting 
(CW) and maximum-likelihood (ML) algorithms. Each of the three phantoms 
I 
shown in Figure 1 was filled with H2 15Q and scanned with Super PETT I, 
operated in the high-resolution mode, for a sufficient length of time to 
collect at least 1,000,000 registered coincidence events, or counts. The 
simulated measurement error was chosen to match that of Super PETT I as 
closely as possible. 
I The quality of the reconstructed images depends on many factors, 
I 
I 
including the number of counts, the widths of the resolution kernel and 
sieve kernel used to suppress the edge and noise artifacts, and the number 
of iterations of the expectation-maximization algorithm used to compute the 
maximum-likelihood estimates. We systematically varied all of these 
parameters, but the results presented here are for the case in which each 
image is reconstructed from approximately 100,000 counts, the resolution 
and sieve kernels are each circularly symmetric Gaussian densities with 
I 
full-width-at-half-maximums of 7.5 cm, and 200 iterations of the 
expectation-maximization algorithm were used. The real data were 
precorrected before reconstruction in the usual way using independent data 
from the transmission scan. 
I The large voids of the phantom shown in Figure la are useful for testing the suppression of the noise artifact because they contain uniform 
I 
concentrations of radioactivity. The large voids are also useful for 
testing the suppression of the edge artifact because the regions are large 





































Figure 1. The three phantoms shown above were used to evaluate image­ I

reconstruction algorithms and artifact-suppression techniques for PET.
 
a) The holes phantom consists of 18 circular voids in a lucite cylinder
 
connected by a common reservoir. The overall diameter is 221.6 cm;
 
diameters of three sets of voids are indicated on the diagram. b) The
 I
 
pie phantom, 19.8 cm in diameter, consists of six equally-sized water­

tight chambers which were filled with radioactivity concentrations of
 
100, 80, 60, 40, 20, and ° relative units, as indicated. c) The Hoffman I
brain-phantom portrays the 4 to 1 ratio of blood flow in the gray and
 






b) pie phantom 





I sudden drops in the concentration of radioactivity at the boundaries. The 
small voids are useful for testing the resolution of the reconstructed 
images. Our qualitative assessment of many images reconstructed with manyI combinations of resolution and sieve kernels is that proper choices of 
I 
these kernels successfully suppress both artifacts while maintaining 
resolution at least as good as that of the images reconstructed with the 
confidence-weighting algorithm. 
The pie phantom shown in Figure lb consists of six equally-sized 
compartments with relative radioactivity concentrations of 100, 80, 60, 40, 
20, and ° units. Ideally, the middle of each compartment should be 
I 
I reconstructed as a nearly flat intensity. In order to quantify the 
deviation about the correct flat intensity, the sample variance of the 
reconstructed image values was computed for the set of pixels inside of 
each of the six compartments, excluding a one-centimeter buffer adjacent to 
I 
the boundaries. The variance is plotted against the average counts per 
pixel in Figure 2, for both the real and simulated data. We conclude that 
the confidence-weighting algorithm reconstructs images with much higher 
I 
variance, especially in compartments of the pie with relatively low 
radioactivity. Furthermore, the ratio of the variance of the images 
reconstructed with the confidence-weighting and maximum-likelihood 
algorithms increases when actual PET data are used. 
I 
The Hoffman brain-phantom shown in Figure lc portrays the 4 to 1 
ratio of blood flow in the gray- and white-matter regions of the brain 
I 
(with no activity in the exterior background region). A study was 
performed in which 25 statistically independent simulated data sets were 
calculated and each was reconstructed using both the confidence-weighting 
and maximum-likelihood algorithms. The sample variance was calculated on a 
pixel-by-pixel basis for the 25 reconstructed images and then averaged 
separately over each of the three regions. The ratios of VarCW/Var are 
I MLshown in Table 1. Note that there is a substantial reduction in var~ance when constrained maximum-likelihood estimation is used, and that, as with 
the pie phantom, the reduction is greatest in regions with low 
radioactivity. The improvement in the variance has important implicationsI on the accuracy of numerical parameters which can be extracted from PET image data. 
I We have begun to incorporate corrections for random coincidences and attenuation directly into the iterations of the expectation-maximization 
algorithm, instead of using the usual method of precorrection. Preliminary 
results show that the new correction method is necessary to avoid bias inI the images, and a further reduction in the variance is also achieved. 
I 1. Snyder, D. L., Miller, M. I., Thomas, Jr., L. J., and Politte, D. G., "Noise and Edge Artifacts in Maximum-Likelihood Reconstructions for 
Emission Tomography," IEEE Transactions on Medical Imaging, MI­
6(3):228-238, September 1987. 
I 
I 2. Politte, D. G. and Snyder, D. L., "The Use of Constraints to El iminate 
Artifacts in Maximum-Likelihood Image Estimation for Emission 
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for the pixels inside each compartment of the pie phantom, are plotted 
above. The simulated and real data, each containing approximately 
100,000 counts, were reconstructed with both the confidence-weighting I(CW) and maximum-likelihood (ML) algorithms. Only pixels interior to and 
farther than one centimeter from the boundary of a given compartment were 
included in the calculations. I 












ITable 1. The ratios of the average variances of images reconstructed with 
the confidence-weighting and the constrained maximum-likelihood 
algorithms are shown in the table above. The sample variance was 
computed on a pixel-by-pixel basis from 25 images reconstructed from I 
statistically independent data. The average variances were then
 
calculated separately for each region of the brain. Each image was
 












A-6.	 Investigation of Methods for Speeding Maximum-Likelihood Image 
Reconstruction with the EM Algorithm 
I Personnel: D. G. Politte, BCL K. W. Clark, BCL 
S. M. Moore, BCL and Medicine 
I	 D. L. Snyder, BCL 
Support: RR 01380 
I 
I Several strategies are being pursued to speed the computation of 
maximum-likelihood image reconstructions with the expectation-maximization 
(EM) algorithm. These include applying massively parallel processors (A-8, 
E-8). In this section we review efforts devoted to speeding the 
computations on a conventional computer. 
I	 Our efforts have concentrated on an implementation of the EM 
I 
algorithm in which many of the computations are done in a coordinate system 
which is rotated relative to the coordinate system of the image. We 
partition the data according to the quantized angle of the photon flight 
line. The processing for each iteration for each angle involves the 
I 
following steps: rotate the previous image array into the new coordinate 
system, convolve this result with a two-dimensional kernel (which has far 
fewer samples than the image), divide this result into the data, convolve 
I 
this result with the same two-dimensional kernel used before, rotate the 
resulting image array back to the coordinate system of the image, and 
finally, accumulate this result into an array. After this procedure is 
repeated for each angle then the next iteration is begun, if necessary. 
I 
The two-dimensional convolution step is efficiently implemented in 
the rotated coordinate system because the kernel is an asymmetric Gaussian 
I 
which is separable in the rotated system; the two-dimensional convolution 
is implemented as two one-dimensional convolutions, one along each axis. 
In the future, incorporating corrections for random coincidences and 
attenuation internal to the iterations of the EM algorithm will be 
simplified when the computations are done in the rotated coordinate system. 
I 
I The latest version of software has incorporated data structures called masks [1] which are used to efficiently limit the regions of arrays 
over which computations are performed to be as small as possible. This is 
possible because first, the data arrays are sparse, and second, the 
Gaussian convolution kernels approach zero rapidly for spatial coordinates 
I 
far from their centers; we truncate them to zero for large arguments. The 
rotation, convolution, and division steps are calculated for only those 
image pixels or data bins for which the computation will effect the final 
answer. 
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A new method for maximum-likelihood estimation of parameters in 
dynamic tracer studies utilizing PET data was developed and tested for 
simulated data (PR 22, D-ll) [1-2]. This method, called the weighting I 
algorithm, consists of an initial step in which histograms of high temporal 
resolution are generAted directly from list-mode data utilizing a few 
reconstructed images, followed by a parameter estimation procedure which 
iteratively computes maximum-likelihood estimates for exponential I 
parameters of interest from the histogram. During the past year the 
algorithm was modified to process Super PETT I list-mode data with time-of­
flight information and evaluated with data from a phantom scan (PR 23, I 
A-8). 
Circular voids of various sizes in a Lucite phantom were filled with 
( 15 0 Ia mixture of two radioactive tracers and 13N) with known half-lives of 
decay, 124 and 599 seconds, respectively. The phantom was scanned by Super 
PETT I for 20 minutes and the list-mode data, consisting of over three 
million detected events, were then sorted by angle with time markers Iinserted every second. Four regions of the phantom, all containing the 
same concentration of isotopes, were selected as regions of interest for 
analysis. The two half-lives of decay were estimated for these four 
regions by the weighting algorithm and by the conventional method and I 
compared to the known values. Images were reconstructed by the confidence­
weighting algorithm because of the excessive amount of time required to 
reconstruct images with the expectation-maximization (EM) algorithm (A-5, I 
A-6). 
Thirty images were reconstructed by the confidence-weighting 
algorithm with each image representing about 100,000 detected events. For I 
the weighting algorithm, the reconstructed images were used to generate 
weighting factors which were applied to the list-mode data for generation 
of histograms of 60 data values. For comparison, estimates were also I
obtained by the conventional method in which a nonlinear least-squares 
method was used to estimate parameters from time-activity curves generated 






I images. Estimates for the half-lives of decay computed by the weighting 
algorithm were not consistently more accurate than those computed by the 
conventional method. The average of the four estimates of the half-life of 
15 0 was 119 ± 13 seconds (standard deviation) for the weighting algorithmI and 110 ± 3 seconds for the conventional method; for 13N the average 
estimates were 640 ± 79 seconds for the weighting algorithm and 602 ± 26 
I seconds for 
The 
histogramsI valid for 
the conventional method. 
weighting algorithm assumes that the list-mode data and the 
can be modeled by Poisson processes. This assumption may not be 
confidence-weighted images because of the corrections for 
I 
attenuation, nonuniform sampling and random coincidences which are 
performed on the data before reconstruction. In addition, the confidence­
weighting algorithm does not maintain non-negativity in the reconstructed 
images; negative numbers in the images are set to zero by the weighting 
I 
algorithm. These factors may introduce errors in the computed histograms 
that are not described by a Poisson process and that are reflected by 
errors in the parameter estimates. Studies will be repeated using images 
reconstructed by the EM algorithm with internal corrections (A-S), when the 
algorithm is complete. 
I 
I 
1. Ollinger, J. M., "Algorithms for Parameter Estimation in Dynamic Tracer 
Studies Using Positron-Emission Tomography," Doctoral Dissertation, 
Washington University, BeL Monograph No. 476, September 1986. 
2. Ollinger, J. M., "Estimation Algorithms for 
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We have made significant strides during the past year in identifying 
potential architectures for implementing the expectation-maximization (EM) 
image-reconstruction algorithm for positron-emission tomography (PET). I 
Recall that the EM algorithm is a very computation-intensive image­
reconstruction algorithm which is mathematically represented as: I 
NO PO. (ulx)MO. (du)k 1Ak+l(x) _ A (X)~ I J ~ ~ I 
i-l Spo. (UIZ)Ak(Z) dz 
~ I 
Based on the preliminary study [1], two algorithm partitioning methods were 
identified for the EM algorithm. These are the partition-by-angle and 
partition-by-pixel methods. Based on these two partitioning methods, the I 
performance of the EM algorithm has been simulated or implemented on a 
number of different parallel architectures. The performance results are 
shown in Table 1 for a reconstruction problem with parameters appropriate I to the Super PETT I tomograph. 
Considering these performance results, we have initiated research 
which is designed to realize the implementation of the EM algorithm on two I 
distinct parallel architectures. Due to performance results (see Table 1) 
we have chosen as our target architectures the Basic Image Manipulation 
Modules (BIMM) and the NCR Geometric Array Parallel Processor (GAPP). I 
The BIMM architecture is currently being developed in the Institute 
for Biomedical Computing. The programming design criteria for this 






















full computational efficiency from the BIMM architecture by 
extremely fast coordinate transformations inherent to the 













NCRGAPP Systolic Array Processor - - 0.5 secs 1.66 mins 
















12.5 secs 4.5 secs 17 secs 56 mins 
Cray XMP24 Supercomputer - - 2.8 mins 9.5 hrs 






14 mins 46.6 hrs 
• Assumes 200 iterations. I 
I The GAPP has a massively parallel architecture which has been the focus of intense computational studies by our collaborators in Electrical 
I 
Engineering. The massively parallel characteristics of the architecture 
enable a natural partition-by-pixel implementation of the EM algorithm. 
The programming design criteria for the GAPP architecture centers around 
I 
thousands of simple processing elements connected in a mesh topology. By 
restructuring the EM algorithm for local data passage and simple processing 
steps [2], we have successfully mapped the EM algorithm onto a prototype 
GAPP architecture with a resulting performance which is quite impressive. 
I 
By partitioning the EM algorithm in two fundamentally different ways 
on two distinct architectures, we will provide a robust framework for 
I 
studying and analyzing implementation issues associated with eventual 
clinical application of the EM algorithm. The implementation of the BIMM 
and the GAPP architectures is the first major step toward the use of the EM 








IThe application of the GAPP to image reconstruction for emission 
tomography is described in (E-8). We describe below an effort to overcome 
the undesirable noise artifact inherent to unconstrained maximum-likelihood 
estimation for reconstructions implemented on the GAPP, an alternative I
approach to that in (A-5). 
Noise-Artifact Suppression Implemented on the GAPP I 
Unconstrained nonparametric maximum-likelihood estimators are 
fundamentally inconsistent in that they produce reconstructions with a 
"noise artifact." We have derived constrained maximum-likelihood I
estimators by incorporating a rotationally-invariant version of Good's 
roughness penalty into the likelihood functional [3]. This leads to a set 
of nonlinear differential equations, the solution of which is the artifact­
free reconstruction. We have mapped the nonlinear partial differential I 
equations onto a grid via finite differences, and have shown that'the 
resulting computations possess massive parallelism as well as locality in 
the data-passage. This allows for an efficient implementation on a 48-by­ I48 mesh-connected array of GAPP processors. We have demonstrated the 
smooth reconstruction of the intensity functions of Poisson point processes 
in two dimensions. I 
Basic Image Manipulation Modules 
Basic Image Manipulation Modules (BIMM) are being developed to Iprovide manipulation and display for multidimensional sampled data sets of 
up to 128 megabytes and four dimensions. The initial objective is a system 
to interactively display any planar section from four-dimensional data with 
resampling by bilinear interpolation in four dimensions or trilinear I 
interpolation in two dimensions. The basic design will incorporate fixed­
point calculations and provision is being made to add an additional 
processor for floating-point operations. The system block diagram is shown Iin Figure 1 and is composed of a coordinate generator, memory, processor, 
frame buffer, and host computer. The initial memory capacity will be 32­
million l6-bit samples and will be expandable to l28-million samples when 
4-megabyte dynamic random access memories (RAMs) become available. The I 
memory is composed of 16 concurrently accessible cells with 250 nanosecond 
cycle time allowing 64 samples to be accessed per microsecond. The memory 
is organized so that the 16 samples in the neighborhood of any coordinate Ican be accessed concurrently and passed to the processor. A set of four 
busses with four-way time multiplexing is used to connect the memory cells 
to the processor and is designed so that the sample with a specific 
geometric relation to the coordinate is always transmitted on the same bus I 
and cycle, regardless of the particular cell in which it is stored, so that 






















Figure 1. Image Manipulation Module block diagram. 
I 
I 
The processor contains multipliers and coefficient memories to 
calculate the following function which can be used for resampling or 
convolution: 
I FOR(u.IN U) v. - f(u.,S),J J J 
I where u. and v. are elements of two equal-length sequences of coordinates U and V, lnd theJfunction f is given by 
I N-l
 
f(u.,S) - I SAC .)K(u.,i),
J . 0 u. ,~ J 
I ~- J 
where S is a set of samples in the sample space defined for integer 
I coordinate values, A is a function that selects sample values that have specific geometric positions with respect to the point specified by u., and 
I 
K is a set of coefficients chosen for the particular function. Fiture 2 
shows an example of this operation for two dimensions and linear 
interpolation. Both the function calculation and the mapping can be 





































Figure 2. Coordinate mapping example. 
I 
A 4-kilobyte first-in-first-out (FIFO) buffer within the processor 
will store values for return to the memory for further processing or the 
values can be passed to the frame buffer for display. A new point can be I 
resampled every 250 nanoseconds. The coordinate generator has sequencing 
and control logic to generate sequences of coordinates in up to four 
dimensions for addressing the memory in which the samples are stored and Iprovides the fractional part of coordinates to the processor for selection 
of coefficients for interpolation or indices to select kernel coefficients 
for convolution. I 
The major addition required for PET reconstruction using the EM 
algorithm is floating-point computation. The coordinate generation and 
memory mapping is designed so that two samples with adjacent x coordinates Ican be combined to form a single 32-bit floating-point value. Eight 32­
bit, instead of sixteen l6-bit values will then be available per 250 
nanosecond cycle. I 
The timing estimates shown in Table 2 are for reconstruction of 
images from the body scanner Super PETT II, which has more quantized angles 










I access of eight 32-bit values per 250 nanosecond cycle, expansion of 
convolution kernels to multiples of 8 values since the data values are 
accessed in groups of 8, both the processing operation and the return of 
results to BIMM memory, pipelined floating-point operations with the Analog 
Devices ADSP-32l2/ADSP-3222 multiplier and arithmetic logic unit (ALU) , and 
a FIFO in the processor so the overhead for switching from reading toI writing memory will be negligible. The pipeline mode of operation in the 
I 
ADSP-3222 ALU complicates the accumulation of successive values, but an 
algorithm has been worked out utilizing the internal registers of the ADSP­







Table 2. Time per Iteration with BIMM (milliseconds) 
Time for 320 angles 
Sum 400 X 400 correction array 
Convolve 400 X 400 with KW kernel 
Convolve 400 X 400 with KL kernel 






Time per iteration (seconds) 
Time per slice (200 iterations) (minutes) 




I The times shown in Table 2 do not include the initial setup, loading of data values, and harvesting of results but these will be negligible with 
respect to the computation time of about one hour per slice. 
I 
I The memory requirements shown in Table 3 also are for reconstruction 
of images from the body scanner Super PETT II. They are well within the 
initial system capability of 16 million 32-bit samples using one-megabyte 
RAMs, even with expansion to store the arrays on even address boundaries 
I 
for programming convenience. This ability to store the entire data 
requirements for a slice in the BIMM memory is important since transfers to 
and from the host via the VME bus are comparatively slow (about two orders 
I 
of magnitude slower than the BIMM bus) and efficiencies gained by the 
organization and power of the BIMM calculations and memory will not be 











400 X 400 
320 X 32 X 216 
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A-9. Preliminary Studies for a Spherical PET Instrument 
Personnel: K. R. Smith, BCL IG. J. Blaine, BCL 
D. G. Politte, BCL 
D. L. Snyder, BCL IL. J. Thomas, Jr., BCL 
J. W. Wong, BCL and Radiology 
Support: RR 01380 ICA 41574 
Research interest in a spherical positron-emission tomograph (SPET) I 
instrument was initiated in August of 1986. Interest evolved due to 
potential advantages which would be inherent in a SPET instrument. These 
advantages include full three-dimensional viewing, smaller resolution, Iimproved signal-to-noise ratio, and lower dosage levels. Our preliminary 
research involved the study and analysis of the following topics: 
I1) detector geometry, 
2) sampling density,
 
3) a three-dimensional expectation-maximization (EM) reconstruction
 
algorithm, and
 I4) scatter-correction methods. 
In the past year we have drawn the preliminary study to a 
conclusion, in the sense that each of the above research topics has been I 
thoroughly investigated and a unified reconstruction theory has been 
developed and simulated. Specifically, each stage of the SPET 
reconstruction process has been simulated with very encouraging results. IThe first stage of the simulation required an accurate computer model of 
the SPET instrument based on the detector geometry. Relying on geodesic 






I detector geometry was simulated which represents an actual model of a 
potential SPET instrument. The second stage of the simulation used this 
model in an effort to test and analyze the three-dimensional reconstructionI algorithm and also various scatter-correction techniques. The results of 
I 
this two-stage study were encouraging on two counts: 1) the three­
dimensional algorithm reconstructs images in a robust manner, and 2) with 
appropriate correction algorithms, image degradation due to scatter should 
not prohibit the development of a SPET instrument for regions of interest 
as large as twenty centimeters. 
I Our findings and results from the literature suggested a scatter­
I 
correction technique which consists of simply including the scatter effects 
in the measurement-error kernel of the EM reconstruction algorithm. This 
development promotes a unified three-dimensional reconstruction algorithm 
for SPET. We have incorporated this reconstruction algorithm in a set of 
studies designed to simulate the actual data collection involved in the 
SPET scanner. Using Monte Carlo techniques, the positron emission, photonI flight (scatter and attenuation included), and photon detection processes were simulated. Our three-dimensional algorithm was then used to 
reconstruct the simulated phantom. The results indicate promise for the 
I




The future of this research relies heavily on improvements in
 
detector technology. Specifically, the feasibility of building a SPET
 
instrument requires a modestly priced crystal/photomultiplier unit with
 
high resolution, reasonable energy discrimination characteristics, and a 
small, flexible packing density. 
I
 
I A-10. A New Approach to ML Image Reconstruction Based on a Parameterized 
ML Solution 
I Personnel: D. L. Snyder, BCL and Electrical Engineering T. J. Schulz, M.S., Electrical Engineering 
I Support: RR 01380 ECS 8407910 
I The approach we have used for estimating the spatial concentration 
I 
I 
of a radiotracer with the method of maximum-likelihood estimation treats 
the problem as a nonparametric, or infinite-dimensional, one. This 
approach uses no knowledge of the form of the maximum-likelihood estimate. 
On the other hand, it has been shown by others in the literature (in one 
dimension) that when there are no measurement errors and when a Gaussian­
kernel sieve is used to stabilize the estimate, the maximum-likelihood 
estimate is in the finite-parameterized form of a weighted sum of displaced 
I 
Gaussian densities, where the weighting and displacement constants are 
undetermined. We have extended this result for the case when there are 







Gaussian-kernel sieves and Gaussian-resolution kernels are used for I
 
stabilization. A study is now underway to compare the estimated activity 
distribution obtained when the finite-dimensional, parameterized form of 































B. Quantitative Imaging: Ultrasonic Tissue Characterization 
One of the obstacles to the application of tissue characterization 
to the myocardium is the effect of phase-cancellation. Phase cancellation 
occurs across the face of a finite piezoelectric element when the incoming 
waves have been distorted in such a way that both a "peak" and a "valley" 
are present at the face of the transducer at the same instant. and thus~JI	 partially cancel each other. The result is a reduced signal, when there 
actually was a larger acoustic field present. The phase fronts of the 
scattered or reflected acous~ic waves can become distorted by passing 
through any irregularly shaped or inhomogeneous medium. This distortion~I 
I 
can very easily occur as acoustic radiation propagates through the chest 
wall, is scattered or reflected, and returns to the transducer. Because 
tissue characterization relies upon the quantitative characteristics of the 
received signal. errors may be introduced into the values if phase 
I 
I 
cancellation is present. This is especially true when a goal is to 
compensate for the anisotropic nature of media such as myocardium. The 
relative alignment of the muscle fibers results in stronger backscattered 
signals when insonified perpendicular to the fibers than when insonified 
along their axes. In order to approach the goals of myocardial tissue 
characterization, including the quantitative estimation of the physical 
state of the tissue from ultrasonic parameters, reliable measurements must 
I 
be made of backscattered ultrasonic fields. Accordingly, this Laboratory 
has investigated some differences between the phase-sensitive and phase­
insensitive processing of signals from a two-dimensional pseudo-array of 
small, point-like piezoelectric receivers, as described below. 
Another goal of myocardial tissue characterization is theI discrimination between normal myocardium and muscle impaired as a result of 
I 
ischemia. A parameter that is useful for the characterization of a 
localized region of tissue is the so-called cyclic variation of backscatter 
over the heart cycle. It has been observed that the cyclic variation is 
blunted and delayed in time relative to the QRS complex of the ECG in zones 
of ischemia. as compared with regions of normal tissue. We report on an 













B-l.	 Phase-Sensitive and Phase-Insensitive Quantitative Tissue 
Characterization Usin~ a Two-Dimensional Pseudo-Array 
Personnel: M. R. Holland, BCL I 
M. R. Kaufmann, BCL 




In this section we report on the progress being made with the use of 
a two-dimensional pseudo-array arrangement to measure the energy contained I 
in a "backscattered" ultrasonic field. The hypothesis underlying this work 
is that more reliable estimates ·of the energy contained in the 
backscattered field should result in improved estimates of parameters such I 
as frequency dependent backscatter. Because piezoelectric transducers and 
transducer arrays are susceptible to phase-cancellation effects, resulting 
measurements may underestimate the amount of energy contained in a 
backscattered field. The goal of this research is to compare phase­ I 
sensitive and phase-insensitive processing of experimental data. 
Experimental results are compared for the same scattered field due to a 
distribution of glass-bead scatterers embedded in gelatin measured with or I
without intervening phase-distorting media and using several methods of 
focusing. Ultrasonic parameters investigated include the average power, 
the difference between phase-insensitively and phase-sensitively derived 
power spectra, and the slope of the apparent "backscatter" transfer I 
function as a function of frequency. This research represents a further 
step toward the larger goal of experimentally determining the trade-off 
between resolution and quantitative measurements of backscatter resulting Ifrom the choice of phase-sensitive or phase-insensitive imaging. 
Methods I 
The experimental arrangement used to measure the scattered 
ultrasonic field was similar to that used previously in this laboratory 
[1-3]. It consists of a 0.5-inch diameter, 5 MHz center-frequency, Ipiezoelectric transmitting transducer focused at the surface of a glass­
bead phantom. A two-dimensional pseudo-array receiver arrangement is 
achieved by translating a planar 5-MHz center-frequency transducer apodized 
to 1 mm in diameter (with a Styrofoam plate) in a 13 x 13 grid pattern with I 
l-mm separation between adjacent grid positions. The receiving pseudo­
array was centered at a scattering angle of 160 0 ("backscatter") with 
respect to the direction of the incident ultrasonic beam. Determination of Ivarious ultrasonic parameters which describe the "backscattered" ultrasonic 
field were made off-line using phase-sensitive and phase-insensitive 
analyses (described below) of the rf waveforms obtained at each position of 
the receiver array. The glass-bead scattering phantom used consisted of a I 
distribution of solid glass beads ranging from 63 to 158 ~m in diameter 
embedded in gelatin. (This scattering phantom does not necessarily mimic 





The effects of introducing phase-distorting media in front of the 
receiving array on the phase-insensitively and phase-sensitively derived 
parameters were investigated. The phase-distorting media used in this 
investigation consisted of a polyethylene wedge or grooved plate. The 
polyethylene wedge was a 38.1 mm by 38.1 mm square with a thickness of 5.44 
mm at one edge and tapering linearly to a thickness of 1.27 mm at the 
opposite edge. The polyethylene grooved plate was a 38.1 mm by 38.1 mm 
square plate whose thickness was 3.15 mm except for two grooves of 3.18 mm 
in width milled at the center of the plate. The depth of one of the 
grooves was 0.46 mm and that of the other was 0.79 mm. Each of the phase­I distorting plates, placed, in turn, directly in front of the two­dimensional pseudo-array approximately 3 mm in front of the apodized 
receiving transducer. Care was taken to align the plates parallel to the 
I plane of the two-dimensional pseudo-array. 
I 
Several focusing schemes were applied to the ultrasonic data· 
acquired by the two-dimensional pseudo-array. The focusing schemes 
employed were: no focusing, geometric point focusing. and "correlation 
I 
focusing." For no focusing, no time shifts were applied to the recorded rf 
waveforms obtained at each position in the pseudo-array. Thus. the 
unfocused data represents what a planar two-dimensional receiver array 
would measure. Geometric point focusing the array was achieved by applying 
I 
I 
the appropriate time delays to each of the rf waveforms recorded at each 
position of the pseudo-array. These time delays were determined by 
calculating the time-of-flight for each position in the array to a point 
located a distance of 101.6 mm (distance between pseudo-array and phantom) 
from the center position of the array along a line perpendicular to the 
plane of the array. A third method of focusing the receiving array was 
that of "correlation focusing." The "correlation focusing" method employed 
I 
I 
is similar to the adaptive beam-forming techniques used by K. V. Gurumurthy 
and R. M. Arthur [4]. In this method, the time shifts applied to the rf 
waveforms recorded at each position of the pseudo-array were calculated by 
determining the correlation coefficients obtained for a range of shifts 
applied to the rf waveform at a given array position when correlated with 
the rf waveform recorded at the center array position. The time shift 
which produces the largest correlation coefficient was then used as the 
"correlation focusing" time shift for a given array position. 
I Both phase-sensitive and phase-insensitive analyses were applied to the rf data collected with the two-dimensional pseudo-array. For phase­
sensitive analysis of the data the individual rf waveforms recorded at each 
of the array positions were focused as desired, summed together, andI averaged, thus producing an average rf waveform for the array. The average 
I 
waveform was then processed further by determining the average power or the 
power spectrum inside a time-gated region. Phase-insensitive analysis was 
achieved by applying the desired focusing to the rf waveform obtained at a 
given array position and then determining the average power or power 
spectrum in a time gated region of the (focused) rf trace recorded at that 










In the results reported below, the ubackscattered U field 
investigated was that field contained in a 4.0 ~sec gate which included the 
front surface and the region immediately behind the front surface of the 
glass-bead phantom. The signal loss effects of the polyethylene phase­ I 
distortion plates were removed by compensating for the measured losses 
through polyethylene. The ubackscatteredu ul trasonic fie ld was measured 
for 10 statistically independent sites in the glass-bead phantom. For each 
ultrasonic parameter subsequently determined, the results from each I 
independent phantom site were averaged and the mean value and its 
corresponding standard error were reported. I 
Results 
The results of the measurements of the average power, the difference 
between phase-insensitively and phase-sensitively derived power spectra, I 
and the slope of the apparent ubackscatter U transfer function are described 
below for the several combinations of focusing schemes and intervening 
phase-distorting media. I 
Average Power: 
The values of the average power contained in the scattered I 
ultrasonic field, determined phase-sensitively and phase-insensitively for 
the various phase-distorting intervening media, and focusing schemes are 
displayed in Figure 1, panels a) b) and c). Figure la) shows the phase­ Iinsensitively and phase-sensitively determined values of the average power 
for the three focusing schemes when there was no phase-distorting plate 
between the scattering phantom and the receiving pseudo-array. The error 
bars show standard errors. The phase-insensitively determined values are I 
larger in magnitude than the phase-sensitively determined values and do not 
appear to be significantly dependent on focusing scheme used. Conversely, 
the phase-sensitively determined values appear to be very dependent on the Ifocusing scheme used. As illustrated in Figure la), the difference between 
the phase-insensitively and phase-sensitively determined values is the 
greatest for the unfocused case (14.0 dB) and is smaller for the point­
focus (5.6 dB) and "correlation focused u (4.6 dB) cases. I 
Figure lb) shows the phase-insensitively and phase-sensitively 
determined values of the average power for the three focusing schemes when Ithe wedge-shaped phase-distortion plate was between the scattering phantom 
and the receiving pseudo-array. (Compensation for the effects of the 
signal loss due to the attenuation and insertion loss of the polyethylene 
wedge phase-distortion plate was carried out prior to the generation of I 
Figure lb).) This figure shows similar features to those described above. 
The phase-insensitively determined values do not depend strongly on the 
focusing technique employed whereas the phase-sensitively determined values Ido. The phase-insensitive values are larger in magnitude than those for 
phase-sensitive detection, with a 13.0 dB difference for unfocused, 12.6 dB 
difference for point-focused, and 4.4 dB difference for ucorrelation 
focused. u Contrasting this figure with Figure la) reveals that the I 
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Ilarge as that in the case of no phase-distorting intervening medium. This 
may be due to the fact that the phase-distorting wedge distorts the phase­
fronts of the scattered field but the focusing employed is that for an 
undistorted field emanating from a point 101.6 mm away. Thus the focusing I 
shifts employed to the rf data do not focus the data properly and phase­
cancellation effects are still present. IThe values of the phase-insensitively and phase-sensitively 
determined average power for the case of the intervening grooved 
polyethylene phase-distortion plate are shown in Figure lc). (Here again 
the signal-loss effects of the phase-distortion plate have been removed as I 
described previously.) The phase-insensitively derived values are larger 
in magnitude than the phase-sensitively derived values for all focusing 
techniques employed, and the phase-insensitively determined values do not 
depend strongly on focusing technique used whereas the phase-sensitively I 
derived values do. The differences between the phase-insensitively derived 
values and the phase-sensitively derived values show a dependence upon 
focusing scheme used, much in the same manner as that discussed for the I
wedge phase-distortion plate above. The differences in this case are 11.9 
dB for the unfocused case, 9.2 dB for the point-focused case, and 4.6 dB 
for the ~correlation focused" case. I 
A comparison of the phase-insensitively and phase-sensitively 
determined values of the average power illustrated in Figures 1 a), b), and 
c) for all combinations of phase-distorting media and focusing schemes Iyields the following conclusions. First, the phase-insensitively 
determined values of the average power do not depend upon the focusing 
scheme used or intervening phase-distorting media, whereas, in general, the 
phase-sensitively determined values do. Second, comparing only the phase­ I 
sensitively "correlation focused" derived values, we see that although they 
are smaller in magnitude than the corresponding phase-insensitively derived 
values, they do not appear to depend strongly upon the intervening phase­ Idistorting media as do the point-focused, phase-sensitively derived values. 
Differences in Power Spectra: I 
Typical phase-insensitively and phase-sensitively derived power 
spectra of the "backscattered" ultrasonic field over the useful bandwidth 
of 3 to 7 MHz are shown in Figure 2. These power spectra correspond to the I~backscattered" field measured with no intervening phase-distorting media 
and with no focusing applied. These spectra illustrate many features 
common to power spectra for all combinations of phase-distorting media and 
focusing scheme employed. The phase-insensitively derived power spectrum I 
is larger in magnitude than the corresponding phase-sensitively derived 
power spectrum for all frequencies. In addition, the phase-insensitively 
derived spectrum varies more smoothly with frequency and has smaller site­ Ito-site variations (error bars show standard errors) than the phase­
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Figures 3, 4, and 5 illustrate the difference between the phase­
insensitively derived power spectrum and the phase-sensitively derived 
power spectrum when different phase-distorting media are introduced between Ithe glass-bead phantom and the receiver pseudo-array. Figure 3, panels a), 
b), and c) show the difference between the phase-insensitively and phase­
sensitively derived power spectra for the unfocused, point focused, and 
"correlation focused" cases respectively when there was no intervening I 
phase-distorting medium. In Figure 3a) the difference between the spectra 
appears to increase approximately monotonically as a function of frequency 
from a value of approximately 12 dB at the low frequencies to a value of Iapproximately 20 dB at the higher frequencies. This may be due to the 
shorter wavelengths being more susceptible to phase-cancellation effects. 
Figure 3, panels b) and c) show an almost constant difference of 
approximately 6 dB between the spectra over the useful bandwidth. I 
Figure 4, panels a), b), and c) show the differences in power 
spectra when the wedge-shaped phase-distortion plate was placed between the 
scatterers and the pseudo-array for the cases of no focusing, point I 
focusing, and "correlation focusing," respectively. (The effects of the 
signal-loss due to the wedge shaped polyethylene plate have been removed.) 
Figure 4, panels a) and b) show a frequency dependence for the difference Ibetween spectra similar to that observed in Figure 3a). Again this is 
presumably due to more phase-cancellation occurring at the higher 
frequencies (shorter wavelengths). Point focusing at 101.6 mm does not 
improve the result, presumably because the ultrasonic field is distorted I 
relative to the way it was when there was no intervening phase-distorting 
medium (just as described above for Figure lb)). The difference in spectra 
for the "correlation focused" case is similar to that shown in Figure 3c), I
where the difference is approximately constant over the useful bandwidth. 
Figure 5, panels a), b), and c) show the differences in power 
spectra when the grooved phase-distortion plate was present with no I 
focusing, point focusing, and "correlation focusing," respectively. The 
results shown in Figure Sa) are similar to those illustrated in Figures 
3a), 4a), and 4b), i.e., the difference shows an approximately monotonic Iincrease with frequency starting at approximately 12 dB for the low 
frequencies and increasing to approximately 20 dB at the higher 
frequencies. The difference illustrated in Figure 5b) shows that the Ivalues are approximately 
a value (approximately 12 
found above (Figures 3b), 
Figure 5c) again shows 
approximately 6 dB. 
constant over the useful frequency range, but with 
dB) greater than the frequency independent values 
3c), and 4c)). The difference illustrated in 
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Frequency Dependence of Apparent "Backscatter" Transfer Function: I 
The apparent "backscatter" transfer function is obtained by removing 
the system-dependent electromechanical responses from the measured power Ispectrum [5-7]. This is accomplished by subtracting (on a logarithmic 
scale) a calibration spectrum obtained from the specular echo off of a 
stainless-steel reflector from the power spectrum of the scattered field 
due to the glass - bead scatterers. The apparent "backscatter" transfer I 
function contains effects due to the scattering medium, the attenuation of 
the medium, and the volume interrogated. The phase-insensitively and 
phase-sensitively derived apparent "backscatter" transfer functions Idiscussed here were determined by subtracting the phase-insensitively or 
phase-sensitively derived calibration spectrum from the corresponding 
phase-insensitively or phase-sensitively derived power spectrum of the 
"backscattered" ultrasonic field. This procedure was carried out for the I 
power spectra determined with all of the combinations of focusing schemes 
and phase-distorting media described above. The frequency dependence of 
the apparent "backscatter" transfer function was determined by determining 
the slope of a linear least- squares fi t to the apparent "backscatter" I 
transfer function versus log(frequency) data. The slope represents the 
frequency dependence cf the apparent "backscatter" transfer function. I 
Figure 6 shows typical apparent "backscatter" transfer functions 
derived phase-insensitively and phase-sensitively as a function of 
frequency. These particular phase-insensitively and phase-sensitively 
derived apparent "backscatter" transfer functions are thos e ob tained from I 
unfocused data with no phase-distorting media. In general the. phase­
insensitively derived apparent "backscatter" transfer function is more 
smoothly varying with frequency and has smaller error bars than the I
corresponding phase-sensitively derived apparent "backscatter" transfer 
function. Figure 7 illustrates the values of the frequency dependence, fn, 
of the apparent "backscatter" transfer function when either phase­
insensitive [panel a)] or phase-sensitive [panel b)] analysis is used. In I 
Figure 7a) the frequency dependence of the phase-insensitively derived 
apparent "backscatter" transfer functions for all combinations of focusing 
schemes and intervening phase-distorting media are relatively constant. It I 
can be seen in Figure 7b) that the measured frequency dependence of the 
phase-sensitively derived "backscatter" transfer function is very much 
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Figure 7. Frequency dependence, fn, of the phase-insensitively and 
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The results presented above seem to indicate that the phase­
insensitively derived values are not as strongly affected by the focusing 
scheme employed or intervening phase-distorting media used as the 
phase-sensitively derived values. Consequently, phase-insensitive 
detection may improve estimates of ultrasonic parameters to be used for 
I
 diagnosis based on quantitative tissue characterization.
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Introduction IWe have previously reported that normal myocardium exhibits a 
cardiac cycle-dependent variation of integrated backscatter [1] that 
quantitatively reflects regional, intramural myocardial contractile 
function [2], and that changes in the cyclic variation of integrated I 
backscatter reflect myocardial dysfunction in patients with idiopathic 
cardiomyopathies [3] and remote infarcts [4]. With the development [5] of 
an ultrasonic imaging system having real-time integrated backscatter Icapabilities, the eventual clinical utility of integrated backscatter 
measurements has become evident. 
However, the complexity of the mechanisms responsible for the cyclic I 
variation of integrated backscatter, the variability between subjects, and 
the experimental inaccuracies that are unavoidable in closed-chest 
measurements performed in vivo cause the measured integrated backscatter Idata to exhibit a variety of qualitative differences from an "ideal" shape. 
For example, the duration of the contraction portion of the curve is often 
noticeably less than the duration of the relaxation part. These 
differences, although they do not prevent identification of the I 
characteristic cyclic variation, often make difficult the precise 
measurement of the variation. IOur group has previously used the peak-to-peak amplitude of a sine 
wave, found either by least-squares fitting in the time domain or 
equivalently as twice the amplitude of the first Fourier component [6], as 
an estimate of the magnitude of cyclic variation. Others have also I 
recently reported [7] results of canine cyclic variation measurements in 
this fashion. In addition, we have found that the phase of these 
approximately sinusoidal variations (with respect to either the electrical Ior hemodynamic activity of the heart) [2] also characterizes the 
contractile performance of the myocardial tissue. These approaches work 
well for variations which are approximately sinusoidal, but for more 
general forms of the variation, they consistently underestimate the I 
peak-to-trough magnitude of the variation, because any cyclic but 
non-sinusoidal variations are ignored. In our later clinical 









I were relevant to the cyclic variation were identified manually in each 
I 
graph by an experienced cardiologist before the peak-to-trough magnitude of 
the cyclic variation and the time delay between the QRS-complex of the 
electrocardiograph (ECG) and the nadir of the systolic "trough" were 
estimated. 
I Our closed-chest measurements of myocardial integrated backscatter have demonstrated a wide variety of variation shapes under different 
I 
I 
measurement conditions. Figure 1 shows integrated backscatter measurements 
from normal and abnormal zones of canine myocardium. Panel a) shows a 
representative result from a zone of normal myocardium. In contrast the 
cyclic variation is essentially absent from the measurement shown in panel 
b), obtained from a zone of tissue affected by acute coronary occlusion. 
Panel c), from a zone less severely affected by occlusion, demonstrates a 
blunted cyclic variation intermediate to those of panels a) and b). It 
I 
also shows some of the difficulties that we have occasionally encountered, 
such as the presence of a significant amount of random noise and systematic 
variations of integrated backscatter that are not directly related to the 
heart cycle. The objective of this work was to develop an algorithm for 
the analysis of cyclic variation robust enough to provide reasonable 
estimates of the cyclic variation even in difficult cases.I Description of the Algorithm 
I We developed an approach that focuses only on the similarities between the cyclic variation of measured data and a simple, objective 
model. By maximizing the likenesses between the data and an idealized 
model of cyclic variation, the undesirable effects of systematic deviationsI from the model can be reduced. Our approach allows the use of an extremely 
I 
simple model, with parameters that directly correspond to the 
straightforward measures of cyclic variation (magnitude and time delay) 
that we used in our clinical studies. 
The analysis algorithm uses only the measured integrated backscatter 
data and three parameters determined independently from the ECG (a timeI origin corresponding to the first QRS-complex, the average systolic 
I 
interval, T, (onset of R wave to termination of T wave) and the average 
period, T) as input. First, a model function of the cyclic variation 
appropriate for each data trace is formulated. The model function is 
assigned a lesser value for a time equal to T (corresponding to relatively 
less backscatter during contraction) and a greater value for the remainder 
of the heart cycle. This template is cyclicly repeated at the average
I cardiac period, with an arbitrary magnitude for the cyclic variation. The 
I 
model function is then smoothed using a binomial coefficient [8] low-pass 
digital filter. The smoothed model is then offset to have zero mean over 
the cardiac period. For consistency, the data are also identically low­
pass filtered. The data set is truncated at both ends, retaining only 
points from an integral number of periods. The last step in conditioning 
the data is to remove both the mean and any overall sloping trend that may
I be present by subtracting a best-fit straight line (determined using the standard least-squares technique) from the smoothed, truncated data. 
Figure 2 shows the results of these steps for an example data set and its 
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Figure 1. Measurements obtained from zones of canine myocardium obtained 
during a study of the effects of acute ischemia. Panel a) shows a 
typical measurement from a normal zone of myocardium. In panel b), from I 
a zone affected by acute coronary occlusion, the cyclic variation has
 
essentially vanished. Panel c), a measurement from a zone of tissue less
 
severely affected by occlusion, demonstrates an appreciable cyclic
 Ivariation, although the magnitude is blunted with respect to that of
 
normal myocardium. The measurement in panel c) is also contaminated by a
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I Figure 2'. An example of the construction of the objective model. At the top is the ECG. Next are the original data and the conditioned data 
I 
after smoothing, truncation, and removal of the overall trend. At bottom 
is the delayed model after temporal alignment of the model with the 
variations in the data. 
I amount of high-frequency noise, while truncation ensures that a discrete Fourier transform can represent the true behavior of both data and model in 
the frequency domain. 
I 
I Because the local contraction may not be in phase with global 
systole, a delay time T is added between the time origin (the QRS-complex) 
and the onset of the contraction portion of the model. The best value for 
the delay is determined by maximizing, with respect to T, the similarity 
between the model M and the conditioned data D. This similarity is 
expressed as the (unnormalized) cross-correlation 
I 1 N-l 
N I M. 0 
I	 i=O ~ i' 










The final model function includes the delay T which maximizes the cross­
correlation, as shown in Figure 3. T is also used to estimate the delay of 
the cyclic variation, as I 
delay T + 1/2T, I 
so that the reported estimate of delay corresponds to the interval between 
the QRS-complex and the nadir of the cyclic variation. I 
Determination of Best Model Delay	 I 
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Figure 3. The similarity or cross-correlation between the conditioned data 
and the model is shown as a function of the delay between the QRS-complex I 
of the ECG and the onset of the systolic interval of the model. The
 
correlation is approximately periodic and shows a clear maximum at T t'
bthe optimal delay. T is used to calculate the delay estimate. es Ibest 
IThe magnitude of cyclic variation is then estimated using a 
selective power comparison technique. Because the model function exactly 
spans an integral number of periods, it carries power at only the 










I	 corresponds to one heart cycle). For example, if three periods are present, the	 value of the Fourier transform and the corresponding power 
needs to be calculated only at the frequencies f with index positions k = 
I	 k3,6,9, .,. in the discrete transform. At the appropriate harmonic frequencies f the power content P of the model and the conditioned datak , k 
are found by summing the squares of the real and imaginary parts of the 
discrete Fourier transform. Any harmonic frequencies with poorly-behavedI spectral power values are then excluded from further consideration. For 
I 
the model, the requirement is sufficient power at the frequency in question 
(more than 1% of the power at the maximal model harmonic). For the data 
spectrum, any harmonics with power content greater than that of the 
fundamental are rejected. At each of the appropriate frequencies, the 
power of the data and model are compared by calculating the ratios R = k 
I 
Pk(D)/Pk(M), where Pk denotes spectral power at frequency Fk , and dependencies on D and M refer to data and model. The overall power 
similarity ratio S is the average of the single frequency power ratios 
weighted by the corresponding power content of the data, calculated as 
I	 L RkPk(D) 
kS ~ L Pk(D)I k 
I	 where k includes only the well-behaved frequencies. The overall power 
I 
similarity ratio S can be considered as a measure of the power gain 
involved in a transformation between data and model. The estimate of the 
magnitude of cyclic variation is thus simply 
magnitude = js x magnitude of model variation. 
I	 The result of analyzing an example measurement is illustrated in Figure 4. 
Results 
I To assess the ability of the algorithm to provide reasonable 
estimates of the cyclic variation on a variety of variation shapes, 246 
integrated backscatter measurements obtained in an earlier study [9] withI our real-time integrated backscatter imaging system from 10 closed-chest 
I 
canine subjects were studied before, during, and after acute coronary 
occlusion. Originally the data were graphically analyzed by two observers 
(one of whom was an experienced cardiologist) who formed a consensus 
opinion on the shape of the cyclic variation and used movable cursors 
superimposed on a computer display of the data to estimate the average 
magnitude and delay of cyclic variation. The accompanying ECGs were alsoI examined, and the necessary time events (Q and end-T points) recorded. 
I 
Subsequently, the data were analyzed using the automated procedure, again 
yielding magnitude and delay estimates for each trace. To normalize for 
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Figure 4. A comparison of data and final objective model. The 







I Figure 5 shows a comparison of the manually estimated delay of 
cyclic variation with the delay estimated by the automated procedure. In 
242 of 246 cases, the model adequately represented the observed variation,I and the delay of the objective model was in good agreement with the manually estimated delay of the observed variation. A linear fit of the 
form y = ax was performed for these delay estimate comparison data, giving 
I automated estimate - 1.07 manual estimate. 
The best slope is near unity, and the correlation coefficient r = 0.94, forI a wide range of delay values. The standard error of the slope estimate was 
I Figure 5. A comparison of the delay estimate expressed as the unitless ratio of delay to systolic interval obtained both manually and by the 
I 
automated method. In 242 of 246 cases the model adequately represented 
the observed delay, and the agreement between the manual and automated 





I Delay of Cyclic Variation 
in units of systolic interval 












































A comparison of the magnitude index and the manually estimated 
magnitude for all 246 cases is shown in Figure 6. The best-fit 'line is 
Iautomated estimate = 0.88 manual estimate. 
Again, the best slope is near unity, with r = 0.88, for a wide range of 
magnitudes. The standard error of the slope estimate was again ±O.Ol. IAlthough the magnitude comparison is not quite so striking as the delay 
comparison, we believe that this is an acceptable result, considering that 
in our experience the magnitude of cyclic variation is more difficult to 
estimate using the manual method than is the delay. I 
Magnitude of Cyclic Variation I 
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Figure 6. A comparison of the magnitude estimates obtained both manually I 
and automatically for the same 246 measurements compared in Figure 5.
 
For the most part, the two methods produce similar results despite the
 
















Despite the variety of integrated backscatter variations that have 
been observed and the simplicity of the algorithm described here, the 
reliable analysis of cyclic variation by an automated algorithm appears 
I 
feasible, given the promising results obtained so far. The algorithm 
produces in most cases reasonable estimates of the cyclic variation that 
can be interpreted in a straightforward manner. In addition, the algorithm 
I 
is relatively simple, and requires only modest computing power for 
effective implementation. Although it is anticipated that in clinical use 
the resulting estimates of cyclic variation would be reviewed by a 
physician (perhaps by graphical comparison of the objective model and the 
I 
integrated backscatter data), the availability of an automated analysis 
procedure might significantly affect the ease with which real-time 
integrated backscatter imaging could be used routinely, thus enhancing the 
potential clinical utility of ultrasonic cardiac tissue characterization as 
a non-invasive diagnostic tool. 
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B-3. Estimation of Background Velocity 
Personnel: R. M. Arthur, BCL and Electrical Engineering I 
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Imaging with a focused transducer array is clearly affected by the I 
choice of background velocity used during that reconstruction. Berkhout 
and coworkers [1] showed that increasing the value of the assumed phase 
velocity produced a lateral extension of the focused image of a point. IThey demonstrated that a minimum-entropy measure of the data had a peak 
when the correct velocity was chosen on reconstruction. We studied 
variations in high-precision images of point-like scatterers that occur 
when the background velocity assumed on reconstruction from linear-array I 
signals differed from the actual background velocity of the medium to 
investigate the average and variance of the images as measures for 
selecting correct background velocity. I 
Point-Spread Functions 
The simulated response of each element of a given array was I 
calculated at a point in a homogeneous, non-attenuating medium with a 
background velocity of 1500 m/s assuming element motion was uniform using 
the method of Lockwood and Willette [2]. Backscattered signals were Icalculated at each receiver in response to all transmitters by convolving 
its response with itself and all other responses, yielding the complete 
dataset. I 
We formed images for three drive functions at the face of each 
transmitting transducer, as shown in Figure 1. In addition to an impulse 









I element of a 32-element array of 1.1 x 13 mm transducers separated by 1.4 
mm, at a range of 50 mm. Pulse amplitude and duration were about 60 volts 
and 140 ns, respectively. The pulse was shaped so that pulse energy wasI nearly constant in the 2-7 MHz band. We deconvolved the measured response 
I 
using the calculated impulse response for a uniform piston of the same 
size. The 3-cycle sine wave with a half-sine envelope is a simple function 
that approximates the inferred drive. To match the actual array, a center 








3-C~cle Sine at CF 
HalF-Sine Envelop 
I a 0.5 1 1. 5 2 2.5 Time. microseconds 
I Figure 1. Drive functions at the face of each transducer used in the simulation of backscattered signals. 
I 
I 
Point images for the simulated 32-element array for which the drive 
function which was a sine wave with a half-sine envelope are shown in 
Figure 2. The 3.8 x 3.8 mm view region is the extent of a 512 x 512 pixel 
,I 
I 
image formed from backscattered signals sampled at 100 HHz. The 100 HHz 
sample rate was necessary to avoid significant aliasing of the impulse 
response of individual transducer elements. Background velocities below, 
equal to, and above that used to calculate the backscattered signals were 
assumed on reconstruction for the images in Figure 2. The 1420 m/sec 
point-spread function curves away from the array and is noticeably smeared 
laterally compared to the image with the correct background velocity on 
I 
reconstruction (1500 m/sec). When background velocity was overestimated 
(1580 m/sec), the point-spread function curved towards the array, but like 








Although the peak value of the image changed with assumed background I 
velocity, we investigated measures that characterized the entire image. 
The average value did not change significantly; the variance did. We 
therefore summarized the effect of velocity error on reconstruction by Iconsidering the variance of the point-spread functions for all three drive 
functions given in Figure 1. Figure 3a shows the variance, a 2 , as a 
function of assumed background velocity. I 
512 512 
1	 I2 a = 512 2	 .I .I p(i,j)2 - J.1.2 , ~=l J=l 
where p(i,j) was the pixel value at a given location in each 512 x 512 
image and J.1. was the average value of the image. The variance of the images I 
for each of the drive functions is shown relative to its peak, which 
occurred when the assumed reconstruction velocity was correct (1500 m/sec). IImages of	 Wires in the AlUM Test Object 
To check predictions of the point-spread functions we generated 
complete-dataset, synthetic-focus images of a water-filled AlUM 100 mm test I 
object using an array which had the same geometry assumed in the 
simulations. Sample rate for the image of the six central wires shown in 
Figure 4 was 12.5 MHz, so that the 512 x 512 image described a 30 mm x 30 
mm region of interest. Actual wire diameter is about 0.75 mm. We isolated I 
a wire, which was about 50 mm from the array. for wlhich background 
velocity of 1520 m/s produced an image with maximum variance. As was 
observed for the simulated point-spread functions. when the background I
velocity was underestimated then the wire image became smeared laterally 
and curved away from the array; whereas reconstruction at an overestimated 
velocity caused lateral smearing with curvature toward the array. I 
The variance of the isolated wire image as a function of background 
velocity assumed on reconstruction 
variance of the point-spread functions, 
image decreased from a maximum (near 
higher reconstruction velocity like 
functions. 





Figure 3b. Like the 
of the isolated wire I
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Figure 2. Point-spread function at a range of 50 mm on the propagation
 
axis of a simulated 3.5 MHz, 32-element linear array (1.1 x 13 mm
 
elements). Actual background velocity was 1500 m/s. The simulated array
 
I 
was driven by three cycles of a 3.5 MHz sine wave with a half-sine 
envelope. The point scatterer is shown as viewed from above; image size 
is 3.8 x 3.8 mm. 
I 
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Figure 3. Variance of a) simulated point-spread functions and b) AlUM 
test-object wire image at a range of 50 mm. The simulated transducer was 
a 3.5 MHz, 32-element linear array (1.1 x 13 mm elements), driven by the 
functions shown in Figure 1. The test-object wire was 50 mm from a 3.5 
MHz, 32-element linear array composed of uniform 1.1 x 13 mm transducers 














I Figure 4. Complete-data-set, RF-signal reconstructed reflection tomogram 
I 
of the central region of the AlUM 100-mm test object as viewed by a 
32-element linear array with a center frequency of 3.5 MHz. Pixel 
separation is 60~m. Each image contains 512 x 512 pixels. 
I 
I The behavior of both point-spread functions and wire images as a function of background velocity suggest that a peak in the variance of an 
image may give an estimate of the background velocity, i.e., the background 
velocity on reconstruction is correct if the image is focused. This 
interpretation requires that the wire properties influenced the background 
I 
velocity. The AlUM test object was filled with deionized water at 24.3° C. 
Sound velocity in the water was therefore about 1495 m/s. The peak in the 
variance, however, occurred at 1520 m/s. Presumably the effective 
background velocity was shifted towards the much higher velocity of the 
I 
stainless steel wire by scattering from the back and side walls of the 
wire. 
I 
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C. Quantitative Imaging: Optical-Sectioning Microscopy I 
Knowledge of the three-dimensional architecture of organisms and 
cells is an obvious prerequisite to a further understanding of many I
significant biological and medical research problems. A classical approach 
to acquire such data has been to cut biological material into thin slices, 
and then examine each slice individually under the light or electron 
microscope. Unfortunately, this is a time-consuming and inaccurate process I 
to reconstruct a three-dimensional image. Recently, alternative methods 
have become available to visualize a series of slices within an intact 
specimen. The new project of optical sectioning described here will Iinvolve the study of two of these alternative methods: computational image 
estimation and confocal microscopy. 
Image-estimation techniques utilize knowledge of a microscope's I 
point-spread function. This is the three-dimensional image that a point 
source of light would yield after passage through the lens system of the 
microscope. The resulting image of a point source is no longer a point, Ibut rather a series of diffraction-ring patterns which grow in radius as 
one moves in either tiirection about the focal plane. This means that any 
microscope image will be a distorted version of the object under 
examination. Image-estimation techniques are used to recover some of this I 
degraded information. In particular, image-estimation procedures produce a 
clearer image in any particular focal plane by effectively removing the 
contributions of diffraction-ring patterns which originate from numerous 
points in out-of-focus planes in the specimen. It is this out-of-focus I 
information contributed by surrounding planes that has in the past 
necessitated the physical slicing of a specimen into thinner sections. I
The current report describes early work on two aspects of the 
estimation approach to optical sectioning. In Section C-l, methods used 
for positron-emission tomography (Section A) are adapted to the optical­
sectioning problem. As discussed in C-l, these algorithms should offer I 
more accurate estimates of the object than algorithms currently in use 
elsewhere. Section C-2 describes efforts to reconcile differences between 
experimental determinations of the point-spread function and theoretical I
expectations. The aim here is to incorporate the effects of lens 
aberrations into the appropriate formula for the point-spread function. IA second approach to obtain optical sections is to use a confocal 
microscope. This instrument is designed so that a gieat deal of out-of­
focus information is eliminated by optical means. Section C-3 briefly 
describes the principle of operation of such a microscope, and then reports I
the results of preliminary examination of one such instrument. The goal of 
these studies is to compare the optical-sectioning capabilities of the 
confocal microscope with image-estimation procedures. Another aim is 
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Shown in the following figure is a model for the object and data 
acquired in fluorescence imaging using optical-sectioning microscopy. The 
object consists of J planar sections through some tissue or other 
microscopic sample of interest. The tissue contains a minute quantity of a 
tracer which fluoresces when photoactivated, thereby permitting organellesI of interest to which the tracer is bound to be visualized. Photons created 
I 
in the fluorescence process are collected as image data with the optical 
system of the microscope. Several microscopic images, the number being K 
in the figure, are collected, where each image corresponds to a different 
focal-plane setting of the microscope. 
I
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I From the basic physics of the fluorescence process, the fluctuation 
statistics of emitted photons are described by a time-space Poisson point­
process having an intensity that is constant in time, assuming a time­
invariant photoactivation intensity and a stable tissue sample, and varying 
I 
in space in proportion to the nonuniform spatial concentration of the' 
tracer. We will assume that each of the K microscopic images forming the 







homogeneity of the photon emissions, implies that temporal aspects of the I 
photon emissions can be disregarded. 
The K data-images result from the detection of photons which have Ipropagated from the tissue sample through the optics of the microscope and 
onto the surface of the photodetector. A point source of photons located 
somewhere in the tissue will result in a blurred data-image because the 
optics and detection processes are imperfect. We will denote by Pk' (x,y) I 
the probability density function of the location (x,y) in the data l~age of 
photons emanating from a point source in the jth section of the object when 
the microscope is adjusted for the kth focal plane. This density is also Itermed the point-spread function for section j and focal plane k, the form 
of this function is discussed elsewhere. We will assume that each 
fluorescence photon is affected independently in its propagation from the 
tissue to the detector. Using the same argument as in [1] for photon I 
translations in positron-emission tomography, it then follows that the 
detected photons making up the kth data image are described statistically 
as a spatial Poisson process with a two-dimensional intensity given by: I 






where A.(x' ,y') is the intensity with which fluorescence photons are 
emittedJat location (x' ,y') in the jth section of the object, and the 
integrals extend over the entire spatial extent of the object in the jth 
section. It is evident that photons emanating from all J sections in the I 
object contribute photons to the image data formed for the kth focal plane. 
Let N (6x,6y) denote the image data obtained in pixel (x,x+6x) x 
(y,y+6y) for\he kth focal plane. The data for this pixel are Poisson I 
distributed with mean 
I 
IX+6X IY+6Y J.L (x' ,y' ) dx' dy' .k x Y I 
The problem of estimating the spatial distribution of the tracer within the I
three-dimensional tissue sample may now be stated as the following 
statistical-estimation problem. Given the above model describing the 
statistics of fluorescence photons and the point-spread blurring of the 
microscope, and given image data N (6X,6y) for k = 0, 1, ... , K-l, estimate I k 
or reconstruct the intensities A.(x,y) for each section j = 0, 1, ... , J-l. 








I With a development very parallel to that used for positron-emission tomography, we obtain the following expectation-maximization algorithm for 
producing the maximum-likelihood estimates iteratively: 
I 
I K-l Pkj (x' -x,y' -y)(m+l) (m) 
A.(X,y) A. L J J [J-l ] Nk(dx' ,dy'), 
I J J k=O .L J JPkJ·(X'-U,Y'-V)i~m)(U,V)dUdV J-O J 
I 
I for j - 0, 1, ... , J~l. This iteration equation is quite similar to the 
one for time-of-flight positron-emission tomography, with the exception 
that there are J images being created, one for each object section, which 
implies a potential increase in the computational load compared to that for 
positron-emission tomography. The introduction of kernel sieves and 
resolution kernels to suppress noise and edge artifacts would be similar toI that for their use in positron-emission tomography, but here the point­
I 
spread function at each focal plane would be adjusted. This could be 
accomplished by modifying the known modulation transfer-function at each 
depth and then inverse Fourier transforming. 
I 
The use of the expectation-maximization algorithm for producing 
maximum-likelihood estimates of radiotracer concentrations in positron­
emission tomography has been under study as an alternative to the 
I 
confidence-weighted algorithm, which is the algorithm currently used for 
processing data acquired with all time-of-flight tomographs. The 
confidence-weighted algorithm is a linear, least squares solution to the 
problem of estimating concentrations from time-of-flight data. While the 
images produced with it are noiser and have more artifacts than those 
produced by the expectation-maximization algorithm, they have the advantage
I of being available more quickly because the confidence-weighted algorithm is not iterative. 
I Motivated by the lower computational demands of the confidence­weighted algorithm for positron-emission tomography, we have also derived 
I 
the analogous result for optical sectioning microscopy. The processing can 
be performed in two steps. The first yields confidence-weighted preimages, 
and the second yields the final confidence-weighted images. For the first 
step, the preimage for the ith tissue section, denoted by a. (x,y), is 
formed according to ~ 
I K-lL J 
I 








Ifor i - 1,2, ...• J-1. Let.A.(u.v) denote the two-dimensional Fourier 
transform of the ith preimale. and define the J-dimensional vector of 
preimages I 
AO(u.v) I 
A(u •v) _ (A1(~' v) ] 
A _ (u.v)J 1 I 
In the second step. the Fourier transforms of the final images are I
obtained from these transformed preimages in the following way. Let 
B.. (u,v) be defined as follows 
~J I 
K-l * 
B•. (u,v) - L Pk · (u,v)Pk . (u,v).~J k-O ~ J I 
*where Pk.(u.v) is the two-dimensional Fourier transform of the point-spread 
functioJ p .(x,y) for the ith section to the kth focal-plane data, and Idefine the ~kJ-dimensional matrix with these quantities as its elements 
BO O(u,v) BO l(u,v) BO J_l(u,v) 
I 
(Bl'O (u,v) Bl : l (u,v) Bl'J_l(u,v), IB(u,v) - '. ] . 
B _ 0 (u,v) BJ - ll (u,v) BJ _ J_l(u,v)J l , , l , 
I 
Also, let A.(u,v) denote the Fourier transform of the image in the ith 
section, ~nd define the J-dimensional vector of estimates of these 
according to I 
" I~O(u,v) 




Then, the Fourier transforms of the final images produced with the
 









-1/\.(u,v) B (u,v)A(u,v). 
I In implementing these steps, a finite-resolution window applied to each element of B(u,v) may be desirable for stabilizing the matrix before 
inverting it. This issue and others, such as how any symmetries of the 
point-spread functions might be used to speed computations, must beI explored for this algorithm. The preimages A(u,v) are data dependent, and 
I 
therefore need to be computed following the collection of data. The matrix 
B(u,v) is not data dependent, so its inverse can be precomputed once the 
point-spread functions of a given microscope are known. 
I 
1. Snyder, D. L., Thomas, Jr., L. J., and Ter-Pogossian, M. M., "A 
Mathematical Model for Positron-Emission Tomography Systems Having 
Time-of-Flight Measurements," IEEE Transactions on Nuclear Science, 
NS-28(3) :3575-3583, June 1981. 
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I C-2. Computation of Three-Dimensional Optical Point-Spread Functions in 
the Presence of Spherical Aberration 
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I Support: RR 01380 
I An essential first step in implementing reconstruction techniques 
I 
for optical-sectioning microscopy is to determine the transmission 
properties of a microscope imaging system. Such properties are specified 
by the optical-transfer function (which is derived from the pupil function 
[1, 5, 6]) and its inverse Fourier transform, the point-spread function. 
I 
The point-spread function is the three-dimensional image of a point source 
after passage through the microscope's lens system. 
I 
We have numerically evaluated theoretical optical-transfer functions 
for an aberration-free system using Hopkins' formula [5], and obtained 
point-spread functions by inverse-transforming. The resulting three­
dimensional point-spread function shows that diffraction patterns are 
I 
nearly identical on either side of the plane of focus. However, images 
that we obtained from fluorescent beads 0.05~m in diameter show that while 
diffraction rings are present on one side, only a fading central spot is 
I 
observed on the other side. Others have also seen this effect [2, 4] which 
implies that the lens is not aberration-free. The observed point-spread 
function is probably due to uncorrected spherical aberration in the 






Our aim is to formulate the three-dimensional point-spread function 
that incorporates the effects of spherical aberration so that numerical 
computation of any desired function is possible without time-consuming and 
noise-prone experimental measurements. Black and Linfoot [1] obtained a I 
formula for the optical-transfer function for a lens with spherical 
aberration. Unfortunately, their formula involves parameters which have no 
direct physical interpretation. Starting from first principles, we have Irederived their formula in terms of variables which might be measured more 
easily. 
As shown by Smith [7], the optical path-length error w in terms of I 
the defocus distance ~z and the marginal longitudinal third-order spherical 
aberration, LA , (Figure 1) is 
m 
1 1 Y 2 
w = - n sin2u[~z - - LA (- ) ]2 m Y 
m 
where n is the refractive index, Y is the radial coordinate 
is the maximum radius of the lens, and u is the angle 










in the lens, Y 









IFigure 1. Schematic illustration of a lens with spherical aberration LA . 
The optical path-length error w is the difference between the t~o 










I Equation (1) can be simplified to 
I
 w A(S4 - BS 2) (2)
 
y 1 
-2 6zI where we have substituted s y , A -4 n LA sin2u and B LA .m m m m 
I Using w given by equation (2), we have derived by the method shown in [6] 
the following formula for the optical-transfer function with spherical 
I aberration: 
}1-s2/4 -s/2+}1-€2 
2~I T(s) = ~ J J cos[~ As¢(2B + 4(¢2 + €2)+s2)]d¢d€. (3) 
I o 0 
where s. A and B are defined above, and A is the wavelength of light.I Equation (3) agrees with Black and Linfoot's result [1]. 
I 
We have numerically integrated (3) using two different methods 
(Simpson's and Gaussian quadrature), and then inverse-transformed the 
result to determine point-spread functions (Figure 2) for different values 
of the parameter A which measures third-order spherical aberration. Note 
that these functions are symmetric around r (the radial direction in the x­I y plane), but not around the z axis. Observe also that, the spread is more severe for higher values of A. These calculated functions agree with 
qualitative observations of point-spread functions. 
I We are currently evaluating experimental approaches to measure A or 
LA in a lens. Our future plans include comparisons of empirically 





































Figure 2. Three-dimensional point-spread functions with spherical 
aberration for three values of A: a) A = 1, b) A - 2, and c) A - 3. 
r denotes the radial direction in the x-y plane (the point-spread I
 
function is circularly symmetric in x-y). z indicates the amount of
 
defocus above and below the focal plane. The height scale, and the scale
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I The principle of confocal microscopy [1] is to image one point at a 
I 
time in a specimen. An objective and a collector lens are arranged such 
that the focal point in the specimen coincides exactly with both the point 
of illumination and detection. In this way, only information at the focal 
point is retrieved, and out-of-focus contributions are suppressed. A 
complete image is constructed from a three-dimensional scan of the 
specimen. 
"I
I We have examined one such microscope (The Biorad MRC Lasersharp) 
which has recently become available commercially. This instrument uses a 
laser for illumination. Scanning is done by moving the laser beam across 
the specimen. 
, 






We have used the MRC Lasersharp microscope to image 0.5~m or 0.05~m I 
beads containing the fluorescent dye coumarin. Three different 
installations of the microscope have been tested. We have found evidence 
for two problems: bleaching and coma. I 
We have been unable to image 0.05~m beads because they bleach too 
rapidly, even with the laser attenuated as much as possible. In contrast, 
larger beads (0.5~m) are easily seen because they contain much more dye. I 
Although the 0.05 ~m beads can be seen, they fade in a matter of seconds. 
Typically, this is not enough time to locate and focus on a particular 
bead. It is certainly not enough time to acquire a series of images at Idifferent focal settings. (The same size bead can be visualized for up to 
15 minutes on a conventional fluorescence microscope). Bleaching on the 
confocal microscope is a problem because experimental determination of the 
point-spread function is best done using as small a bead as possible (to I 
approximate a point source). The bleaching of the 0.05~m beads means it 
may be difficult to measure point-spread functions and ultimately apply 
image-estimation procedures on the MRC Lasersharp. We intend to examine Ifluorescent beads on other confocal microscopes as they become available to 
see if the bleaching problem is a general one. Obviously, bleaching could 
be a serious problem for biomedical investigators. It may make it 
impossible to visualize probes with low quantum yields or to examine probes I 
with high quantum yields in living specimens where low light levels are 
routinely used to minimize damage due to heating or products of photolysis. IA second problem that we have observed with the MRC Lasersharp is 
the optical aberration known as coma. Coma occurs in a lens when paraxial 
rays are magnified differently from marginal rays. The point-spread 
function of a comatic lens displays crescent-shaped segments about the I 
central bright spot, where circularly symmetric diffraction rings are 
ordinarily observed. We have observed this comatic effect on two of the 
three MRC Lasersharp installations tested. The variation may be due to the Iparticular objective lenses in use, or may indicate a requirement for 
especially precise alignment. 
1.	 Wilson, T., and Sheppard, C., Theory and Practice of 














I D. Ischemic Heart Disease and ECG Analysis 
I 
This section reports ongoing collaborative and support activities in 
cardiology projects concerned with the diagnosis and treatment of patients 
with ischemic heart disease. Collaborative projects include the assessment 
of vascular integrity of the myocardium following ischemic injury, the 
investigation of electrophysiological and biochemical factors underlyingI the genesis of dysrhythmias due to myocardial ischemia and infarction, and 
I, 
the application of the analysis of plasma-CK profiles following myocardial 
infarction. Supporting activities include development of a software system 
for frequency-domain analysis of signal-averaged ECG data. Our efforts to 
construct an annotated clinical-event database of ECG waveforms have 
ceased, as is reported in this section. 
I For two decades, this section reported activities related to high­
I 
speed processing of long-term, tape-recorded electrocardiograms primarily 
for large multicenter studies sponsored by pharmaceutical corporations or 
the National Institutes of Health. Those activities have now ceased as 
have dysrhythmia detection algorithm development efforts. Appropriately, 
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I 
We have continued our previously reported studies CPR 23, D-l) of 
the role of the endothelium in the pathogenesis of vascular hemodynamic and 
permeability changes associated with ischemia and reperfusion. In these 
studies, we employ external-detection techniques coupled with tracer­
kinetic analysis to quantify radiolabeled albumin transport across theI coronary vasculature under physiological conditions, and during reperfusion 
I 
after ischemia in isolated-perfused rabbit hearts. The resulting res idue­
detection data, analyzed on the basis of a two-compartment model of tracer 
transport [1], are used to estimate parameters indicative of microvascular 








During the period covered by this report, we have assessed effects I 
of streptozotocin (STZ)-induced diabetes on coronary vascular hemodynamics 
and myocyte contractility in isolated hearts from Sprague-Dawley rats 
during 40 minutes of constant-pressure reperfusion after 40 minutes of Iglobal, no-flow ischemia, and have demonstrated the same injury in this 
species that we have reported for diabetic rabbits. In hearts from control 
rats, vascular resistance increased 1.7x baseline and left ventricular end­
diastolic pressure (LVEDP) (monitored from a left ventricle isovolumic I 
balloon) increased 7x baseline during reflow after ischemia. Left 
ventricular developed pressure and maximum +dP/dt recovered 50% during 
reflow. In hearts from diabetic rats, vascular resistance remained at Ibaseline levels throughout reflow, and LVEDP, which was elevated two fold 
after 40 minutes of no-flow ischemia, quickly returned to baseline during 
reflow. Both LV developed pressure and maximum +dP/dt returned to baseline 
by 30 minutes of reflow. I 
We have initiated several studies in rats assessing possible 
pathogenetic mechanisms involved in the diabetes-induced protection of Imyocardium; these experiments are focused on the possible role of the 
polyol pathway and functional alterations in phosphoinositide metabolism. 
The rationale for these experiments is based on recent studies which have 
provided strong evidence that most diabetic complications are aldose I 
reductase-linked phenomena resulting from imbalances in polyol and myo­
inositol metabolism. IIn experiments designed to assess effects of the aldose reductase 
inhibitor, Sorbinil, on diabetes-induced amelioration of ischemic injury, 
three groups of rats were used: control, STZ-diabetic, and STZ-diabetic 
rats treated with Sorbinil (added to the diet to provide a daily dose of I 
0.2 mmole/kg body weight). Sorbinil treatment did not reverse the myocyte 
resistance to ischemic injury (LVEDP increases were identical in untreated 
and Sorbinil-treated diabetic rats); likewise, vascular resistance 
decreased significantly below baseline during reflow. It is of interest I 
that Sorbinil did decrease baseline LV developed pressure and maximum 
+dP/dt (versus untreated diabetics), but during reflow after ischemia, both 
indexes of ventricular function increased 50% above baseline values. I 
In other experiments, we have investigated the possibility that 
functional derangements in intracellular phosphoinositide metabolism may be 
responsible for the pathogenesis of the diabetes-induced resistance to I 
ischemic injury by using four groups of rats: control, diabetic, control 
rats pretreated for 24 hours with 10 mEq/kg body weight LiCl, and diabetic 
rats pretreated with LiCl. No differences were evident between both Idiabetic groups and results were similar to the data presented above. 
m1ile results from the untreated control group also were similar to data 
presented above, it is of great interest that in the LiCl-treated control 
group, LVEDP, developed pressure, maximum +dP/dt, and vascular resistance I 
changes during reflow after 40 minutes of no-flow ischemia were identical 
to those observed in the untreated diabetic group. 
suggest that the resistance to ischemic injury 
diabetic animals may reflect a functional 
phosphoinositide signaling system. 
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These results strongly 









I Additional experiments are in progress assessing effects of Na+/K+­
I 
ATPase inhibition in control and diabetic rats. The rationale for these 
experiments is based on the observation that in diabetic nerve, reduction 
in tissue levels of myo-inositol is associated with a reduction in Na+/K+­
ATPase activity, and that dietary myo-inositol supplementation restores 
tissue levels of myo-inositol, Na+/K+-ATPase activity, and ameliorates the 
functional neuropathy. Preliminary results suggest that acute 
I intravascular perfusion of ouabain (1-10 ~M) prior to ischemia slightly ameliorates ischemia-induced increases in left ventricular resting tension 
(versus controls) but not to the extent seen in diabetic animals. 
I 
I 
1. Tilton, R. G., Larson, K. B., Udell, J. R., Sobel, B. E., and 
Williamson, J. R., "External Detection of Early Microvascular 
Dysfunction After No-Flow Ischemia Followed by Reperfusion in Isolated 
Rabbit Hearts," Circulation Research, 52:210-225, 1983. 
I 
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The overall concept of the research is that potential arrhythmogenic 
metabolites, including lysophosphoglycerides and long-chain acylcarnitines, 
accumulate in ischemic tissue and contribute to the electrophysiologic 
I' 
derangements and associated malignant arrhythmias. Over the past several 
years, studies have also been completed demonstrating a major 
electrophysiologic role of a1-adrenergic stimulation during myocardial 
ischemia as well as reperfusion. In addition, we have demonstrated, using 
radioligand binding procedures, a two-fold reversible increase in 
a1-adrenergic binding sites in ischemic and reperfused myocardium. 
I 
I Results of previous studies have strongly implicated endogenous 
long-chain acylcarnitines (LCA) as a mediator of the electrophysiologic 
impairment secondary to hypoxia (PR 23, D-2). Likewise we have 
demonstrated the marked antiarrhythmic effect of POCA, an inhibitor of 
carnitine acyl transferase I (CAT I), in vivo during myocardial ischemia 






POGA prevented the increase of LGA in the ischemic zone, inhibited I 
lysophosphatidylcholine (LPG) accumulation, and precluded the development 
of ventricular fibrillation. Thus, the potent antiarrhythmic efficacy of 
inhibation of GAT I is dependent on inhibition of accumulation of both LPG Iand LGA. 
Several years ago, we demonstrated that ischemia is associated with 
a two-fold reversible increase in myocardial a1-adrenergic receptors, which I 
is induced by the accumulation of LGA in sarcolemma (SL). To determine 
whether the hypoxic-induced increase in a1-adrenergic receptors results in 
increased intracellular coupling to inositol trisphosphate (IPs) Iproduction, a novel procedure to quantify IPs in normoxic or hypoxic adult 
canine myocytes was used. In normoxic myocytes, IPs levels peaked 30 
seconds after norepinephrine (NE, 10- 5 M) stimulation (61.5 ± 7.5 pmoles/mg 
protein, n-4) and returned to basal levels (17.3 ± 2.8) by 60 seconds. The I 
IPs response exhibited an EG so of 8xlO- s M and was blocked by a 1-adrenergic 
antagonists. Hypoxic myocytes (10 min, P0 2 < 15 mm Hg, 37°G) produced a 
markedly enhanced IPs response to NE (EGso - 1 x 10-s M, p <.001) resulting 
in a 100-fold reduction in the concentration of NE required to produce a I 
threshold increase in IPs (10- 10 M vs 10-s M). Thus, increased 
a 1-adrenergic receptors induced by hypoxia are coupled to an increased IPs 
response indicative of enhanced a 1-responsivity in the ischemic heart in I
vivo. 
We recently completed studies to determine whether a 1-adrenergic 
receptor stimulation per se (phenylephrine 10- 7 M) increases phospholipase I 
A 2 activity thereby contributing to the accumulation of 
lysophosphatidylcholine in isolated adult canine myocytes exposed to 
hypoxia (P0 2 < 10 torr) with or without acidosis (pH = 6.5). ILysophosphatidylcholine in control myocytes was 2.76 ± 0.60 nmol/mg 
protein. Neither hypoxia nor acidosis alone induced accumulation of 
lysophosphatidylcholin~ (3.66 ± 0.73, p=NS). However, 
lysophosphatidylcholine increased markedly to 14.80 ± 1.67 nmol/mg protein I 
within one minute of al-stimulation (p < 0.01) in the presence of hypoxia 
and acidosis and returned to control levels within 10 minutes. Thus, 
al-adrenergic receptors are not only enhanced by metabolic changes I
accompanying hypoxia, including the accumulation of LGA in the SL, but also 
stimulation of the al-adrenergic receptor potentiates the accumulation of 
lysophosphatidylcholine thereby contributing to the arrhythmogenic effects 
of catecholamines in the ischemic heart. I 
One major aim of this project is also to delineate the cellular 
electrophysiologic alterations which contribute to the frequency I
alterations derived from the surface EGG recordings from patients with 
compared to those without ventricular tachycardia after myocardial 
infarction. Developing a detailed understanding at the cellular level for 
these alterations in frequency content of the surface EGG will permit its I 
application not only to more accurate prediction of patients at risk for 
developing lethal arrhythmias, but also for assessing the efficacy of 
pharmacologic interventions. This has required the development of unique Ihardware and software which will permit very high resolution X, Y, and Z 
lead recordings of the surface EGG. A number of developments and 
'improvements in the electronic and computer hardware associated with this I 
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aspect of the research have been implemented and validated during the last 
eight months. 
High-frequency, high-resolution amplifiers have been developed to 
acquire three-lead EGG data. The performance of these amplifiers has been 
tested and verified. These amplifiers are affected by low level 
(approximately 106 ~V), medium-frequency (600 Hz - 2000 Hz) noise emitted 
by the existing 240-channel mapping-system amplifiers. This problem has 
been addressed and corrected, to a large extent, by the construction of an 
electromagnetic interference grounding enclosure, or Faraday cage, for the 
mapping system. The Faraday cage reduces the amount of noise emitted by 
the mapping system significantly. There have been a number of significant 
upgrades to the existing computer equipment. A graphics hardware system 
that is more flexible and sophisticated than the existing equipment hasI been installed with attendant software. These improvements are essential 
I 
to the aims outlined above. Additional networking hardware has been 
installed to allow for more flexible and free-flowing information exchange 
among existing computers involved in this project. Additional fixed-disk 
memory capacity has been installed to accomodate the quickly expanding base 
of data and locally generated software. 
I 
I The development of several major software modules began six months ago. Now complete are programs that acquire action potentials from analog 
magnetic tape, process the data, and present a graphic display of each 
action potential and its parameters. In progress is a major software­
development project for the acquisition and analysis of data from the new 
I 
EGG amplifiers described above. Included in this package are sophisticated 
frequency-domain analysis routines as well as specialized acquisition and 
data-transfer routines. A routine which allows investigators to interface 
with the graphics hardware has been tested and is ready for use. A library 
I 
of mathematical subroutines for processing of the data has been assembled; 
all subroutines were investigated to define the limitations of the 
algorithms utilized. 
I 
During the next year, these advanced hardware and software 
procedures will be applied to studies of evolving myocardial infarction in 
I 
dogs. With the newly developed system, analysis of frequency content can 
be performed on single beats without signal averaging. In each animal, 
detailed three-dimensional mapping will be applied simultaneously with 
acquisition of the surface X, Y, and Z leads to answer initially two basic 
I 
questions: 1) when in the cardiac cycle do the 
content of the surface EGG occur? and 2) at the 
frequency alterations in the surface EGG, 
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D-3. Analysis of Plasma CK Isoforms I 
Personnel:	 D. R. Abendschein, Ph.D., Medicine 
J. J. Billadello, M.D., Medicine IH. L. Fontanet, M. D., Medicine 
A. S. Jaffe, M.D., Medicine 
J. Markham,	 BeL 
L. M. Seacord, M.D., Medicine I 
B. E. Sobel, M.D .• Medicine 
A. W. Strauss, M.D., Pediatrics ISupport:	 HL 17646 
HL 36274 
IThe objective of these studies is to apply analysis of isoforms of 
individual isoenzymes of creatine kinase in plasma for rapid detection and 
timing of the onset of myocardial infarction and reperfusion. We have 
shown previously that changes in plasma profiles of isoforms of the MM I 
isoenzyme permit detection of acute myocardial infarction before 
significant changes in conventional enzymatic criteria of infarction are 
manifested (PR 23, D-4). In the past year, we have shown that analysis of IMM isoforms also permits very early recognition of coronary artery 
recanalization after thrombolysis in patients [1]. A rapid assay for 
quantification of MM isoform profiles in plasma samples yielding results 
within one hour has been implemented to facilitate analysis for early I 
detection of both initial infarction and of coropary recanalization [2,3]. 
Using data obtained by serial analysis of plasma isoform I
concentrations in dogs after intravenous injections of purified isoforms 
both with and without inhibition of the enzyme identified by our laboratory 
as the converting agent in plasma [4], we have developed a compartmental 
model to describe the kinetics of the observed plasma time-activity I 
profiles of isoforms in vivo [5]. Computer simulations with the model are 
close to experimental data and show, interestingly, that the isoform 
purified from myocardium has a faster plasma clearance than either of the Itwo other isoforms which evolve sequentially with time. 
In the next year, we plan to assess the affect on plasma profiles, 
and on the mathematical model developed, of converted isoforms entering the I 
circulation from cardiac lymph and directly from myocardium during 
infarction in dogs. With these refinements of the model, we will then 
evaluate methods for estimation of the time of onset of infarction based on Ithe isoform profiles in one or two plasma samples obtained early in the 
course of myocardial infarction. 
I 
1. Seacord, L. M., Abendschein, D. R., Nohara, R., Hartzler, G., Sobel, 
B. E., and Jaffe, A. S., "Detection of Reperfusion Within One Hour
 
after Coronary Recanalization by Analysis of Isoforms of the MM






'~I 2.	 Nohara, R., Sobel, B. E., Jaffe, A. S., and Abendschein, D. R., 
"Quantitative Analysis of Isoforms of Creatine Kinase MM in Plasma by 
,
..	 Chromatofocusing, with On-Line Monitoring of Enzyme Activity," Clinical 
Chemistry, 34:235-239, 1988.~I 
3. Abendschein, D. R., Seacord, L. M., Nohara, R., Sobel, B. E., and 
Jaffe, A. S., "Prompt Detection of Myocardial Injury by Assay ofI Creatine Kinase Isoforms in Initial Plasma Samples," Clinical Cardiology, in press. 
I 4. Abendschein, D. R., Serota, H., Plummer, Jr., T. H., Amiraian, K., Strauss, A. W., Sobel, B. E., and Jaffe, A. S., "Conversion of MM Creatine Kinase	 Isoforms in Human Plasma by Carboxypeptidase N," 
Journal of Laboratory and Clinical Medicine, 110:798-806, 1987. 
I 
I 5. Abendschein, D. R., Fontanet, H. L., Markham, J., and Sobel, B. E., 
"Physiologic Modelling of MM Creatine Kinase Isoforms," in Mathematical 
Modelling in Science and Technology, E, Y. Rodin and X. J. R. Avula, 
eds., Sixth International Conference Proceedings, Great Britain, 
Pergamon Press, 11:621-625, 1988. 
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I	 D-4. Display Software for Signal-Averaged ECG Data 
Personnel:	 R. E. Hermes, BCL 
I	 H. D. Ambos, Medicine J. Markham,	 BCL 
S. M. Moore, BCL and Medicine 






A major project in the division of cardiology for the past few years 
has been the evaluation of averaged ECG signals for indicators of the 
susceptibility of patients to occurrences of sustained ventricular 
I 
tachycardia (VT). Initial efforts in this project focused on the 
frequency-domain content of the terminal portion of the QRS and ST segment. 
Indices computed from the spectra of this portion of the cardiac cycle were 
shown to differentiate between patients with and without a history of 
sustained VT. More recently, investigations of other portions of the 
cardiac cycle and of appropriate filtering techniques have been undertakenI in order to define the frequencies in the ECG that reflect the electrophysiologic	 disturbances unique to patients with VT. 
I In BCL, efforts for this project have been directed toward the development of software to enable investigators to easily select intervals 
of the ECG for analysis by manual identification of fiducial marks in any 






process has evolved from the tedious use of a Tektronix 4010 storage scope I 
interfaced to a PDP-ll to a semi-automated approach using a Lexidata 3400 
graphics system for waveform display and user interaction. All display and 
computation software has now been implemented on a MicroVAX II. Display Iand user interface software have been transferred to the X-windowing 
system, providing display-device independence and software portability. 
The interactive display system can now be made available to remote sites 
within the cardiology division allowing investigators to execute the I 
analysis programs from their local computer. The biomedical research 
network provides access to the patient ECG data which are first recorded on 
a small data-acquisition system and stored on floppy disc for subsequent Itransfer to a MicroVAX II. 
I 
D-S. Annotated Clinical-Event Database for Evaluating Ambulatory ECG IAnalysis Systems 
Personnel: K. W. Clark, BCL 
L. J. Thomas, Jr., BCL I 
Support: RR 01380 I 
Two years ago (PR 22, A-l), we began construction of a digital 
"annotated clinical-event" database (ACED) of 70 six-hour dual-channel 
electrocardiographic recordings. The set of 70 included ten in each of I 
seven categories of cardiac dysrhythmia. We planned to include annotations 
for the time-of-occurrence of clinically relevant events and for noise 
levels. After most of the waveform records were collected, we applied to 
the National Institutes of Health for a small grant to complete the time­ I 
consuming annotation process, which included interpretation of clinical 
events by cardiologists and creation of a machine-readable annotations 
file. I 
The grant was finally approved after several delays, but the funding 
was inadequate for the task. Besides, a similar effort was already Iunderway elsewhere, and we considered our project to be 
effort. Therefore, we declined the grant and ceased work 
a duplication of 







E. Svstems for Specialized Biomedical Studies 
This section describes a number of projects in which significant 
progress was made or promising new work begun but do not fit conveniently~cl into other sections of this report and, by themselves, do not require major 
sections for reporting. The projects summarized here include work in DNA 
restriction-map reconstruction, electron-microscopic autoradiography, 
radiation treatment planning, distortion removal from auditory-nerve 
r. ·~I.' discharge patterns, studies of color visual-field defects, and studies of 
massively-parallel processing. 
'I 
1 E-1. Algorithms for DNA Restriction-Map Reconstruction 
I Personnel: G. Rhee, M.S., BCL and Computer Science J. R. Cox, Jr., BCL and Computer Science M. V. Olson, Ph.D., Genetics 
J. S. Turner, Ph.D., Computer Science 




Work in the past year has focused on two aspects of the DNA mapping 
procedure: random clone sequencing and fragment-sequence optimization [1]. 
In the clone-sequencing phase, the relationships among overlapping clones 
are used to construct local maps of relative locations of random clones. 
I 
The algorithms used to accomplish clone sequencing are inherently greedy. 
However, the performance of the algorithms depends on the heuristics used 
to evaluate ambiguities in the overlap relationships between a set of 
I 
clones. Work in the past year has led to the development of a heuristic 
based on the ratio of the number of fragments in the overlap between two 
clones to the sum of the number of fragments in that pair of clones. This 
heuristic is subject to a subset-consecutiveness constraint which requires 
the clone in the middle to be a subset of the union of the surrounding 
clones in every three consecutive clones in a local map.I' 
I 
The second phase of the restriction-map reconstruction attempts to 
optimize the fragment sequence of each local map for a given clone 
sequence. The fragment-sequence optimization problem has been shown to be 
NP-complete (PR 23, £-1). Current work in this area focuses on developing 
efficient approximation algorithms to perform the optimization. Further 
progress in these areas will allow the testing of the methods on real cloneI data acquired with the data acquisition and analysis system described in the next section of this report (E-2). 
I 1. Rhee, G., "DNA Restriction Mapping from Random-clone Data," Washington 







E-2. Data	 Acquisition and Analysis for DNA Restriction Mapping I 
Personnel:	 H. A. Drury, BCL 
R. E. Hermes, BCL IM. V. Olson, Ph.D., Genetics 
D. G. Politte, BCL 
L. J. Thomas, Jr., BCL I 
Support:	 RR 01380 
GM 28232 
Center for Genetics in Medicine at Washington University IJames S. McDonnell Foundation Grant #87-24 
The goal of this project is the development of a data acquisition I 
system that will allow direct imaging of electrophoretic gels that have 
been stained with fluorescent DNA-binding dyes. Algorithms that will 
improve automated detection of band intensities and extraction of fragment­
size information from band mobilities will also be developed. I 
The collaboration between the Department of Genetics and this 
Resource began with the development of a first-generation interactive Iimage-acquisition system for the analysis of electrophoretic gels. That 
system was fielded to Dr. Olson's laboratory in 1984 (PR 18, C-2) [1]. 
However, the array detectors that were commercially available when the 
first-generation system was developed did not have sufficient sensitivity I 
to allow for the direct imaging of ultra-violet stimulated fluorescence. 
Consequently, it was necessary to first photograph the gel and then 
digitize the resulting photographic negative. The photographic step I
severely limited the dynamic range over which the intensity of the bands 
could be accurately measured. Current commercially available imaging 
devices, specifically charge-coupled devices, now have the needed 
sensitivity for direct image acquisition of electrophoretic gels which have I 
been stained with fluorescent dyes [2]. The direct digitization of 
fluorescing electrophoretic gels will allow researchers to broaden the 
scope of their projects because of the increased range of fragment sizes I
which can be analyzed. 
In the past year we have worked with Photometrics Ltd. (Tucson, 
Arizona) running preliminary tests to directly digitize ethidium-bromide I 
stained electrophoretic gels. The camera tested was a liquid-cooled 
charge-coupled device (CCD) with a resolution of 384 x S76 elements. The 
thermoelectric cooling of the CCD chip to -SOoC significantly reduces Ithermal noise which can account for as much as 20% of the signal. Several 
gels were successfully digitized using the Photometrics camera at exposure 
times ranging from 0.2 to 20 seconds. Oversampled images were analyzed to 
determine the resolution required to ensure adequate sampling as specified I 
by the Nyquist criterion. Based on these studies, it was determined that 
increased resolution was required; a 1000 x 1000 pixel CCD was chosen. The 
Photometrics camera was purchased by the Department of Genetics and is now I
undergoing more rigorous tests. A Sun 386i workstation was acquired by us 
to act as a host for the Photometrics camera. Work continues on the 
































Algorithms which perform automated fragment sizing will eliminate 
the subjective decisions made in determining the positions of multiple 
closely spaced fragments. This will aid in the removal of biased data 
before it is used in the physical map reconstruction (E-l). Among the more 
powerful resolution methods, "deconvolution" is most suited to the problem 
of resolving closely spaced band intensities. No a priori knowledge of the 
number of fragments in the gel profile is required. The gel process can be 
modeled as the blurring of an ideal gel profile with the spatially varying 
point-spread function to yield the observed profile. The problem to be 
solved is to reverse the effects of the point-spread function and to 
estimate the underlying function. We modeled the point-spread function and 
tested two resolution methods using both simulated and actual data. The 
techniques used to perform the estimation of the underlying signal included 
the maximum-likelihood method in the fashion applied to positron-emission 
tomography [3] and the non-linear, constrained method of Jansson-Van 
Cittert [4]. A preliminary test performed on actual data showed that the 
maximum-likelihood method was able to resolve three very closely spaced 
peaks where the Jansson algorithm failed. In addition, it was found that 
the Jansson algorithm was more susceptible to noise than the maximum­
likelihood method. Further tests using both resolution techniques on both 
simulated and actual data are planned. 
1.	 Gray, A. J., Beecher, D. E., and Olson, M. V., "Computer-Based Image 
Analysis of One-Dimensional Electrophoretic Gels Used for the 
Separation of DNA Restriction Fragments," Nucleic Acids Research, 
12(1) :473-491, 1984. 
2.	 Hiroaka, Y., Sedat, J. W., and Agard, D. A., "The Use of a Charge­
Coupled Device for Quantitative Optical Microscopy of Biological 
Structures," Science, 28:36-41, October 1987. 
3.	 Snyder, D. L., Miller, M. I. t Thomas, Jr., L. J., and Politte, D. G., 
"Noise and Edge Artifacts in Maximum-Likelihood Reconstructions for 
Emission Tomography," IEEE Transactions on Medical Imaging, 
MI-6(3):228-238, 1987. 
4.	 Jansson, P. A., Hunt, R. H. and Plyler, E. K., "Resolution Enhancementt 







E-3. Maximum-Likelihood Estimation Applied to Electron-Microscopic I 
Autoradiography 
Personnel:	 M. I. Miller, BCL and Electrical Engineering ID. R. Maffitt, BCL 
B. Roysam, BCL 
J. E. Saffitz, M.D., Ph.D., Pathology and Medicine 
L. J. Thomas, Jr., BCL I 
Support:	 RR 01380 
HL 17646 I 
A new method for analysis of electron-microscopic autoradiographs 
has been described [1] (PR 21, E-6) which is based on the maximum­ I 
likelihood method of statistics for estimating the concentration of 
radioactively labeled substances within organelle structures. A Poisson 
statistical model describing the autoradiographic grain distributions is 
adopted, which we prove results from the underlying Poisson nature of the I 
radioactive decays as well as the additive errors introduced during the 
formation of the grains. Within the model, an iterative procedure derived 
from the expectation-maximization algorithm of mathematical statistics is I
used to generate the maximum-likelihood estimates. The algorithm has the 
properties that at every stage of the iteration process the likelihood of 
the data increases; and for all initial non-zero starting points the 
algorithm converges to the maximum-likelihood estimates of the organelle I 
intensities. 
The maximum-likelihood (ML) method, and preliminary evaluations of Ithe quantitative accuracy of the ML and crossfire-analysis algorithms using 
simple geometries have been reported [1-7] (PR 22, 23). Previous studies 
have focused on simple image geometries. Recent progress has extended the 
application of the ML method of electron microscopic autoradiography (EMA) I 
to real EMA images. Results from the first EMA experiment analyzed with 
the ML method and results from simulation studies using real EMA images are 
outlined below. I 
Data Acquisition System. 
The development of the data acquisition system EMAMAP is now I 
complete [8]. EMAMAP is a program written in C and installed on a 
dedicated MASSCOMP computer interfaced to a GTCO graphics tablet. In this 
system, a trained operator places an electron micrograph on a graphics Itablet and hand-digitizes the edges of the desired structures and the 
locations of the silver grains. The system is quite flexible and 
incorporates a number of advanced graphics features, including editing of 
structures and contour filling. The output of the program is a coded, I 
segmented image which quantitatively represents the exact geometry of the 
line structures (e.g. nuclear membrane), 
silver grains. 
One of the more advanced features 
used for storage of the segmented image. 
-95­
regions (e.g. mitochondria), and I 
of EMAMAP is the coding algorithm 








I system had dimension 300 by 400, or over lOOk pixels. Storage of this 
I 
image by standard methods would require the same number of bytes of 
external storage. We have developed an algorithm for encoding the 
information in the image which achieves a dramatic reduction in the amount 
of external storage. This method encodes the image as a quadtree [9], then 
in a second step encodes a pre-order traversal of this tree by Huffman 
coding [10]. The optimal Huffman codes are uniquely determined for eachI image and are written as part of the output. In actual use, this coding algorithm has consistently achieved data compression ratios of over 25:1. 
I ML Analysis of a Real Experiment. 
The method for the maximum-likelihood estimation of radioactive 
concentrations developed above was applied to the experimental data of Dr.I Jeffrey Saffitz, Department of Pathology [11]. Neonatal rat cardiac 
I 
fibroblasts were incubated with 3H arachidonic acid in vitro for 48 hours. 
Cells were processed for EMA to delineate the subcellular distribution of 
phospholipids containing the radio labeled fatty acid. The experimental 
data consisted of 560 grains distributed over 41 micrographs which were 
analyzed for seven different types of subcellular structures. 
I The organelle geometries and the grain locations were acquired by 
I 
the data-acquisition system, EMAMAP. The geometries of the structures in a 
real micrograph are much more complicated than were the rectangles used in 
simulation studies. In particular, the membrane structures are only a 
single pixel wide and have total areas 2 orders of magnitude less than that 
I 
of the larger area structures. It must be pointed out that for the ML 
method, there is no need for us to define the ad hoc rim compartments that 
are necessary in the crossfire method for organelles with little area and 
high radioactivity. 
I Figures 1 and 2 show the results of the maximum-likelihood method for this experiment. Figure 1 depicts the maximum-likelihood estimates of 
I 
I 
the radioactive concentrations for each of the seven organelle types 
considered. The nuclear membrane was hypothesized to have a high activity 
level, and this was confirmed by the ML method. A biologically significant 
result of this experiment is the observation that the cell membrane has a 
significantly higher activity than earlier supposed by other experimenters. 
In fact, the fundamental intent of this experiment was to confirm this 
fact, which was hypothesized by Saffitz et al. from fundamental biochemical 
considerations. A notable success of this experiment is that it produced 
biologically meaningful estimates with very little data in comparison to 
the typical data requirements of the crossfire-analysis method. Figure 2 
represents the relative area occupied by each organelle type in all 
micrographs. We observe that the cell and nuclear membranes occupy very 
little area, although they are the loci of the most intense biological 
activity. 
Real-Data-Based Simulator. 
Perhaps the most fundamental problem in EMA today is the lack of 
statistical certainty afforded investigators when designing experiments and 
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supposed to produce quantitative rather than qualitative measures of tracer 
concentrations, there presently exists no theory or procedure for 
determining experimental design, data collection requirements, and 
statistical bounds of estimators. Toward this end we have made progress in 
the design and implementation of an EM autoradiographic simulator which 
produces with every experiment a statistical measure of the accuracy of the 
estimates produced. 
The observed data in an EMA experiment consists of images 
incorporating the geometric information inherent in the micrographs and a 
set of grain locations. These grain locations represent one realization of 
a Poisson point process with intensity given by the concentration of the 
radioactive tracer. This is enough information to compute one estimate of 
the radioactive concentration. In order to determine error bounds for this 
estimate, we need to generate ensemble statistics computed over a large 
number of realizations. 
I 
A study involving 100 simulated realizations has been completed for 
the experiment discussed above. In Figure 3, the solid bars represent the 
ML estimates for each of the organelles as in Figure 1. The grey bars 
depict the means of the estimates of the intensities in each of the 
organelles for 100 realizations. The error-bars define a range of one 
I 
standard deviation on either side of the mean. A salient observation 
possible from these results is that the error bars are much wider for first 
and second organelles, which correspond to the cell-membrane and the 
nuclear membrane respectively. The accuracy of the me thod is so high for 
the other structures that the error bars are barely visible. 
I Performance Comparison of the Maximum-Likelihood (ML) and Crossfire (CF) Methods on Real Data. 
;1 Current quantitative methods for EM autoradiography employ the Crossfire-Analysis method of Blackett and Parry [12-14] and Salpeter et al. 
[15,16]. These methods account for image-spread by minimizing a chi­
squared error-statistic. The statistic is based on the computation of a 
set of inter-compartment transition probabilities (also known as crossfire 
probabilities) which we term the transition probabilities 
(_1_)P(mli) A. f f Pe(u - x)dxdu , (1) 
~ UEC XEC. 
m ~ 
where p () is the point-spread function, A. is the total area of the source 
compar6nent i, and C. and C are the r~gions occupied by the source 
~. andh~'gra~n compartment '1compartment t e m m respect~ve y. 
The masking method [16] is commonly used for computing the 
transition probabilities. It uses transparent plastic overlays (masks), 
each containing a number of equally probable source-grain pairs denoting 
the relative positions of a hypothetical point source of radiation and a 







the accuracy of the transition probabilities, and the transition 
probability estimates generated by the masking procedure depend on the 
number of mask points used. We also recognize that a true evaluation of 
transition probabilities involves the integration of the point-spread I 
function over continuous regions. This corresponds to the use of an 
uncountably infinite number of mask-points. In this context, in comparing 
the ML and CF methods in simulations, we have chosen to avoid a masking Iprocedure and generate the transition probabilities by numerically 
evaluating the integral of Equation 1 using a computer. 
The computation of transition probabilities involves a fourth-order I 
integral representing two successive area integrals of the point spread 
function over the two regions involved. The CPU time required by this 
computation was made practical by the reformulation of Equation 1. By Iapproximating each region's boundary by a poly-line composed of horizontal 
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Figure 3. Results from Real-Data-Based Simulator on 
Black bars are the real experiment's estimates. 





real experiment [11]. 











I In a preliminary study, five images with horizontal and vertical 
I bars indicate the mean CF-method estimate over the 100 realizations. The error bars represent plus and minus one standard deviation. 
The poor performance of the CF method in this study illustrates theI important role rim-compartments play in CF analysis. Without rim­
I 
compartments to adequately account for image spread from organelles with 
little area (e.g. nuclear membrane), the intensity tends to be assigned to 
the large area organelles. In contrast, the ML method performs well 
without the need to define rim-compartments. Work is currently underway to 
account for rim-compartments in our implementation of the CF method. 
I 
0.03 
Figure 4. Comparison of ML and CF methods on a 5-image experiment 
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Small System Implementation. I 
An important new contribution toward the realization of portable 
software package to perform EM autoradiographic experiments on small Icomputers, such as the IBM PC/AT, was made by reformulating the problem of 
computing grain-organelle probabilities in terms of line integrals taken 
around the boundaries of structures rather than as area integrals over the 
regions defining the organelles. This allows us to store only the I 
coordinate sequences defining object-boundaries, instead of the entire 
two-dimensional image array. Accordingly, both the memory and CPU 
requirements of the method can be met by currently available personal Icomputers. 
A software package (EMA/PC) is being developed to implement the 
entire ML method on IBM and compatible personal computers. I 
EMA/PC is composed of 3 subsystems: I1) Data Entry System (DES). 
2) Image Summary Generator (ISG). I 
3) Estimate Generator (EG). 
The DES is a device-independent graphics package written in C using 
a graphics package called HALO. It allows the experimenter to manually I 
digitize and segment electron micrographs using a locator device such as a 
graphics tablet. It incorporates an image-editing capability and allows 
for the device-independent input of important experimental parameters such I 
as the half-distance of the point-spread function. It is capable of 
functioning with any combination of 14 different graphic locator devices, 
34 different display devices and 28 different hardcopy devices. DES 
incorporates some detailed features that facilitate the process of I 
archiving, documenting and keeping track of experiments. 
The	 ISG computes the grain-organelle probabilities and object Idimensions from the image files generated by DES. It is currently designed 
for the point-spread function for tritium. 
IThe	 EG is a straightforward implementation of the iterative 
expectation-maximization algorithm for maximum-likelihood estimation of 
radioactive intensities for the organelle types of interest. I 
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Circulation Research, 58(2):230-240, 1986. 
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I 
I 15. Land, B., and Salpeter, E. E., "Basis for a Computer Program for Mask 







16. Salpeter, M. M., McHenry, F. A., and Salpeter, E. E., "Resolution in I 







E-4. Automated Segmentation of Biomedical Images 
Personnel:	 D. R. Fuhrmann, BCL and Electrical Engineering IM. A. Brown, BCL 
J. E. Saffitz, M.D., Ph.D., Pathology and Medicine 
L. J. Thomas, Jr., BCL I 
Support:	 RR 01380 
HL 17646 I 
This year, work on the automated segmentation of electron 
microscopic cell images was brought to a close. It was felt that over the 
past three years we had developed a very useful software package for I 
relatively error-free image acquisition by hand-digitization and that 
further work to automate the process by computerized image segmentation 
would be insufficiently productive. I 
The tangible result of our efforts is the software package EMAMAP, 
which is described in PR-23, E-4, and has been reported in [1]. In the 
present system, a trained operator places a micrograph on a graphics tablet I 
and hand-digitizes the edges of biological structures. The edges are 
labeled according to their biological type at the time they are drawn. 
Those edges which form closed contours in the interior of the image are 
filled automatically with the correct region label using a contour-filling I 
algorithm. The image is then coded for efficient storage using a hybrid 
quadtree/Huffman coding scheme. I 
Several new features have been added to EMAMAP. The program was 
made more flexible in that the operator can enter the edge-tracing mode at 
any time in the program, even after region filling. Automatically filled 
regions can be manually re-labeled by the operator if desired. A new I 
method of coding the edge information using chain codes, for intermediate 
storage of the edges only, was incorporated. A new, more compact image 
header contains information about the coded images. Finally, the algorithm I 
for image coding was incorporated directly into EMAMAP; previously it was a 
separate experimental program which took as its input the full images 
created by EMAMAP. I 
A study of automated image segmentation using statistical texture 
segmentation functions was carried out. The basic segmentation algorithm 
studied was the Split-Merge-Group-Join (SMGJ) algorithm, which is based on I 
the quadtree description of the image. This algorithm provides a framework 
for classifying image pixels using a texture measure which is chosen 









I Measures were chosen for detailed study. We concluded that this approach offered little promise for a reliable image segmentation algorithm for use 
on the class of EMA images considered in this study. 
I The EMAMAP program has been used to gather data for an experiment 
studying the degradation of membrane phospholipids in reversibly and 
irreversibly injured cardiac muscle cells. In the experiment 90I micrographs containing 1296 silver grains were digitized to a total of 
I 
22.5xl0 6 pixels. The experimental conclusion was that the critical 
metabolic events in the degradation of the phospholipids were localized in 
the cell sarcolemma. This result was not known from previous experimental 
methods and has significant clinical implications. 
I 
Future plans for the use of EMAMAP include the data acquisition for 
an experiment in the localization of adrenergic receptors in cardiac muscle 
cells. 
I Other BCL personnel have studied a reformulation of the computation required in the maximum-likelihood method and have developed a modified data acquisition system suitable for implementation on a PC-class computer 
(E-3).
I 
1. Fuhrmann, D. R., Brown, M.A., Miller, M. I., Roysam, B., Saffitz, 
I J. E., and Thomas, Jr., L. J., "Data Acquisition System for Maximum­Likelihood Analysis of Electron Microscopic Autoradiographs," Journal 














E-5. Radiation Treatment Planning I 
Personnel:	 F. U. Rosenberger, BCL and Computer Systems Laboratory 
W. R. Binns, Ph.D., Physics IJ. W. Epstein, Physics 
W. S. Ge, M.S., Radiology 
W. B. Harms, B.S., Radiology 
S. S. Hancock, Ph.D., Medical College of Ohio I 
M. H. Israel, Ph.D., Physics 
J. K1armann, Ph.D., Physics 
J. W. Matthews, D.Sc., Computer Systems Laboratory IJ. A. Purdy, Ph.D., Radiology 
J. W. Wong,	 Ph.D., Radiology 
X. Ying, D.Se., Radiology 
C. W. Yu, M.S., Radiology I 
Support:	 RR 01380 
RR 01379 







Mallinckrodt Institute of Radiology 
IThis work is centered in the Mallinckrodt Institute of Radiology and 
represents a set of activities targeted to prQviding more effective 
radiation therapy treatment of cancer. A more extensive description of 
some of these activities was given in PR 23, Section C. Major activities I 
include: evaluation of high-energy photon external-beam treatment 
planning; development of a rapid area dosimetry system; an online 
radiotherapy imaging system; development of new algorithms for electron 
dose deposition; and development of methods for verifying actual dose I 
delivered to patients by quantitative use of exit-dose data. These 
activities provide a broad attack on some of the present limits to 
effective radiotherapy treatment of cancer. I 
An MMS-X high-performance graphics system developed at IBC and on 
loan from BCL is in use for display and operator evaluation of treatment 
plans. Its ability to interactively display and modify beam-eye views of I 
treatment plans has been extremely valuable and provides a capability that 
has only recently become practical with advanced raster-scan graphics 
systems. Remote access has been provided via IPAQ (Section F) and the ICampus-Wide Network to allow investigators in Radiation Physics extensive 
use of IBC computer facilities and programs for calculation, plotting, data 
transfer, and storage. I 
A major new activity carried out by Drs. Wong and Ying has been the 
investigation of quantitative treatment verification using exit-dose 
measurements and 3-D patient data. Verification must take into account the Ifact that patient characteristics and orientation may change from treatment 
to treatment. Measured exit-dose distribution and patient CT data can be 









I	 primary intensity is then used to calculate a new exit-dose distribution 
I 
including scatter effects. The difference between that calculated exit 
dose and the measured dose can then be used to correct the initially 
calculated primary and a new, more accurate calculation of exit dose 
performed. This can be repeated until sufficient agreement between 
calculated exit dose and measured exit dose is achieved, after which the 
dose to the patient can be calculated from the primary that has beenI determined during this procedure. It can be shown that the procedure must converge to the correct primary intensity if the primary dominates the exit 
dose and there is no "error" in the CT data. 
I	 The comparison of calculated with measured exit dose distributions 
provides information about "errors" in the CT data which may be due to 
changes in the patient geometry or positioning. Finally, if a model isI available for changes in the patient, for example, changes in lung volume 
I 
or density, an iterative procedure may be used to estimate these changes, 
and the ~ctual dose delivered to the patient. These techniques, along with 
new methods under development for exit-dose measurement (PR 23, C-3), 
promise to make greatly improved verification of treatment delivery 
possible, even to the extent of adaptively modifying treatment as it 




 E-6.	 EM Algorithms Incorporating Monotonicity Constraints for Removing 
Recovery-Related Distortion from Auditory-Nerve Discharge Patterns 
I	 Personnel: M. I. Miller, BCL and Electrical Engineering 
N. Karamanos, BCL 
I	 K. E. Mark, BCL Support: NS 23007 
I 
I A new method for the analysis of auditory-nerve discharge patterns 
has been developed. This method models neural discharge as a self-exciting 
point process (SEPP) in which the intensity is given by the product of two 
functions set) and reT). The function set) depends on the acoustic 
I 
stimulus. The recovery related function reT) depends on the history of the 
process and is assumed to be a monotonic function of time. Using maximum­
likelihood estimation (MLE) techniques, the functions reT) and set) are 
jointly estimated from the auditory-nerve discharge data. 
I Since the joint MLE equations are coupled, analytic closed form solutions for set) and reT) do not exist. An iterative expectation 
I 
maximization (EM) algorithm has been derived to compute the maximum­
likelihood estimated (MLEs) of set) and reT). This EM algorithm has been 
implemented and the following results are based on its use. 
I 
The EM algorithm has been shown to perform well under the typical 






Iparameters, s(t) and r(r), were chosen to closely match the maximum­
likelihood estimates from a population of auditory-nerve fibers in response 
to a l-kHz tone stimulus. Using these simulation parameters and the SEPP 
model, auditory-nerve discharge data were simulated until a threshold I
number of events were generated. From the simulated data, the functions 
s(t) and r(r) were estimated using the EM algorithm. The MLEs were found 
to be very slightly biased when a threshold of 1000 events was used. 
However, as the threshold was increased to 2000 and 4000 events, the bias I 
of the estimates decreased. This result verifies the asymptotically 
unbiased behavior of the MLEs. ITwo populations of nerve fibers have been analyzed using the EM 
algorithm method. The first population consists of 142 nerve fibers 
stimulated by a l-kHz tone; the second consists of 206 nerve fibers 
stimulated by a 3·kHz tone. The following results were obtained through I 
this analysis: 
1)	 The MLE of s(t) is a scaled version of the post-stimulus time (PST) Ihistogram. 
2)	 Neurons have widely varying recovery functions r(r). I 
3)	 Evidence indicates that the recovery function exhibited by a nerve 
fiber varies with the average firing rate. I4)	 Low-spontaneous-activity neurons seem to form a separate subgroup in 
that their recovery functions are markedly less steep. 
5)	 The adopted SEPP method models neural discharge better than an I 
inhomogeneous Poisson model. 
6)	 The statistical effect of the recovery function is to reduce the 
variability of the large synchronized components in the temporal I 
discharges of response, to well below that predicted by a Poisson 
model, while having little effect on the variability of small 
synchrony coefficients. I 
We are currently using the EM algorithm method to analyze a 
population of nerve fibers stimulated by a speech stimulus. This analysis 
will provide further information on the appropriateness of the SEPP model I 
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This project is in continuing support of a multi-year prospective 
follow-up study of patients with known and suspected glaucoma. Principal 
instrumentation development for this project has been a microcomputer­
I 
driven controller for a color-video display processor used to generate 
stimuli for clinical visual field testing. During the past project year, 
modifications to the software of the system have allowed testing with 
target-background combinations of differing color combinations from those 
I 
previously used. Current work underway is additional software development 
to convert the instrument from use solely as a manual kinetic perimetric 
device to its use as an automated static perimeter for constant-luminance 
color-contrast testing. 
I 1. Hart, W. M., Trick, G. L., Nesher, R., and Gordon, M. 0., "The Effect 
I 
of Glaucomatous Damage on Static Perimetric Thresholds Determined with 
Luminance Increment and Blue/Yellow Color Increment Thresholds," 
Investigative Ophthalmology and Visual Science, 29:422, 1988. 
2. Hart, W. M., "Blue/Yellow Color Contrast Perimetry Compared to 
Conventional Kinetic Perimetry in Patients with EstablishedI Glaucomatous Visual Field Defects," presented at the 8th Meeting of the International Perimetric Society, Vancouver, Canada, May 9, 1988. 
I 
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and Applications of Massively Parallel Processing 
BCL 
BCL and Electrical Engineering 
Jr., D.Sc., Electrical Engineering 
I Support RR 01380 
I Massively parallel processors represent a new class of computer architectures featuring mesh-connected arrays of bit-serial processing 
elements on a single integrated circuit. This class of parallel 






conventional machines in applications for which the computations may be I 
restructured so that the operations required involve local data passage. A 
broad class of biomedical estimation problems have potential applicability 
on massively parallel processors due to the nature of the computations I
associated with estimation problems. Specifically, estimation problems 
have some form of a cost function which is to be minimized in order to 
arrive at the estimate. Such function minimization problems map quite 
naturally onto massively parallel architectures. I 
The primary focus of our work has been to develop a unified 
programming methodology for embedding rule-based, regular-grammar I
constraints onto massively parallel processors. We have recently taken a 
major step toward this goal by proposing the unification of syntactic 
grammars and stochastic optimization through the representation of regular 
grammars via their equivalent stochastic representations [1]. This allows I 
for a unified solution of stochastic estimation and/or statistical pattern 
recognition problems over rule-generated constraint spaces. The basic 
approach taken has been to establish the formal connection of rules to IChomsky grammars, and to generalize the original work of Shannon on 
encoding rule-based channel sequences from Markov chains of the same 
entropy. By embedding the rules using the principle of maximum entropy, 
constrained spaces corresponding to the Chomsky regular grammars are I 
generated by sampling Gibbs distributions whose entropy corresponds to the 
logarithm of the total number of sequences in the regular language, and 
whose domain corresponds to legal derivations of the grammar. By using the Iprinciple of maximum entropy, more general regular-like languages in 
multiple dimensions may be generated which have the property that the set 
of sequences in the constraint space are all equi-probable under the Gibbs 
measure and correspond to Shannon's "equi-probable, weakly- typical" set. I 
Our unified programming method is subsequently derived by modeling the 
massively parallel architecture as a Markov random field which allows us to 
map the Gibbs distribution containing the grammar directly onto the 
massively parallel architecture. I 
Although our programming method applies to an array of applications 
in biomedical imaging, our initial emphasis has focused on the computer­ I
vision problem of boundary tracing. By modeling the boundary tracing 
problem as a Markov random field, we are able to utilize our programming 
theory to embed rule-based constraints into the boundary-tracing process 
which then allows us to perform a constrained maximum-likelihood estimation I 
of the boundaries through a simulated annealing procedure. This technique 
allows a fully parallel boundary-tracing process which executes orders of 
magnitude faster than serial boundary tracing. The power of our theory and I 
methods is the ability to embed high-level heuristic constraints into our 
programming model which can then be computed in a massively parallel 
processing environment. I 
The future of this research calls for refinement of our programming 
method to include rules and constraints which do not fall into the regular 
language category. We plan to perform experiments and simulations which I
examine the effects of these different languages on constrained estimation 
problems. We are also interested in the massively parallel computer models 









I our previous theoretical results and the boundary tracing algorithm, these experiments will be executed on the 1024 processing element Distributed 
Array Processor (DAP) manufactured by Active Memory Technology. 
I
 
1.	 Miller, M. I., Roysam, B., Smith, K. R., and Udding, J. T., "Mapping 



































F. Resource Development Activities I 
Resource development activities are those which contribute to the 
goals of more than one major program of the laboratory, address the needs Iof individual users who can benefit from the expertise of the BeL staff and 
the inventory of computing and specialized test equipment, or identify new 
technologies which may become appropriate foundations for new experimental 
tools. Service to users does not follow the usual computation-center I 
pattern with an established fee schedule and a highly centralized facility. 
Rather, senior laboratory staff members consider requests for assistance 
from investigators who must address a particular biomedical computing Iproblem. If an appropriate technology exists, investigators may be 
referred to commercial vendors or fee-for-service organizations when these 
are available. In other cases, problems may be approached by the 
laboratory provided that the effort complements other activities of the I 
laboratory. Many times the project can be assigned to a staff member with 
appropriate experience and completed in a short time. The investigator 
then has his or her results, and a short note describing the work will Iappear in the annual report and perhaps the open literature. A few 
projects, however, may develop into major initiatives within the 
laboratory. Most of the major projects began in this fashion and the 
opportunities that supporting activities provide are valued. I 
The IPAQ project (F-l thru F-6) has focused laboratory efforts on 
providing a computational environment which can be utilized in addressing 
the demanding needs of algorithm development. A distributed approach, I 
multiple computing systems integrated with communication networks, is being 
developed. Equipment acquisition and system integration continue to be 
major activities, with more effort now directed to improving the image I 
display and manipulation environment (F-4, F-9). 
Network related activities at the University have accelerated during 
the past year, with the Resource serving as a major participant in these I 
developments (F-7, F-5). The installation of the Biomedical Research 
Network has already influenced Resource activities and access to 
supercomputers may have an even greater impact. I 
Evaluation of a reflectance camera (F-8) for acquisition of 
biomedical images is an important first step to providing better methods 
for improving image quality and acquisition techniques. Likewise, I 
exploration of various hardware systems (F-6) will stimulate new ideas for 










,I F-l. A Distributed Facility for Image Presentation. Analysis and Quantification (IPAQ) 
I Personnel: G. J. Blaine, BCL M. A. Brown, BCL 
K. W. Clark, BCL 
J. R. Cox, Jr., BCL 
I H. A. Drury, BCL R. E. Hermes, BCL 
S. M. Moore, BCL and Medicine 








I Decentralized computing organized along departmental and research laboratory lines characterizes the environment which continues to evolve at 
I 
I 
most major medical-research institutions. This is particularly true in 
quantitative imaging where many projects have diverse image-data sources 
(modalities), different data-acquisition requirements, and dissimilar 
methods for the extraction of quantitative information. Rather naturally, 
diverse computing styles and equipment choices have evolved. For example, 
our major collaborative research groups support installations tailored to 
their specific measurement and picture transformation needs, for which 
I 
I 
display peripherals from a variety of manufacturers (DeAnza, Ramtek, and 
Lexidata) are tightly coupled to different computers (DEC 750 & 780, 
MicroVAX II, PE 3230 & 3242). Commonality is limited to little more than 
the popularity of Vax-class computers and a FORTRAN programming 
environment. Furthermore, the lack of common program-development tools and 
display-support software has minimized the opportunities for sharing 
developments across research programs and has necessitated large host­
specific investments by those Resource researchers and collaborators who 
participate in modeling and algorithm development. 
I Algorithm development is often characterized by computationally 
demanding and memory-intensive tasks which must compete with concurrent 
usage of the existing computing resources for data acquisition and analysisI activities. The limited computational capacity available for algorithm 
I 
development and pressures for expediting the research process biases the 
investigator's attention toward ad hoc approaches to improvements in 
execution performance, often at the expense of fundamental algorithm 
studies which are more likely to yield long-term benefits. 
The broad goal of this activity is to create an environment forI biomedical image presentation, analysis and quantification (IPAQ) which: 
I 
1) is focused on fundamental algorithm developments that individual 
biological scientists may not have the expertise, time, patience or 






2)	 provides an integrated approach to expedite the development and I 
export to the local and national communities of new algorithms for
 
improved quantification of biological information;
 I 
3)	 improves access for purposes of algorithm development to data from 
the diverse imaging modalities to encourage modality integration; 
and, I 
4)	 protects existing investments in decentralized and specialized 
biomedical research systems. IThe IPAQ facility includes: 1) acquisition nodes consisting of 
specialized imaging resources; 2) computation-oriented nodes to support 
development and initial evaluation of algorithms; 3) computation/display 
nodes which are tailored to export specialized computation and/or picture I 
presentation; and 4) a high-bandwidth network to interconnect nodes within 
the Resource as well as provide access to other resources within the local 
and national research community. I 
Computer systems integration and software development continue as 
principal activities. Specifics of these activities are described in 
sections (F-2 thru F-6). Figure 1 illustrates the current system-resource I 
configuration. 
In order to maintain a current knowledge of new hardware and Isoftware products, product evaluations and hardware/software field tests 
have been performed for several vendors including Sun Microsystems. IBM, 
and Digital Equipment. Close involvement with the development and 
installation of the Biomedical Research Network and the Campus-Wide Network I 
continues as an important part of the IPAQ activity. 
Support of the IPAQ facility and its users is eased by the 
availability of a series of locally-generated references: the IPAQ User's I 
Notebook, Document Preparation Binder. and Revision Control System 
Reference (RCS). These references are not intended for use as computer 
recipe books, but rather, are intended as guides to assist the resource I 
users in getting started by identifying available software and hardware, 
supplying pointers to detailed documentation, and providing helpful hints 
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F-2. IPAQ: System Integration 
Personnel:	 R. E. Hermes, BCL 
M. A. Brown, BCL 
K. W. Clark, BCL 
S. R. Phillips, BCL 
D. A. Schwab, BCL 
Support:	 RR 01380 
Digital Equipment Corporation 
Computer system acquisition and integration continues to be a major 
activity of the IPAQ working group. A monochrome VAXstation 2000 and a 
color VAXstation 3200 were acquired. A MicroVAX II (nodename: WUCON) was 
eliminated. An IBM PC/RT has been available as an evaluation unit on loan 
from IBM. An Apple MacIntosh SE and Laserwriter laser printer were also 
acquired for use in preparation of presentations and publications. 
The VAXstation 2000 is a diskless monochrome graphics system which 
is being used in development of window-based user interfaces and for 
document preparation. The VAXstation 3200 is a high performance graphics 
workstation with 1024x832x8 bits of image memory. The system is used for 
development of windowing software and computation. The IBM PC/RT is a 
RISC-processor-based workstation with a monochrome graphics adaptor. The 
system is used for computation, graphics display, and for evaluation of the 
Carnegie Mellon Andrew system, IBM,s UNIX implementation called AIX, and 
potentially the MACH operating system. 
The data-storage needs of imaging research activities have been met 
by the addition of seven 300-mbyte disc drives to existing systems. A 
40-mbyte disk drive was added to an IBM PC/AT which now hosts a Datacopy 
reflectance camera and AT&T Targa 32 display system. An additional 
floating-point processor has been added to an existing MASSCOMP system to 
provide more computation capability. 
A Excelan LANanalyzer network analyzer was acquired for monitoring 
local network activity as well as for providing a mechanism to 
evaluate the Biomedical Research Network. The network analyzer 


































I F-3. IPAQ: System Support 
Personnel: K. W. Clark, BCL 
I	 M. A. Brown, BCL H. A. Drury, BCL 
R. E. Hermes, BCL 






The many general-purpose and workstation-class computers from a 
variety of vendors (DEC, MASSCQMP, IBM, SUN) installed in the last few 
years have pressed the need for solid systems support. A versatile research 
I 
environment demands that systems run with up-to-date operating system 
software. Since last report, two upgrades of the ULTRIX operating system 
have been installed on the DEC machines; another is scheduled for the near 
future. The MASSCOMPS have likewise been upgraded. With all machines 
connected in a local-area network via Ethernet, the process of installing 
new versions of operating systems has been made easier because someI machines may be upgraded with a remote-install (RIS) facility over the 
I 
network, eliminating the need to load multiple tapes or diskettes. 
Likewise, many operating-system-independent files can be copied over the 
network rather than loaded with each system upgrade. 
The Network File System (NFS) has been installed on all the DEC 
machines (and on the MASSCOMPS shortly). NFS permits users direct accessI to files on other systems without having to "log-in" to those systems. A 
I 
user's files can be kept in one place rather than spreading copies of 
identical files around to all machines the user may need. DECNET-ULTRIX has 
been installed on the DEC machines. 
IBM has loaned us an RT PC. The system is currently configured with 
the Berkeley 4.3 UNIX operating system. The system also has the MIT 
I (Massachusetts Institute of Technology) X-windows graphics system plus Carnegie-Mellon's Andrew Toolkit. The RT PC is Ethernet-linked to the local 
network of DEC and MASSCOMP machines. 
I	 DEC has selected BCL as a field-test site for a new generation of 
I 
MicroVAXes and for the ULTRIX operating system including windowing software 
and DECNET-ULTRIX. A test machine is at BCL; the new operating system has 









F-4. IPAQ: Image Presentation I 
Personnel:	 K. W. Clark, BCL 
M. A. Brown, BCL IG. E. Christensen, BCL 
H. A. Drury, BCL 
G. E. Gutenschwager, BCL 
R. E. Hermes, BCL I 
A. J. Loth,	 BCL 
D. G. Politte, BCL 
D. M. Wade,	 BCL I 
Support:	 RR 01380 
I 
The influx of many workstation-class machines at BCL (F-2) and the 
need to visualize PET, DNA-gel, EMA, and optically-sectioned images have 
demanded good image manipulation and presentation tools. The MIT 
(Massachusetts Institute of Technology) X-windows (version Xll) network­ I 
transparent hardware-independent graphics system, already adopted by major 
graphics system vendors, is being installed on the DEC GPX MicroVAX and 
VAXstations over a previous version (X10). This X graphics system is unique I 
because it allows remote network access to image displays and graphics 
devices. Furthermore, the data-transport protocol of the network is 
transparent to the graphics system. Many utilities are available for X­
windows, including image display/manipulation and previewers for various I 
text-processing and graphics software systems such as POSTSCRIPT (Adobe 
Corporation) and imPRESS (Imagen Corporation). The Carnegie-Mellon Andrew 
Toolkit is also available on the RT PC. On the MASSCOMP workstation, a I 
locally-developed image manipulation package, MULTI (F-9), has greatly 
aided BCL staff in visualizing multiple images, including the presentation 




F-S. IPAQ: Networking 
IPersonnel: G. J. Blaine, BCL 
R. E. Hermes, BCL 
S. R. Phillips, BCL 
D. A. Schwab, BCL IE. Senol, BCL 
Support:	 RR 01380 
Washington University I 
Close coupling of algorithm research, development and evaluation to Ithe collaborative research areas is facilitated by a communication network 
which serves to federate distributed resources. Access to data from 









I important to evaluating algorithm performance. Additionally, the 
I 
communication network is to support presentation of images to collaborating 
biomedical scientists. Remote quick-look capability should stimulate 
increased participation and reduce the time constant in the necessarily 
interactive evaluations of algorithm performances. 
Information interchange between the distributed image-acquisitionI resources within the medical center, the computation-oriented nodes at the 
I 
BCL and the presentation nodes (currently located within BCL) can be 
functionally partitioned into "message" and "service" classes. Two-way 
query-based conversations are addressed by the "message network." The 
transport of large data sets for access to measurement and image 
information is to be supported by bulk-transfer at high rate in a "service 
network. " 
I 
I Local message-network connectivity is supported by TERRANET (PR 22, 
F-10). Approximately twenty-five terminal ports, twenty-five computer 
ports and two telephone-line modems are provided 9600-bps switched-circuit 
access. Dedicated point-to-point 9600-bps channels on the MIR CATV network 
provide TERRANET access to remote resources such as the CCU-PET computer as 
well as terminal support to collaborators in Radiation Oncology. 
I 
I Our current "service network" uses a baseband-Ethernet LAN which 
spans the Institute's medical campus facilities. A DEC LAN 100 Bridge 
supports inter-LAN traffic to the broadband-based Biomedical Research 
network while minimizing backbone loading. The Ethernet channel supports 
I 
packet transmission for both DECNET and TCP/IP communication protocols. 
Digital Equipment's DECNET-Ultrix product installed on several MicroVAX lIs 
facilitates file transfer from DECNET nodes elsewhere in the University 
research community. Connectivity to resources at the Engineering School 
Campus is supported by a 10-Mbps microwave channel (F-7). 
I
 
I F-6. IPAQ: Computation 
I Personnel: R. E. Hermes, BCL M. A. Brown, BCL K. W. Clark, BCL 
S. M. Moore, BCL and Medicine 
I D. G. Politte, BCL 
Support: RR 01380 
I 
I Algorithm development and computation for quantitative imaging is 
the central activity of the Resource. Satisfying the computing needs of 
these project areas is a significant part of the IPAQ activity. Attention 









1.	 the reduction of computation time needed for current studies
 
employing computationally intensive algorithms and
 
2.	 understanding the relative performance of different processors I 
to allow prediction of computation times and allocation of 
computation resources. IThe first goal presents a continuous challenge to review algorithm 
implementations to determine whether all possible software techniques have 
been used to assure efficient code. Often simple algorithmic or coding 
changes have shortened computation times significantly. This has been I 
particularly true for algorithms which are iterative. 
The second goal is met in two ways. First, by understanding the 
relative hardware architectural differences of different computation I 
resources, we are able to match certain computation needs to particular 
resources. As new computer systems become available, we investigate and 
attempt to evaluate them for local needs. Secondly, the distributed nature I 
of IPAQ resources allows machines to be dedicated to certain tasks as 
needed. Table 1 shows how machine resources are usually allocated to 
research activities. As the intensities of activities change, the 
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I Distributed computing, the decentralized deployment of inexpensive 
I 
personal workstations and laboratory computers and the sharing of more 
expensive processing, storage and printing resources has long been the 
defacto style of computing for researchers at Washington University. At 
the Biomedical Computer Laboratory (BCL) in 1967 several computers (that 
would now be called workstations) were connected to the central University 
computer by twisted wire-pairs and leased telephone lines. This style ofI networking grew on the campus so that today electronic switches connect 
I 
more than 1300 terminals and personal computers to computing resources. At 
the School of Medicine alone, the Medical Computing Facilities serves over 
500 users via twisted wire-pairs and a central electronic switch. 
Computer networking that allowed direct high-speed transmission of 
data between computers became popular about 1980. Washington University'sI Mallinckrodt Institute of Radiology (MIR) began installing DECnet (Digital 
I 
Equipment Corporation's proprietary computer network) in that year and has 
developed a large network of computers over the years since then. When 
Ethernet became available commercially in 1983 several laboratories at 
Washington University installed this LAN to serve nearby users. In the 
years that followed, almost two dozen such installat{ons appeared on the 
two campuses. Baseband signaling is the most common method for EthernetI communication since it provides for inexpensive network taps. Two limitations exist, however: the distance between network nodes cannot 
exceed 2800 meters and the physical medium can support only one channel. 
I Work toward a picture archiving and communication system (PACS) was 
begun in 1982 through a collaborative program between the Mallinckrodt 
Institute of Radiology and the Biomedical Computer Laboratory. A broadbandI CATV cable was installed to study the problems associated with picture 
I 
transmission. This system for PACS development now carries radiological 








ISeveral universities, notable among them Carnegie-Mellon, MIT, 
Stanford, Brown, Johns Hopkins and Dartmouth, have engaged in substantial 
centrally-funded programs to implement large-scale networks on their 
campuses. Our approach has recognized the decentralized nature of our I
research community and provides a focus for establishing connectivity 
between computing resources both at the individual researcher and 
departmental levels. Network activities have been funded through a mixture 
of equipment grants (Digital Equipment Corporation $15 million over three I 
years; Division of Research Resources, Shared-Instrument Grant $300,000, 
and personnel support from related research activities, the Medical school 
and the central administration. I 
Pro~ram Or~anization 
ITo address the issues of a campus-wide network the Office of the 
Network Coordinator (ONC) was formed in May 1985. The ONC (directed by 
J. R. Cox, Jr.) is a small organization whose principal role is planning 
and coordination. A meeting of system managers and interested individuals Iwithin the university is hosted monthly. During the Spring of 1988, a 
technical advisory group was assembled and met on weekly basis to review 
results and plan testing strategies with which to achieve robust 
integration of the hilltop and medical school networks. I 
Project Activities I
- Supercomputer Access 
A three-year, 1.2 million dollar grant from the National Science 
Foundation has been awarded to fund MIDnet, a regional network that I 
connects eight midwestern universities to the National Center for 
Supercomputer Applications (NCSA) at the University of Illinois, Champaign­
Urbana and to NSFnet a national network that connects all five of the NSF Isponsored supercomputer centers. Researchers at Washington University have 
interactive access to any of these five centers. Both the NCSA and the 
Pittsburg Supercomputer Center have solicited researchers at Washington 
University. A Proteon router brokers packet traffic between our local I
Ethernet-based network and the 56 Kbps MIDnet backbone. 
- Network for Biomedical Research I 
A Shared-Instrument Grant from the Division of Research Resources 
has funded the installation of a network to provide high-speed 
communications within the broad community of biomedical investigators at I 
Washington University. The shared facility, completed in late 1987, 
enables investigators to exchange scientific data and ideas throughout both 
university campuses. Principal components of the ethernet-based portion of 
network are: two CATV-based backbones, an intercampus ethernet via I 
microwave, and distributed departmental baseband ethernets connected by 
LAN100 bridges. Preliminary experiments have demonstrated video 
transmission of images. I 
A CATV-based backbone was designed and installed on the hilltop 













cable lengths and sweep tested to measure and verify input and output . 
signal levels. The results provide a basis for designing extensions and 
maintaining the cable plant. The intercampus lO-Mbps Ethernet channel and I' 
a full-duplex	 broadcast-quality video channel span a 2.5-mile line-of-sight I, 
•I 
~ 
distance and utilize 23-GHz microwave equipment. The medical-school-campus l() $ 
portion of the network utilizes a second ethernet channel on the existing 
MIR CATV-based backbone. ~I, r
 
Principle efforts were expended in learning how to configure, .~ 
measure, and manage a large distribute network which supports both TCP/IP 
and DECnet protocols and hosts a heterogenous collection of processors 
·I	 operating with a variety of operating systems. Network activity profiles ,. ~ 
or "signatures" have been gathered to provide a basis for measuring traffic 
growth as additional hosts join the network. Operational procedures were 
established to encourage appropriate system software configuration controlI	 ,~ for hosts joining the network. 
I 
7 
- A Campus-Wide Software Library 
I 
While there are a great many benefits to networks of autonomous 
mini- and microcomputers, decentralized computing as it is practiced by 
most organizations suffers from a lack of software. Organizations 
I 
typically have enough money to purchase machines but do not a budget for a 
rich collection of software. Consequently programmers and users are 
continually "reinventing the wheel" building programs that emulate the 
functions of commercially available software or writing programs that have 
been previously written by other programmers within and without the 
I university community. If the average price of commercial software could be significantly reduced and if public-domain and quasi-commercial software could be more	 efficiently distributed, people would be encouraged to build 
their applications with more sophisticated tools. This is the motivation 
I	 behind the Washington University Campus-Wide Software Library. 
The library began operation in July, 1987. Our first significant 
action is a contract that ONC has negotiated with Digital EquipmentI Corporation that will allow users of VAX computers to pay a fixed annual fee, based on	 processor-size. In exchange for this annual fee the machine 
is granted a one-year license for a collection of twenty-five software 
products, including operating systems, network software, compilers,I	 application development 






tools, databases and a smattering of office 






F-8. Evaluation and Characterization of the DATACOPY Reflectance Camera I 
Personnel: S. M. Moore, BCL and Medicine 
G. K. Garg, BCL I 
Support: RR 01380 
I 
The Datacopy model 920 reflectance camera is used to capture images 
of opaque photographs and other similar objects. The camera operates at 
two different resolutions with the field of view determined by camera Ielevation above the object. The camera is interfaced to an IBM PC/AT with 
1 Megabyte of memory and 60 Megabytes of disk storage. Connection to other 
stations is made via Ethernet. I 
Several sets of tests wer& run on the camera in order to 
characterize its features. The first test involved determining the best 
placement of the lamps to provide even illumination over the entire field Iof view. Repeated trials were used to determine optimal lamp placement, and 
the best placement yielded a standard deviation of 2% (on a range of 0 to 
255). Illustrations of the proper placement of the lamps is provided in 
Working Note 80, "The Datacopy Digital Reflectance Camera." In addition to I 
lamp placement, this working note provides other instructions which help 
explain the operation and improve the performance of the camera. IAdditional experiments were performed to examine the gray-scale 
characteristics of the Datacopy camera. A target calibrated in optical 
density was used to test the linearity of the camera!s response to light 
reflected by the target. The target has 12 areas with different optical I 
densities. A plot of observed gray-scale value versus optical density 
indicates that the camera provides a linear repsonse for gray-scale values 
between 35 and 158. A target with more samples would be useful for a more 
complete evaluation. I 
Experiments were run to determine the Modulation Transfer Function 
(MTF) of the camera at three heights above the target: 250, 410, and 700 I
mm. Since we were not able to generate test images with different 
frequency content, we used a step function as a target and inferred the MTF 
from measurements involving that step. We captured an image of a step 
function and computed the Fourier Transform of a line through the image. I 
This transform was compared to the transform of an ideal step function. We 
took the ratio of non-zero values of the transforms at different 
frequencies to get an estimate of the MTF. As would be expected, the MTF Idepends on the height of the camera above the target, but the shapes of the 
functions computed are similar for the three heights. We found the MTF is 
flattest (near 100%) for a short interval near the origin and then tails 
off to values in the 40-to-60% range as the frequency (line pairs per I 
millimeter) increases. 











I F-9. MULTI: A Uindowing System for Image Display 
Personnel: R.E. Hermes, BCLI G. E. Christensen, BCL 
Support: RR 01380 
I, 
I 
A software system consisting of image-manipulation and display tools 
integrated with an easy-to-use interface has been developed. MULTI is a 
multi-window image-presentation system which can display image data stored 
in most of the image formats frequently used in the Resource. 
I The user interface is composed of pop-up menus which offer the user a variety of options. The main menu offers a set of basic image window 
I 
I 
manipulation features such as create, pan, resize, move, shrink, zoom, and 
rotate. Options to execute UNIX commands, display a color bar, select an 
arbitrary color-look-up table, and to save the current display also exist. 
On-line help is also provided from the menu. Some menu options require 
more user input such as a "create window" option which prompts for the 
window size, image file name, and image data format type. Free text can be 
imposed anywhere on the display screen and is often used to create legends 
I 
for windows. Users have found the ability to save the current display 
contents for later retrieval and manipulation as an essential tool. It 
allows users to compile a sequence of display presentations which can be 
rapidly recalled in any order for taking photographs or reviewing algorithm 
results with collaborators. 
I MULTI is implemented on a MASSCOMP Aurora display system using the 
I 
MASSCOMP library of display utilities. MULTI is now being converted to use 
the X-system which will provide software'and display portability to systems 













VI. TRAINING ACTIVITIES AND SEMINARS I 
Training activities of the Biomedical Computer Laboratory are Idirected toward the goals of informing the local and national scientific 
communities about resource projects and facilities and of instructing a 
broad spectrum of people in the application of advanced computer-techniques 
to problems in clinical medicine and biological research. Training I 
activities include the teaching of formal courses at the School of Medicine 
and the School of Engineering as well as supervision of graduate students 
by Laboratory staff. Both individual and small-group training about I
resource facilities are made available to the biomedical scientist. 
National workshops and symposia on topics of interest and importance to the 
resource and community are supported. I 
The bringing together of biomedical scientists, engineers, and 
computer scientists provides important cross-fertilization between 
disciplines. In these settings, students and staff find the need and Iopportunity to test the relevance of theory and the usefulness of 
technology in applications to real problems. Also, the biomedical 
scientists are aided in learning new techniques for acquiring useful 
information. To this end, some of the courses offered are addressed to I 
biologists without strong technical backgrounds who want and need a below­
the-surface appreciation of biomedical computing. Laboratory personnel 
also participate in regularly scheduled conferences in the clinical Idepartments where both the biological and technological issues are 
examined. 
Seminars and presentations relating to resource projects and I 
applications are conducted by Laboratory staff as well as scientists and 
engineers from the national community. During the year the following 
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 VIII. MONOGRAPHS AND WORKING NOTES
 
I The Biomedical Computer Laboratory's Monograph Series was 
I 
established to systematize the many reports, reprints, program 
descriptions, and other documents written at BCL or supported in part by 
the Laboratory's facilities or staff. 
I 
A forum, much less formal than our monograph series, has been 
instituted to serve as a repository for materials such as: research notes, 
system and component documentation, technical survey notes and 
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prepublication drafts. Working note files are maintained for access by 
anyone associated with the Institute for Biomedical Computing. 
Distribution for outside use can be made available with the consent of the 
contributing author. 
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