This article studies the robustness of Phase I estimators for the standard deviation control chart. A Phase I estimator should be efficient in the absence of contaminations and resistant to disturbances. Most of the robust estimators proposed in the literature are robust against either diffuse disturbances, that is, outliers spread over the subgroups, or localized disturbances, which affect an entire subgroup. In this article, we compare various robust standard deviation estimators and propose an algorithm that is robust against both types of disturbances. The algorithm is intuitive and is the best estimator in terms of overall performance. We also study the effect of using robust estimators from Phase I on Phase II control chart performance. Additional results for this article are available online as Supplementary Material.
INTRODUCTION
The performance of a process depends on the stability of its location and dispersion parameters and any change in these parameters should be detected as soon as possible. To monitor these parameters, Shewhart (1931) introduced the idea of control charts in the 1920s. The dispersion parameter is controlled first, followed by the location parameter. The present article focuses on control charts for monitoring the standard deviation.
We assume that in the design of such charts, the in-control standard deviation (σ ) is unknown. Therefore, σ must be estimated from subgroups taken when the process is assumed to be in control. This stage in the control charting process is denoted as Phase I (cf. Woodall and Montgomery 1999) . Control limits are calculated from the estimated σ to monitor the process standard deviation in Phase II. The Phase I and Phase II data are arranged in subgroups indexed by i. We denote by X ij , i = 1, 2, . . . , k and j = 1, 2, . . . , n, the Phase I data and by Y ij , i = 1, 2, . . . and j = 1, 2, . . . , n, the Phase II data. The X ij 's are assumed to be independent and N (µ, σ 2 ) distributed and the Y ij 's are assumed to be independent and N(µ, (λσ ) 2 ) distributed, where λ is a constant. When λ = 1, the standard deviation is in control; otherwise it has changed. Letσ be an unbiased estimate of σ based on the X ij 's, and letσ i be an unbiased estimate of λσ based on the ith subgroup Y ij , j = 1, 2, . . . , n. The process standard deviation can be monitored in Phase II by plottingσ i on a Shewhart-type control chart with limits
where U n and L n are chosen so that the desired control chart behavior is achieved when the process is in control. When σ i falls within the control limits, the process is deemed to be in control. We define F i as the event thatσ i falls beyond the limits, P (F i ) = p as the probability of that event and RL as the run length, that is, the number of subgroups until the firstσ i falls beyond the limits. When the limits are known, F s and F t (s = t) are independent and therefore RL is geometrically distributed with parameter p. Hence, the average run length (ARL) is given by 1/p and the standard deviation of the run length (SDRL) by √ 1 − p/p. It is common practice to use p = 0.0027 and so ARL = 370.4 and SDRL = 369.9 when σ is known.
When the standard deviation is estimated, the conditional run length-the run length given an estimate of σ -has a geometric distribution. However, the unconditional RL distribution-the run length distribution averaged over all possible values of the estimated σ -is not geometric. Quesenberry (1993) showed that for the X and X control charts, the unconditional ARL as well as the unconditional p are higher than in the (µ,σ )-known case. Chen (1998) studied the unconditional run length distribution of the standard deviation control chart and showed that the situation is somewhat better than for the X control chart. To achieve the intended unconditional in-control performance when the limits are estimated, one could derive U n and L n by controlling either the in-control p or ARL, or a percentile point of the in-control RL distribution. An advantage of using the ARL is its intuitive interpretation. A drawback, however, is that the ARL is strongly determined by the occurrence of extremely long runs. Hillier (1969) and Yang and Hillier (1970) derived correction factors for the range (R) and standard deviation (S) control charts by controlling p. Jensen et al. (2006) conducted a literature survey of the effects of parameter estimation on control chart properties and identified issues for future research. Their suggestion on page 360 is the subject of the present article. More specifically, we will find robust estimators for Phase I data and we will study the performance of these robust estimators during Phase II monitoring. Rocke (1989) proposed standard deviation control charts based on the mean or the trimmed mean of the subgroup ranges or subgroup interquartile ranges. Moreover, he studied a twostage procedure whereby the initial chart is constructed first and then groups that seem to be out of control are excluded. The control limits are recomputed from the remaining subgroups. Rocke (1992) provided the practical details for the construction of these charts. Tatum (1997) explained the difference between diffuse and localized disturbances: diffuse disturbances are equally likely to perturb any observation, whereas localized disturbances affect all observations in a subgroup. He proposed a method, constructed around a variant of the biweight A estimator, that is resistant to both diffuse and localized disturbances. Finally, Davis and Adams (2005) proposed a diagnostic technique for monitoring data that might be contaminated with outliers to react to signals that indicate a true process shift only.
In this article, we investigate robust Phase I estimators for the subgroup standard deviation control chart. The estimators considered are the pooled standard deviation, the robust biweight A estimator of Tatum (1997) , and several adaptive trimmers. Additionally, we look at an adaptive trimmer based on the mean deviation from the median, a statistic more resistant to diffuse outliers (cf. Schoonhoven, Riaz, and Does 2011) . For diffuse outliers, we think that a control chart for individual observations would detect outliers more quickly. We therefore include an estimator based on the individuals chart. To measure the variability within and not between subgroups, we correct for differences in the location between the subgroups. Finally, we present an algorithm that combines the last two approaches. The performance of the estimators is evaluated by assessing their mean squared error (MSE) under normality and in the presence of several types of contaminations. Moreover, we derive factors for the Phase II limits of the standard deviation control chart and assess the performance of the control charts by means of a simulation study.
The article is structured as follows. The next section introduces the standard deviation estimators, demonstrates the implementation of the estimators by means of a real-world example, and assesses their MSE. Next, we present the design schemes for the standard deviation control chart and derive the Phase II control limits. We then describe the simulation procedure and simulation results. The article ends with some concluding remarks.
PROPOSED PHASE I ESTIMATORS
In practice, the same statistic is generally used to estimate both the in-control standard deviation σ in Phase I and the standard deviation λσ in Phase II. Since the requirements for the estimators differ between the two phases, this is not always the best choice. In Phase I, an estimator should be efficient in uncontaminated situations and robust against disturbances, whereas in Phase II, the estimator should be sensitive to disturbances (cf. Jensen et al. 2006) . In this section, we present six Phase I estimators, demonstrate the implementation of the estimators by means of a real data example, and assess the efficiency of the estimators in terms of their MSE.
Estimators of the Standard Deviation
Recall that X ij , i = 1, 2, . . . , k and j = 1, 2, . . . , n, denotes the Phase I data with n the subgroup size and k the number of subgroups.
The first estimator of σ is based on the pooled subgroup standard deviationS
where S i is the ith subgroup standard deviation defined by
An unbiased estimator is given byS/c 4 (k(n − 1) + 1), where c 4 (m) is defined by
This estimator provides a basis for comparison under normality when no contaminations are present. Mahmoud et al. (2010) showed that this estimator is more efficient than the mean of the subgroup standard deviations and the mean of the subgroup ranges when the data are normally distributed. We also evaluate a robust estimator proposed by Tatum (1997) . This approach is applicable for n ≥ 4. The method begins by calculating the residuals in each subgroup, which involves subtracting the subgroup median from each value: res ij = X ij − M i . If n is odd, then in each subgroup, one of the residuals will be zero and is dropped. As a result, the total number of residuals is m = nk when n is even and m = (n − 1)k when n is odd. Tatum's estimator is given by
where u ij = h i res ij /(cM * ), M * is the median of the absolute values all residuals,
and E i = IQR i /M * . IQR i is the interquartile range of subgroup i and is defined as the difference between the second-smallest and the second-largest observation for 4 ≤ n ≤ 7, and as the difference between the third-smallest and the third-largest observation for 8 ≤ n ≤ 11. The constant c is a tuning constant. Each value of c leads to a different estimator. Tatum studied the behavior of the estimator for c = 7 and c = 10 and showed that c = 7 gives an estimator that loses some efficiency in the absence of disturbances but gains efficiency in the presence of disturbances. We apply this value of c in our simulation study. Note that we have h(i) = E i − 3.5 for 4.5 < E i ≤ 7.5 instead of h(i) = E i − 4.5, as presented by Tatum (1997, p. 129 ). This was a typographical error, resulting in too much weight on localized disturbances and thus an overestimation of σ . An unbiased estimator of σ is given by S * c /d * (c, n, k), where d * (c, n, k) is a normalizing constant. During the implementation of the estimator, we discovered that for odd values of n, the values of d * (c, n, k) given by Table 1 in Tatum (1997) are incorrect. We use the corrected values, which are presented in Table 1 . The resulting estimator is denoted by D7, as in Tatum (1997 We also include other procedures to obtainσ . The first is a variant of Rocke (1989) . Rocke's procedure first estimates σ by the mean subgroup rangē
where R i is the range of the ith subgroup. An unbiased estimator of σ under normality isR/d 2 (n), where d 2 (n) is the expected range of a random N (0, 1) subgroup of size n. Values of d 2 (n) can be found in Duncan (1974, table M) . Any subgroup that exceeds the Phase I control limits is deleted and R is recomputed from the remaining subgroups. Our approach is similar but continues until all subgroup ranges fall between the Phase I control limits. These are set at UCL = U nR /d 2 (n) and LCL = L nR /d 2 (n). We derive the factors U n and L n from the 0.99865 and 0.00135 quantiles of the distribution ofR/d 2 (n). Table 2 shows the factors for n = 4, 5, 9 as well as the constants added to obtain unbiased estimates from the screened data. The factors as well as the constants are obtained by simulation. Note that the factors and the constants are the same for k = 20, 50, 100. The resulting estimator is denoted byR s . In addition, we evaluate an adaptive trimmer where the estimate of σ is obtained by the mean subgroup average deviation from the median instead ofR. The mean subgroup average deviation from the median is given by
where MD i is the average absolute deviation from the median M i of subgroup i defined by
An unbiased estimator of σ is MD/t 2 (n), where t 2 (n) equals E(MD/σ ). Since it is difficult to obtain E(MD) analytically, it is obtained by simulation. Extensive tables for t 2 (n) can be found in Riaz and Saghir (2009) . The advantage of this estimator is that it is less sensitive to outliers than R (cf. Schoonhoven et al. 2011) . The resulting estimator is denoted by MD s . The values used for the Phase I control limits and the constants necessary to obtain unbiased estimates from the screened data are given in Table 2 . Both are obtained by simulation. For subgroup control charts, only adaptive trimming methods based on the subgroup averages or subgroup standard deviations have been proposed in the literature so far. For diffuse outliers, however, an individuals chart should detect outliers more quickly. We therefore propose a screening method based on an individuals chart. The algorithm first calculates the residuals by subtracting the subgroup median from each observation in the corresponding subgroup. This ensures that the variability is measured within and not between subgroups. Next, an individuals chart of the residuals is constructed. The location of the chart (µ) is estimated by the mean of the subgroup medians, which is zero because the subgroup medians have been subtracted from the observations, and σ is estimated by MD. For simplicity, the factors for the individuals chart are 3 and -3 (see Table 2 ). The residuals that fall outside the control limits are excluded from the dataset. Then the procedure is repeated: the median values of the adjusted subgroups are determined, the residuals are calculated, and the control limits of the individuals chart are computed. The residuals that now exceed the limits are removed. This continues until all residuals fall within the control limits. Simulation revealed that the resulting estimates of σ are slightly biased under normality. The constants necessary to obtain an unbiased estimate can be found in Table 2 . The unbiased estimator is denoted by MD i .
The above procedure does not use the spread of the subgroups. Therefore, we finally propose an algorithm that combines the use of an individuals chart with subgroup screening. First, an initial estimate of σ is obtained via MD (see (5)). This estimate is then used to construct a standard deviation control chart so that the subgroups can be screened. Adopting R as a charting statistic will result in the exclusion of many subgroups, including many uncontaminated observations, when diffuse disturbances are present. For this reason, we employ IQR for screening purposes. The constants required to obtain an unbiased estimate of σ based on IQR are 0.594 for n = 4, 0.990 for n = 5, and 1.144 for n = 9. The values chosen for the Phase I control limits are presented in Table 2 . The subgroup screening is continued until all IQRs fall within the limits. The resulting estimates of σ are unbiased and are used to screen observations with an individuals control chart (the procedure used to derive MD i ). Simulation revealed that the final estimates of σ are slightly biased. The constants necessary to obtain an unbiased estimate can be found in Table 2 . The unbiased estimator is denoted by MD i,s .
Real Data Example
In this section, we demonstrate the estimation of σ in Phase I. Our dataset was supplied by Wadsworth, Stephens, and Godfrey (2001, pp. 235-237) . The operation concerns the melt index of a polyethylene compound. The data consist of 20 subgroups of size 4 ( Table 3) .
The factors used for the n = 4, k = 20 case are presented in Table 2 . Note that d 2 (4) = 2.06, c 4 (4) = 0.92, t 2 (4) = 0.66, and d IQR (4) = 0.59. The estimates of σ obtained byS and D7 are determined in one iteration and are 10.14 and 6.59, respectively. The values obtained byR s and MD s incorporate subgroup screening. The initial value ofR s is 8.96 and the respective upper and lower control limits are 20.80 and 1.52. The unbiased estimate of the range (i.e.,R/d 2 (4)) of subgroup 3 falls above the control limit and so this subgroup is deleted. Table 4 ). The initial value of σ is 8.26 and the control limits of the individuals chart are 24.78 and -24.78. One residual in subgroup 3 and one residual in subgroup 4 fall outside the control limits. The corresponding observations are deleted from the dataset. The subgroup medians are determined from the remaining observations and the residuals are recalculated. The second estimate of σ is 6.82 and the control limits are now 20.47 and -20.47. One residual in subgroup 6 falls below the lower control limit and so one observation is removed. Again, the medians are determined from the remaining observations and the residuals are recomputed. The third estimate of σ is 6.49 and the control chart has limits at 19.47 and -19.47. There are now no residuals that fall outside the control limits. The resulting unbiased estimate is 6.55. The final estimates for σ as well as the data deletions are presented in Table 5 . The estimate based onS is higher than the other estimates. This is becauseS is more sensitive to outliers than the other estimators. Note, however, that the question of which estimator has done the best job cannot be resolved from such a limited dataset.
Efficiency of the Proposed Estimators
To evaluate Phase I performance, we now assess the MSE of the proposed Phase I estimators. The MSE is estimated as
whereσ i is the value of the unbiased estimate in the ith simulation run and N is the number of simulation runs. Comparisons are made under normality and four types of disturbances (cf. Tatum 1997) , but with an error rate of 6% in each case. In general, we expect that a higher error rate would result in more pronounced differences between the estimators. The four disturbances are captured in: 1. A model for diffuse symmetric disturbances in which each observation has a 94% probability of being drawn from the N (0, 1) distribution and a 6% probability of being drawn from the N (0, a) distribution, with a = 1.5, 2.0, . . . , 5.5, 6.0. 2. A model for diffuse asymmetric variance disturbances in which each observation is drawn from the N (0, 1) distribution and has a 6% probability of having a multiple of a χ 2 1 variable added to it, with the multiplier equal to 0.5, 1.0, . . . , 4.5, 5.0. 3. A model for localized variance disturbances in which all observations in three (when k = 50) or six (when k = 100) subgroups are drawn from the N (0, a) distribution, with a = 1.5, 2.0, . . . , 5.5, 6.0. 4. A model for diffuse mean disturbances in which each observation has a 94% probability of being drawn from the N (0, 1) distribution and a 6% probability of being drawn from the N (b, 1) distribution, with b = 0.5, 1.0, . . . , 9.0, 9.5.
The MSE is obtained for n = 5, 9 and k = 50, 100. The number of simulation runs N is equal to 50,000. Note that Tatum (1997) used 10,000 simulation runs. Below we only present the results for k = 50 because the conclusions for k = 100 are very similar. The figures comparing k = 50 and k = 100 are available as Supplementary Material. Figure 1 shows the MSE values when diffuse symmetric variance disturbances are present. The y-intercepts show that the pooled standard deviation (S) has the lowest MSE when no disturbances are present. However, when the size of the disturbance (a) increases, the MSE increases quickly. The other estimators are more robust against outliers of this type. Those that use an individuals control chart to identify individual outliers, that are, MD i and MD i,s , coincide and perform best, followed by D7. The estimators based on only subgroup screening, namelyR s and MD s , turn out to perform less well in this situation. The reason is that they screen subgroup dispersion and ignore individual outliers. Note thatR s falls far short of MD s , becauseR s uses R (rather than MD) to estimate σ . AsR is more sensitive to outliers, the Phase I limits are broader, making it more difficult to detect outliers. This effect is particularly significant for n = 9, because a larger subgroup is more likely to be infected with an outlier. When asymmetric diffuse disturbances are present (Figure 2) , the results are comparable to the situation with diffuse symmetric disturbances: MD i and MD i,s coincide and perform best, followed by D7 and MD s . Note that in this situation,S and, for n = 9,R perform badly. Figure 3 shows the results in situations with localized disturbances. The estimators incorporating subgroup screening (R s and MD s ) perform best. The estimator MD i,s performs better than D7 in this situation. Finally, MD i does not perform as well in this case because it does not take into account information on the subgroup spread.
The results for the fourth type of disturbance are shown in Figure 4 . We can conclude thatS andR s coincide for n = 9 and perform far worse than the other estimators. MD s performs better but not as well as D7 and not as well as the estimators using an individuals chart to identify individual outliers. The reason is that MD s is less capable of detecting such outliers.
The estimators MD i,s and MD i coincide and perform best in this situation. Out main conclusion from the above results is that the estimator MD i,s performs best overall. 
DERIVATION OF THE PHASE II CONTROL LIMITS
Equation (1) gives control limits for the standard deviation control chart with σ estimated in Phase I. We estimate λσ in Phase II by S/c 4 (n) for all charts. One of the criteria used to assess Phase II performance is the ARL. To allow comparison, U n and L n are chosen such that the unconditional ARL equals 370 and, for each chart, the ARLs for the upper and lower control limits are similar. U n and L n cannot be obtained easily in analytic form and are obtained from 50,000 simulation runs. Table 6 presents U n and L n for n = 5, 9 and k = 50, 100.
CONTROL CHART PERFORMANCE
We now evaluate the effect of the proposed estimators on the Phase II performance of the standard deviation control chart. We consider the same Phase I estimators as those used to asses The performance of the control charts is assessed in terms of the unconditional ARL and SDRL. We compute these run length characteristics in an in-control situation and several outof-control situations. We consider different shifts in the standard deviation λσ , setting λ equal to 0.6, 1, 1.2, and 1.4. The performance characteristics are obtained by simulation. The next section describes the simulation method, followed by the results for the control charts constructed in the uncontaminated situation and various contaminated situations.
Simulation Procedure
For each Phase I dataset of k subgroups of size n, we determinê σ and the control limits UCL and LCL. Letσ i be an estimate of λσ based on the ith subgroup Y ij , j = 1, 2, . . . , n. Further, let F i denote the event thatσ i is above UCL or below LCL. We define P (F i |σ ) as the probability that subgroup i generates a signal givenσ , that is,
Givenσ , the distribution of the run length is geometric with parameter P (F i |σ ). Consequently, the conditional ARL is given by
When we take the expectation over the X ij 's we get the unconditional ARL
This expectation is obtained by simulation: numerous datasets are generated from the normal distribution or contaminated normal distribution, and for each dataset, E(RL|σ ) is computed. By averaging these values, we obtain the unconditional value. The unconditional standard deviation is TECHNOMETRICS, FEBRUARY 2012, VOL. 54, NO. 1 situation, we want to detect changes in the standard deviation as soon as possible, so the ARL should be as low as possible.
The results are obtained for n = 5, 9 and k = 50, 100. However, as was done for the MSE comparison, we only present the results for k = 50 because the conclusions for k = 100 are not all that different. The tables comparing k = 50 and k = 100 are available as Supplementary Material. Table 7 shows the ARL and SDRL for the situation when the Phase I data are uncontaminated and normally distributed. The ARL is very similar across charts and the SDRL is slightly higher for the MD i and MD i,s charts. Tables 8 and 9 show that when there are disturbances in the Phase I data, the ARL values increase (decrease) considerably for λ > 1 (λ < 1) relative to the normal situation. Thus, when the Phase I data are contaminated, changes in the process standard deviation are less likely to be detected when λ > 1, while there are more signals when λ < 1. With diffuse disturbances ( Table 8 and second half of Table 9 ), their impact is smallest for the charts based on MD i , MD i,s , and D7.
When there are localized disturbances (first half of Table 9 ), the charts based onR s , MD s , and MD i,s perform best, because these charts trim extreme subgroups. Note that in a number of cases, theS,R s , and MD s charts are ARL-biased: the incontrol ARL is lower than the out-of-control ARL (cf. Jensen et al. 2006 ). Overall, the MD i,s chart performs best. Under normality, this chart almost matches the standard chart based onS, and in the presence of any contamination, the chart outperforms the alternatives.
CONCLUDING REMARKS
In this article, we consider several estimators of the standard deviation in Phase I of the control charting process. We have found that the performance of certain robust estimators is almost identical to the pooled subgroup standard deviation under normality, while the benefit of using such robust estimators can be substantial when there are disturbances. Following Rocke (1989 Rocke ( , 1992 , we have considered estimators that include a procedure for subgroup screening, but whereas Rocke usedR, we have used the average deviation from the median. This estimator performs better when there are localized disturbances and is much more robust against diffuse disturbances. However, when there are diffuse mean disturbances, the procedure loses efficiency.
To address this problem, we have proposed other algorithms based on a procedure that also screens for individual outliers. The algorithms remove the variation between subgroups so that only the variation within subgroups is measured. We have shown that these algorithms are very effective when there are diffuse disturbances. When there might also be localized disturbances, the method can be combined with subgroup screening based on the IQR. The latter procedure reveals a performance very similar to the robust estimator for the standard deviation control chart proposed by Tatum (1997) . We think that this is a noteworthy outcome since the procedure is simple and intuitive. Moreover, it can be used to estimate σ in other practical applications. Figures S1-S4 and Tables S1-S3. 
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