The focus of this work is the study of the asymmetric mean flow which can appear inside shallow cavities of circular planform, and for which limited experimental data is available. To this end, the behaviour of cylindrical cavities in grazing flow is investigated numerically, for varying ratios of diameter to depth. Large-eddy simulations (LESs) of cylindrical cavities of diameter D = 10 cm and depths H ranging from 1 to 10 cm, grazed by a flow at a Mach number 0.25, are reported. The diameter-based Reynolds number of these cavity flows is 600 000. The incoming boundary layer, of thickness δ/D = 0.17, is numerically tripped, in order to reach a highly disturbed state upstream of the cavity. Numerical flow results are compared to experimental findings obtained for similar configurations, and mean flow dependence on the ratio H/D is shown to be correctly reproduced. For cavities of depth greater than 0.7 times their diameter, a symmetric mean flow is obtained, as expected. For shallower cavities, of depth between 0.4 and 0.7 times the diameter, an asymmetric mean flow regime is observed, as previously described in a few experimental papers. Over a small range of depths, from 0.2 to 0.4 times the diameter, very low frequency flow unsteadiness or switching is found. Based on the LES results, a detailed description of these different flow patterns, in terms of both steady and unsteady aspects, is proposed. This description both confirms and adds to the relatively small amount of experimental data available for shallow cylindrical cavity flows. C ⃝ 2012 American Institute of Physics.
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I. INTRODUCTION
The development of flow in and around cavities has been the subject of much research since the 1930s and the pioneering work of Friesing. 1 The additional drag generated by a cutout in a flat surface subject to a grazing boundary layer was of primary interest at the time, in particular to the nascent aeronautical industry. With the advent of experimental techniques allowing the study of non-stationary flow fields, the focus shifted to understanding the nature of the flow generated by cavities. The increased interest in the study of more fundamental aspects of cavity flows led to rectangular cavities being privileged in the numerous experimental campaigns performed since the 1950s. As a consequence, less effort has been devoted to the study of cavities of non-rectangular shapes, including those of circular cross section of interest in the present work.
Nevertheless, a few publications have studied some aspects of the flow around cylindrical cavities, and accordingly a brief summary of existing knowledge is given. The general behaviour of cylindrical cavities subject to grazing flows is highly dependent on the ratio of their depth to diameter, which will henceforth be referred to as κ, defined by κ = H/D. Deep cavities, for which κ is greater than approximately four, exhibit marked acoustic resonance at discrete frequencies which are the odd multiples of the quarter wavelength depth mode. These frequencies are thus independent of the incoming flow velocity. Panpipes 2 and to a lesser extent flue organ pipes 3 are an example of this a) Electronic mail: olivier.marsden@ec-lyon.fr. type of behaviour. For large values of κ, the geometry of the mouth opening plays a minimal role in frequency selection, and rectangular cavities exhibit similar acoustic trends. Yang et al. 4 performed a detailed investigation of deep rectangular cavities, illustrating the effect of κ, of the Mach number as well as of the ratio of cavity length to boundary layer thickness on observed frequencies and on generated acoustic fluctuation levels. Deep cylindrical cavities have also been studied in the context of hydraulic systems, where severe coupling between flow and acoustic resonances in side branches have been observed. [5] [6] [7] [8] [9] For cylindrical cavities where κ is between roughly one and four, strong tonal radiation is again observed, but tone frequencies in this range of depths depend not only on cavity depth but also on flow speed. This was observed for example by Elder, 10 Parthasarathy, 11 and more recently by Marsden et al. 12 For shallower cavities, the smaller depth is no longer sufficient to generate strong acoustic tones. However, the flow inside shallow cavities exhibits interesting features. The first studies were performed by German scientists around the start of the second world war. Friesing, 1 and a little later Wieghardt, 13 performed some of the first systematic measurements of the drag associated with surface cut-outs and irregularities. Among the different cut-outs studied, cylindrical cavities were included. Some thirty years later, Gaudet and Winter 14 revisited the study of drag induced by obstacles in boundary layers. They obtained precise measurements of the drag caused by various holes and protuberances placed in a flat plate boundary layer over a wide range of Mach numbers. Both the Mach number range and the variety of geometries studied were chosen to be relevant to the aeronautical industry, for subsonic as well as supersonic aircraft. Their work was the first to pinpoint a strong non-monotonic variation of cavity-induced drag with depth in the case of cylindrical cavities. They were also the first to report the existence of an asymmetric mean flow regime for certain cavity depths, observed thanks to oil film visualisation, and they noted that cavity drag reached a maximum for depths exhibiting strong mean flow asymmetry. The most detailed study to date was performed by Hiwada et al., 15 and will be referred to subsequently as HKMK. They provided wall pressure measurements, both static and fluctuating, as well as the local wall heat transfer coefficient, for cavity depth ratios between 0.2 ≤ κ ≤ 1. Their static pressure measurements showed the existence of two asymmetric mean flow regimes. The first is bistable, with two stable states antisymmetrical with respect to the (x, z) plane, see Figure 1 . The flow can be switched from one state to the other by perturbing the free stream conditions upstream of the cavity, as noted by HKMK. This regime was observed for cavities of depth ratio in the range 0.4 ≤ κ ≤ 0.6. In the second regime, the cavity flow hops from one asymmetrical state to the other by itself, apparently at random, albeit long, intervals. HKMK deduced this regime from pressure recordings on the cavity Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to IP: 156. 18 wall, and referred to this behaviour as flapping. The range of depths for which flapping was observed was 0.2 ≤ κ < 0.4. More recently, Dybenko and Savory 16 performed hot-wire measurements in addition to static and fluctuating pressure measurements for configurations similar to those studied by HKMK. They showed that the flow asymmetry found inside the cavity for certain depths extends well into the cavity's wake. They also proposed that high levels of drag found for certain cavity depths might be linked to strong shear layer oscillations in these cases. Dybenko also provided a succinct experimental confirmation 17 of the flapping regime first observed by HKMK. Haigermoser et al. 18 used stereoscopic and tomographic PIV (particle image velocimetry) to examine a cavity of κ = 0.5. Their results highlight the skewed nature of the asymmetrical mean flow found for this configuration. Finally Marsden et al. 12 characterized the flow and acoustic field generated by cylindrical cavities of depth close to their diameter, and described the strong tonal depth-dependent whistling observed at certain velocities. In this work, unsteady numerical simulations are used to study flow features in cylindrical cavities for κ varying between 0.1 and 1.0 with D = 10 cm in all cases, at a diameter based Reynolds number of Re D = U ∞ D/ν = 600 000 and a ratio of diameter to boundary layer thickness of D/δ = 5.9, at a Mach number of M = 0.25. Boundary layer thickness throughout this work is taken as the 99% free-stream velocity thickness. The diameter and boundary layer thickness have been chosen to allow the deepest cavity studied here, of depth ratio κ = 1, to be compared to detailed experimental data 19 obtained under similar conditions. The different flow regimes found over the range 0.1 ≤ κ ≤ 1 are studied in detail. Four distinct flow regimes are identified, as postulated by HKMK. Mean and fluctuating quantities are used to illustrate various aspects of these flow fields. Particular attention is payed to the flapping phenomenon identified by HKMK for 0.2 ≤ κ ≤ 0.4. Drag values obtained from the computations are compared to values found in the literature. The origin of the increased drag found for certain cavity depths is discussed.
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II. NUMERICAL PROCEDURE AND PARAMETERS
A. Numerical procedure
The simulations are performed by solving the filtered compressible three-dimensional NavierStokes equations. The equations are formulated on conservative variables, namely, density ρ, momentum ρ(u, v, w) and total energy ρe T . Air is modeled as a perfect gas at standard atmospheric conditions, and molecular dynamic viscosity is computed via Sutherland's law. These equations are presented in detail in Bogey and Bailly. 20 Spatial derivatives are computed using low-dispersion and low-dissipation finite-difference schemes. 21 For the computation of spatial derivatives away from boundaries, centred fourth-order eleven-point finite differences are used, while close to boundaries, be they solid walls or far field conditions, non-centred eleven-point schemes are implemented. 22 The second derivatives contained in the viscous stress terms are computed by two successive applications of the finite differences. Time integration is performed with an explicit second-order six-stage Runge-Kutta method. 21 A CFL condition with a value of 1 based on the smallest grid dimension is used to set the time step. The large-eddy simulation (LES) approach followed in this work, referred to as relaxation filtering or LES-RF, is based on the explicit application of a low-pass optimized 11-point filter 21 operation to the flow variables, in order to take into account the dissipative effects of the subgrid scales by relaxing turbulent energy only through the smaller discretized scales. This can be considered a functional dissipation model, as opposed to the structural models found in the literature. 23 The LES-RF approach has been successfully implemented in previous simulations of subsonic round jets, 24 , 25 airfoils 26 and round cavities. 19 A detailed discussion of this technique can be found in the work of Bogey and Bailly. 20 In order to allow the complex geometry to be treated with high order methods, an overset multi-block domain is constructed, with cylindrical coordinates being used to discretize the circular cavity wall, and Cartesian coordinates for both the centre of the cavity and the outer flow zone. In the overset grid zones, inter-grid communication is carried out via interpolation methods optimized in the wavenumber space. 27 Centred ten-point interpolation stencils are used wherever possible. Close to solid walls, it is not always possible to perform centred optimization due to a lack of donor points, and in such cases stable non-centred optimized interpolation schemes are deployed. 28 Code parallelisation is based on MPI, and each 
B. Parameters
For all flow configurations, the free stream flow velocity is 90 m s −1 , and a boundary layer thickness of 16 mm is chosen, to match the upstream experimental conditions from Marsden et al. 12, 19 A turbulent mean profile of thickness δ = 0.17 D, based on a single equation model, 29, 30 is imposed at the entry 3 diameters upstream of the cavity, and slightly downstream of the entry plane volumetric force terms are injected in order to generate turbulent-like fluctuations in the boundary layer before it reaches the cavity. The injection process and the resulting boundary layer characteristics are described in the Appendix. The Reynolds number based on the upstream momentum thickness δ θ is Re θ = 4000. For all cavity depths, the computations are run for a physical duration of at least 1 s, corresponding to 700 000 time steps and nine hundred free stream convective times across the cavity opening.
A total of fourteen computations with different values of κ have been performed, over the range κ ∈ [0.1, 1], see Table I . Figure 1 provides a sketch of the computational domain, whose description is given below. The outer computational domain, excluding the exit sponge zone, covers the range −3 < x/D < 3, −3 < y/D < 3, and 0 < z/D < 3.5, and is discretized by 495 × 350 × 128 points in the streamwise x, cross-stream y, and vertical z directions, respectively. The number of grid points inside the cavity is reported in Table I for each depth. Grid spacings relative to the boundary layer thickness δ and to those at the cavity mouth are shown in Figure 2 for the κ = 0.2 case. For all depths, grid spacings at the cavity mouth for the Cartesian mesh are given by x/δ = y/δ = 4.3 × 10 −2 and z/δ = 1.8 × 10 −2 . At the cavity wall, the radial spacing of the cylindrical grid is given by r/δ = 1.8 × 10 −2 , and its azimuthal spacing by R θ /δ = 6 × 10 −2 . Vertical spacing along the cavity wall is the same as that in the Cartesian central part of the cavity. The outer grid is stretched in every direction away from the cavity, at a maximum geometrical rate of 1.04.
For the cavity of depth ratio κ = 1.0, comparisons are made with experimental results from Marsden et al. 12, 19 For the shallower cavities, experimental flow results are available for certain depths in the work of Gaudet There is little quantitative data available for shallow cylindrical cavities to which the present computational results can be compared. As a consequence, although not exhibiting the asymmetrical features of particular interest in this work, the κ = 1 cavity flow is compared to experimental data from Marsden et al. 19 established for the same cavity geometry at a slightly lower Mach number of 0.21.
Figures 3(a) and 3(b) show profiles of mean streamwise velocity and of rms streamwise fluctuations, respectively. The mean streamwise velocity is normalized by the free stream velocity, while velocity fluctuation levels are normalized by the maximum turbulence level measured in the boundary layer upstream of the cavity, of 15% both numerically and in the experiment. 19 Experimental data is represented by the circles, while computational data is represented by solid lines. Despite the difference in Mach number between the two configurations, good agreement is observed, both in terms of mean velocity and in terms of streamwise fluctuations. A large confined vortex can be seen in the mean streamwise velocity plot, similar to those found in shear-driven square cavities. 32, 33 The recirculation is intense, with a maximum time-averaged downwards velocity along the downstream wall of 30% of the free stream velocity, and a maximum velocity in the upstream direction along the cavity floor of 26% of U ∞ . In the velocity fluctuation plot, a rapid transition from a boundary layer profile to a roughly antisymmetrical shear layer profile can be noted. Inside the cavity, fluctuation levels close to the cavity floor are very large. Indeed, the ratio of rms velocity fluctuations to local mean velocity reaches values of around 25%.
The three-dimensional nature of the mean flow inside the cavity can be ascertained from the static wall pressure, illustrated in Figure 4 where the pressure coefficient
is represented on the cavity wall and floor. The experimental data and results from the computation are in good qualitative agreement. A symmetrical static pressure field is observed, indicating that the mean flow inside the cavity is also symmetrical with respect to the (x, z) plane. A large area of high pressure is located at the downstream edge of the cavity lip around −0.2 < z/H < 0 and −50
• . This zone is generated by the impact of the shear layer on the cavity wall, and reaches a maximum value of C p = 0.18 in the computation, which is less intense than values observed for rectangular cavities of similar dimensions and at similar flow speeds, 32, 34 although notably higher than the values observed experimentally. Two zones of negative C p , centred around θ = ±90
• and z/H = −0.45, confirm the presence of a large central captive vortex inside the cavity. On the cavity Computational results on the cavity floor suggest the presence of two counter-rotating vortices at the bottom of the cavity, a narrow one along the downstream edge stretching roughly 30
• to either side of the θ = 0 downstream direction, and a wider one along the upstream edge, spanning ±90
• around the θ = 180
• upstream direction. The computational data allows the structure of the mean flow field to be examined in more detail. Profiles of the cross stream V mean flow inside the cavity, as well as a vector plot of the (V, W ) field, in the x = 0 plane, are shown in Figure 5 The large central recirculation is clearly identified by the streamlines, confirming the previously described similarity with mean flow in a square cavity. However, the recirculation's shape is strongly affected by the cylindrical wall, as demonstrated by the large V component giving the streamlines their highly 3D aspect. Streamlines, shown in Figure 6 , are seen to converge during their downwards movement along the downstream wall, and then diverge strongly as they head upstream along the cavity floor before finally reconverging slightly as they resascend the upstream cavity wall.
B. Flow variation as depth is decreased
General trends
It has been known since the work of Gaudet and Winter 14 that shallow round cavities can produce asymmetrical mean flows. HKMK categorized these cavities into four depth-to-diameter ranges based on the resulting flow regime, and provided limited experimental data for certain aspects of these four regimes. Other than their work, there remains, however, little quantitative data available on such flows. The four flow regimes proposed by Hiwada et al. 15 are reproduced numerically, and descriptions of each regime are given in what follows.
An overview of the effect of the depth to diameter ratio κ on the mean flow is given in 
symmetrical, with slight deviations visible in the case of κ = 0.7. The two characteristic low pressure zones located around 90
• to either side of the free stream flow direction, and attributed to the central captive vortex flow inside the cavity, are seen to increase in intensity as cavity depth decreases, suggesting a progressive strengthening of the recirculation. The following three depths, κ = 0.6, 0.5, and 0.4, all exhibit highly asymmetrical mean pressure fields. The aforementioned zones of negative pressure coefficient are seen to rotate together around the cavity's axis, and to change altitudes, one of the two zones rising towards the cavity opening and the other dropping towards the floor. Static pressure asymmetry is most marked for a depth ratio of 0.5. It is also for this value of κ that the static pressure at the shear layer impact point, visible in Figure 7 (e) at around θ = 20
• , reaches its maximum.
Pressure fields associated with cavities of depth smaller than κ = 0.32, shown in Figures 7 and 8 from (g) to (j), are seen to return progressively to a symmetrical state. The strong pockets of negative pressure observed for deeper cavities are not present in these configurations.
One of the most striking features of shallow cylindrical cavity flows is the appearance of the aforementioned flow asymmetry for a range of depth ratios. A simple means of illustrating the mean flow asymmetry is to examine the deviation of the mean flow along the cavity floor from the symmetrical state. An estimate of this mean field skew is represented in Figure 9 , as a function of the cavity depth ratio κ. This estimate is defined here by computing the average deviation angle of the mean flow with respect to the x direction, just above the cavity floor, over a disk of radius D/4. This angle is computed as the arithmetic average of the deviation angle at each grid point inside the disk. Dashed vertical lines indicate approximate separations between the different flow regimes described by HKMK, which will be discussed in more detail subsequently. Rotation of the mean flow is seen to appear progressively for depth ratios smaller than κ = 0.7, reaching a maximum of around 35
• for depths around κ = 0.5, before diminishing again and almost disappearing for κ = 0.35. 
Depth ratio 0.4 < κ < 0.7
The mean flow is now described in detail for a cavity depth of κ = 0.5, and compared to experimental results from HKMK. The tendencies described in what follows are observed to varying degrees for cavity depths in the range 0.4 < κ < 0.7. For a depth ratio of κ = 0.5, five successive computations were started from an identical symmetrical initialisation, forced with identical time series of inflow forcing, and allowed to run to a converged mean flow field. Of these five computations, the mean fields of three converged to one side, while those of the other two converged to the second side. This suggests that there is no systematic numerical bias present in the computations, and that imperfections due, for example, to numerical round-off are sufficient to trigger the choice of side to which a given computation will converge. The asymmetrical flow can be considered converged after approximately 50 free stream convection times across the cavity opening. A comparison of flow fields obtained from the two families of mean flows, not presented here, shows as expected a high degree of anti-symmetricity. Figure 10 (a) illustrates the rotation of the mean flow inside the cavity with respect to the exterior flow. It shows streamlines for a cavity of depth κ = 0.5, coloured as in Figure 6 by the cross stream y coordinates of the seed points, viewed from above the cavity. The free stream flow is directed along the x coordinate. The rotation of the cavity flow with respect to the outer flow is clearly visible in the orientation of the streamlines along the cavity floor, as well as in Figure 10 (b) which shows the same streamlines from a viewing direction rotated by 35
• with respect to the cross stream y direction. This rotation corresponds well to the value of given in Figure 9 for κ = 0.5. These streamlines indicate that the rotated flow is fairly homogeneous over a large part of the cavity floor, unlike that of the cavity of depth ratio one, whose streamlines shown in Figure 6 highlight a fan-like spreading of the mean flow as it heads upstream along the cavity floor. The rotation of the mean flow, as well as static pressure on the cavity walls for a depth of κ = 0.5, can be compared to the data published by HKMK for a cavity of identical depth, at a lower diameter-based Reynolds number of 1.1 × 10 5 and lower flow velocity of 25 m s −1 . They provided both measurements of static pressure and oil film visualisations on the cavity walls. The oil streaks on the cavity floor in their work point to a rotation of the recirculation by slightly more than 30
• , as do the pressure isopleths on the cavity floor. From their oil film visualisations, Gaudet and Winter 14 also observed a similar rotation of the mean flow for a cavity of depth ratio κ = 0.47, and estimated this rotation at around 45
• . A subsequent re-examination of their work by Dybenko 17 resulted in a lower estimation of around 30
• . HKMK's pressure data are reproduced in Figures 11(a) and 11(b) and compared to the present numerical results shown in Figures 11(c) and 11(d) for the same depth. Although the C p extrema are slightly less intense in the computation, a good qualitative match with the experimental pressure field is found, indicating that the general flow rotation estimated from the numerical data is realistic. The pressure distribution is markedly different to that for the cavity of depth κ = 1, shown in Figure 4 . It has been both rotated and distorted, and extrema are more intense. The large negative pockets of C p , which are symmetrical for κ = 1, are now highly asymmetrical. Both pockets are rotated in the same direction by roughly 40
• , one pocket now being centred around θ = −60
• and the other centred around θ = 130
• . The pocket that is closer to the downstream θ = 0 direction has shrunk, and risen to the cavity opening, while the other has dropped down to z/H = −0.7 and increased in size. Both pockets reach negative values lower than 0.1, and are thus three to four times more intense than those of the κ = 1 cavity. The zone of positive static pressure generated by the shear layer impact on the downstream cavity wall has been shifted by a little under 30
• away from θ = 0, and become both smaller and more intense. A maximum value of 0.52 is found in the computation, which is 2.7 times higher than the value of 0.19 obtained for the deep cavity. On the cavity floor, the pressure gradient between the downstream wall and the central zone of the cavity is much stronger than for the deep cavity, and is made up, over a wide zone, of almost parallel contours. This pressure gradient is accompanied by a substantially higher recirculation velocity along the cavity floor, reaching 45 m s −1 or half of the free stream velocity, and its parallel aspect mirrors that of the streamlines along the cavity floor shown in Figure 10 .
The large static pressure maximum on the cavity side wall can be better understood by examining the streamwise velocity in the x = 0 plane. This quantity is represented in Figure 12 (a), and is strikingly asymmetrical. The shear layer descends into the cavity on the y > 0 side, and is ejected into the free stream on the y < 0 side, and it is this warping of the shear layer and its subsequent impact on the downstream wall which generates the strong maximum static pressure around θ = 15
• . Figure 12(b) , showing the two cross stream V and W components of the mean velocity in the x = 0 plane, illustrates the cause of the shear layer warping, namely the strong rotation around the x axis which pushes the flow up for y < 0 and sucks it down into the cavity for y > 0. Mean flow in the cross stream y direction reaches 0.3 × U ∞ , which is of the same order of magnitude as the mean flow along the cavity floor in the streamwise x direction. This flow structure is very similar to that described by Haigermoser et al. 18 for a cavity of identical depth ratio, but at a far lower Mach number of 0.036, and placed under a very thick boundary layer.
The strong recirculation generates high levels of turbulent velocity fluctuations throughout the cavity and in particular in the shear layer. Streamwise and cross stream mean fields and rms fluctuations are shown in Figures 13(a) • to either side of the downstream θ = 0 direction, just below the cavity opening. They referred to this behaviour as flapping, as opposed to switching for the previously described bi-stable flow regime. The presence of mean flow flapping was recently confirmed experimentally by Dybenko. 17 One of the striking points of the mean flow flapping found by HKMK was its very large time scale compared to that of the turbulent flow, and this feature is strongly unfavourable for the numerical reproduction of the phenomenon. Indeed, according to HKMK's pressure data for κ = 0.37, value for which the authors found the flapping to be most notable, the characteristic flapping time, referred to subsequently as T f , was of the order of 2 to 15 s, or of the order of 800 to 6000 cavity convection times T c = D/U ∞ , also referred to as fly-over times based on their cavity diameter and flow velocity. The time step dictated by numerical stability constraints in the present simulations is such that 1000 time steps are required for one fly-over period, and thus, assuming that T f /T c is not strongly dependent on Mach number or Reynolds number, at least 1 × 10 6 time steps would be required to reach the order of magnitude of the characteristic flapping time for a cavity of depth ratio κ = 0.37 in the present study. Such a computation was deemed to be unrealistic, and was not attempted.
However, fluctuating pressure signals obtained by HKMK for other depths in the range 0.2 ≤ κ < 0.4 suggest that the characteristic flapping time increases with κ, with a value smaller than 1 s for κ = 0.2, and a value of around 1 to 5 s for κ = 0.3. Based on the apparent variation of T f with κ, two computations were performed for smaller depths, in the hope of detecting mean flow flapping within a more manageable number of time steps. Results are presented for cavities of depth ratio κ = 0.32 and κ = 0.2.
Both computations exhibit large-scale very low frequency variations of flow quantities inside the cavity. These swings appear to be similar to the flapping observed experimentally in HKMK's work. An illustration of this flapping is given in Figure 15 (a), which shows a time history of the difference between wall pressure signals recorded at two points located 30
• to either side of the downstream θ = 0 direction, p(−30
, at a depth of z = −0.09D below the cavity opening. The pressure difference is presented in non-dimensional C p form, as a function of non-dimensional time t/T c with the free stream convection time across the cavity, T c , equal to 1.1 × 10 −3 s in this study. The pressure difference was low-pass filtered by a first order filter with a cut-off frequency of At least three distinct time scales are visible in the pressure difference. First, there are high frequency pressure fluctuations St D ≥ 1 beyond the cutoff frequency of the low-pass filter, attributable to turbulent velocity fluctuations along the cavity walls. Similar high-frequency noise was detected by Dybenko, 17 but less so by HKMK perhaps due to bandwidth limitations of their static pressure transducers. This high frequency content is better illustrated in Figure 15 (b), which shows the power spectral density of one of the two pressure traces scaled by the local mean squared pressure and plotted as a function of Strouhal number St D . The PSD of the other pressure trace, not shown here, is very close to the one displayed. Second, the pressure difference features notable periodic oscillations at a period of around 30 fly-over times. During these oscillations, the flow inside the cavity appears not to switch fully from one side to the other, since the pressure difference does not change sign, but instead wobbles between a roughly symmetrical state ( C p = 0) and an asymmetrical one ( C p ̸ = 0). In the spectral domain, the period of these oscillations corresponds to a peak at a diameter-based Strouhal number of 0.03, clearly visible as a wide peak in Figure 15(b) . There is also a sharp peak visible in the PSD at a Strouhal number of St D = 0.12, corresponding to a periodicity of 8T c in the time plots. Despite the high degree of emergence of these two peaks, their origin is unclear. Finally, over the entire length of the recorded pressure difference, one large scale flap is observed. At the beginning of the time history, the pressure difference is positive, indicating that the large cavity recirculation is skewed to the right. At t/T c = 80, the pressure difference changes sign to become on average negative, pointing to the recirculation being skewed to the left. The pressure difference switches back at t/T c = 760. The period of almost 700 fly-over times observed for this single switch is compared to experimental data from HKMK 15 and Dybenko 17 in Figures 16(a) and 16(b) . Minimum and maximum flapping times estimated from the static pressure signals illustrated in the aforementioned publications, non-dimensionalized by the respective fly-over times, are displayed in Figure 16 The flapping flow inside the cavity is highlighted in Figure 17 , which shows views of the norm of the instantaneous velocity at representative times before and after the flap at t/T c = 760, in the z/H = −0.1 plane just below the cavity opening. The velocity fields are clearly skewed antisymmetrically between the two views, and the level of asymmetry is considerable. Figure 18 shows the static pressure coefficient recorded on the cavity wall and floor for a cavity of depth ratio κ = 0.32. The pressure distribution is roughly symmetrical, and bears a qualitative resemblence to the distribution found for a cavity of depth ratio κ = 1, illustrated in Figure 4 . The symmetry is not perfect, as it would be if the flapping occurred at random between two antisymmetrical flow states and averaging were performed over a sufficiently long period. Given the exceedingly low frequency of the flapping, the duration of the computational averaging is clearly not sufficiently long to achieve a converged long-term average value, which is probably the main reason for the asymmetry found in the computational mean results. It is nevertheless interesting to note that in HKMK's experiments, the measured static pressure was also almost but not quite symmetrical for all depths in the range 0.2 ≤ κ < 0.4. The present pressure field for κ = 0.32 is in good qualitative agreement with HKMK's data measured for κ = 0.37, not shown here for the sake of brevity. The static pressure can almost be described as a mix between that of the symmetrical κ = 1 cavity and that of the most strongly asymmetrical κ = 0.5 cavity. The zone of maximum C p on the downstream cavity wall is centred around θ = 10
• just off free stream flow direction, and is both larger and less intense than that of the κ = 0.5 case shown in Figure 11 , which is consistent with the long-term mean flow being the average of two antisymmetric flow states similar to that found for κ = 0.5. Isopleths on the rest of the wall show strong remnants of the two intense negative zones present in the cavity of depth κ = 1, although for the present cavity their positions are again not quite symmetrical. On the cavity floor, a horseshoe-like zone of negative C p is again found, reminiscent of the κ = 1 case, but substantially less curved and also skewed a little to one side. Also of note is a slight tongue of negative C p heading out from the centre of the cavity floor and pointing towards θ = 135
• , which corresponds to the direction of the large negative zone previously seen on the cavity floor of the κ = 0.5 configuration. The progressive change in shape from the κ = 0.5 to the κ = 0.32 case is highlighted by the representation of static wall pressure for all the values of κ studied in this work, in Figures 7(e)-7(g) .
Pressure fluctuations on the cavity's round wall, recorded for the same depth of κ = 0.32, are shown in Figure 19 . The levels of pressure fluctuations are very high, reaching values of 20% of the free stream dynamic pressure for −30
• ≤ θ ≤ 30
• and z/H > −0.1. Experimental data regarding pressure fluctuations in round cavities were gathered by Dybenko, 17 for cavities of depth ratios κ = 0.2, 0.47, and 0.7. The levels in the computations are considerably higher than those found by Dybenko, which do not exceed C prms = 0.12 for a depth ratio of κ = 0.2, and reach 0.08 for a depth ratio of κ = 0.47. This is probably in part due to the very large thickness of the boundary layer in his experiment, which was performed with δ/D = 0.72. In the computations, the ratio of boundary layer thickness to cavity diameter is δ/D = 0.15, and thus it is expected that the shear layer impact on the downstream wall be more violent, both in terms of static C p and fluctuating C prms . Nevertheless, the high rms values in the computation are also in part due to the flow flapping, since the long-term average wall pressure and the shorter-term pressure averaged over the flapping time scale T f do not coincide. This point can be better understood by looking again at the wall pressure difference in Figure 15 . For the two pressure locations, the long-term average pressure would be zero, while the short-term average, taken, for example, between t/T c = 200 and t/T c = 600, is −0.12. Flow flapping is also responsible for the two distinct lobes of higher fluctuations, located 25
• to either side of the θ = 0
• direction and extending from z/H = 0 halfway down the cavity to z/H = −0.5, and which correspond to the two impact zones of the shear layer on the downstream cavity wall. At any given time, the shear layer preferentially impacts one side of the cavity, but with each flap this side is switched, leading to the symmetrical lobes in the long term time averaged pressure fluctuations.
Given the unusual nature of the flapping mean flow, rms velocity fluctuations are expected to be high throughout the cavity. This point is examined by representing mean and rms values of the three velocity components in the streamwise y = 0 and cross stream x = 0 planes, in Figures 20 and 21 , respectively, for the κ = 0.32 computation. Mean flow in the streamwise plane shows first an intense recirculation, with upstream-heading flow along the cavity floor reaching −60 m s −1 , or two-thirds of the free stream velocity U ∞ . The slight asymmetry of the mean flow is visible in the V component, which, while weaker than in the highly asymmetrical κ = 0.5 case, still reaches a maximum in the y = 0 plane of 5% of U ∞ . In the same plane, rms values of the cross stream v ′ velocity component are strikingly high over the second half of the cavity, reaching more than 15% of U ∞ over a large According to HKMK, very shallow cavities of depth ratio κ < 0.2 exhibit once again a stable symmetric mean flow. A computation performed for a depth ratio of κ = 0.1 is described here to confirm this analysis. In Figures 22(a) and 22(b) , respectively, streamlines computed inside the cavity are shown, viewed from the side and from the top. The side view shows two counter-rotating vortex structures, typical of the transitional flows found 35, 36 in rectangular cavities with ratios of length to depth roughly between 6 and 10. Both the large upstream vortex, centred around (x/R = −0.3, z/H = −0.5), and the smaller downstream vortex around (x/R = 0.9, z/H = −0.75), exhibit surprisingly little dependence on the cross-stream y coordinate, as shown by the high degree of similarity between the different streamlines. The top view of the streamlines shows that the transversal mean velocity field V is smaller than for the deeper cavities. This is confirmed by the examination of the static pressure field on the cavity floor, shown in Figure 7 (j), where C p contours are seen to be parallel to the y direction over most of the cavity floor.
C. Large scale forces resulting from cavity flow
As observed by a number of researchers, [13] [14] [15] the drag induced by the presence of a cylindrical cavity is a non-monotonic function of the depth ratio κ, contrary to trends reported for rectangular cavities.
14 A compendium of available drag results for round cavities can be found in Dybenko. 17 Gaudet and Winter 14 noted that drag is an almost cyclical function of depth, while Dybenko and Savory 16 proposed that the state of the shear layer, and in particular the presence or not of large-scale organized vortices, might be responsible for this cyclical variation.
Rather than represent physical drag as a function of κ, the cavity's effect can be described as a time-dependent additional drag coefficient
where τ c (t) is the time-varying effective wall shear stress induced by the cavity and τ w the mean wall shear stress in the incoming boundary layer. This additional drag coefficient can then be normalized by the mean skin friction coefficient C f in the upstream boundary layer, yielding C d /C f = τ c /τ w − 1. Gaudet and Winter 14 showed that variations in the mean value C d /C f can be well modeled by a power law built on the diameter-based friction velocity Reynolds number u τ D/ν, where u τ = √ τ w /ρ,
where A is a function of both Mach number M and depth ratio κ, while B is a function only of Mach number. Accordingly, in this work, A is examined as a function of κ, for a fixed Mach number of M = 0.25. It can be noted that this approach is not favourable to absolute comparisons between numerical computations and experimental data, because of the unreasonable computational cost associated with accurately simulating a turbulent boundary layer at a realistic Reynolds number-of the order of 10 000 for the momentum thickness based Reynolds number Re θ for the cavity flows in Marsden et al. 12 -over a large spatial extent. With the relatively coarse grid at the wall, it is expected that the wall shear stress in the upstream boundary layer be substantially lower than that of the experiment, and indeed the friction velocity in the incoming boundary layer is smaller by a factor of four. This point is discussed in greater detail in the Appendix.
In order to compare the present results with available experimental data, A is computed after normalizing C d with the experimental value 12 of the boundary layer skin friction coefficient C fexp rather than the value obtained from the computations. The friction Reynolds number is also based on the experimental value of the friction velocity u τexp . With this correction, a reasonable qualitative match is obtained, and presented in Figure 23 . As is observed in the experimental data from a number of research campaigns, a maximum value of A and hence of drag is obtained for κ = 0.5, and drag falls off to either side of this value. The falloff to either side of κ = 0.5 is weaker in the computational data than in the experimental results. At all depths, the supplemental cavity drag coefficient is almost entirely due to pressure forces, with wall shear forces inside the cavity remaining below 2% of pressure-induced drag.
Given the dominant pressure contribution to the total cavity drag, the location inside the cavity responsible for the increased drag can be examined from the wall pressure. This is done in Figure 24 , which shows the angular distribution of the cavity drag coefficient due to pressure, for cavity depths of κ = 0.2, 0.5, and 0.8. This angular quantity C D (θ ) is defined here by
where A = π R 2 is the cavity mouth area and θ is expressed in degrees. Both the shallow, κ = 0.2, and deep, κ = 0.8, cavities exhibit approximately symmetrical distributions of drag, with a maximum contribution around the downstream θ = 0 direction where the shear layer impacts the cavity wall. As expected, the peak for the cavity of depth ratio κ = 0.2 is wider than that of the deeper cavity, due to the previously described flow switching and its associated anti-symmetrical wall pressure fields. The peak in the case of the cavity of depth ratio κ = 0.5 is substantially stronger than for the two other cavities. It is off center, its maximum being located around θ = 30
• , as could be inferred from the wall pressure distribution shown in Figure 11 . This zone corresponds to the downstream impact location of the warped shear layer on the cavity wall, as previously described in Sec. III B 2. There are also some notable local contributions to drag on the cavity upstream side, C D (θ ) > 0 for θ > 90
• and C D (θ ) < 0 for θ < −90
• , but the integral over these two zones is very small, and thus the additional drag observed for the cavity of depth ratio κ = 0.5 is directly attributable to the shear layer's stronger impact on the downstream wall.
Given the asymmetrical flow encountered for depth ratios κ between 0.4 and 0.6, the pressure field inside the cavity also generates a transversal mean force, which can loosely be referred to as lift. This lift force is, however, weak in comparison to the drag force, since it reaches a maximum of only 8% of the latter, for a depth ratio of κ = 0.5. Finally, in the flapping flow regime, unsteady forces are generated by the flow jumping between its two skewed states, but again these forces remain small compared to the mean drag. It can be noted that unsteady lift and drag forces due to flow flapping will occur at very low frequencies. As an example of this, the lift to drag ratio recorded for the cavity of κ = 0. 
IV. CONCLUSIONS
The different flow regimes found in shallow cylindrical cavities with depths smaller than their diameter have been investigated by compressible large eddy simulations. Depending on the cavity depth, mean flow is observed to be either symmetrical, for both very shallow and deep cavities, or asymmetrical, for intermediate cavity depths. In the asymmetrical case, mean flow can either be bistable, or exhibit very low frequency self-switching between two antisymmetrical states. The different flow regimes proposed in the literature for shallow cylindrical cavities, as well as the depth intervals for which they are encountered, are thus successfully reproduced in the computations. Numerical results compare favourably to the data available in the literature, namely, static pressure distributions, and non-monotonic variation of drag with cavity depth. Mean velocity fields and fluctuation maps are discussed for each regime, and time signals are described for self-switching configurations. Time scales associated with the self-switching are shown to vary strongly with cavity depth.
ACKNOWLEDGMENTS
This work was granted access to the HPC resources of the IDRIS under the allocation 2012-020204 made by GENCI (Grand Equipement National de Calcul Intensif).
APPENDIX: INCOMING BOUNDARY LAYER PARAMETERS AND EXCITATION
The reference computation in this work, namely, the cavity of depth ratio κ = 1, was designed to match experimental parameters found in the study of Marsden et al. 19 The cavity in that study had a diameter and a depth of D = H = 0.1 m, and was placed in a flat plate subject to grazing flow.
Measurements were performed at various free stream Mach numbers, including that chosen for this work, of M = 0.25. The boundary layer developing over the flat plate had a boundary layer thickness of δ 99 = 1.6 × 10 −2 m, and a shape factor of H = 1.35. Turbulence levels in the free stream were observed to be inferior to 1% of the free stream velocity. Profiles of measured mean and rms velocity are given in Marsden et al. 12, 19 The friction velocity estimated from the boundary layer profile is u τ = 2.35 m s −1 . If the computation of the boundary layer were the aim of this work, a standard criterion of placing the first wall-normal grid point at a height of z + ≃ 1 would be required, and the resulting wall-normal physical spacing would be z = η/u τ ≃ 6.4 × 10 −6 m, to be compared to δ 99 = 1.6 × 10 −2 m. Moreover, a relatively large zone of the flat plate, of the order of a few cavity diameters in both the streamwise x and the cross stream y directions, is included in the computational domain, which would lead to entirely unreasonable numbers of points if criteria such as x + ≃ 20 and y + ≃ 10 were applied for the construction of the grid. Instead, a highly disturbed boundary layer with mean and rms characteristics roughly matching those observed in the experiment is reproduced in the present simulations. The method is developed with both highly relaxed grid requirements and aeroacoustic computations in mind.
The mean velocity profile prescribed at the inlet boundary condition is determined by fitting experimental data with a single equation model including a wake term. 29 Incidentally this procedure provides an estimate of the friction velocity u τ in the experiments, which cannot be obtained directly from the experimental profile due to the distance at which the first experimental velocity point is taken. This estimated value of u τ is used elsewhere in this work.
A little downstream of the inlet zone, 25 grid points downstream in this work, deterministic perturbations are added inside the boundary layer over a height of δ exc , in the form of time derivatives of the velocity field in conservative form. These fluctuations are defined as modes each determined by a frequency f m , intensities I um , I vm , I wm , and a transversal wavelength, λ ym , as follows: Table II . Both transversal wavelengths λ ym and excitation thickness δ exc are normalized by the boundary layer thickness, while frequencies f m are normalized with the time scale δ/U ∞ . The values provided in Table II were empirically chosen for the present study. The spectral contents of the perturbed boundary layer generated as previously described is now illustrated. Power spectral densities φ xx of the fluctuating streamwise velocity are presented for five streamwise locations, at distances of 3δ, 6δ, 9δ, and 10.5δ downstream of the excitation zone and at a distance of 1.6δ upstream of the excitation zone, in Figure 25 . The spectra are computed as a function of streamwise wavenumber k x thanks to Taylor's frozen turbulence hypothesis, which leads to the following relation between time frequency and wavenumber: k x = 2π f/U c where U c is the local convection speed, here taken as the mean flow velocity at the location of interest. The spectra are plotted as a function of k x multiplied by the boundary layer thickness δ, and scaled such that of their harmonics, are clearly visible at the first downstream location, where they emerge from background noise by around two orders of magnitude. These discrete frequencies are still visible at the next measurement location, six boundary-layer thicknesses downstream of the excitation region, but their amplitude is diminished, and the background fluctuations have increased by a factor of five to ten. At the third location, there is no trace of the excitation frequencies, and indeed the PSD is relatively free of discrete frequencies altogether. It is almost indistinguishable from the PSD measured at the fourth location, indicating that the boundary layer is no longer evolving rapidly in the streamwise direction. The spatial filtering used in the LES methodology generates a grid-based cut-off wavenumber above which fluctuations are strongly damped. With the eleven point filtering scheme of Bogey and Bailly, 21 this cut-off can be considered to be around k x = π /2, yielding values of k x δ at cut-off of 15, 20, 36, and 36 for the first four locations, respectively. The shift in k x δ is due to the progressive streamwise mesh refinement approaching the cavity. These cut-off values of k x δ are clearly visible on each curve, and materialized by a sharp decline in the spectra. Figure 26 illustrates the resulting boundary layer profiles, both mean and fluctuating, in the present study, in outer units. The peak in u rms is located at an altitude of 50 wall units, which is, as could be expected with the coarse wall-normal grid spacing, much higher than the height of around 15 wall units at which the peak is observed in high Reynolds number boundary layers. 39 This overestimated height is not deemed of primary importance in this work focusing on the flow dynamics inside the cavities. 
