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INTRODUZIONE 
 
La progettazione e la gestione dei sistemi produttivi manifatturieri rappresenta un aspetto 
critico per la competitività e il successo di molte industrie. Una forma di produzione molto 
diffusa  nel  mercato  attuale,  caratterizzato  da  forte  variabilità  che  richiede  una  continua 
evoluzione  ed  innovazione  del  tipo  di  prodotti  offerti  ed  una  loro  sempre  più  spinta 
personalizzazione, è una produzione a lotti con ampi mix e medio-bassi volumi di codici. 
In queste condizioni le aziende adottano organizzazioni per reparti, o job-shop, il cui principio 
è di raggruppare macchine che eseguono uno stesso tipo di lavorazione in aree specifiche a 
quella  lavorazione.  In  questo  modo  i  vari  prodotti  seguono  il  loro  ciclo  di  lavorazione 
spostandosi  tra  un  reparto  e  l’altro,  creando  elevati  flussi  di  materiale,  che  rendono  la 
gestione della produzione molto difficile. 
Negli ultimi decenni molte aziende hanno subito una riduzione dei profitti e della quota di 
mercato, si è dunque verificato un crescente bisogno di rendere la produzione a lotti più 
efficiente  e  produttiva,  rispondendo  alla  variabilità  del  mercato  con  sistemi  di  produzione 
sempre più flessibili ed elastici. Molti sono i mezzi che possono essere sfruttati dalle aziende 
per essere competitive in un ambiente internazionale, raggiungendo un più elevato livello di 
integrazione tra progettazione e produzione. Just-in-Time (JIT), World Class Manufacturing 
(WCM),  Group  Technology  (GT),  Total  Quality  Management  (TQM)  e  Statistical  Process 
Control  (SPC)  sono  varie  tecniche  che  guardano  agli  stessi  obiettivi:  efficiente  uso  delle 
risorse, limitazione di tutti i tipi di spreco e miglioramento del rendimento delle attività. 
Nelle trattazione ci focalizzeremo sulla Group Technology, una filosofia di gestione che cerca 
di raggruppare  prodotti simili dal punto di vista tecnologico e dimensionale in gruppi chiamati 
famiglie. 
Un’applicazione della GT è la produzione cellulare (Cellular Manufacturing-CM) che prevede 
il raggruppamento di macchine, con funzioni diverse, in base alle parti lavorate dalle stesse. 
Maggiore è il numero di prodotti in comune tra due macchine, maggiore è la probabilità che 
facciano parte della stessa cella di lavoro. Questi raggruppamenti di macchine sono detti 
cluster, e ad ognuno di essi viene allocata la produzione di una famiglia. L’ obiettivo è di 
ottenere  alti  volumi  di  pezzi  per  ogni  famiglia  tali  da  rendere  economicamente  valida 
l’introduzione  di  una  linea  dedicata  alla  famiglia  stessa  (Figura  1).  La  CM  è  dunque  un 
sistema ibrido che sfrutta sia i vantaggi delle linee dedicate sia delle organizzazioni flessibili. 
La differenza principale fra un ambiente job shop tradizionale ed un ambiente CM è il 
raggruppamento  e  il  layout  delle  macchine.  In  un  ambiente  job  shop  tradizionale,  le 
macchine sono tipicamente raggruppate sulla base delle loro similarità funzionali e possono 
lavorare l’intera varietà dei codici, mentre in un ambiente di produzione in celle,   5 
ogni cluster è formato da macchine che hanno funzioni diverse ed è dedicato alla produzione 
di una specifica famiglia di parti. 
 
 
Il CM è una concezione relativamente recente che è stata applicata con successo in molti 
ambienti di produzione e può conseguire rilevanti benefici: 
•  Riduzione del tempo di set-up; 
•  Riduzione delle scorte; 
•  Riduzione del costo di movimentazione dei materiali; 
•  Riduzione del costo del lavoro; 
•  Miglioramento del livello qualitativo 
•  Miglioramento del flusso dei materiali 
•  Miglioramento nel coefficiente di utilizzazione delle macchine 
•  Miglioramento dell’impiego dello spazio 
•  Miglioramento della soddisfazione del personale  
Nel seguito viene presentato, con un ipotetico caso aziendale, un modello di applicazione 
della cellular manufacturing. Vengono create celle di lavoro mediante la cluster analysis, un 
insieme di tecniche numeriche il cui scopo principale è di dividere gli oggetti di studio in 
gruppi distinti. Nello specifico è definita come una procedura statistica multivariata che riceve 
come input una serie di dati che contengono informazioni su un campione di soggetti, e tenta 
di organizzarli in gruppi omogenei (Aldenderfer and Blashfield, 1984). L’analisi dei cluster è 
usata  in  molte  discipline  scientifiche  e  conta  una  grande  varietà  di  metodi  sviluppati  per 
soddisfare  i  diversi  approcci.  Quelli  più  utilizzati  sono  i  metodi  agglomerativi-gerarchici: 
gerarchici  in  quanto  organizzano  i  cluster  in  ordine  in  modo  che  le  relazioni  tra  i  diversi 
gruppi siano evidenti, agglomerativi in quanto partendo da cluster separati li combinano fino 
ad arrivare ad un unico grande cluster. 
Nel nostro caso a partire dalla conoscenza di  una serie di dati di produzione riguardanti 
risorse produttive e prodotti, cercheremo di allocare le varie macchine in celle di lavoro con 
l’utilizzo di coefficienti di similarità e di specifici algoritmi euristici, cercando di minimizzare i 
flussi di materiale tra i vari cluster (flussi inter-cellulari) e massimizzare i flussi all’interno dei 
Figura 1. Confronto tra ambiente job-shop e celle di lavoro   6 
vari cluster (flussi intra-cellulari). Il generico cluster che viene creato deve avere alto grado di 
omogeneità al suo interno e scarse relazioni con gli altri cluster. In un secondo momento si 
definiranno le famiglie da attribuire ad ogni cella e si valuterà l’efficienza delle varie soluzioni 
proposte. Infine seguiranno valutazioni sulla possibilità di duplicazione delle macchine in più 
celle e sul numero di risorse produttive richieste per soddisfare la domanda. 
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1. PROCEDURA   PER   LA   FORMAZIONE  DI    SISTEMI  
    MANIFATTURIERI     MULTI-CELLULARI  
Il  processo  di  clustering,  presentato  nell’ambito  della  cellular  manufacturing,  prevede  l’ 
analisi e il trattamento di diversi dati in una serie di passaggi decisionali raccolti da Manzini 
et al. (2010), e che verranno poi trattati nel dettaglio nel seguito del capitolo. Figura 2 illustra 
la procedura sistematica che prende ispirazione dalla cluster analysis, per la formazione di 
indipendenti celle di lavoro e di omogenee famiglie di parti. 
 
 
 
 
 
         
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
STEP DECISIONALI  MODELLI E  STRUMENTI 
    Raccolta dei dati  Matrice di incidenza 
Applicazione indici di 
similarità 
Indici problem oriented, general 
purpose e matrice di similarità 
Algoritmi di clustering 
SLINK, CLINK, UPGMA, 
WPGMA, dendogramma 
Assegnazione delle 
parti 
Matrice diagonalizzata 
Valutazione 
prestazione clustering 
Valutazione 
duplicazione 
macchine 
EE, ICD, η, BE, QI….. 
Figura 2. Processo di clustering    9 
1.1 RACCOLTA DEI DATI 
L’istanza  del  problema  di  clustering  si  compone  nello  specifico  di  43  parti  (nel  seguito 
denominati  con  le  sigle  p1,…,p43)  e  di  16  macchine  (denominate  m1,…,m16)  ognuna 
relativa ad una lavorazione differente: 
 
 
 
 
 
 
 
 
 
Per la soluzione del problema sono noti: 
•  Ciclo di lavorazione: sequenza delle operazioni che ogni prodotto subisce 
•  Volume di produzione di ogni prodotto, espresso in pezzi al mese 
•  Tempi di processo: tempo necessario per lo svolgimento della singola operazione 
sulla  parte,  comprendente  tempo  di  lavorazione,  set-up,  coda  e  movimentazione 
espresso in minuti 
 
Parti  Volumi  Cicli di Lavorazione  Tempi di Processo 
p1  275  m4 - m5 - m6 - m8  4.2 - 5.5 - 5 - 3.5 
p2  500  m2 - m6 - m9 - m16  5 - 10 - 7.4 - 9.2 
p3  600  m1 - m2 - m6 - m8 - m9 - m16  4.1 - 10.5 - 2.5 - 3 - 5.6 - 9 
p4  1500  m8 - m12  14 - 7 
p5  750  m9  10 
p6  2000  m4 - m5 - m15  7.4 - 9.2 - 4.1 
p7  1300  m2 - m8 - m9   4.5 - 3.5 - 26 
p8  1239  m11 - m12  3 - 4.5 
p9  575  m4 - m5 - m8 - m15  3 - 5.6 - 9 - 23 
p10  1239  m5 - m6 - m8  3 - 5 - 15 
p11  39  m2 - m6 - m9  22.5 - 4.5 - 8.5 
p12  900  m5 - m8  3.4 - 5.6 
p13  339  m1 - m2 - m6 - m9 - m16  24 - 5.3 - 15 - 12 - 2 
p14  390  m5 - m6 - m8   1.4 - 4.8 - 12 
p15  304  m3 - m6  10 - 5 
p16  405  m3 - m14  8 - 11 
p17  1200  m8 - m11  4.7 - 3.5 
p18  5  m6 - m7 - m8 - m10  4.5 - 34 - 6.9 - 12 
p19  35  m2 - m6 - m8 - m9 - m14 - m16  3.5 - 3.6 - 7.5 - 12.5 - 11 - 22 
 ID  Lavorazione  ID  Lavorazione 
m1  Taglio  m9  Rettifica 
m2  Tornitura  m10  Sbavatura 
m3  Laminazione  m11  Rivestimento superficiale 
m4  Forgiatura  m12  Lucidatura 
m5  Estrusione  m13  Lavaggio 
m6  Foratura  m14  Piegatura 
m7  Fresatura  m15  Verniciatura 
m8  Alesatura  m16  Imballaggio 
Tabella 1. Tipi di lavorazioni   10 
p20  390  m8 - m11 - m13  13 - 4.5 - 3 
p21  750  m2 - m9 - m16  2.4 - 6 - 8 
p22  39  m5  8 
p23  320  m3 - m6 - m14  3.5 - 6.7 - 8.5 
p24  1500  m9 - m16  4.5 - 6.8 
p25  310  m4 - m5 - m6 - m8 - m15  4.5 - 15 - 4.5 - 6.3 - 9.5 
p26  500  m3 - m8 - m9 - m16  5 - 6.4 - 7.8 - 9.4 
p27  900  m6 - m10  4.2 - 5.5 
p28  1500  m6 - m7 - m10  7.5 - 8 - 21 
p29  430  m4 - m5 - m6  5.7 - 4 - 9.5 
p30  500  m6 - m8 - m10  5 - 10 - 2.4 
p31  1300  m3  26 
p32  1239  m8 - m11 - m12  14 - 6.5 - 3 
p33  575  m10 - m13 - m14  2.5 - 6.7 - 4.8 
p34  1500  m7 - m10  4.5 - 26 
p35  1239  m8 - m11 - m12 - m13  14 - 6.5 - 8 - 2.4 
p36  50  m1 - m5 - m6 - m14  3.5 - 5 - 10.5 - 3 
p37  150  m8 - m10 - m13  3.5 - 12 - 5.5 
p38  500  m5 - m12  6.7 - 23 
p39  75  m1 - m6 - m9   6.8 - 4 - 14 
p40  500  m4 - m5 - m8 - m10 - m14 - m15  4.8 - 1.4 - 3.5 - 14 - 4.7 - 10 
p41  1200  m3 - m6 - m16  22 - 11.4 - 3.4 
p42  1500  m6 - m14  4.5 - 6.8 
p43  750  m2 - m11 - m12  4 - 9.5 - 7.8 
 
 
 
Utilizzando  questi  dati  possiamo  riempire  la  matrice  di  incidenza  parti-macchine,  dove  la 
generica  cella  k i a ,   esprime  se  è  presente  una  relazione  tra  la  i-esima  parte,  con  i  = 
(1,…,43), e la k-esima macchina, con k = (1,…,16). 



=
                                                                       altrimenti    
                         k            macchina   la   visita   i   parte   la   se     
0
1
, k i a  
 
 
 
 
 
 
 
 
 
Tabella 2. Dati di input 
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  m 
p 
1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16 
1        1  1  1    1                 
2    1        1      1              1 
3  1  1        1    1  1              1 
4                1        1         
5                  1               
6        1  1                    1   
7    1            1  1               
8                      1  1         
9        1  1      1              1   
10          1  1    1                 
11    1        1      1               
12          1      1                 
13  1  1        1      1              1 
14          1  1    1                 
15      1      1                     
16      1                      1     
17                1      1           
18            1  1  1    1             
19    1        1    1  1          1    1 
20                1      1    1       
21    1              1              1 
22          1                       
23      1      1                1     
24                  1              1 
25        1  1  1    1              1   
26      1          1  1              1 
27            1        1             
28            1  1      1             
29        1  1  1                     
30            1    1    1             
31      1                           
32                1      1  1         
33                    1      1  1     
34              1      1             
35                1      1  1  1       
36  1        1  1                  1   
37                1    1      1       
38          1              1         
39  1          1      1               
40        1  1      1    1        1  1   
41      1      1                    1 
42            1                1     
43    1                  1  1         
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1.2  APPLICAZIONE INDICI DI SIMILARITÀ 
A  partire  dalla  matrice di  incidenza  che  riassume  i  vari  cicli  tecnologici  di  produzione,  si 
possono applicare vari coefficienti di similarità. Il loro scopo è quello di definire il grado di 
correlazione tra due macchine generiche k1, k2 in ragione dei cicli di fabbricazione delle parti 
che  possono  o  meno  coinvolgere  simultaneamente  le  stesse  macchine.  Un  alto  valore 
dell’indice prescelto sta a significare che numerosi prodotti nel mix produttivo coinvolgono 
simultaneamente  le  due  generiche  attrezzature  produttive,  ed  è  dunque  giustificata  la 
sistemazione nella medesima cella. 
La letteratura propone numerosi coefficienti di similarità, che vengono presentati e raccolti da 
Yin and Yasuda (2006). Questi indici vengono divisi in due grandi gruppi: 
•  “general  purpose”:  indici  di  uso  generale,  applicati  in  vari  ambiti  che  vanno  dalla 
medicina, alla sociologia, alla biologia, all’economia, etc. Alcuni di essi sono: Jaccard 
(J), Baroni-Urbani and Buser (B), Hamann (H), Ochiai(O), Sokal and Sneath (SK), 
Sorenson (S), Sokal and Michener(SI). 
•  “problem  oriented”:  indici  sviluppati  recentemente  e  che  sono  specializzati  per 
l’applicazione nei settori industriali, ponendo maggiore attenzione a volumi produttivi, 
cicli di lavorazione, tempi di processo e costi. Alcuni di essi sono: McAuley (1972), 
Chandrasekharan and Rajagopalan (1989), Mosier (1989), Seifoddini (1989), Gupta 
and Seifoddini (1990), Seifoddini and Hsu (1994), Nair and Narendran (1998). 
 
L’ indice più comunemente usato tra la tipologia general purpose, è sicuramente il Jaccard 
similarity index (J). La correlazione tra la macchina k1 e la macchina k2 relativamente alla 
parte i è definita nel modo seguente: 
                          
( ) ∑
∑
=
=
+
=
N
i
i i
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i
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dove:  



=
altrimenti    
k   e   k   macchine   le   entrambe   visita   i   parte   la   se      2 1
0
1
2 1, , k k i X  
 



=
altrimenti    
k   o   k   macchina   la   o   visita   i   parte   la   se      2 1
0
1
2 1, , k k i Y  
per un valore dell’ indice di Jaccard pari a 1 la correlazione è massima (casi molto rari), per 
un valore pari a 0 non esiste correlazione. 
 
 
(2)   13 
Possiamo a questo punto costruire la matrice di similarità macchine-macchine:  
 
000 . 1 000 . 0 077 . 0 000 . 0 000 . 0 000 . 0 000 . 0 583 . 0 125 . 0 000 . 0 217 . 0 000 . 0 000 . 0 167 . 0 455 . 0 200 . 0 16
000 . 1 100 . 0 000 . 0 000 . 0 000 . 0 083 . 0 000 . 0 143 . 0 000 . 0 087 . 0 417 . 0 571 . 0 000 . 0 000 . 0 125 . 0 15
000 . 1 111 . 0 000 . 0 000 . 0 167 . 0 063 . 0 087 . 0 000 . 0 130 . 0 059 . 0 091 . 0 200 . 0 077 . 0 000 . 0 14
000 . 1 111 . 0 250 . 0 200 . 0 000 . 0 150 . 0 000 . 0 000 . 0 000 . 0 000 . 0 000 . 0 000 . 0 000 . 0 13
000 . 1 500 . 0 000 . 0 000 . 0 136 . 0 000 . 0 000 . 0 059 . 0 000 . 0 000 . 0 077 . 0 000 . 0 12
000 . 1 000 . 0 000 . 0 190 , 0 000 . 0 000 . 0 000 . 0 000 . 0 000 . 0 077 . 0 000 . 0 11
000 . 1 000 . 0 174 . 0 375 . 0 167 . 0 053 . 0 077 . 0 000 . 0 000 . 0 000 . 0 10
000 . 1 154 . 0 000 . 0 240 . 0 000 . 0 000 . 0 063 . 0 583 . 0 250 . 0 9
000 . 1 048 . 0 258 . 0 292 . 0 190 . 0 042 . 0 125 . 0 045 . 0 8
000 . 1 095 . 0 000 . 0 000 . 0 000 . 0 000 . 0 000 . 0 7
000 . 1 231 . 0 130 . 0 130 . 0 217 . 0 200 . 0 6
000 . 1 500 . 0 000 . 0 000 . 0 067 . 0 5
000 . 1 000 . 0 000 . 0 000 . 0 4
000 . 1 000 . 0 000 . 0 3
000 . 1 200 . 0 2
000 . 1 1
16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
m
m
m
m
m
m
m
m
m
m
m
m
m
m
m
m
m m m m m m m m m m m m m m m m
 
 
Si osservi che la matrice è simmetrica, e che nella diagonale principale tutti i valori sono pari 
a 1 in quanto la correlazione di ogni risorsa con se stessa è massima. Incrociando le righe 
con le colonne possiamo riscontrare la relazione tra due generiche macchine, ad esempio 
m2 ed m9 hanno la similarità più alta secondo l’indice utilizzato, pari a 0.583. 
 
1.3  ALGORITMI DI CLUSTERING 
La matrice di similarità appena ottenuta può essere utilizzata per formare gruppi di macchine 
e attrezzature produttive simili, applicando una grande varietà di algoritmi euristici sviluppati 
dalla statistica, i quali come detto mediante un approccio gerarchico agglomerativo generano 
i  cluster  definitivi.  Inizialmente  ogni  macchina  forma  un  cluster,  successivamente  cluster 
distinti vengono fusi insieme nell’ordine dettato dall’algoritmo scelto, e ad ogni passaggio 
vengono aggiornati gli indici di similarità dovuti ai nuovi gruppi. Il tutto viene ripetuto fino a 
che si arriva alla formazione di un unico grande cluster che contiene tutti gli altri. 
Il risultato finale dell’ approccio agglomerativo viene rappresentato graficamente tramite un 
dendogramma (Sokal and Sneath 1968, McAuley 1972), che mostra le varie fusioni ed i 
rispettivi valori nei quali esse avvengono. 
L’  obbiettivo  è  sempre  di  ottenere  cluster  fortemente  indipendenti  gli  uni  con  gli  altri, 
minimizzando i flussi intercellulari, e con alti valori di omogeneità al loro interno. Ci sono vari 
algoritmi euristici che permettono di raggiungere questo scopo, tra cui (Mosier 1989): 
•  Single Linkage Method (SLINK), anche conosciuto come nearest neighbor clustering 
(nn):  è  una  misura  di  distanza,  presi  due  gruppi  ne  calcola  la  relazione  come  la 
Tabella 4. Matrice di similarità applicando Jaccard   14 
distanza  tra  i  due  punti  più  vicini,  uno  appartenente  al  primo  gruppo,  l’altro  al 
secondo.  
                                                                                     
 
Applicato  al  caso  in  esame,  esso  dopo  aver  individuato  due  gruppi  candidati  alla 
formazione di un unico gruppo,  assegna come indice di similarità di quest’ultimo il 
valore più alto tra gli indici dei gruppi di partenza. Le macchine appartenenti a questi 
cluster potrebbero avere anche deboli relazioni tra loro, ma per somiglianza elevata 
anche  di  una  sola  coppia,  vengono  unite  in  un'unica  cella.  Questo  viene  definito 
problema  del  “concatenamento”  in  quanto  alcune  macchine  si  portano  dietro  altre 
macchine nella formazione di un unico cluster. 
•  Complete  Linkage  Method  (CLINK),  anche  conosciuto  come  farthest  neighbor 
clustering (fn): è l’ esatto opposto del metodo precedente, calcola la relazione tra due 
gruppi  come  la  distanza  tra  i  due  punti  più  lontani.                                                                                       
                                                                                  
 
Dunque nel nostro caso, esso attribuisce come valore dell’indice finale il più basso 
degli indici di partenza. In questo modo si prevede di avere gruppi più strettamente 
legati al loro interno, in quanto ogni coppia di macchine appartenente al cluster ha un 
valore  di  somiglianza  maggiore  rispetto  a  quello  del  cluster  stesso.  Ad  esempio 
prendiamo  la  macchina  m16  e  il  cluster  formato  da  m2  -  m9,  con  S16,2=0.455  e 
S16,9=0.583.  Il  coefficiente  della  cella  che  contiene  le  tre  macchine  applicando  lo 
SLINK  è  0.583,  mentre  applicando  il  CLINK  è  0.455.  Questo  comporta  delle 
Figura 3. Rappresentazione metodo SLINK 
Figura 4. Rappresentazione metodo CLINK   15 
conseguenze differenti nei passaggi successivi che si differenzieranno in soluzioni 
dissimili, senza sapere a priori quale sarà la migliore. 
•  Unweighted  Pair-Group  Method  using  Arithmetic  Average  (UPGMA):  procede  alla 
fusione di due gruppi le cui macchine hanno il massimo valore dell’indice di similarità, 
ma al nuovo cluster non viene assegnato quest’ultimo valore ma un media aritmetica 
non  pesata  tra  i  coefficienti  di  partenza.  Con questa tecnica  la  distanza  tra  i  due 
gruppi  è  una  media  tra  le  distanze  dei  punti  appartenenti  a  quei  gruppi.  I  punti 
vengono considerati tutti con lo stesso peso. 
•  Weighted Pair-Group Method using Arithmetic Average (WPGMA): assegna al nuovo 
cluster  un  livello  di  similarità  pari  alla  media  aritmetica  pesata  tra  i  coefficienti  di 
partenza. Il metodo assegna uguale peso ad ogni cluster, quindi se un cluster ha 
meno  punti  rispetto  ad  un  altro,  a  questi  punti  viene  dato  un  peso  maggiore  per 
rendere i due gruppi uguali.     
 
Vediamo più nello specifico i metodi sopra citati, applicandoli al caso trattato in precedenza. I 
risultati ottenuti sono un’elaborazione del software MVSP (Multi-Variate Statistical Package). 
Utilizzeremo come input la matrice di similarità calcolata tramite il Jaccard similarity index 
(Tabella 4). 
 
1.3.1  SLINK 
La  matrice  di  similarità,  di  dimensioni  M×M,  contiene  tutte  le  relazioni  S(k,j),  con  k,  j 
generiche macchine e k,j = (1,…,M). Le varie iterazioni che portano dagli M cluster iniziali 
all’unico cluster finale vengono numerate in sequenza 0,1,…,(M-1), al livello 0 corrispondono 
tutti i cluster disgiunti. Il cluster con numero di sequenza n, con  1 0 − ≤ ≤ M n , è indicato con 
(n),  ed  esprime  il  generico  nodo.  Il  valore  si  similarità  dell’  n-esimo  cluster  è  L(n),  e  la 
correlazione tra il cluster r e il cluster s è  ( ) ( ) [ ] s r S , . In particolare l’algoritmo nn è composto 
dai seguenti passaggi (Aldenderfer and Blashfield, 1984): 
1.  Si inizia con tutti i cluster disgiunti  a livello n = 0 e L(0) = 1 
2.  Si  trova  la  coppia  meno  dissimile  di  cluster,  detta  coppia  (r)  e  (s),  con: 
( ) ( ) [ ] ( ) ( ) [ ] { } j k S s r S
j k
, max ,
,
=                                                                            (3)               
3.  Si incrementa la sequenza a n = n+1, e si uniscono i gruppi (r) e (s) in un solo cluster. 
Il valore di similarità di questo raggruppamento è: 
  ( ) ( ) [ ] s r S n L , ) ( =                                                                                           (4) 
4.  Si  aggiorna  la  matrice  di  similarità  cancellando  le  righe  e  le  colonne  che 
corrispondono ai cluster (r) e (s) e si aggiunge una riga e una colonna per il cluster   16 
appena formato, indicato con (r,s). I valori degli indici di similarità tra il nuovo cluster,  
e gli altri cluster generici (i) è:  ( ) ( ) [ ] ( ) ( ) [ ] ( ) ( ) [ ] { } s i S r i S s r i S , , , max , , =                        (5)                                
            Se tutte le macchine sono in questo cluster allora il processo è concluso, altrimenti si     
            ritorna al punto 2.  
I risultati generati dal programma sono i seguenti: 
nodi  gruppo 1  gruppo 2  similarità  oggetti in gruppo 
1  m2  m9  0.583  2 
2  nodo1  m16  0.583  3 
3  m4  m15  0.571  2 
4  nodo3  m5  0.500  3 
5  m11  m12  0.500  2 
6  m7  m10  0.375  2 
7  nodo4  m8  0.292  4 
8  nodo7  m6  0.258  5 
9  m1  nodo2  0.250  4 
10  nodo5  m13  0.250  3 
11  nodo9  nodo8  0.240  9 
12  m3  m14  0.200  2 
13  nodo6  nodo10  0.200  5 
14  nodo11  nodo13  0.190  14 
15  nodo14  nodo12  0.167  16 
 
 
La tabella riassume passo passo le aggregazioni, dette nodi, effettuate dall’ algoritmo, che si 
possono rappresentare in un dendogramma: 
    
Nell’  asse  orizzontale  il  valore  dell’  indice,  e  in  verticale  la  gerarchia  di  aggregazione, 
mostrano nell’ordine le varie fusioni ed il rispettivo valore alle quali avvengono, riducendo 
Tabella 5. Nodi generati con l’ applicazione dello SLINK alla matrice di similarità ottenuta con Jaccard 
Figura 5. Dendogramma generato con l’ applicazione dello SLINK alla matrice di similarità ottenuta con Jaccard   17 
sempre  più  il  coefficiente  di  similarità.  L’ordine  esatto  dei  casi  lungo  la  verticale  non  è 
significativo. 
Il  risultato  del  processo  di  clustering  non  dipende  solo  dalla  regola  adottata  per  il 
raggruppamento,  ma  dipende  anche  dalla  scelta  del  valore  di  soglia  che  taglia  il 
dendogramma. Esso è il valore minimo dell’indice al quale si accetta la formazione di cluster, 
dopo questo coefficiente si bloccano le fusioni e si ottiene la formazione finale delle celle. 
Il valore di soglia proposto da Manzini et al. (2010) è definito come segue: 
  { }   { } ] [ nodi p nodi p p value N simil N simil T ⋅ ⋅ ∈ % , % %                                                                    (6) 
dove:    
 %p = percentuale di aggregazione scelta. Manzini et al suggeriscono di utilizzare  
                      percentuali tra 70% e 80% 
            Nnodi = numero di nodi generati dall’ algoritmo 
            simil{N} = valore dell’ indice di similarità che corrisponde al nodo N 
 
Scegliendo una percentuale di taglio pari al 70% si ottiene: 
  { }   { } ] [ { } { } ] [ ] [ 250 . 0 240 . 0 10 , 11 15 70 . 0 , 15 70 . 0 % 70 − = = ⋅ ⋅ ∈ simil simil simil simil Tvalue                (7) 
Tagliando al corrispondente range di similarità si ottiene la seguente configurazione di celle: 
  C1: m1, m2, m9, m16 
  C2: m4, m5, m6, m8, m15 
  C3: m7, m10   
  C4: m11, m12, m13 
  C5: m3 
  C6: m14. 
 
 
 
 
 
 
 
1.3.2  CLINK 
L’ algoritmo è basato sugli stessi punti del precedente, sostituendo la formula del punto 4 
con: 
( ) ( ) [ ] ( ) ( ) [ ] ( ) ( ) [ ] { } s i S r i S s r i S , , , min , , =                                                                                       (8) 
I passaggi delle varie aggregazioni e il relativo dendogramma vengono mostrati di seguito: 
   18 
nodi  gruppo 1  gruppo 2  similarità  oggetti in gruppo 
1  m2  m9  0.583  2 
2  m4  m15  0.571  2 
3  m11  m12  0.500  2 
4  nodo1  m16  0.455  3 
5  nodo2  m5  0.417  3 
6  m7  m10  0.375  2 
7  m6  m8  0.258  2 
8  m1  nodo4  0.200  4 
9  m3  m14  0.200  2 
10  nodo3  m13  0.111  3 
11  nodo5  nodo7  0.087  5 
12  nodo8  nodo9  0.000  6 
13  nodo12  nodo11  0.000  11 
14  nodo13  nodo6  0.000  13 
15  nodo14  nodo10  0.000  16 
 
 
 
 
Tagliando  ora  al  70%  otteniamo  un  range  ] [ 111 . 0 087 . 0 − ,che  porta  alla  formazione  delle 
seguenti celle: 
  C1: m1,m2,m9,m16 
  C2: m4,m5,m15 
  C3: m6,m8 
  C4: m7,m10 
  C5: m11,m12,m13 
  C6: m3,m14. 
 
Tabella 6. Nodi generati con l’ applicazione del CLINK alla matrice di similarità ottenuta con Jaccard 
Figura 6. Dendogramma generato con l’ applicazione del CLINK alla matrice di similarità ottenuta con Jaccard   19 
1.3.3  UPGMA 
Come per i precedenti i passaggi dell’algoritmo sono i medesimi fatta eccezione per il punto 
4 che diventa: 
( ) ( ) [ ] ( ) ( ) ( ) [ ] ( ) ( ) [ ] ( ) s i S r i S
S R I
s r i S , ,
1
, , +  


 


+ ×
=                                                                (9)            
dove I,R,S sono il numero di macchine nei cluster i,r,s e le rispettive agglomerazioni con il 
dendogramma sono di seguito: 
 
nodi  gruppo 1  gruppo 2  similarità  oggetti in gruppo 
1  m2  m9  0.583  2 
2  m4  m15  0.571  2 
3  nodo1  m16  0.519  3 
4  m11  m12  0.500  2 
5  nodo2  m5  0.458  3 
6  m7  m10  0.375  2 
7  m6  m8  0.258  2 
8  m1  nodo3  0.217  4 
9  m3  m14  0.200  2 
10  nodo4  m13  0.181  3 
11  nodo5  nodo7  0.179  5 
12  nodo8  nodo11  0.076  9 
13  nodo12  nodo9  0.060  11 
14  nodo13  nodo6  0.039  13 
15  nodo14  nodo10  0.026  16 
 
 
 
Figura 7. Dendogramma generato con l’ applicazione dell’ UPGMA alla matrice di similarità ottenuta con Jaccard 
Tabella 7. Nodi generati con l’ applicazione dell’ UPGMA alla matrice di similarità ottenuta con Jaccard   20 
Tagliando, come negli altri casi al 70%, otteniamo un range  ] [ 181 . 0 179 . 0 − , che porta alla 
formazione delle stesse celle ottenute con il CLINK (caso non generale, ma relativo a questo 
esempio): 
  C1: m1,m2,m9,m16 
  C2: m4,m5,m15 
  C3: m6,m8 
  C4: m7,m10 
  C5: m11,m12,m13 
  C6: m3,m14. 
 
 
1.3.4  WPGMA 
Il punto 4 diventa:      ( ) ( ) [ ] ( )( ) [ ] ( )( ) [ ] s i S w r i S w s r i S s i r i ⋅ + ⋅ = , , , ,                                           (10)                    
      dove: 
wi,r, wi,s   sono pesi assegnati dal programma in modo che si 
tenga conto del numero di macchine presenti in ogni cluster e  
dell’iterazione in cui ci si trova, fissando pesi decrescenti con il 
susseguirsi delle aggregazioni. 
L’algoritmo porta alle seguenti agglomerazioni e al dendogramma: 
   
nodi  gruppo 1  gruppo 2  similarità  oggetti in gruppo 
1  m2  m9  0.583  2 
2  m4  m15  0.571  2 
3  nodo1  m16  0.519  3 
4  m11  m12  0.500  2 
5  nodo2  m5  0.458  3 
6  m7  m10  0.375  2 
7  m6  m8  0.258  2 
8  m1  nodo3  0.213  4 
9  m3  m14  0.200  2 
10  nodo5  nodo7  0.199  5 
11  nodo4  m13  0.181  3 
12  nodo8  nodo10  0.091  9 
13  nodo12  nodo9  0.056  11 
14  nodo11  nodo6  0.050  5 
15  nodo14  nodo13  0.033  16 
  Tabella 8. Nodi generati con l’ applicazione del WPGMA alla matrice di similarità ottenuta con Jaccard   21 
 
 
Le celle ottenute tagliando al 70% con un range ] [ 199 . 0 181 . 0 −  sono: 
  C1: m1,m2,m9,m16 
  C2: m4,m5,m6,m8,m15 
  C3: m7,m10 
  C4: m11,m12 
  C5: m13 
  C6: m3,m14. 
 
 
 
1.4  ASSEGNAZIONE DELLE PARTI  
Dopo  aver  raggruppato  le  varie  macchine  ed  aver  formato  le  celle  di  lavoro,  ha  inizio 
l’identificazione delle famiglie di parti. Come detto prima, ogni famiglia viene assegnata ad 
una cella in cui dovrebbe subire la maggior parte (se non tutte) delle lavorazioni richieste. 
Ovviamente una famiglia deve essere formata da prodotti il più simili possibile, sia da un 
punto di vista fisico, sia soprattutto, da un punto di vista tecnologico, secondo cioè il loro 
ciclo di lavorazione. 
Il  raggruppamento  delle  parti  viene  dunque  realizzato  cercando  di  minimizzare  i  flussi 
intercellulari,  assegnando  la  generica  parte  alla  cella  che  contiene  il  maggior  numero  di 
operazioni richieste per la lavorazione di quella parte. In altre parole si va alla ricerca del 
Figura 8. Dendogramma generato con l’ applicazione del WPGMA alla matrice di similarità ottenuta con Jaccard   22 
cluster che possiede il maggior numero di macchine facenti parte del ciclo di lavorazione 
della parte, andando in questo modo a scegliere il massimo flusso intracellulare. 
Nel caso in cui ci siano più celle che contano un numero uguale di flussi intracellulari (ICM) 
per la i-esima parte, l’assegnazione avviene, affidando il prodotto al gruppo più piccolo, con il 
numero minore di tipi di macchine. In questo caso i viaggi al di fuori della cella prescelta non 
dipendono dall’assegnazione, sarebbero infatti uguali in tutte le scelte. 
Se anche in questa situazione non si riesce a giungere ad una soluzione, dato che le celle 
hanno anche lo stesso numero di tipi di macchine, allora si assegna la parte al cluster con il 
tempo di lavorazione maggiore per la realizzazione delle operazioni richieste dalla i-esima 
parte. 
I passaggi possono essere sintetizzati come segue, con c = (1,…,C) cella c-esima: 
I.  Si assegna la parte i alla cella c* se     { } ic
c c
ic ICM ICM
*
* max
≠
>                    (11) 
se c* non esiste allora si passa al successivo step 
II.  Si  assegna  la  parte  i alla cella c’  se     { } c mac
c c
c mac N N ,
'
' , min
≠
<              (12)                              
se c’ non esiste allora si passa al successivo step 
III.  Si  assegna  la  parte  i  alla cella c’’ se     { } c i
c c
c i T T ,
' '
' ' , max
≠
>                      (13) 
Alla fine del processo l’insieme delle parti assegnate alla j-esima cella formeranno la j-esima 
famiglia. Vediamo nel dettaglio l’assegnazione rispetto al gruppi di celle trovati in precedenza 
adottando i diversi algoritmi: 
 
  SLINK:      C1: p2,p3,p5,p7,p11,p13,p19,p21,p24,p26,p39 
        C2: p9,p10,p12,p6,p1,p14,p22,p25,p29,p30,p36,p40 
        C3: p18,p27,p28,p34,p37 
        C4: p20,p8,p17,p4,p32,p35,p38,p43 
        C5: p31,p15,p41 
        C6: p33,p16,p23,p42 
   
 
 
CLINK, UPGMA:  C1: p2,p3,p5,p7,p11,p13,p19,p21,p24,p26,p39 
        C2: p9,p6,p22,p25,p29,p36,p40 
        C3: p10,p12,p1,p14,p30,p17,p4 
        C4: p18,p27,p28,p34,p37     
        C5: p20,p8,p32,p35,p38,p43      
        C6: p31,p15,p41,p33,p16,p23,p42   23 
 
WPGMA:    C1: p2,p3,p5,p7,p11,p13,p19,p21,p24,p26,p39 
        C2: p9,p6,p22,p25,p29,p36,p40,p10,p12,p1,p14,p30 
        C3: p18,p27,p28,p34     
        C4: p17,p4,p8,p32,p35,p38,p43      
        C5: p20,p37,p33  
        C6: p31,p15,p41,p16,p23,p42 
 
Il risultato composto del raggruppamento delle macchine in celle e dell’assegnazione delle 
parti porta alla diagonalizzazione delle matrice di incidenza mostrata in precedenza (Tabella 
3). 
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1.4.1  SLINK 
  m 
p 
1  2  9  16  4  5  6  8  15  7  10  11  12  13  3  14 
2    1  1  1      1                   
3  1  1  1  1      1  1                 
5      1                           
7    1  1          1                 
11    1  1        1                   
13  1  1  1  1      1                   
19    1  1  1      1  1                1 
21    1  1  1                         
24      1  1                         
26      1  1        1              1   
39  1    1        1                   
9          1  1    1  1               
10            1  1  1                 
12            1    1                 
6          1  1      1               
1          1  1  1  1                 
14            1  1  1                 
22            1                     
25          1  1  1  1  1               
29          1  1  1                   
30              1  1      1           
36  1          1  1    1               
40          1  1    1  1    1          1 
18              1  1    1  1           
27              1        1           
28              1      1  1           
34                    1  1           
37                1      1      1     
20                1        1    1     
8                        1  1       
17                1        1         
4                1          1       
32                1        1  1       
35                1        1  1  1     
38            1              1       
43    1                    1  1       
31                              1   
15              1                1   
41        1      1                1   
33                      1      1    1 
16                              1  1 
23              1                1  1 
42              1                  1 
 
 
 
 
 
Tabella 9. Matrice diagonalizzata ottenuta con l’ applicazione dello SLINK   25 
 
1.4.2  CLINK - UPGMA 
  m 
p 
1  2  9  16  4  5  15  6  8  7  10  11  12  13  3  14 
2    1  1  1        1                 
3  1  1  1  1        1  1               
5      1                           
7    1  1            1               
11    1  1          1                 
13  1  1  1  1        1                 
19    1  1  1        1  1              1 
21    1  1  1                         
24      1  1                         
26      1  1          1            1   
39  1    1          1                 
9          1  1  1    1               
22            1                     
6          1  1  1                   
25          1  1  1  1  1               
29          1  1    1                 
36  1          1  1  1                 
40          1  1  1    1    1          1 
10            1    1  1               
12            1      1               
1          1  1    1  1               
14            1    1  1               
30                1  1    1           
17                  1      1         
4                  1        1       
18                1  1  1  1           
27                1      1           
28                1    1  1           
34                    1  1           
37                  1    1      1     
20                  1      1    1     
8                        1  1       
32                  1      1  1       
35                  1      1  1  1     
38            1              1       
43    1                    1  1       
33                      1      1    1 
31                              1   
15                1              1   
41        1        1              1   
16                              1  1 
23                1              1  1 
42                1                1 
 
 
 
 
 
Tabella 9. Matrice diagonalizzata ottenuta con l’ applicazione del CLINK e dell’ UPGMA   26 
 
1.4.3  WPGMA 
  m 
p 
1  2  9  16  4  5  6  8  15  7  10  11  12  13  3  14 
2    1  1  1      1                   
3  1  1  1  1      1  1                 
5      1                           
7    1  1          1                 
11    1  1        1                   
13  1  1  1  1      1                   
19    1  1  1      1  1                1 
21    1  1  1                         
24      1  1                         
26      1  1        1              1   
39  1    1        1                   
9          1  1    1  1               
22            1                     
6          1  1      1               
25          1  1  1  1  1               
29          1  1  1                   
36  1          1  1    1               
40          1  1    1  1    1          1 
1          1  1  1  1                 
30              1  1      1           
10            1  1  1                 
12            1    1                 
14            1  1  1                 
18              1  1    1  1           
27              1        1           
28              1      1  1           
34                    1  1           
17                1        1         
4                1          1       
8                        1  1       
32                1        1  1       
35                1        1  1  1     
38            1              1       
43    1                    1  1       
20                1        1    1     
37                1      1      1     
33                      1      1    1 
31                              1   
15              1                1   
41        1      1                1   
16                              1  1 
23              1                1  1 
42              1                  1 
 
 
Possiamo  notare  come  ogni  algoritmo  porti  ad  individuare  differenti  gruppi  di  macchine, 
differenti assegnazioni delle parti da lavorare ai vari cluster, e differenti flussi intercellulari 
evidenziati dagli 1 posti fuori dal blocco diagonale. Ogni caso è a se stante e non esiste una 
Tabella 11. Matrice diagonalizzata ottenuta con l’ applicazione del WPGMA   27 
regola  generale  che  a  priori  possa  identificare  quale  sia  la  soluzione  migliore.  Gupta  e 
Seifoddini  (1989)  attraverso  studi  su  ampi  campioni  di  problemi  di  raggruppamento 
propongono il CLINK come migliore algoritmo di clustering in quanto soffre meno di altri del 
problema del “concatenamento”. 
La letteratura propone un vasto set di indici di efficienza che vanno a valutare le prestazioni 
generate dai vari coefficienti di similarità e dai vari algoritmi, basandosi su varie prospettive. 
Questi indici, analizzando aspetti differenti, possono fornire indicazioni contrastanti. La scelta 
si  baserà  su  quali  sono  le  caratteristiche  a  cui  si  vuole  dare  più  importanza  per  la 
realizzazione del layout finale.    
 
1.5  VALUTAZIONE PRESTAZIONE CLUSTERING 
Sarker (2001) raccoglie, discute e confronta le più importanti misure di efficienza in CM. 
L’assunzione che accomuna i vari indici è che la struttura dei dati presenti nella matrice 
diagonalizzata è in grado di rispecchiare la qualità di una soluzione. Questo perché essa è 
ottenuta  a  partire  da  una  serie  di  dati  rigardanti  risorse  produttive  e  prodotti.  La 
concentrazione di 1 nel blocco diagonale è un estimatore dell’utilizzo delle macchine dentro 
le celle di appartenenza, mentre gli 1 fuori dalla diagonale indicano i movimenti intercellulari. 
La prima considerazione implica che ogni sottomatrice diagonale dovrebbe essere piena di 1 
per ottenere il punteggio massimo. Questo è abbastanza irrealistico in quanto è molto difficile 
non solo che l’intera capacità delle macchine venga saturata all’interno di ogni cella, ma 
anche  che  ogni  parte  visiti  tutte  le  macchine  all’interno  della  cella.  La  seconda 
considerazione invece implica che la situazione migliore la si avrebbe con totale assenza di 
1  al  di  fuori  del  blocco  diagonale.  Anche  questa  ipotesi  è  piuttosto  restrittiva  in  quanto 
richiede che ogni prodotto svolga l’intero ciclo in un’unica cella, ma può essere soddisfatta 
tramite la duplicazione delle macchine come vedremo in seguito. 
Una sintesi degli indici a disposizione è di seguito riportata, (alto) e (basso) si riferiscono alla 
migliore prestazione che è richiesta dall’indice stesso. 
 
•  Global Inside cells density - ICD (alto)  
     
diagonale   blocco   nel   elementi   di   numero
diagonale   blocco   nel    1   di   numero
= ICD                                    (14)  
                                                                      
•  Exceptional Elements - EE (basso)                         
diagonale   blocco   dal   fuori   1   di   numero = EE                                           (15) 
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•  Grouping Efficiency - η (Sarker 2001) (alto)   
  ( ) 2 1 1 η η η q − + = q                                                                               (16) 
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dove: 
      ed      numero di 1 nel blocco diagonale                                                                                                                     
                    e0      numero di 1 fuori dal blocco diagonale  
                     k       numero di blocchi diagonali 
                      M      numero di macchine 
                     N      numero di parti  
            Mr     numero di macchine nelle r-esima cella    
                 Nr     numero di parti assegnate alla r-esima cella  
                      q       fattore che fissa l’ importanza tra 1 e vuoti. 
                                    ponenodolo a 0.5 hanno la stessa importanza    
                                                                                 
•  Grouping Efficacy -τ  (Kumar and Chandrasekharan 1990) (alto)  
     
v
o
e e
e e
+
−
= τ                                                                                              (19) 
    dove: 
       e      numero totale di 1 nella matrice 
                  ev     numero di vuoti nel blocco diagonale 
 
•  Grouping Measure - ηG (Miltenburg and Zhang 1991) (alto)   
       
m u g η η η − =                                                                                             (20) 
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•  Group technology efficiency - GTE (Nair and Narendram 1998) (alto)  
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dove:  
I    massimo numero di viaggi intercellulari 
                U     numero di viaggi intercellulari richiesti realmente dal sistema 
                 ri      massimo numero di operazioni per la parte i 
          

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=
altrimenti     
cella    stessa   nella   avvengono   1 s   s,   operazione   se     
1
0
is Xl  
                     
•  Bond efficiency - BE (alto)                                                                 
        ( ) GTE q IDC q BE ⋅ − + ⋅ = 1                                                                         (26) 
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Le prestazioni degli algoritmi visti in precedenza, analizzate attraverso gli indici proposti sono 
raccolte nella seguente tabella: 
 
  ICD  EE  η  τ   ηG  GTE  BE 
SLINK  0.64  38  0.78  0.51  0.36  0.60  0.62 
CLINK  0.70  47  0.80  0.50  0.35  0.52  0.61 
WPGMA  0.66  38  0.79  0.52  0.38  0.60  0.63 
 
 
Possiamo notare come il CLINK mostri una maggiore compattezza all’interno di ogni cella, in 
quanto ha un valore più elevato dell’indice ICD, nello stesso momento però presenta anche 
un maggior numero di operazioni che vengono svolte al di fuori delle celle a cui i prodotti 
sono stati assegnati (EE). Secondo il coefficiente η, che è una media ponderata tra due 
funzioni, una che riguarda la densità all’interno della cella, e l’altra la densità al di fuori della 
cella, il CLINK sembra portare ancora una volta alla migliore configurazione. Non vale lo 
stesso per τ che misurando il rapporto tra gli 1 presenti nel blocco diagonale e gli 1 totali 
sommati con gli 0 del blocco diagonale, indica come migliore soluzione il WPGMA. Porta allo 
stesso  risultato  il  coefficiente  ηG  che  diminuisce  all’aumentare  del  numero  di  operazioni 
svolte al di fuori della cella. 
Interessante è l’indice GTE che si concentra sul quantitativo di flussi previsti dai dati del 
sistema  e  quelli  effettivamente  ottenuti  in  seguito  alle  elaborazioni  degli  algoritmi,  alla 
crescita di quest’ultimi il suo valore diminuisce. Infine il BE è un indice molto importante in 
quanto  dipende  sia  dalla  compattezza  presente  all’interno  della  cella  (ICD),  sia  dalla 
minimizzazione dei movimenti intercellulari (GTE), ai quali tramite q si può dare maggiore, 
minore, uguale peso. Scegliendo quest’ultima opzione, e ponendo q = 0.5 si ottiene che il 
migliore risultato è garantito dall’algoritmo WPGMA. 
Come  anticipato,  risulta  evidente  che  le  varie  valutazioni  sulle  prestazioni  del  clustering 
conducono a scelte differenti. In base dunque alle caratteristiche richieste dal layout finale si 
può scegliere la configurazione migliore. Ad esempio se si predilige un layout con un elevato 
carico di lavoro dentro ad ogni cella si può optare per la soluzione proposta dal CLINK, 
mentre  se  si  preferisce  minimizzare  i  viaggi  tra  le  varie  celle  si  scegli  la  proposta  del 
WPGMA. Queste valutazioni sono ovviamente inerenti solo al caso preso in esame, ogni 
caso va infatti analizzato a se stante. 
 
 
Tabella 12. Confronto tramite vari indice delle prestazioni ottenute con gli algoritmi applicati   30 
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2. GUPTA AND SEIFODDINI SIMILARITY INDEX 
Fino a questo momento ci siamo concentrati sull’utilizzo di un unico coefficiente di similarità, 
il Jaccard, che facendo parte della categoria “general purpose” è un indice generico che può 
essere applicato in varie discipline. Esso sviluppa dunque un modello di sicuro affidamento, 
che ha una notevole flessibilità. Ma proprio per la sua generalità, non tiene conto di molti 
importanti parametri produttivi, e si focalizza esclusivamente sui dati presenti nella matrice di 
incidenza data come input. Matrice che si limita a definire il numero di parti che visitano una 
coppia di macchine, il numero di parti che visitano una sola delle due macchine, e il numero 
di parti che non visitano le due macchine. 
Molte misure di similarità tra macchine e parti sono state proposte nelle ultime due decadi, 
ed esse entrano a far parte di quella categoria definita in precedenza “problem oriented”, che 
comprende indici specializzati per l’applicazione nei settori industriali. Tra questi, Gupta e 
Seifoddini  (1990)  propongono  il  Gupta  and  Seifoddini  similarity  index  (GS).  Il  nuovo 
coefficiente è un’estensione del Jaccard che va a considerare i volumi produttivi delle parti, 
le sequenze con cui avvengono le varie operazioni e i tempi nei quali queste operazioni 
avvengono, è definito nel seguente modo: 
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dove:  
 i        è la generica parte (1,…,N); 
 mi       è il volume della parte i pianificato in un orizzonte temporale definito; 
 ni      è il numero di volte che la parte i visita in sequenza le macchine k1, k2; 
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     dove: 
ni,k1     è il numero di volte che la parte i visita la macchina k1 
ni,k2     è il numero di volte che la parte i visita la macchina k2   32 
Ti,k1,o   è il tempo di lavorazione della parte i su k1 nella visita o 
Ti,k2,o   è il tempo di lavorazione della parte i su k2 nella visita o 
     
Ogni  parte  che  viene  processata  da  una  coppia  di  macchine  aumenta  il  loro  valore  di 
similarità,  una  parte  che  viene  processata  da  una  coppia  di  macchine,  poste  queste  in 
sequenza, aumenta il valore dell’indice, e una parte invece che viene processata solamente 
da una delle due macchine tende a diminuire il coefficiente. In più, a differenza del Jaccard, 
un  alto  volume  processato  da  un  paio  di  macchine  contribuisce  maggiormente  alla  loro 
similarità rispetto a un volume più piccolo. Spesso, inoltre, una parte deve visitare più di una 
volta la stessa macchina, il nuovo coefficiente permette di considerare anche questi casi, 
sfruttando dunque a pieno i dati sulla sequenza delle operazioni. Ovviamente ogni visita è 
vista come un ritorno di materiale che genera un flusso aggiuntivo, dunque va evitata se 
possibile. Infine il valore di similarità viene corretto anche dal rapporto tra il minimo tempo di 
processamento tra le due macchine, e il massimo tempo tra le stesse. 
Consideriamo una ipotetica situazione, proposta dagli stessi autori Gupta and Seifoddini, con 
tre  macchine  (A,  B,  C)  e  due  parti  (1,  2).  La  rispettiva  matrice  di  incidenza  e  i  dati  da 
considerare sono: 
 
        
                   
 
 
I risultati che si ottengono applicando le due procedure sono: 
  SAB  SBC  SAC  configurazione celle 
Jaccard  0.500  0.500  0.000  (A,B),(C) o (B,C),(A) 
Gupta and Seifoddini  0.999  0.002  0.000  (A,B),(C) 
 
Mentre il Jaccard considerando solo i dati conferiti dalla matrice, assegna alle celle uguali 
valori  di  similarità,  e  fornisce  due  soluzione  equivalenti,  il  nuovo  coefficiente  influenzato 
dall’alto volume di p1, dal ritorno nella macchina B di p2 e dai vari tempi di lavorazione, 
assegna un più alto valore alla coppia (A,B). 
 
 
 
 
 
  1  2 
volumi  10000  10 
sequenze   A -  B  B - C - B 
tempi  50 - 45  1 - 10 - 5 
  1  2 
A  1   
B  1  1 
C    1 
Tabella 13  Tabella 14 
Tabella 15   33 
A questo punto non resta che applicare il nuovo indice proposto al nostro caso (tabella 3), e 
considerando l’ ipotesi semplificativa di matrice simmetrica si ottiene: 
000 . 1 000 . 0 006 . 0 000 . 0 000 . 0 000 . 0 000 . 0 675 . 0 033 . 0 000 . 0 174 . 0 000 . 0 000 . 0 069 . 0 177 . 0 061 . 0 16
000 . 1 112 . 0 000 . 0 000 . 0 000 . 0 042 . 0 000 . 0 099 . 0 000 . 0 015 . 0 468 . 0 675 . 0 000 . 0 000 . 0 009 . 0 15
000 . 1 178 . 0 000 . 0 000 . 0 124 . 0 006 . 0 025 . 0 000 . 0 232 . 0 015 . 0 070 . 0 123 . 0 001 . 0 000 . 0 14
000 . 1 243 . 0 176 . 0 133 . 0 000 . 0 033 . 0 000 . 0 000 . 0 000 . 0 000 . 0 000 . 0 000 . 0 000 . 0 13
000 . 1 675 . 0 000 . 0 000 . 0 221 . 0 000 . 0 000 . 0 048 . 0 000 . 0 000 . 0 039 . 0 000 . 0 12
000 . 1 000 . 0 000 . 0 367 . 0 000 . 0 000 . 0 000 . 0 000 . 0 000 . 0 107 . 0 000 . 0 11
000 . 1 000 . 0 087 . 0 593 . 0 186 . 0 004 . 0 019 . 0 000 . 0 000 . 0 000 . 0 10
000 . 1 189 . 0 000 . 0 122 . 0 000 . 0 000 . 0 035 . 0 370 . 0 106 . 0 9
000 . 1 000 . 0 234 . 0 228 . 0 068 . 0 053 . 0 158 . 0 033 . 0 8
000 . 1 216 . 0 000 . 0 000 . 0 000 . 0 000 . 0 000 . 0 7
000 . 1 249 . 0 059 . 0 202 . 0 149 . 0 070 . 0 6
000 . 1 684 . 0 000 . 0 000 . 0 010 . 0 5
000 . 1 000 . 0 000 . 0 000 . 0 4
000 . 1 000 . 0 000 . 0 3
000 . 1 262 . 0 2
000 . 1 1
16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
m
m
m
m
m
m
m
m
m
m
m
m
m
m
m
m
m m m m m m m m m m m m m m m m
 
 
Decidiamo di utilizzare come algoritmo di clustering il CLINK, la sequenza delle fusioni e il 
relativo dendogramma sono:  
 
nodi  gruppo 1  gruppo 2  similarità  oggetti in gruppo 
1  m5  m4  0.684  2 
2  m9  m16  0.675  2 
3  m11  m12  0.675  2 
4  m10  m7  0.593  2 
5  nodo1  m15  0.468  3 
6  m2  m1  0.262  2 
7  nodo3  m8  0.221  3 
8  m6  m3  0.202  2 
9  nodo8  m14  0.123  3 
10  nodo2  nodo6  0.061  4 
11  nodo7  m13  0.033  4 
12  nodo5  nodo10  0.000  7 
13  nodo12  nodo11  0.000  11 
14  nodo4  nodo13  0.000  13 
15  nodo14  nodo9  0.000  16 
 
Tabella 16. Matrice di similarità applicando Gupta and Seifoddini  
Tabella 17. Nodi generati con l’ applicazione del CLINK alla matrice di similarità ottenuta con GS   34 
 
 
Tagliando  ad  un  valore  di  soglia  al  70%  come fatto  in  precedenza,  si  ottiene    un  range 
] [ 061 . 0 033 . 0 − , a cui seguono le celle: 
  C1: m1,m2,m9,m16 
  C2: m4,m5,m15 
  C3: m7,m10 
  C4: m8,m11,m12 
  C5: m13 
  C6: m3,m6,m14. 
 
Alle quali vengono assegnate le seguenti parti: 
C1: p2,p3,p5,p7,p11,p13,p19,p21,p24,p26,p39 
  C2: p9,p6,p22,p25,p29,p36,p40,p1 
  C3: p30,p18,p27,p28,p34     
  C4: p10,p12,p14,p20,p17,p4,p8,p32,p35,p38,p43      
  C5: p37,p33  
  C6: p31,p15,p41,p16,p23,p42 
 
 
 
 
 
Figura 9. Dendogramma generato  con l’ applicazione del CLINK alla matrice di similarità ottenuta con GS   35 
Fino ad ottenere la matrice diagonalizzata finale:  
  m 
p 
1  2  9  16  4  5  15  7  10  8  11  12  13  3  6  14 
2    1  1  1                      1   
3  1  1  1  1            1          1   
5      1                           
7    1  1              1             
11    1  1                        1   
13  1  1  1  1                      1   
19    1  1  1            1          1  1 
21    1  1  1                         
24      1  1                         
26      1  1            1        1     
39  1    1                        1   
9          1  1  1      1             
22            1                     
6          1  1  1                   
25          1  1  1      1          1   
29          1  1                  1   
36  1          1  1                1   
40          1  1  1    1  1            1 
1          1  1        1          1   
30                  1  1          1   
18                1  1  1          1   
27                  1            1   
28                1  1            1   
34                1  1               
10            1        1          1   
12            1        1             
14            1        1          1   
17                    1  1           
4                    1    1         
20                    1  1    1       
8                      1  1         
32                    1  1  1         
35                    1  1  1  1       
38            1            1         
43    1                  1  1         
37                  1  1      1       
33                  1        1      1 
31                            1     
15                            1  1   
41        1                    1  1   
16                            1    1 
23                            1  1  1 
42                              1  1 
 
 
Per mettere a confronto i risultati ottenuti e valutarne le prestazioni presentiamo due nuove 
misure che  pongono maggiore  attenzione  ai  carichi  di  lavoro  delle  celle,  basandosi  sulle 
assegnazioni di macchine e parti fatte in precedenza, sui volumi e sui tempi necessari per le 
varie operazioni: 
Tabella 18. Matrice diagonalizzata con indice GS   36 
•  Quality Index - QI (Seifoddini and Djassemi 1994, 1996) (alto) 
PW
ICW
QI − =1                                                                              (29) 
dove 
  ICW  carico di lavoro all’ interno delle celle 
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  PW   carico di lavoro impianto 
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dove 
N  è  il  numero  di  parti,  i=1,…,N  la  generica  parte,  M  il  numero  di 
macchine e k=1,…,M la generica macchina. 
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•  Grouping Efficiency based on QI - ηQI (alto) 
( )QI q q QI − + = 1 1 η η                                                                         (32) 
dove 
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La tabella 19 raccoglie i valori delle misure sopra presentate: 
 
  QI  ηQI 
Jaccard, CLINK  0.75  0.74 
Gupta and Seifoddini, CLINK  0.84  0.80 
 
 
 
Tabella 19. Confronto tra i due undici utilizzati   37 
 
Un più alto valore dell’indice QI significa che GS crea delle celle dotate di una maggiore 
indipendenza,  cioè  processano  un  elevato  carico  di  lavoro  e  massimizzano  i  flussi 
intracellulari  per  minimizzare  i  flussi  intercellulari.  Per  quanto  riguarda  ηQI,  esso  è  una 
modifica del precedente indice Grouping Efficiency che non si ferma solo a considerare la 
densità all’interno della cella, ma la mette in relazione con la misura appena calcolata QI, 
facendo una media pesata delle due funzioni. 
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3.  VALUTAZIONE   SULLA    DUPLICAZIONE     DELLE  
     MACCHINE                     
Lo  scopo  di  questo  capitolo  è  di  presentare  una  procedura  che  ottimizzi  e  aggiusti,  se 
possibile,  la  configurazione  ottenuta  in  precedenza  tramite  la  cluster  analysis.  Il  modello 
proposto analizza i flussi intercellulari che compaiono nella soluzione finale (rappresentati 
dagli 1 fuori dal blocco diagonale), per identificare quali possono essere le macchine “collo di 
bottiglia”. La definizione si riferisce a quei tipi di macchine il cui utilizzo è richiesto da celle 
differenti da quella in cui sono state assegnate, questo comporta la necessità di maggiore  
capacità  produttiva,  con  il  rischio  di  aumento  dei  tempi  di  coda  oltre  che  dei  flussi 
nell’impianto, con la conseguenza di vincolare la produzione ai ritmi di queste macchine. Al 
fine di evitare questa situazione si valuta la convenienza di duplicare le macchine nelle celle 
che le richiedono, tenendo conto che: 
•  la  duplicazione  porta  all’installazione  di  una  o  più  nuove  risorse  produttive,  di 
conseguenza aumentano i costi diretti; 
•  la  duplicazione  permette  di  minimizzare  i  flussi  intercellulari,  ciò  implica  una 
diminuzione dei costi indiretti e una crescente indipendenza delle singole celle.  
L’obiettivo  è  di  raggiungere  il  migliore  bilanciamento  tra  aumento  del  numero  di  tipi  di 
macchine installate e diminuzione degli spostamenti di materiale tra una cella e l’altra, cioè 
tra costi diretti e indiretti. Va considerato che un aumento dell’ uno porta ad una diminuzione 
dell’altro, e viceversa. 
Per procedere con la trattazione del problema dobbiamo presentare tre semplici indici di 
valutazione delle prestazioni, che tengono conto dell’influenza dei costi: 
•  Total  Number  of  Machines  -  TNM  (basso):  il  numero  totale  di  macchine  presenti 
nell’impianto è un indicatore dei costi diretti del sistema. In particolare confrontando il 
valore dell’ indice prima e dopo la duplicazione può essere visto l’aumento dei costi. Il 
numero Wck di una particolare tipo di macchina k assegnata alla specifica cella c, è: 
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dove: 
    i              è la generica parte (1,…,N); 
    o             è la generica operazione (1,…,O); 

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=
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1
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    mi                 è il volume della parte i;   39 
    Ticko        è il tempo di lavorazione della parte i in k nella cella c durante o; 
    Gk          è il tempo disponibile per la macchina k;        
•  Total Intercellular Flows - TIF (basso): quantifica il numero di flussi necessari per 
muovere l’intero volume delle parti dalle celle a cui sono state assegnate verso altre 
celle, ed è dunque uno stimatore dei costi indiretti del sistema; 
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•  Total  Duplication  Cost  -  TDC  (basso):  è  la  somma  dei  costi  diretti  generati  dalla 
duplicazione e dei costi indiretti. Deriva dal calcolo dei due indici sopra presentati ai 
quali vengono moltiplicati i rispettivi costi. In formule:  
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dove: 
€k    è il costo di duplicazione della macchina k 
€cc’    è il costo di un flusso tra cella c e cella c’ 
mi    è il volume della generica parte i  
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Nel  caso  in  cui  non  ci  sia  stata  duplicazione  il  costo  totale  è  pari  esclusivamente  alle 
sommatorie sui costi dei flussi (secondo termine), nel frangente in cui invece sia avvenuta 
duplicazione il costo totale è esattamente la somma dei due termini. La situazione migliore 
sarà data dal giusto bilanciamento tra i due costi in modo da minimizzare il TDC. 
Come risultato, ad ogni area di lavoro verrà assegnato il numero ottimo di tipi di macchine 
per  realizzare  la  produzione  richiesta,  in  questo  modo  tutte  le  parti  con  processi  simili 
possono  essere  lavorate  nella  stessa  cella  riducendo  tempi  e  costi  di  set-up,  di 
movimentazione, di coda e di lead-time di produzione.  
Passiamo a questo punto ad analizzare la soluzione ottenuta con il Gupta and Seifoddini 
similarity index di tabella 18: le macchine possibili “collo di bottiglia” sono m1, m2, m16, m5, 
m10, m8, m13, m6, m14. 
In base a quanto scritto prima sceglieremo di duplicare una generica macchina k solo nel 
caso in cui il costo dei flussi che mi permette di risparmiare la sua installazione è maggiore 
del suo costo effettivo di duplicazione. In altre parole duplicheremo una generica macchina k 
appartenente alla cella c in una nuova cella c’ se il costo di duplicazione della macchina k è   40 
minore  del  costo  generato  dai  flussi  dalla  cella  c  alla  cella  c’,  o  viceversa,  delle  parti 
assegnate a c’ che richiedono la lavorazione della macchina k. Cioè se: 
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dove:   
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Per procedere con i calcoli consideriamo i seguenti dati: 
•  €c,c’,unitario = 0.05 
m
€ , considerando una media di 60 metri, allora  €c,c’ = 3  € 
•  per quanto riguarda i costi di duplicazione delle macchine (€k), consideriamo: 
 
ID      €k  ID     €k 
m1  100’000  m9  60’000 
m2  50’000  m10  40’000 
m3  20’000  m11  15’000 
m4  50’000  m12  30’000 
m5  75’000  m13  60’000 
m6  40’000  m14  80’000 
m7  100’000  m15  25’000 
m8  40’000  m16  40’000 
 
 
•  i volumi (mi) dati in pezzi al mese, vanno trasformati in pezzi all’ anno, e supponendo 
una domanda costante per tutti i mesi li moltiplichiamo per un coefficiente pari a 10  
 
Operando in questo, otteniamo, ad esempio, che la duplicazione della macchina m5 (C2) in 
C4 mi permette di risparmiare 90'870 € di flussi tra C2 e C4, contro un costo di 75'000 € per 
la sua installazione, quindi la sua duplicazione è conveniente. In tutto vengono proposte sei 
duplicazioni convenienti: 
    m5  C4 
    m8  C1 
    m8  C2 
    m6  C1 
    m6  C3 
    m6  C4 
 
Tabella 20. Costi di duplicazione delle macchine   41 
I risultati che si ottengono nella matrice diagonalizzata sono subito evidenti: 
 m 
p 
1  2  6  8  9  16  4  5  8  15  7  6  10  8  5  6  11  12  13  3  6  14 
2    1  1    1  1                                 
3  1  1  1  1  1  1                                 
5          1                                   
7    1    1  1                                   
11    1  1    1                                   
13  1  1  1    1  1                                 
19    1  1  1  1  1                                1 
21    1      1  1                                 
24          1  1                                 
26        1  1  1                            1     
39  1    1    1                                   
9              1  1  1  1                         
22                1                             
6              1  1    1                         
25              1  1  1  1                      1   
29              1  1                          1   
36  1              1    1                      1   
40              1  1  1  1      1                  1 
1              1  1  1                        1   
30                        1  1  1                 
18                      1  1  1  1                 
27                        1  1                   
28                      1  1  1                   
34                      1    1                   
10                            1  1  1             
12                            1  1               
14                            1  1  1             
17                            1      1           
4                            1        1         
20                            1      1    1       
8                                  1  1         
32                            1      1  1         
35                            1      1  1  1       
38                              1      1         
43    1                              1  1         
37                          1  1          1       
33                          1            1      1 
31                                        1     
15                                        1  1   
41            1                            1  1   
16                                        1    1 
23                                        1  1  1 
42                                          1  1 
 
 
Nel  passaggio  precedente  tutte  le  celle  sono  state  equipaggiate  con  il  numero  più 
conveniente di tipi di  macchine. Ora è necessario calcolare il numero di unità richiesto per 
ogni tipo di macchina (TNM) per soddisfare i volumi dati, che si ottiene dividendo il tempo 
necessario per lavorare tutte le parti, con il tempo disponibile per ogni singola macchina 
Tabella 21. Matrice diagonalizzata dopo la duplicazione   42 
supponendo si lavori per 16 ore al giorno e per 20 giorni al mese, e arrotondando il tutto 
all’intero successivo. 
 
 
 
 
 
A questo punto possiamo valutare quali siano stati i cambiamenti ottenuti con la scelta di 
duplicare le macchine in più celle: 
  EE  QI  TNM  TIF  TDC (€) 
prima  43  0.84  38  21’395  641’850 
dopo  19  0.94  44  8’184  520’520 
 
 
Come  ci  aspettavamo,  dopo  la  duplicazione,  notiamo  un  forte  calo  del  numero  di  1  che 
stanno fuori dal blocco diagonale (EE), il che comporta un decremento nel numero di flussi 
che i materiali devono compiere da cella a cella per completare le loro lavorazioni (TIF). Le 
celle hanno aumentato di 6 unità le macchine al loro interno (TNM) con incremento dei costi 
diretti ma questo sembra portare ad una maggiore uniformità ed indipendenza tra le celle 
(QI),  risultato  che  cerchiamo  di  ottenere  fin  dall’inizio  della  trattazione.  Grazie  infatti  alla 
buona scelta e al criterio usato per valutare la duplicazione delle macchine, l’incremento dei 
costi diretti viene compensato da un maggiore decremento dei costi indiretti, che porta nel 
complesso ad avere un costo totale di duplicazione più vantaggioso. 
cella  macchine  unità 
 1  m1  1 
  m2  2 
  m9  4 
  m16  2 
2  m4  2 
  m5  2 
  m15  2 
3  m7  1 
  m10  4 
4  m8  5 
  m11  2 
  m12  3 
5  m13  1 
6  m3  4 
  m6  2 
  m14  1 
TOT    38 
cella  macchine  unità 
1  m1  1 
  m2  2 
  m9  4 
  m16  2 
  m6  1 
  m8  1 
2  m4  2 
  m5  2 
  m15  2 
  m8  1 
3  m7  1 
  m10  4 
  m6  1 
4  m8  5 
  m11  2 
  m12  3 
  m5  1 
  m6  1 
5  m13  1 
6  m3  4 
  m6  2 
  m14  1 
TOT    44 
Tabella 22. Numero di macchine senza duplicazione 
Tabella 23. Numero di macchine con duplicazione 
Tabella 24. Confronto tra configurazione prima della duplicazione (tabella 18), e dopo la duplicazione (tabella 21)   43 
CONCLUSIONE 
Nei capitoli è stata presentata una forma di progettazione e gestione dei sistemi produttivi 
manifatturieri basata sul concetto della cellular manufacturing. Essa deriva dal cambiamento 
stimolato nelle aziende dalle innovazioni tecnologiche e da un mercato la cui domanda è in 
continua variazione. Nasce la necessità di dotarsi di strutture con maggiore flessibilità, in 
grado di lavorare famiglie di prodotti simili tra loro. In questo modo si cerca di stabilizzare la 
domanda, andando a sommare su un’unico sistema le domande medio-basse di vari prodotti 
simili, mantenendo volumi di produzione competitivi. Questo tipo di impianto prende il nome 
di sistema FMS (Flexible Manufacturing System) ed è generalmente costituito da celle di 
macchine operatrici a controllo numerico servite da sistemi automatici di movimentazione dei 
pezzi e di movimentazione degli utensili. I principali vantaggi conseguiti all’introduzione di un 
FMS  sono:  possibilità  di  riorganizzare  la  sequenza  delle  operazioni  nel  breve  termine  a 
fronte  di  cambiamenti  improvvisi  della  domanda,  possibilità  di  lavorare  con  set-up 
masherato, possibilità di lavorare contemporaneamente parti differenti, tasso di saturazione 
dell’impianto  molto  elevato,  riduzione  dei  magazzini  di  pezzi  grezzi  e  semilavorati, 
diminuzione del lead-time di produzione, cioè del tempo impiegato dal materiale dall’entrata 
nel  magazzino  dei  grezzi,  all’uscita  dal  magazzino  prodotti  finiti.    Come  dimostrato 
ampiamente dalla letteratura, la cellular manufacturing  rappresenta una effettiva, e molto 
utilizzata,  proposta  per  l’organizzazione  di  questi  sistemi  produttivi  in  quanto  garantisce 
quella flessibilità e quella reattività che sono richieste dal mercato.  Qui è stata presentata 
una  procedura  sistematica  e  multivariata  di  supporto  ai  manager  nella  configurazione  di 
questo tipo di impianti tramite l’utilizzo della cluster analysis. A partire dalla conoscenza di 
dettagliate informazioni produttive, si applicano opportuni indici di similarità. Abbiamo visto gli 
effetti  generati  sulle  relazioni  esistenti  tra  le  varie  risorse  produttive,  da  indici  di  ordine 
generale applicati in varie discipline, e da indici che sono un’evoluzione dei precedenti, creati 
nello specifico per la soluzione del problema richiesto. Successivamente sono stati applicati 
vari algoritmi di clustering per la formazione di celle di lavoro, e tramite l’assegnazione delle 
parti è stata creata una matrice diagonalizzata, sulla quale è possibile valutare le differenti 
prestazioni  offerte  dai  numerosi  algoritmi.  Come  ultimo  passaggio  è  stata  migliorata  la 
configurazione finale ottenuta con la cluster analysis, sfruttando la possibilità di duplicazione 
delle  macchine  in  più  celle,  andando  a  ridurre  i  flussi  intercellulari  e  i  costi  indiretti.  Le 
conclusioni a cui si è giunti non sono da considerarsi di carattere generale, la letteratura si 
aspetta  dalle  future  ricerche  numerose  analisi  per  testare  la  procedura  su  differenti  casi 
aziendali,  cercando  di  apportare  delle  migliorie  tramite  l’introduzione  di  nuovi  vincoli  e 
variabili, come cicli di lavoro alternativi, localizzazione delle macchine nelle celle e nuove 
misure di efficienza in presenza di duplicazione di macchine.   44 
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