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Resumen: La descripcio´n de entidades es una tarea indispensable en la generacio´n
automa´tica de texto para cualquier tipo de discurso. Todo texto necesita referirse
a elementos del mundo con distintos fines, y la base de estas referencias sera´n las
descripciones que se han hecho de dichos elementos anteriormente. En este proce-
so se hayan involucradas dos de las tareas ba´sicas de la Generacio´n de Lenguaje
Natural (GLN): la Determinacio´n de Contenido y la Generacio´n de Expresiones de
Referencia. En este trabajo se estudia la relacio´n entre ambas al describir entidades
y referirse a ellas en cualquier tipo de discurso generado automa´ticamente. Para ello
sera´ necesario revisar la arquitectura cla´sica de pipeline, estudiando las interacciones
que pueden ser necesarias entre los distintos mo´dulos involucrados.
Palabras clave: Descripcio´n de entidades, Generacio´n de lenguaje natural, Gene-
racio´n de expresiones de referencia, Arquitecturas GLN
Abstract: Entity description is an essential task in automatic generation of text
for any kind of discouse. Every text needs to refer to domain elements with diffe-
rent goals, and the baseline of these references would be the descriptions of these
elements presented before. Two of the main tasks of Natural Language Generation
(NLG) are involved in this process: Content Determination and Referring Expres-
sion Generation. In this work the relation between them is studied from the point
of view of entity descriptions and references in any type of automatically generated
discourse. It would be necessary to revise the classic pipeline architecture, exploring
the interactions between the different modules involved.
Keywords: Entity description, Natural language generation, Referring Expression
Generation, NLG arquitectures
1. Introduccio´n
La descripcio´n de entidades es una tarea
indispensable en la generacio´n automa´tica de
texto para cualquier tipo de discurso. Desde
los sistemas de dia´logo hasta los textos narra-
tivos todo texto generado necesita referirse a
elementos del mundo con distintos fines, y la
base de estas referencias sera´n las descripcio-
nes que se hayan hecho de dichos elementos
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anteriormente. En ocasiones las entidades re-
feridas necesitara´n ser distinguidas de otras
del mismo tipo o con caracter´ısticas comu-
nes, y para ello sus caracter´ısticas debera´n
ser expuestas de manera que puedan ser u´tiles
para tal fin. Otras veces la informacio´n con
que son descritas ciertas entidades sera´ im-
portante para una comprensio´n completa del
discurso.
La importancia de estas descripciones es
mayor cuando el tipo de discurso hace que la
u´nica informacio´n disponible para el lector u
oyente sea la dada en el propio discurso. En
el contexto de un dia´logo entre dos personas,
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el oyente dispone tanto de la informacio´n del
entorno que les rodea como de las ideas in-
tercambiadas entre ambos. Por ello, una refe-
rencia como “la mesa” podr´ıa ser entendida
sin necesidad de mayores explicaciones. Sin
embargo, en un discurso donde la comunica-
cio´n es exclusivamente lingu¨´ıstica y no hay
ningu´n contexto visual, la u´nica informacio´n
de la que dispondra´ el lector u oyente es la
que se ha mostrado en el texto, y por ello
las descripciones de las entidades del discur-
so sera´n cruciales para que el texto transmita
la informacio´n deseada.
En la generacio´n y posterior uso de estas
descripciones de entidades se hayan involu-
cradas dos de las tareas ba´sicas de la Gene-
racio´n de Lenguaje Natural (GLN): la Deter-
minacio´n de Contenido (DC) y la Generacio´n
de Expresiones de Referencia (GER). En la
mayor´ıa de los sistemas GLN la relacio´n en-
tre estas dos tareas es unidireccional.
La arquitectura ma´s extendida para sis-
temas de GLN es la arquitectura secuencial
o de pipeline, donde la eleccio´n del conteni-
do del discurso y su organizacio´n en mensa-
jes es realizada al principio del proceso. Es
esta informacio´n seleccionada la que utilizan
los subsiguientes pasos de la generacio´n, entre
ellos la GER, sin posibilidad de que sea revi-
sada por etapas anteriores del pipeline. Des-
de el punto de vista de la relacio´n de la DC
y la GER en la descripcio´n de entidades, el
flujo de informacio´n proporcionado por esta
arquitectura puede no resultar adecuado en
ciertas ocasiones. Imaginemos que en la fase
de GER el sistema se da cuenta de que no
dispone de suficiente informacio´n sobre una
entidad para distinguirla del resto que esta´n
en el mismo contexto. Dada una arquitectura
secuencial el problema no tendr´ıa remedio, y
la expresio´n de referencia generada ser´ıa am-
bigua.
Un problema como e´ste puede solucionar-
se de varias maneras. Una de ellas ser´ıa que
la DC se encargara, adema´s de decidir que´ in-
formacio´n es importante para el discurso co-
mo un todo, de comprobar si la informacio´n
seleccionada es suficiente para que no se pro-
duzcan ambigu¨edades a la hora de generar las
expresiones de referencia. Otra solucio´n ser´ıa
que la DC seleccionara poca o nada de infor-
macio´n para las descripciones, y que fuera la
GER la que se encargara de solicitar la inclu-
sio´n de nueva informacio´n cuando resultara
necesaria para generar las referencias.
En este trabajo se estudia la relacio´n entre
la Determinacio´n de Contenido y la Genera-
cio´n de Expresiones de Referencia al describir
entidades y referirse a ellas en discursos ge-
nerados automa´ticamente donde la u´nica in-
formacio´n disponible para el lector u oyente
es la contenida en el propio texto. Para ello
sera´ necesario revisar la arquitectura cla´si-
ca de pipeline, estudiando las interacciones
que pueden ser necesarias entre los distintos
mo´dulos involucrados.
Un dominio que resulta muy adecuado pa-
ra el estudio de esta relacio´n es el de la ge-
neracio´n automa´tica de texto para cuentos.
Los cuentos contienen por definicio´n muchos
elementos a los que habra´ que referirse, des-
de personajes principales o secundarios, has-
ta lugares u objetos implicados en la accio´n.
Y en ellos tienen una funcio´n muy impor-
tante tanto la descripcio´n de entidades, que
se encargara´ de presentar todos elementos al
lector, como la Determinacio´n de Contenido
en general, ya que son ricos en informacio´n
relativa a los distintos elementos y esta in-
formacio´n debera´ ser filtrada adecuadamen-
te a la hora de plasmar la historia en tex-
to. Por ejemplo, en todo cuento nos encon-
traremos con mucha informacio´n relativa a
los personajes (edad, color de pelo, hermo-
sura, bondad,...) y a sus relaciones con los
dema´s elementos de la historia (quie´n es su
padre o madre, do´nde viven, a quie´n aman u
odian,...). Es importante que toda esta infor-
macio´n sea organizada y filtrada adecuada-
mente para que el texto final resulte legible.
2. Revisio´n del Trabajo Previo
La generacio´n de lenguaje natural (GLN)
se subdivide en varias tareas concretas
(Reiter y Dale, 2000), y cada una de ellas
opera a un nivel distinto de representacio´n
lingu¨´ıstica (discurso, sema´ntica, le´xico, sinta-
xis...). La GLN se puede aplicar en dominios
donde los objetivos de comunicacio´n y las ca-
racter´ısticas de los textos a generar son muy
distintos, desde la transcripcio´n a lenguaje
natural de contenidos nume´ricos (Goldberg,
Driedger, y Kittredge, 1994), a la generacio´n
de textos literarios (Callaway y Lester, 2001).
2.1. Arquitecturas de Sistemas
GLN
Hay muchas formas de organizar un sis-
tema de Generacio´n de Lenguaje Natural
(GLN), y las ventajas y desventajas de ca-
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da una de ellas son todav´ıa campo de dis-
cusio´n (DeSmedt, Horacek, y Zock, 1995;
Reiter, 1994). Teniendo en cuenta la divisio´n
en mo´dulos, podemos encontrar desde una
arquitectura integrada (Kantrowitz y Bates,
1992), donde el sistema esta´ formado por un
u´nico mo´dulo, hasta una arquitectura con
mo´dulos separados para cada una de las ta-
reas de la GLN (Cahill et al., 2001). Conside-
rando el flujo de control, por un lado pode-
mos encontrar una arquitectura de pipeline
(Reiter, 1994), donde los mo´dulos son com-
pletamente independientes, y por otro una
arquitectura de pizarra (Calder et al., 1999),
donde los mo´dulos colocan informacio´n en un
espacio de almacenamiento comu´n sin preo-
cuparse de que´ otros mo´dulos van a utilizarla.
La arquitectura ma´s generalizada es el pi-
peline de Reiter y Dale (2000), que ha servido
de inspiracio´n para muchos otros (Figura 1).
La arquitectura secuencial o de pipeline tie-
ne la ventaja de la simplicidad. Cada mo´dulo
esta´ encapsulado al ma´ximo porque recibe la
entrada de un origen y env´ıa la salida a un
destino. Se supone que la representacio´n in-
termedia en cada etapa es una representacio´n
completa de lo que se sabe en ese punto sobre
la declaracio´n que se va a generar. Sin embar-
go, su principal desventaja es que las decisio-
nes tomadas en una fase deben mantenerse a
lo largo de toda la cadena, sin posibilidad de
revisio´n o mejora. Por tanto, se trata de un
modelo muy poco flexible.
Figura 1: Esquema ba´sico de una arquitectu-
ra secuencial
Sistemas como HYLITE+ (Bontcheva y
Wilks, 2001) han explorado alternativas a la
rigidez de comunicacio´n entre mo´dulos pro-
porcionada por el pipeline desde el punto de
vista de la Determinacio´n de Contenido y
la Realizacio´n Superficial. HYLITE+ es un
sistema de generacio´n de hipertexto dina´mi-
co que produce explicaciones de tipo enci-
clope´dico en un determinado dominio. En es-
te sistema el planificador de contenido pro-
duce inicialmente un plan de texto para un
hipertexto conciso que so´lo contiene hechos
sobre el concepto a explicar. Durante la rea-
lizacio´n superficial, una vez que el formato
final ha sido decidido, se escoge la alterna-
tiva adaptable ma´s apropiada. En ocasiones
esto lleva a la inclusio´n de un nuevo objetivo
comunicativo que resulta en expandir el texto
ba´sico inicial utilizando informacio´n extra.
STREAK (Robin y McKeown, 1996) es
un sistema para la generacio´n automa´tica de
resu´menes de partidos de baloncesto utilizan-
do una arquitectura de revisio´n. En una pri-
mera fase se construye un borrador que con-
tiene so´lo la informacio´n esencial para el resu-
men, y en una segunda pasada se revisa incre-
mentalmente este borrador para an˜adir tanta
informacio´n de cara´cter secundario como sea
necesaria para mejorar la legibilidad y apro-
vechar al ma´ximo el espacio dado. Este mo-
delo requiere un nuevo tipo de conocimiento
lingu¨´ıstico que son las reglas de revisio´n, que
especifican las distintas formas en las que un
borrador puede ser modificado para an˜adir
nueva informacio´n de forma concisa.
2.2. Generacio´n de Expresiones de
Referencia
El uso adecuado de expresiones de refe-
rencia para competir con los textos genera-
dos por autores humanos entran˜a cierta difi-
cultad. Segu´n Reiter and Dale (Reiter y Da-
le, 2000), una expresio´n de referencia debe
comunicar suficiente informacio´n para iden-
tificar un´ıvocamente un referente dentro del
contexto del discurso, pero siempre evitando
modificadores innecesarios o redundantes.
Sin embargo, hay ocasiones en las que la
informacio´n usada en la referencia puede ser
desconocida para el oyente o innecesaria pa-
ra distinguir a la entidad. El uso de este ti-
po de referencias podr´ıa ser considerado co-
mo una violacio´n de la Ma´xima Conversacio-
nal de Cantidad de Grice “Do not make your
contribution more informative than is requi-
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red” (Grice, 1975). Esto ser´ıa cierto si el ob-
jetivo fuera exclusivamente proporcionar su-
ficiente informacio´n al oyente para identificar
la entidad a la que su interlocutor se esta´ re-
firiendo. No obstante, si estamos consideran-
do como objetivo no so´lo la identificacio´n del
referente, sino tambie´n alertar al oyente so-
bre algunas de sus propiedades, entonces la
Ma´xima de Cantidad se cumple.
2.3. Descripcio´n de Entidades
Segu´n Milosavljevic (2003), una descrip-
cio´n de una entidad es la realizacio´n lingu¨´ısti-
ca de un conjunto de una o ma´s proposiciones
que tienen como propo´sito hacer que el oyente
se construya un modelo mental de la entidad
descrita. En su trabajo de tesis (Milosavlje-
vic, 1999) exploro´ el uso de comparaciones en
la descripcio´n de entidades, postulando que
en el proceso de producir una descripcio´n re-
sulta u´til el uso de comparaciones con enti-
dades similares y familiares. Otros trabajos
han estudiado la generacio´n de descripciones
de entidades de diversos tipos.
En (Lavoie, Rambow, y Reiter, 1997) se
presenta el sistema ModEx, que genera des-
cripciones en lenguaje natural de modelos
software orientados a objetos. ModEx per-
mite al usuario personalizar los planes de tex-
to en ejecucio´n, de manera que cada texto re-
fleja las preferencias individuales del usuario
en cuanto al contenido y/o la presentacio´n de
la salida generada.
En (Ardissono y Goy, 2000) se presenta
SETA, un sistema de generacio´n automa´ti-
ca de cata´logos web personalizados. Para ello
emplea te´cnicas de GLN basada en plantillas,
que permite la generacio´n dina´mica de cate-
gor´ıas de productos y sus elementos. En estas
descripciones el sistema mezcla diferentes ti-
pos de informacio´n sobre las caracter´ısticas y
propiedades de los productos presentados.
El sistema de generacio´n de texto Metho-
dius (Isard, 2007) crea descripciones persona-
lizadas de objetos de museo que pueden ser
presentadas de diversas maneras, desde texto
o voz en un aparato en mano hasta dia´logo
con un gu´ıa de museo robo´tico.
3. Generacio´n de Descripciones y
su Relacio´n con el Resto del
Proceso GLN
Dos tareas dentro de la Generacio´n de
Lenguaje Natural esta´n involucradas en el
proceso de generacio´n de descripciones para
entidades en un discurso y su posterior rela-
cio´n con el resto del texto: la Determinacio´n
de Contenido y la Generacio´n de Expresio-
nes de Referencia. La relacio´n entre ambas
a la hora de referirse a las entidades en un
discurso es importante para transmitir la in-
formacio´n deseada y evitar ambigu¨edades.
La Determinacio´n de Contenido (DC) se
encarga de seleccionar la informacio´n que se
pretende comunicar en la descripcio´n de la
entidad. Dependiendo del lugar que ocupa
dicha descripcio´n dentro del discurso, y de
la importancia de la entidad en el mismo,
la informacio´n a expresar en la descripcio´n
podra´ ser ma´s o menos extensa. Segu´n el ti-
po de discurso habra´ entidades que sobre-
salen sobre el resto o son ma´s importantes
que las dema´s. En un cuento, por ejemplo,
los personajes protagonistas o el lugar don-
de se desarrolla la accio´n sera´n presentados
con descripciones mucho ma´s detalladas que
los personajes secundarios o los objetos me-
nos importantes. La DC debera´ determinar
que´ elementos del discurso sobresalen sobre
los dema´s y debera´ seleccionar informacio´n
acorde a este hecho a la hora de describirlos.
La Generacio´n de Expresiones de Referen-
cia (GER) se encarga de generar referencias a
entidades que permitan distinguirlas del res-
to de elementos del discurso, al mismo tiempo
que proporciona cualquier informacio´n extra
que el lector pueda encontrar u´til ma´s adelan-
te. Para ello depende no so´lo de la informa-
cio´n proporcionada por la DC, sino tambie´n
del contexto del texto en el momento de rea-
lizar la referencia. Este contexto esta´ deter-
minado, entre otras cosas, por co´mo ha sido
descrita previamente cada entidad, es decir,
por la informacio´n que se puede considerar
conocida por el lector.
La mayor´ıa de las referencias que aparecen
en cualquier tipo de discurso se usan ba´sica-
mente para referirse a entidades del contex-
to que deben ser distinguidas de otras que
tienen alrededor. Este tipo de referencias se
pueden considerar referencias distintivas. Un
ejemplo de este tipo de referencias ser´ıa “Put
the box on the table next to the door”, donde
el hablante sen˜ala que la caja debe ponerse
en la mesa que esta´ al lado de la puerta y
no en ninguna otra mesa. En estos casos las
propiedades mencionadas son conocidas por
el oyente y necesarias para distinguir una en-
tidad determinada del resto del contexto.
En la l´ınea de las implicaciones conversa-
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cionales expuestas por Grice, si la referencia
contiene informacio´n que no es necesaria pa-
ra la identificacio´n del referente, entonces el
oyente podr´ıa asumir que esa informacio´n es
importante para algo ma´s, y dependiendo del
contexto hara´ diferentes inferencias a partir
de esta informacio´n. Este tipo de referencias
se consideran referencias informativas.
En el caso de las referencias distintivas,
la GER debe tener en cuenta a la hora de
generar la referencia no la informacio´n com-
pleta de que dispone, sino la informacio´n que
ha sido transmitida previamente en el texto.
En el caso de las referencias informativas, es
posible que la informacio´n extra que se pre-
tende proporcionar ya haya sido expuesta an-
teriormente. Por ejemplo, en el cuento de La
Cenicienta, casi todas las menciones a los za-
patos de Cenicienta incluyen la informacio´n
extra de que e´stos son de cristal. En estos
casos la reiteracio´n de dicha informacio´n pre-
tende destacar este hecho al lector. Por otro
lado, si la informacio´n a presentar no ha sido
dada previamente, es tarea de la GER encar-
garse de que sea entendida correctamente y
no produzca ningu´n tipo de confusio´n. Esto
podr´ıa ocurrir, por ejemplo, si no se relacio-
na correctamente el concepto referido ante-
riormente con la nueva caracter´ıstica. Si por
ejemplo tenemos una historia en la que ha
aparecido una princesa de la que so´lo se ha
dicho que es guapa, y ma´s tarde se usa una
referencia como “la princesa morena”, el lec-
tor podr´ıa pensar que la princesa morena es
una nueva princesa y no tiene nada que ver
con la anterior.
3.1. Generacio´n de Descripciones
Guiada por la Determinacio´n
de Contenido
La Determinacio´n de Contenido podr´ıa ser
la encargada de decidir que´ informacio´n co-
municar en la descripcio´n de entidades te-
niendo en cuenta todos los elementos que
aparecera´n en el texto y sus caracter´ısticas.
En el momento de decidir que´ informacio´n in-
cluir en la descripcio´n de una entidad la DC
debe ser consciente de todos elementos que
aparecera´n en el discurso e incluir la infor-
macio´n necesaria para que todos ellos sean
distinguibles.
Una consecuencia de esta solucio´n es que
la DC tendra´ que prever parte de las deci-
siones que tomara´ ma´s adelante la GER. Pa-
ra ello debera´ asegurarse de an˜adir al discur-
so suficiente informacio´n para que algoritmos
como la seleccio´n de atributos, que se encarga
de elegir que´ atributos de un elemento deben
ser mencionados para distinguirlo del resto de
elementos del mismo tipo, no se encuentren
con menos informacio´n de la que necesitan
para hacer las referencias.
3.2. Generacio´n de Descripciones
Guiada por la Generacio´n de
Expresiones de Referencia
Otra posible solucio´n para el problema
planteado ser´ıa proporcionar una comunica-
cio´n bidireccional entre los mo´dulos de Deter-
minacio´n de Contenido y Generacio´n de Ex-
presiones de Referencia. Ante la falta de in-
formacio´n para crear una referencia adecua-
da, como en el ejemplo de las princesas men-
cionado anteriormente, el mo´dulo de GER
har´ıa una solicitud al mo´dulo de DC para ob-
tener ma´s informacio´n sobre las dos princesas
involucradas. Supongamos que se sabe que la
segunda princesa es morena, aunque inicial-
mente este hecho no parec´ıa relevante para el
discurso y no se hab´ıa incluido en su descrip-
cio´n. Con esta nueva informacio´n s´ı sera´ po-
sible generar referencias que distingan a las
dos princesas.
Por supuesto, podr´ıa darse la situacio´n
en que el mo´dulo de DC no pudiese propor-
cionar informacio´n adicional para la descrip-
cio´n de una entidad. En estos casos, la GER
debera´ recurrir a otro tipo de te´cnicas, co-
mo por ejemplo el uso de demostrativos (this
princess o that princess) o de otros identifica-
dores (the first princess). Pero estos aspectos
de la GER quedan fuera del estudio realizado
en este art´ıculo.
4. Propuesta de Implementacio´n
en una Arquitectura GLN
En esta seccio´n se estudian las implicacio-
nes de las dos propuestas expuestas anterior-
mente desde el punto de vista de una posible
implementacio´n de las mismas dentro de un
sistema de generacio´n previamente existen-
te. TAP (Text Arranging Pipeline) (Gerva´s,
2007) es una arquitectura software para la ge-
neracio´n automa´tica de texto. TAP esta´ for-
mado por una serie de interfaces que definen
una funcionalidad gene´rica para un pipeline
de tareas orientadas a la generacio´n de len-
guaje natural, desde una entrada conceptual
inicial hasta la realizacio´n superficial final en
forma de texto, con etapas intermedias de
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planificacio´n de contenido y planificacio´n de
oraciones. A partir de la entrada conceptual
que debe procesarse, los diversos mo´dulos de
TAP trabajan sobre las representaciones in-
termedias utilizadas para almacenar resulta-
dos parciales de manera que progresivamente
se filtra, agrupa y enriquece la entrada hasta
conseguir estructuras cada vez ma´s cercanas
al lenguaje natural tanto en estructura como
en contenido.
La filosof´ıa seguida en el disen˜o de TAP es
identificar la naturaleza estructural gene´rica
de la informacio´n que requiere de procesa-
miento en las diferentes fases de la generacio´n
de lenguaje natural, y proporcionar interfaces
para acceder a esta estructura. La arquitectu-
ra de TAP ha sido espec´ıficamente disen˜ada
para permitir el desarrollo de un conjunto
reutilizable de componentes software capa-
ces de resolver tareas ba´sicas de GLN, traba-
jando con informacio´n codificada en forma-
tos esta´ndar, y proporcionando textos ade-
cuados a diferentes tareas en diferentes domi-
nios. Con respecto a las tareas que se discuten
aqu´ı, son relevantes el mo´dulo de determina-
cio´n de contenido y el mo´dulo de generacio´n
de expresiones de referencia.
4.1. Determinacio´n de Contenido
La implementacio´n actual del mo´dulo de
determinacio´n de contenido de TAP recibe
como entrada un conjunto de referentes, un
conjunto de propiedades, un conjunto de re-
laciones y un conjunto de eventos. Las pro-
piedades pueden aplicarse tanto a referentes
(en cuyo caso suelen acabar representadas co-
mo adjetivos) como a eventos (en cuyo caso
acaban representadas como adverbios). Las
relaciones pueden establecerse indistintamen-
te entre cualesquiera de los cuatro elementos
posibles (referentes, propiedades, relaciones o
eventos), de manera que permiten tanto la
representacio´n de modificadores de frases no-
minales, complementos de oraciones, o de re-
laciones de causalidad.
Dentro del mo´dulo de determinacio´n de
contenido, la tarea ba´sica que se lleva a ca-
bo es agrupar los eventos en secuencias de
eventos contiguos en el tiempo y que ocurren
en el mismo lugar. Estos bloques se conside-
ran como una primera aproximacio´n al con-
cepto de escena, y se utilizan para establecer
una planificacio´n inicial del discurso. Las es-
cenas se ordenan relativamente segu´n el or-
den cronolo´gico de los primeros eventos de
cada una. Esta primera aproximacio´n del dis-
curso a generar debe enriquecerse con infor-
macio´n adicional relativa a las descripciones
de los referentes que participan en cada even-
to. La informacio´n que se introduzca en este
punto aparecera´ en el texto final menciona-
da expl´ıcitamente como parte del discurso en
oraciones independientes (“La princesa es
rubia”).
4.2. Generacio´n de Expresiones de
Referencia
La versio´n actual (Gerva´s, Herva´s, y Leo´n,
2008) del mo´dulo de generacio´n de expresio-
nes de referencia aplica una implementacio´n
sencilla del algoritmo de Reiter y Dale (Reiter
y Dale, 1992), que permite seleccionar el con-
junto de atributos (propiedades y relaciones)
para un referente que lo identifican con res-
pecto a posibles menciones previas del mismo
en el discurso precedente. Esta tarea se apo-
ya en el conjunto de propiedades y relaciones
que se hayan establecido como va´lidas pa-
ra ese referente durante la determinacio´n de
contenido. La informacio´n que se seleccione
en este punto aparecera´ en el texto final men-
cionada como expresiones de referencia que
participen en oraciones que describen even-
tos (“La princesa rubia salio´ del castillo”).
El algoritmo de Reiter y Dale opera a base
de generar un conjunto de contraste que con-
tiene todos los referentes que podr´ıan confun-
dirse con el referente que se pretende mencio-
nar, e ir progresivamente eliminando elemen-
tos de ese conjunto cada vez que se an˜ade
a la expresio´n a generar una propiedad del
referente a mencionar que los distingue. La
generacio´n de la expresio´n tiene e´xito si el
conjunto de contraste queda vac´ıo al final del
proceso. En caso de que el conjunto de con-
traste no quede vac´ıo, se ha encontrado un
caso en el que la informacio´n proporciona-
da durante la generacio´n de contenido no es
suficiente para distinguir unos referentes de
otros.
4.3. Adaptaciones Necesarias
De cara a implementar las soluciones des-
critas en abstracto ma´s arriba, resulta im-
portante dotar al mo´dulo de generacio´n de
expresiones de referencia de la capacidad de
identificar este tipo de situaciones ano´malas,
y, en cada caso, almacenar los datos que per-
mitan identificar los referentes entre los que
surge el conflicto. Esto es tan sencillo como,
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en cada caso en que el conjunto de contras-
te no este´ vac´ıo al final del proceso, almace-
nar ese remanente del conjunto de contraste
junto con el referente original: estos referen-
tes son los que quedan indistinguibles con la
informacio´n proporcionada por el mo´dulo de
determinacio´n de contenido.
Con respecto al mo´dulo de determinacio´n
de contenido, ser´ıa necesario an˜adir una fun-
cionalidad que permitiera solicitar una revi-
sio´n de una asignacio´n de contenido previa,
de modo que esta solicitud pueda venir acom-
pan˜ada de un conjunto de conjuntos de refe-
rentes indistinguibles segu´n la asignacio´n pre-
via.
4.4. Opciones Ba´sicas de
Combinacio´n
Todo lo expuesto anteriormente dar´ıa lu-
gar a tres opciones de utilizacio´n.
En la primera, la determinacio´n de con-
tenidos no an˜adir´ıa ningu´n tipo de informa-
cio´n sobre los referentes en la primera pasa-
da. Durante la generacio´n de expresiones de
referencia se detectan los conjuntos de refe-
rentes indistinguibles, generando una lista de
los mismos para los que no ha podido gene-
rar una referencia correcta por falta de infor-
macio´n. Se solicitar´ıa entonces una segunda
pasada de determinacio´n de contenido para
an˜adir informacio´n que los distinga. Este bu-
cle podr´ıa continuar hasta que el mo´dulo de
generacio´n de expresiones de referencia no en-
cuentre problemas a la hora de generar las
referencias, en cuyo caso el flujo del pipeli-
ne continuar´ıa hasta la generacio´n del texto
final.
En la segunda opcio´n, la determinacio´n de
contenido puede an˜adir informacio´n descrip-
tiva en la primera pasada, pero no necesaria-
mente tiene que ocuparse de que esa informa-
cio´n sea distintiva, sino que sera´n ma´s bien
descripciones iniciales apropiadas para cada
entidad segu´n su papel en el discurso comple-
to. Por ejemplo, los personajes y lugares prin-
cipales siempre se describen ma´s exhaustiva-
mente que los secundarios. La generacio´n de
expresiones de referencia se lleva a cabo como
en la primera opcio´n y se solicita al mo´dulo
de determinacio´n de contenido una segunda
pasada para completar las descripciones con
la informacio´n necesaria para distinguir. En
esta segunda opcio´n, pueden combinarse las
funcionalidades de las descripciones para fa-
cilitar la identificacio´n y para an˜adir infor-
macio´n que no distingue de otros referentes
pero se considera importante.
La tercera opcio´n incluir´ıa en el mo´dulo
de determinacio´n de contenido llamadas a los
fragmentos de la generacio´n de expresiones de
referencia que son independientes del discur-
so. Para cada referente se har´ıa una explora-
cio´n gene´rica del conjunto de contraste ma´xi-
mo posible aplicando los criterios menciona-
dos anteriormente, y se utilizar´ıa la realimen-
tacio´n obtenida para an˜adir la informacio´n
que pudiera ser necesaria ya en la primera
pasada de la determinacio´n del contenido.
5. Conclusiones y trabajo futuro
La generacio´n de descripciones guiada por
la Determinacio´n de Contenido puede resul-
tar un proceso muy costoso dependiendo de
la forma en que sea abordado. A la hora de se-
leccionar la informacio´n correspondiente pa-
ra la descripcio´n de una entidad, el resto de
entidades con que se compara pueden haber
sido ya “descritas”, es decir, la informacio´n
que se usara´ para su descripcio´n puede haber
sido seleccionada anteriormente. Habra´ por
tanto que decidir si la DC considera esta in-
formacio´n seleccionada a la hora de realizar
la descripcio´n de las otras entidades o no. No
es lo mismo tener en cuenta toda la informa-
cio´n disponible sobre una entidad a la hora de
distinguirla de otra, que tener so´lo en cuenta
la informacio´n que va a ser mencionada sobre
esa entidad en el discurso. En el segundo ca-
so la descripcio´n estara´ teniendo en cuenta el
contexto del discurso y no so´lo la informacio´n
disponible inicialmente.
La generacio´n de descripciones guiada por
la Generacio´n de Expresiones de Referencia
provocar´ıa que en las descripciones del tex-
to so´lo se incluyera la informacio´n necesaria
para la distincio´n de los elementos del discur-
so. Esto podr´ıa provocar textos demasiado es-
cuetos, con pocas descripciones, si el nu´mero
de entidades que pueden ser confundidas con
otras es bajo. Adema´s, esta aproximacio´n no
se encarga del uso de informacio´n adicional
no necesaria para distinguir pero que se con-
sidera interesante para la comprensio´n com-
pleta del texto. Una posible solucio´n ser´ıa que
en la DC se decidiera que´ informacio´n no ne-
cesaria se quiere expresar en el texto, y que
la fase posterior de REG se encargue de soli-
citar informacio´n adicional a e´sta cuando lo
necesite.
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