The vertical distribution of liquid water content (LWC) and its relationship with temperature (T) strongly affect the heat budget of the atmosphere. Some large-scale models of the atmosphere use a relationship between LWC and T to diagnostically obtain LWC from T under saturated conditions. Airborne observations conducted within clouds over northeastern North America during the 1984-93 time period are used to study the relationship between LWC and T. Observed frequency distributions of LWC are approximated by lognormal distribution curves and are best represented by median values. The median LWC values monotonically increase with warmer temperatures. However, the mean LWC reaches 0.23 g m Ϫ3 at about T ϭ 2.5ЊC. LWC decreases below and above 2.5ЊC, except that it reaches a maximum value of 0.26 g m Ϫ3 at 22.5ЊC. The relationship between LWC and T from the present study is compared with that of earlier studies from the former Soviet Union. Differences can be attributed to the design and limits of the probes, natural variability in the 35 years, and the limited dataset for some temperature intervals. The LWC versus T relationship developed from observations in this study can be compared with large-scale model simulations.
Introduction
Clouds formed by different physical and dynamical processes, and with different aerosol characteristics, play an important role in climate change and the general circulation of the atmosphere. Understanding the physical and dynamical structures of clouds is strongly dependent on how well liquid water content (LWC) and ice water content (IWC) profiles are known in the atmosphere.
Liquid water content is an important parameter that influences the dynamical structure and radiative characteristics of clouds (Gultepe and Rao 1993; Browning 1994; McFarlane et al. 1992) . Furthermore, it is a crucial parameter that can be related to other parameters (i.e., radiative absorption, optical thickness) within GCMs (Slingo and Schrecker 1982) . Liou and Ou (1989) used an LWC-temperature (T) relationship from Feigelson (1978) for comparison with 1D climate model results. Smith (1990) , on the other hand, used a LWC-T relationship based on a quadratic spline. He stated that the form of his relationship has no basis in observation and theory. Based on model-derived T and using an adiabatic assumption, LWC was estimated from thermodynamic relations by Betts and Harshvardhan (1987) .
But there were no detailed observations other than Feigelson (1978) for comparison to their study. Although there are many field projects around the globe, there is no complete database that can be used for LWC analysis.
For this reason, aircraft observations from several Canadian field projects were used to characterize the LWC-T relationship for northern latitudes. These observations are compared with measurements made in the former Soviet Union, which are widely used by the modeling community.
LWC probes
This paper describes measurements made using three different LWC probes. The Canadian data were obtained using a King probe, while the studies from the former Soviet Union used Zaitsev and Nevzorov probes. A brief description of each device is given in this section.
The earlier probes measuring LWC (e.g., JohnsonWilliams probe) underestimate the mass of droplets with diameters greater than about 30 m and have a poor response to precipitation size drops (Knollenberg 1972) . Partly because of this, King et al. (1978 King et al. ( , 1981 developed a hot-wire liquid water probe, which requires a simple dry calibration and has a sensitivity of about 0.02 g m Ϫ3 with a response time of 0.05 s and an accuracy of about 5% at 1 g m Ϫ3 . King probe observations can have large uncertainty when the droplet diameter is greater than 50 m (King et al. 1981) .
LWC measurements from aircraft in the former Soviet Union have been described in many papers (e.g., Zaitsev 1950; Borovikov et al. 1963) , which were obtained with a Zaitsev probe that uses filter paper as the detection medium. Mazin (1995) reports on measurements from this device made from 31 aircraft sounding network stations during the period of 1957-63. At temperatures colder than 0ЊC, a threshold value LWC of 0.032 g m
Ϫ3
was used, while at temperatures warmer than 0ЊC, the threshold was 0.05 g m Ϫ3 (Borovikov et al. 1963) . Feigelson (1978) used these measurements, and his results showed that the LWC values reported differ by Ϯ0.01 g m Ϫ3 from the values given by Mazin (1995) . Because of low ice water content values at about Ϫ40ЊC, this difference can be important at cold temperatures.
The Nevzorov probe was developed in the 1970s. This probe is based on a modification of the hot-wire technique (Nevzorov 1980; Nevzorov and Shugaev 1992) . The threshold of this probe is given as 0.003 g m Ϫ3 . It has a capability of measuring particles between 5 m and 8 mm . The probe consists of sensors that measure LWC and total condensate content (TCC), that is, water from both droplets and ice particles. The uncertainty in the Nevzorov probe is not larger than 10% (Nevzorov 1980; Mazin 1995) . The accuracy of this probe depends on knowledge about the response characteristics and collision efficiencies. Based on statistical processing of data, a correction factor for the LWC is suggested by Mazin (1995) that ranges from 1 at temperatures warmer than 0ЊC to 1.3 at Ϫ35ЊC.
Observations
Observations from five field projects are used in this study: the North Atlantic Regional Experiment (NARE), the Canadian Atlantic Storm Program (CASP II), the Eulerian Model Evaluation Field Studies (EMEFS I and II), and the Syracuse field study. Cloud systems, which were sampled almost randomly in location and time, were composed of largely thin and thick stratiform clouds. The maximum height of cloud top was usually less than 7 km and the cloud base was usually greater than a few hundred meters. Droplet number concentrations within stratus clouds during the CASP II and NARE projects, which were conducted in eastern Canada, indicate both continental and maritime type clouds. The other projects sampled clouds in the middle of the North American continent.
The approximate location, temperature range, cloud type, and dates for each project are shown in Table 1 .
The National Research Council of Canada DHC-6, Twin Otter, or Convair-580 aircraft were used to collect data. Detailed information about observations during these projects can be found elsewhere [NARE, Leaitch et al. (1994) ; CASP II, Cober et al. (1995) ; EMEFS I and II, Isaac et al. (1992) ; and Syracuse, Gillani et al. (1995) ; Isaac et al. (1990) ].
Although there are several other observations from the projects related to the microphysical, radiation, and dynamical characteristics of these clouds, the main data used for this study were LWC, T, and pressure (P). Observations averaged for 1 s are used. A reverse flow probe was used to measure T, with an error of approximately Ϯ1ЊC. A Paroscientific 215L probe or Rosemount 858 5-hole pressure probe measured P. As stated above, the LWC was obtained using a PMS King probe that has uncertainty less than 0.02 g m Ϫ3 (King et al. 1978) . During CASP II, the data were removed from the analysis if the PMS cloud droplet measuring probe (FSSP) showed droplet number concentration (N d ) less than 10 cm Ϫ3 . This cutoff limit helped remove measurements that could be contaminated by ice crystals. Cober et al. (1995) have indicated that the King probe LWC values can be contaminated up to 15% by ice crystals. For other projects, the lower limit for N d was chosen as 2 cm Ϫ3 . The field studies (Mazin 1995) used for comparisons represent aircraft observations during 1) the period of 1957-63 (Borovikov et al. 1963; Feigelson 1978; Matveev 1984) , and 2) the period of 1978-84 (Nevzorov 1980; Ataman et al. 1992) . During the former period, LWC measurements from the Zaitsev probe were filtered and used if larger than 0.032 g m Ϫ3 at temperatures less than 0ЊC, and 0.05 g m Ϫ3 at temperatures greater than 0ЊC (Borovikov et al. 1963) . The Nevzorov probe detection threshold for the later period was given as 0.003 g m Ϫ3 . Observations used in the Mazin study represent the entire territory of the former Soviet Union, and all kinds of clouds are used in their analysis.
Analysis and results
Statistical and physical relationships between T and LWC have been given in a few previous studies (Mazin and Shmeter 1983; Feigelson 1978; Liou and Ou 1989; Gultepe et al. 1996) . For this study, LWC data are classified into 5ЊC temperature intervals between Ϫ30Њ and 25ЊC. Table 2 shows the number of data points and mean and standard deviation (sd) of P and LWC per temper- ature interval. The frequency of LWC occurrence within a 5ЊC temperature interval range is approximated by distribution curves. The median and various percentile values of LWC are estimated from the cumulative frequency distribution. In addition to the LWC-T relationship, a relationship among LWC, T, and P is also derived, because the profile of LWC as a function of T and P can be obtained from the general circulation models. Figure 1 shows the cumulative frequency values of LWC Ͼ 0.01 g m Ϫ3 for each temperature range or bin of Table 2 . In calculations for each temperature bin, measurements of log(LWC) are binned into 30 intervals of width 0.1 spanning liquid water contents between 10 Ϫ2 g m Ϫ3 and 1 g m Ϫ3 . The lines from light to dark correspond from cold to warm. The symbols representing T intervals are shown in the inner panel. Selected percentiles and median values of LWC, and standard deviation () obtained are shown in Table 3 .
The relationship between the mean LWC (LWC) and T is shown in Fig. 2 . The second-order polynomial fits to data is shown with the dash-dot line, and its equation is given in Table 4 [Eq. (1)]. An increase in LWC around 0ЊC might result from melting processes.
Other curve fits are shown in Table 4 . Equation (2) shows the relationship between mean LWC, T and P; Eqs. Table 4 . Dashed lines are outer limits for the observations. Solid lines are for each T interval given in Table 2 . m Ϫ3 . The analysis was also repeated converting LWC into units of g kg Ϫ1 , and Eq. (5) of Table 4 shows the resulting relationship. A 2%-13% error in LWC occurs when a constant pressure value is assumed in Eq. (2) of Table 4 .
Cumulative values of LWC occurrence [F(W)] as a function of a normalized variable t [log(LWC) Ϫ log(LWC m )/] for each T interval are shown in Fig. 3 where observations are found between the dashed and fitted lines. The best fit curves are drawn assuming a lognormal distribution with specified median and standard deviation values. As seen in Fig. 3 , that large uncertainty occurs in the lower and higher probability values. Standard deviation () is obtained from log(LWC) values at each temperature interval. The difference between the distribution curves and the observations become important at the lower limits of LWC for each T interval. The higher correlation coefficient using median values in comparison to arithmetic averages (see Table  4 ) shows the value of the lognormal approximation suggested by Mazin (1995) .
The 20%, 50%, 80%, and 95% percentile values of the LWC cumulative distribution curves are shown in Fig. 4 . The solid circles represent the median values at a given T interval and the dashed line is the best fit represented by Eq. (4) ( Table 4) . The values of LWC in Fig. 4 increase with increasing temperature and percentile values. The increase in LWC seen near 0ЊC in Fig. 2 is not evident in Fig. 4 .
Discussion
The present study contains 211 000 data points, each representing 1 s (0.07-0.10 km of pathlength). As mentioned before, the Mazin (1995) study consisted of two periods. The first period (1960s) covers 20 000 data points, approximately, and these data were also used by Feigelson (1978) . The second period contains 145 000 data points with each averaged over a 5-s interval (0.6-0.7 km pathlength). The Moss and Johnson (1993) study used about 10 000 data points, each representing 1 s (about 0.1 km pathlength). Consequently, the present study is one of the largest datasets analyzed. The results of the present study also represent a larger extended time period (9 years vs 6 years) and, as Fig. 5 shows, document LWC values at warmer temperatures than before.
Scale length is an important issue. Table 5 shows the NARE data analyzed using 1-s, 50-s, and 500-s aver- Feigelson (1978) , the line with filled triangles from Mazin (1995) , and the line with blank circles from Canadian observations. The bars indicate the standard deviation for the Canadian observations (Table 2) . were removed from the analysis. The data were then put into temperature bins in a similar manner to the analysis performed for Table 2. Table 5 clearly shows decreasing values with increasing averaging interval. The LWC threshold value of 0.01 g m Ϫ3 will reject more individual averages from the longer averaging intervals. In addition, since clouds are often patchy, the longer averaging intervals contain cloud-free periods, which artificially reduces LWC. This helps explain some of the differences seen in Table 5 , but it also indicates that selection of an averaging interval is not a simple task. Because the data are put into 5ЊC bins before averages are obtained, it would be difficult to assign an actual scale length to the results of Table 4 . It is also not obvious how data should be analyzed to make them more useful for comparison to large-scale models, which use grid lengths usually greater than 50 km. Certainly, Cotton et al. (1995) have recognized this scale problem and the challenge it represents. Figure 5 shows the mean LWC versus temperature profiles from the Canadian, Mazin (1995), and Feigelson (1978) observations. In this figure, mean LWC values of the present study increase from 0.04 g m Ϫ3 at Ϫ27.5ЊC to 0.23 g m Ϫ3 at 2.5ЊC. Then, LWC starts to decrease until T reaches 17.5ЊC. At the lowest altitude, the maximum LWC of 0.26 g m Ϫ3 is found at about 22.5ЊC. Mean LWC values at 22.5ЊC were not available from other studies. In that respect, the maximum value at the highest T can be explained only by limited and biased observations with respect to time and location.
FIG. 5. Profiles of mean LWC: the line with black triangles is from
It can be seen from Table 1 that most of the LWC values at that temperature come from the NARE project, which represents clouds over ocean. Therefore, mean LWC at the lowest altitude (Table 2 ) may include a large uncertainty.
The values of the Mazin study using 1980s data are significantly smaller than the Feigelson study, which used 1960s data (Fig. 5) . On the other hand, the present values are comparably larger than the Mazin study, especially at colder temperatures. The Mazin data includes the sum of ice and liquid observations together. At colder temperatures, there is probably more ice than liquid present in the clouds. Consequently, if the Mazin data were changed to remove the measurements in which ice crystals were present, the differences between his values and the present values at colder temperatures would probably change, although the magnitude or direction of that change is difficult to assess.
The detection limits for each of the datasets also play an important role in the LWC-T relationship and help explain some of the differences seen in Fig. 5 . The Feigelson data tend to be larger than the present observations, and our observations are greater than those of Mazin, which follows the differences in detection limits of 0.032 g m Ϫ3 , 0.01 g m Ϫ3 , and 0.003 g m Ϫ3 , respectively. Mazin stressed the importance of the detection limits in any comparison of datasets, and this study provides support to his arguments.
There is also no intercomparison or similar calibration of the Zaitsev, Nevzorov, and King probes, which would have been very useful and might have helped explain the differences seen in Fig. 5 . Another reason for the difference between the results is likely due to natural variability of clouds over a 30-yr time period.
Two earlier studies (Smith 1990; Moss and Johnson 1994) stated that no liquid water content was found for T Ͻ Ϫ15ЊC. This is a contradiction to the data presented here. LWC in the present study is found between Ϫ30Њ C Ͻ T Ͻ Ϫ25ЊC in 4500 samples. Mateev (1984) and Heymsfield (1993) also found liquid water at T Ͻ Ϫ15ЊC.
The ratio of LWC versus TCC, f l , is a significant parameter for GCM applications. Table 6 shows the f l from different studies. A simple approach to separate liquid from ice is given by Smith (1990) . His equations G U L T E P E A N D I S A A C Smith (1990) Smith ( do not have much physical basis, because many observations indicated that LWC can be found at temperatures close to Ϫ40ЊC. This result is also indicated by the present study.
For mixed phase clouds, a relationship based on a 2D-C probe measurements from aircraft is given by Moss and Johnson (1994) . The upper temperature limit for their equation is about Ϫ10ЊC, below which clouds become totally glaciated. Ice crystals with sizes less than 125 m were not included in their study. Based on the Matveev (1984) study, which used 1960s aircraft observations in the former Soviet Union, mixed phase clouds can exist in a large temperature range. His results are based on the frequency of cloud phase appearance, and are totally different than the studies of Moss and Johnson, and Smith. Using Matveev's data, Rockel et al. (1991) suggested an equation given in Table 6 . Sun (1995) reconsidered Matveev's results as shown by Rockel et al. and his results are based on LWC fraction of TCC rather than frequency. This equation is valid for T less than 0ЊC. Complete icing occurs at T ϭ Ϫ45ЊC and T ϭ Ϫ55ЊC for the Rockel et al. (1991) and Sun (1995) studies, respectively. The most important problem with the Rockel et al. and Sun studies is that they used 1960s data with a detection limit up to 0.05 g m Ϫ3 . Also, the instruments used to collect the data in the 1960s were not calibrated with up-to-date standards, and they have not been compared with present instruments. Filtering data at about 0.05 g m Ϫ3 probably represents the most important error source.
Data from Heymsfield (1993) , who obtained ice water content (IWC) observations from clouds over Wisconsin, and the present observations can be qualitatively compared to the values of f l given in Table 6 . Data from the Heymsfield study and the present one represent similar large-scale characteristics of the atmosphere and geographical location. The Canadian data were collected in low-level clouds, while Heymsfield studied cirrus clouds. Comparisons of these datasets, and other earlier studies, suggest that f l cannot be zero at temperatures near Ϫ10 to Ϫ15ЊC. Further work will be required to quantify the f l relationship with temperature.
Conclusions
This study used a large dataset from field projects, which took place over Canada and the USA during the period of 1984-93. Each field experiment was made for the study of various physical, chemical, dynamical, and radiative processes occurring within the cloud or the cloud-free environment. Because of the interest of climate/weather modelers regarding the LWC distribution in the vertical within clouds, the observations were analyzed to obtain an LWC-T relationship. For each temperature interval, LWC frequency values were approximated by a lognormal distribution curve. This indicated the mode of the distribution would be best represented by the median value, rather than an arithmetic average. Figure 4 shows the best summary of this data.
The LWC profile from model results of Liou and Ou (1989) were found to be much closer to the result of this study compared to Feigelson (1978) . The present study indicates an overestimation of LWC with a maximum about 0.1 g m Ϫ3 in his work. This difference is likely due to the threshold value used in the LWC calculation rather than cloud type. Convective clouds included in his work represent only 2% of all the clouds. In addition, McFarlane et al. (1992) used the Betts and Harshvardhan (1987) study and Feigelson (1978) data for specifying LWC distributions in their cloud scheme. The Betts and Harshvardhan (1987) study uses an adiabatic assumption. However, the Canadian observations, and those of many others, indicated that cloud LWC rarely approaches adiabatic values. It is obvious that better estimates of LWC in climate models require improved comparisons with observations. Satellite data from SSM/I sensors obtain vertically integrated LWC amounts that can be used for comparisons with models (Greenwald et al. 1995) . These sensors provide global coverage but lack resolution in the vertical. However, very few studies have actually compared the data from these sensors to in situ measurements obtained from aircraft (e.g., Cober et al. 1996) . It would be preferable to combine data from aircraft, ground based sensors such as microwave radiometers, and satellite systems to obtain datasets for comparison with models.
The data used in this study showed a large variability in LWC versus T. The data best represent conditions over northeastern North America. Also, the former Soviet Union observations do not represent conditions for the entire world. For these reasons, archived data from other parts of the world should be integrated together to get a more accurate LWC-T relationship. Because of VOLUME 10 J O U R N A L O F C L I M A T E the lack of information on the ice phase, more measurements are also required to better evaluate the f l versus T relationship. This information is crucial for the development and evaluation of climate and weather forecasting models.
