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Tato bakalářská práce se zabývá problematikou rozpoznání objektu na fotografii. Tento
obecný problém je následně blíže zaměřen na rozpoznávání pomocí jediné zvolené metody
(SIFT) pro extrakci příznaků z obrázku. V rámci práce bylo vyzkoušeno rozpoznávání na
několika datových sadách a pro lepší pochopení problematiky byl vypracován interaktivní
nástroj pro vizualizaci nalezených příznaků.
Abstract
This bachelor’s thesis deals with problem of object recognition in photographs. Further this
general problem is more closely aimed on recognition using one chosen method (SIFT) for
feature extraction from a picture. Object recognition based on this method was tested on
several data sets. An interactive tool for feature visualization was created within the work
for better understanding of which features are detected as corresponding.
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Cílem dokumentu je obeznámit čtenáře s oblastí rozpoznávání objektů v obraze a demon-
strovat mu vytvořené aplikace a jejich výsledky z této bakalářské práce. Následující dvě
kapitoly tohoto dokumentu jsou čistě teoretické. Cílem druhé kapitoly je seznámit čtenáře s
odvětvím rozpoznávání objektů. Vychází z dokumentu [6] a podle něj rozděluje rozpoznávání
do několika kategorií, které stručně charakterizuje. Třetí kapitola se snaží přiblížit čtenáři
konkrétní vybranou metodu pro tuto bakalářskou práci – SIFT. SIFT je metoda, která
přeměňuje obrázek na sadu příznaků, na jejichž základě je pak možné obrázky porovná-
vat. Celá kapitola čerpá z článků od tvůrce této metody profesora Davida G. Loweho.
Čtvrtá kapitola přibližuje realizaci rozpoznávání s využitím knihovny OpenCV a s využitím
volně dostupné implementace knihovny obsahující všechny potřebné funkce pro práci s metodou
SIFT. Rovněž prezentuje interaktivní nástroj pro porovnávání příznaků. Následující pátá
kapitola se zabývá testováním rozpoznávacího systému na několika datových sadách a před-
kládá dosažené výsledky. V závěru dokumentu je celá práce zhodnocena a je nastíněn směr,




Poz.: Pokud není v textu uvedeno jinak, tato kapitola vychází z článku [6]. Rozpoznávání
objektů je stěžejním problémem v oblasti počítačového vidění. Mnoho aplikací v tomto
oboru potřebuje mít schopnost identifikovat a lokalizovat kategorie, místa a objekty [3].
Dodnes však neexistují metody, které by dokázaly rozpoznat objekt se 100% přesností.
Základní problém rozpoznávání je následující: na základě daných znalostí o tom, jak by
mohl objekt vypadat, a podle obrázku scény, na které by se mohl vyskytovat, rozhodnout,
jestli je objekt přítomen nebo ne. Rozpoznání je docíleno na základě shodných příznaků
obrázku a vzoru. Je však otázkou zvoleného přístupu, co bude definovat jako příznak a jak
bude definovat shodu příznaků.
Přístupy k rozpoznávání mohou být rozděleny podle toho, jaký druh znalostí o ob-
jektu používají. Objekty mohou být reprezentovány svým geometrickým tvarem stejně tak
jako vlastnostmi svého povrchu. Další dělení obvykle vyplývá z předchozího, neboť některé
metody nejsou schopny získat model objektu samy, a proto jej musí poskytnout uživa-
tel. Naproti tomu existují metody schopné automaticky získat model objektu z dodaných
vzorových obrázků během učební fáze.
Při rozpoznávání založeném na geometrickém modelu je obvykle nutno dodat model
explicitně. Model typicky popisuje pouze tvar objektu zatímco opomíjí další vlastnosti
jako barvu a texturu. Naproti tomu rozpoznávání na základě vzhledu má tu příjemnou
vlastnost, že nevyžaduje od uživatele žádný explicitní model. Model objektu se získá během
automatické učební fáze (ne však nezbytně) a spoléhá na povrchové vlastnosti.
2.1 Rozpoznávání založené na geometrickém modelu objektu
Tento druh rozpoznávání, jak už samotný název napovídá, bere v úvahu pouze tvar objektu,
který musí být explicitně zadán, zatímco ostatní vlastnosti jako barvu, nebo strukturu zcela
zanedbává. Rozpoznání samotné pak lze chápat jako rozhodnutí o tom, jestli daný obrázek
může být považován za projekci modelu nebo ne.
Obecně je možno říci, že jsou zapotřebí dvě schémata reprezentující objekty. Jedno
reprezentující model hledaného objektu a druhé zastupující obsah obrázku. Pro usnadnění
hledání shody mezi modelem a obrázkem by obě reprezentace měly blízce souviset. V ideální
případě bude existovat jednoduchý vztah mezi geometrickými primitivy použitými k popisu
modelu a obrázku. Pokud například bude vzor popsán drátěným modelem, pak obrázek
bude pravděpodobně nejlépe reprezentován na základě intenzity hran, z nichž každou je




Pro dosažení neměnnosti vůči pozici, rotaci a světelným podmínkám je vhodné používat
pro popis objektu taková geometrická primitiva, která tyto podmínky alespoň z části splňují.
V tomto směru bylo učiněno několik výzkumů snažících se nalézt a využít taková primitiva
[Mundy and Zisserman 1992], [Weiss 1993].
Mezi hlavní nevýhody rozpoznávání založeného na geometrickém modelu objektu řadíme
závislost metod na spolehlivé detekci geometrických primitiv (přímek, kružnic atd.), nejed-
noznačnost při interpretaci detekovaných primitiv (způsobeno např. přítomností primitiv,
jež nebyly modelovány) a v neposlední řadě i to, že naše modelovací schopnosti omezují
použití této metody pouze na kategorie objektů, které se skládají z několika lehce deteko-
vatelných prvků.
2.2 Rozpoznávání založené na vzhledu objektu
Metody vzhledového porovnávání obecně používají přímo hodnotu jasu obrázku bez toho,
aby spoléhaly na výběr nízkoúrovňových stop, jakými jsou např. hrany, lokální stíny nebo
textury. Objekt bývá popsán na základě několika pohledů.
Tyto metody jsou charakteristické dvěma fázemi. V první fázi se sestaví model ze sady
obrázků objektu (tzv. referenční pohledy). Referenční pohledy obsahují vzhled různě nasmě-
rovaného objektu, za různých světelných podmínek a v neposlední řadě také více ukázek
možného vzhledu objektu dané kategorie. Tyto obrázky jsou obvykle vysoce korelovány
a mohou být efektivně komprimovány pomocí Karhunen-Loeveho transformace.
V druhé fázi se buďto segmentací (podle barvy, textury atd.) nebo úplným výčtem za
pomoci menšího okna, které se posunuje skrz celý vstupní obrázek, získávají části vstup-
ního obrázku velikostí odpovídající trénovacím obrázkům. Rozpoznávací systém následně
porovná části vstupního a referenčního obrázku. Na základě jejich podobnosti je rozhod-
nuto, jestli je obrázek považován za instanci některého objektu z databáze.
Velkým omezením přístupů založených na vzhledu je potřeba izolovat celý objekt od
pozadí, čímž se stávají velmi citlivými k jakémukoliv byť jen malému zakrytí hledaného
objektu. Bylo uskutečněno množství pokusů snažících se o rozpoznávání z částečných dat
způsobených např. právě zakrytím objektu [Murase and Nayar-1995], [Moghaddam and
Pentland-1995], [Krumm-1996], [Brunelli and Messelodi-1993], [Leonardis and Bischof-1996].
Na druhou stranu za pozitiva těchto přístupů by se dalo považovat to, že nepotřebují
na obrázku hledat žádné příznaky, což je časově náročné, ani nepotřebují detekovat žádná
geometrická primitiva a následně je mezi obrázky porovnávat. Nicméně potřeba hustého
vzorkování referenčních pohledů, nízká odolnost k zakrytí objektu a k matoucímu pozadí
je činí použitelnými hlavně pro aplikace s omezenými variacemi vstupních obrázků.
2.3 Rozpoznávání založené na shodě lokálních příznaků
Ani jeden z výše diskutovaných přístupů nevyhovuje tomu, jak bychom si přáli, aby vypadal
systém pro rozpoznávání. Takový systém by měl být schopný rozpoznat libovolný objekt,
aniž bychom jej museli jakkoliv zvláště přizpůsobovat. Dále by měl být schopen rozpoznávat
za nahodilých podmínek (jiných světelných podmínek, při částečném zakrytí objektu atd.) a
konečně je velmi žádoucí, aby byl takový systém schopen automaticky si vytvořit databázi,
na základě níž by následně měl být schopen rozlišovat v databázi obsažené objekty. Dokonalé
splnění těchto požadavků zatím není v našich silách, nicméně nám nic nebrání se jim značně
přiblížit.
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Jako pokus o řešení zmíněných problémů vznikly nové metody založené na porovnávání
lokálních příznaků, z nichž jedna (SIFT) je v této práci dále podrobněji rozebrána. Objekty
jsou reprezentovány sadou lokálních příznaků, které se automaticky vypočítají ze sady
trénovacích obrázků. Získané příznaky se uloží do databáze. Při rozpoznávání se získají
příznaky z dodaného neznámého obrázku stejným způsobem jako tomu bylo při vytváření
databáze. Nalezené příznaky jsou s databází porovnány a na základě počtu shodných lokál-
ních příznaků je odhadnut objekt na tázaném obrázku. K takovému odhadu není zapotřebí
dokonalá shoda, proto jsou tyto metody odolné vůči částečnému zakrytí objektu a ma-
toucímu pozadí.
Pro rozpoznání objektu z různých pohledů je nutné pokrýt všechny možné odchylky ve
vzhledu. Tyto odchylky mohou být složité, ale v měřítku lokálních příznaků je lze modelovat
jednoduše. Tudíž umožněním jednoduchých transformací v lokálním měřítku jde dosáhnout
výrazné neměnnosti vzhledem k pohledu na objekt a to dokonce i pro složité tvary. Důsled-
kem tohoto jevu je fakt, že k namodelování vzorového objektu postačí pár pohledů např.
lišících se o 90◦.
Hlavní výhody rozpoznávání založeného na shodě lokálních příznaků jsou shrnuty níž.
• Vytvoření vnitřní databáze známých objektů se děje automaticky ze sady obrázků
zachycujících tyto objekty. Není nutný žádný zásah uživatele s výjimkou poskytnutí
trénovací sady.
• Reprezentace příznaků se zakládá na lokálním vzhledu. Není zapotřebí nejdříve ex-
trahovat geometrická primitiva (např. hrany), která nemusí být snadné nalézt. Navíc
shoda může být nalezena i v místech, kde žádná taková primitiva nejsou přítomna.
• Segmentace objektu od pozadí se neprovádí před rozpoznáváním a i přesto lze objekty
rozpoznat na neznámém pozadí.
• Objekty mohou být rozpoznány i při částečném zakrytí jinými, neznámými objekty
na obrázku.
• Různé odchylky ve vzhledu objektu způsobené změnou úhlu pohledu a světelných
podmínek mohou být odhadnuty jednoduchými transformacemi v lokálním měřítku.
• Příznaky jsou jak z obrázků pro databázi, tak z obrázků později rozpoznávaných
extrahovány stejným způsobem.
Hledání shod mezi lokálními příznaky je proces odolný vůči částečnému zakrytí objektu
a matoucímu pozadí. Když je část hledaného objektu schována jinými objekty, tak jsou
stále spolehlivě detekovány neschované příznaky. A pokud je viditelných příznaků dostatek,
objekt může být rozpoznán. Co se týče matoucího pozadí, tak není vyloučeno chybné vy-
hodnocení v případě, že některá část pozadí lokálně připomíná část hledaného objektu.
Tento problém se řeší až v konečné fázi rozpoznávacího procesu, kdy se ověřuje a potvrzuje
předpokládaný výsledek a falešné shody jsou zamítnuty.
Většina přístupů založených na lokálních příznacích má podobnou strukturu, která bude
popsána dále.
Detektor V první řade se na obrázku musí najít klíčová místa, na nichž se později spočítají
lokální deskriptory. Taková místa by ideálně měla zachycovat část objektu, kterou by
bylo možno opakovaně detekovat i za měnících se podmínek.
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Deskriptor Jakmile jsou nalezena klíčová místa na obrázku, je nutné uložit popis je-
jich okolí. Při návrhu deskriptoru musíme brát v úvahu několik aspektů. Za prvé
by deskriptory měly být natolik charakteristické, aby zvládly rozlišit mezi objekty
z databáze. Čím více objektů máme v plánu mít v databázi, tím více by na tuto
vlastnost měl být kladen důraz. Za druhé je nutno brát v úvahu, že deskriptor by měl
být neměnný, nebo přinejmenším odolný k možným odchylkám ve vzhledu objektu.
Když například detektor najde kruhovou nebo eliptickou oblast a nepřiřadí jí orientaci,
pak musí být deskriptor neměnný vůči orientaci. Nebo pokud je detektor nepřesný při
určování klíčových míst, tak je nutné, aby těmito malými odchylkami nebyl deskrip-
tor ovlivněn. Z toho vyplývá, že hlavními činiteli ovlivňujícími rozpoznávací možnosti
celé této metody jsou opakovatelnost detekce příznaků a přesnost v detekci jejich
umístění.
Indexování Během učební fáze jsou extrahované deskriptory ukládány do databáze, ve které
by měly být vhodně uspořádány (indexovány), protože při rozpoznávání bude tuto
databázi potřeba prohledávat. Druh vhodné struktury pro uspořádání závisí na vlast-
nostech deskriptoru a na druhu vzdálenosti rozhodující o podobnosti deskriptorů
(např. euklidovská nebo Mahalanobisova vzdálenost). Výběr indexovacího schématu
má významný dopad na rychlost rozpoznávacího procesu. Nicméně je celkem běžné,
že prohledávání se provádí sekvenčně bez indexovací struktury.
Porovnávání Při rozpoznávání objektu na neznámém obrázku se z obrázku extrahují
příznaky stejně, jako se tomu dělo při vytváření databáze. Po extrakci příznaků
se prohledá databáze a každému příznaku z neznámého obrázku se pokusí přidělit
potenciálně odpovídající příznak z databáze na základě jejich vzdálenosti. Objekt
z databáze, který vykazuje vysoký počet shod považujeme za možný hledaný objekt.
Ověření Samotná podobnost deskriptorů není dostatečně spolehlivé měřítko na to, aby
zaručila správnost nalezených shod. Proto se na závěr rozpoznávacího procesu pro
zvýšení spolehlivosti provádí globální transformace, která propojuje příznaky obou
obrázků (např. algoritmus RANSAC). Jak už bylo zmíněno výše, pokud detektor
není schopen získat některé údaje o transformaci obrázku, musí být deskriptor vůči
nim invariantní. Nicméně přesto je vhodnější mít raději detektor schopný tyto údaje
získat, než deskriptor snažící se být invariantní. Když například detektor neposkytne
orientace jednotlivých prvků z obrázku, tak musíme zajistit invariantnost deskriptoru
vůči orientaci. V takovém případě je ale pak nemožné ověřit, jestli porovnávané ele-
menty souhlasí svými orientacemi. Nakonec se předběžné shody, které nejsou soudržné




Metoda SIFT pro extrakci
příznaků
Tato kapitola čerpá z článků [4] a [5]. Autor článků, profesor David Lowe, v nich prezen-
tuje svou metodu pro rozpoznávání objektů založenou na lokálních příznacích. Lokální
příznaky z obrázku generuje přístupem, který nazval SIFT - scale invariant feature
transform. SIFT přeměňuje obrázek na velkou sadu lokálních příznaků neměnných vůči
změně měřítka, posunutí, rotaci a částečně neměnných ke změně světelných podmínek a
afinní nebo 3D projekci. Experimentální výsledky ukazují, že pomocí nich lze dosáhnout
úspěšného rozpoznávání i v částečně zakrytých obrazech. Předchozí přístupy k detekci lokál-
ních příznaků postrádaly neměnnost vůči změně měřítka a byly více citlivé na změnu os-
větlení. Dalo by se tedy tvrdit, že metoda SIFT je v tomto směru průkopníkem. Za zmínku
také stojí, že metoda SIFT sdílí množství vlastností s neurony mozkové kůry nižší spánkové
oblasti ve zrakového ústrojí primátů. Ty slouží právě pro rozpoznávání objektů.
Příznaky jsou efektivně určeny díky přístupu s několikafázovým filtrováním, které určí
potenciální klíčová místa obrazu a ta jsou dále detailněji prozkoumána. Prvním cílem de-
tekce klíčových míst je nalézt místa a měřítka, která mohou být opakovaně určena i při
změně pohledu na objekt. Detekce míst neměnných vzhledem k měřítku může být prove-
dena hledáním stálých příznaků ve všech možných měřítcích použitím spojité funkce měřítka
označované jako scale space (Witkin, 1983).
Koenderink (1984) a Linderberg(1994) dokázali, že jedinným možným scale space já-
drem je gausovská funkce. Proto je scale space obrazu definován jako funkce L(x, y, σ),
která vzniká konvolucí funkce měnícího se měřítka G(x, y, σ) se vstupním obrazem I(x, y):
L(x, y, σ) = G(x, y, σ) ∗ I(x, y),
kde ∗ je operátor konvoluce x a y a





Pro efektivní určení stabilních klíčových míst ve scale space funkci je v [4] navrženo použití
extrémů scale space funkce pro rozdíl gausovských funkcí konvulovaných s obrázkem. Toto
lze spočítat rozdílem obrazu ve dvou sobě si blízkých měřítcích oddělených konstantním
násobícím faktorem k:
D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y).
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Pro vyhledání maxim a minim D(x, y, σ) je každý testovaný bod porovnán s osmi
sousedy ve svém obraze a devíti sousedy jak ve větším, tak v menším měřítku. Za ex-
trém je zvolen pouze pokud je větší nebo menší než všichni tito sousedi. Tento výpočet není
moc náročný, protože většina testovaných bodů je vyřazena v několika úvodních testech.
Kandidát na klíčový bod byl tedy díky porovnávání se svými sousedy nalezen. Další krok
spočívá v odstranění bodů s příliš nízkým kontrastem. Takové body jsou příliš nachylné k
ovlivnění šumem, a proto nejsou žádoucí. Pro adekvátní stabilitu však není dostatečné
zamítnout pouze body s nízkým kontrastem, ale je nutné vyloučit i body ležící podél hran.
Na závěr se bodu přiřadí orientace na základě gradientů v jeho okolí. Ze získaných informací
o klíčovém bodu se jako další krok spočítá dostatečně charakteristický deskriptor pro lokální
oblast obrazu.
3.1 Použití pro rozpoznávání objektů
Rozpoznávání se v první řadě provádí nezávislým porovnáním každého příznaku s databází
příznaků získaných z trénovací sady obrázků. Množství z těchto počátečních shod je ne-
správných v důsledku nejednoznačnosti příznaků nebo v důsledku příznaků, které vzešly
z pozadí. Proto by bylo užitečné mít způsob umožňující zbavit se příznaků, které nemají
v databázi žádnou dobrou shodu. Jednou možností by bylo zavést globální práh vzdálenosti,
pod nějž by se musel nejbližší příznak vlézt. Takový způsob ale nevykazuje moc dobré
výsledky, neboť některé příznaky jsou mnohem více charakteristiké než jiné. Účinnější
opatření získáme porovnáváním vzdálenosti nejbližšího souseda se vzdáleností druhého nej-
bližšího souseda. Pro svou implementaci zvolil David Lowe poměr vzdáleností 0,8, címž
dosáhnul zamítnutí 90% falešných shod. Pro hledání nejbližších sousedů v k-d stromu se
používá metoda best bin first search. Není sice 100% ale nejbližší sousedy určuje s velkou
pravděpodobností.
V dalších částech své práce profesor Lowe popisuje, jak lze díky seskupování příznaků
a použití zobecněné Houghovy transformace dále zlepšovat výsledky rozpoznávání ob-
jektů. Dále podrobně popisuje, jak pomocí afinních transformací v lokálním měřítku dosáh-
nout rozpoznání i částečně otočeného objektu. Tyto pokročilé metody však ve své práci






Celá práce je vytvořena v jazyce C++ s využitím knihovny OpenCV v1.0, která bohužel
neobsahuje implementaci metody SIFT (a ani obsahovat nemůže, neboť ta je patentována),
a tak jsem využil jednu z mála dostupných implementací v jazyce C od Roba Hesse z Oregon-
ské státní univerzity, která využívá výše zmíněné knihovny OpenCV. Více informací o této
implementaci je k nalezení v [2]. Všechny programy byly testovány pouze pod operačním
systémem Windows a většina z nich používá funkce ze systémové knihovny windows.h k
procházení adresářů, což vylučuje funkčnost na jiných operačních systémech.
4.1 Detekce a ukládání příznaků
K detekci příznaků slouží v přiložené knihovně funkce:
int sift features(IplImage* img, struct feature** feat)
Té se jako parametr předá obrázek, ve kterém chceme hledat příznaky a ukazatel na pole,
do něhož chceme nalezené příznaky ukládat (tzv. vektor příznaků). Návratová hodnota
funkce odpovídá počtu detekovaných příznaků. Funkce se postará o detekci s optimálním
nastavení parametrů. V pozadí této funkce se ve skutečnosti skrývá pouze volání jiné ex-
istující funkce, které se předají požadované parametry, jimiž je celá detekce ovlivněna. V
případě potřeby by bylo snadné si vyhledání parametrizovat podle svých představ.
Pokud chceme vytvořit systém schopný rozpoznat objekt na fotografii, potřebujeme si
vést databázi objektů, které se systém už naučil a měl by je být schopný rozpoznat. První
myšlenka, co nás pravděpodobně napadne, je jednoduše ukládat si všechny obrázky a v pří-
padě potřeby na nich hledat příznaky znovu a znovu a . . . (Takové řešení by bylo funkční, ale
extrémně pomalé. Proces hledání příznaků na obrázku je časově náročná operace, viz dále).
Nicméně jakmile si uvědomíme, že provádíme nad databázovými obrázky neustále tu samou
operaci s úplně stejnými výsledky, tak je nasnadě lepší a obecně využívané řešení. Příznaky
najdeme jen jednou a uložíme si je, čímž ušetříme obrovské množství času. Knihovna Roba
Hesse s potřebou exportovat příznaky počítá a obsahuje funkci
int export features(char* filename, struct feature* feat, int n)
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Funkci předáme jméno souboru, do kterého chceme ukládat, pole příznaků a jejich počet.
Výsledný textový soubor obsahuje informaci o počtu obsažených příznaků, délce deskriptoru
a popis jednotlivých příznaků - pozici, měřítko, orientaci a 128 čísel deskriptoru.
Délka detekce se odvíjí od velikosti obrázku a hlavně od jeho obsahu. Musíme si uvě-
domit, že nemusí nutně platit čím větší obrázek, tím více detekovaných příznaků, což dok-
ládají obrázky 4.1 a 4.2. Poz.: Vyznačené příznaky jsou barevně odlišeny pouze pro alespoň
částečně lepší přehlednost. Usoudil jsem, že je lepší je odlišit několika barvami, než zobra-
zovat
”
záplavu“ jedné barvy přes 80% obsahu obrázku.
Obrázek 4.1: Na obrázku (původní rozlišení 1280x1024) bylo nalezeno 2266 příznaků.
Obrázek 4.2: Na obrázku (původní rozlišení 640x480) bylo nalezeno 2984 příznaků.
Obrázek chameleóna 4.1, ač je více než dvojnásobné velikosti, obsahuje o 24% méně
příznaků než obrázek 4.2.
Dalším zajímavým experimentem si ověříme tvrzení týkající se odolnosti SIFT pří-
znaků proti změně měřítka, rotaci a změně světelných podmínek. Výsledky experimentu
znázorňuje obrázek 4.3. Pro tento pokus byl záměrně zvolen objekt na černém pozadí,
aby případné
”
divoké“ pozadí neodvádělo pozornost od cíle experimentu. Na obrázku je
postupně zobrazeno porcelánové prasátko za normálních podmínek, pootočené, zmenšené
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a ztmavené. Při změně pouze jedné z podmínek, si detektor vede velmi slušně. Nicméně
reálnější scénář je změna klidně i všech podmínek najednou. Překvapivě dobrý výsledek
je zachycen na obrázku 4.4. Poz.: Pro oba experimenty byly záměrně pozměněny parame-
try pro detekci SIFT příznaků a to z toho důvodu, aby jich bylo nalezeno pouze rozumné
množství a experiment tak zůstal přehledný.
Obrázek 4.3: Demonstrace částečné invariantnosti SIFT příznaků č. 1.
Jako poslední věc v této kapitole bych ještě rád demonstroval časovou náročnost extrakce
příznaků. Pro měření jsem vytvořil jednoduchou třídu Timer, která využívá funkcí systé-
mové knihovny windows.h. Ukázková naměřená data zobrazuje tabulka 4.1. Bez povšim-
nutí určitě nezůstane, že doba extrakce z některých obrázků je několikrát delší než z jiných,
ačkoliv si je počet nalezených příznaků velmi blízký. Domnívám se, že by to mohlo být
způsobeno rozdílnou velikostí obrázku. Otázkou pak zůstává, zdali má smysl takovouto
závislost vynášet do grafu a snažit se ji aproximovat. Možná má, ale pravděpodobně ne
do dvourozměrného grafu. Museli bychom uvážit i rozměry obrázků, o kterých jsem si bo-
hužel během vyhodnocování nevedl záznam. Pokud bychom tuto informaci měli, bylo by
možné vykreslit trojrozměrný graf znázorňující závislost času na rozměrech obrázku a počtu
detekovaných příznaků.
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Obrázek 4.4: Demonstrace částečné invariantnosti SIFT příznaků č. 2. Zvětšení o 25%,
rotace o 45◦ okolo středu, mírná změna jasu a kontrastu.
Počet 11 40 77 87 99 137 253 326 384 605 699 789
Čas (ms) 992 991 419 1183 475 502 778 1803 1951 1621 2686 2921
Tabulka 4.1: Ukázka časové náročnosti extrakce příznaků.
4.2 Porovnávání příznaků
Příznaky máme extrahované a databázi vytvořenou. Přichází na řadu porovnávání a pokus
o rozpoznání objektu na základě tohoto porovnání. Proces porovnávání příznaků se skládá
z následujících kroků:
1. Vytvoř vektor příznaků ftsimg z neznámého obrázku.
2. Načti vektor příznaků ftsdatabase ze souboru.
3. Z ftsdatabase sestav k-d strom.
4. Pro každý příznak ft z ftsimg:
4.1 Pomocí BBF prohledávání najdi v k-d stromu dva nejbližší sousedy n1 a n2 k
příznaku ft.
4.2 Zjisti Euklidovskou vzdálenost ft od n1 a n2.
4.3 Pokud poměr n1 : n2 < 0,8 prohlaš příznaky ft a n1 za odpovídající si.
”
Záhadná“ konstanta 0,8, která figuruje v kroku 4.3, pochází z doporučení v [5]. Říká, že
nejbližší a druhý nejbližší soused od sebe musí mít jakousi minimální vzdálenost, abychom
si byli více jisti jednoznačností shody. Podle [5] díky této metodě zavrhne algoritmus 90%
falešných shod zatímco těch opravdových jen 5%. Funkce pro sestavení a prohledávání k-
d stromu i pro výpočet euklidovské vzdálenosti mezi dvěma příznaky jsou k dispozici v
knihovně Roba Hesse.
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Existuje ještě jiný, přirozeněji působící postup, který nebere v úvahu poměr nejbližších
sousedů. Tento postup počítá odpovídající si příznaky podle zvoleného prahu vzdálenosti
mezi nimi. Není vůbec jednoduché takový univerzální práh najít a i kdyby se nám to pro
naše konkrétní podmínky podařilo, tak taková metoda nebude moc spolehlivá. Tuto metodu
jsem původně používal, ale její výsledky nebyly moc přesvědčivé. Pro lepší představu
o tom, proč taková metoda nemůže být spolehlivá, jsem vypracoval několik ukázkových
histogramů. Histogram na obrázku 4.5 ukazuje běžné zastoupení vzdáleností u naprosté
většiny mnou testovaných obrázků. Toto typické zastoupení by nám mohlo napovědět, jakou
hranici pro vzdálenosti zvolit. Během experimentování jsem vyzkoušel hranice o hodnotě
20 000, 30 000, 40 000 a 50 000. Poslední testovaná hranice se osvědčila nejvíce, což bohužel
neznamená, že byla úspěšná. Ukázkové vyhodnocení jednoho testu s hranicí 50 000 zná-
zorňuje histogram na obrázku 4.6. Na histogramu 4.6 jsou zachyceny výsledky porovnávání
obrázku židle s několika kategoriemi z datové sady caltech101. Za povšimnutí stojí velmi
vyrovnané výsledky kategorií hrníček, fotoaparát a židle, které vystihují problém celé této
metody. Takto vyrovnané výsledky nejsou vůbec neobvyklé a právě kvůli nim, tato metoda
často připomíná více
”
generátor náhodných čísel“, než metodu pro rozpoznávání objektu.
Obrázek 4.5: Ukázka histogramu vystihující běžné zastoupení vzdáleností.
Implementovaný algoritmus je v porovnání s provedením originálního řešení profesora
Loweho bezpochyby primitivní. Na jednodušších datových sadách není rozdíl ve výsledcích
moc znát, ale u náročnějších datových sad je toto řešení nepoužitelné. Konkrétní výsledky
na několika sadách jsou umístěny v kapitole o zhodnocení výsledků.
Další problém implementovaného postupu se skrývá v obrovské časové náročnosti porovnávání.
Tento problém ovšem v rámci práce není řešen. Bohužel z toho plyne nepříjemný důsledek.






























Obrázek 4.6: Histogramu zachycuje výsledky porovnávání obrázku židle s několika kate-
goriemi z datové sady caltech101.
testovat ji celou. Z každé testované datové sady jsem byl nucen vybrat pouze několik kate-
gorií.
Název funkce Strávený čas Popis
descr dist sq 67,18% Obstarává výpočet Euklidovské vzdálenosti
mezi dvěma příznaky.
assign part key 7,84% Jedna z funkcí potřebných pro fungování KD-
stromu.
explore to leaf 4,96% Prozkoumává KD-strom od uzlu k listu.
restore minpq order 4,61% Obnovuje správné pořadí prioritní fronty.
Tabulka 4.2: Informace získané pomocí profileru kódu z rozpoznávání na datové sadě Simple
Set. V tabulce jsou zahrnuty pouze funkce, ve kterých program strávil více než 4% celkového
času.
Pro bližší představu o tom, co způsobuje tak dlouhou dobu rozpoznávání jsem použil
profiler kódu. Tabulka 4.2 zachycuje zjisťěné výsledky. Nejvíce času stráví program počítáním
vzdáleností příznaků.
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4.3 Nástroje pro vizualizaci příznaků
Abychom se na vlastní oči mohli přesvědčit, jaké příznaky algoritmus vyhodnocuje jako
shodné, byl vypracován program názorně zobrazující odpovídající si příznaky. Jednodu-
chou úpravou ukázkového programu z knihovny Roba Hesse jsem vytvořil neinteraktivní
nástroj, jehož výstupem je obrázek obsahující dva vstupní obrázky, na kterém jsou čarou
spojeny odpovídající si příznaky (viz obrázek 4.7). Účel splňuje jen částečně, neboť při
větším množství příznaků je ve výsledném obrázku pouze nepřehledná
”
pavučina“ čar (také
zachyceno na obrázku 4.7), ze které není vůbec snadné cokoliv vypozorovat. Nicméně byla
to právě tato nepřehlednost, která mě motivovala k vytvoření přehlednějšího interaktivního
nástroje.
Obrázek 4.7: Ukázkové výstupy neinteraktivního nástroje zachycující shodné příznaky dvojic
obrázků.
Jak už bylo zmíněno výše, cílem interaktivního nástroje pro porovnávání je přehledně
vyznačit odpovídající si příznaky. Zhodnocení toho, na kolik se mu to daří, nechám na
uživateli. Každopádně sám můžu konstatovat, že při větším počtu příznaků vykreslených
do obrázku vzniká záplava kružnic a šipek, která je někdy schopna pokrýt většinu obrázku.
Možným řešením tohoto problému by bylo vyznačování příznaků částečně průhledně. Od
takového řešení jsem byl ale nucen upustit, neboť OpenCV v1.0 průhlednost nepodporuje.
Průhlednost je zavedena až v OpenCV v2.0. Jiným možným řešením by mohlo být zobra-
zování příznaků po částech, nikoliv všech najednou. Jak ale vybírat příznaky dostatečně
vhodně na to, aby se nestalo, že vyberu z 1 000 příznaků 250 takových, které se stejně kříží
způsobem činícím obrázek ve výsledku zase nepřehledným? Takový systém by nepochybně
bylo možné vymyslet, ale musel by být značně sofistikovaný, aby plnil svůj účel. Cílem této
15
práce ale nebylo věnovat se přehlednému zobrazování příznaků, nýbrž jejich porovnávání,
takže jsem od řešení upustil a nechal nástroj v současném stavu. Věřím, že při rozumném
množství příznaků je názorný víc než dost.
Program při spuštění vyžaduje dva argumenty — cesty k obrázkům, které chceme
porovnávat. Na prvním obrázku se vyznačí všechny jeho příznaky a uživatel z nich může
vybrat ten, který ho zajímá. Tento obrázek nazvěme modelem. Druhý obrázek slouží k zo-
brazení dvou nejpodobnějších příznaků k výběru z obrázku číslo jedna. Po úspěšném spuštění
a úvodním hledání příznaků na dodaných obrázcích se objeví tři okna. Dvě okna s obrázky
a třetí konzolové (4.8). Okno s modelem (na 4.8 vlevo) má vždy vykreslené všechny pří-
Obrázek 4.8: Interaktivní nástroj pro porovnávání příznaků.
znaky a umožňuje vybrat libovolný příznak kliknutím levého tlačítka myši. Informace o
vybraném příznaku se vypisují do konzole. K vybranému příznaku se na druhém obrázku
vyhledají dva nejpodobnější a zobrazí se. Nejbližší příznak je vyznačen světlejší červenou
barvou, druhý nejbližší tmavě červenou. V druhém okně můžeme také klikat na příznaky,
po kliknutí se kromě informací zobrazí i jeho euklidovská vzdálenost k vybranému příznaku
v prvním okně.
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Základ programu tvoří třída Image object. Image object využívá funkcí z knihovny
Roba Hesse a z OpenCV k zapouzdření práce s příznaky včetně jejich vykreslování. Každému
objektu této třídy musí být do konstruktoru předán obrázek, nad nímž bude objekt praco-
vat. Objekt poté automaticky vyhledá v tomto obrázku příznaky a sestaví z nich k-d strom.
Příznaky se uchovávají v kontejneru vector dostupném v C++ STL. Na rozdíl od všech
ostatních programů vytvořených během této práce, kde žádný kontejner nevyužívám, se s
příznaky uloženými ve vektoru manipuluje mnohem snáze. Kromě vektoru všech nalezených
příznaků, si objekt vede i evidenci příznaků, které má momentálně vykreslené v obrázku.
Z metod třídy Image object stojí za zmínku
void Image object::set probe(feature* f)
umožňující k objektu přiřadit libovolný příznak třeba z databáze nebo z jiného obrázku,
se kterým může objekt dále pracovat. V prezentovaném nástroji je tato funkce používána.
Po výběru příznaku na modelu přiřadíme druhému obrázku právě tento vybraný příznak
pomocí funkce set probe(feature* f) a požádáme ho o vykreslení dvou nejbližších pří-




V jednotlivých sekcích této kapitoly jsou zhodnoceny dosažené výsledky při rozpoznávání
implementovanou metodou.
5.1 UK benchmark
Datová sada UK benchmark se skládá z 2550 kategoríí, z nichž každá obsahuje 4 obrázky
stejného objektu za různých podmínek [8]. Všechny obrázky jsou v rozlišení 640× 480.
Celá sada obsahuje 10200 obrázků. Vyzkoušet ji celou není v silách tohoto projektu.
Pro testování jsem vybral 38 prvních kategorií (tzn. 152 obrázků) z databáze. Vyhodno-
cení trvalo téměř tři hodiny. Pro ohodnocení výsledku jsem použil nejjednodušší zmíněný
bodovací systém v [8]. Cílem UK benchmarku je ke každému obrázku přiřadit čtyři jemu
odpovídající včetně jeho samotného. Za každý správný výsledek se přičítá bod tzn. za je-
den obrázek můžeme získat nula až ctyři body. Porovnávání se řídí postupem uvedeným
v předchozí kapitole. V následujících dvou tabulkách se pokusím porovnat mé výsledky
(tabulka 5.1) s výsledky tvůrců UK benchmarku (tabulka 5.2 přejatá z [8]). Porovnání je
nutné brát s rezervou, protože jejich implementace je natolik rychlá, že si mohou dovolit
testovat klidně i celou sadu a výsledků se dočkají za pár minut.
Max. skóre Dosažené skóre Průměr na 1 obrázek Úspěšnost
608 515 3,39 84,7%
Tabulka 5.1: Mé výsledky na UK benchmarku. Nejméně úspěšné kategorie zobrazeny na 5.1.
Výsledky z této datové sady považuju za velmi uspokojivé. S přihlédnutím k jednodu-
chosti mé implementace v porovnaní s originální verzí profesora Loweho bych je označil
za skoro až překvapivé v dobrém slova smyslu. Otázkou zůstává, jak by výsledky dopadly,
kdyby bylo možné je vyzkoušet na celé datové sadě UK benchmark.
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Obrázek 5.1: Nejméně úspěšné kategorie z porovnávání — 9, 6, 6, 8 bodů z 16 možných.
Při pohledu na dosažené body je nutné si uvědomit, že 4 body v každé kategorii jsou
téměř
”
zdarma“, protože situace, kdy by nedošlo ke správnému rozpoznání dvou identických
obrázků, jsou stěží představitelné.
Vyhodnocovací strategie
Podmnožina obrázků flat 10 100 1000
cd 2,895 2,574 3,139 3,161
moving 2,828 2,161 3,014 3,083
moving + cd 2,884 2,551 3,139 3,157
flip 3,014 2,534 3,135 3,188
test 3,166 3,070 3,294 3,286
Tabulka 5.2: Výsledky autorů UK Benchmarku. Pro bližší pochopení doporučuju zhlédnout
prezentaci na webu [8].
5.2 Coil - 20
Columbia Object Image Library (COIL - 20) je datábáze dvaceti objektů na obrázcích ve
stupních šedi. Objekty byly umístěny proti černému pozadí na motorizovaný otočný stůl,
který se postupně otáčel. Objekty byly snímány v intervalech po 5◦, což ve výsledku dává
72 obrázků na objekt [7].
Celou databázi se mi bohužel nepodařilo sehnat, neboť v [7]
”
inzerovaný“ ftp server, na
kterém má být umístěna, nebyl funkční. Nicméně se mi podařilo sehnat část této databáze
obsahující pět objektů. Na této části jsem provedl testování.
Umělé a velmi jednoduché podmínky datové sady COIL - 20 se projevily vynikajícími
výsledky. V reálném světě se však s takovými podmínkami nesetkáme. Bohužel jsem nenalezl
žádné jiné výsledky, se kterými bych mohl svou úspěšnost porovnat. Mé dosažené výsledky
jsou prezentovány v tabulce 5.3. Podrobnější informace jsou k dispozici na přiloženém CD.
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Autíčko Prasátko Vazelína Anacin Kostičky
Úspěšnost 100% 100% 100% 100% 98,6%
Tabulka 5.3: Mé výsledky na datové sadě COIL - 20.
5.3 Vlastní datová sada — Simple set
Simple set je malá datová sada, kterou jsem pořídil během tvorby bakalářské práce. Tvoří
ji 5 předmětů - balón, sluneční brýle, dalekohled, hrnek a jezdec (šachová figura). Každého
předmětu bylo pořízeno 99 fotografií. Jakým způsobem byly fotografie pořízeny, vysvětluje
obrázek 5.2. Pro zajímavější a náročnější testování jsem k těmto 99 fotografiím, na nichž má
každý předmět své téměř se neměnící pozadí, udělal i několik fotografií dotyčných předmětů
na jiném pozadí. Pro vytvoření databáze jsem použil u každého předmětu 90 fotografií a
zbylých 9 jsem zařadil do sady testovací. Je totiž vhodné, aby obrázky použité na vytvoření
databáze nebyly obsaženy v testovací sadě. Pokud by byly, zkreslovalo by to výsledky,
neboť obrázky by v podstatě nebyly pro rozpoznávací systém neznámé. Takové obrázky se
shodují všemi příznaky se svými protějšky z databáze a to při větším množství příznaků
na obrázcích výsledky zřetelně ovlivní. U předchozích datových sad o tomto jevu nepadla
zmínka, protože u UK benchmarku se s tím počítá a je to součástí testu. Datová sada





Obrázek 5.2: 1) Objekt byl vyfotografován z 11 úhlů pohledu. 2) Ve třech výškových hla-
dinách. 3) V každé pozici celkem třikrát s různě natočeným fotoaparátem. Celkem tedy
11 · 3 · 3 = 99 fotografií na objekt.
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Balón Brýle Dalekohled Hrnek Jezdec
Testovaných 25 19 15 22 20
Rozpoznaných 15 8 13 10 16
Úspěšnost 60% 42,1% 86,7% 45,6% 80%
Tabulka 5.4: Výsledky na datové sadě Simple set.
Výsledky už od prvního pohledu nejsou tak ideální jako u předchozích dvou datových
sad. Hlavními viníky neúspěchu jsou v tomto případě obrázky předmetů na jiném pozadí
než jaké má dotyčný obrázek na všech vzorech použitých pro vytvoření databáze. Do
”
hry“
se zapojil jeden z faktorů, který dělá rozponávání v neumělých podmínkách obtížným –
měnící se okolí objektu.
5.4 Caltech101
Datová sada caltech101 obsahuje objekty ve 101 kategoríích. Kategorie obsahují různé
množství obrázků v rozmezí 40-800 obrázků na kategorii [1]. Jako vzorek dat jsem vybral
pět kategorií a počet obrázků v každé z nich jsem zredukoval na 40. Obrázky pro testování
vybraných kategorií (deset pro každou) jsem vybíral zcela náhodně s využítím služeb in-
ternetového vyhledáváče google. Z prohledávání internetu ovšem čeprali i autoři caltechu.
Při vyhledávání obrázků lze narazit na nejeden obrázek obsažený v caltechu, proto nevy-
lučuji, že některé obrázky použité pro testování byly obsaženy v sadě použité k vytvoření
databáze. To mohlo případně trochu zkreslit výsledky rozpoznávání.
Fotoaparát Mobilní telefon Saxofon Hrnek Židle
Testovaných 10 10 10 10 10
Rozpoznaných 10 1 5 0 7
Úspěšnost 100% 10% 50% 0% 70%
Tabulka 5.5: Výsledky na datové sadě caltech101.
Caltech101 byl bezpochyby největší výzvou, protože obsahuje obrázky skutečně z reál-
ného prostředí. Ačkoliv výsledky nedopadly úplně katastrofálně, jsem vůči nim skeptický.
Počty shodných příznaků testovaných obrázků a jednotlivých kategorií z databáze se po-
hybovaly v řádech tisíců, zatímco rozdíly rozhodující o vyhodnocení se pohybovaly v řádu




Dokument čtenáře seznámil se základy rozpoznávání objektů v obraze a přiblížil metodu
SIFT pro extrakci příznaků z obrazu. Dále byla popsána realizace systému pro rozpoznávání
objektů založeného na porovnávání příznaků získaných metodou SIFT. Ačkoliv systém
s ohledem na svou jednoduchost nevykazuje špatné výsledky, pro reálné použití by potře-
boval v mnoha ohledech rozšířit a vylepšit. V první řadě je nepříjemná časová náročnost
rozpoznávání, která znemožňuje jakékoliv rozpoznávání v reálném čase. Napadá mě možnost
snížit počty příznaků ukládaných do databáze a to třeba takovým způsobem, že by se pří-
znaky z dané kategorie porovnávaly interně mezi sebou a ty, které by němely žádné sobě
podobné příznaky v dané kategorii, by byly vyřazeny, protože nejspíš pro danou kategorii
nebudou charakteristické. Nicméně i úspěšnost systému by šlo do značné míry vylepšit
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