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ABSTRACT 
We consider a class of positive linear maps from the n-dimensional matrix algebra 
into itself which fix diagonal entries. We show that they are expressed by Hadamard 
products, and study their decompositions into the sums of completely positive linear maps 
and completely copositive linear maps. In the three-dimensional case, we show that every 
positive linear map in this type is decomposable, and give an intrinsic characterization for 
the positivity of these maps when the involving coefficients are real numbers. 
1. INTRODUCTION 
Let M,, be the C*-algebra of all n x n matrices over the complex field. Because 
the structure of the positive cone P(M,) of all positive linear maps between M, is 
very complicated even in lower dimensions, it would be very useful to find extreme 
elements of this cone in various senses. In this vein, several authors [3,8,9] have 
constructed such extreme maps in the cases of n = 2,3, or 4. In the case of n = 3, 
such maps were constructed by adjusting diagonal elements and attaching minus 
signs at offdiagonals (see also [ 1,5,6, lo]). In this note, we consider positive 
linear maps between matrix algebras which fix diagonal elements. It is easy to see 
that every positive linear map preserving the diagonals is of the form 
@A,B:XHAOX+BOX’+ZOX, X E M,, 
for self-adjoint matrices A and B with zero diagonals, where A o X (respectively 
XU) denotes the Hadamard product of A and X (respectivley the transpose of X), 
and I denotes the identity matrix. 
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Recall that a positive linear map between matrix algebra is said to be decompos- 
able if it is the sum of a completely positive linear map and a completely copositive 
linear map. For those linear maps in the above forms, they are completely positive 
(respectively completely copositive) if and only if they are 2-positive (respectively 
2-copositive). Also, they are decomposable if and only if they are the sums of 
2-positive and 2-copositive linear maps. 
Restricting our attention to the three-dimensional case, we show that every 
positive linear map in this type is decomposable. We also get a necessary and 
sufficient condition for the positivity of the map @,.~,a in terms of the entries of A 
and B, when the entries are real numbers. 
Throughout this note, A 2 0 means that A is positive semidefinite. 
2. DECOMPOSABILITY 
Let 9 : Mn + M,, be a positive linear map which fixes diagonal elements, that 
is, 
Q (Eii) = Eii, i= 1,2 ,...) n, (2.1) 
where {Eo} denotes the usual matrix units. For j # k, consider the positive 
semidefinite matrix 
with arbitrary X, y E Cc. Then 
(a (Px,y) ei, ei) = Ix~*& -I- ly[*fiik f 2 Re [ %‘(a (Ejk) ei7 ei)] 
becomes a nonnegative real number for each n,y E Cc, where {ci} is the usual 
orthonormal basis of Cc”. It follows that 
(@(Ejk)ei,ei) ~0, j#k, i= 1,2 ,..., n, 
and so the matrix @(Ejk) has zero diagonals for j # k. Therefore, @(Px,y) has 
zero diagonals except at the j-th and k-th positions. Because fD(P,,,J is positive 
semidefinite, it follows that @(Px,y) is spanned by Ejj, Ea, Elk, and Ekj. From the 
relation 
@(Q/J = i [@(Pr,r) - i@(Pi,i)] - 7 [Ejj + EM] 7 
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we see that iP(Ejk) is spanned by Ejk and Ekj, and similarly for @(Ekj). It fOllOWS 
that every positive linear map @ : M, + M, with the property (2.1) is of the form 
X11 
i . 
a12x12 + 612x21 . * . 
a21x21 + b21Xl2 x22 . . . 
WGjl) = : 7 
M-U + bnlXln au + ha, . . . 
where A = [au] and B = [bv] are self-adjoint matrices with zero diagonals. We 
will denote this linear map by QA,B, that is, 
QA,B(X) =AoX+BoXV+ZoX, X E Ml, (2.2) 
as in the introduction. 
PROPOSITION 2.1. LetA and B be selfkdjoint matrices with zero diagonals. 
Then the following are equivalent: 
(i) Q.A,J is completely positive. 
(ii) @,Q is 2-positive. 
(iii) B = OandA + I> 0. 
PROOF. If @A,B is 2-positive, then the matrix 
Eii agEij + bgEjt 
ajtEji + bjtEq EjZ 
is positive. From this, we see that bu = 0 for i # j, and B = 0. It is well known 
that the map X H (A + Z) o X is positive if and only if A + I > 0. If B = 0 and 
A + 1 >_ 0, then we see that the n2 x n2 matrix [@A,B(Etj)] is positive semidefinite, 
and so @A,B is completely positive by [2]. w 
By similar arguments to those for Proposition 2.1, we also have: 
PROPOSITION 2.2. Let A and B be self-adjoint matrices with zero diagonals. 
Then the following are equivalent: 
(i) @A,B is completely copositive. 
(ii) @A,B is 2-copositive. 
(iii) A = 0 and B + Z > 0. 
Now, we show that Q is decomposable if and only if it is the sum of a 2-positive 
map and a 2-copositive map. 
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THEOREM 2.3. LetA andB 
Then the following are equivalent: 
(i) Q~,Q is decomposable. 
SEUNG-HYEOKKYE 
be self-adjoint matrices with zero diagonals. 
(ii) @~,n is the sum of a 2-positive linear map and a 2-copositive linear map. 
(iii) There exist diagonal matrices D1 and 02 in M,, such that 
DI +D2=1, A+DI 10, B+D2 20. (2.3) 
PROOF. Let @A,+ = at + @2 with a 2-positive linear map @t and a 2- 
copositive linear map @p2. Considering the n2 x n2 matrix [@,.&ZQ)] again, we 
use the same arguments as in the proof of [5, Proposition 3.11 (see also [7]); then 
it is easy to see that @t and @2 are of the forms 
@r(X) =A1 OX, Q2(X) =A20X’, X E M,, 
for some positive semidefinite matrices AI and AZ. From this, we get condition 
(iii) with Al = A + DI and A2 = B + D2. The implication (iii) + (i) follows from 
the facts that the above maps @I and @2 are completely positive and completely 
copositive, respectively, as in the proof of Proposition 2.1 ??
Let A and B be n x n self-adjoint matrices with zero diagonals as before. 
We denote by Ai [respectively A,] the set of all diagonal matrices D such that 
A + D 2 0 [respectively B + (I - D) 2 01. With the obvious identification 
D = Diag(dt , d2,. . . , d,,), Ai and Ai are convex subsets of IR”. We introduce 
the number 
6,4,a := sup{r 2 0: Q~,QB E D}, 
where D denotes the set of all decomposable linear maps. 
PROPOSITION 2.4. Let A and B be self-adjoint n x n matrices with zero 
diagonals. If AT n Ai consists of one point, then we have SA,B = 1. Conversely, 
if S,,, = 1, then Ai n Ai has no interior point. 
PROOF. By definition, we see that @ A,B E 2). Suppose that there is r > 1 
such that @rA,rB is decomposable. By Theorem 2.3, there exist diagonal matrices 
D1 and D2 with D1 + 02 = I such that rA + D1 2 0 and rB + 02 2 0. Then we 
see that Ai n Ai contains two points I - (1 /r)D:! and (1 /r)D, , by the following 
expressions: 
@A,dX) = [(A+;D+X+(I--;(DI+D+X]+(B+~D~)~X’ 
zz (A+~D,)ox+[(B+~~,)~X~+(+DI+D+X~]. 
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For the second assertion, we assume that Ai n Ai has nonempty interior. Then 
we can find two points (di, . . . , d,) and (dl - E, . . . , d,, - 6) in AZ n Ai for some 
positive number 6. Define 
@i(X) = [A + Diag (dl - E, . . . , d,, - E)] o X, 
@z(X) = [B + Diag (1 - dl , . . . , 1 - d,,)] o X”. 
Then, we see that 
Q’1A ‘B = I-L 1,--r 
is decomposable, and so we have 6,~ > 1. 
3. POSITIVITY IN THE THREE-DIMENSIONAL CASE 
In the remainder of this note, we restrict ourselves to the case of three- 
dimensional matrix algebra, and put 
Then the linear map Q,JB is positive if and only if the matrix 
lx12 
-- 
alFy+bljk azxz+&x 
-- 
u1y.x +b,xy IY12 a3Yz + bGy 
aZx+bzFz T@y+b3j7z lk12 I (3.1) 
is positive semidefinite for every (x, y, z) E C3. Considering the 2 x 2 diagonal 
submatrices we have 
IaiI + lbil 1. 1, i = 1,2,3. (3.2) 
If we consider the determinant of the matrix (3.1), then the inequality 
Iz121uGy + b,Yx12 + ly121a2Vr + bzFz12 + Ix121a3Lz + b3Zy12 
I 1~1~1~1~1~1~ + 2 Re @IQ + hYxMa2Zx + bGz)(a3Fz + b3Zy) 
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holds for every x, y, z E Cc. Because this inequality is trivial if one of x, y, z is zero, 
we divide by /~j~jy/~)z]~, and may assume that 1x1 = lyl = IzI = 1. Put 
1 a,eiO + ble-i0 ij2e-iu + &2&u 
FA,B(~, CJ, T) = det ale-‘8 + j&e’e 1 asei7 + bse-” . 
a2eiu + b2e-io E3e-ir + T;3eiT 1 
(3.3) 
We also put R = ((0, cr, T) E [-rr, .rr13 : Q + cr + T = 0). Summing up, we have: 
PROPOSITION 3.1. The linear map Q’A,B is positive if and only if the condi- 
tions (3.2) and the inequakty FA,B(B, or 7) > 0 hoEdfor each (0, o, 7) E 0. 
Now, we introduce the number 
where P denotes the set of all positive linear maps. Then it is clear that 6,4,B 5 pA,n. 
PROPOSITION 3.2. Assume that the linearmap @,J,B ispositive. Then PA,B = 
1 if and only if either an equality holds in (3.2) or F&e, o, r) = 0 for some 
(e, 0,~) E 0. 
PROOF. For r E [0, 00) and 0 = (0, 0, T) E 0, we write 
dr, Q) = FrA,rE(e, 0  7). 
+: Assume that the strict inequalities hold in (3.2), and take a decreasing 
sequence{r,,}in(l,oo)withrn]ail+r,]bi] 5 l,i= 1,2,3,whichconvergestol. 
Becasue ar.+&r is not positive, we can take 0, E R such that g(m, 0,) < 0 for 
each n = 1,2,. . . . From the compactness of s1 we may assume that the sequence 
{ 0,) converges to a point 00 = (e,, (TO, TV) E 52 . Since g is a continuous function 
on [0, oo) x R, we have FA,B(@o) = g(l,Oo) 5 0. The equality FA,B(@o) = 0 
follows from the positivity of the linear map @A$. 
x=: If an equality holds in (3.2) then it is clear that PA,@ = 1. Assume that 
g( 1 , 00) = 0 for some @a = (60, aa, TO). In order to prove &,s = 1, it suffices to 
show that the function h : r I-+ g(r, 00) is strictly decreasing at r = 1. Put 
Q = aleie’J + blemieO, ,fj = a2eiQ + b2epiu0, y = a3enTo + b3e-170 
First, note that loI + IpI2 + ]y12 > 0, because Q = ,0 = y = 0 implies 
g( 1 , 00) = 1. If Re(a/?y) 5 0, then h is strictly decreasing on the interval 
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[0, 00). If Re(c&) > 0, then h is strictly decreasing on the interval 
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L 
0 lbl2 + IPI + IY12 
> 3ReWy) ’ 
From the inequalities in (3.2), we have Re(c@y) 5 [a,@[ < 1. Therefore, it 
follows that 
3Re(aPy) < 2Re(c@y) + 1 = Ial2 + I/3l2 + Iy12, 
and so h is strictly decreasing at r = 1, as was desired. W 
PROPOSITION 3.3. Assume that D E Ai fl A;. Then we have pA,B = 1 if 
and only ifone of the following two cases holds: 
(i) An equality holds in (3.2) 
(ii) A + D and B + (Z - D) have null vector (xl, yl,zl) and (x2, y2,~), 
respectively, with the condition 
1x11 = Ixzl, IYII = lY2ll IZll = 1221. (3.4) 
PROOF. Because Ai n A; is nonempty, @A,B is immediately positive. By 
Proposition 3.2, it suffices to show that FA,B(6, g, 7) = 0 for some (6, (T, 7) E fl if 
and only if case (ii) holds. 
Assume that FA,B(e, C, 7) = 0 for some (0, (T, 7) E 0. Note that the matrix in 
(3.3) is the sum of the following two positive semi-definite matrices: 
4 a,eiO a2e-io 
iileeie d2 a3ei7 1 , (3.5) a2eiu &eei’ d3 [;<; ;;; ;;;I. 
Because the sum of these two matrices is singular, we see that they have a common 
null vector (x, y, z). Then, 
(x, eiey, e-‘O z) and (x, eWiey, eiuz) 
are null vectors of A + D and B + (I - D), respectively, and satisfy the condition 
(3.4). 
For the converse, we assume that (x, y, z,) and (xe2ia, yeziP, zr2’y) are null vectors 
of A + D and B + (I - D), respectively. Then we see that (x, ye’@-OI), ze’(Y-“)) is a 
common null vector for the matrices in (3.9, with (0, U, 7) = (cy - p, y-a, p-y). 
Therefore, we have F&6, cr, r) = 0. W 
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In the remainder of this section, we give an intrinsic characterization of 
the positivity of the map Q~,J,B in terms of the entries of A and B, under the 
condition 
ai,a2,as,bi,&,bs E R (3.6) 
To do this, we need the following lemma. 
LEMMA 3.4. Let Q, 0, and y be real numbers, and put 
F(B,U,T) = acose+pcosa+-ycosT, (3.7) 
e+g+r = 0. (3.8) 
We denote by A the set ofall triplets (p, q, r) of nonnegative real numbers satisfying 
p14+r, qIr+p, rIp+q. 
(i) Ifc@y > 0, then the maximum of (3.7) under the constraint (3.8) is 
I4 + IPI + IYI 
(ii) Ifc@-y < 0 and (laPI, I,&/, Iral) E A, then the maximum of(3.7) under 
the constraint (3.8) is 
Q2f12 + @-y2 + yw 
(iii) rfa,&y < 0 and ([a@[, IPrl, I+ycxI> @ A, then the maximum of(3.7) under 
the constraint (3.8) is 
max{bI + IPI - Irl, lal - IPI + Irl, -14 + IPI + Irl). 
PROOF. There is nothing to prove for statement(i). For the remaining cases, 
we assume that a,@ < 0. If (3.7) takes an extreme value at (0, g, 7) under the 
constraint (3.8), then we have 
cusinf? = psina = ysinr, (3.9) 
by the Lagrange multiplier method. First, we assume that sin0 # 0. From the 
relation 
asin = /3sina = -ysinBcos0 - ycosesinff, 
we get 
cOse=-~-%Osa 
Ya. 
POSITIVE LINEAR MAPS 247 
Similarly, we have 
Y Y cosu = -- - -COST, 
c-x P 
cosr = -; - F case. 
Hence, it follows that 
c0se = P, cosu = Q, COST = R, (3.10) 
where 
P= 
-cx2p2 + p2y2 - yw 
2a2py ’ 
Q= 
-c2p2 - p2y2 + yw 
2042-y ’ 
R= 
,2p2 - pL/2 - ya2 
2apy2 
Therefore, an extreme value of (3.7) under the constraint (3.8) occurs only when 
sine = sin u = sin 7 = 0 
or 
c0se = P, cosu = Q, COST = R, 
for which (3.7) takes the values 
I4 + IPI - Irl, I4 - IPI + hl> -I4 + IPI + IYI (3.11) 
or 
,2p2 + p2y2 + y2a2 
w3~l ’ 
(3.12) 
respectively. It is easy see that the value (3.12) is greater than or equal to the three 
values of (3.11). We note that there exist 0, ~7, and r satisfying (3.10) if and only if 
-1 <PI 1, -1 I Q 51, -1 5 R 5 1. 
It is also easy to see that this is the case if and only if (laPI, /,@I, In E A. 
Now, if (la,LI, IPrl, Iral) 6 A, then the extreme values occur only when 
sin8 = sina = sin7 = 0, and this proves (iii). If (lc$I, IPrl, I~cx/) E A, then 
we see that there are 0, U, and r satisfying the equations (3.8) and (3.9), and this 
completes the proof of (ii). ??
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Note that the inequality FA,B(B, (T, 7) 2 0 for (19, cr, T) E s1 is equivalent to 
jai + bie”1’ + la2 + b2eiu12 + Ias -t- bseiT1* 
I 1 + 2 Re (al + b,eie)(u2 + b2eiu)(us + bgeiT), (3.13) 
for 0 + c + r = 0. Now, we impose the condition (3.6) and put 
Q:= ah - albzh - blw3, 
P= ah - blah - ab,, 
Y= a363 - blbza - al4s 
S= 1 + 2(uiuzu3 + blb2b3) - (UT + us + u: + b: + bz + bi), 
A= max{bI + IPI - Irl, I4 - IPI + Irl, -la11 + IPI + Irl). 
(3.14) 
Then, by a direct calculation, we see that the condition (3.13) becomes 
2((rcose+pcosa+~cosT) 5 6. 
Now, we apply Lemma 3.4 to get 
THEOREM 3.5. Under the condition (3.6), the linear map @A,-, is positive if 
and only if the condition (3.2) together with the following conditions is sutisjed: 
spy > 0 =+ %I4 + IPI + Irl) 5 4 
a,@ < 0, (Ic@I, [P-/l, I-/al) E A + -a2p2 + $; + y2a2 55, 
where the numbers a, ,O, y, S, and A are given by (3.14). 
4. DECOMPOSABILITY IN THE THREE-DIMENSIONAL CASE 
In this section, we show that the linear map QA,B on Ms is positive if and only 
if it is decomposable. 
THEOREM 4.1. Let Cp be a positive linear map on the three-dimensional 
matrix algebra which @es diagonals. Then Q is deocomposuble. 
The following simple lemma will be useful. We omit an elementary proof. 
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LEMMA 4.2. Assume that (~0 < CXI, /30 < ,L$, 70 > 0, y1 2 0, and one of70 
or y1 is nonzero. Then the equations 
(x - ~o>ol - PO) = $7 (X-aY-m=r~ (4.1) 
have a common solution (x, y) with cro < x < QI~, ,!I,-, < y 1. ,L$ if and only if the 
inequality 
(70 + Y1)2 I (a1 - oo)(P1 - PO) 
holds. Furthermore, the equality holds if and only if the solution is unique. 
Also, assume that (~2 > 0, @2 > 0. Then the first curve in (4.1) with x 2 
CY,-, , y > ,& satis$es the condition 
azx+ P2Y > 72 
if and only if we have the inequality 
90&E+ ((YOQ2 +pop2 -y2)> 0. 
For the proof of Theorem 4.1, we first consider the special case in which A or 
B has a zero row. For example, we assume that bz = b3 = 0. 
LEMMA 4.3. Let b2 = b3 = 0. Then the map @,J,B is positive ifand only if 
it is decomposable if and only if the condition 
(lb1 I+ Izl I - aml12 5 (1 - la212)(1 - la312) (4.2) 
holds. 
PROOF. Write ai = latlei4i, bl = lb1 lei+l. If @A,B is positive, then it follows 
that 
Ial I2 + lb1 I* + Id2 + la312 + 2lal lb1 I cos(8 + T/Q - 41) 
I 1 + 2Walamlf 2lbta2a31 cos(8 + +I + 42 + ebb), 
by (3.13), and so we have 
WI I [Ial Ico@ + $9 - 41) - la2a31 cos@ + $1 + 42 + 43)] 
I 1 + 2Rdala2ad - (la112 + lb1 I2 + la212 + la312) 
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for every 8. Because the maximum value of the left side with respect to 0 is equal 
to 21br 1 151 - U2~3 1, we have 
21blt1El -U2U31 i (1 - lU212)(1 - lU3/2>-(lb,12 + 15, -U2U3i2), 
from which the condition (4.2) follows. 
Assume that (4.2) holds. If Ia21 = 1 or Ius I = 1 then 161) = 0. Also, note that 
if br = 0 then @~,n is already completely positive by Proposition 2.1. Hence, we 
may assume that Ia21 < 1, Ius/ < 1, and bi # 0. By Lemma 4.2, the equations 
+ b212)(Y- lU312) = 15, -U2U312 and (X- l)(y - l)= lb112 
have a common solution (x, y) with Ia2 I2 < x 5 1 and Ia3 I2 2 y 5 1. With these 
x and y, we see that 
are positive semidefinite. Therefore, Q ,Q is decomposable by Theorem 2.3. ??
From now on, we assume 
(I) Neither A nor B has a zero row. 
In order to complete the proof of Theorem 4.1, it suffices to show 
6,$$=1 +’ pA,B=l. (4.3) 
Therefore, we also assume 
(II) 6/Q = 1. 
This condition (II) implies that the set AT fJ Ai contains a point D = (dl ,d2, d3). 
From condition (I), we also have 
(x, Y, z) E A,+ (respectivelyA,) 
=5 X, y, z > 0 (respectively < 1). (4.4) 
LEMMA 4.4. Let S and T be convex sets in I” with nonempty interiors. 
Assume that S n T has no interior and contains a line segment L. Then L is 
contained in dS n dT, where 8s denotes the boundary of S. 
PROOF. Assume that there is a point x of L which is an interior point of S. 
Let B be an open ball centered at x and contained in S. Take an interior pointy of 
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T, and denote by M the line segment between x and y. Then every point of M n B 
is an interior point of S n T with the possible exception of x. W 
We introduce the following equations: 
rA(x, y, z) = det[A + Diagk y, z)l = 0 
S&C, y, z) = det[B + Diag(1 - X, 1 - y, 1 - z)] = 0 
(4.5) 
LEMMA 4.5. Assume condition (I). Then we have the following: 
(i) A point (x, y, z) E A$ lies on the boundary of Ai ifand only ifsA@, y, z) = 
0. 
(ii) If a point D = (dl,dz,d3) E 8AA + is a regular point of the surface 
sA(x, y, z) = 0, then there is a neighborhood U of D such that 
unA,f = Un{(X,y,Z):SA(X,y,Z)>0}. 
The analogous statements hold for Ai and sB. 
PROOF. Let (x, y, z) E AZ. Then we have that x, y, z > 0 by (4.4). Note 
that (x, y, z) E aAz if and only if one of the equalities 
sA@,Y, z> = 0, XY = la112, YZ = la312, 22 = la212 
holds. Therefore, the first statement is a direct consequence of the well-known 
fact: A positive semidefinite matrix with a singular principal submatrix is itself 
singular (see [4, Theorem 4.3.81 for example). 
For the second statement, we assume that the gradient vector V,Y,, (D) is nonzero, 
sav 
2(D) # 0. 
Apply the inverse function theorem for the map (x, y, z) H (x, y, SA (x, y, z)) to see 
that there is a neighborhood U of D such that U fl {(x, y, z) : SA(x, y, z) > 0) is 
connected. On the other hand, statement (i) says that the interior of A,$ consists 
of one component of the region {(x, y, z) : SA(x, y, z,) > 0}, and this proves (ii). W 
In order to prove (4.3), we first consider the case when Ai n A; contains at 
least two points. 
LEMMA 4.6. Assume condition (I). Then we have the following: 
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(i) If a line segment L through a point D = (dl, d2, d3) lies in aAi (or in 
aA,), then L is parallel to an axis. 
(ii) I~~A,J = 1 and Ai n Ai contains at least two points, then Ai n Ai 
is a line segment which is parallel to an axis. 
PROOF. If D = (dl , d2, d3) and E = (el , e2, es) are distinct points on L, then 
we have the identity 
det[A + D + t(E - D)] = 0, t E r0,11, 
by Lemma 4.5. Considering the coefficients, we see that two of di - ei become 0 
by (4.4). For statement (ii), let D and E be distinct points of 8Ai n aA,. Then 
the line segment L between D and E lies in 8Ai n aA, by Proposition 2.4 and 
Lemma 4.4. The above argument actually shows that AT n Ai itself is a line 
segment containing L. W 
LEMMA 4.7. Assume conditions (I) and (II). If 8Ai n aA, contains at least 
two points, then an equality holds in (3.2). 
PROOF. By Lemma 4.6, AZ n Ai is a line segment which is parallel to 
an axis, say the z-axis. If we denote Ai n Ai = {(dl, d2, z) : z E I}, then two 
equations in (4.5) with a fixed z have a unique common solution (dl , d2) for every 
z E I. Note that (4.5) may be written as 
(x-k$) (y-!$) = 1~~ -?I, (4.6) 
[x-(1_~)] [+~)] = ]z,-E]2. (4.7) 
It is easy to see that 
I= [max{y,y},min{l-$-$,1-g}]. 
Therefore, for any interior point z of I, we have 
Id2 lb212 b312 -<d,<l-- - lP312 
Z 1 -_z’ Z 
<U-i-q, 
and so we can take an open subinterval J of I such that Lemma 4.2 may be applied 
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to (4.6) and (4.7) for each z E J. Then it follows that the identity 
((ii-~~+~z,-~~)* 
= 1 _ b*12 ( Ia* --- 1-z >( 1 _ la312 lb312 --- Z Z l-z > 
holds for every z E J. If we multiply by z*( 1 -z)* on both sides and take squares in 
a suitable manner, then we can get an identity of real polynomials with respect to z. 
Comparing the coefficients of the highest degree, we get the relation ]a, I+ 161 I = 1. 
??
If Ai n Ai contains at least two points, then the relation (4.3) follows by 
Lemma 4.7. Next, we assume that 
(III) AZ n Ai consists of one point D = (dl , d2, d3). 
Since D E 8AT n aA,, both A + D and B + (I - D) are singular. If both A + D 
and B + (I - D) are of rank one, then they have a common null vector, and so we 
have pA,J# = 1 by Proposition 3.3. 
Now, we consider the case when both A + D and B + (I - D) are of rank two. 
We denote by [ag] and [&I the classical adjoint matrices of A + D and B + (I - D), 
respectively. We note that the gradient vectors are given by 
VSA@) = (WI, a22, a331 and VQ@) = (-PII, -P22, -P33h 
which are nonzero by the rank condition. By Lemma 4.5, we can take a neighbor- 
hood U of D such that 
u”A,+ = {(-?Y>z):(x,y,z) E u,sA(x,y,z) 2 o}, 
unA,+ = {(x,Y,z):(x,Y,z) E o&,Y,z) L 0). 
By condition (III), we see that ss takes a local maximum at D under the constraint 
rA(x, y, z) = 0, and so VSA(D) and Vss(D) are linearly dependent. On the other 
hand, every column vector of [a$] (respectively [&I) is a null vector of A + D 
(respectively B + (I - D)), and [oij] (respectively [pij]) is of rank one. With this 
information in hand, it is easy to see that A + D and B + (I - D) have null vectors 
with the relation (3.4), and we conclude pA,s = 1 by Proposition 3.3. 
It remains to consider the case when one of A + D or B + (I - D) is of rank 
two and the other is of rank one. To do this, we need the following: 
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LEMMA 4.8. Assume that a, ,0, and y are positive numbers, and A + D is of 
rank one. Zf every point X = (x, y, z) in Ai satis$es the relation 
a(x - dl) + POI - d2) + Y(Z - d3) 2 0, (4.8) 
then we have 
+Wzld& k2a3lfi> la340) E A, 
where A is as was defined in Lemma 3.4. 
(4.9) 
PROOF. From the relation (4.4), we see that ai # 0 for i = 1,2,3. Therefore, 
we have 
dl _ lala21 
Ia31 ’ 
d2 _ la3al 1 
la21 ’ 
d3 = w _ a2a3 
la1 I a1 ’ 
from the rank condition. We slice the set Ai with the plane Pz through the point 
(0, 0, z) which is parallel to the xy plane. Note that P& Cl Ai = {(x, y, d3) : x 2 
d,, y 2 dz} contains an interior point of A,$ by the first part of Lemma 4.6. 
Therefore, we see that the upper right component of the hyperbola (4.6) satisfies 
the relation (4.8) for each z in an open interval Z containing d3. From the second 
part of Lemma 4.2, it follows that 
G(z) + H(z) L 0, z E I, (4.10) 
where 
G(z) = w2 - z(dla +&P + d3y) + lu212~ + Ju312p, 
H(z) = 2@lzar - a2a31. 
Note that G(d3) = H(d3) = 0 and G’(d3) = -dlcx - d2P + d3y. We also have 
H(z) = 2&z%zla* I - I LZ~U~ 1) because LZ~U~U~ = d3 Ial I2 is a real number. By the 
relation (4. lo), we have 
1 - dla - c&P + d3yl I 21a11J;y7 
from which we infer the desired condition (4.9). 
Now, we assume that A + D is of rank one and B + (Z -0) is of rank two. Then 
the tangent plane of the surface S&C, y, z) = 0 at the point D is given by (4.8) with 
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equality, where 
2.55 
1 ct: = - d2 b3 
g3 1 - d3 
- ‘= 1 dl z2 
b2 1 -d3 
1 
Y= 
-d, bl 
1; 1 1 -d2 
(4.11) 
and 1.1 denotes the determinant. It is easy to see that every point (x, y, z) of Ai 
satisfies 
o(.r - di) + P(x - &) + rO, - ds) I 0, (4.12) 
by Lemma 4.2 together with the similar calculation as in the proof of Lemma 4.8. 
If a point E E Ai satisfies (4.12) with the strict inequality, then the line segment 
between D and E has a nonempty intersection with A,\(D). Because this line 
segment lies in Ai by the convexity, we get a contradiction with assumption (III). 
Therefore, we see that every point of Ai satisfies (4.8), and so we have the relation 
(4.9) with cy, p, and y in (4.11). 
In order to apply Proposition 3.3, it is more convenient to consider the quadratic 
Hermitian forms 
l/W + P2Y + P3Z12 and lw + q2Y + q3z12 + lw -t r2y + r3z12, 
which are associated with A + D and B + (I - D), respectively. Then the relation 
(4.9) says that 
Qwol, IP~YoI, Ib3zol) E 4 (4.13) 
where (XO,YO, zo) is the cross product of (41, q2, q3) and (ri, r-2, r-3), and so it is a 
null vector of B + (I - D). From the condition (4.13), we see that there are c and 
r with the relation 
~1x0 + p2y0eio + p3z0eiT = 0. 
Therefore, (xc, yue’” , zoeiT) is a null vector of A + D. By Proposition 3.3, we have 
PA,$ = 1 and this completes the proof of Theorem 4.1 
Note Added in the proof: In the paper (H.-J. Kim and S.-H. Kye, Indecom- 
posable extreme positive linear maps in matrix algebras, Bull. London Math. Sot., 
to appear), the authors have shown that there is an indecomposable positive linear 
map between M, which fixes diagonals, whenever n 2 4. 
The author thanks Professor Osaka for his useful comments on the earlier draft 
of this note. 
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