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Abstract
A formal likelihood ratio hypothesis test for the validity of a parametric regression
function is proposed, using a large-dimensional, nonparametric double cone alter-
native. For example, the test against a constant function uses the alternative of
increasing or decreasing regression functions, and the test against a linear function
uses the convex or concave alternative. The proposed test is exact, unbiased and
the critical value is easily computed. The power of the test increases to one as the
sample size increases, under very mild assumptions – even when the alternative is
mis-specified. That is, the power of the test converges to one for any true regression
function that deviates (in a non-degenerate way) from the parametric null hypothe-
sis. We also formulate tests for the linear versus partial linear model, and consider
the special case of the additive model. Simulations show that our procedure behaves
well consistently when compared with other methods. Although the alternative fit is
non-parametric, no tuning parameters are involved.
Key words: additive model, asymptotic power, closed convex cone, convex regression,
double cone, nonparametric likelihood ratio test, monotone function, projection, par-
tial linear model, unbiased test.
1 Introduction
Let Y := (Y1, Y2, . . . , Yn) ∈ Rn and consider the model
Y = θ0 + σ, (1)
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where θ0 ∈ Rn,  = (1, . . . , n), are i.i.d. G with mean 0 and variance 1, and σ > 0.
In this paper we address the problem of testing H0 : θ0 ∈ S where
S := {θ ∈ Rn : θ = Xβ,β ∈ Rk, for some k ≥ 1}, (2)
and X is a known design matrix. We develop a test for H0 which is equivalent to
the likelihood ratio test with normal errors. To describe the test, let I be a large-
dimensional convex cone (for a quite general alternative) that contains the linear space
S, and define the “opposite” cone D = −I = {x : −x ∈ I}. We test H0 against
H1 : θ ∈ I ∪ D\S and the test statistic is formulated by comparing the projection
of Y onto S with the projection of Y onto the double cone I ∪ D. Projections onto
convex cones are discussed in Silvapulle and Sen (2005), Chapter 3; see Robertson
et al. (1988) for the specific case of isotonic regression, and Meyer (2013b) for a
cone-projection algorithm.
We show that the test is unbiased, and that the critical value of the test, for any fixed
level α ∈ (0, 1), can be computed exactly (via simulation) if the error distribution G is
known (e.g., G is assumed to be standard normal). If G is assumed to be completely
unknown, the the critical value can be approximated via the bootstrap. Also, the test
is completely automated and does not involve the choice of tuning parameters (e.g.,
smoothing bandwidths). More importantly, we show that the power of the test con-
verges to 1, under mild conditions as n grows large, for θ0 not only in the alternative
H1 but for “almost” all θ0 /∈ S. To better understand the scope of our procedure we
first look at a few motivating examples.
Example 1: Suppose that φ0 : [0, 1] → R is an unknown function of bounded
variation and we are given design points x1 < x2 < · · · < xn in [0, 1], and data Yi,
i = 1, . . . , n, from the model:
Yi = φ0(xi) + σi, (3)
where 1, . . . , n are i.i.d. mean zero variance 1 errors, and σ > 0. Suppose that we
want to test that φ0 is a constant function, i.e., φ0 ≡ c, for some unknown c ∈ R.
We can formulate this as in (2) with θ0 := (φ0(x1), φ0(x2), . . . , φ0(xn))
> ∈ Rn and
X = e := (1, 1, . . . , 1)> ∈ Rn. We can take
I = {θ ∈ Rn : θ1 ≤ θ2 ≤ . . . ≤ θn}
to be the set of sequences of non-decreasing real numbers. The cone I can also be
expressed as
I = {θ ∈ Rn : Aθ ≥ 0} , (4)
where the (n − 1) × n constraint matrix A contains mostly zeros, except Ai,i = −1
and Ai,i+1 = 1, and S = {θ ∈ Rn : Aθ = 0} is the largest linear space in I. Then,
not only can we test for φ0 to be constant against the alternative that it is monotone,
but as will be shown in Corollary 4.3, the power of the test will converge to 1, as
n → ∞, for any φ0 of bounded variation that deviates from a constant function in
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Figure 1.1: Scatterplots generated from (3) with independent N (0, 1) errors, σ = 1,
and equally spaced xi, where φ0(x) is shown as the dotted curve. Left: Increasing
(dashed) and decreasing (solid) fits with φ0(x) = sin(3pix). Right: Convex (dashed)
and concave (solid) fits with φ0(x) = 4− 6x+ 40(x− 1/2)3.
a non-degenerate way. In fact, we find the rates of convergence for our test statistic
under H0 (Theorem 4.1) and the alternative (Theorem 4.2). The intuition behind this
remarkable power property of the test statistic is that a function is both increasing
and decreasing if and only if it is a constant. So, if either of the projections of Y,
on I and D respectively, is not close to S, then the underlying regression function is
unlikely to be a constant.
Consider testing against a constant function given the left scatterplot in Fig. 1.1
which was generated from a sinusoidal function. The decreasing fit to the scatterplot
represents the projection of Y onto the double cone, because it has smaller sum of
squared residuals than the increasing fit. Although the true regression function is
neither increasing nor decreasing, the projection onto the double cone is sufficiently
different from the projection onto S, to the extent that the proposed test rejects H0
at level α = 0.05. The power for this test, given the indicated function and error
variance, is 0.16 for n = 50, rising to 0.53 for n = 100 and 0.98 for n = 200. Our
procedure can be extended to test against a constant function when the covariates
are multi-dimensional; see Section A.3 for the details.
Example 2: Consider (3) and suppose that we want to test whether φ0 is affine, i.e.,
φ0(x) = a + bx, x ∈ [0, 1], where a, b ∈ R are unknown. This problem can again be
formulated as in (2) where X = [e|e1] and e1 := (x1, x2, . . . , xn)>. We may use the
double cone of convex/concave functions, i.e., I can be defined as
I =
{
θ ∈ Rn : θ2 − θ1
x2 − x1 ≤
θ3 − θ2
x3 − x2 ≤ . . . ≤
θn − θn−1
xn − xn−1
}
, (5)
if the x values are distinct and ordered. I can also be defined by a constraint matrixA
as in (4) where the non-zero elements of the (n−2)×n matrixA areAi,i = xi+2−xi+1,
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Ai,i+1 = xi−xi+2, and Ai,i+2 = xi+1−xi. We also show that not only can we test for
φ0 to be affine against the alternative that it is convex/concave, but as will be shown
in Corollary 4.6, the power of the test will converge to 1 for any non-affine smooth φ0.
The second scatterplot in Fig. 1.1 is generated from a cubic regression function that is
neither convex nor concave, but our test rejects the linearity hypothesis at α = 0.05.
The power for this test with n = 50 and the function specified in the plot is 0.77,
rising to 0.99 when n = 100.
If we want to test against a quadratic function, we can use a matrix appropriate
for constraining the third derivative of the regression function to be non-negative.
In this case, A is (n − 3) × n and the non-zero elements are Ai,i = −(xi+3 −
xi+2)(xi+3 − xi+1)(xi+2 − xi+1), Ai,i+1 = (xi+3 − xi)(xi+3 − xi+2)(xi+2 − xi), Ai,i+2 =
−(xi+3− xi)(xi+3− xi+1)(xi+1− xi), and Ai,i+3 = (xi+1− xi)(xi+2− xi)(xi+2− xi+1),
for i = 1, . . . , n− 3. Higher-order polynomials can be used in the null hypothesis by
determining the appropriate constraint matrix in a similar fashion.
Example 3: We assume the same setup as in model (3) where now {x1, . . . ,xn} are
n distinct points in Rd, for d ≥ 1. Consider testing for goodness-of-fit of the linear
model, i.e., test the hypothesis H0 : φ0 is affine (i.e., φ0(x) = a+ b
>x for some a ∈ R
and b ∈ Rd). Define θ0 := (φ0(x1), φ0(x2), . . . , φ0(xn))> ∈ Rn, and the model can be
seen as a special case of (1). We want to test H0 : θ0 ∈ S where S is defined as in
(2) with X being the n × (d + 1) matrix with the i-th row (1,xi), for i = 1, . . . , n.
We can consider I to be the cone of evaluations of all convex functions, i.e.,
I = {θ ∈ Rn : ψ(xi) = θi, where ψ : Rd → R is any convex function}. (6)
The set I is a closed convex cone in Rn; see Seijo and Sen (2011). Then, D := −I is
the set of all vectors that are evaluations of concave functions at the data points.
We show that under certain assumptions, when φ0 is any smooth function that is not
affine, the power of our test converges to 1; see Section 4.3 for the details and the
computation of the test statistic. Again, the intuition behind this power property
of the test statistic is that if a function is both convex and concave then it must be
affine.
Over the last two decades several tests for the goodness-of-fit of a parametric model
have been proposed; see e.g., Cox et al. (1988), Azzalini and Bowman (1993), Eu-
bank and Spiegelman (1990), Hardle and Mammen (1993), Fan and Huang (2001),
Stute (1997), Guerre and Lavergne (2005), Christensen and Sun (2010), Neumeyer
and Van Keilegom (2010) and the references therein. Most tests use a nonparametric
regression estimator and run into the problem of choosing tuning parameters, e.g.,
smoothing bandwidth(s). Our procedure does not involve the choice of any tuning
parameter. Also, the critical values of most competing procedures need to be approx-
imated using resampling techniques (e.g., the bootstrap) whereas the cut-off in our
test can be computed exactly (via simulation) if the error distribution G is assumed
known (e.g., Gaussian).
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The above three examples demonstrate the usefulness of the test with the double
cone alternative. In addition, we formulate a test for the linear versus partial linear
model. For example, we can test the significance of a single predictor while controlling
for covariate effects, or we can test the null hypothesis that the response is linear
in a single predictor, in the presence of parametrically-modeled covariates. We also
provide a test suitable for the special case of additive effects, and a special test against
a constant model.
It is worth mentioning that the problem of testing H0 versus a closed convex cone
I ⊃ S is well studied; see Raubertas et al. (1986) and Robertson et al. (1988), Chapter
2. Under the normal errors assumption, the null distribution of a likelihood ratio test
statistic is that of a mixture of Beta random variables, where the mixing parameters
are determined through simulations.
The paper is organized as follows: In Section 2 we introduce some notation and defi-
nitions and describe the problem of testing H0 versus a closed convex cone I ⊃ S. We
describe our test statistic and state the main results about our testing procedure in
Section 3. In Section 4 we get back to the three examples discussed above and charac-
terize the limiting behavior of the test statistic under H0 and otherwise. Extensions
of our procedure to weighted regression, partially linear and additive models, as well
as testing for a constant function in multi-dimension, are discussed in Section 5. In
Section 6 we illustrate the finite sample behavior of our method and its variants using
simulation and real data examples, and compare it with other competing methods.
The Appendix contains proofs of some of the results and other technical details.
2 Preliminaries
A set C ⊂ Rn is a cone if for all θ ∈ C and λ > 0, we have λθ ∈ C. If C is a convex
cone then α1θ1 + α2θ2 ∈ C, for any positive scalars α1, α2 and any θ1, θ2 ∈ C. We
define the projection θI of θ0 ∈ Rn onto I as
θI := Π(θ0|I) ≡ argmin
θ∈I
‖θ0 − θ‖2,
where ‖ · ‖ is the usual Euclidean norm in Rn. The projection is uniquely defined by
the two conditions:
〈θI ,θ0 − θI〉 = 0, 〈θ0 − θI , ξ〉 ≤ 0, for all ξ ∈ I, (7)
where for a = (a1, . . . , an), b = (b1, . . . , bn), 〈a,b〉 =
∑n
i=1 aibi; see Theorem 2.2.1 of
Bertsekas (2003). From these it is clear that
〈θ0 − θI , ξ〉 = 0, for all ξ ∈ S. (8)
Similarly, the projection of θ0 onto D is θD := Π(θ0|D) ≡ argminθ∈D ‖θ0 − θ‖2.
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Let
ΩI := I ∩ S⊥ and ΩD := D ∩ S⊥,
where S⊥ refers to the orthogonal complement of S. Then ΩI and ΩD are closed
convex cones, and the projection of y ∈ Rn onto I is the sum of the projections onto
ΩI and S. The cone ΩI can alternatively be specified by a set of generators; that is,
a set of vectors δ1, . . . , δM in the cone so that
ΩI =
{
θ ∈ Rn : θ =
M∑
j=1
bjδj, for bj ≥ 0, j = 1, . . . ,M
}
.
If the m × n matrix A in (4) has full row rank, then M = m and the generators of
ΩI are the columns of A
>(AA>)−1. Otherwise, Proposition 1 of Meyer (1999) can
be used to find the generators. The generators of ΩD = D ∩ S⊥ are −δ1, . . . ,−δM .
Define the cone polar to I as Io = {ρ ∈ Rn : 〈ρ, θ〉 ≤ 0, for all θ ∈ I} . Then, Io is
a convex cone orthogonal to S. We can similarly define Do, also orthogonal to S. For
a proof of the following see Meyer (1999).
Lemma 2.1. The projection of y ∈ Rn onto Io is the residual of the projection
of y onto I and vice-versa; also, the projection of y onto Do is the residual of the
projection of y onto D and vice-versa.
We will assume the following two conditions for the rest of the paper:
(A1) S is the largest linear subspace contained in I;
(A2) ΩI ⊂ Do, or equivalently, ΩD ⊂ Io.
Note that if (A1) holds, ΩI does not contain a linear space (of dimension one or
larger), and the intersection of ΩI and ΩD is the origin. Assumption (A2) is needed for
unbiasedness of our testing procedure. For Example 1 of the Introduction, (A2) says
that the projection of an increasing vector θ onto the decreasing cone D is a constant
vector, and vice-versa. To see that this holds, consider θ ∈ ΩI , i.e.,
∑n
i=1 θi = 0
and θ1 ≤ · · · ≤ θn, and ρ ∈ D, i.e., ρ1 ≥ · · · ≥ ρn. Then defining the partial sums
Θk =
∑k
i=1 θi, we have
n∑
i=1
θiρi = θ1ρ1 +
n∑
i=2
ρi(Θi −Θi−1) =
n−1∑
i=1
(ρi − ρi+1)Θi
which is negative because Θi ≤ 0 for i = 1, . . . , n− 1. Then by (7) the projection of
θ onto D is the origin.
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2.1 Testing
We start with a brief review for testing H0 : θ0 ∈ S versus H1 : θ0 ∈ I\S, under the
normal errors assumption. The log-likelihood function (up to a constant) is
`(θ, σ2) = − 1
2σ2
‖Y − θ‖2 − 1
2
n log σ2.
After a bit of simplification, we get the likelihood ratio statistic to be
ΛI = 2
{
max
θ∈I,σ2>0
`(θ, σ2)− max
θ∈S,σ2>0
`(θ, σ2)
}
= n log
(
‖Y − θˆS‖2
‖Y − θˆI‖2
)
,
where θˆI = Π(Y|I) and θˆS = Π(Y|S). An equivalent test is to reject H0 if
TI(Y) :=
‖θˆS − θˆI‖2
‖Y − θˆS‖2
=
SSE0 − SSEI
SSE0
(9)
is large, where SSE0 := ‖Y− θˆS‖2 is the squared length of the residual of Y onto S,
and SSEI := ‖Y − θˆI‖2 is the squared length of the residual of Y onto I. Further,
SSE0 − SSEI = ‖Π(Y|ΩI)‖2, by orthogonality of ΩI and S.
Since the null hypothesis is composite, the dependence of the test statistic on pa-
rameters under the hypotheses must be assessed. The following result shows that the
distribution of TI is invariant to translations in S as well as invariant to scale.
Lemma 2.2. For any s ∈ S,  ∈ Rn,
Π(+ s|I) = Π(|I) + s, and Π(+ s|S) = Π(|S) + s. (10)
Next, consider model (1) and suppose that θ0 ∈ S. Then the distribution of TI(Y) is
the same as that of TI().
Proof. To establish the first of the assertions in (10) it suffices to show that Π(|I)+s
satisfies the necessary and sufficient conditions (7) for Π(+s|I). Clearly, Π(|I)+s ∈
I and
〈+ s− (Π(|I) + s), ξ〉 = 〈− Π(|I), ξ〉 ≤ 0, for all ξ ∈ I.
Also,
〈Π(|I) + s, + s− (Π(|I) + s)〉 = 〈Π(|I) + s, − Π(|I)〉 = 0,
as 〈Π(|I),  − Π(|I)〉 = 0, and 〈s,  − Π(|I)〉 = 0 (as ±s ∈ S). The second
assertion in (10) can be established similarly, and in fact, more easily. Also, it is easy
to see that, for any  ∈ Rn,
Π(σ|I) = σΠ(|I), and Π(σ|S) = σΠ(|S).
Now, using (9),
TI(Y) =
‖Π(σ|S)− Π(σ|I)‖2
‖σ− Π(σ|S)‖2 =
‖Π(|S)− Π(|I)‖2
‖− Π(|S)‖2 = TI().
This completes the proof.
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3 Our procedure
To test the hypothesis H0 : θ0 ∈ S versus H1 : θ0 ∈ I∪D\S, we project Y separately
on I and D to obtain θˆI := Π(Y|I) and θˆD := Π(Y|D), respectively. Let TI(Y) be
defined as in (9) and TD(Y) defined similarly, with θˆD instead of θˆI . We define our
test statistic (which is equivalent to the likelihood ratio statistic under normal errors)
as
T (Y) := max {TI(Y), TD(Y)}
=
max {‖Π(Y|S)− Π(Y|I)‖2, ‖Π(Y|S)− Π(Y|D)‖2}
‖Y − Π(Y|S)‖2 . (11)
We reject H0 when T is large.
Lemma 3.1. Consider model (1). Suppose that θ0 ∈ S. Then the distribution of
T (Y) is the same as that of T (), i.e.,
T (Y) =
max {‖Π(|S)− Π(|I)‖2, ‖Π(|S)− Π(|D)‖2}
‖− Π(|S)‖2 = T (). (12)
Proof. The distribution of T is also invariant to translations in S and scaling, so if
θ0 ∈ S, using the same technique as in Lemma 2.2, we have the desired result.
Suppose that T () has distribution function Hn. Then, we reject H0 if
T (Y) > cα := H
−1
n (1− α), (13)
where α ∈ [0, 1] is the desired level of the test. The distribution Hn can be approx-
imated, up to any desired precision, by Monte Carlo simulations using (12) if G is
assumed known; hence, the test procedure described in (13) has exact level α, under
H0, for any α ∈ [0, 1].
If G is completely unknown, we can approximate G by Gn, where Gn is the empirical
distribution of the standardized residuals, obtained under H0. Here, by the residual
vector we mean r˜ := Y−Π(Y|S) and by the standardized residual we mean rˆ := [r˜−
(e>r˜/n)e]/
√
Var(rˆ), where e := (1, . . . , 1)> ∈ Rn. Thus, Hn can be approximated
by using Monte Carlo simulations where, instead of G, we draw i.i.d. (conditional on
the given data) samples from Gn.
In fact, the following theorem, proved in Section A.4, shows that if G is assumed
completely unknown, we can bootstrap from any consistent estimator Gˆn ofG and still
consistently estimate the critical value of our test statistic. Note that the conditions
required for Theorem 3.2 to hold are indeed very minimal and will be satisfied for
any reasonable bootstrap scheme, and in particular, when bootstrapping from the
empirical distribution of the standardized residuals.
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Theorem 3.2. Suppose that Gˆn is a sequence of distribution functions such that
Gˆn → G a.s. and
∫
x2dGˆn(x) →
∫
x2dG(x) a.s. Also, suppose that the sequence
E(n‖ − Π(|S)‖−2) is bounded. Let ˆ = (ˆ1, . . . , ˆn) where ˆ1, . . . , ˆn are (condition-
ally) i.i.d. Gˆn and let Dn denote the distribution function of T (ˆ), conditional on the
data. Define the Levy distance between the distributions Hn and Dn as
dL(Hn, Dn) := inf{η > 0 : Dn(x− η)− η ≤ Hn(x) ≤ Dn(x+ η) + η, for all x ∈ R}.
Then,
dL(Hn, Dn)→ 0 a.s. (14)
It can also be shown that for θ0 ∈ I ∪ D the test is unbiased, that is, the power is
at least as large as the test size. The proof of the following result can be found in
Section A.1.
Theorem 3.3. Let Y0 := s + σ, for s ∈ S, and the components of  are i.i.d. G.
Suppose further that G is a symmetric (around 0) distribution. Choose any θ ∈ ΩI
and let Y1 := Y0 + θ. Then for any a > 0,
P (T (Y1) > a) ≥ P (T (Y0) > a) . (15)
It is completely analogous to show that the theorem holds for θ ∈ ΩD. The unbiased-
ness of the test now follows from the fact that if θ0 ∈ I∪D\S, then θ0 = s+θ for s ∈ S
and either θ ∈ ΩI or θ ∈ ΩD. In both cases, for Y = θ0+σ and a := H−1n (1−α) > 0,
for some α ∈ (0, 1), by (25) we have P(T (Y) > a) ≥ 1− (1− α) = α.
3.1 Asymptotic power of the test
We no longer assume that θ0 is in the double cone unless explicitly mentioned other-
wise. We show that, under mild assumptions, the power of the test goes to one, as
the sample size increases, if H0 is not true. For convenience of notation, we suppress
the dependence on n and continue using the notation introduced in the previous sec-
tions. For example we still use θ0, θˆI , θˆD, θˆS, etc. although as n changes these vectors
obviously change. A intuitive way of visualizing θ0, as n changes, is to consider θ0 as
the evaluation of a fixed function φ0 at n points as in (3).
We assume that for any θ0 ∈ I the projection θˆI = Π(Y|I) is consistent in estimating
θ0, under the squared error loss, i.e., for Y as in model (1) and θ0 ∈ I,
‖θˆI − θ0‖2 = op(n). (16)
The following lemma shows that even if θ0 does not lie in I, (16) implies that the
projection of the data onto I is close to the projection of θ0 onto I; see Section A.4
for the proof.
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Lemma 3.4. Consider model (1) where now θ0 is any point in Rn. Let θI be the
projection of θ0 onto I. If (16) holds, then
‖θˆI − θI‖2 = op(n).
Similarly, let θD and θˆD be the projections of θ0 and Y onto D, respectively. Then,
if (16) holds, ‖θˆD − θD‖2 = op(n).
Theorem 3.5. Consider testing H0 : θ0 ∈ S using the test statistic T defined in (11)
where Y follows model (1). Then, under H0, T = op(1), if (16) holds.
Proof. Under H0, θI = θD = θ0. The denominator of T is SSE0. As S is a finite
dimensional vector space of fixed dimension, SSE0/n →p σ2. The numerator of TI
can be handled as follows. Observe that,
‖θˆI − θˆS‖2 = ‖θˆI − θI‖2 + ‖θI − θˆS‖2 + 2〈θˆI − θI , θI − θˆS〉 (17)
≤ ‖θˆI − θI‖2 + ‖θ0 − θˆS‖2 + 2‖θˆI − θI‖‖θ0 − θˆS‖
= op(n) +Op(1) + op(n),
where we have used Lemma 3.4 and the fact ‖θ0 − θˆS‖2 = Op(1). Therefore, ‖θˆI −
θˆS‖2/n = op(1) and thus, TI = op(1). An exact same analysis can be done for TD to
obtain the desired result.
Next we consider the case where the null hypothesis does not hold. If θS is the
projection of θ0 on the linear subspace S, we will assume that the sequence {θ0}, as
n grows, is such that
lim
n→∞
max{‖θI − θS‖, ‖θD − θS‖}
n
= c, (18)
for some constant c > 0. Obviously, if θ0 ∈ S, then θS = θI = θD = θ0 and (18) does
not hold. If θ0 ∈ I ∪D\S, then (18) holds if ‖θ0−θS‖/n→ c, because either θ0 = θI
which implies θD = θS (by (A2)), or θ0 = θD which in turn implies θI = θS. Observe
that (18) is essentially the population version of the numerator of our test statistic
(see (11)), where we replace Y by θ0. The following result, proved in Section A.4,
shows that if we have a twice-differentiable function that is not affine, then then (18)
must hold for some c > 0.
Theorem 3.6. Suppose that φ0 : [0, 1]
d → R, d ≥ 1, is a twice-continuously differ-
entiable function. Suppose that {Xi}∞i=1 be a sequence of i.i.d. random variables such
that Xi ∼ µ, a continuous distribution on [0, 1]d. Let θ0 := (φ0(X1), . . . , φ0(Xn))>
∈ Rn. Let I be defined as in (6), i.e., I is the convex cone of evaluations of all convex
functions at the data points. Let D := −I and let S be the set of evaluations of all
affine functions at the data points. If φ0 is not affine a.e. µ, then (18) must hold for
some c > 0.
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Intuitively, we require that φ0 is different from the null hypothesis class of functions in
a non-degenerate way. For example, if a function is constant except at a finite number
of points, then (18) does not hold. Some further motivation for condition (18) is given
in Section A.2.
Theorem 3.7. Consider testing H0 : θ0 ∈ S using the test statistic T defined in (11)
where Y follows model (1). If (16) and (18) hold then T →p κ, for some κ > 0.
Proof. The denominator of T is SSE0. As S is a finite dimensional vector space of
fixed dimension, SSE0/n→p η, for some η > 0. The numerator of TI can be handled
as follows. Observe that
‖θI − θˆS‖2 = ‖θI − θS‖2 + ‖θS − θˆS‖2 + 2〈θI − θS, θS − θˆS〉
= ‖θI − θS‖2 +Op(1) + op(n).
Therefore, using (17) and the previous display, we get
‖θˆI − θˆS‖2 = op(n) + ‖θI − θˆS‖2 = ‖θI − θS‖2 + op(n).
Using a similar analysis for TD gives the desired result.
Corollary 3.8. Fix 0 < α < 1 and suppose that (16) and (18) hold. Then, the power
of the test in (13) converges to 1, i.e.,
P(T (Y) > cα)→ 1, as n→∞,
where Y follows model (1) and α ∈ (0, 1).
Proof. The result immediately follows from Theorems 3.5 and 3.7 since cα = op(1)
and T (Y)→p κ > 0, under (16) and (18).
4 Examples
In this section we come back to the examples discussed in the Introduction. We
assume model (3) and that there is a class of functions F that is approximated by
points in the cone I. The double cone is thus growing in dimension with the sample
size n. Then (16) reduces to assuming that the cone is sufficiently large dimensional
so that if φ0 ∈ F , the projection of Y onto the cone is a consistent estimator of φ0,
i.e., (16) holds with θ0 = (φ0(x1), . . . , φ0(xn))
>. Proofs of the results in this section
can be found in Section A.4.
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4.1 Example 1
Consider testing against a constant regression function φ0 in (3). The following
theorem, proved in Section A.4, is similar in spirit to Theorem 3.5 but gives the
precise rate at which the test statistic T decreases to 0, under H0.
Theorem 4.1. Consider data {(xi, Yi)}ni=1 from model (3) and suppose that φ0 ≡ c0,
for some unknown c0 ∈ R. Then T = Op(log n/n) where T is defined in (11).
The following result, also proved in Section A.4, shows that for functions of bounded
variation which are non-constant, the power of our proposed test converges to 1, as
n grows.
Theorem 4.2. Consider data {(xi, Yi)}ni=1 from model (3) where φ0 : [0, 1] → R is
assumed to be of bounded variation. Also assume that xi ∈ [0, 1], for all i = 1, . . . , n.
Define the design distribution function as
Fn(s) =
1
n
n∑
i=1
I(xi ≤ s), (19)
for s ∈ [0, 1], where I stands for the indicator function. Suppose that there is a
continuous strictly increasing distribution function F such that
sup
s∈[0,1]
|Fn(s)− F (s)| → 0 as n→∞. (20)
Also, suppose that φ0 is not a constant function a.e. F . Then T→p c, as n → ∞,
for some constant c > 0.
Corollary 4.3. Consider the same setup as in Theorem 4.2. Then, for α ∈ (0, 1),
the power of the test in (13) converges to 1, as n→∞.
Proof. The result immediately follows from Theorems 4.1 and 4.2 since cα = op(1)
and T →p c > 0.
4.2 Example 2
In this subsection we consider testing H0 : φ0 is affine, i.e., φ0(x) = a+ bx, x ∈ [0, 1],
where a, b ∈ R are unknown. Recall the setup of Example 2 in the Introduction.
Observe that S ⊂ I as the linear constraints describing I, as stated in (5), are clearly
satisfied by any θ ∈ S. To see that S is the largest linear subspace contained in I,
i.e., (A1) holds, we note that for θ ∈ I, −θ ∈ I only if θ ∈ S. Assumption (A2) holds
if the projection of a convex function, onto the concave cone, is an affine function,
and vice-versa. To see this observe that the generators δ1, . . . , δn−2 of ΩI are pairwise
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positively correlated, so the projection of any δj onto D is the origin by (7). Therefore
the projection of any positive linear combination of the δj, i.e., any vector in ΩI , onto
D, is also the origin, and hence projections of vectors in I onto D are in S.
Next we state two results on the limiting behavior of the test statistic T under the
following condition:
(C) Let x1, . . . , xn ∈ [0, 1]. Assume that there exists c1, c2 > 0 such that c1/n ≤
xi − xi−1 ≤ c2/n, for i = 2, . . . , n.
Theorem 4.4. Consider data {(xi, Yi)}ni=1 from model (3) and suppose that φ0 :
[0, 1] → R is affine, i.e., φ0(x) = a + bx, for some unknown a, b ∈ R. Also suppose
that the errors i, i = 1, . . . , n, are sub-gaussian. If condition (C) holds then
T = Op
(
n−1
(
log
n
2c1
)5/4)
,
where T is defined in (11).
Remark 4.5. The proof of the above result is very similar to that of Theorem 4.1;
we now use the fact ‖θ0 − θˆI‖2 = Op
(
(log n
2c1
)5/4
)
(see Remark 2.2 of Guntuboyina
and Sen (2013)).
The following result shows that for any twice-differentiable function φ0 on [0, 1] which
is not affine, the power of our test converges to 1, as n grows.
Theorem 4.6. Consider data {(xi, Yi)}ni=1 from model (3) where φ0 : [0, 1] → R is
assumed to be twice-differentiable. Assume that condition (C) holds and suppose that
the errors i, i = 1, . . . , n, are sub-gaussian. Define the design distribution function
Fn as in (19) and suppose that there is a continuous strictly increasing distribution
function F on [0, 1] such that (20) holds. Also, suppose that φ0 is not an affine
function a.e. F . Then T→p c, for some constant c > 0.
Remark 4.7. The proof of the above result is very similar to that of Theorem 4.2;
we now use the fact that a twice-differentiable function on [0, 1] can be expressed as
the difference of two convex functions.
Corollary 4.8. Consider the same setup as in Theorem 4.6. Then, for α ∈ (0, 1),
the power of the test based on T converges to 1, as n→∞.
4.3 Example 3
Consider model (3) where now X := {x1, . . . ,xn} ⊂ Rd, for d ≥ 2, is a set of n
distinct points and φ0 is defined on a closed convex set X ⊂ Rd. In this subsection
we address the problem of testing H0 : φ0 is affine. Recall the notation from Example
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3 in the Introduction. As the convex cone I under consideration cannot be easily
represented as (4), we first discuss the computation of Π(Y |I) and Π(Y |D). We can
compute Π(Y |I) by solving the following (quadratic) optimization problem:
minimizeξ1,...,ξn;θ ‖Y − θ‖2
subject to θj + 〈∆ij, ξj〉 ≤ θi; i = 1, . . . , n; j = 1, . . . , n,
(21)
where ∆ij := xi − xj ∈ Rd, and ξi ∈ Rd and θ = (θ1, . . . , θn)> ∈ Rn; see Seijo and
Sen (2011), Lim and Glynn (2012), Kuosmanen (2008). Note that the solution to
the above problem is unique in θ due to the strong convexity of the objective in θ.
The computation, characterization and consistency of Π(Y |I) has been established
in Seijo and Sen (2011); also see Lim and Glynn (2012). We use the cvx package in
MATLAB to compute Π(Y |I). The projection on D can be obtained by solving (21)
where we now replace the “≤” in the constraints by “≥”.
Although we expect Theorem 4.6 to generalize to this case, a complete proof of this
fact is difficult and beyond the scope of the paper. The main difficulty is in showing
that (16) holds for d ≥ 2. The convex regression problem described in (21) suffers
from possible over-fitting at the boundary of Conv(X ), where Conv(A) denotes the
convex hull of the set A. The norms of the fitted ξˆj’s near the boundary of Conv(X )
can be very large and there can be a large proportion of data points at the boundary
of Conv(X ) for d ≥ 2. Note that Seijo and Sen (2011) shows that the estimated
convex function converges to the true φ0 a.s. (when φ0 is convex) only on compacts in
the interior of support of the convex hull of the design points, and does not consider
the boundary points.
As a remedy to this possible over-fitting we can consider solving the least squares
problem over the class of convex functions that are uniformly Lipschitz. For a convex
function ψ : X → R, let us denote by ∂ψ(x) the sub-differential (set of all sub-
gradients) set at x ∈ X, and by ‖∂ψ(x)‖ the supremum norm of vectors in ∂ψ(x).
For L > 0, consider the class I˜L of convex functions with Lipschitz norm bounded by
L, i.e.,
I˜L := {ψ : X→ R| ψ is convex, ‖∂ψ‖X ≤ L}. (22)
The resulting optimization problem can now be expressed as (compare with (21)):
minimizeξ1,...,ξn;θ
1
2
‖Y − θ‖2
subject to θj + 〈∆ij, ξj〉 ≤ θi; i = 1, . . . , n; j = 1, . . . , n,
‖ξj‖ ≤ L, j = 1, . . . , n.
Let θˆI,L and θˆD,L denote the projections of Y onto IL and DL, the set of all evaluations
(at the data points) of functions in I˜L and D˜L := −I˜L, respectively. We will use the
modified test-statistic
TL :=
min{‖θˆS − θˆD,L‖2, ‖θˆS − θˆI,L‖2}
‖Y − θˆS‖2
.
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Note that in defining TL all we have done is to use θˆI,L and θˆD,L instead of θˆI and
θˆD as in our original test-statistic T . In the following we show that (16) holds for TL.
The proof of the result can be found in Section A.4.
Theorem 4.9. Consider data {(xi, Yi)}ni=1 from the regression model Yi = φ0(xi)+i,
for i = 1, 2, . . . , n, where we now assume that (i) X = [0, 1]d; (ii) φ0 ∈ I˜L0 for some
L0 > 0; (iii) xi ∈ X’s are fixed constants; and (iv) i’s are i.i.d. sub-gaussian errors.
Given data from such a model, and letting θ0 = (φ0(x1), φ0(x2), . . . , φ0(xn))
>, we can
show that for any L > L0,
‖θˆI,L − θ0‖2 = op(n). (23)
Remark 4.10. At a technical level, the above result holds because the class of all
convex functions that are uniformly bounded and uniformly Lipschitz is totally bounded
(under the L∞ metric) whereas the class of all convex functions is not totally bounded.
The next result shows that the power of the test based on TL indeed converges to 1, as
n grows. The proof follows using a similar argument as in the proof of Theorem 4.2.
Theorem 4.11. Consider the setup of Theorem 4.9. Moreover, if the design distri-
bution (of the xi’s) converges to a probability measure µ on X such that φ0 is not an
affine function a.e. µ, then TL→p c, for some constant c > 0. Hence the power of the
test based on TL converges to 1, as n→∞, for any significance level α ∈ (0, 1).
Remark 4.12. We conjecture that for the test based on T , as defined in (11), Theo-
rems 4.9 and 4.11 will hold under appropriate conditions on the design distribution,
but a complete proof is beyond the scope of this paper.
Remark 4.13. The assumption that X = [0, 1]d can be extended to any compact
subset of Rd.
5 Extensions
5.1 Weighted regression
If  is mean zero Gaussian with covariance matrix σ2Σ, for a known positive definite
Σ, we can readily transform the problem to the i.i.d. case. If U>U is the Cholesky
decomposition of Σ, pre-multiply the model equation Y = θ0 +  through by U
> to
get Y˜ = θ˜0 + ˜, where ˜1, . . . , ˜n are i.i.d. mean zero Gaussian errors with variance
σ2. Then, minimize ‖Y˜ − θ˜‖2 over θ˜ ∈ I˜ ∪ D˜, where I˜ is defined by A˜ = A(U>)−1.
A basis for the null space S˜ is obtained by premultiplying a basis for S by U>, and
generators for Ω˜I = I˜ ∩ S˜⊥ are obtained by premultiplying the generators of ΩI by
U>. The test may be performed within the transformed model. If the distribution of
the error is non-Gaussian we can still standardize Y as above, and perform our test
after making appropriate modifications while simulating the null distribution.
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This is useful for correlated errors with known correlation function, or when the
observations are weighted. Furthermore, we can relax the assumption that the x
values are distinct, for if the values of x are not distinct, the Yi values may be
averaged over each distinct xi, and the test can be performed on the averages using
the number of terms in the average as weights.
5.2 Linear versus partially linear models
We now consider testing against a parametric regression function, with parametrically
modeled covariates. The model is
Yi = φ0(xi) + z
>
i α+ i, i = 1, . . . , n, (24)
where α is a k-dimensional parameter vector, zi is the k-dimensional covariate, and
interest is in testing against a parametric form of φ0, such as constant or linear, or
more generally θ0 = Xβ where S = {θ ∈ Rn : θ = Xβ} is the largest linear space in
a convex cone I, for which (A1) and (A2) hold. For example, X = e can be used to
test for the significance of the predictor, while controlling for the effects of covariates
z. If X = [e|e1], the null hypothesis is that the expected value of the response is
linear in x, for any fixed values of the covariates.
Accounting for covariates is important for two reasons. First, if the covariates ex-
plain some of the variation in the response, then the power of the test is higher
when the variation is modeled. Second, if the covariates are related to the predictor,
confounding can occur if the covariates are missing from the model.
The assumption that the xi values are distinct is no longer practical; without covari-
ates we could assume distinct xi values without loss of generality, because we could av-
erage the Yi values at the distinct xi and perform a weighted regression. However, we
could have duplicate xi values that have different covariate values. Therefore, we need
equality constraints as well as inequality constraints, to ensure that θ0i = θ0j when
xi = xj. An appropriate cone can be defined as I = {θ ∈ Rn : Aθ ≥ 0 and Bθ = 0},
where S = {θ ∈ Rn : θ = Xβ} is the largest linear space in I.
For identifiability considerations, we assume that the columns of Z and X together
form a linearly independent set, where Z is the n× k design matrix whose rows are
z1, . . . ,zn. Let L = S+Z, where Z is the column space of Z. Define δ˜j = δj−P Lδj,
for j = 1, . . . ,M , where P L is the projection matrix for the linear space L and
δ1, . . . , δM are the generators of ΩI . We may now define the cone Ω˜I as generated by
δ˜1, . . . , δ˜M . Similarly, the generators of Ω˜D are −δ˜1, . . . ,−δ˜M .
Define ξ = θ0 + Zα. Then H0 : ξ ∈ L is the appropriate null hypothesis and the
alternative hypothesis is ξ ∈ I˜ ∪ D˜\L, where I˜ = L+ Ω˜I and D˜ = L+ Ω˜D. Then L
is the largest linear space contained in I˜ or in D˜, and it is straight-forward to verify
that if ΩD ⊆ Io, we also have Ω˜D ⊆ I˜o. Therefore the conditions (A1) and (A2) hold
for the model with covariates, whenever they hold for the cone without covariates.
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5.3 Additive models
We consider an extension of (24), where
Yi = φ01(x1i) + · · ·+ φ0d(xdi) + z>i α+ i,
and the null hypothesis specifies parametric formulations for each φ0j, j = 1, . . . , d.
Let θji = φ0j(xji), j = 1, . . . , d, and θ = θ1+· · ·+θd+z>i α ∈ Rn. The null hypothesis
is H0 : θj ∈ Sj, for j = 1, . . . , d, or H0 : θ ∈ S where S = S1 + · · ·+Sd +Z, and Z is
the column space of the n×k matrix whose rows are z1, . . . ,zn. Define closed convex
cones I1, . . . , Id, where Sj is the largest linear space in Ij. Then I = I1+ · · ·+Id+Z
is a closed convex cone in Rn, containing the linear space S. The projection θˆ of the
data Y onto the cone I exists and is unique, and Meyer (2013a) gave necessary and
sufficient conditions for identifiability of the components θˆ1, . . . , θˆd, and α. When
the identifiability conditions hold, then S is the largest linear space in I.
Define Dj := −Ij for i = 1, . . . , d, and D = D1+ · · ·+Dd+Z. Then I ∪D is a double
cone, and we may test the null hypothesis H0 : θ ∈ S versus Ha : θ ∈ I ∪D\S using
the test statistic (11). However, we may like to include in the alternative hypothesis
the possibility that, say, θ1 ∈ I1 and θ2 ∈ D2. Thus, for d = 2, we would like the
alternative set to be the quadruple cone defined as the union of four cones: I1 + I2,
I1 + D2, D1 + I2, and D1 + D2. Then D1 + D2 is the cone opposite to I1 + I2, and
D1 + I2 is the cone opposite to I1 +D2, and the largest linear space contained in any
of these cones is S = S1 + S2 +Z. For arbitrary d ≥ 1, the multiple cone alternative
has 2d components; call these C1, . . . , C2d . The proposed test involves projecting Y
onto each of the 2d combinations of cones, and
T (Y) =
maxj=1,...,2d {‖Π(Y|S)− Π(Y|Cj)‖2}
‖Y − Π(Y|S)‖2 .
using the smallest sum of squared residuals in T (Y). The distribution of the test
statistic is again invariant to scale and translations in S, so for known error distribu-
tion G, the null distribution may be simulated to the desired precision.
This provides another option for testing against the linear model, that is different
from the fully convex/concave alternative of Example 3, but requires the additional
assumption of additivity. It also provides tests for more specific alternatives: for
example, suppose that the null hypothesis is E(y) = β0 + β1x1 + β2x2 + β3x
2
2 + β4z,
where z is an indicator variable. If we can assume that the effects are additive,
then we can use the cone I1 of convex functions and the cone I2 of functions with
positive third derivative as outlined in Example 2 of the Introduction. If the additivity
assumptions are correct, this quadruple cone alternative might provide better power
than the more general, fully convex/concave alternative.
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5.4 Testing against a constant function
The traditional F -test for the parametric least-squares regression model has the null
hypothesis that none of the predictors is (linearly) related to the response. For an
n × p full-rank design matrix, the F statistic has null distribution F (p − 1, n − p).
To test against the constant function when the relationship of the response with the
predictors is unspecified, we can turn to our cone alternatives.
Consider model (3) where the predictor values are X = {x1,x2, . . . ,xn} ⊂ Rd, d ≥ 1.
A cone that contains the one-dimensional null space of all constant vectors is defined
for multiple isotonic regression using a partial order on X . That is, xi  xj if xi ≤ xj
holds coordinate-wise. Two points xi and xj in X are comparable if either xi  xj
or xj  xi. Partial orders are reflexive, anti-symmetric, and transitive, but differ
from complete orders in that pairs of points are not required to be comparable. The
regression function φ0 is isotonic with respect to  on X if φ0(xi) ≤ φ0(xj) whenever
xi  xj, and φ0 is anti-tonic if φ0(xi) ≥ φ0(xj) whenever xi  xj.
In Section A.3 we show that assumptions (A1) and (A2) hold for the double cone
of isotonic and anti-tonic functions. However, the double cone for multiple isotonic
regression is unsatisfactory because if one of the predictors reverses sign, the value
of the statistic (11) (for testing against a constant function) also changes. For two
predictors, it is more appropriate to define a quadruple cone, considering pairs of
increasing/decreasing relationships in the partial order. For three predictors we need
an octuple cone, which is comprised of four double-cones. See Section A.3 for more
details and simulations results.
6 Simulation studies
In this section we investigate the finite-sample performance of the proposed procedure
based on T , as defined in (11), for testing the goodness-of-fit of parametric regression
models. We consider the case of a single predictor, the test against a linear regression
function with multiple predictors, and the test of linear versus partial linear model,
comparing our procedure with competing methods. In all the simulation settings we
assume that the errors are Gaussian. Overall our procedure performs well; although
for some scenarios there are other methods that are somewhat better, none of the
other methods has the same consistent good performance. Our procedure, being an
exact test, always gives the desired level of significance, whereas other methods have
inflated test size in some scenarios and are only approximate. Further, most of the
other methods depend on tuning parameters for the alternative fit.
The goodness-of-fit of parametric regression models has received a lot of attention
in the statistical literature. Stute et al. (1998) used the empirical process of the
regressors marked by the residuals to construct various omnibus goodness-of-fit tests.
Wild bootstrap approximations were used to find the cut-off of the test statistics.
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We denote the two variant test statistics – the Kolmogorov-Smirnov type and the
Crame´r-von Mises type – by S1 and S2, respectively. We implement these methods
using the “IntRegGOF” library in the R package.
Fan and Huang (2001) proposed a lack-of-fit test based on Fourier transforms; also
see Christensen and Sun (2010) for a very similar method. The main drawback of
this approach is that the method needs a reliable estimator of σ2 to compute the
test-statistic, and it can be very difficult to obtain such an estimator under model
mis-specification. We present the power study of the adaptive Neyman test (T ∗AN,1;
see equation (2.1) of Fan and Huang (2001)) using the known σ2 (as a gold standard)
and an estimated σ2. We denote this method by FH.
Pen˜a and Slate (2006) proposed an easy-to-implement single global procedure for
testing the various assumptions of a linear model. The test can be viewed as a Neyman
smooth test and relies only on the standardized residual vector. We implemented the
procedure using the “gvlma” library in the R package and denote it by PS.
6.1 Examples with a one-dimensional predictor
Proportions of rejections for 10,000 data sets simulated from Yi = φ0(xi) + i, i =
1, . . . , n = 100, are shown in Fig. 6.1. In the first plot, the power of the test against a
constant function is shown when the true regression function is φ0(x) = 10a(x−2/3)2+,
where (·)+ = max(·, 0), and the effect size a ranges from 0 to 7. The alternative for
our proposed test (labeled T in the figures) is the increasing/decreasing double cone,
and the power is compared with the F -test with linear alternative, and the FH test
with both known and estimated variance.
In the second plot, power of the test against a linear function is shown for the same
“ramp” regression function φ0(x) = 10a(x− 2/3)2+. The alternative for the proposed
test is the convex/concave double cone, and the power is compared with the F -test
with quadratic alternative, the FH test with known and estimated variance, S1 and
S2, and the PS test. As with the test against a constant function, ours has better
power and the FH test with estimated variance has inflated test size.
Finally, we consider the null hypothesis that φ0 is quadratic, and the true regression
function is φ0(x) = a exp(3x−2). The double-cone alternative is as given in Example 2
of the Introduction. The S2 test has slightly higher power than ours in this situation,
and the PS test has power similar to the S1 test. The FH test with known variance
has a small test size compared to the target, and low power.
6.2 Testing against the linear model
We consider two data generating models. Model 1 is adapted from Stute et al. (1998)
(see Model 3 of their paper) and can be expressed as Y = 2 + 5X1−X2 + aX1X2 + ,
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Figure 6.1: Power function for test against parametric models with one dimensional
predictor, n = 100 observations, equally spaced x ∈ [0, 1] and σ2 = 1.
with covariate (X1, . . . , Xd), where X1, . . . , Xd are i.i.d. Uniform(0, 1), and  is drawn
from a normal distribution with mean 0. Stute et al. (1998) used d = 2 in their
simulations but we use d = 2, 4. Model 2 is adapted from Fan and Huang (2001)
(see Example 4 of their paper) and can be written as Y = X1 + aX
2
2 + 2X4 + ,
where (X1, X2, X3, X4) is the covariate vector. The covariates X1, X2, X3 are normally
distributed with mean 0 and variance 1 and pairwise correlation 0.5. The predictor
X4 is binary with probability of “success” 0.4 and independent of X1, X2 and X3.
Random samples of size n = 100, are drawn from Model 1 (and also from Model 2)
and a multiple linear regression model is fitted to the samples, without the interaction
X1X2 term (X
2
2 term). Thus, the null hypothesis holds if and only if a = 0. In all the
following p-value calculations, whenever required, we use 1000 bootstrap samples to
estimate the critical values of the tests. For models 1 and 2 we implement the fully
convex/concave double-cone alternative and denote the method by T . For model 2
we also implement the octuple cone alternative under the assumption that the effects
are additive, and treating X4 as a parametrically modeled covariate (as described in
Section 5.3). We denote this method by T2.
We also implement the generalized likelihood ratio test of Fan and Jiang (2007); see
equation (4.24) of their paper (also see Fan and Jiang (2005)). The test computes a
likelihood ratio statistic, assuming normal errors, obtained from the parametric and
nonparametric fits. We denote this method by L. As the procedure involves fitting
a smooth nonparametric model, it involves the delicate choice of smoothing band-
width(s). We use the “np” library in the R package to compute the nonparametric
kernel estimator with the optimal bandwidth being chosen by the “npregbw” func-
tion in that package. This procedure is similar in spirit to that used in Ha¨rdle and
Mammen (1993). To compute the critical value of the test we use the wild bootstrap
method.
We also compare our method with the recently proposed goodness-of-fit test of a
linear model by Sen and Sen (2013). Their procedure assumes the independence
of the error and the predictors in the model and tests for the independence of the
residual (obtained from the fitted linear model) and the predictors. The critical value
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Figure 6.2: Power function for test against linear models for Models 1 and 2 with
n = 100 observations and σ2 = 1.
of the test is computed using a bootstrap approach. We denote this method by K.
From Fig. 6.2 it is clear that our procedure overall has good finite sample performance
compared to the competing methods. Note that as a increasing, the power of our test
monotonically increases in all problems. As expected, S1 and S2 behave poorly as the
dimension of the covariate increases. The method L is anti-conservative and hence
shows higher power in some scenarios. It is also computationally intensive, especially
for higher dimensional covariates. For model 2, both the fully convex/concave and the
octuple-cone additive alternative perform quite well compared to the other methods.
6.3 Linear versus partial linear model
We compare the power of the test for linear versus partial linear model (24), with
H0 : φ0 is affine, including a categorical covariate with three levels. The n = 100
x values are equally spaced in [0, 1]. We compare our test with the convex/concave
alternative to the standard F -test using quadratic alternative, and the test for linear
versus partial linear from Fan and Huang (2001), Section 2.4 (labeled FH). Two
versions of the FH test are used; the first version uses an estimate of the model
variance and the second assumes the variance is known.
The first two plots in Fig. 6.3 show power for a = 0, 1, . . . , 6 when the true function
is φ0(x) = 3ax
2 + x, and the target test size is α = .05. In the first plot, the values
of the covariate are generated independently of x, and for the second, the predictors
are related, so that the categorical covariate is more likely to have level=1 when x
is small, and is more likely to have level=3 when x is large. Here the F -test is the
gold standard, because the true model satisfies all the assumptions. The proposed
test performs similarly to the FH test with known variance; for the unknown variance
case the power for the FH test is larger but the test size is inflated.
In the third and fourth plots, the regression function is φ0(x) = 20a(x−1/2)3+x. The
F -test is not able to reject the null hypothesis because the alternative is incorrect,
but the true function is also not contained in the double-cone (convex/concave) of
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Figure 6.3: Power for test against affine φ0 with n = 100 observations with equally
spaced x ∈ [0, 1] and σ2 = 1. The covariate z is categorical with three levels.
the proposed method. However, the proposed test still compares well with the FH
test, especially when the predictors are correlated.
6.4 Testing against constant function, with covariates
Testing the significance of a predictor while controlling for covariate effects can be
accomplished using the partial linear model (24), with H0 : φ0(x) ≡ c, for some un-
known c, using the double cone alternative for monotone φ0. Our method is compared
with the standard F -test with linear alternative and the FH test, both with known
and unknown variance as in the previous subsection. The first two plots of Fig. 6.4
display power for 10,000 simulated data sets from φ0(x) = ax, for n = 100 x values
equally spaced in [0, 1], with a ranging from 0 to 3. The power of the proposed test
is close to the gold-standard F -test, and the FH with unknown variance again has
inflated test size. When the predictors are related, the FH test has unacceptably
large test size.
In the third and fourth plots, data were simulated using φ0(x) = a sin(3pix), with a
ranging from 0 to 1.5. The true φ0 is not in the alternative set for either the F -test
or the proposed test; however the proposed test can reject the null consistently for
higher values of a. In this scenario, the size of FH test with known variance is inflated
for correlated predictors..
6.5 Real data analysis
Data example 1: We study the well-known Boston housing dataset collected by
Harrison Jr and Rubinfeld (1978) to study the effect of air pollution on real estate
price in the greater Boston area in the 1970s. The data consist of 506 observations on
16 variables, with each observation pertaining to one census tract. We use the version
of the data that incorporates the minor corrections found by Gilley and Pace (1996).
Our procedure, assuming normal errors, yields a p-value of essentially 0 and rejects
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Figure 6.4: Power for test against constant φ0 with n = 100 observations with equally
spaced x ∈ [0, 1] and σ2 = 1. The covariate z is categorical with three levels.
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Figure 6.5: Centered components of the additive anti-tonic fit to the Rubber data set.
the linear model specification, as used in Harrison Jr and Rubinfeld (1978), while the
method of Stute et al. (1998) yields a p-value of more than 0.2. The method of Sen
and Sen (2013) also yields a highly significant p-value.
Data example 2: We consider the Rubber data set, found in the R package MASS,
representing “accelerated testing of tyre rubber”. The response variable is the abra-
sion loss in gm/hr, with two predictors of loss: the hardness in Shore units, and the
tensile strength in kg/sq m. A linear regression (fitting a plane to the data) provides
R2 = .84 and the usual residual plots do not provide evidence against linearity. Fur-
ther, the Stute tests provide p-values of .39 and .18, respectively, and the Pen˜a and
Slate test against the linear model provides p = .92. The quadruple cone alterna-
tive of Section 5.3 provides p = .047, although the fully convex/concave double cone
alternative does not reject at α = .05. Some insight into the true function can be
found by fitting the constrained additive model, using the reasonable assumption that
the expected response is decreasing in both predictors. The fit is roughly linear in
“hardness” but is more like a sigmoidal or step function in “tensile strength”; these
components are shown in Fig. 6.5. Although neither fit is convex or concave, the
quadruple cone method can still detect the departure from linearity.
Data example 3: To demonstrate the partial linear test, we use data from a study
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Figure 6.6: Log of blood plasma beta carotene (BPBC) is plotted against age, with
plot character representing combinations of sex and smoking status.
of predictors of blood plasma levels of the micronutrient beta carotene, in healthy
subjects, as discussed by Nierenberg et al. (1989). Smoking status (current, former,
never) and sex are categorical predictors whose effects on the response (log of blood
plasma beta carotene) are determined to be significant at α = .05. If interest is in
determining the effect of age of the subject, a linear relationship might be assumed;
this fit is shown in the first plot of Fig. 6.6, where the six lines correspond to the
smoking/sex combinations. The covariates must be included in the model because
they are related to both the response and the predictor of interest. To test whether
the linear fit is appropriate, we use our test for linear versus partial linear model,
which returns a p-value of .047. The convex and concave fits have similar sums of
squared residuals, with the concave fit having the smaller, so the concave fit represents
the projection of the response vector onto the double cone. However, the fact that
the convex fit is almost as close to the data implies that neither is correct; perhaps
the true function is concave at the left and convex at the right.
7 Discussion
We have developed a test against a parametric regression function, where the alter-
native involves large-dimensional convex cones. The critical value of the test can be
easily computed, via simulation, and the test is exact if we assume a known form of the
error distribution. For a given parametric model, a very general alternative is guaran-
teed to have power tending to one as the sample size increases, under mild conditions.
However, if additional a priori assumptions are available, these can be incorporated
to boost the power in small to moderate-sized samples. For example, when testing
against an additive linear function such as φ0(x1, x2, x3) = β0 + β1x1 + β2x2 + β3x3,
we can use the “fully convex” model of Example 3, or if we feel confident that the
additivity assumption is valid, we can use the octuple cone of Section 5.3. This power
improvement was seen in model 2 simulations, in Fig. 6.2.
The authors have provided R and matlab routines for the general method and for
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the specific examples. In the R package DoubleCone, there are three functions. The
first, doubconetest is the generic version; the user provides a constraint matrix
that defines the cone I for which the null space of the constraint matrix is S and
(A1) and (A2) hold. The function provides a p-value for the test that the expected
value of a vector is in the null space using the double-cone alternative. The func-
tion agconst performs a test of the null hypothesis that the expected value of y is
constant versus the alternative that it is monotone (increasing or decreasing) in each
of the predictors, using double, quadruple, or octuple cones. Finally, the function
partlintest performs a test of a linear model versus a partial linear model, using
a double-cone alternative. The user can test against a constant, linear, or quadratic
function, while controlling for the effects of (optional) covariates. The matlab routine
(http://www.stat.columbia.edu/∼bodhi/Bodhi/Publications.html) performs the
test of Example 3.
A Appendix
A.1 Unbiasedness
We show that the power of the test for θ0 ∈ I ∪D is at least as large as the test size.
In the following we give the proof of Theorem 3.3 in the main paper.
Theorem A.1. (Restatement of Theorem 3.3) Let Y0 := s + σ, for s ∈ S, where
the components of  are i.i.d. G. Suppose further that G is a symmetric (around 0)
distribution. Choose any θ ∈ ΩI , and let Y1 := Y0 + θ. Then for any a > 0,
P (T (Y1) > a) ≥ P (T (Y0) > a) . (25)
Without loss of generality, we assume that s = 0 as the distribution of T is invariant
for any s ∈ S, by Lemma 3.1. To prove (25), define X1 := ‖Π(Y0|ΩI)‖2 and X2 :=
‖Π(−Y0|ΩI)‖2. Then X1 and X2 have the same distribution as G is a symmetric
around 0, and ‖Π(Y0|ΩD)‖2 = ‖Π(−Y0|ΩI)‖2. In particular,
max
{‖Π(Y0|ΩI)‖2, ‖Π(Y0|ΩD)‖2} = max {X1, X2} =: T0.
Let A be the event that {X1 ≥ X2}. By symmetry P(A) = 1/2, and for any a > 0,
P(T0 ≥ a) = 1
2
[P(T0 ≥ a|A) + P(T0 ≥ a|Ac)]
=
1
2
[P(X1 ≥ a|A) + P(X2 ≥ a|Ac)] .
Let Y2 := Y0 − θ and define W1 := ‖Π(Y1|ΩI)‖2, W2 := ‖Π(−Y1|ΩI)‖2, W3 :=
‖Π(Y2|ΩI)‖2, and W4 := ‖Π(−Y2|ΩI)‖2. Then W1 and W4 are equal in distribution,
as are W2 and W3.
25
Lemma A.2. W1 ≥ X1 and W4 ≥ X2.
Proof. Using Lemma 2.1,
W1 = ‖Π(Y1|ΩI)‖2
= ‖Π(Y1|I)‖2 − ‖Π(Y1|S)‖2
= ‖Y1 − Π(Y1|Io)‖2 − ‖Π(Y1|S)‖2
= ‖Y1 − θ − [Π(Y1|Io)− θ]‖2 − ‖Π(Y1|S)‖2
≥ ‖Y0 − Π(Y0|Io)‖2 − ‖Π(Y1|S)‖2
= ‖Π(Y0|I)‖2 − ‖Π(Y1|S)‖2
= ‖Π(Y0|ΩI)‖2 = X1,
where the last equality uses Π(Y1|S) = Π(Y0|S). The inequality holds because
Π(Y1|Io)− θ ∈ Io, by (A2). The proof of W4 ≥ X2 is similar.
Proof of Theorem A.1: Let S = max(W1,W2), which is equal in distribution to
max(W3,W4). For any a > 0,
P(S > a) =
1
2
[P(S > a|A) + P(S > a|Ac)]
≥ 1
2
[P(W1 > a|A) + P(W4 > a|Ac)]
≥ 1
2
[P(X1 > a|A) + P(X2 > a|Ac)]
= P(T0 > a).
Finally, we note that T (Y1) = S/SSE0 and T (Y0) = T0/SSE0, where SSE0 is the
sum of squared residuals of the projection of either Y1 or Y0 onto S, because θ is
orthogonal to S.
A.2 Some intuition under which the power goes to 1
The following result shows that if both projections θI and θD belong to S then θ0
must itself lie in S, if I is a “large” cone. This motivates the fact that if θ0 /∈ S, then
both θI and θD cannot be very close to θS, and (18) might hold. The largeness of I
can be represented through the following condition. Suppose that any ξ ∈ Rn can be
expressed as
ξ = ξ I + ξD (26)
for some ξ I ∈ I and ξD ∈ D. This condition holds for I = {θ : Aθ ≥ 0} where A
is irreducible, and S is the null row space of A. A constraint matrix is irreducible
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as defined by Meyer (1999) if the constraints defined by the rows are in a sense non-
redundant. Then bases for S and ΩI together span Rn, so any θ0 ∈ Rn can be written
as the sum of vectors in S, ΩI , and ΩD simply by writing θ0 as a linear combination
of these basis vectors, and gathering terms with negative coefficients to be included
in the ΩD component.
Lemma A.3. If (26) holds then θ0 ∈ S if and only if θI ∈ S and θD ∈ S.
Proof. Suppose that θ0 ∈ S. Then θ0 ∈ I and thus θI = θ0. Similarly, θ0 ∈ D and
θD = θ0. Hence, θ0 = θI = θD ∈ S.
Suppose now that θI , θD ∈ S. By (8), 〈θ0 − θI , s〉 = 〈θ0 − θD, s〉 = 0 for any s ∈ S;
this implies that 〈θI , s〉 = 〈θD, s〉 for all s ∈ S, so θI = θD =: γ . From (7) applied to
D and I it follows that
〈θ0 − γ, ξ I + ξD〉 ≤ 0,
for all ξ I ∈ I and ξD ∈ D. As any ξ ∈ Rn can be expressed as ξ = ξ I + ξD for ξ I ∈ I
and ξD ∈ D, the above display yields 〈θ0 − γ, ξ〉 ≤ 0 for all ξ ∈ Rn. Taking ξ and
−ξ in the above display we get that 〈θ0−γ, ξ〉 = 0 for all ξ ∈ Rn, which implies that
θ0 = γ , thereby proving the result.
A.3 Testing against a constant function
The traditional F -test for the parametric least-squares regression model has the null
hypothesis that none of the predictors is (linearly) related to the response. For an
n × p full-rank design matrix, the F statistic has null distribution F (p − 1, n − p).
To test against the constant function when the relationship of the response with the
predictors is unspecified, we can turn to our cone alternatives.
Consider model (3) where φ0 is the unknown true regression function and X =
{x1,x2, . . . ,xn} ⊂ Rd is the set of predictor values. We can assume without loss
of generality that there are no duplicate x values; otherwise we average the response
values at each distinct x, and do weighted regression. Interest is in H0 : φ0 ≡ c for
some unknown scalar c ∈ R, against a general alternative. A cone that contains the
one-dimensional null space is defined for multiple isotonic regression.
We start with some definitions. A partial ordering on X may be defined as xi  xj
if xi ≤ xj holds coordinate-wise. Two points xi and xj in X are comparable if either
xi  xj or xj  xi. Partial orderings are reflexive, anti-symmetric, and transitive,
but differ from complete orderings in that pairs of points are not required to be
comparable. A function φ0 : X → R is isotonic with respect to the partial ordering if
φ0(xi) ≤ φ0(xj) whenever xi  xj. If θ ∈ Rn is defined as θi = φ0(xi), we can consider
the set I of θ ∈ Rn such that θi ≤ θj whenever xi  xj. The set I is a convex cone
in Rn, and a constraint matrix A can be found so that I = {θ : Aθ ≥ 0}.
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Assumption (A1) holds if X is connected; i.e., for all proper subsets X0 ⊂ X , each
point in X0 is comparable with at least one point not in X0. If X is not connected, it
can be broken down into smaller connected subsets, and the null space of A consists
of vectors that are constant over the subsets. We have the following lemma.
Lemma A.4. The null space S of the constraint matrix A associated with isotonic
regression on the set X is spanned by the constant vectors if and only if the set X is
connected.
Proof. Let A be the constraint matrix associated with isotonic regression on the set
X such that there is a row for every comparable pair (i.e., before reducing). Let C
be the null space of A (it is easy to see that the null space of the reduced constraint
matrix is also S). First, suppose θ ∈ S and θa 6= θb for some 1 ≤ a, b ≤ n. Let
Xa ⊂ X be the set of points that are comparable to xa, and let Xb ⊂ X be the set
of points that are comparable to xb. If xj is in the intersection, then there is row of
A where the j-th element is −1 and the a-th element is +1 (or vice-versa), as well
as a row where the j-th element is −1 and the b-th element is +1 (or vice-versa),
so that θa = θj and θb = θj. Therefore if θa 6= θb, Xa ∩ Xb is empty and X is not
connected. Second, suppose X is connected and θ ∈ S. For any a 6= b, 1 ≤ a, b ≤ n,
define Xa and Xb as above; then because of connectedness there must be an xj in the
intersection, and hence θa = θb. Thus only constant vectors are in S.
The classical isotonic regression with a partial ordering can be formulated using upper
and lower sets. The set U ⊆ X is an upper set with respect to  if x1 ∈ U , x2 ∈ X ,
and x1  x2 imply that x2 ∈ U . Similarly, the set L ⊆ X is a lower set with respect
to  if x2 ∈ L, x1 ∈ X , and x1  x2 imply that x1 ∈ L.
The following results can be found in Gebhardt (1970), Barlow and Brunk (1972),
and Dykstra (1981). Let U and L be the collections of upper and lower sets in X ,
respectively. The isotonic regression estimator at x ∈ X has the closed form
φˆ0(x) = max
U∈U :x∈U
min
L∈L:x∈L
AvY(L ∩ U),
where AvY(S) is the average of all the Y values for which the predictor values are in
S ⊆ X . Further, if θ ∈ I, then for any upper set U we have
Avθ(U) ≥ Avθ(U c). (27)
Similarly, if L is a lower set and θ ∈ I, Avθ(L) ≤ Avθ(Lc), as the complement of an
upper set is a lower set and vice-versa. Finally, any θ ∈ I can be written as a linear
combination of indicator functions for upper sets, with non-negative coefficients, plus
a constant vector.
We could define a double cone where D = {θ : Aθ ≤ 0} for antitonic θ. To show the
condition (A2) holds, we first show that if θ ∈ ΩI = I ∩ S⊥, then the projection of θ
on D is the origin; hence ΩI ⊆ Do. Let θU be the “centered” indictor vector for an
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upper set U . That is, θUi = a if xi ∈ U , θUi = b if xi /∈ U , and
∑n
i=1 θUi = 0. Then
θU ∈ ΩI , and 〈θU , θ〉 ≥ 0 for any θ ∈ I by (27). For,
〈θU , θ〉 = a
∑
i:xi∈Uc
θi + b
∑
i:xi∈U
θi
= (n− nu)aAvθ(U c) + nubAvθ(U)
≥ {(n− nu)a+ nub}Avθ(U c) = 0,
where nu is the number of elements in U .
Similarly, 〈θU , ρ〉 ≤ 0 for any ρ ∈ D. We can write any θ ∈ ΩI as a linear combination
of centered upper set indicator vectors with non-negative coefficients, so that 〈θ,ρ〉 ≤
0 for any θ ∈ ΩI and ρ ∈ D. Then for any θ ∈ ΩI and ρ ∈ D,
‖θ − ρ‖2 = ‖θ‖2 + ‖ρ‖2 − 2〈θ,ρ〉 ≥ ‖θ‖2,
hence the projection of θ ∈ ΩI onto D is the origin.
The double cone for multiple isotonic regression is unsatisfactory because if one of the
predictors reverses sign, the value of the statistic (11) (for testing against a constant
function) also changes. For two predictors, it is more appropriate to define a quadruple
cone. Define:
• I1: the cone defined by the partial ordering: xi  xj if x1i ≤ x1j and x2i ≤ x2j;
• I2: the cone defined by the partial ordering: xi  xj if x1i ≤ x1j and x2i ≥ x2j;
• I3: the cone defined by the partial ordering: xi  xj if x1i ≥ x1j and x2i ≤ x2j;
and
• I4: the cone defined by the partial ordering: xi  xj if x1i ≥ x1j and x2i ≥ x2j.
The cones I1 and I4 form a double cone as do I2 and I3. If X connected, the one-
dimensional space S of constant vectors is the largest linear space in any of the four
cones and (A1) is met.
Let θˆj be the projection of Y onto Ij, and SSEj = ‖Y − θˆj‖2 for j = 1, 2, 3, 4, while
SSE0 =
∑n
i=1(Yi − Y¯ )2. Define Tj = (SSE0 − SSEj)/SSE0, for j = 1, 2, 3, 4, and
T = max{T1, T2, T3, T4}. The distribution of T is invariant to translations in S; this
can be proved using the same technique as Lemma 2.2. Therefore the null distribution
can be simulated up to any desired precision for known G. To show that the test is
unbiased for θ0 in the quadruple cone I1 ∪ I2 ∪ I3 ∪ I4, we note that condition (A2)
becomes Ω1 ⊆ Io4 and Ω2 ⊆ Io3 , and vice-versa; the results of Section A.1 hold for the
quadruple cone. For three predictors we need an octuple cone, which is comprised of
four double-cones and similar results follow.
The results of Section 3.1 depend on the consistency of the multiple isotonic regression
estimator. Although Hanson et al. (1973) proved point-wise and uniform consistency
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Figure A.1: Power function for test against the constant model, with n = 100 obser-
vations, predictors generated uniformly in [0, 1]2 and σ2 = 1.
(on compacts in the interior of the support of the covariates) for the projection es-
timator in the bivariate case (also see Makowski (1977)), result (16) for the general
case of multiple isotonic regression is still an open problem.
A.3.1 Simulation study
We consider the test against a constant function using the quadruple cone alternative
of Section A.3, and model Yi = φ0(x1i, x2i) + i, i = 1, . . . , 100, where for each
simulated data set, the (x1, x2) values are generated uniformly in the unit square.
The power is compared with the standard F -test where the alternative model is
Yi = β0 + β1x1i + β2x2i + β3x1ix2i + i, the FH test with known variance, and S1 and
S2. In the first plot of Figure A.3.1, power is shown when the true regression function
is φ0(x1, x2) = 2ax1x2. Here the assumptions for the parametric F -test are correct,
so the F -test has the highest power, although the power for the proposed test is only
slightly smaller. In the second plot, the regression function is quadratic in x1, with
vertex in the center of the design points. The F -test fails to reject the constant model
because of the non-linear alternative, but the true regression function is also far from
the quadruple-cone alternative. However, the proposed test has power comparable to
the FH test with known variance. In the final plot, the regression function is constant
on [0, 2/3]× [0, 2/3], and increasing in both predictors beyond 2/3. The proposed test
has the best power compared with the alternatives. The S1 and S2 tests do not
perform well for the test against a constant function in two dimensions, compared
with other testing situations.
A.4 Proofs of Lemmas and Theorems
Proof of Theorem 3.2 To study the distribution of T (ˆ) ∼ Dn and relate it to that
of T () ∼ Hn, we consider the following quantile coupling: Let Z1, . . . be a sequence of
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i.i.d. Uniform(0,1) random variables. Define j = G
−1(Zj) and let ˆnj = Gˆ−1n (Zj), for
j = 1, . . . , n; n ≥ 1. Observe that T (1, . . . , n) ∼ Hn and the conditional distribution
of T (ˆn1, . . . , ˆnn), given the data, is Dn. For notational simplicity, for the rest of the
proof, we will denote by  := (1, . . . , n) and by ˆ := (ˆn1, . . . , ˆnn). Note that,
‖Π(|S)− Π(|I)‖
= ‖{Π(|S)− Π(ˆ|S)}+ {Π(ˆ|S)− Π(ˆ|I)}+ {Π(ˆ|I)− Π(|I)}‖
≤ ‖Π(|S)− Π(ˆ|S)‖+ ‖Π(ˆ|S)− Π(ˆ|I)‖+ ‖Π(ˆ|I)− Π(|I)‖
≤ 2‖− ˆ‖+ ‖Π(ˆ|S)− Π(ˆ|I)‖ (28)
where we have used the fact that the projection operator is 1-Lipschitz. To simplify
notation, let U := ‖Π(|S) − Π(|I)‖, V := ‖Π(|S) − Π(|D)‖ and W := ‖ −
Π(|S)‖. Also, let Uˆ := ‖Π(ˆ|S) − Π(ˆ|I)‖, Vˆ := ‖Π(ˆ|S) − Π(ˆ|D)‖ and Wˆ :=
‖ˆ− Π(ˆ|S)‖. Thus, using a similar argument as in (28) we obtain,
max
{
|U − Uˆ |, |V − Vˆ |, |W − Wˆ |
}
≤ 2‖− ˆ‖.
Therefore,
|T 1/2()− T 1/2(ˆ)| =
∣∣∣∣∣max {U, V }W − max{Uˆ , Vˆ }Wˆ
∣∣∣∣∣
≤ |max{U, V } −max{Uˆ , Vˆ }|
W
+ max{Uˆ , Vˆ }
∣∣∣∣ 1W − 1Wˆ
∣∣∣∣
≤ max{|U − Uˆ |, |V − Vˆ |}
W
+
max{Uˆ , Vˆ }
Wˆ
|Wˆ −W |
W
≤ 2‖− ˆ‖
W
+
|Wˆ −W |
W
≤ 4‖− ˆ‖
W
(29)
as max{Uˆ , Vˆ }/Wˆ ≤ 1. For two probability measure µ and ν on R, let dp(µ, ν) denote
the p-Wasserstein distance between µ and ν, i.e.,
[dp(µ, ν)]
p := inf
J
{E|S − T |p : S ∼ µ, T ∼ ν},
where the infimum is taken over all joint distributions J with marginals µ, ν. Now,
E
(
1
n
‖− ˆ‖2
)
=
1
n
n∑
j=1
E(i − ˆnj)2 =
∫ 1
0
|G−1n (t)−G−1(t)|2dt = d2(Gn, G), (30)
where the last equality follows from Shorack and Wellner (1986, Theorem 2, page 64).
Further, by Shorack and Wellner (1986, Theorem 1, page 63), and two conditions on
Gˆn stated in the theorem, it follows that d2(Gn, G)→ 0 a.s. Therefore,
d1(Hn, Dn) ≤ E|T (ˆ)− T ()| ≤ 2E|T 1/2(ˆ)− T 1/2()|
≤ 8E
(‖− ˆ‖
W
)
≤ 8
√
E
( n
W 2
)
E
(
1
n
‖− ˆ‖2
)
→ 0 a.s.,
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where we have used (29) and (30), E(nW−2) is uniformly bounded, and the fact
that d2(Gn, G) → 0 a.s. The result now follows from the fact that dL(Hn, Dn) ≤√
d1(Hn, Dn); see Huber (1981, pages 31–33).
Proof of Lemma 3.4: Let ρ := θ0 − θI . Then ρ ⊥ θI . Let Z = Y − ρ, and note
that Z = θI + . If θˇI is the projection of Z onto I, then
‖θˇI − θI‖2 = op(n) and 〈Z − θˇI , θI〉 = op(n). (31)
The first follows from assumption (16) and the latter holds because
0 ≤ −〈Z − θˇI , θI〉 = 〈Z − θˇI , θˇI − θI〉 ≤ ‖Z − θˇI‖‖θˇI − θI‖ = op(n),
as ‖Z − θˇI‖2/n ≤ ‖Z − θI‖2/n = Op(1), where we have used the characterization of
projection on a closed convex cone (7). Starting with
‖θˇI − θI‖2 = ‖θˇI − θˆI‖2 + ‖θˆI − θI‖2 + 2〈θˇI − θˆI , θˆI − θI〉,
we rearrange to get
‖θˇI − θI‖2 − ‖θˆI − θI‖2 = ‖θˇI − θˆI‖2 + 2〈θˇI − θˆI , θˆI − θI〉
= ‖θˇI − θˆI‖2 + 2〈θˇI −Y, θˆI − θI〉+ 2〈Y − θˆI , θˆI − θI〉. (32)
As Y = Z + ρ and ρ ⊥ θI , we have
〈Y − θˇI , θˆI − θI〉 = 〈Y − θˇI , θˆI〉 − 〈Y − θˇI , θI〉
= [〈Z − θˇI , θˆI〉+ 〈ρ, θˆI〉]− 〈Z − θˇI , θI〉.
Also, 〈Y − θˆI , θˆI − θI〉 = −〈Y − θˆI , θI〉. Thus, (32) equals
‖θˇI − θˆI‖2 − 2〈Y − θˆI , θI〉 − 2〈Z − θˇI , θˆI〉 − 2〈ρ, θˆI〉+ 2〈Z − θˇI , θI〉.
The first four terms in the above expression are positive (with their signs), and the
last is op(n) by (31). Therefore,
‖θˆI − θI‖2 ≤ ‖θˇI − θI‖2 + op(n),
which when combined with (31) gives the desired result. The proof of the other part
is completely analogous.
Proof of Theorem 3.6: To show that (18) holds let us define the convex projection
of φ0 with respect to the measure µ as
φI = argmin
φ convex
∫
[0,1]d
(φ0(x)− φ(x))2dµ(x),
where the minimization is over all convex functions from [0, 1]d to R. The existence
and uniqueness (a.s.) of φI follows from the fact that H := L2([0, 1]d, µ) is a Hilbert
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space with the inner product 〈f, g〉H =
∫
[0,1]d
f(x)g(x)dµ(x), and the space I˜ of all
convex functions in H is a closed convex set in H. Let D˜ of the space of all concave
functions in H. We can similarly define the non-increasing projection φD of φ0.
Next we show that if φ0 is not affine a.e. µ then either φI is not affine a.e. µ or φD
is not affine a.e. µ. Suppose not, i.e., suppose that φI and φD are both affine a.e. µ.
Then by (8), 〈φ0 − φI , f〉H = 〈φ0 − φD, f〉H = 0 for any affine f . This implies that
〈φI , f〉H = 〈φD, f〉H for all affine f , so φI = φD =: φS a.e., where φS is affine. Note
that φS is indeed the projection of φ0 onto the space of all affine functions in H.
From (7) applied to D˜ and I˜ it follows that
〈φ0 − φS, fI + fD〉H ≤ 0,
for all fI ∈ I˜ and fD ∈ D˜. As any f ∈ H that is twice continuously differentiable
can be expressed as f = fI + fD for fI ∈ I˜ and fD ∈ D˜, the above display yields
〈φ0−φS, f〉H ≤ 0 for all f that is twice continuously differentiable. Taking f and −f
in the last inequality we get that 〈φ0−φS, f〉H = 0 for all f that is twice continuously
differentiable, which implies that φ0 = φS a.e. µ, giving rise to a contradiction.
We can also show that
lim
n→∞
1
n
‖θI − θS‖2 =
∫
[0,1]d
(φI(x)− φS(x))2dµ(x) > 0.
Similarly, n−1‖θD − θS‖2 also converges to a positive number. This proves (18).
Proof of Theorem 4.1: Observe that TI = ‖θˆS − θˆI‖2/‖Y − θˆS‖2. Letting en :=
(1, 1, . . . , 1)> ∈ Rn, and noting that θˆS = Y¯ en, where Y¯ =
∑n
i=1 Yi/n, we have
1
n
‖Y − θˆS‖2 →p σ2 > 0.
Now,
‖θˆS − θˆI‖2 = ‖θˆS − θ0 + θ0 − θˆI‖2
≤ 2‖θˆS − θ0‖2 + 2‖θˆI − θ0‖2
= Op(1) +Op(log n),
where we have used the facts that ‖θˆS−θ0‖2 = Op(1) and ‖θˆI−θ0‖2 = Op(log n) (see
Chatterjee et al. (2013); also see Meyer and Woodroofe (2000) and Zhang (2002)). A
similar result can be obtained for TD to arrive at the conclusion T = Op(log(n)/n).
Proof of Theorem 4.2: We will verify (16) and (18) and apply Theorem 3.7 to
obtain the desired result. First observe that (16) follows immediately from the results
in Chatterjee et al. (2013); also see Zhang (2002). To show that (18) holds let us
define the non-decreasing projection of φ0 with respect to the measure F as
φI = argmin
φ↑
∫ 1
0
(φ0(x)− φ(x))2dF (x),
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where the minimization is over all non-decreasing functions. We can similarly define
the non-increasing projection φD of φ0.
As φ0 is not a constant a.e. F , it can be shown by a very similar argument as in
Lemma A.3 that either φI is not a constant a.e. F or φD is not a constant a.e. F
(note that here we use the fact that a function of bounded variation on an interval can
be expressed as the difference of two monotone functions). Without loss of generality
let us assume that φI is not a constant a.e. F . Therefore,
lim
n→∞
1
n
‖θI − θS‖2 =
∫ 1
0
(φI(x)− c0)2dF (x) > 0,
which proves (18), where c0 = argminc∈R
∫ 1
0
(φ0(x)− c)2dF (x).
Proof of Theorem 4.9: The theorem follows from known metric entropy results
on the class of uniformly bounded convex functions that are uniformly Lipschitz
in conjunction with known results on consistency of least squares estimators; see
Theorem 4.8 of Van de Geer (2000). We give the details below.
The notion of covering numbers will be used in the sequel. For  > 0 and a subset G
of functions, the -covering number of G under the metric `, denoted by N(S, ; `), is
defined as the smallest number of closed balls of radius  whose union contains G.
Fix any B > 0 and L > L0. Recall the definition of the class I˜L, given in (22). We
define the class of uniformly bounded convex functions that are uniformly Lipschitz
as
I˜L,B := {ψ ∈ IL : ‖ψ‖X ≤ B}.
Using Theorem 3.2 of Guntuboyina and Sen (2013) (also see Bronshtein (1976)) we
know that
logN
(
I˜L,B, ;L∞
)
≤ c
(
B + dL

)d/2
, (33)
for all 0 <  ≤ 0(B + dL), where 0 > 0 is a fixed constant and L∞ is the supremum
norm. In the following we denote by IL and IL,B the convex sets (in Rn) of all
evaluations (at the data points) of functions in IL and IL,B, respectively; cf. (6).
Thus, we can say that θˆI,L is the projection of Y on IL. Let θˆI,L,B denote the
projection of Y onto IL,B. We now use Theorem 4.8 of Van de Geer (2000) to show
that
‖θˆI,L,B − θ0‖2 = op(n). (34)
Note that equation (4.26) in Van de Geer (2000) is trivially satisfied as we have
sub-gaussian errors and equation (4.27) easily follows from (33).
Denote the i-th coordinate of a vector b ∈ Rn by b(i), for i = 1, . . . , n. Define the
event An := {maxi=1,...,n |θˆ
(i)
I,L| ≤ B0}. Next we show that there exists B0 > 0 such
34
that
P(An)→ 1, as n→∞. (35)
As θˆI,L is a projection on the closed convex set IL, we have
〈Y − θˆI,L,γ − θˆI,L〉 ≤ 0, for all γ ∈ IL.
Letting e := (1, 1, . . . , 1)> ∈ Rn, note that for any c ∈ R, ce ∈ IL. Hence,
〈Y − θˆI,L, ce− θˆI,L〉 = c〈Y − θˆI,L, e〉 − 〈Y − θˆI,L, θˆI,L〉 ≤ 0, for all c ∈ R,
and thus 〈Y − θˆI,L, e〉 = 0, i.e., nY¯ =
∑n
i=1 Yi =
∑n
i=1 θˆ
(i)
I,L. Now, for any i ∈
{1, 2, . . . , n},
|θˆ(i)I,L| ≤ |θˆ
(i)
I,L − Y¯ |+ |Y¯ | =
∣∣∣∣∣θˆ(i)I,L − 1n
n∑
j=1
θˆ
(j)
I,L
∣∣∣∣∣+ |Y¯ |
≤ 1
n
n∑
j=1
∣∣∣θˆ(i)I,L − θˆ(j)I,L∣∣∣+ |Y¯ | ≤ Ln
n∑
j=1
‖xi − xj‖+ ‖φ0‖X + |¯|
≤
√
dL+ κ+ 1 =: B0,
a.s. for large enough n, where we have used the fact that ‖xi − xj‖ ≤
√
d, ‖φ‖X < κ
for some κ > 0, and that ¯ =
∑n
i=1 i/n→ 0 a.s.
As IL,B0 ⊂ IL, we trivially have
‖Y − θˆI,L‖2 ≤ ‖Y − θˆI,L,B0‖2.
If An happens, θˆI,L ∈ IL,B0 , and thus,
‖Y − θˆI,L,B0‖2 = argmin
θ∈I˜L,B0
‖Y − θ‖2 ≤ ‖Y − θˆI,L‖2.
From the last two inequalities it follows that if An occurs, then θˆI,L = θˆI,L,B0 , as θˆI,L,B0
is the unique minimizer. Now using (35), (23) immediately follows from (34).
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