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BSS  techniques  have  become  the  standard  for  decomposing  EEG  data  but are  not  optimal  when  additional  information  is  known  about  the  problem.
We  propose  Informed  Multidimensional  ICA  (IMICA)  that  builds  on ISA and ISS  techniques  to  better  model  distinct  subspaces  within  EEG data.
We  show  that  IMICA  outperforms  other  common  methods  such  as  Infomax  ICA,  FastICA,  PCA,  JADE, and  SOBI.
The  results  show  that  IMICA  better  isolates  and removes  subspaces  within  the EEG  data.
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a  b  s  t  r  a  c  t
Background:  Blind  source  separation  techniques  have become  the  de  facto  standard  for decomposing  elec-
troencephalographic  (EEG)  data. These  methods  are  poorly  suited  for  incorporating  prior  information  into
the decomposition  process.  While  alternative  techniques  to  this  problem,  such  as the  use of constrained
optimization  techniques,  have  been  proposed,  these  alternative  techniques  tend  to only  minimally  sat-
isfy the prior  constraints.  In  addition,  the  experimenter  must  preset  a number  of parameters  describing
both  this  minimal  limit  as  well  as the size  of  the  target  subspaces.
New  method:  We  propose  an  informed  decomposition  approach  that builds  upon  the  constrained
optimization  approaches  for  independent  components  analysis  to better  model  and  separate  distinct
subspaces  within  EEG  data. We  use  a likelihood  function  to  adaptively  determine  the  optimal  model  size
for  each  target  subspace.
Results: Using  our  method  we are  able  to produce  ordered  independent  subspaces  that  exhibit  less  residual
mixing  than  those  obtained  with  other  methods.  The  results  show an improvement  in modeling  speciﬁc
features  of the  EEG  space,  while  also  showing  a simultaneous  reduction  in the  number  of  components
needed  for  each  model.
Comparison  with  existing  method(s):  We  ﬁrst  compare  our  approach  to  common  methods  in the  ﬁeld  of
EEG decomposition,  such  as  Infomax,  FastICA,  PCA, JADE,  and  SOBI  for the  task  of modeling  and  removing
both  EOG  and  EMG  artifacts.  We  then  demonstrate  the  utility  of  our approach  for  the  more  complex
problem  of  modeling  neural  activity.
Conclusions:  By  working  in  a one-size-ﬁts-all  fashion  current  EEG  decomposition  methods  do  not  adapt
to  the  speciﬁcs  of  each  data  set  and  are  not  well  designed  to incorporate  additional  information  about
the decomposition  problem.  However,  by  adding  speciﬁc  information  about  the  problem  to  the  decom-
position  task,  we improve  the  identiﬁcation  and  separation  of  distinct  subspaces  within  the original  data
and show  better  preservation  of  the remaining  data.
ublis© 2015  The  Authors.  P
. IntroductionElectroencephalographic (EEG) data is currently the most
ommon tool for noninvasively recording the electrical signals
f the brain. EEG data can be acquired with high temporal
∗ Corresponding author. Tel.: +1 571 227 6167.
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ttp://dx.doi.org/10.1016/j.jneumeth.2015.08.019
165-0270/© 2015 The Authors. Published by Elsevier B.V. This is an open access article uhed  by  Elsevier  B.V.  This  is  an open  access  article  under  the  CC  BY  license
(http://creativecommons.org/licenses/by/4.0/).
resolution and in a wide range of environments, but there are
also disadvantages to using EEG such as poor spatial resolution
and low signal-to-noise ratio (SNR). These disadvantages primarily
result from the fact that the data recorded by each EEG sen-
sor represents a mixture of multiple sources, which at most EEG
frequencies of interest can be assumed to be linear due to the
instantaneous nature of volume conduction (Nunez and Srinivasan,
2006). These sources typically include (1) electrical signals aris-
ing from distinct regions within the brain in response to task
nder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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number of recorded signals. To deal with independent subspaces
methods such as Multidimensional Independent Components2 S.M. Gordon et al. / Journal of Ne
nd/or experimental conditions (i.e. the neural activity of inter-
st), (2) background neural activity occurring throughout the
rain, (3) simultaneously active non-neural electrophysiological
omponents, and (4) activity from nearby electrical equipment.
ften the signal power from the neural activity of interest is
reatly overwhelmed by the signal power from these other com-
onents.
In order to isolate speciﬁc types of information within EEG
ecordings researchers have turned to decompositions approaches
uch as principal component analysis (PCA) and independent com-
onents analysis (ICA) (Jung et al., 1998a; Jung et al., 2000; Cardoso
nd Souloumiac, 1993). Both PCA and ICA have been shown to be
pplicable for a variety of EEG decomposition problems (Niazy et al.,
005; Jung et al., 1998b; Crespo-Garcia et al., 2008; Shao et al.,
009; Saﬁeddine et al., 2012; Vos et al., 2010; Gwin et al., 2010;
rivastava et al., 2005). In particular, ICA methods have received a
ot of attention because these methods create maximally, statisti-
ally independent components versus the simple decorrelation that
ccurs with PCA (Comon, 1994; Haykin, 2009; Hyvärinen and Oja,
000). Yet, despite the success and popularity of ICA methods there
re still fundamental limitations with these types of approaches
Haykin, 2009; Vincent et al., 2014). One speciﬁc limitation, and the
ocus of the current paper, is that most ICA techniques are inher-
ntly blind, data driven approaches and this can lead to suboptimal
r misleading results.
We show that for EEG decomposition there are ways to mod-
fy the original ICA approach in order to leverage known features
f the underlying source space and better identify target sub-
paces within the EEG data. With our method, which we  refer to
s Informed Multidimensional Independent Components Analysis
IMICA), we show that we are able to model both single and multi-
imensional subspaces. We  validate our method on the common
roblem of EEG artifact removal, as this is where current ICA tech-
iques have had the most success. In our validation tests we  show
hat IMICA extracts target subspaces with a higher SNR than pre-
ious methods and, in some cases, performs this extraction using
ewer dimensions. We  also, brieﬂy, demonstrate the application of
ur method to the much more difﬁcult problem of modeling speciﬁc
eural dynamics—namely the alpha and beta spectral changes that
ave been observed to accompany motor activity (Pfurtscheller and
ranibar, 1977; Pfurtscheller and Lopes da Silva, 1999; Liao et al.,
014).
We  begin by providing background on the different decompo-
ition approaches that are typically used to decompose EEG data.
n Section 3 we provide further detail about ICA and constrained
CA before introducing our IMICA algorithm. We then describe
ethods by which one may  construct the reference signals that
re needed by the IMICA algorithm. We  also describe methods to
etermine the optimal subspace size (i.e. how many dimensions
hould be used to model the activity of interest), if that size is
ot known in advance. In Section 4 we use our IMICA approach
o model and remove artifacts resulting from electrooculographic
EOG) and electromyographic (EMG) data. We  compare the per-
ormance of IMICA to other common decomposition methods and
how that the subspaces created by IMICA achieve better sepa-
ation with less crosstalk. For the case of EMG  artifacts, we  also
how that IMICA achieves the improved separation while using
ewer components to model the artifact. Next, we provide an
xample of how IMICA may  be used to model speciﬁc neural pro-
esses, such as the alpha and beta spectral changes commonly
ssociated with left and right ﬁnger movements. Finally, in Sec-
ion 5 we provide an overview of the performance of IMICA as
ell as outline future directions. We  also discuss under what
onditions the IMICA methods should be expected to outperform
ther approaches as well as the limitations that may  be encoun-
ered.ence Methods 256 (2015) 41–55
2. Background
The decomposition methods most commonly applied to EEG
data are principal components analysis (PCA) and independent
components analysis (ICA). While PCA may  be preferred in some
cases due to its low computational complexity, ICA has been shown
to be the most effective in the broadest range of circumstances
ranging from the relatively straightforward problems of artifact
removal (Jung et al., 1998a; Niazy et al., 2005; Crespo-Garcia et al.,
2008; Gwin et al., 2010; Srivastava et al., 2005) to BCI applications
(Kachenoura et al., 2008; Wang and Jung, 2013) as well as the more
complex aspects of source modeling and localization (Onton et al.,
2006; Eichele et al., 2009; Kobayashi et al., 2001; Groppe et al.,
2009).
2.1. Independent components analysis
One of the ﬁrst ICA algorithms applied to EEG decomposition
was the Infomax algorithm developed by (Bell and Sejnowski,
1995). The Infomax algorithm is a gradient algorithm that works
by maximizing the entropy of the output variables. This, in effect,
reduces the redundancy in the output, or component, vectors com-
pared to the input and ensures maximal, statistical independence.
This algorithm, along with its variant the extended Infomax algo-
rithm (Lee et al., 1999a,b), has arguably become one of the more
popular methods for decomposition EEG data and has been used
for a variety of EEG analysis problems (Jung et al., 1998a; Wang
and Jung, 2013; Kachenoura et al., 2008; Groppe et al., 2009).
Another ICA algorithm widely used for EEG analysis is the Fas-
tICA algorithm developed by (Hyvärinen, 1999), which works by
maximizing the negentropy – a measure of non-Gaussianity – of the
projected components. The FastICA algorithm works sequentially
and, thus, does not require the costly matrix inversions associated
with the Infomax approach. As subsequent components are created
they are orthonormalized (using, for example, the Gram-Schmidt
method, Haykin, 2009) to ensure that the ﬁnal decomposition
matrix is unique and full rank. There are two main beneﬁts of the
FastICA algorithm: (1) an approximation for the computationally
demanding negentropy calculation is used which both reduces the
computational complexity and speeds up the run time of the algo-
rithm, and (2) components can be learned one at a time, which
means the algorithm can be used to create partial decompositions.
Both the Infomax and FastICA algorithms assume each com-
ponent is independent from the other components in the strong
statistical sense, i.e. these methods are designed to account for
all higher-order statistics in the data (Hyvärinen and Oja, 2000).
There has also been work on decomposition methods that are
limited to lower-order statistics. Of these methods, PCA is per-
haps the most widely used and it relies purely on second-order
statistics. Other popular methods for EEG analysis include SOBI
(Belouchrani et al., 1997), which performs joint diagonalization
using cross-correlations computed with different time delays and
JADE (Cardoso and Souloumiac, 1993), which uses joint diagonal-
ization but focuses on both second- and fourth-cumulants. JADE
is particularly unique because it is a block diagonal approach that
looks for distinct subspaces within the data that exhibit high intra-
correlation and low intercorrelation.
2.2. Independent subspace analysis
ICA methods, such as Infomax and FastICA, assume that the
number of underlying independent components is equal to theAnalysis (MICA) (Cardoso, 1998) and Independent Subspace Anal-
ysis (ISA) (Theis, 2006; Hyvärinen and Oja, 2000) were developed.
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ICA was originally proposed as an algorithmic framework that
as built around the original ICA problem. With MICA a one-
imensional ICA algorithm, such as Infomax or FastICA, is ﬁrst
pplied to the data before a post-processing step is performed that
roups output components into internally dependent subspaces.
 good example of this is the work by (Ma  et al., 2010), which
sed both Infomax and FastICA variants to decompose fMRI data
efore hierarchical clustering methods were applied to group the
omponents into hierarchically connected subspaces.
Unlike MICA, which was proposed only as a post-processing
pproach, ISA methods modify the original ICA update equations in
rder to create independent subspaces during the decomposition
rocedure. To do this, ISA methods often require prior knowledge
f the data in the form of the size or structure of the subspaces.
or example, the work by (Hyvärinen and Köster, 2006) on FastISA,
n extension of the FastICA algorithm, assumed preset subspace
izes, while the algorithm developed by (Póczos and Lõrincz, 2005)
equired preset pruning parameters to auto-divide the subspaces.
s will be shown in Section 4, with respect to EEG analysis the
orrect subspace size is often not known in advance and must be
valuated on a per subject basis.
.3. Incorporating prior knowledge
One of the more popular methods, as well as the most germane
or this article, for incorporating prior information into the ICA pro-
edure is through the use of constrained optimization. There has
een much prior work investigating the application of constrained
CA (cICA) to the decomposition of EEG, EOG, and ECG (electro-
ardiogram) waveforms (Mi,  2014; Lu and Rajapakse, 2003, 2005;
ames and Gibson, 2003); however, in each of these studies the
umber of components in the target subspace was  known before-
and and a number of parameters were used to limit the inﬂuence
f the constraints on the decomposition problem. In order to work
roperly cICA methods require that these parameters be preset by
he experimenter (Wang et al., 2006). Often, the experimenter must
erform a search over the different parameter settings to ﬁnd the
ost optimal solution and this requires a means of evaluating and
omparing solutions along the search path. In addition, while the
esults have been promising the constraint approach has yet to be
pplied to more complex, multi-dimensional subspaces.
Prior knowledge may  also be encoded into the decomposition
roblem through the use of Bayesian priors that constrain the
rojection properties and relative statistics for speciﬁc sources.
nown as informed source separation (ISS), this method is heavily
ependent upon the prior model which must be encoded by the
esearcher (Knuth, 2005). For the case of EEG, prior information
elated to the location and distribution of sources is not easy to
btain, and the search over possible models can be prohibitively
xpensive. While prior models can also be encoded by modify-
ng the way in which the statistical measures are computed as in
Machens, 2010; Palmer et al., 2006), where the data related to dif-
erent processes are used to compute different components, this
oes not improve the ability to model these processes over the
esults obtained by simply computing local decompositions.
. Methods
The IMICA algorithm is an iterative algorithm that builds max-
mally independent target subspaces from the original data using
rior constraints. Before we describe the IMICA algorithm we intro-
uce the basic methods for ICA and cICA. Later, we provide two
xamples for how to create the necessary reference signals for our
pproach. We  also describe how to determine the size of the tar-
et subspaces when that size is not known in advance. Finally, weence Methods 256 (2015) 41–55 43
describe the experimental data that we  use in Section 4 to validate
and demonstrate our IMICA algorithm.
3.1. Independent components analysis
ICA is a form of blind source separation that assumes the data is
a linear mixture of source components (Eq. (1)). Here x(t) = [x1(t),
x2(t), . . .,  xn(t)]T are the components, which are modeled as func-
tions of time. A is an m × n linear mixing matrix and y(t) = [y1(t),
y2(t), . . .,  ym(t)]T are the recorded output signals. For the remainder
of this paper, the dependence on time, t, is dropped for convenience.
y = A × x (1)
z = W × y = W × A × x (2)
The goal of any ICA decomposition is to ﬁnd a matrix W that
transforms the data into a set of mutually independent signals,
z = [z1, z2, . . .,  zm]T, shown in Eq. (2). This can be done, as in the
case of the Infomax and FastICA algorithms, by minimizing mutual
information or maximizing the non-Gaussianity, respectively, of
the transformed variables z (Bell and Sejnowski, 1995; Hyvärinen
and Oja, 2000). It is difﬁcult to obtain precise mathematical descrip-
tions for the statistical independence of the transformed variables.
In practice, approximations are used, which are then encoded into
a contrast function, f(z). The weight matrix, W,  is then learned by
minimizing f(z) through gradient descent.
Due to the gradient nature of most ICA algorithms, it is possi-
ble to impart additional information, or constraints, onto the ICA
solution through the use of constrained optimization techniques. In
the cICA approach the method of Lagrange multipliers (Bertsekas,
1982) is used to solve a constrained version of the ICA problem,
given in Eq. (3), where the goal is still to minimize the original
contrast function but distinct constraints have been added to the
minimization procedure.
Minimize : f (z)
Subject to : g(z) ≤ 0, h(z) = 0 (3)
The term f(z) still represents a differentiable ICA contrast func-
tion while the terms g(z) = [g1(z), g2(z), . . .,  gu(z)]T and h(z) = [h1(z),
h2(z), . . .,  hv(z)]T deﬁne vectors of u inequality and v equality
constraints, respectively. For example, g(z) ≤ 0 may encode the con-
straint that the distance (measured with the L2 norm) between one
or more of the output signals and a given set of reference signals, r,
be less than some prescribed constants , i.e. g(z) = ||z, r||2 −  ≤ 0.
Similarly, h(z) = 0 may encode the desire for the output signals to
have a diagonal covariance structure, i.e. h(z) = z × zT − 1 = 0, where
1 is a matrix with ones on the diagonal and all other elements set
to zero.
In the method of Lagrange multipliers, the solution to (3) is
found by minimizing the corresponding augmented Lagrange prob-
lem given by Eq. (4), where the functions of z have been rewritten
as functions of W.  The terms  = [1, 2, . . .,  u]T and  = [1, 2,
. . .,  v]T are the vectors of positive Lagrange multipliers associated
with the inequality and equality constraints, respectively. The term,
 , is a penalty term that is used to ensure stable convergence.
L(, , W ) = f (W ) + 1
2
u∑
p=1
(
(max[0, p + gp(W )])2 − 2p
)
+ th(W ) + 1
2

∥∥h(W )
∥∥2 (4)This minimization can be performed through a Newton-like
update as given in Eq. (5), where the term Ryy is the covariance
matrix of the input y, k is the iteration index,  is the learning rate,
and L′W is the partial derivative of L with respect to W.  The updates
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o the Lagrange multipliers are given in Eqs. (6) and (7). For more
etails describing this technique the interested reader is directed
o (Lu and Rajapakse, 2005; Bertsekas, 1982).
{
k + 1
}
= W
{
k
}
− L′W R−1yy (5)
{
k + 1
}
= max[0,  
{
k
}
+ g(W
{
k
}
)] (6)
{
k + 1
}
= 
{
k
}
+ h(W
{
k
}
) (7)
What is important to note from these equations is that as long as
he constraints, g(z) and h(z), are not satisﬁed, the Lagrange multi-
liers will grow without bound (Bertsekas, 1982). In the limit, if the
onstraints are never satisﬁed, the weight update will be dominated
y the constraint portion of Eq. (4). This will lead to suboptimal
erformance since the update equation will essentially be tasked
ith simultaneously satisfying two competing, non-overlapping
equirements. In addition, because the individual constraint equa-
ions are based on relational operators the solution to (4) will only
inimally match the given constraints. We  argue that this logic
s counterintuitive because it is the constraints that, theoretically,
epresent what is known about the decomposition problem. Thus,
t is the constraints that should be optimized while independence is
sserted to the extent allowed by both the data and the constraints.
.2. Informed multi-dimensional ICA
The key to the IMICA algorithm is that we  reformulate the
ecomposition problem to solve for the constraints ﬁrst, while
teratively projecting the remaining dimensions into a maximally
ndependent subspace. By reformulating the problem in this way
e are able to optimize how well the projected components match
he prior information, i.e. constraints, without relying on preset
arameters to limit the inﬂuence of our constraint equations. We
till recover maximally independent subspaces, but whereas with
ost ICA methods the projected components are maximally inde-
endent given the input data, in our solution the ﬁnal components
re maximally independent given both the input data and the prior
nowledge encoded in g(z). This is true because at each pass of the
lgorithm, the target subspace is computed from a reduced version
f the original subspace that is the maximally, statistically inde-
endent residual remaining after application of the gradient-based
CA update rule. The steps of the general IMICA algorithm are:
Step 1: Initialize the variable yˆ = y and W0 = empty.
Step 2: Create the Nj dimensional target subspace, Wj = [w1, w2,
 . .,  wNj]T, by solving the constrained optimization problem shown
n Eq. (7), where zˆ = W j × yˆ, ’z =
’
W × y, and
’
W = [W0, W j].
Minimize : g(zˆ)
Subject to : h(
’
z) = 0
Note: if the size of the jth target subspace, Nj, is not known, then
omponents should be incrementally added to Wj. This creates an
rray of matrices,
’
W {q}, where q is the iteration index. The resulting,
ntermediate, decompositions
’
W {q} should be individually evalu-
ted as discussed later in Section 3 to determine the optimal, and
nal, subspace size.
Step 3: Compute a new matrix WICA by minimizing the differ-
ntiable ICA contrast function f (z = Wˆ × y), where Wˆ = [
′
W, WICA]
’nd W is now considered a constant. In the work that follows we
se the Infomax update rule to compute
’
W because we  found that
t produces slightly better results. FastICA is also well-suited for this
rocess since it learns weight vectors one at a time and can thus beence Methods 256 (2015) 41–55
used to build components on top of a pre-existing subspace. FastICA
is also computationally simpler.
Step 4: Compute a new value for yˆ by using Wˆ to remove all
components associated with
′
W. In other words, remove all com-
ponents associated with the target subspaces
′
W by setting these
components to zero and backprojecting the data into the original
signal space using inv
(
Wˆ
)
. Set W0 =
′
W.
Step 5: If there are remaining subspaces to be computed, go to
Step 2, otherwise return Wﬁnal = Wˆ.
As in the previous discussion of cICA, the function g(
’
z) is a dif-
ferentiable function that relates the properties of the projected
components to the known features of the signal and the function
h(
′
z) is differentiable function designed to enforce orthogonality.
We use h(z) = z × zT − 1 = 0.
3.3. Reference construction
Similar to the original cICA work of (Lu and Rajapakse, 2003,
2005; James and Gibson, 2003) we  use time-varying reference sig-
nals to identify the target subspace. We  use the Pearson correlation
between the projected components and these reference signals for
g(z) = corr(z, r). Such a choice is not a requirement; any differen-
tiable contrast function could be used as long as it captures the
desired features of the target subspace. In this section we describe
two different techniques to create the reference signals. These tech-
niques are relatively simple but we have found that they work
quite well in practice. The ﬁrst technique requires the use of an
external, but synchronized, time-series to describe the signals of
interest. Fig. 1 shows an example in which there are three synchro-
nized time-series representing horizontal and vertical signals from
three sources related to a simple object tracking task. These time
series include: (1) position of an object being tracked, (2) output of
a video-based eye tracking system, and (3) the recorded EOG. For
this task we asked subjects to refrain from moving their heads while
they visually tracked a ball as it bounced around the screen. The
column on the left shows the horizontal movements while the col-
umn  on the right shows the vertical movements. The top row shows
the position of the ball on the screen. The middle row shows the
synchronized eye gaze recorded by an external eye tracker. The bot-
tom row shows the horizontal and vertical EOG  recordings. As can
be seen from the ﬁgure, both the eye tracking and object position
information provides a good reference for the EOG behavior.
The second technique for creating reference signals
relies on precomputing generalized representations of actual
time–frequency changes present in the data. Again, we  provide
an example based on EEG artifacts since the SNR of most artifact
subspaces make them easy to distinguish from the background
neural activity. To create the time-frequency reference (Fig. 2
Top-Left) we ﬁrst time-lock to the onset of a muscle artifact. The
original data has been bandpass ﬁltered to [1, 50] Hz. We  perform
an event-related spectral analysis (Fig. 2 Top-Right) across these
epochs. By inspecting the data we determine a frequency band
whose activity is related to the signal of interest. In the case of
EMG  activity, it is known (Anderer et al., 1999; Andreassi, 2007)
that EMG  activity disproportionately affects the EEG frequency
bands starting in the upper alpha and beta frequency bands. For
our example this is conﬁrmed by visual inspection of the Top-Right
image in Fig. 2 Once a frequency band of interest is identiﬁed,
we then apply a bandpass ﬁlter to isolate the information in that
band (Fig. 2 Middle-Left). The data is squared and smoothed using
a Gaussian convolution kernel (Fig. 2 Middle-Right). This step
makes it easier to identify power changes across different epochs.
Next, we average over the different epochs to create a generalized
S.M. Gordon et al. / Journal of Neuroscience Methods 256 (2015) 41–55 45
Fig. 1. Reference pairs used to capture EOG artifacts. (Top-Left) Horizontal reference based on the position of a bouncing ball the subjects were instructed to visually track.
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ecordings during the bouncing ball task. (Middle-Right) Vertical reference based 
uring  the bouncing ball task. (Bottom-Right) Vertical EOG during both the bouncin
epresentation of the band-speciﬁc power changes associated
ith the EMG  signal (Fig. 2 Bottom-Left). This overall process is a
ell-known method, described in Pfurtscheller and Lopes da Silva
1999) for the purposes of assessing neural-speciﬁc event-related
ynchronizations and desynchronizations. Using this method we
reate an averaged representation of the signal dynamics that
re not speciﬁc to any single epoch or single channel. To create
 continuous representation we replicate the averaged signal
or each of the original, labeled epochs (Fig. 2 bottom-right). It
hould be noted, that there is going to be some variability across
ndividual “instances” of the signal of interest. The goal is to create
 reference that captures the general properties of the signal
ithout speciﬁcally modeling the activity of any single channel or
ny single time point.
.4. Model size estimation
In some cases (e.g. modeling EOG activity) the size of the tar-
et subspace may  be relatively well-known, but most of the time
he optimal size will vary from subject to subject and will not be
nown in advance. Incorrectly guessing the size of the target sub-
pace can have substantial negative effects on the quality of the
olution. If too many components are used then the SNR will be
dversely affected by including too much additional information. If
oo few components are used then the SNR will suffer because the
odel did not capture a sufﬁcient amount of the signal of interest.
hen the size of the target subspace is unknown we  propose incre-
entally adding components while evaluating the performance of
he model at each step.nstructed to visually track. (Middle-Left) Horizontal reference based on eye tracker
e tracker recordings during the bouncing ball task. (Bottom-Left) Horizontal EOG
 task.
The most straightforward and, arguably most popular, way  to
evaluate EEG decompositions is through visual inspection. How-
ever, this can be very time consuming for the researcher and can
vary from one analysis to the next. An alternative approach is to
evaluate the properties of the decomposed data against a con-
trol condition. If the experimenter has access to data in which
the target subspace is not active but the remaining subspaces
are active then this evaluation can be performed by comparing
the effects of selectively removing the subspace of interest. In
Section 4 we demonstrate the use of this technique but acknowl-
edge that acquiring the necessary control data can be difﬁcult in
practice.
Another, more practical, evaluation technique is to use a model
selection approach, such as the techniques commonly used in
information theory (Akaike, 1981; Schwarz, 1978), and have been
previously used for a variety of different EEG analyses (Gordon
et al., 2013; Lawhern et al., 2012). These methods often require the
use of a likelihood function and a penalty term. The model selec-
tion criterion then balances the explanatory power of the model
determined by the likelihood function against the complexity, or
size of the model, encoded in the penalty term. For the EEG decom-
position problems that we describe in this article, while the size
of the individual target subspaces may vary, the total number of
parameters estimated, i.e. the size of the decomposition matrix W,
is constant. For this reason, we propose to simply use the likelihood
curve component, and not the penalty term, for our model selec-
tion criterion. To compute the likelihood curve (LC) we assume a
Gaussian mixture model and use
′
W {q}, the decomposition matrix
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Fig. 2. Creation of reference signal for EMG  activity. (Top-Left) Original EEG signal recorded at electrode F3 for multiple EMG  artifacts generated by jaw clenching. (Top-Right)
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veraged power change across all instances of the artifact. (Bottom-Right) Referenc
omputed at iteration q, to separate the data into target, y1, and
on-target, y2, subspaces as shown in the following equation:
C {q} = log
(
P1
(
y1
∣∣W {q}
)
+ P2
(
y2
∣∣W {q}
))
(8)
The ﬁnal model size is determined by referring to the LC. In the
esults we provide an example of this approach and compare the
odel size estimates using our control condition to the model size
stimates predicted by the LC.
Finally, we would like to point out that it is not typically clear
ow one should compare different decompositions. There have
een several approaches to this problem including the work of
Delorme et al., 2012; Glass et al., 2004; Karvanen, 2005; Cashero
nd Anderson, 2011), but it is acknowledged that often the metric
or comparison tends to be biased towards one type of decomposi-
ion or one type of analysis. For example, the work of (Cashero and
nderson, 2011) compares the quality of different decompositions
or the purposes of building brain-computer interfaces, which rep-
esents only one type of EEG analysis. The work of (Delorme et al.,
012) uses mutual information reduction, which is biased towards
nfomax ICA. Similarly, one would expect decorrelation to be biased
oward PCA. In the work that follows we have attempted to select
 variety of metrics for comparison, but note that some bias will
nherently be present. −1.5 s to 1.0 s. The y-axis is frequency and the x-axis is time. (Middle-Left) Original
ltered data after smoothing with Gaussian window of width 100 ms.  (Bottom-Left)
al created by replicating the averaged power change for each artifact instance.
3.5. Experimental data
One of the most common applications of ICA to EEG data is for
the task of modeling and removing artifact signals related to EOG,
ECG, and EMG  activity (Jung et al., 2000; Parra et al., 2005; Mennes
et al., 2010; Milanesi et al., 2008; Matic et al., 2009; De Clercq et al.,
2006; Jung et al., 1998a,b; Iriarte et al., 2003). In this paper we
demonstrate the utility of IMICA by comparing its performance on
the task of artifact removal to other well-accepted methods. We
chose artifact removal because it is one of the most common uses
of ICA methods for EEG analysis. Artifact removal also allows us to
better analyze the separation properties of the different methods
in question, since EEG artifacts tend to have much higher ampli-
tude than the neural data. We focus on two  tasks: (1) modeling
and removing horizontal and vertical eye movements and blinks,
and (2) modeling and removing high power EMG  artifacts resulting
from jaw clenches.
We  analyzed data from 10 right-handed, male subjects aged
20–40. The data was  obtained with the approval of the Institu-
tional Review Board of the Army Research Laboratory’s Human
Research and Engineering Directorate. EEG data was collected with
a 64 channel BioSemi Active II system. Eye tracking data was col-
lected using a FaceLAB eye tracking system version 4.2 (www.
seeingmachines.com). The subjects were asked to perform a battery
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f artifact-generating tasks. The tasks included: (1) tracking a ball
sing smooth pursuit eye movements as the ball slowly bounced
round the screen, (2) performing a series of quick saccades in order
o follow a changing pattern, (3) blinking the eyes, and (4) clench-
ng the jaws. The subjects had to perform 20 eye blinks and 20 jaw
lenches. Each subject tracked the bouncing ball for 2 min  and per-
ormed the saccade task for approximately 1 min  at the rate of one
accade approximately every 2 s. After the artifact battery, the sub-
ects then participated in another study, which took approximately
0 min  to complete. In this second study, which was  designed to
nalyze neural and behavioral dynamics of target discrimination,
he subjects were required to observe visual stimuli in a moving
nvironment and to discriminate the type of stimuli as either target
an image of a man  with a gun) or non-target (an image of a man).
fter discrimination the subjects responded by pushing a button
ith the left or right hand to indicate target type.
The second data set that we analyzed was a basic motor tapp-
ng study. We  analyzed data from 8 right-handed males and 2
ight-handed females. The data was obtained with the approval of
he Institutional Review Board of the Army Research Laboratory’s
uman Research and Engineering Directorate. EEG data was col-
ected with a 256 channel BioSemi Active II system. The subjects
erformed a self-paced ﬁnger tapping task, in which they were
equired to use the left middle, left index, right middle, or right
ndex ﬁnger to press a button. The subjects were asked to main-
ain approximately four to 5 s between movements. Movements
ere recorded in blocks of 2 min. For each block the subject was
nstructed which ﬁnger to use. There were a total of 32 blocks, or
ight blocks for each ﬁnger.
. Results
.1. Removal of eye movements and blinks
The ﬁrst validation test that we performed focused on modeling
nd removing horizontal and vertical eye movements and blinks.
his is a common problem for EEG analysis and is the ﬁrst test
f many decomposition methods. For this analysis we preset the
odel size to one component for horizontal movements and one
omponent for the combination of vertical movements and blinks.
We used three different synchronized time-series to generate
he references. First, we used the horizontal and vertical positions
f the bouncing ball on the screen (Fig. 1) and then supplemented
he vertical reference with a square-wave that was time-locked to
he blink task. The use of a square wave to represent blink activ-
ty is based on the approach of (Lu and Rajapakse, 2005). Second,
e used the horizontal and vertical measurements obtained from
he synchronized eye tracker. Again, we supplemented the vertical
eference with the time-locked square wave to capture the blink
ctivity. Third, we used the horizontal and vertical EOG channels
irectly. Since, in each case, the vertical reference included the blink
ask this meant that the vertical reference was trained using slightly
ore data than the horizontal reference.
We then compared the performance of IMICA using these ref-
rence methods with Infomax ICA, FastICA, JADE, SOBI, and PCA.
e selected these methods for comparison because based on our
xperience they are the most common decomposition methods
sed for EEG analysis. Each of the non-reference methods were
rained using the same training data that was used for IMICA, i.e. the
pproximately two and a half minutes from the combined track-
ng and blinking tasks. All of the algorithms were tested against
oth the horizontal and vertical EOG channels from the separate
accade task, and against a separate set of manually-labeled blink
vents that occurred within the data, but not within the training
eriod. Finally, we determined which components to remove usingence Methods 256 (2015) 41–55 47
one of the following two criteria: (1) for the IMICA decomposi-
tions we removed only those components that had been created
to model the reference signals, (2) for the non-reference methods
we removed the components that had maximal correlation with
the horizontal and vertical EOG signals during the training period
(Plöchl et al., 2012).
For the initial assessment of performance we computed a num-
ber of measures including:
1. Maximum amplitude of time-locked blink events after artifact
removal divided by the maximum amplitude of time-locked
blink events prior to artifact removal.
2. R2 of the modeled blink ERP component, i.e. using only the two
identiﬁed EOG components, to the original blink ERP, i.e. using
all components, averaged across all scalp channels.
3. Correlation of the best horizontal component with the horizontal
EOG.
4. Correlation of the best vertical component with the vertical EOG.
5. Correlation of the best horizontal component with the synchro-
nized horizontal eye tracking data.
6. Correlation of the best vertical component with the synchro-
nized vertical eye tracking data.
To compute all of the metrics we  used a separate set of testing
data. For the blink metrics the testing data was  derived from at
least 16 manually selected blink events per subject. These events
were taken from a baseline period in which no other tasks were
performed. For the remaining metrics we used the data from the
separate saccade task. The results are summarized in Table 1.
Based on these results it is clear to see that IMICA, regardless
of the reference signal used, performed as well as, if not better
than, the non-reference methods for each of the chosen criteria
with the exception of correlation with the VEOG, in which both
SOBI and PCA were able to identify strong VEOG components. There
are slight performance differences between the different refer-
ence methods. This is largely a function of the quality and type of
reference signals used. Using a clean EOG provides the most accu-
rate reference signal for capturing the electrophysiological artifacts
arising from horizontal and vertical eye movement and blink
activity.
To assess whether we biased the results in favor of IMICA by
using only a small amount of data and to determine whether
methods such as Infomax, FastICA, and JADE would beneﬁt from
having more training data we  performed a second analysis in
which additional training data was  incrementally included. We
only performed this computation for the non-reference methods
and compared the results to those achieved by the reference meth-
ods using the original training data. For each step of this analysis
the non-reference methods were always given the original training
data that had been used to generate the decompositions presented
in Table 1. Additional data was then included in increments of 2, 3,
4, 5, 10, and 15 min. These results are presented in Table 2 for the
metrics (1, 3, & 4).
Even with the inclusion of an additional 15 min  of training data
the performance of the non-reference methods did not reach that of
IMICA. The last comparison we performed was to look at the vari-
ability of the different methods across subjects. We  focused only
on the ﬁrst metric: the amount of residual blink activity left after
artifact removal. We  chose to include only this metric both to
conserve space and because the variability observed with the
remaining metrics followed this same pattern. Fig. 3 shows the
mean and standard deviation for the three IMICA approaches, the
non-reference methods using only the original 2.5 min of training
data, and the non-reference methods using the additional 15 min
of data. As can be seen, the results produced by IMICA tend to have
lower means and exhibit less variability than the non-reference
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Table 1
Comparison of performance across different methods using horizontal and vertical eye movements and blinks using 2.5 min  of data.
Projection method (1) Residual blink
amplitude remaining
after removal (%)
(2) R2 using
modeled blink
activity
(3) Corr.
w/HEOG
channel
(4) Corr.
w/VEOG
channel
(5) Corr.
w/horiz. eye
tracker
(6) Corr.
w/vert. eye
tracker
IMICA: EOG 0.1567 0.9408 0.9034 0.6660 0.6040 0.2470
IMICA: EyeTracker + blink 0.1859 0.9529 0.8423 0.5228 0.5916 0.1316
IMICA: SmoothPursuit + blink 0.1864 0.9529 0.8754 0.5381 0.6063 0.1345
Infomax 0.5157 0.5676 0.4466 0.4621 0.2932 0.1483
FastICA 0.6567 0.4388 0.4532 0.4500 0.3066 0.1527
JADE  0.6940 0.4128 0.4484 0.4297 0.2758 0.1498
SOBI 1.3346 −1.0658 0.7966 0.7046 0.5461 0.2125
PCA  0.7345 0.2534 0.8539 0.6359 0.5864 0.1736
Table 2
Comparison of performance at removing eye artifacts after adding training data to the original 2.5 min. Results shown are for metrics 1, 3, and 4.
Time (min) Infomax FastICA JADE SOBI PCA
2 0.47, 0.45, 0.26 0.69, 0.45, 0.28 0.57, 0.45, 0.24 1.12, 0.78, 0.36 0.72, 0.88, 0.60
3  0.47, 0.48, 0.24 0.56, 0.43, 0.20 0.51, 0.45, 0.24 1.03, 0.77, 0.30 0.72, 0.89, 0.62
4  0.38, 0.48, 0.26 0.54, 0.48, 0.22 0.50, 0.48, 0.25 1.23, 0.73, 0.35 0.73, 0.89, 0.59
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s5  0.31, 0.48, 0.17 0.41, 0.46, 0.20 
10  0.29, 0.67, 0.17 0.42, 0.53, 0.24 
15  0.30, 0.77, 0.21 0.41, 0.59, 0.29 
ethods. Using a two-sample F-test we determined that the vari-
bility for the IMICA results produced using the EYE tracker and
MOOTH pursuit data was  signiﬁcantly (p < 0.05) less than the
esults produced by any other non-reference method, with the
xception of SOBI ALL.
To summarize the results: with respect to EOG removal IMICA
onsistently outperformed the blind decompositions. The best per-
orming blind methods appear to be Infomax, FastICA, and JADE
ith Infomax performing better with less training data while JADE
erformed best once more data was included. Methods such as
OBI and PCA did a very good job at ﬁnding components that
atched the horizontal and vertical eye movements; however,
hese methods were consistently unable to isolate this informa-
ion and thus removing the strongest components either had little
ffect upon or, at times, even increased the blink amplitude. While
hese methods may  have performed better if more components
ad been removed, one of the goals of the current analysis was  to
ssess performance with a ﬁxed model-size. Learning the number
f components needed to model the artifact is addressed in the next
ection.
Fig. 3. Means and standard deviations for residual blink amplitude using only the0.42, 0.49, 0.21 1.23, 0.75, 0.30 0.83, 0.89, 0.61
0.38, 0.57, 0.23 1.05, 0.77, 0.37 0.68, 0.89, 0.58
0.22, 0.62, 0.16 1.09, 0.79, 0.41 0.84, 0.88, 0.58
4.2. Removal of muscle activity
The second validation test that we performed involved the much
more difﬁcult task of removing high-amplitude muscle activity.
For this test subjects were asked to repeatedly clench their jaws.
This generated large muscle artifacts across the entire scalp. We
used IMICA to model and remove these artifacts. Since it was not
known how many components should be used for each subject we
incrementally grew the target subspace and analyzed the results
to determine the appropriate cutoff point. For each subject we
limited the size of the target subspace to 45 distinct components. To
determine the ﬁnal number of components we  used both a control
condition and the LC.
We  created reference signals using the event-related spectral
analysis method outlined previously. To create the artifact sub-
space, we analyzed data around each jaw clench using a window
size of 1.75 s, starting half a second before the initiation of mus-
cle activity. We  then computed the remaining components using
all the data from the calibration period, i.e. the other artifact gen-
erating tasks and the rest periods. Since the other decomposition
 original 2.5 min  of training data and the original training data plus 15 min.
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Table  3
Average number of components removed to model the jaw clench artifact based on matching the ratio of beta (gamma) power to the control condition. The values in
parenthesis in each row indicate the ratio of beta (gamma) power in the artifact condition before and after artifact removal and the ratio of beta (gamma) power in the control
condition before and after artifact removal, respectively.
IMICA Infomax FastICA JADE SOBI PCA
Average using artifact data Beta 19 (0.87, 0.97) 26 (0.88, 0.98) 26 (0.88, 0.99) 33 (0.89, 0.99) 2 (1.00, 1.00) 2 (0.86, 0.89)
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Average using all data Beta 19 (0.87, 0.97) 24 (0.88, 0
Gamma  20 (0.81, 0.98) 31 (0.76, 0
ethods do not selectively use the data in this way we per-
ormed two comparisons. In the ﬁrst we compared results obtained
sing IMICA to results obtained from the non-reference methods
rained on only the jaw clench epochs. Second, we  compared the
esults obtained using IMICA to the results obtained from the non-
eference methods trained on all of the data for each subject.
To perform the control condition comparison we  used the alpha
7–12 Hz), beta (13–30 Hz), and gamma  (31–50 Hz) activity from
oth the artifact and non-artifact subspaces. For our control we
sed the blink task, as described previously. Both the blink and
aw clench tasks required the subject to watch for a visual cue and
enerate an artifact on command. The only differences between
he two tasks were the type of artifact generated and the speciﬁc
isual cue. For the blink task the visual cue was the word “blink”
nd for the jaw clench task the cue was the word “clench”. Visual
nspection of the data revealed that the blink artifacts were isolated
o the lower frequency bands, i.e. delta and theta, while jaw clench
rtifacts tended to mostly affect the upper frequency bands, i.e.
pper alpha, beta, and gamma. The goal for this decomposition was
o remove the high frequency artifact activity while preserving the
igh frequency, non-artifact activity.
We  used two simple criteria to determine the appropriate size
f the artifact subspace:
. The ratio of beta power of the cleaned EEG data from the jaw
clench condition to the beta power in the control condition.
. The ratio of gamma  power of the cleaned EEG data from the jaw
clench condition to the gamma  power in the control condition.
We incrementally removed components until these ratios were
s close to unity as possible and compared the number of com-
onents needed by each method to model the artifact. We  also
nalyzed the effect of removing the jaw clench subspace on the
emaining neural data.
Finally, before presenting these results, we need to describe
ow we determined the jaw clench subspace for the non-reference
ethods. One beneﬁt of IMICA is that the target subspace is ordered
ithin the decomposition. For the non-reference methods, how-
ver, we had to sort the components so that we could remove them
ased on their contribution to the artifact signal. We  did this using
 full search over all components in which we ranked the amount
f variance in the EEG signal that was explained by each compo-
ent. We  removed the highest ranking component before repeating
he search over the remaining components. This is a computation-
lly intensive step that is not often employed in ICA analyses but
as used here because empirical tests showed that it far surpassed
anual inspection and ranking.
Table 3 shows the average number of components removed
cross subjects for each decomposition method using the two  dif-
erent selection criteria and the two different sets of training data.
he two values in parentheses are (1) the ratio of beta (gamma)
ctivity from the jaw clench condition after and before artifact
emoval, with values closer to unity indicating that the artifact
as not removed and (2) the ratio of beta activity from the control
ondition after and before removal of the artifact subspace, with
alues closer to unity indicating the signal power in the control30 (0.83, 0.98) 35 (0.83, 0.99) 2 (1.00, 1.00) 5 (0.80, 0.85)
38 (0.89, 0.94) 31 (0.90, 0.90) 13 (1.00, 0.99) 4 (0.85, 0.85)
42 (0.77, 0.92) 40 (0.79, 0.84) 12 (1.00, 0.99) 11 (0.72, 0.76)
condition was  preserved. Inspecting these two values from Table 3
it can be seen that IMICA, Infomax, FastICA, and JADE are equally
able to reduce the beta (gamma) power for the jaw clench arti-
fact (ﬁrst value in parenthesis) while preserving the beta (gamma)
power in the control condition (second value in parenthesis), yet
IMICA achieves this performance by removing fewer components.
Fig. 4 shows an example of removing the artifact subspace for one
representative subject. To generate this ﬁgure components were
removed as determined by the beta criterion, we also only present
a subset of the channels due to space constraints. The results for
IMICA, Infomax, FastICA, and JADE are very similar, with little-to-
no visible jaw clench artifact remaining after subspace removal. For
SOBI and PCA, however, there is still clear muscle activity that has
not been properly removed.
Inspecting Table 3 and Fig. 4 one can see that SOBI and PCA
did not perform well on this task. For the case of SOBI, we could
not identify a usable artifact subspace with either our algorithmic
approach or subsequent visual inspection that both removed the
artifact but did not distort the non-artifact data. For the case of
PCA, the artifact was simply not isolated very well and the removal
of artifact components caused a general attenuation of the entire
signal. As with SOBI, we attempted visual inspection of the compo-
nents produced by PCA but were not able to achieve signiﬁcantly
better results.
From the bottom two  rows of Table 3 one observes that includ-
ing all of the experiment data did not improve the performance
of the non-reference methods. In many cases the number of com-
ponents increased, which caused more attenuation in the control
condition before and after subspace removal. For the remain-
der of this section we will only focus on the performance of
the non-reference methods when trained with just the artifact
epochs.
In addition to the results shown in Table 3 we also assessed
the extent to which artifact subspace removal impacted an ERP
and time-frequency analysis. Since it is difﬁcult to obtain time-
locked neural signatures that precisely co-occur with artifacts and
yet are not a part of the artifact, we chose to focus on non-artifact
data taken from the second study that the subjects completed. As
mentioned previously, after the subjects performed the battery
of artifact generating tasks, each subject participated in a sec-
ond study in which the requirement was to visually discriminate
between two different target types and then to respond appro-
priately by pushing a button with either the left or right hand as
quickly as possible.
We analyzed each of the artifact removal methods across all
subjects. We  ﬁrst focused on the evoked responses from visual tar-
get presentation and we  only analyzed correct responses. We  also
limited our analysis to only clean trials, i.e. trials without identi-
ﬁable muscle or blink artifacts based on visual inspection of the
data. It is important to note that by removing the jaw clench com-
ponents when a neural event was occurring but no jaw clench was
occurring we  were better able to measure the effects that remov-
ing the jaw clench subspace has on the true neural signal. To assess
performance we  analyzed the correlation of the time-locked ERP
after artifact removal with the time-locked ERP prior to artifact
removal.
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Fig. 4. Removal of jaw clench artifacts. (A) Original data. (B–G) data cleaned with (B) IMICA
to  remove was  selected using the beta criterion.
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aig. 5. Reduction in visual ERP as more components are used to isolate and remove
he  jaw clench artifact. Performance is measured as correlation values between the
riginal ERP and the ERP obtained after removal of the artifact subspace.The results for the ERP analysis are presented in Fig. 5 aver-
ged across subjects and electrodes. These results show that IMICA
emoves less of the ERP than the non-reference methods during
rtifact removal regardless of the number of components removed., (C) Infomax, (D) FastICA, (E) JADE, (F) SOBI, and (G) PCA. The number of components
This is because IMICA creates a more focal decomposition that is
designed to model speciﬁc phenomena and thus has less overlap
with the other components in the data.
Next, we  focused on the time–frequency dynamics when each
subject pressed the response button. Prior research indicates that
ﬁnger movements, such as those associated with button press-
ing, elicit changes in spectral power in the alpha, beta, and
gamma  bands (Pfurtscheller and Lopes da Silva, 1999). We  visually
identiﬁed clean trials for each subject. We  computed the event-
related spectral perturbation (ERSP) across all trials for each subject
using both the original data as well as data in which the jaw clench
subspace had been removed. We  then computed the average cor-
relation between the original ERSP and the new ERSP for the alpha,
beta, and gamma  bands. The results are presented in Fig. 6.
As with the ERP analysis IMICA preserves more of the origi-
nal signal as the size of the artifact subspace grows than any of
the other methods with the exception of SOBI. When few compo-
nents are removed the performance of SOBI is equivalent to the
other non-reference methods. However, as more components are
removed the performance of SOBI tends to ﬂatten out quicker, while
S.M. Gordon et al. / Journal of Neurosci
Fig. 6. Reduction in ERSP related to motor movements (button presses) as more
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by our IMICA algorithm. With respect to Subject 7, we found thatomponents are removed. (Top) alpha band changes, (Middle) beta band changes,
nd  (Bottom) gamma band changes.
he performance of both IMICA and the other non-reference meth-
ds continues to decrease. As mentioned earlier, SOBI is also the
ethod that performs the worst at isolating and removing the tar-
et subspace.
Finally, we address the issue of how to determine the size of
he target subspace when there is not a control condition available.
e computed the LC for each subject, which are shown in Fig. 7.
he dashed lines indicate the cut-off value predicted by our beta
riterion and the dotted lines indicate the cut-off value predicted
y our gamma criterion. A single line indicates that the two criteria
greed on the cut-off value.
As expected, a precise cut-off point is not obvious from the LC for
ny subject but rather the LC values predict a range of model sizes
rom which the experimenter must choose one solution. However,
here is a strong relationship between the LCs and the model size
stimates produced by our control condition. For each subject the
ontrol the control condition estimates are located at, or near, the
oint of inﬂection in the LC. But, as with any model selection process
he ﬁnal decision for the model size, based on the LC, is a functionence Methods 256 (2015) 41–55 51
of both (1) the goals of the analysis and (2) the tradeoffs associated
with different models.
4.3. Modeling alpha and beta activity
To demonstrate the use of our method beyond the scope of arti-
fact modeling we  analyzed data from a motor tapping study. In
this study, subjects performed self-paced ﬁnger movements using
the left index, left middle, right index, or right middle ﬁngers.
This produced the well-known alpha and beta synchronizations
(i.e. increases in power) and desynchronizations (i.e. decreases in
power), which could be most clearly observed over the contralat-
eral motor cortex (Pfurtscheller and Aranibar, 1977; Pfurtschellar
et al., 1999; Liao et al., 2014). An example is shown in Fig. 8, for one
representative subject.
We used IMICA to model the alpha and beta activity for each
subject. We ﬁrst identiﬁed the unique alpha and beta bands in
which the activity occurred. We  computed the reference signal
using the same approach that we used to model the jaw clench arti-
facts. We  determined the optimal number of components using the
LC method. Finally, for each subject we removed the background
activity (non-alpha and non-beta subspace) by backprojecting only
the alpha and beta subspaces to the scalp. Fig. 9 shows the LC for
the alpha and beta subspaces (Top Row), the spectral responses
using only the alpha and beta subspaces (Middle Row) and the
residual spectral activity not included in the alpha and beta sub-
spaces (Bottom Row) for the subject originally shown in Fig. 8.
From the LC for this subject we chose to use four components to
model the alpha activity and four components to model the beta
activity.
From Fig. 9 it can be seen that IMICA has done an effective job
at isolating and separating the alpha and beta activity from the
rest of the EEG data for this subject. In the bottom row of Fig. 9
there is little-to-no visible event-related alpha and beta activity
remaining after removal of the alpha and beta subspaces. In the
middle row, which represents the backprojection of the alpha and
beta subspaces, the neural activity is well preserved and, poten-
tially, magniﬁed. This indicates that IMICA was correctly able to
model and separate the observed alpha and beta activity for this
subject.
Finally, to compare performance across subjects we identiﬁed
the point of inﬂection for each subject’s alpha and beta time-
spectral plots, i.e. the approximate time point in which the observed
event-related desynchronization becomes an event-related syn-
chronization (Figs. 8 and 9: alpha time = 1 s, beta time = 0.5 s). We
computed the power ratio between the windows immediately
before and after this inﬂection point, using a window size of 0.5 s, by
subtracting the average power in the pre-inﬂection window from
the average power in the post-inﬂection window. We  then divided
this power difference by the average power in the pre-inﬂection
window. The results of the individually identiﬁed alpha and beta
bands are presented in Figs. 10 and 11, respectively, using (1) the
original scalp data, (2) only the backprojected alpha and beta sub-
spaces, and (3) the residual, non-alpha and non-beta subspace. The
subject from Figs. 8 and 9 is Subject 2 in Figs. 10 and 11.
For all subjects, except Subject 7, the application of IMICA
resulted in the creation of independent subspaces that captured,
and in most cases greatly improved the relative strength, of the
event-related alpha and beta activity. For all subjects, except
Subject 7, the residual activity had little-to-no measurable event-
related power changes in the alpha and beta bands. Again, we argue
that this is because the activity in these bands was  cleanly separatedthere was  no discernable alpha and beta activity in the original data.
We do not know if this is because of poor signal quality or a unique
aspect of this subject’s neural dynamics, or both. When estimating
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Fig. 7. LC curves for each subject. The dashed line indicates the model size predicted by the beta criterion from the control condition, while the dotted line indicates the
model  size predicted by the gamma criterion from the control condition.
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Fig. 8. Event-related spectral activity for the Left and Right hand over the contralateral motor cortex for one subject.
Fig. 9. The LC used to compute alpha (Top-Left) and beta (Top-Right) subspace size for one subject. Event-related alpha and beta activity for the Left (Middle-Left) and Right
(Middle-Right) hand using only the identiﬁed alpha and beta subspaces. This activity is shown from the contralateral hemisphere, electrodes C4 and C3, respectively. Residual
activity for the Left (Bottom-Left) and Right (Bottom-Right) hand after removal of the alpha and beta subspaces.
54 S.M. Gordon et al. / Journal of Neurosci
Fig. 10. Alpha power ratio for each subject using the original scalp data (left), alpha
and beta subspaces identiﬁed with our IMICA algorithm (middle), and the residual
non-alpha and non-beta activity (right).
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Belouchrani A, Abed-Meraim K, Cardoso JF, Moulines E. A blind source sep-ig. 11. Beta power ratio for each subject using the original scalp data (left), alpha
nd  beta subspaces identiﬁed with our IMICA algorithm (middle), and the residual
on-alpha and non-beta activity (right).
he alpha and beta bands for this subject, we were forced to make
ur best guess, which clearly did not improve the quality of the
ecomposition.
. Conclusion
The goal for this work was to develop a better method for
ecomposing and separating information within EEG data. Current
ecomposition methods tend to suffer from the limitation that
hey are inherently blind and thus cannot leverage domain-speciﬁc
nowledge to improve the overall quality of their results. In addi-
ion, these methods are not designed to selectively use data to
reate different components. We  have shown that by incorporating
dditional information about the signals of interest we are able
o create decompositions that better isolate that information,
hus providing a cleaner separation of that information from the
emaining data.
However, our IMICA algorithm is not necessarily applicable, or
deal, for all analyses. This method is best suited for decomposition
roblems in which the experimenter has a reasonable understand-
ng of the target subspaces and can represent the features of those
ubspaces in some quantiﬁable way. This is exempliﬁed by the
oor performance of our algorithm on Subject 7 in the analysis of
vent-related alpha and beta activity. In this paper, and building on
revious constrained ICA approaches, we created reference signals
hat captured the time-frequency properties of the target subspaces
efore subsequently creating components to match these reference
ignals. While this approach was sufﬁcient for our current task,ence Methods 256 (2015) 41–55
other criteria could be used so long as they could be encoded within
a differentiable constraint function.
As the results here have shown, for complex subspaces such as
EMG  artifact activity there does not tend to be a single optimal
model size. There is a tradeoff that must be made when determin-
ing the model size and the experimenter should tailor the process
to the goals of the subsequent analysis. By overﬁtting the IMICA
models the experimenter is sure to capture more of the signal of
interest, at the cost of including more of the background activity.
By underﬁtting, the experimenter will eliminate more of this noise,
but will also lose more of the signal of interest.
In this paper we  primarily focused on EEG artifact signals since
artifact removal is one of the more common applications of ICA
to EEG and because the SNR of the artifact signals simpliﬁed the
task of comparing different approaches. We  demonstrated the use
of IMICA to the decomposition and analysis of neural data but we
acknowledge there are still open questions with respect to this type
of approach. In particular, what are the best ways to capture subtle
neural responses and how accurately does one need to represent
these responses to produce accurate subspaces? Also, how does
reducing the dimensionality of the signal affect different subse-
quent analyses (e.g. time-based topography), and to what extent
do the individual dimensions of the target subspaces approximate
source components? Given the complexity of most modern analy-
sis techniques, we  feel these are questions that must be addressed
in future work.
Finally, we have yet to focus on optimizing the computational
complexity of IMICA. This complexity is especially problematic for
large dimensional data sets (such as 256 channel EEG) in which the
size of the target subspace is unknown. A beneﬁt of IMICA is that
the researcher can selectively use different epochs of the training
data to perform different aspects of the decomposition, which can
improve computation time. But, of course, when the size of the
target subspace is not known beforehand it may be necessary to
perform multiple decompositions to ﬁnd the most optimal model
size. We  believe approximations to the independence projection
may  be useful, but have yet to explore these methods in detail.
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