We study a class of multi-species ASEP with open boundaries. The boundaries are chosen in such a way that all species of particles interact non-trivially with the boundaries and are present in the stationary state. We give the exact expression of the stationary state in a matrix product form and we compute its normalisation. Densities and currents for the different species are then computed in term of this normalisation.
Introduction
The Asymmetric Simple Exclusion Process (ASEP) [27, 31] has been widely studied in the last decades both in the physics and mathematics literature [12, 17] . From a physical point of view, it has been first introduced in the context of biology and has found also later applications to traffic flow. It appears as one of the simplest models to possess the main physical properties of non-equilibrium systems, such as boundary induced phase transitions [24, 30] or shock waves [21, 22] . From a mathematical perspective, the ASEP (with periodic or open boundaries conditions) enjoys the property of being integrable and displays a rich structure. In the open case the stationary state has been exactly computed in a matrix product form [19, 29] and connections with combinatorics and symmetric polynomials has been revealed [23, 34] . The study of the ASEP on the infinite line has also attracted a lot of attention because of the connection with the Kardar-Parisi-Zhang universality class and has in this way contributed to the emergence of the field of integrable probability [8, 32] .
The huge success of the single species ASEP strongly motivated the definition and study of multi-species generalisations. The N-species ASEP with periodic boudary conditions and homogeneous hopping rates still enjoys the integrable structure and the steady state has been computed exactly in a matrix product form [2, 3, 11, 20, 25, 26] . Integrable deformations with inhomogeneous hopping rates between the different species have also been considered [4] . A lot of effort has also been put into the open boundaries case: some 2-species generalisations of the ASEP with open boundaries have been studied, with semipermeable boundaries [6, 33] and with integrable boundaries [5, 13, 15] . Specific N-species cases with open boundaries have been studied in [28] or with reflexive boundaries in [1] and a large class of integrable boundaries have been provided in [14] . Some connections of the stationary state with orthogonal polynomials have been revealed [9, 10] . The phase diagram of such multi-species ASEP with open boundaries has been exactly computed in some specific cases [7] .
In this work we propose to study a multi-species ASEP with open boundaries. The injection and extraction rates at the boundaries describe a non-trivial interaction of the different species with the reservoirs and ensure that all species of particle are present with non-vanishing probability in the stationary state. The left (respectively right) boundary conditions depend on N or N − 1 (respectively N + 1 or N) independent parameters, depending on the parity of the number N of different species in the model. These boundary conditions do not fall in the class of integrable boundaries presented in [14] . Nevertheless they reduce to integrable boundaries introduced in [14] when the parameters are specified to some specific values. For general parameters, we provide an exact expression of the stationary state in a matrix product form. The matrices are built as tensor products of the e, d and A operators introduced to solve the single species ASEP with open boundaries and the 2-species ASEP on the ring. This simple algebraic structure allows us to compute the normalisation of the stationary state and to express the particle currents and densities.
In section 1 we introduce the formalism we use to define the Markovian dynamics of our model. We define the dynamics of the different species in the bulk of the lattice and we write down the expression of the Markov matrix. Section 2 is devoted to the study of the simplest case: the 2-species model. The matrix product construction of the stationary state is presented. This 2-species model and its matrix product solution will serve as the building block of the N-species model, and of the construction of the corresponding stationary state in a matrix product form. We comment also on the symmetric and totally asymmetric limits. In section 3 we briefly present, for pedagogical reasons, the 3-species case, to introduce the tensor structure of the matrix product solution and to show how the normalisation and the particle currents and densities can be computed thanks to this algebraic structure. We come finally in section 4 to the N-species case. We define precisely the boundary conditions of the model and we provide an exact expression of the stationary state in a matrix product form. This allows us to derive an expression of the normalisation and of the mean particle currents and densities.
Preliminaries
In the present work, we are interested in a multi-species ASEP with open boundary conditions. We consider N species of particles respectively labeled by 1, 2, ..., N. The holes (vacancies) on the lattice are denoted by 0. We attach to each site i of the lattice an occupation variable τ i ∈ {0, 1, ..., N}, which specifies the species of the particle lying on the site if it is occupied or which is equal to 0 if the site is empty. A configuration of particles on the whole lattice is thus concisely described by a L-uplet τ = (τ 1 , τ 2 , ..., τ L ).
The stochastic dynamics of the system is Markovian: during an infinitesimal interval of time δt a local configuration τ i ,τ i+1 on two adjacent sites i and i + 1 in the bulk is swapped with probability q × δt (respectively with probability δt) if τ i < τ i+1 (respectively if τ i > τ i+1 ). In this paper we consider q ≤ 1, so that the different species can be ordered regarding the dynamics: species N can be thought as the fastest species whereas species 1 can be interpreted as the slowest one. On the boundaries the local configurations τ 1 on the first site and τ L on the last site can be modified with probability rates depending on the species of particle involved. These rates will be specified below.
This Markovian dynamics can be easily encoded using a transition matrix. We must first specify a basis: we associate to each configuration τ a basis vector |τ constructed as a tensor product
where the elementary vectors |τ ∈ C N +1 are defined by |τ = (0, . . . , 0
This allows us to encompass the probabilities P t (τ ) to observe the system in configuration τ at time t in a single vector
( 1.2)
The time evolution of this probability vector obeys the master equation
where M is the Markov matrix of the model. Because the stochastic dynamics involves only local moves on the lattice (exchange of two neighbor particles for instance), the transition matrix can be decomposed as the sum of operators acting locally on the lattice
The indices denote the components of the tensor space C N +1 ⊗L on which the operators act non-trivially. More precisely we have
where B and B are (N + 1) × (N + 1) matrices encoding respectively the dynamics with the left and right reservoir (an explicit expression of these matrices will be provided below) and
where m is a (N + 1) 2 × (N + 1) 2 matrix encoding the local dynamics on two adjacent sites in the bulk. Its explicit expression is given by
(1.7)
We will be interested in the steady state of the model, that is in a vector |S = τ S(τ )|τ in the kernel of the Markov matrix M|S = 0.
(1.8)
A 2-species model
We briefly recall the definition of a 2-species ASEP with integrable open boundaries. It has been studied in detail in [5] , where the matrix product construction of the stationary state has been provided and the exact phase diagram computed. We recall here the matrix product solution and some results about the computation of the normalisation and of the mean particle currents and densities.
We introduce this model here because it will play the role of a building block to construct more complicated multi-species models presented in sections 3 and 4.
Presentation of the model
The model is a generalisation of the usual ASEP model. It contains two different species of particles (labelled 1 and 2) together with vacancies or empty sites (labelled 0). The local stochastic rules of the model are summarized in the following table. The probability rates corresponding to each transitions are written above the arrows.
Left
Bulk Right
In words, the left boundary is permeable: particles of species 1 and 2 can be both injected and absorbed by the left reservoir with given probability rates. Conversely the right boundary is semi-permeable: only particles of species 2 can be injected and absorbed by the right reservoir, the right boundary behaves as a reflexive boundary for the particles of species 1. We will thus observe a vanishing mean current of particles of species 1 in the stationary state. The system is nevertheless driven out-of-equilibrium because it displays a non-vanishing current of particles of species 2 in the stationary state.
As already mentioned, the stochastic rules introduced above can be efficiently recast in a matrix form, using a Markov matrix which takes the explicit expression
with the local bulk Markov matrix 
and the boundary matrices
We recall that the very particular shape of the boundary matrices B and B and the value of the parameterγ are dictated by integrability. These two matrices are indeed picked up from the classification of integrable Markovian boundary conditions performed in [14] by solving the reflection equation (which is the boundary analogue of the Yang-Baxter equation).
Matrix product solution 2.2.1 Algebraic relations
Following [5] , the stationary state |S of the model, satisfying M|S = 0, is given in a matrix product form 6) where the normalisation is expressed as Z L = W|(E + A + D) L |V . The matrices satisfy the following algebraic relations
while the boundary vectors have to satisfy the relations below, which impose a specific representation for the (A, D, E) algebra:
These equations are equivalent to the telescopic relations
which ensure that (2.6) provides a correct expression of the steady state. We refer the interested reader to for instance [16] for a proof.
Representation
An explicit representation of the operators E, A and D is provided in terms of the q-deformed oscillator algebra generated by e, d, A [5] 
The expression is given by
12)
The operators e, d, A are matrices acting on the Fock space spanned by the basis {|n }
1 − q n+1 |n + 1 n|,
It is easy to verify that, once the realisation (2.12) is chosen, the boundary conditions (2.8) reduce to W|e = c W|,
and
Note that these parameters b and d already appeared in the construction of the boundary vectors involved in the matrix ansatz for the single species open ASEP [29] . The boundary vectors W| and |V are explicitly given by
where the function
It is indeed straightforward to check that they satisfy the relations (2.13) using the recurrence relation (A.9).
Computation of physical quantities
Particle currents and densities are physical observable of prime interest because they can characterize phase transitions in the thermodynamic limit and they provide a good description of the macroscopic behavior of the system. The first step toward the computation of the mean currents and densities is the determination of the normalisation Z L .
Normalisation
It will be particularly useful for following computations to study a slightly more general quantity defined as
The normalisation is easily recovered as Z L = Z L (1). We can interpret Z L (ξ) as playing the role of a partition function with fugacity ξ for particles of species 1. This generalized normalisation can be expressed exactly as [5] 
The definitions of the q-Pochhammer ( · ; q) ∞ and of the q-hypergeometric function 2 φ 2 are recalled in appendix A.
We now introduce a quantity Z L,k that will play an important role in the multi-species generalization of the model. It will be in particular involved in the computation of the normalization and of the mean particle currents and densities. We define
where for any polynomial, p(t) t k denotes the coefficient of t k in p(t). Z L,k can hence be computed from (2.18) as
In words Z L,k is the sum of the stationary weights of the configurations involving exactly k particles of species 1. Thus the probability to observe exactly k particles of species 1 on the lattice in the stationary state is given by
(2.23)
Particle currents
Using the matrix product form of the stationary distribution (2.6) we can express the mean particle current of species 2 as follows
where C = E +A+D. The last equality in (2.24) is obtained using the commutation relations (2.7) of the matrix ansatz algebra. The mean value of the current in the stationary state is constant all along the lattice and does not depend on the particular bond between sites k and k + 1 where it is computed. We can also compute the mean particle current of species 1 from the matrix product solution
where the last equality is obtained using the commutation relations (2.7). This result is consistent with the fact that particles of species 1 cannot enter nor leave the system at the right boundary and hence there cannot be a particle current in the stationary state. Note that from expression (2.24) and from the explicit formula of the normalisation (2.18) it is possible to derive the asymptotic behavior of J (2) in the thermodynamic limit (i.e for large system size L going to infinity), and to draw the exact phase diagram. We do not study the thermodynamic limit in this paper, the reader is invited to look in [5] for details.
Particle densities
The average densities of particles of species 1 and 2 are also interesting quantities to describe the macroscopic behavior of the system in the thermodynamic limit. These quantities have been computed exactly for a finite size lattice in [5] . For the sake of simplicity, we reproduce here only the result for the average density of species 1. Using the matrix product formalism it can be expressed as
It is straightforward to see that we have the equality
which provides an explicit expression of the average density using the explicit formula (2.18) . A direct computation also shows that ρ (1) is the mean number of particles of species 1 present on the lattice in the stationary state (normalized by the lattice size L)
where P k defined in (2.23) is the probability to observe k particle of species 1 on the lattice. Note that from formula (2.27) (and from a similar formula for the average density ρ (2) of species 2, see [5] ), it is possible to extract the asymptotic behavior in the limit L going to infinity of the average densities ρ (1) and ρ (2) . It provides important information about the macroscopic behavior of the system in the different phases. The reader can refer to [5] for details.
Totally asymmetric and symmetric limits
We consider briefly here the totally asymmetric limit q = 0 and the symmetric limit q = 1 for which the algebraic structure of the matrix product solution is simpler and the computations are easier.
Totally asymmetric case
We first study the totally asymmetric case q = 0. In order for the boundary rates to be consistent with the bulk dynamics, we need to have δ = 0 andγ = 0. The latter leads us to two choices: either γ = 0 or γ = 1 − α.
The first possibility gives a model where species 1 completely disappears in the stationary state (each configuration involving at least one particle of species 1 has a vanishing probability in the stationary state). The stationary state thus enjoys in this case the same properties as the usual single species TASEP.
The second possibility γ = 1 − α provides a more interesting model for which all species of particle are present in the steady state with non-vanishing probabilities. For this model the algebraic relations satisfied by the matrices and boundary vectors simplify to 
W|,
so that E, D, W| and |V fulfill the same algebraic relations as for the usual single species TASEP. Using the results of [19] we thus deduce that
It is then easy to deduce that
(2.34)
Symmetric case
We study here the symmetric case q = 1. In this setting, the value of the boundary ratẽ γ is given byγ = γ.
For this model the algebraic relations satisfied by the matrices and boundary vectors are It is straightforward to check that taking A = r 0 (E + D) with r 0 given in (2.12) is consistent with all these algebraic relations. The algebra thus reduces to the one used to solve the single species SSEP. We can use the results for the single species SSEP [18] to compute
where the gamma function satisfies Γ(z + 1) = zΓ(z).
A direct computation then yields
which is a binomial distribution with parameter r 0 /(1 + r 0 ) = γ/(α + γ) corresponding to the particle density of species 1 in the left reservoir. From this result we deduce the mean density for the species 1:
This confirms that the species 1 is at equilibrium: there is no current and the density in the left reservoir coincides with the mean density.
3 3-species generalisation
Presentation of the model
The 3-species ASEP is a straightforward generalisation of the 2-species model. It describes three species of particles (labelled 1, 2, 3) in addition to the vacancies (still labelled 0). The bulk interaction is very similar to the 2-species case. The new feature is contained in the interaction with the reservoirs, as can be seen in the boundary matrices
where β 1 and δ 1 are new parameters, independent from α, β, γ, δ.
Remark that when these new parameters are free (in the sense β 1 = β and δ 1 = δ), the boundary matrix B does not fall in the integrability class given in [14] . Moreover, there does not seem to exist a reflection matrixK(z) obeying the reflection equation and such that B = Remark that all the species (including vacancies) interact non-trivialy with the reservoirs.
Matrix product solution 3.2.1 Algebraic relations
The stationary state |S is given in a matrix product form
where the normalisation is expressed as
L |V . The matrices satisfy the following algebraic relations
The relations on the boundary vectors are
which ensure that (3.2) provides a correct expression of the steady state.
Representation
The matrices X 0 , X 1 , X 2 and X 3 can be constructed as tensor product of the operators e, d and A as follows
The second equalities in the construction (3.7) points out the factorization of the 2-species model studied in the previous section. It will remains true in the general multi-species case studied in section 4 where we will present this factorization property more explicitly. A similar factorization also happens for the boundary vectors
where the vectors W| and |V were defined in (2.16). The row vector 0| is the first element of the Fock space basis and satisfies 0|A = 0|. The column vector |v (1) satisfies
It is explicitly given by
so that 0|v (1) = 1. The matrix product structure of the stationary state is simple enough to perform computation of simple observables. We address this question in the following subsection.
Computation of physical quantities 3.3.1 Partition function
The first step toward the computation of physical quantities such as particle currents and densities is the computation of the normalisation Z L = W |C L |V where C = X 0 + X 1 + X 2 + X 3 . Using the explicit representation, we start with the decomposition
This allows to compute
where Z L,ℓ has been defined in (2.21).
From the boundary conditions (4.17) and the q-binomial development (A.7), it is easy to see that
where
Assuming 0 < q < 1, the factor (−r 1 ; q) ℓ increases with ℓ, and approaches a limiting value (−r 1 ; q) ∞ . Thus one can see that with respect to the 2-species case, for which
there is a reweighting of the stationary state in favour of configurations with larger values of ℓ. That is, in favour of those configurations with a larger number of particles of species 1 or 2. We can equivalently consider it as a damping factor on configurations containing a large number of particles of species 3 or vacancies. It would be interesting to see how this damping affects the asymptotic behavior of the partition function Z L for large system size. For the totally asymmetric case (q = 0) and the symmetric case (q = 1), the behaviour is somewhat different. We will discuss this in section 4.6 where we compute Z L explicitly in these limits.
Particle currents
We can now turn to the computation of the mean particle currents, that can be easily expressed using the matrix product structure. For the fastest species (species 3) we have
where the last equality is obtained using the commutation relations (3.3). For the particles of species 1 and 2 we have
and a similar computation yields J (1) = 0. Note that one can also compute mean densities for each species: we postpone this calculation to the general case of N-species models, see next section.
A N-species model
Now, we consider a N-species ASEP, labeling the species 1, 2, ..., N and still labeling the vacancies 0. Thus, the 2-species ASEP studied in section 2 corresponds to N = 2 while the 3-species ASEP studied in section 3 corresponds to N = 3. In this section we will assume that N ≥ 3.
Presentation of the model
Let τ i ∈ {0, 1, .., N}, and τ = (τ 1 , . . . , τ L ) give the lattice configuration. In the bulk, the hopping rates are
We will use two types of boundary matrices, B for the left boundary andB for the right boundary. Their explicit form reads 
Remark that when N is odd, B 2m+1 (x,ȳ) occurs in the left boundary matrix B, with (x,ȳ) = (ᾱ,γ), the last α 2j being α N −3 , and B 2m (x,ȳ) occurs in the right boundary matrix B, with (x,ȳ) = (δ,β), the last β 2j−1 being β N −2 . When N is even, one exchanges B 2m+1 and B 2m keeping (ᾱ,γ) on the left boundary (then the last α 2j is α N −2 ), and (δ,β) on the right boundary (then the last β 2j−1 is β N −3 ).
Note that the boundaries are integrable when all parameters α j (resp. β j , γ j , δ j ) are equal to α (resp. β, γ, δ) [14] . In the following, we keep the parameters α j , β j , γ j and δ j free.
The boundary matrices translate into local exchange rules on the boundaries (the corresponding probability rates are indicated above the arrows)
Remark that the combination of left and right boundaries mixes all species 1 ≤ i ≤ N − 1.
Stationary state in matrix product form
We can construct a matrix product form for the stationary state in a way similar to [33] . To start, we introduce the algebra X(N), whose generators X i , i = 0, . . . , N obey the following algebraic relations
with scalars
Then the stationary probabilities can be written as
The relations on the boundary vectors W | and |V are 6) where the parameters α, α j , β,... are the ones entering the boundary matrices B and B, see (4.1).
The existence of non-trivial matrices X i generating the algebra X(N) and of vectors W | and |V is ensured by the construction of an explicit representation in which relations (4.3), (4.5) and (4.6) are fulfilled.
The commutation relations (4.3) are equivalent to the telescopic relations
and the relations on the boundary vectors (4.5) and (4.6) can be also rewritten as
which ensure that (4.4) provides a correct expression of the steady state.
Representation for the Matrix product algebra 4.3.1 Factorisation of the 2-ASEP algebra
One can separate two types of species in writing:
where the operators E, D and A have been introduced in section 2. Then, from the exchange relations (2.7) and (4.3) one deduces
The relation (4.10) defines an algebraX(N) generated by {X i , i = 1, ...N − 1} which corresponds to a thermodynamical equilibrium. It already appeared in [1] to study multispecies ASEP model with reflexive boundaries. However, the representation used in [1] is not compatible with the present boundary conditions. Writing W | = W| ⊗ W | and |V = |V ⊗ |V , the boundary relations (4.5), (4.6) factorise as well. We recover the conditions (2.8) for the vectors W| and |V . Thus the representation used in section 2 can still be used for these vectors. For the vectors W | and |V , we obtain
The next section presents an explicit representation for these vectors.
Realization of the algebraX(N) and its boundary vectors
The algebraX(N) generated byX 1 ,X 2 ,...,X N −1 as well as the vectors W| and |V can be constructed as a tensor product of N − 2 algebras (A, e, d):
In words, the tensor products organize into successive columns, that are alternatively either  This construction is related to two recursion procedures that buildX(N) fromX(N −1). Indeed, denoting byY j the generators ofX(N − 1), one can check that
obey the relations (4.10) forX(N). The same is true for
(4.14)
These two embeddings allow to construct by recursion several representations ofX(N). The representation (4.12) results from an alternating choice of these two possible embeddings, starting from (4.13) forX(N) and going down recursively toX(2), which is trivial. This choice is dictated by the boundary conditions we have chosen. Indeed, using the representation (4.12) for theX(N) algebras, one can see that the boundary vectors W | and |V can be constructed as
where Similarly to the 3-species case, one can obtain the following explicit expression for the boundary vectors:
It shows that W |V = 1. To see that (4.15), (4.16) and (4.17) fulfill relations (4.11), one has to detail the 'positions' of the operators e, d, A in the representation (4.12) of the generatorsX j (i.e. in which space of the tensor product they occur). Apart fromX 1 , whose operator content is rather clear, one gets the following operator content for the generatorsX j :
If the 'position' of A is greater than the total number of spaces (i.e. N − 2), then this operator does not occur inX j . With these rules, it is easy to check (4.11) from (4.15), (4.16) and (4.17).
Recursive construction of the partition function
We start with the decomposition
This allows to compute
Z L,ℓ has been computed in section 2, see (2.21). As for the 3-species case, we have a damping factor on the number of particles of the fastest species (species N) with respect to the 2-species case. Z L can be computed through a recursion on the number of species:
where the q-deformed multinomial coefficient has been defined in (A.4).
Proof:
We introduce the generators {Y 1 , ...,Y N −2 } for the algebraX(N − 1). Then, we defineC(Y ) = N −2 j=1Y j andZ L (Y ) the corresponding partition function depending on the boundary parameters r 2 , r 3 , ..., r N −2 , while the original quantities will be notedC(X) and
To perform the recursion, one also needs 
Physical quantities 4.5.1 Particle currents
Using the bulk relations of the algebra (4.3), we can compute the current of particles of species N:
In the same way we find that the current associated to equilibrium species vanishes:
Particle densities
We would like to compute the average density of each species i:
A common way to compute this quantity is to introduce the parametersζ = {ζ 1 , . . . , ζ N } and to define
which plays the role of a grand canonical partition function. The average density is then expressed easily as
The calculation of Z L (ζ) can be done recursively, following the same steps as for Z L . We have
where we have introduced
Similarly to the computation ofZ L , a recursion yields
Finally, we remark that for 1 ≤ k ≤ N − 1 we have
so that the average density of equilibrium species can be obtained directly from the nondeformed partition function Z L
where Z L is given by (4.19), r 0 = γ/α and by convention r N −1 = 0.
Totally asymmetric and symmetric limits
We consider again the totally asymmetric limit q = 0 and the symmetric limit q = 1 for which the partition function and the mean densities can be computed more explicitly.
Totally asymmetric case
Due to the factor q b(k 1 ,...,k N−2 ) in (4.29), the limit q → 0 imposes k j ∈ {0, 1}, ∀j. Then, we getZ Thus we see a limited damping effect in the totally asymmetric case: configurations with no equilibrium particles are disfavoured (they are reweighted byZ 0 = 1), but all other configurations receive an equal boost (Z l > 1, l > 0). Using (2.33), it implies the following expression for the normalization Z L (ζ 1 , ..., ζ N )
is just the normalisation for the 2-TASEP (2.31). From this expression, one can deduce the expression of the mean density for equilibrium species. For such a purpose, we introduce
is the density of species 1 in the 2-TASEP 5 . Remark that we have
2spec , (4.37) showing the effect of the number of equilibrium species on the mean density.
Symmetric case
In the limit q → 1, the q-deformed multinomial coefficients become usual multinomial coefficients. A direct computation using Newton's multinomial theorem yields that has to be compared with the 2-ASEP result (2.41): one sees that r 0 has been replaced by R > r 0 . Note also that when R becomes large, the summed density of the equilibrium species approaches 1. Thus we see that adding equilibrium species induces the damping of the non-equilibrium species (species N and vacancies, species 0).
Conclusion
We presented in this paper a class of N-species ASEP with open boundary conditions. The injection and extraction rates of the particles of different species at the boundaries are rich enough to ensure the presence of all species in the stationary state. These boundary conditions do not fall directly in the classes of integrable boundaries provided in [14] but appear as a generalization of them, the integrable case being recovered when the parameters are fixed to some specific values. Nevertheless, we expressed exactly the associated stationary state in a matrix product form using several tensor copies of a q-oscillator algebra. This point out the fact that a simple matrix product solution does not imply necessarily that the model is integrable, at least in the sense of the existence (based on Yang-Baxter and reflection equations) of commuting transfer matrices generating the Markov matrix. Note that the reverse statement (i.e Yang-Baxter/reflection integrability implies the existence of a simple matrix product solution) has been argued to be true [16] .
It would be very interesting to construct in matrix product form the stationary states associated to all the other classes of integrable boundaries provided in [14] . The 2-species case has now been settled [5, 13, 15 , 33] but we are still lacking for a solution for the general N-species case. In particular it would be nice to construct the stationary state of the model pointed out in [10] in a matrix product form because of its connection with Koornwinder polynomials.
