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Abstract
Variable symmetries in constraint satisfaction problems can be broken by
adding lexicographic ordering constraints. Existing general methods of gener-
ating such sets of ordering constraints can produce a huge number of additional
constraints. This adds an unacceptable overhead to the solving process. Meth-
ods exist by which this large set of constraints can be reduced to a much smaller
set automatically, but their application is also prohibitively costly. In contrast,
this thesis takes a bottom up approach to generating symmetry breaking con-
straints. This will involve examining some commonly-occurring families of
mathematical groups and deriving a general formula to produce a minimal set
of ordering constraints which are sufficient to break all of the symmetry that
each group describes.
In some cases it is known that there exists no manageable sized sets of
constraints to break all symmetries. One example of this occurs with matrix
row and column symmetries. In such cases, incomplete symmetry breaking has
been used to great effect. Double lex is a commonly used incomplete symmetry
breaking technique for row and column symmetries. This thesis also describes
another similar method which compares favourably to double lex.
The general formulae investigated are used as building blocks to generate
small sets of ordering constraints for more complex groups, constructed by
combining smaller groups.
Through the utilisation of graph automorphism tools and the groups and
permutations software GAP we provide a method of defining variable symme-
tries in a problem as a group. Where this group can be described as the product
of smaller groups, with known general formulae, we can construct a minimal
set of ordering constraints for that problem automatically.
i
In summary, this thesis provides the theoretical background necessary to
apply efficient static symmetry breaking to constraint satisfaction problems. It
also goes further, describing how this process can be automated to remove the
necessity of having an expert CP practitioner, thus opening the field to a larger
number of potential users.
ii
Acknowledgements
There are a great many people who are partly responsible for this thesis being
submitted. Ian Miguel and Colva M. Roney Dougal have been the two single
biggest sources of support, both academic and social, I thank them for this.
Undoubtedly, with less energetic and enthusiastic supervisors this thesis would
not exist. There are a number of other people who have helped me with
interesting discussions. These include Barbara Smith, Chris Jefferson, Alan
Frisch, Ian Gent, Peter Nightingale and Tom Kelsey. I would also like to thank
my office mates, Andrea, Neil and Lars, who not only made my time in St
Andrews fun, but also helped with various aspects of this thesis. I could not
have completed this work without the support of the administrative staff in
the department, especially Alex Bain and Angela Miguel. One of the main
requirements of this project has been access to suitable information systems,
and for these I am indebted to the systems staff, especially John McDermott. I
would also like to thank Microsoft Research and the EPSRC, who funded me
throughout the last three and a half years.
When undertaking a task of this magnitude, having time to relax is as
important as the time to work. For this reason I thank my drinking friends and
all of the people who I have played football with over the last 3 years.
My friends and family have been very supportive of my studying over, not
just the last three years, but all 22. I would not be in this position without
them. I especially thank my mum, Mary. I know she is more proud of me
finishing this thesis than I am. I also thank my mum’s husband, Les, and my
sister, Joanne, for being a never ending source of logistic support over the past
7 years. I really will get around to learning to drive some day soon!
iii
Although there have been a number of times throughout researching this
thesis I have felt like quitting, these feelings have never been stronger than
in the last three months. I would like to thank my wonderful girlfriend for
helping me through this time, especially as she had at least as many issues to
contend with as I did.
A special thank goes out to all the Gattysburg boys, in particular Matt and
Chippy. Stress of any level can be solved by spending a weekend with an Earl,
a hog, John Schaffer and some windmilling. The times we spent together were
top deck.
iv
Publications
A large proportion of the work in this thesis has appeared in publications. All
of these publications are jointly authored, but the author of this thesis provided
the main contribution to each.
• A. Grayland and C. Jefferson and I. Miguel and C. M. Roney-Dougal.
Minimal ordering constraints for some families of variable symmetries.
The Annals of Mathematics and Artificial Intelligence (to appear). 2009.
• A. Grayland and I. Miguel and C. M. Roney-Dougal. Snake Lex: An Al-
ternative to Double Lex. The 15th International Conference on Principles
and Practice of Constraint Programming. 2009.
• A. Grayland and I. Miguel and C. M. Roney-Dougal. Confluence of
Reduction Rules for Lexicographic Ordering Constraints. The Eighth
Symposium on Abstraction, Reformulation and Approximation. 2009.
• A. Grayland and I. Miguel and C. M. Roney-Dougal. In Search of a Better
Method to Break Row and Column Symmetries. The Eighth Symposium
on Abstraction, Reformulation and Approximation. 2009.
• A. Grayland and I. Miguel and C. M. Roney-Dougal. Confluence of
Reduction Rules for Lexicographic Ordering Constraints. The 8th Inter-
national Workshop on Symmetry and Constraint Satisfaction Problems.
2008.
• A. Grayland and I. Miguel and C. M. Roney-Dougal. Minimal order-
ing constraints for some families of variable symmetries. The 7th Inter-
v
national Workshop on Symmetry and Constraint Satisfaction Problems.
2007.
• A. Grayland and C. Jefferson and I. Miguel and C. M. Roney-Dougal.
Rule 1,2-Minimal Ordering Constraints for some Families of Variable
Symmetries. International Symmetry Conference. 2007.
vi
vii
1. Candidate’s declarations:
I, Andy Grayland, hereby certify that this thesis, which is approximately 40258 words in
length, has been written by me, that it is the record of work carried out by me and that it has
not been submitted in any previous application for a higher degree.
I was admitted as a research student in August 2006 and as a candidate for the degree of
Ph.D. in August 2006; the higher study for which this is a record was carried out in the
University of St Andrews between 2006 and 2009.
Date: 01 September 2010 signature of candidate
2. Supervisor’s declaration:
I hereby certify that the candidate has fulfilled the conditions of the Resolution and
Regulations appropriate for the degree of Ph.D. in the University of St Andrews and that the
candidate is qualified to submit this thesis in application for that degree.
Date: 7/12/10 signature of supervisor
3. Permission for electronic publication: (to be signed by both candidate and supervisor)
In submitting this thesis to the University of St Andrews we understand that we are giving
permission for it to be made available for use in accordance with the regulations of the
University Library for the time being in force, subject to any copyright vested in the work
not being affected thereby. We also understand that the title and the abstract will be
published, and that a copy of the work may be made and supplied to any bona fide library or
research worker, that my thesis will be electronically accessible for personal or research use
unless exempt by award of an embargo as requested below, and that the library has the right
to migrate my thesis into new electronic forms as required to ensure continued access to the
thesis. We have obtained any third-party copyright permissions that may be required in order
to allow such access and migration, or have requested the appropriate embargo below.
The following is an agreed request by candidate and supervisor regarding the electronic
publication of this thesis:
Access to printed copy and electronic publication of thesis through the University of St
Andrews.
Date: 01 September 2010 signature of candidate
signature of supervisor
Contents
Abstract i
Acknowledgements iii
Publications v
1 Introduction 1
1.1 Topic of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Aims . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Structure of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Background 7
2.1 Constraint Satisfaction Problems . . . . . . . . . . . . . . . . . . 7
2.1.1 Consistency in Constraint Satisfaction Problems . . . . . 8
2.1.2 Search in Constraint Satisfaction Problems . . . . . . . . 9
2.1.3 Global Constraints . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Symmetries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Computational Group Theory . . . . . . . . . . . . . . . 10
2.2.2 Variable Symmetries in CSPs . . . . . . . . . . . . . . . . 13
2.3 Symmetry Detection . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Symmetry Breaking . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.1 Dynamic Symmetry Breaking . . . . . . . . . . . . . . . . 16
2.4.2 Static Symmetry Breaking . . . . . . . . . . . . . . . . . . 17
viii
CONTENTS
3 Reduction Rules 19
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Activation Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Inequality Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4 Minimal Formulae for Some Families of Variable Symmetries 32
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2 Symmetry Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2.1 Symmetric Groups . . . . . . . . . . . . . . . . . . . . . . 33
4.2.2 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2.3 Cyclic Groups . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2.4 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2.5 Dihedral Groups . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.6 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.7 Alternating Groups . . . . . . . . . . . . . . . . . . . . . . 38
4.2.8 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3 Minimal sets of lexicographic ordering constraints for some fam-
ilies of groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3.1 Symmetric Groups . . . . . . . . . . . . . . . . . . . . . . 40
4.3.2 Cyclic Groups . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3.3 Dihedral Groups . . . . . . . . . . . . . . . . . . . . . . . 47
4.3.4 Alternating Groups . . . . . . . . . . . . . . . . . . . . . . 53
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5 Row and Column Symmetries 56
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2 In search of an Alternative Canonical Ordering . . . . . . . . . . 58
5.3 Snake Lex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
ix
CONTENTS
6 Combining Groups 74
6.1 Combining Groups . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.1.1 Direct Products . . . . . . . . . . . . . . . . . . . . . . . . 74
6.1.2 Wreath Products . . . . . . . . . . . . . . . . . . . . . . . 77
6.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
7 Automated Creation of Static Symmetry Breaking Constraints 82
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.2 Decomposition of Groups Using GAP . . . . . . . . . . . . . . . 83
7.2.1 Introduction to GAP . . . . . . . . . . . . . . . . . . . . . 83
7.2.2 Naming Groups . . . . . . . . . . . . . . . . . . . . . . . . 87
7.2.3 Products of Groups . . . . . . . . . . . . . . . . . . . . . . 90
7.2.4 Maintaining Point to Variable Mappings . . . . . . . . . 93
7.2.5 A Context Free Grammar For Groups . . . . . . . . . . . 95
7.2.6 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
8 Confluence in Lex Leader Reduction 98
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
8.2 Confluence in Lex Leader Reduction . . . . . . . . . . . . . . . . 99
8.2.1 Confluence of Rule 1 . . . . . . . . . . . . . . . . . . . . . 99
8.2.2 Nonconfluence of Rules 2 and 3 by Example . . . . . . . 100
8.2.3 Generalisation of Confluence in Lex Leader Reduction . 101
8.3 Some Families of Symmetries . . . . . . . . . . . . . . . . . . . . 105
8.3.1 Symmetric Groups . . . . . . . . . . . . . . . . . . . . . . 105
8.3.2 Cyclic Groups . . . . . . . . . . . . . . . . . . . . . . . . . 106
8.4 An Algorithm to Detect Blocks . . . . . . . . . . . . . . . . . . . 109
8.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
9 Conclusions 112
9.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
9.2 Limitations and Future Work . . . . . . . . . . . . . . . . . . . . 114
A Appendix 116
x
CONTENTS
References 127
xi
List of Figures
3.1 An activation graph for the Rule 3′ reduction described in the
previous section. The solid black edges represent a possible
activation chain. Green nodes represent equalities, amber nodes
represent inequalities and red nodes are not active. The goal is
c52, x2 ≤ x1 and the assumption is x1 = x3. . . . . . . . . . . . . . 25
3.2 An inequality graph for the application of Rule 2 to remove
x3 ≤ x4 from x1x2x3 ≤lex x2x3x4 in the context of x1x2x3 ≤lex x3x4x1. 27
3.3 Transitive closure of the inequality graph for a CSP with X =
{x1, x2, x3, x4}, C = {x1 = x2, x1 = x3, x2 = x3, x2x3 ≤lex x4x1}. . . . . 28
4.1 Three symmetric schedules for the personnel scheduling prob-
lem instance, where days = 3, people = 4, shifts = {AM,PM,H,N}. 35
4.2 Specification of the Circular Golomb Ruler problem. Symmetric
solutions to the length 7, 3-tick Circular Golomb Ruler problem. 37
5.1 Results of the reduction of lex constraints for a 2 × n matrix . . . 59
5.2 Distribution of pairs remaining after reduction for a 2× 3 matrix
on all orderings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3 Distribution of pairs remaining after reduction for a 2× 4 matrix
on all orderings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.4 Distribution of pairs remaining after reductions for a 2×5 matrix
on 100 random orderings and the two from Figure 5.1. . . . . . . 62
5.5 Results of the reduction of lex constraints for a 3 × 3 matrix . . . 62
xii
LIST OF FIGURES
5.6 A comparison of search times, in seconds, on the BIBD problem.
The searches above the double line are for all solutions, whilst
those under are for one solution. . . . . . . . . . . . . . . . . . . 69
5.7 A comparison of search times, in seconds, on the EFPD problem.
In each case there are no solutions. . . . . . . . . . . . . . . . . . 70
5.8 A comparison of search times, in seconds, on the FLECC prob-
lem. The test case above the double line searches for a single
solution, whilst those under search for all solutions. . . . . . . . 71
5.9 A comparison of search times, in seconds, on insoluble instances
of the Howell design problem. . . . . . . . . . . . . . . . . . . . 72
8.1 This gives the reduction described in Method 1 of Theorem 8.2.1.
The solid black edges represent a possible activation chain, with
the dashed edges representing activations not used in that acti-
vation chain. Green nodes are equal, amber nodes are less than
or equal and red nodes are not active. The goal is c52, x2 ≤ x1
and the assumption is x1 = x3. . . . . . . . . . . . . . . . . . . . . 102
8.2 This gives the reduction described in Method 2 of Theorem 8.2.1.
The solid black edges represent a possible activation chain, with
the dashed edges representing activations not used in that acti-
vation chain. Green nodes are equal, amber nodes are less than
or equal and red nodes are not active. The goal is c62, x2 ≤ x1
and the assumption is x1 = x3. . . . . . . . . . . . . . . . . . . . . 103
8.3 Running D on lex leaders derived from the first 15 transitive
groups on 6 points in GAP’s library. . . . . . . . . . . . . . . . . . 111
8.4 Results from runningD on 10 lex leaders derived from primitive
groups in GAP’s library. . . . . . . . . . . . . . . . . . . . . . . . . 111
xiii
Chapter 1
Introduction
Constraints are found extensively in everyday life: how much food should I eat
for lunch; how long can I spend in the gym today; how much fuel will it take for
my car to travel 80 miles; how much money is in my bank account. It therefore
follows that constraint programming is a natural way of explaining many of
the problems we encounter. We can model problems as constraint satisfaction
problems and solve them. This solving process involves assigning potential val-
ues to the variables in a problem and testing whether these assignments satisfy
the constraints. Much work has been carried out in the field of CSPs in order to
improve the time taken to find a satisfying set of assignments. These include
search methods, reformulation of the problem, search heuristics, propagation
algorithms, and symmetry breaking. This thesis focuses on symmetry breaking
as a method to improve search in CSPs.
A symmetry in a CSP is a mapping from one solution to another solution. We
can utilise this symmetry (symmetry breaking) by only searching for one solution
from each subset of symmetries we call equivalence classes. By doing this we
drastically reduce the search tree and, provided the overhead in breaking the
symmetry is not too high, generally reduce the time taken to find solutions.
Symmetry breaking can either be static or dynamic. Static symmetry breaking
involves adding constraints to the model before search in order to reduce
the number of solutions in each equivalence class, usually to one. Dynamic
symmetry breaking methods alter the search process so that once an assignment
has been discarded, no symmetric assignment will be explored. They do this
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by remembering which paths the search process has taken and ensuring that
no symmetric paths are followed at a later time. This thesis focuses on static
symmetry breaking.
The most famous static symmetry breaking technique, proposed by Craw-
ford et al., is the lex-leader method. The lex leader method posts lexicographic
ordering constraints to the CSP model in order to search for just one member of
each equivalence class. This method can produce a huge number of constraints
and as such a number of rules for the reduction of these constraints have been
developed. The reduced constraints maintain the reduced search tree provided
by the complete lex constraints, but require a smaller memory footprint and
generally utilise fewer propagators during search. This thesis picks up the
research in this area from this point. We describe the theoretical processes nec-
essary to produce a minimal set of lex constraints which are required to break
all of the symmetry in a CSP model automatically.
1.1 Topic of this Thesis
Statically breaking variable symmetries by adding lexicographic ordering con-
straints is widely used and implemented [10][24][22][6]. Two issues arise when
using this method: the number of constraints required can be exponential and
therefore be prohibitively costly when used to help solve CSPs[19][46][24]; util-
ising such symmetry breaking techniques requires expertise in the subject area
as well as a great deal of time and effort[47].
This thesis deals with these two issues in two parts. Firstly by defining a
number of symmetry breaking general formulae that remove the exponential
growth in the number of constraints encountered when breaking some sym-
metries. Secondly, having identified symmetries automatically using graph
automorphism, we describe methods of decomposing a symmetry group into
products of groups for which there exists small sets of lex constraints.
2
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1.2 Aims
The aims of this thesis are to:
• investigate methods of reducing the size and arity of lex constraints.
• describe the operation of lex reduction rules in a manner suitable for
examining their operation – in particular their temporal nature.
• reduce lex constraints for members of commonly-occurring families of
groups.
• generalise the group reductions so that we have formulae for producing
minimal constraints for any member of the commonly-occurring infinite
families of groups.
• investigate different canonical orderings of lex constraints w.r.t. matrix
row and column symmetries.
• define an incomplete symmetry breaking method that can outperform
known incomplete methods for breaking row and column symmetries.
• investigate methods to compose symmetry breaking constraints for direct
products and imprimitive wreath products.
• provide an introduction to the use of GAP for manipulating permutation
groups.
• describe an algorithm to decompose a group into products of groups for
which a general formula has been described so that a small set of lex
constraints can be produced automatically.
• investigate whether the order of application of the lex reduction rules
affects the minimal set of constraints achieved with a view to proving
that the formulae for producing minimal constraints actually produces
minimum constraints.
• define a methodology for detecting when a set of lex constraints will
reduce confluently.
3
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1.3 Summary of Contributions
The main aim of this thesis is to provide a method of automatically generating
minimal ordering constraints to break variable symmetries in constraint sat-
isfaction problems. In order to achieve this several other contributions have
been established:
• Two graph-based representations of the operation of the reduction rules
for lexicographic ordering constraints. One, an activation graph, pro-
vides a temporal view of the progression of the reduction as well as
providing an understanding of which variables provide support for the
removal of another by introducing the concept of an activation chain. The
second representation, an inequality graph, describes how an algorithm
to implement the reduction works computationally.
• Four general formulae for the production of minimal ordering constraints
for some commonly-occurring infinite families of symmetries in CSPs.
These general formulae, with respect to the number of variables in the
CSP, can produce minimal sets of lex constraints in a linear time and are
linear in size.
• An investigation into the effects of differing canonical variable orders in
lex constraints to break row and column symmetries w.r.t. the size and
arity of constraints left after reduction.
• A new incomplete symmetry breaking method, snake lex, for row and
column symmetries which compares favourably to the current state of
the art.
• A method of combining minimal symmetry breaking constraints capable
of breaking symmetries formed from the direct product and imprimitive
wreath products of smaller groups.
• An introductory guide to the use of GAP for the manipulation of symme-
tries in CSPs.
4
1.4 Structure of this Thesis
• A context free grammar for describing the symmetries of a CSP as a
decomposition of the whole symmetry group. This grammar includes
sufficient data to maintain the mappings between points and variables.
This mapping information is necessary to help produce lex constraints
that break the symmetries.
• A program to decompose a symmetry group into products of smaller
groups. This code can only deal with the groups and products discussed
later on in this thesis. Provision has however been made for allowing
extensions to this code at a future date by returning generators for any
undescribed group.
• A proof that the reduction of lex constraints by the reduction rules is not
in general confluent.
• A proof that the formulae for the production of minimal lex constraints for
some infinite families of symmetries produce the minimum constraints.
• A definition of a block that characterises the areas of a set of lex constraints
where a choice of reduction paths with distinct roots occur.
• The introduction of an algorithm to decide whether a set of lex constraints
will reduce confluently, and hence will always reduce to the optimal set
of constraints.
1.4 Structure of this Thesis
The remaining chapters within this thesis are arranged as follows. Chapter 2
introduces the necessary background required to understand the concepts used
throughout the rest of this thesis. Readers should be aware that this is not a
complete review of all the related articles relevant to this thesis since in some
cases it proves more useful to introduce key concepts as they are required.
Chapter 3 discusses the reduction rules for the reduction of lex ordering con-
straints. It defines two viewpoints of these reductions which will be useful for
theorem proving in the remaining chapters. Chapter 4 provides the general
5
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formulae for producing minimal lex constraints for some infinite families of
symmetries. Chapter 5 discusses an investigation into the effects of varying
canonical orderings w.r.t. to the reduction of lex constraints. This chapter also
describes the well known incomplete symmetry breaking method, double lex,
and provides an alternative method, snake lex. Chapter 6 provides two for-
mulae for the composition of minimal lex constraints to provide small sets
of symmetry breaking constraints for direct products and imprimitve wreath
products of groups. Chapter 7 gives a brief introduction to GAP for the manip-
ulation of symmetries in CSPs. It also provides a description of the workings
of a set of GAP functions that can decompose a symmetry group into products
of smaller groups. Chapter 8 proves that the reduction rules described in chap-
ter 3 can produce different minimal sets of lex constraints depending on the
order of application. It also proves that the minimal lex constraints produced
by the formulae described in chapter 4 are the minimum set possible w.r.t. the
reduction rules. Further to this, it characterises the areas within a set of lex
constraints where differing reduction paths with distinct roots are possible,
ultimately describing an algorithm that can prove that a set of lex constraints
will reduce confluently and hence produce the optimum reduction.
6
Chapter 2
Background
2.1 Constraint Satisfaction Problems
Constraint Satisfaction Problems (CSPs) involve enforcing local constraints on
values that can be assigned to variables in order to solve a problem. The
field began to appear around the time of the publication of Alan Mackworth’s
machine vision paper [38] and also Ugo Montanari’s picture processing pub-
lication [44]. The representation of CSPs consists of a number of variables, a
domain of values for each variable, and a set constraints over the variables.
These constraints define allowed combinations of values over a subset of the
variables.
Definition 2.1.1. A CSP A is a triple A = 〈X,D,C〉 where X is a set of n variables
X = {x1,x2,. . .,xn}, D is a corresponding set of n domains, which are sets of values, D
= {d1,d2,. . .,dn} such that xi ∈ di ,and C is a set of constraints C = {c1, c2, . . . , ct}. A
constraint c j is a relation over a subset of X.
When trying to find a solution, a complete assignment of values to vari-
ables such that all constraints are satisfied, we employ two major classes of
techniques, propagation and search.
Propagation involves the removal of values from domains that cannot be
assigned to their respective variables in a solution. For example, consider
the problem X = {x1, x2}, d1 = {1, 2, 3} d2 = {1, 2, 3}, and a single constraint
7
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representing the relation x1 < x2. We can clearly see that 3 can never be
assigned to x1 in any solution, and likewise 1 can never be assigned to x2 in any
solution. We therefore remove these values from their respective domains. A
problem in which no values can be removed from any domain is described as
consistent.
Search involves assigning values to variables and testing if complete as-
signments are solutions or if partial assignments can be extended to solutions;
partial solutions.
2.1.1 Consistency in Constraint Satisfaction Problems
There are a number of different levels of consistency in CSPs. The simplest of
these is node-consistency. Node-consistency ensures that all unary constraints,
those relating to just one variable, hold for every value in that variable’s do-
main. Enforcing unary consistency is a trivial process.
A variable xi is arc-consistent with another variable x j if, for every value
dk ∈ Di there exists a value dl ∈ D j such that (dk, dl) satisfies the binary constraint
between xi and x j. A problem is arc consistent if every variable is arc consistent
with every other one [39] [40] [3] [57].
Path-consistency is similar to arc-consistency but considers pairs of variables
instead of only one. A pair of variables is path- consistent with a third variable
if each consistent assignment of values to the pair can be extended to the
other variable such that all binary constraints are satisfied. xi and x j are path
consistent with xk if, xi and x j are arc-consistent, and for all dl ∈ Di and for all
dm ∈ D j there exists a value dn ∈ Dk such that (dl, dn) and (dm, dn) satisfy the
constraint between xi and xk and between x j and xk [39] [44].
Path consistency can be generalised into k-consistency. For a set of con-
straints to be k-consistent, given a partial solution of k− 1 variables, there exists
a value for any kth variable such that all k values are consistent. If we set k = |X|
then we can find a solution to a problem without search. However, enforcing
this level of consistency is as complex as searching for a solution [16].
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2.1.2 Search in Constraint Satisfaction Problems
The simplest complete method of searching for a solution to a CSP is to generate
every possible assignment of values to variables and test to see if all constraints
hold with these assignments. We call this method generate and test. This method
is trivially both complete and correct, but it is of course very inefficient. A
simple improvement to this algorithm is chronological backtracking [4].
Backtracking involves checking for consistency after each value assignment
to a variable. If any domain becomes empty during this process, we undo the
assignment of the value to the last variable and continue at the next value in
the domain. In selecting the next value to assign we can simply work through
our domains in order, however very good results have been obtained by dy-
namically selecting the next value and variable assignment after backtracking
[43].
There exist stochastic search methods for CSPs [52]. These generally begin
with a random assignment of values to variables then attempt to find a solution
by searching from this initial seed point. This can be an effective method
of searching for solutions, particularly when the search space is very large.
However there are a number of limitations to this approach. The search method
is incomplete, therefore you can never prove that there are no solutions to a
problem. If you do find a solution, you have no way of knowing if it is the
best solution and furthermore you cannot enumerate all solutions. Another
feature of this search technique is that it does not operate well with symmetry
breaking constraints since the process may be searching in areas of the search
tree that the symmetry breaking constraints have removed all of the solutions
from. In some cases, adding more symmetry to the problem reduces the solve
time [48]. We therefore only use backtracking based algorithms in this thesis.
2.1.3 Global Constraints
The arity of a constraint is the size of the scope of that constraint. Unary
constraints are relations on single variables. For example, x1 , 6 is a unary
constraint. Binary constraints are relations on two variables. For example,
x1 ≤ x2 is a binary constraint. Where practical, problems are expressed in
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terms of unary and binary constraints since many of the useful propagation
and search algorithms have this as a requirement. It is however possible to
have k-ary constraints, 3 ≤ k ≤ n, but it is also possible to restate any k-ary
constraint as a set of binary constraints.
Sometimes it is useful to leave k-ary constraints as they are, particularly
when dealing with a set of constraints called global constraints. These are
relations over a number of variables, which occur often. Specific methods
of propagation exist to facilitate search in these cases. The most notable and
widely used global constraint is alldifferent.
Definition 2.1.2. Let x1, x2, . . . , xn be variables. Then
alldifferent(x1, x2, . . . , xn) = {(d1, . . . , dn)|∀idi ∈ D(xi), ∀i, j di , d j} [35]
Puget proposed using a set of less than constraints over the variables and
using a specialised propagation algorithm; the highest and lowest values of
each domain are members of a consistent problem. [49] Improvements over
this algorithm were proposed by Lopez-Ortiz et al. [36]
2.2 Symmetries
One important area of research within the field of constraint programming is
that of symmetries. Symmetries are interesting because they represent branches
of a search tree which are essentially repeats of a previous branch or branches.
If we can detect and then remove these symmetries then the resulting search
tree has fewer nodes, and therefore, in theory, can be computed more efficiently
provided that the overhead in breaking the symmetries is not too large.
2.2.1 Computational Group Theory
In mathematics, we represent symmetries using groups. In this section we
briefly describe the background knowledge required to understand the refer-
ences made to symmetries throughout this thesis. First consider the row and
column symmetries of a 2 × 2 matrix.
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id x11 x12 ρ x12 x11
x21 x22 x22 x21
θ x21 x22 ρθ x22 x21
x11 x12 x12 x11
The top left matrix is the standard order that we would generally use to
describe a matrix, we call this the identity. The permutation ρ swaps the
columns, and θ swaps the rows. We can combine the permutations ρ and θ to
produce ρθ which swaps both the rows and the columns. If we now map the
four variables {x11, x12, x21, x22} onto the points {1, 2, 3, 4}we can view these four
permutations in Cauchy form.
id
( 1234
1234
)
ρ
( 1234
2143
)
θ
( 1234
3412
)
ρθ
( 1234
4321
)
The top line of each permutation is the canonical form, the bottom line is
the permutation of the points described by ρ, θ, and ρθ. It is more common to
describe permutations in cycle form.
id () ρ (12)(34)
θ (13)(24) ρθ (14)(23)
Taking ρ above as an example, this cycle describes a permutation where 1
maps to 2 and 2 maps to 1. Also, 3 maps to 4 and 4 maps to 3. As you can see
from the identity, mappings of variables to themselves are ignored.
Now that we have an understanding of permutations we extend this knowl-
edge to the formal definition of a permutation group.
Definition 2.2.1. Group Axioms
A permutation group is a non-empty set P with a composition operator · such that:
-P is closed under ·. That is for all g, h ∈ P, g · h ∈ P;
-there is an identity id ∈ P. That is, for all g ∈ P, g · id = id · g = g;
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-every element g ∈ P has an inverse g−1 such that g · g−1 = g−1 · g = id;
-· is associative. That is, for all f , g, h ∈ P, ( f · g) · h = f · (g · h).
The inverse of ρ in the matrix example above is itself, therefore ρρ = id.
The set of permutations are also clearly associative since ρθ = θρ. We can
compose any number of the permutations given for the matrix symmetries, but
the group only contains four permutations. This is because the composition
of some permutations produce already known permutations. For example,
ρθρ = θ. We call the number of permutations in a group its order, or size.
Definition 2.2.2. Order of a group
The order of a group P is the number of elements in the group. It is denoted |P|.
Since we can compose permutations to create different permutations, there
exists a set of permutations that we can compose to form the entire group. We
call such a set the generators of the group.
Definition 2.2.3. Generators of a group
Let S be any set of permutations that can be composed by the group operation ·. The set
S generates P if every permutation of P can be written as a product of permutations in
S and every product of any sequence of permutations of S is in P. The set S is called a
set of generators for P and we write P = 〈S〉.
A subset of the permutations in P is not necessarily enough to produce the
entire set of permutations in P. A set of permutations which are in P but are
not capable of being used to compose all of the permutations in P can be used
to form a subgroup of P.
Definition 2.2.4. Subgroup
A subgroup H of a group P is a subset of P that is itself a group with the same
composition operator as P. P is a subgroup of P, as is {id}.
We can partition the set of points that P acts on into sets of those that can
permute with each other. We call these partitions, orbits. The notation δP
refers to the set of points that a particular point δ can be mapped to using
the permutions in P. δg refers to a single point that is attained by mapping
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the point δ to another point using the permutation g. One can imagine a
3× 3 matrix with rotational symmetry. Where this symmetry to be represented
group theoretically, the orbit of the top left hand cell is the set of all 4 corners
whereas the orbit of the central cell is only itself.
Definition 2.2.5. Orbit
The orbit of a point δ in P is the set δP = {δg|g ∈ P}.
A group is transitive if every point can map to every other. Transitive groups
only have one orbit, the set of all points. Intransitive groups have more than
one orbit. The group which fixes a point such that it only maps to itself is called
a stabiliser.
Definition 2.2.6. Stabiliser
Let P be a permutation group acting on a point β. The stabiliser of β in P is defined
by: Pβ = {g ∈ P|βg = β}. The stabiliser Pβ is a subgroup of P.
Examples of some families of groups are described in chapter 4.
2.2.2 Variable Symmetries in CSPs
Symmetries are defined in a number of ways, some of which portray the same
fundamental principles and others which are fundamentally different. Two
definitions of symmetry exist in CSPs: solution symmetry; and problem symmetry.
A solution symmetry is a permutation of d-values that preserves the set of
solutions. It is a bijective mapping from one set of solutions to another set of
solutions.
Definition 2.2.7. Solution Symmetry
A solution symmetry of a CSP A is a symmetry of A for sols(A), i.e. a permutation ρ
of d-vals such that sols(A)ρ = sols(A).
In order to define a problem symmetry we must first be able to describe
a CSP in terms of a graph of a binary CSP instance. This graph is called the
microstructure[17][33].
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Definition 2.2.8. Microstructure
For any binary CSP instance A = 〈X,D,C〉, the microstructure of A is a graph with
set of vertices X×D where each edge corresponds either to an assignment allowed by a
specific constraint, or to an assignment allowed because there is no constraint between
the associated variables.
An automorphism of the microstructure is a bijective mapping of the ver-
tices of the graph which preserves the edges. Any automorphism of the mi-
crostructure must be a problem symmetry of the CSP.
Definition 2.2.9. Problem Symmetry
For any binary CSP instance A = 〈X,D,C〉, a constraint symmetry is an automor-
phism of the microstructure of A.
These definitions were introduced and discussed extensively by Cohen et
al. [7]. Two interesting symmetries which are special cases of the two defined
above are value symmetries and variable symmetries.
Definition 2.2.10. Value Symmetry
A value symmetry of a CSP is a bijection f : Di → Di, for 1 ≤ i ≤ |D|, of the set of
values such that {〈xi, di〉 : 1 ≤ i ≤ n} is a solution if and only if {〈xi, f (di)〉 : 1 ≤ i ≤ n}
is a solution.
Definition 2.2.11. Variable Symmetry
A variable symmetry of a CSP is a bijection f : X → X of the set of variables such
that {〈xi, di〉 : 1 ≤ i ≤ n} is a solution if and only if {〈 f (xi), di〉 : 1 ≤ i ≤ n} is a
solution.
Consider the problem X = {x1, x2}, d1 = {1, 2, 3} d2 = {1, 2, 3}, and a single
constraint representing the relation x1 , x2. Clearly we can see that x1 = 1 and
x2 = 2 is a solution, but by swapping the variables we can also get the solution
x2 = 1 and x1 = 2. We call the later solution a symmetry of the first. Symmetric
solutions are grouped into sets called equivalence classes. Equivalence classes
relate to the orbits of the symmetry group.
In this thesis we will concentrate on variable symmetries.
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2.3 Symmetry Detection
In order to utilise symmetries in CSPs we need to detect their existence. Tradi-
tionally this has been done by hand, a process which is both time consuming
and generally produces an incomplete set of symmetries. Much work has been
directed towards automating the process of detecting symmetries.
We can remodel a CSP as a graph. Puget offers an automated detection
method for variable symmetries using graph automorphism.
Definition 2.3.1. Given a coloured graph G = 〈V,E,c〉, where V is a finite set of
vertices, E is a set of edges between these vertices and c is a function from V to integers,
an automorphism of G is a bijection f from V to V such that:
∀e ∈ E, f (e) ∈ E
∀v ∈ V, c( f (v)) = c(v)
[50]
Although this has shown some success the problem of graph automorphism
is in the class of problems NP, and as such its scalability is questionable. [53]
Various tools are however available to assist in this process, NAUTY [41],
SAUCY [11] and AUTOM [50].
Another point of interest raised by Frisch et al. [18] is that symmetries can
be introduced by decisions made during the modelling process. If we can
identify which symmetry groups are added, and when, then we can automate
the addition of symmetry breaking constraints to a model.
It is usually possible to create a number of different models to express the
same problem. Each model may exhibit different symmetries, and may be more
or less useful than another model. Reformulation is the area of constraint pro-
gramming examining the various pros and cons of differing constraint models.
Smith [54] examines a problem involving a particularly unwieldy symmetry
and shows how one can remodel the problem to exhibit a much more workable
symmetry group.
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2.4 Symmetry Breaking
Having identified a symmetry group within a CSP it then remains to utilise
the symmetry. We call this utilisation symmetry breaking. The objective of
symmetry breaking techniques is to leave one member of each equivalence
class of assignments, or a subset of these assignments in the case of some
specific techniques. This can be achieved in two main ways: static symmetry
breaking; and dynamic symmetry breaking.
2.4.1 Dynamic Symmetry Breaking
Dynamic symmetry breaking methods alter the search process such that once
an assignment has been discarded, no symmetric assignment will be explored.
They do this by remembering which paths the search process has taken and
ensures that no symmetric paths are followed at a later time.
The first major dynamic symmetry breaking algorithm was Symmetry Break-
ing During Search [2] [21]. It imposes constraints at each node where a failure
has been detected that ensures that no symmetric failures are searched over. A
major issue with this is that when symmetry groups are very large, an expo-
nential number of constraints may be added to the problem.
The next step in dynamic symmetry breaking was the advent of the sym-
metry breaking by dominance detection algorithm [13] [15]. With this method
we only search down the dominant nodes.
Definition 2.4.1. No-good
Node v in a search tree is a no-good w.r.t. n if there exists an ancestor na of n such that
v is the left hand child of na and v is not an ancestor of n.
Definition 2.4.2. Dominance
A node n is dominated if there exists a no-good v w.r.t. n and a symmetry g such that
(δ(v))g ⊆ ∆(n). v dominates n.
Detecting dominance removes the need for costly constraints at each node,
however we now have a new computational problem. The time taken to
compute dominance at each node can itself make its utilisation prohibitively
16
2.4 Symmetry Breaking
costly. Computational group theory has gone someway towards remedying
this situation. GAP-SBDD [20] is one such method that has proven useful in
practice.
2.4.2 Static Symmetry Breaking
Static symmetry breaking involves adding constraints to the model before
search in order to reduce the number of (non-)solutions in each equivalence
class, usually to one.
The most famous of static symmetry breaking techniques, proposed by
Crawford et al., is the lex-leader method [10] [37].
We first define a canonical ordering on the decision variables, then add one
constraint per symmetry that orders the assignments to these variables. To
illustrate, we consider the symmetric group S3 acting on variables {x1, x2, x3}.
{(), (x1, x2), (x2, x3), (x1, x3), (x1, x3, x2), (x1, x2, x3)}
We choose x1 to be the most significant variable in the ordering, x2 the next
most significant, and x3 the least significant. The next step is to add lexico-
graphic ordering constraints (lex constraints) to allow only one member of each
equivalence class of assignments induced by the symmetry.
x1x2x3 ≤lex x2x1x3, x1x2x3 ≤lex x1x3x2, x1x2x3 ≤lex x3x2x1
x1x2x3 ≤lex x2x3x1, x1x2x3 ≤lex x3x1x2
Notice that there is one constraint per nontrivial permutation of S3. In general,
there are n! permutations for the group Sn and so (n! − 1) n-ary constraints are
produced by the lex-leader method to break all symmetries. A more in depth
look at lex constraints can be found in chapter 3.
The large number of constraints produced by the lex-leader method proves
unsuitable in a number of cases. For problems involving large numbers of
variables the added constraints can make the new search prohibitively costly.
Puget [51] describes a special case where the symmetries on sets of variables
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are constrained by the global constraint alldifferent. Here it is shown that
the maximum number of binary less than constraints required to break all the
symmetry in is n − 1, where n = |X|. Unfortunately some problems do not
naturally contain alldifferent over their sets of symmetric variables. This thesis
picks up the research in this area and defines similar small sets of symmetry
breaking constraints that can be used without the presence of alldifferent.
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Chapter 3
Reduction Rules
3.1 Introduction
This chapter introduces lexicographic ordering constraints (lex constraints)
and discusses ways to improve the efficiency of their application. Much of this
chapter has appeared in previous peer-reviewed publications by the author of
this thesis [24][25][23][27][26]. We begin by describing graph based methods
to clarify the process involved in working with lex constraints. Sections 3.2
and 3.3 introduce two views of lex constraints. The former is a view useful
for the human understanding of their function, whilst the later is closer to
computerised method of dealing with the constraints. These views will be
used extensively throughout chapters 4, 6, and 7.
Lex constraints are an effective method to break symmetries in some CSPs.
The disadvantage of this method however is that, for a CSP with n = |X|, it
produces up to n! lexicographic ordering constraints, each with arity n. The
overhead of adding this number of constraints to the CSP usually outweighs
the benefit of breaking the symmetry.
In many cases, this large set of constraints can be reduced to a much smaller
set that still breaks all the symmetry. Frisch and Harvey [19] introduced Rules 1
and 2 to reduce the number and arity of constraints whilst maintaining logical
equivalence. These rules were enhanced by O¨hrman [46] who defines a further
Rule 3 which supercedes and is stronger than Rules 1 and 2. Letting α, β, γ, and
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δ denote strings of variables, Rules 1, 2 and 3 are stated:
1 Given a constraint c of the form αxiβ ≤lex γx jδ, if α = γ entails xi = x j then
replace it with αβ ≤lex γδ.
2 If C is a set of constraints of the form C′ ∪ {αxi ≤lex γx j}, and C′ ∪ {α = γ}
entails xi ≤ x j, then replace C with C′ ∪ {α ≤lex γ}.
3 If C is a set of constraints of the form C′∪{αxiβ ≤lex γx jδ}, and C′∪{α = γ}
entails xi = x j (or xi ≤ x j when |β| = 0), then replace C with C′∪{αβ ≤lex γδ}.
Rule 3 extends Rules 1 and 2 in that it allows both the consideration of all
pairs of variables in any one lex constraint, provided by Rule 1, and the impli-
cations derived from considering the entire set of lex constraints, provided by
Rule 2. Unfortunately the support required for removal of the least significant
pair remains essentially different from that required for the removal of any
other pair. Whilst Rule 2 requires the condition of inequality in order to prune
variable pairs from lex constraints, Rule 3 generally requires equality. Talking
solely about Rule 3 during theorem proving is tedious since we must always
include the clause, except when examining the least significant pair. For this reason
we find it useful to remove the action of O¨hrman’s Rule 3 that covers the actions
of Rule 2 and to restate it as Rule 3′. Furthermore, the application of Rule 1 is a
relatively lightweight process and it is therefore sensible to still consider Rule
1, even though it is still superceded by Rule 3′. The three rules we use in this
chapter, and from now on, are defined below.
Definition 3.1.1. Letting α, β, γ, and δ denote strings of variables, we define Rules 1,
2 and 3′.
1 Given a constraint c of the form αxiβ ≤lex γx jδ, if α = γ entails xi = x j then
replace it with αβ ≤lex γδ.
2 If C is a set of constraints of the form C′ ∪ {αxi ≤lex γx j}, and C′ ∪ {α = γ}
entails i ≤ j, then replace C with C′ ∪ {α ≤lex γ}.
3′ If C is a set of constraints of the form C′ ∪ {αxiβ ≤lex γx jδ}, and C′ ∪ {α = γ}
entails xx = xy, then replace C with C′ ∪ {αβ ≤lex γδ}.
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Correctness for these rules was shown by Frisch and Harvey [19] and
O¨hrman [46].
As an example of Rule 1, consider a constraint c: x1x2 ≤lex x2x1. To ensure
that c is satisfied we need only compare a pair of variables if each pair of more
significant variables are equal. If x1 = x2 then trivially the second pair must be
equal. Therefore, by Rule 1 we need only consider the first pair of variables,
reducing c to x1 ≤ x2 without modifying the set of solutions.
For Rule 2 we can also use the rest of the constraints to justify the removal
of our pair under consideration. Consider the two constraints c1 = x1x2x4 ≤lex
x2x3x5 and c2 = x1x4 ≤ x3x5 where we are attempting to remove the pair x4 ≤ x5
from constraint c1. We first assume x1 = x2 and x2 = x3 since the least significant
pair in this constraint will only be considered if all more significant pairs are
equal. Using these assumptions we can see that the first pair c2 becomes x1 = x3
. This means that when we get to the stage where x4 ≤ x5 is actively being used
in c1, x4 ≤ x5 is also constraining the same variables in c2. We can therefore say
that x4 ≤ x5 in c1 is entailed and it can be removed by Rule 2.
For an example of the way in which Rule 3′ operates, we consider
TransitiveGroup(6,6) in GAP’s library [9, 56]. The group elements are:
(), (36), (153)(264), (153426), (14)(36),
(132465), (25)(36), (156423), (135)(246)
(156)(234), (135462), (132)(465), (14),
(126453), (126)(345), (162435), (25),
(165)(243), (14)(25), (162)(354), (165432),
(123)(456), (123456), (14)(25)(36)
The group contains 24 elements which we use to construct lex constraints with
the canonical ordering, [x1, x2, x3, x4, x5, x6]. Using Rules 1, 2 and 3′ we partially
reduce the full set of lex constraints to:
(1) x1x2x4 ≤lex x2x3x5, (2) x3 ≤lex x6,
(3) x2 ≤lex x5, (4) x1 ≤lex x4,
(5) x1x2x4x5 ≤lex x3x1x6x4, (6) x1x2 ≤lex x3x1
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Suppose we want to apply Rule 3′ to the pair x2 ≤ x1 in constraint (5); we
assume x1 = x3, since this is the more significant pair in constraint (5), then
constraint(6) gives x2 ≤ x1 because its most significant pair is now equal. Since
constraint (1) states x1 ≤ x2, we deduce x1 = x2, and remove x2 ≤ x1 from
constraint (5) by Rule 3′. We then have the following set of constraints which
is a fixpoint.
(1) x1x2x4 ≤lex x2x3x5, (2) x3 ≤lex x6,
(3) x2 ≤lex x5, (4) x1 ≤lex x4,
(5) x1x4x5 ≤lex x3x6x4, (6) x1x2 ≤lex x3x1
.
The reduction rules are applied, in the order, Rule 1, Rule 2 then Rule 3′
until a fixpoint is reached. For the remainder of this thesis we utilise Rule 1
as a pre-processing step to further reduction. On the remaining constraints we
will use Rule 2 and 3′ for reduction to a fixpoint.
Definition 3.1.2. A reachable fixpoint for a set C of lex constraints is a reduced set of
lex constraints produced by removing pairs from C using Rules 2 and 3′ such that no
further applications of Rules 2 and 3′ are possible.
Before continuing with by describing the two viewpoints of the reduction
rules, we first prove a lower bound on the number of constraints required to
break all permutations of a transitive group acting on variables.
Theorem 3.1.1. Let X = {x1, x2, ..., xn} be the set of decision variables of a CSP P.
Assume that P has a transitive group of variable symmetries and that each domain has
size at least 2. Then, not considering any other constraints in P, the minimum number
of binary ≤ constraints required to remove all but one member of each equivalence class
of assignments is n − 1.
Proof. Any constraint graph with n − 2 binary constraints is disconnected. Let
x1 be the most significant variable. Let xi be a decision variable that is not
connected to x1, and such that xi is most significant in its component of the
constraint graph. Let a be the minimal element of the domain of xi (and hence
of all variables, by transitivity). Let A be any full assignment which assigns
xi = a and all other variables to values other than a. Since there is a symmetry
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mapping xi to x1 there is a symmetry mapping A to a full assignment with
x1 = a. Thus there will remain more than one solution from an equivalence
class after addition of the n − 2 binary constraints, and therefore n − 2 binary
constraints will not suffice. Puget [51] has described a set of binary≤ constraints
of size n − 1 that break all symmetries in some cases. The minimum number is
therefore n − 1.

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In order to show if there exists more than one distinct fixpoint when reducing
lex constraints using the reduction rules we require a precise understanding of
which constraints, and pairs within those constraints, are used by Rules 2 and
3′ to remove a pair. This precision is achieved by introducing the notion of an
activation graph. For the remainder of this chapter, let C = {c1, . . . , ck} be a set of
lex constraints, not necessarily derived from a group. The pair of variables in
position j of constraint i is denoted ci j.
Definition 3.2.1. A goal cαβ is a pair under consideration for removal by Rules 2 and
3′. Each goal defines an activation graph. An activation graph Gαβ is a digraph which
is generated from the assumptions made to remove the goal cαβ by Rule 2 or 3′.
The nodes of Gαβ are {ci j | ci ∈ C, j ≤ β if i = α, 1 ≤ j ≤ |ci| if i , α}, and are
arranged in k rows, one for each constraint. The nodes are also arranged in columns
from most significant to least significant. The first row is cα, truncated immediately
after cαβ. The order of the other rows does not matter, and they should be considered as
a set.
Non-goal nodes can be active or inactive. A node ci j is active if i = α and j < β,
or j = 1 (the most significant pair), or there is an edge from ci( j−1) to ci j. An active
node ci j is green if the pair of variables are equal, and is amber otherwise. Inactive
nodes are red. The colour of a node may change from red to amber to green, as edges
are added, but not in the other direction. When initially constructing the graph the
active nodes are ci1 for i , α, which are amber, and cα j for j < β, which are green.
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Let ci j , cαβ, and assume that ci( j−1) is active. A justification set for ci j is a set
of nodes Ai j = {cst | (cst, ci j) ∈ E(Gαβ)} such that if Ai j is nonempty then it entails the
equality of ci( j−1). The justification set Ai j is minimal if for all x ∈ Ai j the set Ai j − x
is insufficient to activate ci j.
There are several types of edges in Gαβ:
1. If ci j , cαβ then there is a directed edge from an active node cst to ci j whenever
there exists a minimal justification set for ci j containing cst. If so, there is an edge
from ci( j−1) to ci j, ci( j−1) is green, and ci j is amber or green.
2. There is a directed edge from an active node ci j to cαβ when ci j is a member of a
minimal set of nodes entailing cαβ (Rule 2) or entailing equality in the variables
in cαβ (Rule 3′).
3. There are directed edges between consecutive nodes in row 1, from more signifi-
cant to less significant, up to but not including cαβ.
The node cαβ can be removed by Rules 2 and 3′ if and only if there is a
directed edge into cαβ in Gαβ.
Definition 3.2.2. An activation chain for cαβ is a subgraph of Gαβ whose nodes
include cαβ and which contains a minimum justification set for each of its nodes. Note
that cαβ can have more than one activation chain.
Intuitively, an activation chain represents one argument for the removal
of cαβ. To clarify these concepts, we present the activation graph G52 for
the set {(1), . . . , (6)} of constraints given in the previous section in Figure 3.1.
This is a Rule 3′ reduction of a set of lex constraints to break the symmetry
TransitiveGroup(6,6).
The concept of reducing to fixpoints and the application of activation graphs
is developed further in Chapter 8.
3.3 Inequality Graphs
Whilst activation graphs are a useful tool for human understanding of the
application of the rules, they don’t bear much resemblance to the physical
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Green:
Amber:
Red:
Node 
Colours
x ,x1 3
x x2 3,
x x3 6,
x x2 1,
x x1 2,
x x2 5,
x x1 4,
x x1 3, x x2 1,
Assumptions Goal=
x x4 5,
Figure 3.1: An activation graph for the Rule 3′ reduction described in the
previous section. The solid black edges represent a possible activation chain.
Green nodes represent equalities, amber nodes represent inequalities and red
nodes are not active. The goal is c52, x2 ≤ x1 and the assumption is x1 = x3.
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process of applying each rule. Another useful way of visualising the reduction
rules is in the form of a directed graph. The nodes of this graph are the variables
in the CSP, and the edges represent inequalities between them. We call these
graphs inequality graphs. Inequality graphs are a much lower level description
of the operation of the reduction rules and are closer to the computational
representation than that of an activation graph. Inequality graphs describe one
possible way to implement the reduction rules.
Definition 3.3.1. Given a CSP A = (X,D,C), the corresponding inequality graph
G = (X,E) is a directed graph with one node per element of X. G contains the set of
directed edges E as follows. If, for some xi, x j ∈ X and strings of variables α and β, C
contains:
1. xi ≤ x j then G contains a directed edge from xi to x j.
2. xi = x j then G contains a directed edge from xi to x j, and a directed edge from x j
to xi.
3. xiα ≤lex x jβ then G contains a directed edge from xi to x j.
Given a set of lexicographic constraints C on variables X, we consider the
process of applying Rule 2 to remove the least significant pair of variables
in some c ∈ C. Following the rule, we begin by adding equality constraints
between all more significant pairs of variables, xi, x j in c. To illustrate, Figure
3.2 shows the inequality graph for a CSP where X = {x1, x2, x3, x4}, and the
constraints are
(1) x1x2x3 ≤lex x2x3x4
(2) x1x2x3 ≤lex x3x4x1
in which x3 ≤ x4 from constraint (6) is under consideration for removal by
Rule 2. The assumed equalities, x1 = x2 and x2 = x3, are represented by dual
directed edges between the respective nodes and the inequality x1 ≤ x3 entailed
by x1x2x3 ≤lex x3x4x1 is represented by a directed edge from x1 to x3.
The antecedent of Rule 2 requires the identification of entailed inequality
constraints. The process of identifying such equalities can be characterised
partially in terms of taking the transitive closure of the inequality graph.
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X2X1
X4X3
Figure 3.2: An inequality graph for the application of Rule 2 to remove x3 ≤ x4
from x1x2x3 ≤lex x2x3x4 in the context of x1x2x3 ≤lex x3x4x1.
Definition 3.3.2. Consider a directed graph G = (X,E), where X is the set of nodes
and E is the set of edges. The transitive closure of G is a graph G′ = (X,E′) such that
for all xi,x j ∈ X there is an edge (xi, x j) in E′ if and only if there is a path from xi to x j
in G [45].
Returning to our example, since there is a path from x3 to x1 via x2, taking
the transitive closure of the inequality graph in Figure 3.2 adds a directed edge
from x3 to x1. Since there is now both a directed edge from x1 to x3, and from
x3 to x1, it is asserted that x1 = x3. This allows us to add the second most
significant inequality in the constraint (2), x2 ≤ x4, to the inequality graph.
Hence, the inequality graph of this problem now contains a directed edge from
x2 to x4. The transitive closure of this graph is shown in Figure 3.3. Notice that
there is a directed edge from x3 to x4, hence the pair x3 and x4 can be removed
from x1x2x3 ≤lex x2x3x4 via Rule 2.
Generally, as described out by Ohrman [46], the operation of establishing
the antecedent of Rule 2 can be described as follows:
1. Let A be the initial CSP, combined with the equality constraints assumed
by Rule 2.
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X2X1
X4X3
Figure 3.3: Transitive closure of the inequality graph for a CSP with X =
{x1, x2, x3, x4}, C = {x1 = x2, x1 = x3, x2 = x3, x2x3 ≤lex x4x1}.
2. Generate the inequality graph G for A and take its transitive closure, G′.
3. If G′ contains edges corresponding to inequalities not represented explic-
itly in A, add these inequalities to A and go to 2.
4. Otherwise, the antecedent of Rule 2 is satisfied if the corresponding edge
is present in G′.
The following lemma characterises the situations in which equality is en-
tailed between two decision variables in the context of a CSP containing lexi-
cographic ordering and equality constraints.
Lemma 3.3.1. Given a CSP with set of variablesX and set of constraints C, containing
equality and lexicographic ordering constraints, further equality constraints between
pairs of variables xa, xb ∈ X are entailed if and only if at least one of the following holds:
1. (transitivity): there exists some xc ∈ X distinct from xa, xb such that xa = xc and
xb = xc; or
2. it is entailed that xa ≤ xb and xb ≤ xa; or
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3. there exists some xc ∈ X distinct from xa, xb such that it is entailed that xa ≤
xb ≤ xc and xc ≤ xa (and similarly, exchanging the roles of xa, xb).
Proof. Consider an inequality graph, G = (X,E), where xa, xb, xc ∈ X, and where
there exists 0 or 1 directed edges between xa and xb. In order to show that
xa = xb we must have a directed edge from xa to xb and a directed edge from
xb to xa in Gt, the transitive closure of G. Consider also the graph G′, where
G′ = G − {xa, xb}, in G′t, the transitive closure of G′. Adding xa and xb to G′t
with equivalent edges to and from xa and xb, as in G, leaves a partial transitive
closure graph of G.
Consider the case where xa ≤ xb, annotated by a directed edge from xb to xa.
We can see that in G′t if there are only edges from xa and xb to G′t we could not
make a path from xa to xb or xb to xa through G′t. We can also see that in the case
where edges only existed from G′t to xa or xb the same would also be true. We
therefore require at least one edge directed from xa to G′t and one edge directed
to xb from G′t.
Where xa is connected to G′t via xi and xb is connected from G′t via x j there
must also exist some path from xi to x j to show that xa = xb. Assume there exists
the node xc in the path from xi to x j, we can then, without loss of generality,
consider a directed edge from xa to xc and a directed edge from xc to xb. This
represents the inequality xb ≤ xc ≤ xa. Since we have xa ≤ xb, xa ≤ xb ≤ c and
xc ≤ xa, xa = xb (similarly where we begin with knowing xb ≤ xa).
Consider now the case where there is no directed edge between xa and xb
or xb and xa. We again require paths from xa to xb and vice versa in much the
same way as in the previous case. Where the two paths are distinct the same
reasoning as with the previous example follows: this leaves xa ≤ xb for one
path and xb ≤ xa for the other, therefore xa = xb. Where the two paths follow
the same nodes in opposite directions we can then, again assuming that xc is
on the path, without loss of generality, consider directed edges from xa to xc
and xc to xa, and directed edges from xc to xb and xb to xc. This represents the
equations xa = xc and xb = xc, therefore xa = xb.
Any other set of relations represented by the graph leads to one or both
paths from xa to xb being broken and therefore the transitive closure of that
graph would not show equality between xa and xb.
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
Having shown the ways in which equality can be entailed within lex con-
straints we now make an observation about the application of Rule 3′.
Corollary 3.3.1. Given a set of lexicographic ordering constraints, a pair of variables,
that are not the least significant pair in that particular constraint, can be discarded
using Rule 3′ if and only if it is entailed to be equal by Lemma 3.3.1 or the pair was
assumed to be equal under the actions of Rule 3′.
Additionally we note a relationship between the entailments derived from
assumptions over a set of variables and the entailments derived from assump-
tions over a subset of these variables.
Corollary 3.3.2. Given a set of lexicographic ordering constraints, L, on the set of
variables x1 . . . xn, and a set of equality constraints, C, between pairs of variables xi, x j,
a set of equalities, E, are entailed from Lemma 3.3.1. Given L and C′, C′ ⊂ C, a set of
inequalities E′, E′ ⊆ E, are entailed from Lemma 3.3.1.
We also establish a useful pattern in the simplification of a set of lexico-
graphic ordering constraints.
Lemma 3.3.2. Given a set of lexicographic ordering constraints C, and some c ∈ C of
the form x1 . . . xi ≤lex y1 . . . yi, the pair xi, yi can be discarded from c by Rule 2 if and
only if xi ≤ yi is entailed under the assumptions: x1 = y1, x2 = y2, . . ., xi−1 = yi−1.
This requires xi, or a variable assumed to be equal to xi, to appear on the left-hand side
of some c′ ∈ C, where c , c′.
Proof. Consider an inequality graph, G = (X,E), where xi ∈ X. Consider also
the graph G′, where G′ = G − {xi}, and G′t, the transitive closure of G′. Adding
xi to G′t with equivalent edges to and from xi, as in G, leaves a partial transitive
closure graph of G.
Assume first of all that xi has no edges to any other node in the graph. The
transitive closure of this new graph leaves xi disconnected since no path to or
from xi can exist, therefore the pair under consideration cannot be removed.
Assume now that there exists directed edges only from xi to G′t, indicating
that xi is less than or equal to some element(s) in G′, and representing xi
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appearing on the left hand side of some inequality in C. In this case it is
possible that there exists an edge from xi to yi, and the pair under consideration
could be removed.
The same idea can then be extended to sets of nodes larger than one. Where
xi = x j, there must still exist an edge from either xi or x j to G′t in order to show
that xi is less than another node in G.

3.4 Conclusions
This chapter examines the reduction rules for lexicographic ordering con-
straints and provides two graph based representations of their operation. One,
an activation graph, provides a temporal view of the progression of the reduc-
tion as well as providing an understanding of which variables provide support
for the removal of another by introducing the concept of an activation chain.
The second representation, an inequality graph, describes how an algorithm to
implement the reduction works computationally.
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Chapter 4
Minimal Formulae for Some
Families of Variable Symmetries
4.1 Introduction
The majority of work in this chapter, including all theorems and proofs, has
appeared in previous peer-review publications by the author of this thesis
[24][25][23].
The rules for the reduction of lexicographic ordering constraints can be an
effective way of reducing lex constraints which in turn reducing the solve time
of a given CSP However, these reductions come at a cost. Using the transitive
closure based algorithm proposed in [46] and discussed in Chapter 3 can be
prohibitively costly. The reduction of the lex constraints for S10 is not possible
within 24hrs and S13 begins to have memory difficulties on a 4Gb machine[24].
Groups of this family and size are very common in CSPs.
In this chapter we aim to eliminate the necessity to use the reduction algo-
rithms by describing minimal sets of ordering constraints that can be produced
in a time linear in the number of points the symmetry group acts on.
We examine 3 commonly-occurring symmetries in CSPs, as well as one
which is interesting from a mathematical point of view. These symmetries
form mathematical groups. We begin the chapter by describing these groups
and giving a CSP example that exhibits each of the three commonly-occurring
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groups. In the following sections we then describe a general formula for each
group that can be used to create a minimal sound-and-complete set of lex
constraints in linear time.
4.2 Symmetry Groups
4.2.1 Symmetric Groups
The symmetric group, Sn, is the group whose elements are the set of bijections
from {1, . . . ,n} into itself, of which there are n!. Symmetric groups arise fre-
quently as symmetries of CSPs, in particular whenever a set is modelled as a
list or an array we introduce the symmetric group on variables. This symmetry
is also present when we model a set of sets using set variables.
4.2.2 Example
Consider the following trivial CSP: ({x1, x2, x3}, di ∈ D = {1, 2, 3, 4, 5} for 1 ≤ i ≤
n,{x1 , x2, x2 , x3, x1 , x3}).
Here we can see that since all of the variables have the same domain, and
since each variable has the same constraints over it, that any variable can be
interchanged with any other. This CSP has symmetry group S3 on variables.
The permutations of this group are as follows.
(), (12), (13), (23), (123), (132)
The lexicographic ordering constraints required to break this symmetry are
described below, one for each permutation, in the order they appear above.
x1x2x3 ≤lex x1x2x3
x1x2x3 ≤lex x2x1x3
x1x2x3 ≤lex x3x2x1
x1x2x3 ≤lex x1x3x2
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x1x2x3 ≤lex x2x3x1
x1x2x3 ≤lex x3x1x2
Running the reduction algorithm on these constraints produces the follow-
ing reduced set of lex constraints.
x1 ≤lex x2
x2 ≤lex x3
Section 4.3.1 describes how these constraints could be obtained without
running the reduction algorithm.
4.2.3 Cyclic Groups
If all elements of a group C can be written as powers of some fixed ρ ∈ C then
C is cyclic. Just as the name suggests, the cyclic groups describe symmetries
where variables can permute directly with their neighbour on the right, cycling
back round to the left for the rightmost variable. Combinations of these per-
mutations produce n distinct permutations in a CSP with n variables. In this
subsection we detail a problem that exhibits cyclic symmetry, then describe a
set of lex constraints for breaking the cyclic group in that problem. Additionally
we will describe the minimal set of lex constraints produced upon reduction of
the complete set using the reduction rules.
4.2.4 Example
The general personnel scheduling problem is to assign tasks to staff mem-
bers while satisfying a variety of different constraints. The following simple
example exhibits cyclic symmetry.
Given n personnel and δ days, for each day, assign each person to one of
the shifts {AM, PM, Night, Holiday}.
Such that:
• Coverage: All non-holiday shifts are covered by at least one person.
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day 1 day 2 day 3 day 1 day 2 day 3 day 1 day 2 day 3
per1 AM N H N H AM H AM N
per2 PM H N H N PM N PM H
per3 N PM AM PM AM N AM N PM
per4 H AM PM AM PM H PM H AM
Figure 4.1: Three symmetric schedules for the personnel scheduling problem
instance, where days = 3, people = 4, shifts = {AM,PM,H,N}.
• Shift Pattern: A night shift for a particular person is preceded by either
an AM shift or a Holiday.
• Shift Pattern: A night shift for a particular person is followed by a
Holiday or a PM shift.
The schedule is to be repeated, so day δ can be viewed as preceding day 1.
For a problem with four people and three days, a set of cyclic symmetric
solutions is shown in Figure 4.1.
Clearly, we can cycle the days. We cannot however freely interchange them
because of the constraints which disallow certain shifts to precede and to come
after a night shift. We also can’t reverse the schedule because this would require
reversing the night shift constraints.
Part of the symmetry group in the above problem is C3. We can break this
symmetry by ordering the per1 row of the problem.
The permutations of C3 are as follows.
(), (123), (132)
The lexicographic ordering constraints required to break this symmetry on
the set, X = {x1, x2, x3}, are described below, one for each permutation except
the identity, in the order they appear above.
x1x2x3 ≤lex x2x3x1
x1x2x3 ≤lex x3x1x2
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Running the reduction algorithm on these constraints produces the follow-
ing reduced set of lex constraints.
x1 ≤lex x2
x1x2 ≤lex x2x3
Section 4.3.2 describes how these constraints could be obtained without
running the reduction algorithm.1
4.2.5 Dihedral Groups
The dihedral group Dn is the symmetries of a regular n-sided shape, for example
D4 is the symmetry group of the square. Let the permutations
a = (1, 2, . . . ,n)
and
b = (1,n)(2,n − 1) . . . (bn/2c, d(n + 3)/2e).
All elements of Dn have a unique decomposition as a product of the form aib j
for 0 ≤ i ≤ n − 1 and 0 ≤ j ≤ 1. The set of elements for which j = 0 forms the
cyclic group of order n, whereas the elements aib all have order 2.
4.2.6 Example
Figure 4.2a defines the Circular (or Modular) Golomb Ruler problem. Two
solutions to the instance of this problem where n is 7 and m is 3 are shown in
Figure 4.2b. Clearly, these solutions are symmetric: one can be obtained from
the other via rotation. Furthermore, we can obtain a third and fourth solution
by reflecting in a vertical line the two solutions in the figure. The symmetry
group here is D3.
The permutations of D3 are as follows.
1Although in this example the people in AM are all different and we could use Puget’s
alldifferent constraints[35], we can imagine a much larger schedule where a person would be
require to work more than one AM shift
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a) Circular Golomb Ruler Problem: b)
Given a circle with circumference
n, place m ticks at integer points
around the circle such that all
inter-tick distances along the
circumference are distinct.
(n and m are both positive
integers).
Figure 4.2: Specification of the Circular Golomb Ruler problem. Symmetric
solutions to the length 7, 3-tick Circular Golomb Ruler problem.
(), (12), (13), (23), (123), (132)
The lexicographic ordering constraints required to break this symmetry on
the set of ticks, X = {x1, x2, x3}, are described below, one for each permutation
except the identity, in the order they appear above.
x1x2x3 ≤lex x1x2x3
x1x2x3 ≤lex x2x1x3
x1x2x3 ≤lex x3x2x1
x1x2x3 ≤lex x1x3x2
x1x2x3 ≤lex x2x3x1
x1x2x3 ≤lex x3x1x2
Running the reduction algorithm on these constraints produces the follow-
ing reduced set of lex constraints.
x1 ≤lex x2
x2 ≤lex x3
It is unsurprising that these are the same set as one would require for the
symmetric group S3 since S3 = D3. It should be noted however that for larger
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values of n, Sn , Dn. Section 4.3.3 describes how these constraints could be
obtained without running the reduction algorithm.
4.2.7 Alternating Groups
Any permutation can be written as a product of cycles of length 2, called trans-
positions[31]. In terms of a CSP these can be thought of as individual variable
permutations with one other variable. Combining these permutations can pro-
duce any permutation. There is usually more than one way of writing any
given permutation as a product of transpositions, but the parity of the number
of transpositions occurring in all such products is fixed[31]. The alternating
group An on n points is the subgroup of the symmetric group Sn that contains
all of the permutations that can be written as a product of an even number of
transpositions. It contains exactly half of the permutations of the symmetric
group, and hence could be expected to have a similarly small set of minimal
lex constraints. We therefore decided to investigate these symmetries.
4.2.8 Example
Consider the alternating group A4. The permutations of this group are as
follows.
(), (2, 3, 4), (2, 4, 3), (1, 2)(3, 4), (1, 2, 3), (1, 2, 4), (1, 3, 2),
(1, 3, 4), (1, 3)(2, 4), (1, 4, 2), (1, 4, 3), (1, 4)(2, 3)
The lexicographic ordering constraints required to break this symmetry
on the set of variables X = {x1, x2, x3, x4} are described below, one for each
permutation except the identity, in the order they appear above.
x1x2x3x4 ≤lex x1x3x4x2
x1x2x3x4 ≤lex x1x4x2x3
x1x2x3x4 ≤lex x2x1x4x3
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x1x2x3x4 ≤lex x2x3x1x4
x1x2x3x4 ≤lex x2x4x3x1
x1x2x3x4 ≤lex x3x1x2x4
x1x2x3x4 ≤lex x3x2x4x1
x1x2x3x4 ≤lex x3x4x1x2
x1x2x3x4 ≤lex x4x1x3x2
x1x2x3x4 ≤lex x4x2x1x3
x1x2x3x4 ≤lex x4x3x2x1
Running the reduction algorithm on these constraints produces the follow-
ing reduced set of lex constraints.
x2 ≤lex x3
x2x3 ≤lex x4x2
x1x3 ≤lex x2x4
Section 4.3.4 gives a method to produce these constraints for any n, without
running the reduction algorithm.
4.3 Minimal sets of lexicographic ordering constraints
for some families of groups
In this section we expand upon Section 4.2 by defining formulae capable of pro-
ducing minimal sets of constraints for some infinite families of groups without
the need to use costly reduction algorithms.
Definition 4.3.1. Minimal w.r.t. to Rules 1, 2 and 3.
A set of lex constraints is minimal w.r.t. Rules 1, 2 and 3 if no further reductions are
possible using these three rules.
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In each case we produce a number of lex constraints that is linear in the
number of variables, and show that our new set of constraints is logically
equivalent to the full set of lex-leader constraints. We also show that our new
set of constraints is minimal.
4.3.1 Symmetric Groups
The symmetric groups are described in Section 4.2. We begin by defining the
general formula. Given the symmetry Sn, this formula produces n−1 inequality
constraints. This compares to n! lex constraints of arity 2n without reduction.
The proofs for the following definition are contained within Theorems 4.3.1
and 4.3.2.
Definition 4.3.2. The general formulae for the production of lex constraints to break
the symmetry group Sn over variables {x1, . . . , xn} is:
xi ≤ xi+1 for 1 ≤ i ≤ n − 1
We now show that the constraints produced by Definition 4.3.2 are sound
and complete by showing they are equivalent to a complete set of lex constraints
which are shown to be both sound and complete in [10].
Theorem 4.3.1. Given a CSP with n decision variables {x1, x2, . . . , xn} whose sym-
metry group is Sn on variables, the set of symmetry breaking constraints given in
definition 4.3.2 is sound and complete.
Proof. We first show that the complete set of lex-leader constraints entail our
constraints, then show that the reduced set of constraints entails the lex-leader
constraints. Since the lex-leader constraints are complete, the reduced set of
constraints are complete.
Lex-leader constraints imply the reduced set of constraints as the reduced
set is a set of prefixes of a subset of the lex-leader constraints.
The reduced set of constraints entails the complete set of lex-leader con-
straints since the lex-leader constraints break every permutation of Sn, which is
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every possible permutation of n variables. The reduced set implies that x1 . . . xn
is sorted, which breaks every possible permutation of n variables.

Next we prove that the general formula for Sn produces minimal constraints
in that no applications of the reduction rules are possible.
Theorem 4.3.2. The reduced set of symmetry breaking constraints for Sn described in
Definition 4.3.2 is minimal.
Proof. Theorem 3.1.1 states that the minimum number of binary inequalities
required to break symmetry is n − 1, where n is the order of the symmetry
group. There are n − 1 inequalities in the reduced set of symmetry breaking
constraints for Sn therefore they cannot be reduced further by Rules 2 or 3’ and
are minimal.

4.3.2 Cyclic Groups
The cyclic groups are described in Section 4.2. We begin by defining the
general formula. Given the symmetry Cn, this formula produces n − 1 lex
constraints with average arity n. This compares to n lex constraints of arity
2n without reduction. The proofs for the following definition are contained
within Theorems 4.3.3 and 4.3.4.
Definition 4.3.3. The general formulae for the production of lex constraints to break
the symmetry group Cn over variables {x1, ..., xn} is:
x1 ≤ x2
x1x2 ≤lex x3x4
x1x2x3 ≤lex x4x5x6
...
x1x2 . . . xn/2+1 ≤lex xn/2+2 . . . xnx1x2 n even
x1x2 . . . x(n−1)/2x(n+1)/2 ≤lex x(n+3)/2 . . . xnx1 n odd
...
x1x2 . . . xn−1 ≤lex xnx1 . . . xn−2
41
4.3 Minimal sets of lexicographic ordering constraints for some families of
groups
We now show that the constraints produced by Definition 4.3.3 are sound
and complete by showing they are equivalent to a complete set of lex constraints
which are shown to be both sound and complete in [10].
Theorem 4.3.3. Let A be a CSP with n decision variables, {x1, x2, . . . , xn}. If the
symmetry group of A is a cyclic group of variable symmetries then the lex constraints
C generated by the formula in Definition 4.3.3 are sound and complete.
Proof. We show that C is equivalent to the lex-leader constraints for Cn, namely
x1 . . . xn ≤lex xk+1 . . . xnx1 . . . xk (1)
for 1 ≤ k < n.
We will refer to the ith constraint in C as ci. To see that the lex-leader
constraints entail C, note that each constraint in C is an initial subsequence of
one of the lex-leader constraints, and so is certainly entailed.
We now prove the converse. We wish to show that C entails (1) for 1 ≤ k < n.
The constraint ck is x1 . . . xk ≤lex xk+1 . . . xm, where m = 2k if k ≤ n/2 and m = 2k−n
otherwise. So the prefix of length k of (1) holds.
We need to prove that from the assumptions x1 = xk+1, x2 = xk+2, . . . , xk = xm
we can deduce
xk+1 . . . xn ≤lex x2k+1 . . . xnx1 . . . xk. (2)
We have x1 . . . xk = xk+1 . . . xm, so we can rewrite the left-hand side of (2)
as x1 . . . xkxm+1 . . . xn. The constraint c2k is x1 . . . x2k ≤lex x2k+1 . . . xp where p =
(4k−1 mod n) + 1. Thus the initial subsequence of length k of (2) holds, and we
may assume without loss of generality that k < n/2, and that x1 = xk+1 = x2k+1,
x2 = xk+2 = x2k+2, . . ., xk = x2k = x3k.
If n is divisible by k then by following the pattern above (1) holds.
Assume that n is not divisible by k, let b = bn/kc and d = n mod k so that
n = bk + d. We must show that
xbk+1 . . . xn ≤lex x(b+1)k−n+1 . . . xk. (3)
Note that (3) has length d and d < k, also note that (b + 1)k− n + 1 = bk + d− n +
k − d + 1 = k − d + 1.
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Consider the constraint ck−d, namely
x1 . . . xk−d ≤lex xk−d+1 . . . x2k−2d,
and recall that by assumption x1 . . . xd = xbk+1 . . . xbk+d, with bk+d = n. If k−d ≥ d
then the first d pairs of variables in ck−d are precisely what we need to prove.
Therefore, we assume that k − d < d, and show that under the additional
assumption xbk+1 . . . x(b+1)k−d = xk−d+1 . . . x2k−2d that
x(b+1)k−d+1 . . . xd ≤lex x2k−2d+1 . . . xk.
Our initial assumption that xi = xk+i for 1 ≤ i ≤ k implies that x(b+1)k−n+i = xi
for 2k − 2d + 1 ≤ i ≤ k, hence constraint (1) is entailed for 1 ≤ k < n.

Before the next lemma we consider what happens to the constraint c12 for
the cyclic group C15 when we assume equality in the first 11 pairs of variables.
In order to demonstrate the significanc of these equalities we step through the
assumptions, starting with the first 3 then moving up towards 11.
c12 : x1x2x3 x4x5x6 x7x8x9 x10x11x12 ≤lex x13x14x15 x1x2x3 x4x5x6 x7x8x9
We assume that x1 = x13, that x2 = x14 and that x3 = x15. Then the most
significant variables appear on the right hand side of the constraint, producing
equality classes {x1, x13, x4}, {x2, x14, x5} and {x3, x15, x6}. Next the variables x4, x5
and x6 appear on the right hand side of the constraint, enlarging the equality
classes to {x1, x13, x4, x7}, {x2, x14, x5, x8}, {x3, x15, x6, x9}. The final two assumptions
enlarge the first two equality classes to {x1, x13, x4, x7, x10} and {x2, x14, x5, x8, x11}.
This pattern is explored further in the following lemma.
Lemma 4.3.1. Given the minimal set of lex constraints produced by the formula in
definition 4.3.3 Mc, with n = |Mc|, required to break a cyclic group symmetry, if
i > n/2 then the assumption of equality in the first (i− 1) pairs of variables in ci ∈Mc
produces n − i distinct equality classes of size greater than 1 between the variables
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involved in that constraint. If i ≤ n/2 then (i − 1) equality classes of size greater than
1 are produced.
Proof. We first consider the case that i ≤ n/2. Then ci ∈ Mc is x1 . . . xi ≤lex
xi+1 . . . x2i. All variables in ci are distinct, hence i − 1 equality classes of size
greater than 1 are created.
For the rest of the proof we assume that i > n/2, so ci is
x1 . . . xi ≤lex xi+1 . . . xnx1 . . . x2i−n.
The n − i most significant pairs in ci contain distinct variables x1, . . . , xn−i, xi+1,
. . . , xn.
We assume that x1 = xi+1, x2 = xi+2, . . ., xn−i = xn. After these n − i pairs of
variables there is a repeat of x1x2x3 . . . x(n−i), this time on the right hand side.
We assume that x1x2x3 . . . xn−i = x(n−i)+1x(n−i)+2 . . . x2(n−i).
We now have n−i equality classes, each involving 3 variables, e.g. x1 = xi+1 =
x(n−i)+1. The pattern then continues with x(n−i)+1x(n−i)+2 . . . x2(n−i) appearing on the
right hand side, assumed to be equal to the next n−i variables, x2(n−i)+1, . . . , x3(n−i).
This pattern continues until the pair of variables that would be under consid-
eration if we were applying the reduction rules, namely xi ≤ x2i−n.
As the number of variables in each equality class grows, the additions are
variables that have not appeared before. Therefore the initial n − i equality
classes will never merge.
The new variables are always assumed to be equal to a variable currently
in an equality class of size greater than 1, so there will never be more than n− i
equality classes of size greater than 1. 
Next we prove that the general formula for Cn produces a minimal set of
constraints by showing that further applications of the reduction rules will not
change the set of constraints.
Theorem 4.3.4. The reduced set of symmetry breaking constraints for Cn described in
Definition 4.3.3 is minimal.
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Proof. We consider Rules 2 and 3’ in turn, showing that each constraint can be
reduced no further.
Rule 2: We start by showing that no further application of Rule 2 is possible by
examining an arbitrary constraint ck. The pair under consideration for removal
from ck by Rule 2 is: xk ≤lex xm, where m = 2k if 2k ≤ n and m = 2k − n if 2k > n.
First note that if 2k ≤ n then we have equality classes x1 = xk+1, x2 =
xk+2, . . . , xk−1 = x2k−1. The constraints ci with i < k have most significant pairs
x1 ≤ x2, x1 ≤ x3, . . . , x1 ≤ xk−1. The constraints ci with i > k have most significant
pairs x1 ≤ xk+2, x1 ≤ xk+3, . . ., x1 ≤ xn−1. In order to use less significant pairs
of variables in these constraints we must show equality in these initial pairs,
however they all lie in distinct equality classes. Thus we never assume xk to be
less than or equal to anything, and ck cannot be reduced further.
We now assume that 2k > n, so that the pair under consideration for removal
from ck by Rule 2 is xk ≤ xm, where m = 2k − n.
By Lemma 4.3.1, the first n − k decision variables are never assumed to be
equal to each other. Notice also that these n − k variables are equal to the last
n − k variables respectively, i.e. x1 = xk+1, x2 = xk+2, . . . , xn−k = xn.
The equality classes not containing x1 contain the variables xk+2, . . . , xn.
These are the right hand variables of the most significant pairs of ci for i > k.
Therefore the Rule 2 assumptions of equality alone are not enough to deduce
equality in these most significant pairs and as such we cannot use less signifi-
cant pairs to justify the removal of xk ≤ xm.
We now consider the lower arity constraints. We have equality in the most
significant pairs of cn−k, c2(n−k), . . .. This is simply because the left hand element
in the pair is always x1, and Lemma 4.3.1 shows us that x1 is equal to every
(n − k)th element. In these constraints, we find that the pairs of variables are
matched to those in the equality classes that we are assuming exist from ck.
This is because the equality relations step along in groups of n − k.
The first distinct pair of variables in each constraint which are not assumed
to be equal is the pair with xk on its right hand side, hence at most we may
deduce that xk is greater than another variable. Since xk has not been assumed to
be equal to anything else and since nothing we have done so far has entailed its
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equality with anything else, we cannot deduce that xk ≤ xm. This is a condition
of Rule 2, therefore no further reduction is possible.
Rule 3’: We now consider the application of Rule 3’ on pairs of variables which
are not least significant in their respective constraints. First we show that, as
with application of Rule 2 on the least significant pairs, the assumptions and
implied equalities are insufficient to entail equality in the most significant pairs
of constraints of a larger arity.
The set of assumed equalities in application of Rule 3’ on a pair of variables
which are not least significant is a subset of the set of assumed equalities in the
application of Rule 2 on the same constraint. Therefore, by Corollary 3.3.2, the
most significant pairs in constraints ci for i > k are never assumed to be equal.
We now show that constraints ci for i < k do not entail equality in xi ≤ x j.
where 1 ≤ i ≤ (k − 1), and j = i + k if k ≤ n/2 or j = i − (n − k) if k > (n/2).
Since all variables on any one side of a lex constraint are distinct, and since
in the reduced set of cyclic lex constraints any variable occurs on the left hand
side of the constraint before it occurs on the right hand side, the variable xi is
never assumed to be equal to any other variable in the application of Rule 3’.
By Lemma 3.3.1, to show xi = x j we require xi to appear on the left hand side
of another constraint.
The variable xi appears on the left hand side of constraints ci, ci+1, . . . , ck−1.
These constraints have most significant pairs x1 ≤ xi+1, x1 ≤ xi+2, . . . , x1 ≤ xk.
We assume equalities between certain pairs of the variables x1, . . . , xi−1 and
xk+1, . . . , xn, but no equalities in the most significant pairs of the constraints
ci, ci+1, . . . ck−1.
Examining Lemma 3.3.1, we require one of xi+1, xi+2, . . . , xk to appear on the
left hand side of another pair to be able to deduce equality. The only constraints
cl for l < k, that have these variables on the left hand side are those where we
are currently trying to deduce equality in the most significant pairs. Therefore
we cannot consider any pairs, other than the most significant, in any of the
constraints ci, ci+1, . . . ck−1.
There is no support for the removal of xi ≤ x j by Rule 3’, so the reduced set
of lex constraints for the cyclic group is minimal.

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4.3.3 Dihedral Groups
The dihedral groups are described in Section 4.2. We begin by defining the
general formula. Given thegroup of symmetries Dn, this formula produces
2n − 5 lex constraints with average arity n. This compares to n lex constraints
of arity 2n without reduction. The proofs for the following definition are
contained within Theorems 4.3.5 and 4.3.6.
Definition 4.3.4. We define a set of 2n− 5 symmetry breaking constraints as follows.
First, the constraints ci from the cyclic group for 2 ≤ i ≤ n − 3:
x1x2 ≤lex x3x4
x1x2x3 ≤lex x4x5x6
...
x1x2 . . . xn/2+1 ≤lex xn/2+2 . . . xnx1x2 n even
x1x2 . . . x(n−1)/2x(n+1)/2 ≤lex x(n+3)/2 . . . xnx1 n odd
...
x1x2 . . . xn−3 ≤lex xn−2x1 . . . xn−6
Then a further n − 1 constraints γi and δ j. If n = 2k + 1 is odd we define s = 2,
t = 1 and u = 0, otherwise n = 2k is even, and we let s = 1, t = 0 and u = 1. Then
define
γi : x1 . . . xix2i+1 . . . xk+i ≤lex x2i . . . xi+1xn . . . xk+i+s 1 ≤ i ≤ k − u
δ j : x1 . . . x jx2 j+2 . . . xk+ j+t ≤lex x2 j+1 . . . x j+2xn . . . xk+ j+2 0 ≤ j ≤ k − 1.
Note that the substrings of variables on the left hand side of γi and δ j occur in increasing
order, whilst those on the right hand side occur in decreasing order: if the subscripts
at each end of the substring are decreasing on the left hand side, or increasing on the
right hand side, then the substring is empty.
We now show that the constraints produced by Definition 4.3.4 are sound
and complete by showing they are equivalent to a complete set of lex constraints
which are shown to be both sound and complete in [10].
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Theorem 4.3.5. Let P be a CSP with n decision variables, {x1, x2, . . . , xn}. If the
symmetry group of P is the dihedral group Dn on variables then the set of symmetry
breaking constraints produced by Definition 4.3.4 is sound and complete.
Proof. Let
a = (1, 2, . . . ,n)
and
b = (1,n)(2,n − 1) . . . (bn/2c, d(n + 3)/2e)
be permutations generating the group Dn
The constraints can be divided into two sets. Those derived from the cyclic
group symmetry over the same decision variables, namely the cis, and those
derived from the remainder of the dihedral group permutations, namely the
γis and δ js.
The constraints ci for 2 ≤ i ≤ n − 3.
We have three fewer constraints than for Cn. These three constraints break the
symmetry represented by the permutations a, an−2 and an−1, and would corre-
spond to constraints c1, cn−2 and cn−1. We show that these missing constraints
are entailed by the remaining constraints.
The constraint corresponding to the permutation a is x1 ≤ x2, which is
entailed by γ1.
The constraint corresponding to the permutation an−1 is
x1 . . . xn−1 ≤lex xnx1 . . . xn−2.
We show that cn−1 is implied by the other constraints. Consider the first pair
of variables, x1 ≤ xn. Constraint δ0 has most significant pair x2 ≤ xn, and the
entailed constraint c1 states that x1 ≤ x2, which together imply that x1 ≤ xn.
Assuming equality in the first z pairs of variables of cn−1 forces
x1 = xn = x2 = x3 = . . . = xz where 2 ≤ z ≤ n − 2.
The next pair under consideration is xz+1 ≤ xz.
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First assume that z = 2i ≤ n − 2 is even, then the constraint γi is
x1 . . . xix2i+1 . . . xk+i ≤lex x2ix2i−1 . . . xi+1xn . . . xk+i+s,
where s = 2 or 1 according to whether n is odd or even. The first i pairs of
variables in this constraint have been assumed to be equal, so we deduce that
x2i+1 = xz+1 ≤ xn = xz, as required.
Next assume that z = 2i + 1 ≤ n − 2 is odd, then constraint δi is
x1 . . . xix2i+2 . . . xk+i+t ≤lex x2i+1x2i . . . xi+2xn . . . xk+i+2,
where t is 0 or 1 according to whether n is even or odd. Since the first z pairs
of variables in this constraint have been assumed to be equal, we deduce that
xz+1 = x2i+2 ≤ xn = xz, as required. Hence cn−1 is entail.
Finally we consider the constraint corresponding to an−2, namely cn−2 which
is
x1x2 . . . xn−2 ≤lex xn−1xnx1 . . . xn−4.
The inequality x1 ≤ xn−1 is the most significant pair in δk−1 (even values of
n) or γk (odd values of n). Also, x2 ≤ xn is the most significant pair in δ0. If we
assume that x1 = xn−1 and x2 = xn, then δ0 gives x3 ≤ xn−1 = x1, as required.
Let us now consider the general case xz+1 ≤ xz−1 for 3 ≤ z ≤ n− 2, so that we
assume that x1 = xn = x3 = x5 = · · · and x2 = xn−1 = x4 = · · · , with the highest
subscript (other than n or n− 1) in an equality class of size greater than 1 being
xz. If z = 2i + 1 is odd then the constraint δi has the first n pairs of variables
equal, so we deduce that x2i+1 = xz+1 ≤ xn = xz−1. If z = 2i is even then the
constraint δi−1 has first i− 1 pairs of variables equal. We then find x2i = xz = xn,
so continuing to the next variable we deduce x2i+1 = xz+1 ≤ xn−1 = xz−1, as
required.
Since the missing constraints from the cyclic set, which themselves are
known to be complete from Theorem 4.3.4, are implied by the additional con-
straints to break the dihedral symmetry, the reduced set of cyclic constraints
are complete with respect to the cyclic symmetry in the dihedral group.
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The remaining constraints
Next we show that the reduced set of lex-constraints imply all constraints
corresponding to the remaining elements of the dihedral group, namely those
of the form aib. Recall that the elements of the form aib have order 2, and so are a
product of disjoint 2-cycles. The second variable of each 2-cycle will be deleted
from each constraint by Rule 1. Also, when n is even, half of the permutations
aib fix two variables, which will also be deleted by Rule 1: these correspond to
δi for 0 ≤ i ≤ k − 1.
The full set of lex constraints has n symmetry breaking constraints for the
remaining dihedral permutations, but the reduced set only has n − 1. The
constraint which breaks the symmetry
b = (1,n)(2,n − 1) . . . (bn/2c, d(n + 2)/2e)
has been completely removed. We now show that this constraint is entailed by
the reduced set of constraints. The unreduced form of this missing constraint
ck is
x1 . . . xn ≤lex xnxn−1 . . . x1.
We consider the implied constraint cn : x1 . . . xn ≤lex xnx1 . . . xn−2,which has
most significant pair x1 ≤ xn. These are the first pair of variables in ck.
Consider now an arbitrary pair xz ≤ xn−z+1 for 2 ≤ z ≤ n/2. When consid-
ering this pair for removal we assume that x1 = xn, x2 = xn−2, . . ., xz−1 = zn−z.
Therefore from cn and c1 we deduce x2 = x1 = xn = xn−2. We then deduce from
cn and ci that xi = x1 for i ∈ {1, . . . ,n}. Hence the rest of ck is entailed and can be
removed.
We have shown that the reduced set of lex ordering constraints for the
dihedral group implies the complete set. Since the converse is clear we conclude
that the reduced set of dihedral lex constraints is sound and complete.

Next we prove that the general formula for Dn produces minimal constraints
in that no applications of the reduction rules are possible.
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Theorem 4.3.6. The reduced set of dihedral group symmetry breaking constraints
described in Definition 4.3.4 is minimal.
Proof. The constraints can be divided into two sets. Those derived from the
cyclic group symmetry over the same decision variables, namely the cis, and
those derived from the remainder of the dihedral group permutations, namely
the γis and δ js.
The constraints ci for 2 ≤ i ≤ n − 3.
We first consider reduction of the part of the constraints resembling those
of the cyclic reduced lex constraints. We know from Theorem 4.3.4 that the
constraints ci, for 2 ≤ i ≤ n − 3, cannot be reduced using only each other as
support. We therefore look to using the set of constraints generated by γi and
δ j, for 1 ≤ i ≤ k − u and 0 ≤ j ≤ k − 1.
Consider the pair, xb ≤ xd, for removal by Rule 2 or Rule 3’ to be in the
constraint ck, 2 ≤ k ≤ n− 3. From Lemma 4.3.1 we can see that the assumptions
made in the application of the rules will create at most n−k equivalence classes.
Suppose that these assumed equalities entail equality in the most significant
pair, x1 ≤ xm, in some γi or δ j, for 2 ≤ i ≤ k−u and 2 ≤ j ≤ k−1. We will consider
δ0, δ1, and γ1 as special cases later. The next most significant pair, x2 ≤ xm−1, is
then entailed. We first show that x2 is not entailed to be equal to xm−1. Using
Lemma 4.3.1, since x1 = xm, then xm−1 = xn−k. The minimum value of n − k is 3,
therefore x2 is never entailed to equal xm−1, as such we cannot consider other
less significant pairs in that constraint.
We now show that x2 ≤ xm−1 itself cannot provide support for the removal
of any pair in ci, for 2 ≤ i ≤ n − 3. Notice that xb is never assumed to be equal
to any other variable under the actions of Rules 2 and 3′, as such for x2 ≤ xm−1
to provide support for the removal of xb ≤ xd, we require b = 2.
First consider the case where xb ≤ xd is the least significant pair, and therefore
we reduce using Rule 2. Observe that the only constraint where x2 occurs on
the left hand side of any least significant pair is in the constraint x1x2 ≤ x3x4.
Assuming x1 = x3 allows us to inspect the next most significant pair in only
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one constraint. This is the constraint beginning x1x4 ≤lex x3xn. Obviously this
provides no support for the removal of x2 ≤ x4.
Next we consider the case where xb ≤ xd is not the least significant pair, and
as such we reduce using Rule 3′. Since xb is not assumed to equal anything
else we can only consider pairs with x2 on the left hand side. If the pair under
consideration is x2 ≤ xm+1, then x1 = xm, and x2 ≤ xm−1 is entailed by some
constraint γi or δ j, for 2 ≤ i ≤ k−u. Since xm−1 is not assumed equal to anything
else, x2 ≤ xm−1 cannot provide support for the removal of x2 ≤ xm+1.
As special cases consider support from the constraints generated by δ0,
δ1,and γ1.
δ0 produces the constraint with most significant pair x2 ≤ xn. We know that
xn is assumed to be equal to xn−k. Since the minimum value of n − k is 3, x2 is
never assumed to be equal to xn.
δ1 produces the constraint with most significant pair x1 ≤ x3. The only time
x1 is assumed to equal x3 is in the case described above, in all other cases, since
n − k is at least 3, this is not the case.
γ0 has most significant pair x1 ≤ x2. Again, since n − k is at least 3, x1 is
never assumed to be equal to x2.
The remaining constraints
We now consider reducing the remaining constraints. First notice that every
variable in any one of these constraints is distinct. Considering the pair xb ≤ xd
for removal in the constraint with most significant pair x1 ≤ xm allows us to
assume x1 = xm. Notice also that every other constraint, with the exception of
δ0 which we will consider as a special case, has x1 on the left hand side of its
most significant pair.
Assuming x1 = xm allows us to inspect the next most significant pair in at
most one other constraint. The next most significant pair in this constraint is
x2 ≤ xm+1. We now consider two cases.
Consider the case where b , 2. Here we either assume that x2 = xm−1 or
we don’t assume anything about x2. In both examples x2 is not assumed equal
to xm+1 and as such we cannot deduce inequalities from less significant pairs
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in that constraint. Note also that since all variables in the constraint under
consideration are distinct that the pair x2 ≤ xm+1 cannot provide support for the
removal of xb ≤ xd.
Now consider the case where b = 2. The pair under consideration in this
case is x2 ≤ xm−1, with the exception of γ1, which we consider as a special case.
Here we assume nothing about x2. Since all variables in the constraint under
consideration are distinct the pair x2 ≤ xm+1 cannot provide support for the
removal of x2 ≤ xm−1.
We can only inspect the most significant pair in γ1 since the most significant
pair is x1 ≤ x2, and x1 is never assumed to be equal to x2.
Where δ0 is the constraint under consideration we make no assumptions
about x1. Since all other constraints have x1 in their most significant pair we
can consider no less significant pairs.

4.3.4 Alternating Groups
The alternating groups are described in Section 4.2. We begin by defining
the general formula. Given the symmetry An, this formula produces n − 1
lex constraints of arity 4. This compares to n!/2 lex constraints of arity 2n
without reduction. The proofs for the following definition are contained within
Theorems 4.3.7 and 4.3.8.
Definition 4.3.5. The general formulae for the production of lex constraints to break
the symmetry group An over variables {x1, . . . , xn} is:
xn−2 ≤ xn−1 (c1)
xn−2xn−1 ≤lex xnxn−2 (c2)
xixn−1 ≤lex xi+1xn (c3,i), 1 ≤ i ≤ n − 3
We now show that the constraints produced by Definition 4.3.5 are sound
and complete by showing they are equivalent to a complete set of lex constraints
which are shown to be both sound and complete in [10].
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Theorem 4.3.7. Let P be a CSP with n decision variables, {x1, x2, . . . , xn}. If the
symmetry group of P is An on variables then the set C of symmetry breaking constraints
given in definition 4.3.5 is sound and complete.
Proof. We first show that C is implied by the lex-leader constraints. The per-
mutation (n − 2,n − 1,n) = (n − 2,n)(n − 1,n) ∈ An entails c1 and the permu-
tation (n − 2,n,n − 1) = (n − 2,n − 1)(n,n − 1) entails c2. Finally, we have
(xi, xi+1)(xn−1, xn) ∈ An for 1 ≤ i ≤ n − 3, yielding c3,i.
We now consider the converse and show that C entails the full set of lex-
leader constraints, of size (n!/2)−1. Considering c1 and the first pair of variables
in c3,i, we see that the first n−1 variables are sorted. The first pair of variables in
c2, namely xn−2 ≤ xn ensures that the variables x1, x2, . . . , xn−2, xn are also sorted.
So the only possibly unbroken symmetries move xn−1 and xn. Since the per-
mutation swapping (xn−1, xn) is odd, for there to be any remaining symmetries
either xn−1 = xn−2, or xn = xn−2, or some of the other variables have equal values.
If xn−1 = xn = xn−2 then there are no further symmetries to break, since
x1, . . . , xn is now sorted.
If exactly one of xn−1 and xn is equal to xn−2, then the other one is greater. If
xn−2 = xn < xn−1 then we are violating c2. Therefore xn−2 = xn−1 so the solution
is already minimal.
If xn−1, xn , xn−2 then both xn−1 and xn are strictly greater than xn−2 so the
biggest two values occur at the end of the list of variables. This will be lex
minimal under the alternating group unless xn−1 > xn and there are two equal
values (say xi, xi+1) somewhere else in the full assignment. However in this
instance we would violate the constraint c3,i.

Next we prove that the general formula for An produces minimal con-
straints, by showing that no applications of the reduction rules are possible.
Theorem 4.3.8. The set of symmetry breaking constraints given in definition 4.3.5 is
minimal.
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Proof. Application of Rule 2 for the removal of c1 starts with the inequalities
xn−2 ≤ xn and xi ≤ xi+1 for 1 ≤ i ≤ n − 3. This ensures x1 ≤ x2 ≤ . . . ≤ xn−2 ≤ xn.
The constraint c1 is not entailed and therefore cannot be removed by Rule 2.
To reduce c2 by Rule 2 we begin with the (in)equalities xn−2 = xn, xn−2 ≤ xn−1
and xi ≤ xi+1 for 1 ≤ i ≤ n − 3. The transitive closure of these (in)equalities
entails x1 ≤ x2 ≤ . . . ≤ xn−2 and xn = xn−2 ≤ xn−1. The inequality xn−1 ≤ xn−2 is
not entailed and cannot be removed by Rule 2.
To reduce c3, j by Rule 2 we begin with the (in)equalities x j = x j+1, that
xi ≤ xi+1 for 1 ≤ i ≤ n − 3 with i , j, that xn−2 ≤ xn−1, and that xn−2 ≤ xn.
The transitive closure of these relations shows that x1 ≤ x2 ≤ . . . ≤ x j, that
x j+1 ≤ x j+2 ≤ . . . ≤ xn−2 ≤ xn−1 and that xn−2 ≤ xn. The inequality xn−1 ≤ xn is not
entailed and cannot be removed by Rule 2.
Consider now the action of Rule 3’ on C. Rule 3’ considers all but the least
significant pairs in any constraint for removal, and so is not applicable to c1
and c2. To apply Rule 3’ to xi ≤ xi+1 in c3,i with 1 ≤ i ≤ n − 3, we start with
the inequalities xn−2 ≤ xn−1, xn−2 ≤ xn, and that x j ≤ x j+1 for 1 ≤ j ≤ n − 3 with
j , i. By Lemma 3.3.2, we require xi to appear on the left hand side of another
constraint, which does not occur.

4.4 Conclusions
This chapter has introduced four general formulae for the production of min-
imal ordering constraints for some commonly-occurring infinite families of
symmetries. These general formulae, with respect to the number of variables
in the CSP, can produce minimal sets of lex constraints in a linear time, and are
linear in size. A limitation of this work is that, whilst these four groups are
commonly-occurring, there might exist other common symmetries that have
not been covered. In future it would be advantageous to investigate such sym-
metries and to produce general formulae similar to those in this chapter. In
order to aid this work the remainder of contributions in this thesis have been
produce with extensibility in mind.
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Chapter 5
Row and Column Symmetries
5.1 Introduction
This chapter has appeared in a various forms in previous peer-review publica-
tions by the author of this thesis[29][28].
Given a matrix where any row (or column) can be permuted with any
other row (or column) we have a symmetry. We call these symmetries row and
column symmetries [14]. Row and column symmetries appear commonly in CSP
models that contain matrices [8, 30, 32, 42] and they would therefore be a useful
addition to our library of minimal formulae for breaking variable symmetries.
When it is possible to map any ordered list of distinct rows to any other such
list of the same length, with the same being true for columns, then there is
complete row and column symmetry. For an n by m matrix there are n! × m!
symmetries. For a symmetry group of size s the lex leader method produces a
set of s − 1 lex constraints to a provide complete symmetry breaking.
When breaking all symmetries proves too difficult, it is often possible to
achieve good results by breaking a smaller set of symmetries: incomplete sym-
metry breaking. One method to do this for row and column symmetries is
double lex [14], which imposes an ordering on the rows, and an ordering on the
columns. Whilst this method is not complete, in practice it can help to reduce
search nodes and, ultimately, reduce solve times. Double lex is derived from a
reduction of a complete set of lex constraints created with a row-wise ordering
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as the canonical member of each equivalence class. This means that we gen-
erally have to use a row-wise search order to achieve good results. It would
be advantageous to be able select a variable ordering that is specific to the
problem being solved, rather than being forced to use a particular search order
because of the choice of symmetry breaking method. The possible benefits of
varying canonical orderings of lex constraints in graceful graph models was
investigated in [55]. This chapter surveys a number of possible lex leader or-
derings for row and column symmetries, and selects one that looks promising
to investigate further. We create a new set of incomplete symmetry breaking
constraints from different variable ordering. In most cases that we have ex-
amined this new ordering proves to deliver substantially better results than
double lex.
Consider the following 2 × 2 matrix with complete row and column sym-
metry, where xi j ∈ X:
x11 x12
x21 x22
If we choose a row-wise canonical variable ordering, in this case x11x12x21x22,
then we can generate the following 3 lex constraints to break all the symmetries.
row swap: x11x12x21x22 ≤lex x21x22x11x12
column swap: x11x12x21x22 ≤lex x12x11x22x21
both swapped: x11x12x21x22 ≤lex x22x21x12x11
Although this example is trivial, breaking all row and column symmetries
by adding lex constraints is generally counter-productive since we have to add
(n! ×m!) − 1 symmetry breaking constraints to the model. Double lex [14] is a
commonly used incomplete symmetry breaking method for row and column
symmetries. This method involves ordering the rows of a matrix and (indepen-
dently) ordering the columns. This produces only n+m−2 symmetry breaking
constraints, shown below for the 2 × 2 example:
x11x12 ≤lex x21x22
x11x21 ≤lex x12x22
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The double lex constraints can be derived from the lex leader generated
based upon a row-wise canonical variable ordering. One method of doing so
is to use reduction rules 1, 2 and 3′ as given in chapter 3.
Double lex is shown in [14] to perform favorably against both complete lex
leader symmetry breaking and no symmetry breaking. Unfortunately, double
lex does not work well in every case.
It is well known that the search order chosen to solve the problem can have
a dramatic effect on the solve time. Since double lex is generated using a row-
wise lex leader, it is generally necessary to use a row-wise search ordering.
In many cases, using a row-wise search order would not be the best option if
double lex had not been used to break the symmetry in the model.
5.2 In search of an Alternative Canonical Ordering
Recall from the introduction that double lex is derived from the complete set
of lex constraints based on a row-wise canonical ordering. This row-wise
ordering may not correspond well to the problem. Indeed, there may exist
other canonical orderings which can produce incomplete sets of constraints
able to outperform double lex. In order to survey various canonical orderings,
we first present a way to compare them.
A lex constraint of the form
x1x2 . . . xm ≤lex y1y2 . . . ym
consists of m pairs of variables. We compare canonical orderings by counting
the pairs that remain after reducing the entire set of lex leader constraints by
Rules 1, 2 and 3′. Fewer remaining pairs suggests that the canonical ordering
may perform better: all reduced sets of lex constraints for the same symmetries
are logically equivalent, so a reduced set that uses fewer pairs may give better
propagation.
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n Canonical Ordering Pairs
4 x11x12x13x14x21x22x23x24 109
4 x11x21x22x12x13x23x24x14 30
5 x11x12x13x14x15x21x22x23x24x25 655
5 x11x21x22x12x13x23x24x14x15x25 54
Figure 5.1: Results of the reduction of lex constraints for a 2 × n matrix
First, all of the 720 variable orderings of a 2 × 3 matrix
x11 x12 x13
x21 x22 x23
were tested. The algorithms described in [46], [24] and in section 3.3 of
this thesis were used to reduce the lex constraints. The smallest number of
pairs remaining after reduction was 15, with 108 possible canonical orderings.
The canonical ordering x11x21x22x12x13x23 reduces to 15 pairs and is interest-
ing because it has a regular form. Standard row-wise canonical ordering,
x11x12x13x21x22x23, resulted in 23 pairs. Examining the complete set of results
in Fig 5.2 shows that by this measure row-wise is one of the worst possible
canonical orderings.
This experiment shows that not only is it likely that a better alternative to
double lex could exist, but that row-wise may be one of the worst canonical
orderings.
Similar experiments were performed on 2 × n matrices.
x11 x12 x13 x14
x21 x22 x23 x24
and
x11 x12 x13 x14 x15
x21 x22 x23 x24 x25
All 8! possible canonical orderings for the 2 × 4 matrix were tested and 100
random canonical orderings were tested for the 2 × 5 matrix. Additionally we
tested the row-wise canonical ordering, and the interesting canonical ordering
from above on the 2 × 5.
Some sample results are given in Figure 5.1, where conventional row-wise
canonical ordering is the first one listed in each case and the other is the
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Figure 5.2: Distribution of pairs remaining after reduction for a 2× 3 matrix on
all orderings.
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Figure 5.3: Distribution of pairs remaining after reduction for a 2× 4 matrix on
all orderings.
canonical ordering which reduced to 15 pairs in the 2 × 3 case. previously.
The canonical ordering that begins x11x21x22x12x13x23 (shown in bold in Fig-
ure 5.1) has fewer pairs after reduction than the row-wise canonical ordering,
and it has a relatively simple pattern to describe. The canonical ordering starts
at the top left element of a matrix then moves down the column. It then moves
to the neighbouring element in the next column and then up that column. This
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Figure 5.4: Distribution of pairs remaining after reductions for a 2 × 5 matrix
on 100 random orderings and the two from Figure 5.1.
Ordering Pairs
x11x12x13x21x22x23x31x32x33 92
x11x21x31x32x22x12x13x23x33 88
Figure 5.5: Results of the reduction of lex constraints for a 3 × 3 matrix
pattern continues until all variables have been listed. We call this snake ordering:
in each case we see that snake ordering results in significantly fewer pairs after
reduction than row-wise canonical ordering.
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A further experiment was carried out on
x11 x12 x13
x21 x22 x23
x31 x32 x33
to determine whether snake lex has fewer pairs than row-wise canonical or-
dering in a larger example, and the results are given in Figure 5.5. Again,
row-wise canonical ordering is in row 1 and snake ordering is in bold. Once
again snake ordering has fewer remaining pairs than row-wise canonical or-
dering, although not by such a large margin as the 2 × n cases. This suggests
that the matrix dimensions are significant.
The results from Figures 5.2, 5.3 and 5.4 suggest that snake ordering is worth
investigating further. However, the number of pairs may not be an accurate
measure of performance. In the next section, we construct a reduced set of
constraints for partial symmetry breaking based on the snake lex, and in the
following section we present experimental results using our reduced set of
constraints.
5.3 Snake Lex
Recall that double lex is derived from a reduction of a complete set of lex
constraints with a row-wise canonical ordering. In this section, we derive a
small, easily-described set of constraints for the snake ordering, called snake
lex. First we give a formal definition of columnwise snake ordering. Row-wise
snake ordering is defined similarly.
Definition 5.3.1. Let X = (xi j)n×m be a matrix of variables. The columnwise snake
ordering on variables is
x11, x21, . . . , xn1, xn2, . . . , x12, . . . , x1m, . . . xnm,
if m is odd, and
x11, x21, . . . , xn1, xn2, . . . , x12, . . . , xnm, . . . x1m
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if m is even. That is, snake order on variables starts at row 1, column 1. It goes down
the first column to the bottom, then back up along the second column to the first row.
It continues, alternating along the columns until all variables have been ordered.
The following matrix describes the columnwise ordering with an odd num-
ber of columns:
1 2n 2n + 1 . . . (m − 1)n + 1
2 2n − 1 2n + 2 (m − 1)n + 2
3 2n − 2 2n + 3 (m − 1)n + 3
...
...
...
...
n n + 1 3n . . . mn
The pattern for an even number of columns is similar, except that the final
column will read upwards rather than down.
Definition 5.3.2. Let X(xi j)n×m be a matrix of variables. The columnwise snake lex
set of constraints, C, is defined as follows. C contains 2m − 1 column constraints,
beginning
c1 x11x21 . . . xn1 ≤lex x12x22 . . . xn2
c2 x11x21 . . . xn1 ≤lex x13x23 . . . xn3
c3 xn2x(n−1)2 . . . x12 ≤lex xn3x(n−1)3 . . . x13
c4 xn2x(n−1)2 . . . x12 ≤lex xn4x(n−1)4 . . . x14
...
and finishing with
c2m−1 x1(m−1) . . . xn(m−1) ≤lex x1m . . . xnm
if m is odd and
c2m−1 xn(m−1) . . . x1(m−1) ≤lex xnm . . . xnm
if m is even. C contains n − 1 row constraints. If m is odd then these are
r1 x11x22x13 . . . x1m ≤lex x21x12x23 . . . x2m
r2 x21x32x23 . . . x2m ≤lex x31x22x33 . . . x3m
...
rn−1 x(n−1)1 . . . x(n−1)m ≤lex xn1 . . . xnm.
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If m is even then these are:
r1 x11x22x13 . . . x2m ≤lex x21x12x23 . . . x1m
r2 x21x32x23 . . . x3m ≤lex x31x22x33 . . . x2m
...
rn−1 x(n−1)1 . . . xnm ≤lex xn1 . . . x(n−1)m.
The following theorem shows that columnwise snake lex is derived from
the columnwise snake lex leader, and is therefore sound.
Theorem 5.3.1. The columnwise snake lex constraints are sound.
Proof We show that each constraint can be derived from a constraint in the full
set of lex leader constraints by applying Rule 1 and then using only a prefix.
In each case the left hand side of the unreduced lex leader constraint is
x11x21 . . . xn1xn2x(n−1)2 . . . x12x13 . . . xn3xn4 . . .
We first consider the column constraints, ck. First let k ≡ 1 mod 4 and a =
(k + 1)/2. The symmetry which swaps columns a and a + 1 and fixes everything
else gives
Ax1ax2a . . . xnaB ≤lex Cx1(a+1)x2(a+1) . . . xn(a+1)D,
where A,B,C and D are strings of variables and A = C. Rule 1 removes A and
C, and then considering only the first n pairs gives constraint ck. If k ≡ 2 mod 4
then let a = k/2, replace a + 1 by a + 2 on the right hand side, and apply the
same argument.
Next let k ≡ 3 mod 4 and a = (k+1)/2. The symmetry which swaps columns
a and a + 1 and fixes everything else gives a constraint of the form
Axnax(n−1)a . . . x1aB ≤
Cxn(a+1)x(n−1)(a+1) . . . x1(a+1)D,
where A,B,C and D are strings of variables and A = C. Again, using Rule
1 on A and C, and then taking only a prefix gives constraint ck. If k ≡ 0 mod 4
then let a = k/2, replace a + 1 by a + 2 on the right hand side, and apply the
same argument.
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Consider now the rows. There is a symmetry that interchanges rows a and
a + 1 and fixes everything else. The unreduced lex leader constraint for this
symmetry is:
x11 . . . xa1x(a+1)1 . . . xn1xn2 . . . x(a+1)2xa2 . . . ≤lex
x11 . . . x(a+1)1xa1 . . . xn1xn2 . . . xa2x(a+1)2 . . .
Rule 1 deletes all pairs of the form (xi j, xi j) to obtain:
xa1x(a+1)1x(a+1)2xa2xa3x(a+1)3x(a+1)4xa4 . . . ≤lex
x(a+1)1xa1xa2x(a+1)2x(a+1)3xa3xa4x(a+1)4 . . .
Rule 1 simplifies xaix(a+1)i ≤lex x(a+1)ixai to xai ≤ x(a+1)i, and similarly for
x(a+1)ixai ≤ xaix(a+1)i, resulting in constraint rk:
xa1x(a+1)2xa3x(a+1)4 . . . ≤lex x(a+1)1xa2x(a+1)3xa4 . . .
Since each of the snake lex constraints is derived by first applying Rule 1 to
a lex leader constraint and then taking only a prefix, the snake lex constraints
are sound.
There are similarities between the columnwise snake lex and double lex
constraints on columns. Columnwise snake lex constrains the first column to
be less than or equal to both the second and the third columns. It also constrains
the reverse of the second column to be less than or equal to the reverse of the
third and fourth columns. This pattern continues until the penultimate column
is compared with the last.
As an example, consider a 4 × 3 matrix. Double lex constrains adjacent
columns (left), while snake lex produces the set of constraints on the columns
on the right:
x11x21x31 ≤lex x12x22x32,
x12x22x32 ≤lex x13x23x33,
x13x23x33 ≤lex x14x24x34.
x11x21x31 ≤lex x12x22x32,
x11x21x31 ≤lex x13x23x33,
x32x22x12 ≤lex x33x23x13,
x32x22x12 ≤lex x34x24x14,
x13x23x33 ≤lex x14x24x34.
66
5.3 Snake Lex
Generally, given m columns and n rows, double lex adds m − 1 constraints
on columns, each with n pairs. Snake lex adds 2m − 1 constraints on columns,
each with n pairs. We could increase the number of double lex constraints on
columns by allowing each column to be less than or equal to the column two
to it’s right, it has however already been shown that this does not improve
efficiency [5].
We next consider the rows. Double lex gives the following for our sample
matrix:
x11x12x13x14 ≤lex x21x22x23x24,
x21x22x23x24 ≤lex x31x32x33x34.
The snake lex method is slightly more complicated, but gives the same
number of constraints. We take the first two rows and zig zag between them to
produce a string of variables starting at row 1, column 1, and a second string
starting at row 2, column 1. We then constrain the first of these strings to be
lexicographically less than or equal to the second one. Next we produce a
similar constraint between rows i and i + 1 for all i. The set of constraints for
our 3 × 4 matrix are:
x11x22x13x24 ≤lex x21x12x23x14,
x21x32x23x34 ≤lex x31x22x33x24.
Generally, double lex and snake lex both add n − 1 row constraints, each
with m pairs.
Thus far, we have considered columnwise snake ordering. We can also con-
sider row-wise snake ordering, which may be useful if, for example, the rows
are more heavily constrained (by the problem constraints) than the columns.
To do so we simply transpose the matrix and then order as before. The transpose
of our example 3×4 matrix is shown below (left), along with the corresponding
constraints (right):
x11 x21 x31
x12 x22 x32
x13 x23 x33
x14 x24 x34
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x11x12x13x14 ≤lex x21x22x23x24,
x11x12x13x14 ≤lex x31x32x33x34,
x24x23x22x21 ≤lex x34x33x32x31,
x11x22x31 ≤lex x12x21x32,
x12x23x32 ≤lex x13x22x33,
x13x24x33 ≤lex x14x23x34.
Note that the double lex constraints do not change for this transposition,
hence double lex is insensitive to switching between a row-wise and column-
wise search ordering.
5.4 Experimental Results
We used four benchmark problem classes to compare snake and double lex
empirically. All models used exhibit row and column symmetry. Preliminary
experimentation revealed the superiority of row-wise snake lex on the tested
instances, which we therefore used throughout. This is correlated with the rows
being significantly longer than the columns in 3 of 4 classes. For each class we
carried out four experiments per instance. We tested double lex and snake lex,
each with row-wise and then snake static variable heuristics, separating the
effects of the search order from those of symmetry breaking. Each time given is
the mean of five trials the results for each benchmark are presented after a brief
description of the problem class. The single machine used for all experiments
was a dual 2.4GHz Intel Xeon with 2Gbs of RAM running GNU/Linux.
The first problem class chosen is a standard benchmark, the balanced in-
complete block design problem. A balanced incomplete block design (BIBD) [42]
is a v×b Boolean matrix, with the columns summing to k, the rows summing to
r, and exactly λ positions where two rows both have a 1, for any pair of rows.
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Lex Method Double Snake
Search Order Row Snake Row Snake
(v, k, λ)
(7, 3, 5) 8.02 8.38 7.42 6.78
(7, 3, 6) 70.47 75.86 61.93 50.47
(7, 3, 20) 0.52 0.47 0.02 0.02
(7, 3, 30) 2.80 2.53 0.03 0.02
(7, 3, 40) 9.14 8.58 0.03 0.03
(7, 3, 45) 16.09 14.94 0.04 0.03
(7, 3, 50) 25.11 23.70 0.06 0.05
Figure 5.6: A comparison of search times, in seconds, on the BIBD problem.
The searches above the double line are for all solutions, whilst those under are
for one solution.
For example, here is a BIBD with parameters (7, 7, 3, 3, 1):
1 1 1 0 0 0 0
1 0 0 1 1 0 0
1 0 0 0 0 1 1
0 1 0 1 0 0 1
0 1 0 0 1 1 0
0 0 1 1 0 1 0
0 0 1 0 1 0 1
The parameters v, k and λ of the BIBD fix the values of b and r, so the problem
is to find all (or one) BIBDs with specified values of (v, k, λ). Given a (non-)
solution, it is possible to freely permute all of the rows of the matrix to get other
(non-) solutions, and it is also possible to freely reorder the rows, thus double
lex may be used to reduce search.
The results in Figure 5.6 show that snake lex outperforms double lex in
every tested case. In the cases where it was possible to find all solutions,
snake lex gives a faster node time than double lex, and generally finds fewer
symmetrically-equivalent solutions. The single solution cases show a speed
up over double lex of several orders of magnitude. This is possibly due to the
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Lex Method Double Snake
Search Order Row Snake Row Snake
(q, λ, d, c)
(3, 3, 5, 9) 4.1 4.3 3.6 2.9
(3, 4, 5, 9) 26.1 27.1 15.9 11.5
(3, 5, 5, 10) 45.9 53.5 29.6 20.0
(3, 6, 5, 10) 68.9 76.8 39.7 27.4
(3, 7, 5, 11) 94.5 103.0 54.5 35.0
(3, 8, 5, 12) 124.6 123.4 71.0 43.1
Figure 5.7: A comparison of search times, in seconds, on the EFPD problem. In
each case there are no solutions.
λ constraint being better suited to a snake search order, which in turn is aided
by the presence of the snake lex symmetry breaking constraints and also the
fact that the matrix has many more rows than columns.
A second problem class is the equidistant frequency permutation array problem
(EFPD) [32]. An EFPD is a c × qλ matrix, with entries taken from a set of q
symbols. Each symbol occurs λ times in each row of the matrix. Each row is a
codeword from an error correcting code, and the Hamming distance (the number
of positions with different symbols) between any two codewords is d. On input
(q, λ, d, c) the problem is to find one (or all) EFPDs with those parameters. In
order to give a fair comparison between the four combinations of search order
and lex constraints, we picked six test cases where it is known that there are
no solutions. This means that we are not examining the case where we did
best in the previous experiment, that of finding the first solution, but instead
exhausting the search space.
In Figure 5.7 the solve time decreases by around 30% when the lex method
is changed from double lex to snake lex, and then decreases by a further
30% when the search order is changed to snake order. Notice also that the
search time increases when double lex is used in conjunction with the snake
order, suggesting both that it is important for the search order to mirror the
constraints, and that it is the snake lex constraints that are causing the improved
solve times. We believe that once again this is due to the problem’s constraints.
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Lex Method Double Snake
Search Order Row Snake Row Snake
(q, d, c)
(9, 5, 5) 23.34 8.23 13.09 0.83
(8, 6, 4) 0.73 0.74 0.53 0.52
(15, 5, 22) 0.77 0.72 0.41 0.39
(20, 5, 30) 3.28 3.28 1.31 1.30
(25, 5, 40) 3.88 4.00 1.44 1.42
(30, 5, 50) 4.56 4.83 1.86 1.70
Figure 5.8: A comparison of search times, in seconds, on the FLECC problem.
The test case above the double line searches for a single solution, whilst those
under search for all solutions.
A third problem class is the fixed length error correcting codes (FLECC) [30]
problem. The Lee distance between two codewords [a1, . . . , ad] and [b1, . . . , bd]
over the alphabet {0, 1, . . . , q − 1} is
d∑
i=1
min{(ai − bi) mod q, (bi − ai) mod q}.
Thus for example over the alphabet [0, 1, 2, 3] the distance between [1, 2, 1, 3]
and [0, 3, 2, 1] is 1 + 1 + 1 + 2 = 5. On input a triple (q, d, c) the FLECC problem
is to find a d × q matrix, with each of q symbols appearing once in each row,
and Lee distance c between each pair of rows. As with the BIBD test case both
all solution and single solution problems were tested.
The results in Figure 5.8 show snake lex performing 30 times faster than
double lex, in the single solution case, similar to the results in Figure 5.6. In the
all solutions case, the snake lex (with either order) requires on average less than
half the time that the double lex with row-wise order uses, and the speedup
seems to be increasing as the instances get bigger.
The final experiment involved solving the Howell design [8] problem. A
Howell design is an s by s matrix M, whose coefficients are unordered pairs
of symbols from a set S of size n. Each of the n(n − 1)/2 pairs occurs at most
once. Every row and every column of M contain at least one copy of every
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Lex Method Double Snake
Search Order Row Snake Row Snake
(s,n)
(4, 9) 0.98 0.97 1.19 1.23
(5, 11) 28.18 27.22 29.65 30.27
(6, 13) 1148.3 1153.8 1179.6 1352.9
Figure 5.9: A comparison of search times, in seconds, on insoluble instances of
the Howell design problem.
symbol from S. There exists an empty symbol which can be used as many times
as necessary, provided all other constraints are met. A series of instances that
were known to be insoluble (due to arithmetic constraints on the parameters)
were tested.
Figure 5.9 shows that, in this case, snake lex is slightly slower than double
lex. One reason for this could be that Howell Designs are square. It is also the
case that the amount of symmetry involved is very small. With the exception of
the empty symbol, every entry in the matrix is distinct. Thus with minor mod-
ifications to the model, Puget’s all different symmetry breaking lex constraints
[51] could be used to break the symmetry. The empty symbol appears very
infrequently, so the effort used to treat all of its occurrences as symmetric and
then break the symmetries may be unnecessary. This experiment shows that
snake lex is not a silver bullet for row and column symmetry breaking.
5.5 Conclusions
This chapter highlights the need for further investigation into incomplete row
and column symmetry breaking. We have demonstrated that double lex can be
outperformed by snake lex in many instances and indeed, there may be another
variable ordering that can create a small set of constraints capable of beating
both. An ideal future outcome would be a formula that produces the best set
of row and column symmetry breaking constraints for any given canonical
ordering. For now, we can add snake lex to the library of symmetry breaking
constraints alongside double lex.
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Chapter 6
Combining Groups
6.1 Combining Groups
This chapter, including all theorems and proofs, has appeared in previous
peer-review publications by the author of this thesis [24][25][23].
Complicated symmetry groups can often be built up out of smaller, easier-
to-describe groups. When this occurs we say that the symmetry group is
the product of the smaller groups. In this section we analyse two of the most
commonly-occurring group products that occur in constraint satisfaction prob-
lems, and find sets of constraints for the products in terms of sets of constraints
for the smaller groups.
6.1.1 Direct Products
One of the most common situations is that the variables of a CSP can be
partitioned into two disjoint sets, where the symmetries of the CSP act inde-
pendently on each set. In this situation we have a direct product.
By SymΩ we denote the symmetric group on a set Ω, i.e. the set of all
bijections from Ω to itself.
Definition 6.1.1. Let G ≤ Sym(Ω) and H ≤ Sym(∆) be groups, with Ω and ∆ disjoint
sets. The direct product of G and H, written G×H, is the set {(g, h) : g ∈ G, h ∈ H},
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with coordinatewise multiplication. Elements of G × H permute the set Ω ∪ ∆ as
follows: (g, h)(x) = g(x) if x ∈ Ω, and (g, h)(x) = h(x) if x ∈ ∆.
Two important subgroups of G ×H are the set {(g, 1H) : g ∈ G} and the set
{(1G, h) : h ∈ H}, where 1G denotes the identity element of G and 1H the identity
element of H.
Consider now the problem of finding two circular Golomb rulers, as in
Figure 4.2. Part of the symmetry in this problem is the direct product of the
two dihedral groups of symmetries for each ruler, as we can act on each ruler
independently of the other one: later in this section we’ll consider further
symmetries.
For this small example take two sets of ticks, T = {t1, t2, t3} and T′ = {t′1, t′2, t′3},
defining two circular golomb rulers for n = 7 m = 3. We can see that the lex
constraints required to break the two sets of cyclic symmetries are t1 ≤ t2,
t′1 ≤ t′2, t2 ≤ t3 and t′2 ≤ t′3. Notice that these constraints are just the union of the
constraints on T and those on T′. Our next theorem shows that this observation
generalises.
In the following theorem, the variables of a CSP P are partitioned into two
sets χ1 = {x1, . . . , xn} and χ2 = {y1, . . . , yn}. For convenience, we assume that
the chosen variable ordering for χ1 ∪ χ2 induces the same ordering x1x2 . . . xn
on χ1 as was used to write down symmetry breaking constraints for χ1. We
also assume that the chosen variable ordering induces the original ordering on
χ2, although the xis and y js may be interleaved. If this is not the case, then
consistently replacing xi in the constraints for χ1 by the new ith variable of χ1,
and similarly for y j in χ2, will produce the required constraints.
Theorem 6.1.1. Let P be a CSP whose decision variables are partitioned into two
disjoint sets χ1 = {x1, . . . , xn} and χ2 = {y1, . . . , ym}. Assume that all symmetries of P
are variable symmetries, and that the symmetries of P act independently on χ1 and χ2,
with groups G and H of variable symmetries respectively. Let LG be a minimal set of
complete symmetry breaking constraints for G, and let LH be a minimal set of complete
symmetry breaking constraints for H. Then the symmetry group of P is G ×H, and a
minimal complete set of symmetry breaking constraints for P is LG ∪ LH.
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Proof. The claim that the symmetry group of P is G ×H is immediate.
We must show three things. Firstly, we show that the lex-leader constraints
for G × H entail LG ∪ LH, secondly that LG ∪ LH entails all of the lex-leader
constraints, and finally that LG ∪ LH is minimal.
The lex-leader constraints for G × H will include a constraint cg for each
element of G × H of the form (g, 1H) where g ∈ G. Since cg has all variables yi
in the same positions on each side, by Rule 1 cg can be reduced to a constraint
involving only the xis, and hence the set of all such reduced cgs entails all
constraints in LG. Similarly, the constraints for G ×H will include a constraint
ch for each element (1G, h) ∈ G×H, and the constraint ch can be reduced by Rule
1 to a constraint involving only the yis. Hence all constraints in LH are entailed
by the lex-leader constraints.
Now we must show the converse. Let a := (g, h) in G ×H, let k = m + n and
let zi ∈ χ1 ∪ χ2 for 1 ≤ i ≤ k. We define an action of a on {zi : 1 ≤ i ≤ k} by
za(i) = xg( j) if zi = x j and za(i) = yh( j) if zi = y j. Then any lex-leader constraint is of
the form:
z1z2 . . . zk ≤lex za(1)za(2) . . . za(k).
Since by assumption LG and LH are complete sets of constraints for G and H,
they entail the constraints
x1 . . . xn ≤lex xg(1) . . . xg(n) (A) y1 . . . ym ≤lex yh(1) . . . yh(m) (B).
Suppose without loss of generality that z1 = x1. Then from constraint (A)
z1 ≤lex za(1), so the first pair of the lex-leader constraint is entailed by LG ∪ LH.
Suppose now that the first i pairs of the lex-leader constraint have been
assumed to be equal, that is z1 = za(1), z2 = za(2), . . . , zi = za(i). We show that
together with LG ∪ LH this entails zi+1 ≤ za(i+1) and hence by induction the full
lex-leader constraint. We have zi+1 = x j or zi+1 = y j, let us assume without loss
of generality that zi+1 = x j for some j. Then we must already have assumed
that x1 = xg(1), x2 = xg(2), . . . , x j−1 = xg( j−1), so (A) entails zi+1 = x j ≤ xg( j) = za(i+1),
as required.
We finish by showing that LG ∪ LH is minimal. This follows from the fact
that each constraint in LG∪LH involves only variables from χ1 or only variables
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from χ2. Hence constraints from LG do not entail any additional equalities in
constraints from LH, and vice versa. Thus, since LG and LH were assumed to be
minimal, the same holds for LG ∪ LH.

6.1.2 Wreath Products
Another commonly arising way of combining two groups is the imprimitive
wreath product.
Definition 6.1.2. Let G ≤ Sn and H ≤ Sk. The imprimitive wreath product of G
and H, denoted GWrH, is a subgroup of Snk. It acts on k copies of the set of size n on
which G acts. We have GWrH = {h(g1, . . . , gk) : h ∈ H, gi ∈ G}, and these elements
permute the set {(i, j) : 1 ≤ i ≤ n, 1 ≤ j ≤ k} by h(g1, . . . , gk)(i, j) = (g j(i), h( j)).
An example of such a group occurs in the social golfers problem. This
problem asks one to partition a set of golfers into equal sized groups in each
week of a tournament such that no golfer plays any other more than once. The
symmetric group Sn interchanges each of the n golfers in each group, and the
symmetric group Sk interchanges each of the k groups in a week, so SnWrSk acts
on the golfers in each week.
The full symmetry group of the two three-tick golomb rulers problem is
D3WrS2. This is because the set of ticks on one ruler can be interchanged with
the set of ticks on the other, and each set of ticks can be cyclically permuted or
reversed. To break these symmetries we use the constraints:
t1 ≤ t2 t′1 ≤ t′2 t2 ≤ t3 t′2 ≤ t′3 t1t2t3 ≤lex t′1t′2t′3
Notice that these constraints are equivalent to posting the dihedral group D3 on
each ruler separately, and then requiring the first ruler to be lexicographically
less than or equal to the second. We now show that this observation generalises.
Suppose we have a set LG of symmetry breaking constraints for a group G
acting on variables x1, . . . , xn, and a set LH of symmetry breaking constraints for
a group H acting on variables y1, . . . , yk. Then GWrH acts on a set of nk variables,
xi j, with 1 ≤ i ≤ n and 1 ≤ j ≤ k. The group GWrH has size |G|k × |H|, so writing
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down one constraint for each nontrivial group element is impractical. We now
show how to reduce this to k|LG| + |LH| constraints, assuming that our chosen
variable ordering for the full CSP is
x11 . . . xn1x12 . . . xn2 . . . xnk.
We first post k|LG| constraints, namely a copy of LG on xi j for each j. That
is, we lex order each block of variables with respect to G. The arity of these
constraints is the same as in LG.
We then restate the constraints from LH so that instead of being state-
ments about y1, . . . , yk, they are statements about the values of the second
subscripts in sequences of strings of the form x1 jx2 j . . . xnj. For example, if we
previously had a constraint y1y2 ≤ y2y3 we would replace that with the con-
straint x11x21 . . . xn1x12x22 . . . xn2 ≤ x12x22 . . . xn2x13x23 . . . xn3. This results in |LH|
constraints, each of arity n times their original arity.
Definition 6.1.3. Let LG be a set of symmetry breaking constraints on x1, . . . , xn, and
let LH be a set of symmetry breaking constraints on y1, . . . , yk.
Then LGWrLH is defined to be a set of symmetry breaking constraints on xi j for
1 ≤ i ≤ n and 1 ≤ j ≤ k. These constraints fall into two sets, of which the first set
contains constraints of the form
xi1 jxi2 j . . . xis j ≤lex xi′1 jxi′2 j . . . xi′s j 1 ≤ j ≤ k
for all xi1xi2 . . . xis ≤lex xi′1xi′2 . . . xi′s ∈ LG. The second set contains constraints
x1 j1x2 j1 . . . xnj1x1 j2 . . . xnjs ≤lex x1 j′1x2 j′1 . . . xnj′1x1 j′2 . . . xnj′s
for all y j1 . . . y js ≤lex y j′1 . . . y j′s ∈ LH. If LG and LH are reduced from lex-leader con-
straints, so that i′ = g(i) for some permutation g of {1, . . . ,n} and j′ = h( j) for some
permutation h of {1, . . . , k}, then we call constraints of the first type cg, j and of the
second type ch.
Theorem 6.1.2. If LG and LH are complete sets of symmetry breaking constraints for
groups G and H then LGWrLH is a complete set of symmetry breaking constraints for
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GWrH in the imprimitive action.
Proof. First we show that the constraints in LGWrLH are entailed by the lex-
leader constraints. The group GWrH contains elements of the form
1H(1G, 1G, . . . , 1G, g, 1G, . . . , 1G)
for each g ∈ G, where g can occur in each coordinate. Using these group
elements, applying Rule 1 to the resulting constraints, and then reasoning as
in G, we produce each constraint cg,i.
The group GWrH also contains elements of the form h(1G, . . . , 1G) for each
h ∈ H. These elements produce all constraints of type ch.
Next we must show that LGWrLH entails all of the lex-leader constraints.
An arbitrary element of GWrH is of the form a := h(g1, . . . , gk), and produces
the constraint:
x11 . . . xn1x12 . . . xnk ≤lex xg1(1)h(1) . . . xg1(n)h(1)xg2(1)h(2) . . . xgk(n)h(k),
which we will denote by ca. We must show that ca is entailed by LGWrLH.
The constraint y1 . . . yk ≤lex yh(1) . . . yh(k) is entailed by LH, since LH is assumed
to be complete. Hence the constraints LGWrLH entail
x11 . . . xn1x12 . . . xnk ≤lex x1h(1) . . . xnh(1)x1h(2) . . . xnh(k),
denoted αh.
For 1 ≤ i ≤ k the constraints LG entail
x1x2 . . . xn ≤lex xgi(1)xgi(2) . . . xgi(n),
as they are a complete set of symmetry breaking constraints for G. Hence for
1 ≤ i ≤ k and 1 ≤ j ≤ k, the set LGWrLh entails
x1 jx2 j . . . xnj ≤lex xgi(1) jxgi(2) j . . . xgi(n) j,
denoted βgi, j.
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We will use these constraints to show that ca is entailed by LGWrLH, consid-
ering the variables in blocks of n. Firstly, we have
x11x21 . . . xn1 ≤lex x1h(1) . . . xnh(1)
as the first n variable pairs from αh. Considering βg1,h(1) we also have
x1h(1) . . . xnh(1) ≤lex xg1(1)h(1) . . . xg1(n)h(1).
Combining these two inequalities we deduce that the first n pairs of variables
of ca are entailed by LGWrLH.
Suppose that we have shown that the first n(i − 1) variable pairs of ca are
entailed by LGWrLH, and that we are now considering pairs n(i − 1) + 1, . . . ,ni,
namely
x1ix2i . . . xni ≤lex xgi(1)h(i)xgi(2)h(i) . . . xgi(n)h(i).
To consider these variables we assume equality in the preceding n(i−1) variable
pairs, so x11 = x1h(1) = xg1(1)h(1), x21 = x2h(1) = xg1(2)h(1), . . . , xn(i−1) = xnh(i−1) =
xgi−1(n)h(i−1). Considering constraint αh we now deduce that
x1ix2i . . . xni ≤lex x1h(i)x2h(i) . . . xnh(i),
whereas from constraint βgi,h(i) we deduce that
x1h(i)x2h(i) . . . xnh(i) ≤lex xgi(1)h(i)xgi(2)h(i) . . . xgi(n)h(i)
and so the result follows by induction.

It is not necessarily the case that this construction produces minimal sets
of constraints. For example, suppose that on a set {x1, x2} of variables we have
posted:
x1 ≤ x2, x2 ≤ x1
and on a set {y1, y2} of constraints we have posted y1 ≤ y2. Both of these sets of
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constraints are minimal. Then for the wreath product we would post:
x11 ≤ x21, x21 ≤ x11, x12 ≤ x22, x22 ≤ x12, x11x21 ≤lex x12x22.
Consider the second pair of variables in the last constraint. To remove these,
we assume that x11 = x12, which considering the first four constraints yields
x21 = x11 = x12 = x22, so that x21 = x22 and the final pair of variables may be
deleted.
Note that the wreath product construction does generally produce minimal
sets of constraints, for example when considering the wreath product of two
symmetric groups the constraints require one to lex-order each block and then
lex-order the blocks, which is clearly a minimal set of instructions.
We finish this section by noting that since both the direct product construc-
tion and the wreath product construction produce a number of constraints that
is linear in the number of variables, whenever LG and LH are linear in their num-
bers of variables, our constructions may be iterated and will always produce a
linear number of lexicographic constraints.
6.2 Conclusions
This chapter describes a method of combining minimal symmetry breaking
constraints capable of breaking symmetries formed from the direct product
and imprimitive wreath products of smaller groups. In future it would be
advantageous to investigate other products of groups that appear in CSPs.
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Chapter 7
Automated Creation of Static
Symmetry Breaking Constraints
7.1 Introduction
In researching this chapter the author worked alongside Colva M. Roney-
Dougal. The group theoretical knowledge was almost exclusively supplied
by Colva, with the exception of the method to detect matrix symmetries. The
author of this thesis researched the computational aspects of this chapter inde-
pendently.
As we have seen in previous chapters, symmetry breaking is a useful tool in
helping to solve constraint satisfaction problems. There is however a bottleneck
in constraint programming in terms of both time and widening access to CP
to an unskilled majority. Symmetry breaking currently requires experts in
the field of CSP modelling and symmetry breaking to spend hours of study in
detailing a problem. From this study they ascertain two things: the symmetries
exhibited by a particular problem; and a method to break the symmetries of a
problem.
As well as requiring a CP and symmetry expert to discover the symmetry
group of a particular problem there are a couple of other issues associated
with the task. One difficulty is the amount of time it takes for the expert
user to discover the symmetries within a problem. Another is that even when
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the user feels that they have exhausted the symmetries it is likely that there
remain some not found. The latter issue has been partly solved by using
graph automorphism tools such as NAUTY [41], SAUCY [11] and AUTOM
[50]. The former issue has been addressed in recent publications [20] [12]. It
also currently under development in the constraint solver Minion [22]. Minion
utilises the graph automorphism tool NAUTY.
The final remaining part of the bottleneck is to break the symmetry in the
problem using the output from the graph automorphism tool. NAUTY outputs
group generators. One simple technique which performs quite well in practice
is to utilise incomplete symmetry breaking by producing one lex constraint for
each generator [34]. This has also been implemented in the constraint solver
Minion [22]. Incomplete symmetry breaking however is not always the best
option and where a compact complete set of lex constraints is available these
should be utilised [24]. If we could devise a method of taking a set of group
generators that produces a permutation group describing the symmetries in a
problem and could split this group into products of the groups described in
section 4 then we could produce a minimal set of ordering constraints to break
the variable symmetry in a problem. The research in section 7.2 focuses on this
work. Section 7.2 discusses the process of subdividing permutation groups
into products of smaller groups.
7.2 Decomposition of Groups Using GAP
7.2.1 Introduction to GAP
Given a set of group generators, like that which is return by NAUTY, we
can construct a group. A very useful tool for doing this is the groups and
permutations software, GAP [56]. GAP uses the GAP input language. In this
section we will discuss how to use GAP in order to create a permutation group
from a set of generators. We will then show how this group can be subdivided
into products of smaller groups. Throughout this thesis, text in the font command
refers to a command in the GAP programming language. Each line of input
begins gap> and ends with a semicolon. Lines with no gap> beginning are
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output from GAP . To create a group we use the command Group(<generators
in cycle notation>). It is useful to assign this group a variable name so we
can identify and use it at a later date. In the example below we use the variable
name g.
gap> g := Group((1,2),(1,2,3));
The group g is the symmetric group on three points, S3. We can perform a
number of tests to prove this. First of all, we know that the size of S3 is 3!, 6.
gap> Size(g);
6
Another feature of S3 is that it acts on 3 points.
gap> NrMovedPoints(g);
3
With these two pieces of information we know that g is S3. There are
a number of functions that we can use to test the nature of g. A group is
transitive if every point can be permuted with any other. The symmetric
groups are transitive.
gap> IsTransitive(g);
true
We can discover which points can permute with each other by computing
the orbits of a group. Transitive groups only have one orbit.
gap> Orbits(g);
[ [ 1, 2, 3 ] ]
Where there is more than one orbit we would like to be able to examine a
particular set of points and describe the group that they alone form. Below
we define a group that is intransitive. We compute its orbits, then describe the
group which permutes its first set of points. We use the term homomorphism. In
the simplest terms, a homomorphism is a structure preserving map between
two groups. In this particular case we are interested in the group formed by the
permutation of the first 3 points of this intransitive group acting on 6 points.
We use a list below. Lists are described in the next paragraph.
gap> g := Group((1,2,3),(1,2),(4,5,6),(4,5));
gap> orbits := Orbits(g);
[ [ 1, 2, 3 ] , [ 4, 5, 6] ]
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gap> newg := ActionHomomorphism(g,orbits[1]);
gap> newg := Image(newg);
Group([(1,2,3)])
gap> IsNaturalAlternatingGroup(newg);
true
gap> Size(newg);
3
We can now assert that the first set of points forming an orbit in the group
g are permuted by the group A3.
orbits in the above code is a list. Elements within a list can be of any
type supported by GAP. This includes lists, which allows us to create lists
of lists. Lists in GAPare similar to arrays. We can create an empty list using
empty square brackets, and we can add elements to the list using Add(<name of
list>,<element to add>). We can display a list, or the value of any variable,
by typing its name followed by a semicolon.
gap> mylist := [];
gap> Add(mylist,3);
gap> mylist;
[ 3 ]
Non-empty lists can be constructed using square brackets, with each el-
ement separated by commas. Additionally, many GAP functions, such as
Orbits(), return a list. Two lists can be concatenated using
Concatenation(<list1>,<list2>).
gap> mylist := [3,4];
gap> mylist := Concatenation(mylist,orbits);
[ 3, 4, [ 1, 2, 3 ], [ 4, 5, 6 ] ]
Lists are indexed from 1 to n, where n is the length of the list. GAP uses lists
extensively. Above we used orbits[1]. This is a list of the first set of points
which form an orbit in g. The number of orbits in g is 2. We can find this out
by computing the length of the list orbits.
gap> n := Length(orbits);
2
We can iterate over each element in a list by using a for loop.
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gap> for i in [1..n] do
gap> orbits[i];
gap> od;
[ [ 1, 2, 3 ] ]
[ [ 4, 5, 6 ] ]
Another useful feature of the GAP input language, common to most pro-
gramming languages, is the use of conditionals. These take the form if
<Boolean condition> then <do this> fi. We can have multiple distinct
conditions using the keyword elif ending the list of conditions with else.
gap> if NrMovedPoints(g) < 4 then
gap> Print("The number of points in g is less than 3.");
gap> elif NrMovedPoints(g) < 8 then
gap> Print("The number of points in g is less than 8
gap> but greater than 3.");
gap> else
gap> Print("The number of moved points in g is 8 or more
gap> .");
gap> fi;
Finally, rather than use the code line by line, we can group lines together
into functions. Functions have a name which can be called to use them at
a later date. They take a set of arguments that can contain any variable that
GAP accepts. Functions also return a variable. The function Element2 below
takes a list and returns the second element of that list.
gap> Element2 := function(list)
gap> i := 2;
gap> return list[i];
gap> end;
If we call this function on orbits we will get the second orbit.
gap> Element2(orbits);
[ [ 4, 5, 6 ] ]
If a function uses local variables, we should declare the names of the vari-
ables on the first line of the function using local.
gap> local i;
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Example functions can be found in Appendix A.
7.2.2 Naming Groups
GAP provides a handy function to decide if g is a symmetric group.
gap> IsNaturalSymmetricGroup(g);
true
Rather than use generators to create a group, we can instead use functions
within GAP. For the remainder of this section we will use these functions where
possible for clarity.
gap> s3 := SymmetricGroup(IsPermGroup,3);
gap> c3 := CyclicGroup(IsPermGroup,3);
gap> d4 := DihedralGroup(IsPermGroup,4);
gap> a3 := AlternatingGroup(IsPermGroup,3);
There are a number of other functions that can be used to test the name of
our groups. We have similar functions for the cyclic groups, dihedral groups
and alternating groups.
gap> IsNaturalSymmetricGroup(s3);
true
gap> IsCyclicGroup(c3);
true
gap> IsDihedralGroup(d4);
true
gap> IsNaturalAlternatingGroup(a4);
true
We can now demonstrate an interesting feature of groups.
gap> IsNaturalAlternatingGroup(c3);
true
Groups can belong to be more than one family of groups. We therefore
define an order of precedence in the naming of groups for the remainder of this
section, from left to right.
Symmetric −Alternating − Cyclic −Dihedral
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The other groups we are interested in this thesis are the ones that describe
row and column symmetries.
1 2 3
4 5 6
7 8 9
The code below generates the row and column symmetries of a 3×3 matrix.
gap> g := Group((1,4,7)(2,5,8)(3,6,9),(1,4)(2,5)(3,6),(1,
gap> 2,3)(4,5,6)(7,8,9),(1,2)(4,5)(7,8));
Unfortunately there is no function in GAP to test for this, so we must write
out own.
One of the key features of row and column symmetries is that any variable
in a row or column with any other variable will remain in a row or column with
the same variable no matter which permutation is applied. In group theory we
call this a block system. A block system for the action of a transitive group P on
a set of points X is a partition of X that is P-invariant. If x, y lie together in one
part of the partition of X then ρ(x) and ρ(y) also lie in the same part of χ.
Row and Column groups have two block systems. One which describes the
rows, and another which describes the columns. We can ask GAP to describe
one of these to us by asking for a minimal non-trivial block system using the
function Blocks(<group>,<points>).
gap> blocks1 := Blocks(g,[1..NrMovedPoints(g))];
[ [ 1, 4, 7 ], [ 2, 5, 8 ], [ 3, 6, 9 ] ]
Each set of 3 points above is a block. We won’t know whether this refers
to the rows or the columns, but this is unimportant. What is important is that
we can get the other system of blocks. Here we are looking for a column or
row containing the points {1, 2, 3}. Blocks() can take a third argument. This
argument is a seed. If a block exists containing the seed, then a minimal set of
blocks containing that block is returned. We first need to store the seed.
gap> seed := [];
gap> for i in [1..numrows] do
gap> Append(seed,[blocks1[i][1]]);
gap> od;
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Then we can then generate a system of blocks using this seed.
gap> blocks2 := Blocks(g,[1..NrMovedPoints(g)],seed);
[ [ 1, 2, 3 ], [ 4, 5, 6 ], [ 7, 8, 9 ] ]
We now have two systems of blocks. We need to check that exactly one point
from each block in each system of blocks occurs in each block from the other
system of blocks. In other words, for each row block
r
Xi ⊂ X and each column
block
c
X j ⊂ X, the points x1, . . . , xn ∈
r
Xi iff x1 ∈
c
X1, . . . , xn ∈
c
Xn, where mn =
|X|, | rXi| = n, |
c
X j| = n, 1 ≤ i ≤ m, and 1 ≤ j ≤ n.
The following section of GAP code checks that this condition holds.
gap> numrows := Length(blocks1);
gap> numcols := Length(blocks2);
gap> holds := true;
gap> for i in [1..numrows] do
gap> for j in [1..numcols] do
gap> if Size(Intersection(blocks1[i], blocks2[j]) <> 1
gap> then
gap> holds := false;
gap> fi;
gap> od;
gap> od;
If holds remains true then it is possible that we have a row and column
symmetry. Next we need to check the size of the group. An n ×m matrix will
have n! × m! symmetries. Recall that we compute the size of a group using
Size(g).
gap> if Factorial(numrows)*Factorial(numcols) = Size(g)
gap> then
gap> Print("We have row and column symmetries");
gap> fi;
One trivial check that we should do before doing any of these computations
is that the number of rows and columns are both greater than 1. Whilst it is
theoretically possible to have one row or column in a matrix, it is much simpler
to classify all such symmetries as members of the symmetric groups.
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7.2.3 Products of Groups
We can combine groups to form larger groups. The two types of combina-
tions we are interested in are direct products and imprimitve wreath products,
described in chapter 6.
gap> wrg := WreathProduct(SymmetricGroup(IsPermGroup,3),
gap> SymmetricGroup(IsPermGroup,3));
gap> dg := DirectProduct(SymmetricGroup(IsPermGroup,3),
gap> SymmetricGroup(IsPermGroup,3));
Direct products of groups are intransitive.
gap> IsTransitive(dg);
false
gap> orbits := Orbits(dg);
[ [ 1, 2, 3 ] , [ 4, 5, 6] ]
If both orbits above are permuted by groups and the sum of the size of these
two groups is equal to the size of dg then we have a direct product. Recall that
to get the group permuting each orbit we use the following code. In practice
we would use a loop here, but for the sake of explanation we have not.
gap> orbit1g := ActionHomomorphism(g,orbits[1]);
gap> orbit1g := Image(orbit1g);
Group([(1,2,3),(1,2)])
gap> orbit2g := ActionHomomorphism(g,orbits[2]);
gap> orbit2g := Image(orbit2g);
Group([(1,2,3),(1,2)])
Now, we check that the product of the sizes of each group is equal to the
size of dg.
gap> if Size(dg) = Size(orbit1g)*Size(orbit2g) then
gap> Print("This is the direct product of 2 groups.");
gap> fi;
We can now be confident that the group we are examining is the direct
product of two groups. Using a loop, we can extend this to test for the direct
product of any number of groups. The function DescribeDirectProducts()
that does this can be found in Appendix A.
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Next, we would like to decide the classification of each of the groups attained
from the product dg. One example is shown here, but this can be extended to
all groups using a loop and the full code is given in Appendix A. We will call
the group we are working with g.
We first use IsPrimitive(g) to check whether the group is primitive or
not. If this returns true then the group might be a symmetric, cyclic, dihedral,
or an alternating group. If these group tests all return false then we have an
unknown group. The process for dealing with these unknown groups is simply
to return the generators for them to allow another program to decide on the
best course of action.
If g is imprimitive then it can be a dihedral, cyclic, or a row and column
group, so we first rule these out. After that, the only other possibility that we
are interested in is a wreath product of groups.
Much like row and column symmetries, wreath products contain a block
system. The set of blocks is a set of sets of points. Consider the wreath product
S3WrS4. This is group acting on 12 points. The points are partitioned into 4
sets of 3 points. The symmetric group S3 permutes the three points in each set,
but the symmetric group S4 permutes the four sets. We call the group which
acts on the individual points in each set the base and we call the group which
acts on the sets themselves the top. In order to ensure that we are working with
a known example, let us rewrite g to be S3WrS4.
gap> g := WreathProduct(SymmetricGroup(IsPermGroup,3),Sym
gap> metricGroup(IsPermGroup,4));
To discover the top of the wreath product we need to compute a minimal
non-trivial block in g. We know that this will be S4, so we only perform that
test here, but this group could be any of the groups we have covered in this
section, even another wreath product so in practice we would re-run the entire
set of tests on top.
gap> blocks := Blocks(g,[1..n]);
[ [ 1, 2, 3 ], [ 4, 5, 6 ], [ 7, 8, 9 ], [ 10, 11, 12 ] ]
gap> topPoints := Length(blocks);
4
gap> topAHom := ActionHomomorphism(g,blocks,OnSets);
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gap> top := Image(topAHom);
Group([ (1,2,3,4), (1,2) ])
gap> IsNaturalSymmetricGroup(top);
true
gap> NrMovedPoints(top);
4
Having discovered the top of the wreath product, we now require the base.
First, we’d like to know the number of points that the base acts on. The number
of base points multiplied by the number of top points equals the number of
points the wreath product acts on.
gap> basePoints := NrMovedPoints(g)/topPoints;
gap> 3
Next we pick a set of three points that form a block at random. Here we
will use the first set for simplicity. We want to compute the stabilizer subgroup
of these three points in g. This is the subgroup containing all the permutations
that fix these three points in g. We can then use this stabilizer to create the base
group.
gap> s := Stabilizer(g,blocks[1],OnSets);
gap> baseAHom := ActionHomomorphism(s,blocks[1]);
gap> base := Image( baseAHom );
Group([ (1,3,2), (2,3) ])
gap> IsNaturalSymmetricGroup(base);
true
gap> NrMovedPoints(base);
3
We can now do one quick final check to ensure that g was indeed a wreath
product by comparing the sizes of the top and base with g.
gap> Size(g) = (Size(base)ˆ topPoints)*(Size(top));
true
We have now shown that g is S3WrS4.
Using all of the process shown in the last two subsections we can create
a series of GAP functions that will, given any group, return a breakdown of
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products of groups if they are in the small set we have discussed in this thesis.
The complete set of functions can be found in Appendix A.
7.2.4 Maintaining Point to Variable Mappings
As GAP breaks down groups it reassigns the identifiers it has given to points.
If we want to be able to deduce which group acts on which variables it is
important that we keep track of these changes as we go along. There are two
occasions when GAP reassigns the identifiers given to points in the code found
in Appendix A. The first is when we have a direct product of groups, and the
second is when we have a wreath product of groups.
Keeping track of the changes is a relatively simple matter with direct prod-
ucts. We just need to ask GAP what the previous point-to-variable mappings
were. We do this using the function UnderlyingExternalSet(g). This func-
tion returns a list points that map the current points to the previous ones. The
example below is a direct product of a symmetric group and a row and column
group. We will only show the underlying external set for the matrix in this
example.
gap> dg := DirectProduct(SymmetricGroup(IsPermGroup,3),Gr
gap> oup((1,4,7)(2,5,8)(3,6,9),(1,4)(2,5)(3,6),(1,2,3)(4,
gap> 5,6)(7,8,9),(1,2)(4,5)(7,8)));
gap> orbits = Orbits(dg);
[[1,2,3],[4,7,5,10,8,6,11,9,12]]
gap> g := ActionHomomorphism(g,orbits[2]);
gap> g := Image(g);
gap> UnderlyingExternalSet(g);
[4,7,5,10,8,6,11,9,12]
When we look at the row and column group the points will have been
renamed 1 to 9. We simply map the points 1 to 9 onto the list above to get
their original identifiers. It is possible that this mapping process will need to
be done a number of times before we get back to the true set of identifiers.
The remapping of points for wreath products is a little more complex. When
there is just one wreath product we need only ask GAP for the set of blocks it
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used to compute the base and top. These blocks will then map directly onto the
original identifiers for the points. Things become a little more complex when
we have iterated wreath products. The example below is S3WrS4WrS5. some
code has been omitted for brevity. firstblocks is the set of blocks identifying
S3 and secondblocks is the set of blocks identifying S4.
gap> g := WreathProduct(WreathProduct(SymmetricGroup(IsPe
gap> rmGroup,3),SymmetricGroup(IsPermGroup,4)),SymmetricG
gap> roup(IsPermGroup,5));
gap> firstblocks;
[1,2,5],[3,6,11],[4,7,12],[8,13,20],
[9,14,21],[10,15,22],[16,23,31],[17,24,32],
[18,25,33],[19,26,34],[27,35,42],[28,36,43],
[29,37,44],[30,38,45],[39,46,51],[40,47,52],
[41,48,53],[49,54,57],[50,55,58],[56,59,60]
gap> secondblocks;
[1,2,4,7],[3,5,8,11],[6,9,12,15],
[10,13,16,18],[14,17,19,20]
Here, the second set of blocks partitions the first set of twenty blocks.
Examining the first block in secondblocks we find [1,2,4,7]. This means,
take the first block in firstblocks, followed by the second, then the fourth,
and finally the seventh. Each of the blocks in secondblocks are taken in turn
until none remain. The final string of points achieved from this process is the
mapping of points-to-variables.
[1, 2, 5, 3, 6, 11, 8, 13, 20, 16, 23, 31, 4, 7, 12, 9, 14, 21, 17, 24, 32, 27, 35, 42, 10, 15, 22,
18, 25, 33, 28, 36, 43, 39, 46, 51, 19, 26, 34, 29, 37, 44, 40, 47, 52, 49, 54, 57, 30, 38, 45,
41, 48, 53, 50, 55, 58, 56, 59, 60]
Now we need a way of returning all of this information in a format that can
be used by another program to create ordering constraints. This is discussed
in the next subsection.
93
7.2 Decomposition of Groups Using GAP
7.2.5 A Context Free Grammar For Groups
We begin by defining a context free grammar for the description of a group as
a product of groups. A string conforming to this grammar is output from the
code is Appendix A.
H → [ D ]
D → L | L, J, D, J
J → [ K ] | [ K ], J
K → I | I, K
L → G1 , I | [G2 , L , K, L] | [G3 , I, I] | [Group(<generators>)]
G1 → “S” | “A” | “C” | “D”
G2 → “Wr”
G3 → “Matrix”
I → Z
The grammar begins at H. Every string in this grammar is enclosed by
square brackets. D defines the direct products of groups with L being the group
name and J being the point-to-variable mapping described in the previous
subsection. K is simply a list of integers separated by commas.
The group can be one of row and column, G3, wreath product, G2, an
unknown group, or the other four groups, G1. The four groups require only
an integer parameter which describes the number of points the group acts on.
Wreath products require two groups to act on and the point-to-variable map-
pings, row and column groups require two integers depicting the dimensions
of the matrix, and finally, unknown groups require the group generators for
that group.
7.2.6 Examples
In this section we give a number of examples of output on a given input. For
the sake of readability the groups used are artificial, and do not come from a CP
model, although one could imagine a problem that exhibits these symmetries.
All output was achieved by passing the group to the function Describe(g) in
Appendix A.
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First let us consider the symmetric group S4. This symmetry would arise
any time that a set was modelled as an array.
gap> g := SymmetricGroup(IsPermGroup,4);
gap> Describe(g);
[ "S", 4 ]
You can see here that the function has successfully identified the group as
a symmetric group. There is no point-to-variable mapping because they are
equivalent in this case.
Next we’ll examine a row and column symmetry. This time it’s a 4 × 3
matrix.
gap> g := Group((1,5,9)(2,6,10)(3,7,11)(4,8,12),(1,5)(2,6
gap> )(3,7)(4,8),(1,2,3,4)(5,6,7,8)(9,10,11,12),(1,2)(5,
gap> 6)(9,10));
gap> Describe(g);
[ [ "Matrix", 4, 3 ] ]
Again, GAP has not had to reassign points here so no point-to-variable data
has been output. We now test the direct product function. Below g is the direct
product of C8 and D14.
gap> g := DirectProduct(CyclicGroup(IsPermGroup,8),Dihedr
gap> alGroup(IsPermGroup,14));
gap> Describe(g);
[["C",8,[1,2,3,4,5,6,7,8],"D",7,[9,10,11,15,12,14,13]]]
This time GAP has reassigned some points as it has passed through the
functions. The series of integers after the groups allow us to keep track of
these reassignments. Note that D14 acts on 7 points and this is why the output
contains the substring “"D", 7,”. Below we call the Describe(g) function on
S3WrS4WrS5. This is the main symmetry we find in the social golfers problem.
gap> g := WreathProduct(WreathProduct(SymmetricGroup(IsPe
gap> rmGroup,3),SymmetricGroup(IsPermGroup,4)),SymmetricG
gap> roup(IsPermGroup,5));
gap>
gap> Describe(g);
[["Wr","S",3,[1,2,3],[4,5,6],[7,8,9],[10,11,12],
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[13,14,15],[16,17,18],[19,20,21],[22,23,24],
[25,26,27],[28,29,30],[31,32,33],[34,35,36],
[37,38,39],[40,41,42],[43,44,45],[46,47,48],
[49,50,51],[52,53,54],[55,56,57],[58,59,60],
["Wr","S",4,[1,2,3,4],[5,6,7,8],[9,10,11,12],
[13,14,15,16],[17,18,19,20],"S",5]]]
Here we can see the three groups,S3, S4 and S5, and also the point to variable
mappings for wreath products.
7.3 Conclusions
The work in this section is very much a proof of concept rather than a completely
finished article. Clearly in future we would like to be able to detect all groups
that appear as symmetries in CP, and not just the most common ones that we
have discussed here. Also, it would be advantageous to allow much more
complex nestings of products. For example, the current set of functions cannot
handle a symmetry which isn’t a full wreath or direct product. As a related
example, you can imagine a CSP with row and column symmetry but with
the additional rule that if you swap row i and row j then you must also swap
column i and column j. This work is however still entirely usable in its current
form. Since unknown groups that are encountered are passed back in the
output string, these can either be turned into a standard set of lex constraints, or
ignored by simply posting partial symmetry breaking constraints. This method
of passing back the unknown groups also allows for ease of extensibility in the
future.
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Chapter 8
Confluence in Lex Leader Reduction
8.1 Introduction
This chapter has appeared in a various forms in previous peer-review publica-
tions by the author of this thesis[27][26].
In chapter 4 we examined some families of groups and showed that we could
produce minimal formula to construct ordering constraints for each of them.
Up until now, it was not known whether these minimal formula produced
reductions that were local minima, or global a minimum. This distinction is
important because it was shown in [24] that smaller sets of ordering constraints
use less memory and produce faster solve times and a global minimum might
substantially outperform a local minimum.
This chapter shows that there exist nonconfluent systems of lex constraints
even when the symmetry group is transitive.
Definition 8.1.1. A terminating rewriting system is confluent if the rewrite rule
reaches the same fixpoint irrespective of the order in which they are applied.
More details on the extensive research already completed in other fields
into confluence can be found in [1].
Upon reduction the final set of ordering constraints can vary according
to the order of application of the rules. We characterise the systems of lex
constraints for which the reduction rules are confluent in terms of a simple
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feature of the input lex constraints named ‘blocks’. Using this characterisation
it is possible to determine a minimum reachable fixpoint for some commonly
occurring infinite families of groups without the need for complex proofs. It
also goes some way towards directing reductions in the future by highlighting
areas where divergence will occur in nonconfluent systems.
The proof of nonconfluence in [24] relied on a set of lex constraints derived
from an intransitive group of symmetries. For this chapter we are more inter-
ested in transitive groups. Although intransitive group symmetries appear in
CSPs, it is much more common to find transitive group symmetries. For ex-
ample, the symmetries of a set or a multiset are transitive. Furthermore every
intransitive group is composed of smaller transitive groups.
We continue this chapter by proving that the minimal formulae introduced
in chapter 4 are in fact minimum with respect to Rules 1, 2 and 3′, by showing
that the lex constraints do not contain blocks.
The chapter ends by describing an algorithm which can detect systems of
lex constraints that do not contain blocks, and hence will produce minimum
sets of constraints upon reduction.
8.2 Confluence in Lex Leader Reduction
8.2.1 Confluence of Rule 1
We begin by proving that the application of Rule 1 is confluent.
Lemma 8.2.1. Application of Rule 1 is confluent.
Proof. Consider a pair of variables at an index i that can be removed by Rule
1. The justification for this removal is a subset of the pairs of variables at the
indices less than i. Assume that Rule 1 is not confluent. Hence, for some pair
at index i, there exists an index h, where h < i, at which part of the justification
for the removal of the pair at i has been removed by a previous application of
Rule 1. However, by definition the equality of the pair at index h is entailed by
a subset of the pairs at indices less than h. Hence, the ‘hole’ in the justification
for i can be repaired by the justification for h. Of course, the pair at h may also
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have a hole in its justification, but this hole can be repaired in the same way.
Furthermore, there must exist a leftmost pair of variables that can be removed
by Rule 1 whose justification cannot have a hole. This is a contradiction.

8.2.2 Nonconfluence of Rules 2 and 3 by Example
Rules 2 and 3′ are not confluent when applied to arbitrary sets of lex constraints,
or to sets of constraints produced by groups that cannot map any variable to
any other [24]. We now show that the same holds even for transitive groups.
Theorem 8.2.1. There exist lex constraints for a transitive group that are not conflu-
ently reduced by Rules 2 and 3′.
Proof. Let G be TransitiveGroup(6,6) in GAP’s library [9, 56], permuting
x1, x2, x3, x4, x5, x6. The group elements are:
(), (x3x6), (x1x5x3)(x2x6x4), (x1x5x3x4x2x6), (x1x4)(x3x6),
(x1x3x2x4x6x5), (x2x5)(x3x6), (x1x5x6x4x2x3), (x1x3x5)(x2x4x6)
(x1x5x6)(x2x3x4), (x1x3x5x4x6x2), (x1x3x2)(x4x6x5), (x1x4),
(x1x2x6x4x5x3), (x1x2x6)(x3x4x5), (x1x6x2x4x3x5), (x2x5),
(x1x6x5)(x2x4x3), (x1x4)(x2x5), (x1x6x2)(x3x5x4), (x1x6x5x4x3x2),
(x1x2x3)(x4x5x6), (x1x2x3x4x5x6), (x1x4)(x2x5)(x3x6)
The group contains 24 elements, but using Rules 2 and 3′ we reduce the full set
of lex constraints for G to:
(1) x1x2x4 ≤lex x2x3x5, (2) x3 ≤lex x6,
(3) x2 ≤lex x5, (4) x1 ≤lex x4,
(5) x1x2x4x5 ≤lex x3x1x6x4, (6) x1x2 ≤lex x3x1
Pairs x2 ≤ x1 in (5) and (6) can both be removed.
Method 1: From (5) by Rule 3′, see Figure 8.1. Assume x1 = x3, then (6)
gives x2 ≤ x1. Since (1) states x1 ≤ x2, we deduce x1 = x2, and remove x2 ≤ x1
from (5). We then reach a fixpoint (1), (2), (3), (4), (6), x1x4x5 ≤lex x3x6x4.
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Method 2: From (6) by Rule 2,see Figure 8.1. Assume x1 = x3, then (5) gives
x2 ≤ x1, and the second pair of (6) can be removed. After this (6) is now equal to
the first pair of (5), and so we remove all of (6) by Rule 2, giving a new fixpoint,
(1), (2), (3), (4), (5). 
It was previously known that Rule 3′ could remove pairs of variables that
Rule 2 cannot remove [46], but only when applied to sets of lex constraints that
are not reduced from the full set for some group. The first method above shows
that this is possible.
Corollary 8.2.1. There exists a transitive group whose full set of lex constraints
contains pairs which can be removed by Rule 3′ but not Rule 2.
8.2.3 Generalisation of Confluence in Lex Leader Reduction
Recall back to chapter 3 where we introduction the concept of activation graphs.
Intuitively, an activation chain represents an argument for the removal of cαβ.
To clarify this, we present activation graphs G52 and G62 for the set {(1), . . . , (6)}
of constraints given in the proof of Theorem 1.
We now show that if an activation chain for ci j contains cst, and cst is removed,
then unless all activation chains for cst include ci j we can still remove ci j.
Lemma 8.2.2. Let cst have at least one activation chain. If there exists an activation
chain C1 for ci j such that cst < C1 then there exists an activation chain C2 for cst such
that ci j < C2. Thus the order of removal ci j and cst does not alter the set of reachable
fixpoints.
Proof. If no activation chain for cst includes ci j then the result follows. So let C3
be an activation chain for cst with ci j ∈ C3. To construct Gi j we make cil green
for l < j, and cm1 amber for m , i. All other edges in C1 are entailed by these
initial assumptions. Let Ai j be the set of nodes with directed edges to ci j in C1.
Since ci j is in C3 it is active, so cil is green for l < j in C3. Clearly cm1 is amber
or green for m , i, thus all entailments in Gi j are in Gst. In particular, nodes Ai j
are the same colour in Gst as in C1.
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Green:
Amber:
Red:
Node 
Colours
x ,x1 3
x x2 3,
x x3 6,
x x2 1,
x x1 2,
x x2 5,
x x1 4,
x x1 3, x x2 1,
Assumptions Goal=
x x4 5,
Figure 8.1: This gives the reduction described in Method 1 of Theorem 8.2.1.
The solid black edges represent a possible activation chain, with the dashed
edges representing activations not used in that activation chain. Green nodes
are equal, amber nodes are less than or equal and red nodes are not active. The
goal is c52, x2 ≤ x1 and the assumption is x1 = x3.
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x x2 3,
x x3 6,
Assumptions
Goal
Green:
Amber:
Red:
Node 
Colours
(2)
(1)
(3)
(4)
(5)
(6) x x2 1,
x x1 2,
x x2 5,
x x1 4,
x x1 3, x x2 1,
x x4 5,
x ,x1 3
x x4 6, x x5 4,
Figure 8.2: This gives the reduction described in Method 2 of Theorem 8.2.1.
The solid black edges represent a possible activation chain, with the dashed
edges representing activations not used in that activation chain. Green nodes
are equal, amber nodes are less than or equal and red nodes are not active. The
goal is c62, x2 ≤ x1 and the assumption is x1 = x3.
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We now modify C3. Remove ci j, then add all edges from Gst required to
activate all of Ai j, then place a directed edge from every node in Ai j to every
node with an edge from ci j. Finally, reduce C3 back to an activation chain.
Since Ai j entails ci j, all active nodes and the goal have a justification set, but
ci j < C3. 
We now define the generalisation of the two pairs x2 ≤ x1 in the proof of
Theorem 1 that prevented confluence.
Definition 8.2.1. A block B is a set of at least two pairs such that ∀p ∈ B and for all
activation chains of p, ∃q ∈ B, q , p, where q is on the activation chain for p, and
conversely ∀p ∈ B, ∃q ∈ B, q , p, where p is in any activation chain for q.
The main result of this chapter is that a system of lex constraints is conflu-
ently reduced if and only if it contains no blocks.
Theorem 8.2.2. The reduction of a set C of constraints by Rules 2 and 3′ is confluent
if and only if C has no block.
Proof. First we show that blocks prevent confluence. Since every element of
a block B has at least one activation chain, any element of B can be removed.
However, the last element of B will have no remaining activation chains – all
such chains contain at least one member of B. Since more than one fixpoint is
possible amongst the constraints containing the pairs in the block, C has more
than one fixpoint under Rules 2 and 3′. 
Theorem 8.2.3. If a set of lex constraints C has no blocks then its reduction by Rules
2 and 3′ is confluent.
Proof. There are two cases. If no activation chain for any element of C that can
be removed includes any other element that can be removed, then clearly the
reduction of C is confluent. So suppose that ci j has an activation chain including
cst, and that cst can also be removed. If cst has an activation chain C with ci j < C
then ci j has activation chains that do not use cst, by Lemma 8.2.2. Hence the
order of removing ci j and cst does not matter. If instead all activation chains for
cst include the node ci j then again by Lemma 8.2.2 all activation chains for ci j
must include cst. Hence cst and ci j form a block, a contradiction. 
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8.3 Some Families of Symmetries
In chapter 4 a number of general formulae for the construction of minimal
lex constraints for problems with particular symmetries were defined. These
symmetries are amongst the most common in CSPs. We now show that these
general formulae produce minimum sets of lex constraints with respect to Rules
2 and 3′ and therefore the actions of the Rules is confluent.
8.3.1 Symmetric Groups
The symmetric group, Sn, is the group whose elements are the set of bijections
from {1, . . . ,n} into itself; we can freely interchange all variables. Symmetric
groups arise frequently as symmetries of CSPs, in particular whenever a set is
modelled as a list we introduce the symmetric group on variables. Since the
set is unordered but a list is ordered we can freely interchange any variables of
the list and get a new list representing the same set.
Theorem 8.3.1. Let P be a CSP with n decision variables {x1, ..., xn} whose symmetry
group is Sn on variables. Given a lex leader with variable ordering x1 to xn, Rules 2
and 3′ reduce the corresponding lexicographic constraints confluently to:
Ms = {xi ≤ xi+1 : 1 ≤ i ≤ n − 1}
Proof. We show there is only one reachable fix-point.
Each pair in Ms is the most significant non-trivial pair of one or more lex
constraints from the full set,C. Rule 1 confluently removes all trivial pairs xi = xi
[24]. We define a new set of lex constraints C1 which is C after application of
Rule 1 to a fix-point.
Recall that the jth most significant pair in a constraint i is referred to as ci j.
We now consider which pairs would need to appear on an activation chain in
order to remove the pair ci1, where c ∈Ms. Since ci1 is the only, and hence last,
pair of its constraint we consider reduction by Rule 2. We could use Rule 3′,
but since Rule 3′ requires equality in ci1, a lack of reduction by Rule 2 implies
no possible reduction by 3′. There are no more significant pairs to consider
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equal. Since there are no assumptions, only the most significant pairs of the
other constraints C′1, where C
′
1 = C1 \ ci, may become active in any activation
graph with goal ci1, otherwise we would have some pairs defined as always
equal by the lex constraints. Recall that ci1 is of the form xi ≤ xi+1. Given no
assumed equalities the only methods to activate ci1 in an activation chain are
to either activate another node xi ≤ xi+1, or to activate a set of nodes such that
xi ≤ x j ≤ . . . ≤ xk ≤ xi+1.
Given our canonical ordering, the left hand side of each constraint in C is
x1x2 . . . xn. The first moved point in a permutation must be mapped to a higher
moved point, so, having applied Rule 1 to obtain C1, if xi ≤ x j is the first pair of
a constraint in C1 then i < j.
Assume there exist more than one active nodes in an activation chain for
ci1. The chain contains both xi ≤ xb and xc ≤ xi+1. Since xi ≤ x j is not a possible
active node, if i > j we conclude that i < b ≤ n. Similarly, 1 ≤ c < (i + 1) and
hence b > c. Without loss of generality we may assume that if a chain of active
nodes exists such that xb ≤ ... ≤ xc we may consider there to be an active node
xb ≤ xc. Since b > c we know this chain of nodes cannot exist, a contradiction.
Hence, the only remaining method to remove ci1 by Rule 2 is to find a node
xi ≤ xi+1 in another constraint cm ∈ C1 which is active in an activation graph for
ci1. No assumptions are made, so xi ≤ xi+1 must be the most significant pair in
cm. If such a constraint cm exists then we remove ci1, however the constraint cm
has most significant pair xi ≤ xi+1, and as such, the above proof can be used to
define the removal of it. We can continually prune the pair ci1 until no such
constraint cm exists.
There will always exist the node xi ≤ xi+1 in some constraint, since the last
instance of xi ≤ xi+1 will have no active nodes in its activation graph.
Thus the Rules are confluent. 
8.3.2 Cyclic Groups
If all elements of a group G can be written as powers of some fixed g ∈ G then
G is cyclic. The cyclic group on n points is denoted Cn.
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Theorem 8.3.2. [24]
Let P be a CSP with decision variables, {x1, x2, . . . , xn} whose symmetry group is
the cyclic group Cn on variables. A complete set Mc of symmetry breaking constraints
is:
i = 1 x1 ≤ x2
i = 2 x1x2 ≤lex x3x4
...
...
i = n − 1 x1x2 . . . xn−1 ≤lex xnx1 . . . xn−2
Theorem 8.3.3. Let P be a CSP on variables {x1, ..., xn} with symmetry group Cn on
variables. Given a lex leader with the natural variable ordering, Rules 2 and 3′ reduce
the corresponding lex constraints confluently to Mc.
Proof. We show that there is only one reachable fixpoint. The complete set of
lex constraints C for Cn is:
(c1) x1x2...xn ≤lex x2x3...xnx1
(c2) x1x2...xn ≤lex x3x4...xnx1x2
...
(cn−1) x1x2...xn ≤lex xnx1...xn−1
We show that C′ = C \ ci does not support the removal of cii by Rule 2. We then
show that C′ does not remove any pair from ci by Rule 3′. The result follows.
Rule 2: The pair cii is xi ≤lex x j, where j = 2i if 2i ≤ n and j = 2i − n if
2i > n. To prune cii we assume x1 . . . xi−1 = xi+1 . . . x2i if 2i ≤ n or x1 . . . xi−1 =
xi+1 . . . xnx1 . . . x2i−n if 2i > n.
We begin by showing that we cannot activate any pair with xi on the left
hand side (LHS) and that xi is not equal to any other variable, therefore we
cannot imply that xi ≤ x j. Our arguments depend on whether 2i ≤ n.
If 2i ≤ n then there are equality classes x1 = xi+1, x2 = xi+2, . . . , xi−1 = x2i−1.
The constraints ca for a < i have most significant pairs x1 ≤ x2, x1 ≤ x3, . . . x1 ≤
xi−1. The constraints cb for b > i, have most significant pairs x1 ≤ xi+2, x1 ≤
xi+3, . . ., x1 ≤ xn−1. In order to use less significant pairs of variables in these
constraints we must show equality in these initial pairs, however they all lie
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in distinct equality classes. Since xi is not assumed to be less than or equal to
anything cii cannot be reduced.
Now assume that 2i > n, so that cii is xi ≤ x j, where j = 2i − n. Look for xi
on the LHS of cb for b > i. By Lemma 4.3.1, the first n − i decision variables are
never assumed to be equal to each other. Notice also that x1 = xi+1, x2 = xi+2,
. . ., xn−i = xn.
The equality classes not containing x1 contain xi+2, . . . , xn. These are the
right hand variables of the most significant pairs of cb. Therefore the Rule 2
assumptions of equality do not imply equality in these most significant pairs
and so all less significant pairs are not active on an activation graph with goal
cii.
Now consider ca for a < i. There is equality in the most significant pairs
of cn−i, c2(n−i), . . ., because the LHS of the pair is x1 which is equal to every
(n − i)th element by Lemma 4.3.1. In these constraints the pairs of variables
are matched to those in the Rule-2-assumed equality classes from ci. This is
because the equality relations step along in groups of n − i.
The first pair of variables in ca which are not assumed to be equal is the
pair with xi on its RHS, hence at most we deduce that xi is greater than another
variable. This does not imply equality in the most significant pair of any other
constraint, so we still cannot use later pairs. Since xi has not been assumed to
equal anything else and since nothing has implied it to equal anything else, we
cannot deduce that xi ≤ x j.
Rule 3′: We first consider Rule 3′ on the pair cik for k < i, which is not least
significant in the constraint ci ∈ Mc. First we show that the assumptions and
implied equalities are insufficient to show equality in the most significant pairs
of constraints of a larger arity.
The set of assumed equalities in application of Rule 3′ on cik is a subset
of the set of assumed equalities in the application of Rule 2 on cii since k < i.
Therefore the most significant pairs in constraints cb ∈ C′ for b > i are never
assumed to be equal.
We now show that the constraints ca ∈ C′ for a < i do not imply equality in
cik. First consider i ≤ (n/2). The equality class containing x1 is {x1, xi} so we can
only consider ca1, and xk ≤ xk+i cannot be removed.
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Now consider i > (n/2). All variables on one side of ca are distinct, and
variables occur on the LHS of ci before the RHS, so xk is not assumed to be
equal to any other variable under Rule 3’. To show xk = xk−(n−i) we require xk to
appear on the LHS of another constraint.
The variable xk appears on the LHS of ca after xi has appeared on the RHS.
The variable xi only appears in the least significant pair of ci, so xi is never
assumed equal to anything and we cannot reach the pair in ca containing xk.
Thus there exists no activation chain with goal xk = xk−i or xk = xk−(n−i) for Rule
3′.
It follows that Ms is the unique fixpoint and hence the system is confluent.

In both cases we produce a linear number of constraints. We intend to prove
confluence results for all groups and constructions in [24].
8.4 An Algorithm to Detect Blocks
We now present an algorithmD to detect blocks and hence decide if a set of lex
constraints will reduce confluently to a set of size m. We use the Rule 2 and 3′
reduction algorithm R discussed in [46] and [24]. The time complexity of D is
only a factor of m greater than the time complexity of R since it utilises at most
m copies of that procedure.
Given a set of lex constraints C and the reductionR, the following algorithm
detects blocks. A negative result does not necessarily mean that the reduction
is not confluent, we discuss this later.
1. apply R to C until some fix-point C′
2. for each constraint c′ ∈ C′
(a) locate the corresponding constraint c ∈ C to c′.
(b) run R on c′, using (C \ c) as the additional constraints, until some
fix-point with constraint c′′
(c) if c′! = c′′ then END return Undecided
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3. END return Confluent
Theorem 8.4.1. Algorithm D is correct.
Proof. Algorithm R produces a minimal set, since we apply it until a fixpoint
is reached. Suppose that c′i ∈ C′ is fixed by C \ ci. Then no matter what order
the Rules were applied to reduce C, the constraint beginning c′i must occur in
the fixpoint. If this holds for all i then there is a unique fixpoint, namely C′. 
Further work is required to detect all confluent reductions. For example, if
the ci could be removed by c j and c j and ci both reduce to the same prefix under
the other constraints, then the reduction is still confluent since the resulting set
of constraints will always be the same. This is what happens for the symmetric
groups, although Theorem 8.3.1 shows that in fact the lex constraints for Sn do
reduce confluently.
Algorithm D was tested on various families of groups. The first family
selected was the transitive groups on 6 points. The reasons for selecting this
family were twofold: the intransitive groups are composed of smaller tran-
sitive groups making transitive groups more interesting to examine; and the
transitive groups of order 6 are fully classified and relatively small in number
allowing for a much fairer distribution of results when compared to picking
random groups. In Figure 8.3 the number i refers to TransitiveGroup(6, i) in
GAP’s library. The second family of groups selected was the primitive groups.
The number of transitive groups on more than 6 points grow very rapidly and
it is therefore not possible to test all of them in a reasonable amount of time.
The primitive groups do not display this behaviour to such a great extent,
allowing us to test groups on a range of points. In Figure 8.4 the pair (x, y)
refers to PrimitiveGroup(x, y). The result C means confluent whilst U means
undecided. Times are in milliseconds. There are a number of examples where
reduction is confluent, thus for each of the groups any fixpoint under Rule 2
and 3′ is the unique minimum. The case we know to be not confluent, the
TransitiveGroup(6,6) from Theorem 8.2.1, is undecided which is what we
would expect. We ran further tests on the first 8 Cyclic groups with the answer
confluent in each case, again, as expected.
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Number Result Time Number Result Time
1 C 79 9 U 297
2 C 46 10 U 406
3 C 125 11 U 219
4 C 141 12 C 718
5 U 94 13 U 328
6 U 172 14 C 1375
7 U 172 15 C 2657
8 C 453
Figure 8.3: RunningD on lex leaders derived from the first 15 transitive groups
on 6 points in GAP’s library.
(x,y) Result Time (x,y) Result Time
(6,1) C 1078 (7,3) C 1547
(6,2) C 3219 (9,1) C 49422
(6,3) C 7937 (9, 2) U 104515
(6,4) U 15156 (9,3) U 211532
(7,2) C 1313 (9,4) U 210328
Figure 8.4: Results from running D on 10 lex leaders derived from primitive
groups in GAP’s library.
8.5 Conclusions
There are three main contributions in this chapter. Previously it was necessary
to show that all possible orders of rule applications produce the same fixpoint
to show confluence, which was infeasible with large examples. Now it suffices
to find a single fixpoint and use the algorithm to show confluence. Also, if
a system of lex constraints is confluent with respect to Rules 2 and 3′, then
every reduction strategy is optimal. Conversely, if the system is not confluent,
then the blocks determine all fixpoints. One next step is to complete the
algorithm to detect blocks such that it also detects set-wise confluence, and
hence to determine which families of groups produce blocks. It would also be
advantageous to investigate optimal reduction strategies for blocks.
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Chapter 9
Conclusions
This chapter summarises the original contributions of this thesis with respect
to the original aims. It also discusses the limitations of the contributions and
possible future directions to improve and extend this work.
9.1 Summary
The main aim of this thesis is to provide a method of automatically generat-
ing minimal ordering constraints to break variable symmetries in constraint
satisfaction problems. We meet this aim by: providing a number of effective
symmetry breaking constraints for some families of groups; describing formu-
lae for breaking symmetries that are direct products and wreath products of
groups; describing a collection of GAP functions that can identify products of
known symmetries given the complete symmetry group.
This work has made a number of important contributions:
• Two graph based representations of the operation of the reduction rules
for lexicographic ordering constraints are described in chapter 3. One, an
activation graph, provides a temporal view of the progression of the re-
duction as well as providing an understanding of which variables provide
support for the removal of another by introducing the concept of an acti-
vation chain. The second representation, an inequality graph, describes
how an algorithm to implement the reduction works computationally.
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9.1 Summary
• Four general formulae for the production of minimal ordering constraints
for some commonly-occurring infinite families of symmetries in CSPs
are introduced in chapter 4. These general formulae, with respect to
the number of variables in the CSP, can produce minimal sets of lex
constraints in a linear time, and are linear in size.
• An investigation into the effects of differing canonical variable orders in
lex constraints to break row and column symmetries w.r.t. the size and
arity of constraints left after reduction is covered in chapter 5.
• A new incomplete symmetry breaking method, snake lex, for row and
column symmetries which compares favourably to the current state of
the art is introduced in chapter 5.
• A method of combining minimal symmetry breaking constraints capable
of breaking symmetries formed from the direct product and imprimitive
wreath products of smaller groups is given in chapter 6.
• An introductory guide to the use of GAP for the manipulation of symme-
tries in CSPs is given at the start of chapter 7.
• A context free grammar for describing the symmetries of a CSP as a
decomposition of the whole symmetry group is described in chapter 7.
This grammar includes sufficient data to maintain the mappings between
points and variables. This mapping information is necessary to help
produce lex constraints that break the symmetries.
• A program to decompose a symmetry group into products of smaller
groups is described in chapter 7 and given in Appendix A. This code can
only deal with the groups and products discussed later on in this thesis.
Provision has however been made for allowing extensions to this code at
a future date by returning generators for any undescribed group.
• A proof that the reduction of lex constraints by the reduction rules is not
in general confluent is given in chapter 8. This is important, because
a confluently reduced set of constraints will also produce the optimal
reduction, whereas others will have varying minimal sets.
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• A proof that the formulae for the production of minimal lex constraints for
some infinite families of symmetries produce the minimum constraints is
also given in chapter 8. This shows that the minimal formulae produce
the optimal set of lex constraints.
• A definition of a block that characterises the areas of a set of lex constraints
where a choice of reduction paths with distinct roots occur is found in
chapter 8.
• The introduction of an algorithm in chapter 8 to decide whether a set of
lex constraints will reduce confluently, and hence will always reduce to
the optimal set of constraints.
9.2 Limitations and Future Work
Whilst this thesis has largely accomplished the aims it set out to meet, there are
a number of limitations to the contributions. there are also a number of areas
of possible future work where the contributions could be improved upon or
extended.
• In chapter 4 we discuss four general formulae for the production of min-
imal ordering constraints. A limitation of this work is that, whilst these
four groups are commonly-occurring, there might exist other common
symmetries that have not been covered. In future it would be advanta-
geous to investigate such symmetries and to produce general formulae
similar to those in chapter 4. In order to aid this work the current program
has been designed with extensibility in mind.
• In chapter 5 we introduce snake lex as an alternative to double lex. In
that chapter however we note that there are a number of good canonical
orderings that should be investigated in future. An ideal future out-
come would be a formula that produces the best set of row and column
symmetry breaking constraints for any given canonical ordering.
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• Chapter 6 introduces two formulae for the production of small sets of
lex constraints that break symmetries that are direct products and wreath
products. In future it would be advantageous to investigate other prod-
ucts of groups that appear in CSPs.
• In Chapter 7 we introduce the use of GAP as a means of decomposing
symmetries. The work in this section is very much a proof of concept
rather than a completely finished article. Clearly in future we would like
to be able to detect all groups that appear as symmetries in CP, and not
just the most common ones that we have discussed here. Also, it would be
advantageous to allow much more complex nestings of products. For ex-
ample, the current set of functions cannot handle a symmetry which isn’t
a full wreath or direct product. As a related example, you can imagine a
CSP with row and column symmetry but with the additional rule that if
you swap row i and row j then you must also swap column i and column
j. This work is however still entirely usable in its current form. Since un-
known groups that are encountered are passed back in the output string,
these can either be turned into a standard set of lex constraints, or ignored
instead posting partial symmetry breaking constraints. This method of
passing back the unknown groups also allows for ease of extensibility in
the future.
• Chapter 7 discusses whether varying the application order of the reduc-
tion rules effects the minimal set of lex constraints obtained. One next
step is to complete the algorithm to detect blocks such that it also detects
set-wise confluence, and hence to determine which families of groups
produce blocks. It would also be advantageous to investigate optimal
reduction strategies for blocks.
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Appendix A
Appendix
Describe := function(g)
local grouplist;
grouplist := [];
if IsTransitive(g) then
grouplist := DescribeGroup(g);
else
grouplist := DescribeDirectProducts(g);
fi;
PrintObj(grouplist);
Print("\n");
end;
DescribeDirectProducts := function(g)
local o,n,sizeCheck1,sizeCheck2,tempList,i,newG,UES,check,
grouplist;
grouplist := [];
o := Orbits(g);
n := Length(o);
sizeCheck1:= Order(g);
sizeCheck2:= 1;
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tempList:=[];
UES:=[];
for i in[1..n] do
newG := ActionHomomorphism(g,o[i]);
Add(UES, UnderlyingExternalSet(newG) ) ;
newG:= Image(newG);
Add(tempList,newG);
#PrintObj(newG);
sizeCheck2 := sizeCheck2 * Order(newG);
od;
check:= 0;
if sizeCheck1=sizeCheck2 then
check:=1;
n := Length(tempList);
for i in [1..n] do
Append(grouplist,DescribeGroup(tempList[i]));
Append(grouplist,[UES[i]]);
od;
else
return [g];
fi;
return grouplist;
end;
DescribeGroup := function(g)
local grouplist;
grouplist := [];
if NrMovedPoints(g)> 3 then
if IsDihedralGroup(g) then
Append(grouplist,Concatenation(["D"], [NrMovedPoints(g)]));
elif IsCyclic(g) then
return Concatenation(["C"], [NrMovedPoints(g)]);
elif IsPrimitive(g) then
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Append(grouplist,DescribePrimGroup(g));
else
Append(grouplist,DescribeImpGroup(g));
fi;
else
return DescribePrimGroup(g);
fi;
return grouplist;
end;
DescribePrimGroup := function(g)
if IsNaturalSymmetricGroup(g) then
return Concatenation(["S"], [NrMovedPoints(g)]);
elif IsNaturalAlternatingGroup(g) then
return Concatenation(["A"], [NrMovedPoints(g)]);
else
return [g];
fi;
end;
DescribeImpGroup := function(g)
return DescribeRowColumnSym(g);
end;
DescribeRowColumnSym := function(g)
local n,rowblocks,numrows,numcols,colseed,colblocks;
n := NrMovedPoints(g);
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rowblocks := Blocks(g,[1..n]);
numrows := Length(rowblocks); #the number of rows
numcols := Length(rowblocks[1]); #the number of columns
if numrows = 1 then
return [g];
elif numcols =1 then
return [g];
fi;
if Factorial(numrows)*Factorial(numcols) = Size(g) then
colseed := [];
for i in [1..numrows] do
Append(colseed,[rowblocks[i][1]]);
od;
colblocks := Blocks(g,[1..n],colseed);
numrows := Length(colblocks[1]); #the number of rows
numcols := Length(colblocks); #the number of columns
if Factorial(numrows)*Factorial(numcols) = Size(g) then
if OneRowElementPerColumn(rowblocks,colblocks) then
return [Concatenation(["Matrix"], [numrows,numcols])];
fi;
fi;
fi;
return DescribeImpWreathProducts(g);
end;
OneRowElementPerColumn := function(rowblocks,colblocks)
local numrows,numcols,holds,i,j;
numrows := Length(rowblocks);
numcols := Length(rowblocks[1]);
holds := true;
#For each row
for i in [1..numrows] do
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#for each column
for j in [1..numcols] do
if Size(Intersection(blocks1[i], blocks2[j]) <> 1 then
holds := false;
break;
fi;
od;
od;
return holds;
end;
DescribeImpWreathProducts := function(g)
local grouplist, blocks, n, topPoints, top, basePoints, s,
base,topAHom, baseAHom,i,UES,maxblocks;
grouplist :=[];
n:= NrMovedPoints(g);
blocks := Blocks(g,[1..n]);
maxblocks := MaximalBlocks(g,[1..n]);
topPoints := Length(blocks);
topAHom := ActionHomomorphism(g,blocks,OnSets);
top := Image(topAHom);
##########
#get base
basePoints := n/topPoints;
UES :=[];
for i in [1..topPoints] do
s := Stabilizer(g,blocks[i],OnSets);
baseAHom := ActionHomomorphism(s,blocks[i]);
Append(UES,[UnderlyingExternalSet(baseAHom)]);
od;
base := Image( baseAHom );
##########
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#Check we have a complete wreath product
if Order(g) = (Order(base)ˆtopPoints)*(Order(top)) then
Append(grouplist,[Concatenation(["Wr"],DescribeGroup(base),
blocks,DescribeGroup(top))]);
else
return [g];
Print("This is not a complete wreath product on groups");
fi;
return grouplist;
end;
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