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Resumen
Desde la invencio´n de la metaheur´ıstica ACO se
han propuesto numerosas variantes, la mayor´ıa de
e´stas con el objetivo de mejorar su rendimiento.
Estas variantes incluyen tanto incorporacio´n de al-
goritmos de bu´squeda local para mejorar soluciones
(versiones h´ıbridas) como as´ı tambie´n mecanismos
que modifican la manera de construir soluciones.
Dentro de estas variantes, se encuentra la que su-
pone el uso de un mecanismo auxiliar para la toma
de desiciones durante el proceso de construccio´n de
soluciones por las hormigas a trave´s de memoria
expl´ıcita.
Contexto
Este art´ıculo describe parte de los trabajos de in-
vestigacio´n y desarrollo que se esta´n llevando a ca-
bo en la l´ınea “Metaheur´ısticas” del Laboratorio de
Investigacio´n y Desarrollo en Inteligencia Compu-
tacional (LIDIC) de la UNSL.
Esta l´ınea tiene como principal objetivo el di-
sen˜o, implementacio´n y aplicacio´n de diferentes me-
taheur´ısticas y sus posibles variantes h´ıbridas de-
rivadas de heur´ısticas convencionales, inteligencia
artificial, evolucio´n biolo´gica, sistemas neuronales,
sistemas inmunes y otros bioinspirados.
1. Introduccio´n
Los algoritmos ACO hacen uso de agentes sim-
ples llamados hormigas que construyen soluciones
candidatas iterativamente para un problema de
optimizacio´n combinatoria. La construccio´n de
soluciones realizada por las hormigas esta´ guiada
por rastros de feromona e informacio´n heur´ıstica
dependiente del problema. En principio, los al-
goritmos ACO pueden ser aplicados a cualquier
problema de optimizacio´n combinatoria definiendo
las componentes de solucio´n que las hormigas
usan para construir soluciones candidatas y sobre
las cuales se podra´ depositar feromona [5, 6, 8].
Cada hormiga construye soluciones candidatas
comenzando con una solucio´n vac´ıa y luego va
agregando componentes incrementalmente hasta
que se genera una solucio´n candidata completa.
Despue´s de que se ha completado la construccio´n
de una solucio´n, las hormigas depositan feromona
en las componentes que han utilizado en su solu-
cio´n teniendo en cuenta su calidad. Generalmente,
los componentes de solucio´n que forman parte de
las mejores soluciones o que son utilizadas por
muchas hormigas son las que recibira´n mayor can-
tidad de feromona y, por lo tanto, tendra´n mayor
probabilidad de ser usadas por las hormigas en
futuras iteraciones del algoritmo. Para evitar que
la bu´squeda sufra estancamiento1 , por lo general
antes de que se refuerzen los rastros de feromona,
1Se define en [7] como la situacio´n en donde todas las
hormigas siguen la misma ruta y construyen la misma solu-
cio´n.
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todos los rastros de feromona son disminuidos por
un factor ρ [8].
La l´ınea de investigacio´n presentada esta´ re-
lacionada a una de las tendencias actuales en
algoritmos ACO, en los cuales se incorpora una
memoria externa como alternativa al mecanismo de
eleccio´n de componentes de soluciones [1, 12, 13],
y esta´ inspirada en la metaheur´ıstica Tabu Search.
Tabu Search (TS) es una metaheur´ıstica cuya
caracter´ıstica distintiva es el uso de una memoria
adaptativa y de estrategias especiales de resolucio´n
de problemas. Su filosof´ıa se basa en la explotacio´n
de diversas estrategias inteligentes para la resolu-
cio´n de problemas, basadas en procedimientos de
aprendizaje. El marco de memoria adaptativa de
TS explota la historia del proceso de resolucio´n del
problema haciendo referencia a cuatro dimensiones
principales: ser reciente, en frecuencia, en calidad,
y en influencia.
2. L´ıneas de Investigacio´n y
Desarrollo
En esta seccio´n, se describen las ideas generales
de los temas que se esta´n investigando en nuestra
l´ınea.
2.1. Memoria externa
El uso de la memoria externa se introduce en los
algoritmos ACO durante la construccio´n de solu-
ciones realizada por las hormigas. Esto supone dos
perspectivas:
utilizar (y aprovechar) informacio´n relevante
recolectada durante la bu´squeda que en algo-
ritmos ACO estandar no se realizar´ıa. Esta in-
formacio´n es un resumen del historial del pro-
ceso de bu´squeda, y permite registrar en que
medida han sido visitadas las zonas del espacio
de bu´squeda del problema en particular; para
permitir volver a visitar regiones prometedo-
ras del espacio de bu´squeda, o por el contra-
rio, promover la bu´squeda hacia regiones me-
nos exploradas.
introducir un cierto grado de determinismo en
la construccio´n de soluciones, debido a que no
todas las desiciones respecto de la construccio´n
de soluciones se toman en forma probabil´ıstica.
Es importante mencionar que el uso de la me-
moria complementa al modelo de feromona de al-
goritmos ACO sin perder la filosof´ıa propia de la
metaheur´ıstica. Adema´s, si bien la metaheur´ıstica
TS considera cuatro dimensiones (i.e., ser recien-
te, frecuencia, calidad e influencia), para el caso de
los algoritmos ACO en proceso de investigacio´n se
consideran dos alternativas:
Memoria basada en lo reciente: La forma
habitual de utilizar este tipo de memoria es
etiquetando las componentes seleccionadas de
soluciones visitadas recientemente.
Memoria basada en frecuencia: La forma
habitual de explotar este tipo de memoria es
etiquetando las componentes seleccionadas de
soluciones ma´s frecuentemente escogidas.
2.2. Hibridacio´n
En muchas aplicaciones a problemas de optimi-
zacio´n combinatoria, los algoritmos ACO obtienen
mejores resultados cuando se los hibridiza con algo-
ritmos de bu´squeda local (que es un tipo particular
de acciones auxiliares de la metaheur´ıstica ACO).
Los algoritmos de bu´squeda local optimizan local-
mente las soluciones construidas por las hormigas
y luego estas soluciones son usadas en la actualiza-
cio´n de feromona.
Por otro lado, es necesario tener en cuenta el he-
cho de que generar soluciones iniciales para algo-
ritmos de bu´squeda local no es tarea sencilla. Por
ejemplo, se ha demostrado que, para muchos pro-
blemas, repetir bu´squeda local a partir de solucio-
nes iniciales generadas aleatoriamente no es eficien-
te [9]. En la pra´ctica, las hormigas combinan proba-
bil´ısticamente componentes de soluciones que son
parte de las mejores soluciones localmente o´ptimas
encontradas hasta el momento y generan soluciones
nuevas (ma´s prometedoras) para la bu´squeda local.
Experimentalmente, se ha mostrado que la combi-
nacio´n de una heur´ıstica constructiva (adaptativa
y probabil´ıstica) con bu´squeda local puede obtener
excelentes resultados [4, 7, 11].
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2.3. Balance entre exploracio´n y ex-
plotacio´n
Cualquier algoritmo metaheur´ıstico efectivo tie-
ne que lograr un equilibrio adecuado entre la explo-
tacio´n de la experiencia de bu´squeda obtenida hasta
el momento y la exploracio´n de regiones del espacio
de bu´squeda no visitadas o relativamente poco ex-
ploradas. En los algoritmos ACO existen varias ma-
neras de lograr ese equilibrio, normalmente a trave´s
del manejo de los rastros de feromona. De hecho,
los rastros de feromona inducen una distribucio´n
de probabilidad sobre el espacio de bu´squeda y de-
terminan que´ partes del espacio de bu´squeda son
muestreadas efectivamente, es decir, en que´ parte
del espacio de bu´squeda se encuentran con mayor
frecuencia las soluciones construidas. Se debe te-
ner en cuenta que, dependiendo de la distribucio´n
de los rastros de feromona, la distribucio´n muestral
puede variar de una distribucio´n uniforme a una
distribucio´n sesgada que asigne probabilidad uno a
una u´nica solucio´n y probabilidad cero a todos los
dema´s. De hecho, esta u´ltima situacio´n correspon-
de al estancamiento de la bu´squeda anteriormente
mencionado.
La forma ma´s sencilla de explotar la experiencia
de bu´squeda de las hormigas es hacer la actuali-
zacio´n de feromona en funcio´n de la calidad de la
solucio´n realizada por cada hormiga en particular.
Sin embargo, este sesgo por s´ı solo es a menudo
demasiado de´bil como para obtener un buen rendi-
miento, como se ha demostrado experimentalmente
en [7]. Por lo tanto, en muchos variantes de algo-
ritmos ACO se introduce una estrategia elitista en
la que las mejores soluciones encontradas durante
la bu´squeda contribuyan en gran medida en actua-
lizacio´n de los rastros de feromona.
Tambie´n se puede lograr una explotacio´n ma´s
marcada de los rastro de feromona “aprendidos”
durante la construccio´n de soluciones. Por ejem-
plo mediante la aplicacio´n de la regla proporcional
pseudo-aleatoria de Ant Colony System [7]; mien-
tras que la exploracio´n del espacio de bu´squeda se
realiza en ACO principalmente a trave´s de la cons-
truccio´n aleatoria de soluciones por las hormigas.
Estos dos mecanismos son complementados con el
uso de la memoria externa tanto en el proceso de in-
tensificacio´n como en el proceso de diversificacio´n.
Otra de las caracter´ısticas que introduce el uso de
la memoria es la de garantizar (aunque en forma
mı´nima) una exploracio´n controlada del espacio de
bu´squeda, con lo cual se contribuye a tratar de evi-
tar estancamiento prematuro de la bu´squeda.
3. Resultados obteni-
dos/esperados
Los resultados obtenidos en relacio´n al uso de
memoria externa e h´ıbridacio´n han sido presen-
tados en las siguientes publicaciones cient´ıficas
[2, 3, 10]. Estos trabajos reflejan la evolucio´n que
esta teniendo la original propuesta.
Los resultados obtenidos hasta el momento son:
Disen˜o e implementacio´n de algoritmos ACO
que incluyen uso de memoria externa para pro-
blemas de optimizacio´n combinatoria.
Se ha logrado implementar algoritmos ACO
que alcanzaron estado-del-arte en la resolucio´n
de problemas NP que utilizan las variantes de
memoria externa descritas en secciones ante-
riores
Se ha logrado hibridizar algoritmos ACO al-
canzando estado-del-arte para clase de proble-
mas NP con algoritmos de busqueda local:
cla´sica y Tabu Search, entre otras.
Los resultados esperados en esta l´ınea de trabajo,
se orientan a lograr:
Extender la aplicac´ıon de los algoritmos ACO
con uso de memoria externa a otros problemas
y dominios (tanto discretos como continuos).
Determinar el efecto de los mecanismos de
memoria externa en cuanto a la diversifica-
cio´n/intensificacio´n del algoritmo.
Establecer bajo que condiciones el uso de me-
moria externa en algoritmos ACO supera a sus
pares sin uso de memoria, en aspectos tales co-
mo: velocidad de convergencia, control de di-
versidad poblacional, explotacio´n de informa-
cio´n acumulada en las soluciones, entre otras.
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4. Formacio´n de recursos hu-
manos
La propuesta particular planteada aqu´ı junto con
los estudios derivados de la misma han dado lugar
a la formacio´n de becarios de grado y posgrado.
En particular se pretende continuar en este y otros
temas relacionados a trave´s del contacto realizado
por los autores con grupos de la Universidad de
Ma´laga (Espan˜a).
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