With the increase in Internet of Things devices and more decentralized architectures we see a new type of application gain importance, a type where local interactions between individual entities lead to a global emergent behavior, Emergent-based IoT (EBI) Systems. In this position paper we explore techniques to evaluate this emergent behavior in IoT applications. Because of the required scale and diversity this is not an easy task. Therefore, we mainly focus on a distributed simulation approach and provide an overview of possible techniques that could optimize the overall simulation performance. Our focus is both on modeling and simulation technology.
INTRODUCTION
In recent years, there has been a significant increase in the number of internet-connected devices. With IoT becoming more mainstream and with the rise in the amount of devices getting interconnected, the complexity and scale of the IoT landscape will largely increase. The interoperability between IoT devices and actuators of all sorts will prove to be vital for future IoT applications. As a result of the increasing scale and diversity and because of new IoT architectures such as edge computing, the concept of emergent behavior in IoT systems is gaining more attention within the IoT community. Mataric et. al. (Mataric 1993) defines emergent behavior as a collection of actions and patterns that result from local interactions between elements and their environment which have not been explicitly programmed. It is loosely based on the emergent behavior that is observed in bird flocks where birds apply three local rules which result in emergent flocking behavior (e.g. remain x distance to neighbor birds). D. Roca et. al. (Roca, Nemirovsky, Nemirovsky, Milito, and Valero 2016) argues that this emergent behavior will lead to improved scalability, interoperability and cost efficiency of ultra large scale IoT systems as opposed to traditional approaches that heavily rely on extensive programming of explicit behaviors. This approach particularly benefits the IoT areas which require the interaction of an enormous amount of devices where relying solely on a centralized architecture is insufficient, such as smart power grids, autonomous car flocking and smart traffic lights. We will refer to this type of systems as emergent based IoT (EBI) systems in the remainder of this paper. Building such emergentbased IoT systems is complex as the system is composed from different heterogeneous and autonomous components. Examples of such components can range from actual IoT sensors sharing observations, towards smart actuators such as smart traffic lights that make decisions based on interactions with their counterparts and by observing sensor data. However, a human actor is also a component in an IoT system. From one perspective a human actor can be seen as a simple data generator, e.g. by walking around with a GPS-sensor embedded in their smartphone, they could broadcast location-data to an IoT middleware. From another perspective they can play a very active role in the IoT system by for example generating evolving traffic patterns which will influence the behavior of smart traffic lights. All these various components and their individual behavior, their interactions and their goals need to be considered and evaluated when developing an EBI system. We believe that EBI systems will be the standard for future decentralized large scale IoT applications. Because of the complexity, the large-scale and decentralized property of these EBI systems and their components, testing, validation and calibration will be vital in successfully developing such systems. In practice, IoT tests are either performed in small-scale/lab-based prototype setups or based on software testing approaches. The limited scaling capabilities of these testing approaches make it very hard to properly test EBI systems as a whole. EBI systems introduce a new component to test, being the global vs local behavior. Traditional testing techniques would not be able to test this global behavior at scale. Furthermore, the testing of the emergent behavior of IoT has been largely ignored in the literature. In this position paper, we investigate the challenges in testing EBI and look for solutions, methods and techniques mainly based on large-scale and distributed simulation based testing of IoT. Note that an extended version of this paper is available on arXiv. The rest of this paper is organized as follows. Section 2 positions the challenges in testing EBI systems, the next section provides an overview of possible techniques to improve performance and overall simulation scalability, in section 4 we further investigate state-of-the-art techniques that could be used in the scope of simulating EBI systems. Section 6 presents a discussion of the remaining challenges.
CHALLENGES IN EVALUATING EMERGENT BEHAVIOR
We distinguish three different scenarios where evaluating the emergence of behavior is necessary, 1) Validation of emergent behavior: We want to make sure that the local behavior and rules imposed by the application lead to the preferred emergent behavior. 2) Calibration of emergent behavior: Calibration of the application needs to be done by tuning the various parameters in the IoT application until the global, emergent behavior converges to a desired state.3) Integration testing: Deploying the EBI application, for validation in an incremental means starting from a pure simulation environment to a hybrid environment and eventually to a real environment. The testing of EBI systems for each of these scenarios poses significant challenges because of the scale and diversity of these systems. We differentiate between three major methods that are relevant in this work:
1. Real-world evaluation: This method relies on deploying the system in a real environment. Often the scale of such tests are limited to small lab-based setups. This has as an advantage, that the tests are easy to deploy. However in practice, this type of testing should only be used for testing the behavior of a single IoT device. Instead, there are a few large-scale, real-life IoT testbeds which allow tests to be executed at a more appropriate size. An example of such a testbed is the Smart Santander projects (Sanchez 2014) . It is a city-wide, real IoT testbed. It offers many thousands of IoT devices readily deployed in an actual environment. However, many EBI systems, such as the smart traffic light example, rely on custom devices and applications which would be too costly and too difficult to include in existing testbeds. 2. Simulation-based evaluation: Although real testing is often desirable, simulation testing is a more flexible and cost-efficient approach. Within the IoT domain simulation testing is most often used to test technical aspects of the system such as network related features, power consumption etc. The most well-known examples of such simulators are NS-3 (Carneiro 2010) and Omnet++ (Developer ) . Some simulators are focused on testing more high-level IoT setups such as the iFogSim (Gupta 2017) which is used to test IoT edge or fog architectures. Another example is the CupCarbon simulator (Mehdi, Lounis, Bounceur, and Kechadi 2014) which is used to simulate Smart City environments. Finally, D'Angelo et. al. demonstrate the use of the Gaia/Artis specifically to run large-scale IoT simulations (D'Angelo, Ferretti, and Ghini 2016). However, most of the state-of-the-art IoT simula-tors don not have the necessary scalability requirements (more than 100.000 simulation entities) to simulate such large-scale IoT environments and to specifically evaluate emergent behavior. 3. Hybrid evaluation: Alternatively, a hybrid testing can be used which combines a small-scale real life environment with a virtual simulated environment. This way, actual IoT prototypes can interact with virtual devices, operating both as a single system able to generate emergent behavior. This could be particularly interesting for pilot projects or proof of concepts, where the scale is still too limited in order for emergent behavior to arise. Furthermore, it combines the advantages of both real-life testing and simulation testing.
Relying solely on real-world evaluation environments such as the Smart Santander project to test emergent behavior is costly and unpractical. Although these testbeds offer a number of ready-to-use sensors and IoT devices, deploying an emergent-based application on such an environment requires a significant amount of costly changes. Each EBI system will need a number of specialized sensors and actuators that need to be deployed, installed and linked to the available smart city infrastructure. Making such investments is impractical at the early stages of a project. Therefore, simulation or hybrid approach have a much smaller threshold to use. However, our observations detailed above show that the major challenge lies in the modeling of the global behavior and the scalability of the simulation framework. Furthermore, in all the different scenarios, there are different requirements on the accuracy of the simulation. On the one hand, validating the behavior of the EBI requires accurate results on the global behavior of the system. On the other hand, during calibration the parameter space of the application is explored with less accurate simulations to find good configurations of the application which are validated afterwards with detailed simulations.
OVERVIEW
The main challenge in simulating emergent behavior is related to performance. In order to obtain some level of emergent behavior a great amount of interacting entities is required. Running such a simulation on a single device is not possible, instead distributing to multiple servers is a better approach to cope with the necessary scale. Example implementations are described in the Parallel and Distributed Simulation (PADS) methodology (Fujimoto 2000) and in the IEEE 1516 standard. Facilitating the proper execution of these simulation entities in a simulated environment still requires several performance optimization techniques in the simulation kernel. Preferably, these optimizations can be performed transparent to the simulation modeler. However, this will not be possible all the time. In this sections we provide an overview of various optimization techniques that can be applied dynamically or statically. A dynamic optimization can be applied at run-time and can be context-dependent, while a static optimization needs to be applied up-front. We made a break-out of major performance optimization techniques in the sections below. Note, that this list of techniques is not complete and is the current result of on-going study.
POSSIBLE SOLUTIONS WHEN MODELING EBI
An important aspect of generating emergent behavior is to properly describe the behavior of the individual elements of the real-world within the simulation model. Furthermore, once these systems are modeled we show which modeling techniques can help us in achieving a scalable EBI simulation framework.
Model Representation
In order to model emergent behavior the agent based modeling (ABM) paradigm seems the most appropriate (Macal and North 2005) . With ABM, a bottom-up modeling approach is applied. Instead of modeling the global expected behavior, the modeler describes the behavior of the individuals. The ABM paradigm allows these individuals to interact. Eventually, these interactions will lead to a global behavior. As the EBI application are deployed in a similar matter, the simulation engineer has to model the different entities involved in the simulation. While this seems trivial, the individuals require detailed models on their decision making processes. Other formalisms can also be appropriate. Discrete-event formalisms such as DEVS (Zeigler, Praehofer, and Kim 2000) model the behavior of a system using a timed sequence of "events" either as input to a system or as a timeout within the system. These events cause instantaneous changes to the state of the system. For example, when simulating traffic behavior, agent based modeling might not be the most appropriate formalism. Lots of research has been done in the domain of queuing theory which might be a better, less computationally expensive formalism. Finally, differential equations can help to model rates of changes of properties within the IoT setting. E.g. traffic flows can be modeled with a differential equation. Different equations can also be coupled together using co-simulation techniques to allow for a divide-and-conquer approach to model complex systems. However, simulating such a large model of our IoT application is too complex. Model abstraction techniques should decrease the computational cost of individual models by "simplifying" the representation of such a model while maintaining the original behavior as accurate as possible. As a result, the overall computational complexity can be optimized. The main objective of applying model abstraction is to make a proper trade-off between computational complexity and accuracy. Extensive taxonomies of model abstraction techniques exist in literature (Frantz 1995, Caughlin and Sisti 1997) . In this work we will only discuss the most relevant techniques. We differentiate between two major categories, one based on multi-formalism model abstraction and another based on single-formalism abstraction.
Abstractions within a single formalism
These abstractions are applied on the model without changing the formalism to describe it. We define three types of abstractions that can happen within a single model. We will apply these types of abstractions on the individuals of the ABM but they can also be applied to models in other formalisms as well.
State abstraction This technique abstracts the state of a single individual. As the decision processes of individuals can be very complex, certain parts of the decision making process that an individual exhibits can be ignored without compromising the global behavior of the simulation, e.g. the individual also reasons about other properties that do not influence the global behavior, or higher-order reasoning with little to no impact on the decision of the agent. The process of creating a more abstract individual from a detailed one can be done manually. This requires insight into both the decision making process of the individuals as into the application that generates the emergence of behavior. Therefore, more automatic techniques might be more appropriate. An example technique that can be used for this is metamodeling. Caughlin et. al. defines a metamodel as a projection of the original, high-fidelity model onto a subspace defined by new constraints or regions of interest (Caughlin and Sisti 1997) . In practice, a metamodel is a mathematical approximation of a complex model. The original model is treated as a blackbox, and the metamodel operates as a surrogate model that replaces the original. To come to such a metamodel a detailed analysis of the input/output mapping of the original model has to be performed that leads to a less computationally complex surrogate model. Various methods have been used for the development of metamodels such as polynomial regressions, radial basis functions (RBF) and others (Barton 1994) . In more recent work, P. Symonds et. al. demonstrates that neural networks (NN) could perform up to 15% better compared to classic RBF approaches (Symonds 2015 ) (Gore, Diallo, Lynch, and Padilla 2017) . We believe that evaluating various state-of-the-art deep neural networks could lead to even better results.
Entity Aggregation The idea of entity aggregation is to combine multiple low-level simulation entities with a single high-level entity while preserving the collective behavior. Rodriguez et. al. demonstrates that NN's could be used to transform a collection of low-level entities to an aggregated model (Rodriguez, Bauer Jr, Miller, and Neher Jr 2008) . From an architectural perspective, a mechanism in the simulation kernel can be created to detect and analyze clusters of agents that interact a lot and pose homogeneous behavior. Using metamodeling techniques such a cluster of agents can then be replaced by a single surrogate model. Conversely, the modeler can also manually model an aggregation of individual simulation agents.
Temporal Abstraction Temporal abstraction can be used to limit the granularity of simulation entity state updates over time. Since, each state update results in a cascade of simulation events the overall computational cost could be significantly reduced. Engineers can themselves easily change the temporal granularity (time-step) of their simulation. However, choosing a too large time-step can result in an unstable simulation.
Multi-formalism Modeling
Changing formalisms during abstraction can help to achieve better performance results as we can leverage the strengths of different types of formalisms. For example, as explained in section 4.1, in the domain of traffic simulation, queuing theory might be a more appropriate, less computationally expensive formalism compared to agent based modeling. The formalism change allows for an easier state and aggregation abstraction.The disadvantage of applying multi-model abstraction is that this can not be automated, the modeler will be responsible to model the same behavior in different formalisms.
Multi-resolution Modeling
Multi-resolution modeling can be used to vary between model abstraction levels (and possibly formalisms) within the same simulation. The advantage of this is that we can increase abstraction levels in simulation areas where less accuracy is required. This will consequently reduce the computational complexity of the simulation. Oppositely we could also increase levels of detail in certain simulation areas when an increased level of accuracy is required. The multi-resolution model can be static or dynamic.
When applying a static approach, the most appropriate formalisms and levels of detail have to be specified upfront and will be used during the entire course of the simulation. Due to the dynamic nature of IoT applications, the potential computational benefit is limited. Conversely, with a dynamic approach we can switch between various levels of abstraction during the course of the simulation. This can be done by predefining when and where an abstraction switch should occur. Domain knowledge is necessary to detect and abstract/refine the (part of the) model. Conversely, AI based approaches are also possible to switch levels of abstraction, by learning areas of opportunity and applying the necessary level of abstraction. For this, an additional mechanisms in the simulation kernel are required that detects areas of opportunity based on various parameters. For example, simulation entities that have a limited amount of interaction with the rest of the simulation could be marked as candidates for an abstraction level increase. The advantage of such an approach is that we can adaptively detect opportunities to switch between abstraction levels.
POSSIBLE SOLUTIONS WHEN SIMULATING EBI
In this section we will discuss techniques that could improve the performance capabilities of the simulator itself. Most of these techniques have been studied in various domains such as parallel and distributed simulation (PADS) and distributed discrete event simulation.
Simulation Architecture
Most of the current IoT simulators have an underlying monolithic architectures which limits its scalability capabilities. D'Angelo et. al. recognizes this limitation in state-of-the-art IoT simulation in their work.
Instead, they propose their custom built large-scale simulator Gaia/Artis which is based on the parallel and distributed computing (PADS) paradigm. PADS allows a simulation to be executed among multiple distributed devices or Physical Execution Units (PEU's) , which will significantly improve scaling capabilities. Each PEU consists of a collection of logical processes (LP). An LP represents a part of the simulation and contains a collection of simulation entities (SE). A simulation entity, as the name implies, represents an individual simulation model or agent (in the context of agent based simulation). A disadvantage of PADS and distributed simulation is that it leads to additional difficulties with regards to synchronization, simulation partitioning and transparency. Extensive research has already been done to cope with these challenges.
Although the PADS methodology to our knowledge has not been applied to evaluate real-time, simulationbased IoT systems, many of its challenges are comparable.
Model Partitioning
Model partitioning aims to optimally distribute agents across multiple servers to decrease the overall communication cost. A significant part of the computational interaction cost is characterized by remote communication between multiple PEU's (Bononi, Bracuto, D'Angelo, and Donatiello 2006) . This computational cost of remote communication is much higher than the local communication cost between SE's located in the same region. Much efficiency can be gained by analyzing communication patterns and optimizing the distribution of the simulation entities, so that local communication is maximized and as a result the communication cost will be lower.
Static Model Partitioning: With a static partitioning approach it is assumed that the interaction dynamics between SEs remain unchanged. In practice, often a fixed migration schedule is used (Van Tendeloo and Vangheluwe 2014). However, in the domain of IoT we can assume the presence of stochastic dynamic nodes and devices. This will inherently lead to unpredictable changes in interaction dynamics, making it an preferable partitioning technique in the context of our work.
Dynamic Model Partitioning using Heuristics: Alternatively, the dynamic partitioning methods will be more adequate for IoT use cases. In the context of PADS, many research has been done in the area of dynamic simulation partitioning. Most of these techniques rely on generic solutions based on heuristics. In most cases these heuristics do not have a complete view on the global simulation state because this would be too computationally expensive. Instead most heuristics rely on limited data directly available on the individual hosts. D'Angelo proposes three heuristics (D'Angelo 2017), each one is slightly different and can be used for different types of simulation use cases. The heuristics are all based on a sliding window approach, where the ratio of external versus internal interactions are evaluated, in order to determine when an SE should be migrated to the LP it communicated the most with. These heuristics prove to have a very positive impact on the overall performance and the scalability of the simulations. In other work, various algorithms are proposed that focus more on the distribution of simulation workload instead of communication (Boukerche and Das 1997) .
Dynamic Model Partioning using Domain Knowledge: A possible disadvantage in the heuristics approach is that it does not take domain knowledge into account. This can lead to a number of undesired side effects. For example, migrations might occur that need to be undone in a later phase. This could result in a higher computational cost (introduced by these consecutive migrations) than the obtained gain which was only temporal. The heuristics presented above do try to prevent oscillating migrations by introducing a threshold that prevents immediate undoing a migration. However, another solution would be to inject domain knowledge that could prevent these unwanted migrations to occur in the first place. Furthermore, it could perform more optimal migrations that could not have been achieved by solely analyzing local communication patterns of individual SEs. Van Tendeloo and Vangheluwe demonstrate in their work that significant performance improvements can be obtained by injecting domain knowledge in their Python based distributed DEVS simulator PythonPDEVS (Van Tendeloo and Vangheluwe 2014). They base their work on the concept of activity prediction (Muzy 2010) , which allows the simulation models to provide hints to the simulator kernel about both their current and anticipated activity and how they should be distributed. Consequently, these hints will be exploited to decide when a SE migration should occur. This approach leads to a more optimal distribution of computational load across servers. But this same idea can also be used to improve distribution of the communicational load. A disadvantage of this approach is that a level of transparency has to be sacrificed, breaking down the boundary between model and simulation engine in order to obtain better performance.
DISCUSSION
Most of the performance optimizing techniques discussed in the above sections are focused on a full simulation-based testing approach of EBI systems. However, our ambition is to eventually enable a hybrid simulation based testing environment. A large-scale simulated environment would be combined with an actual environment containing a prototype setup limited in scale. Both environments are able to communicate with a supporting middleware system. This way a full-scale EBI system can be deployed and validated as a whole without the need to do a full deployment in an actual environment. However, this will have a number of consequences to the simulation technology being used. A distributed simulation environment relying on a PADS-like architecture would be preferable. However, the methods that can be used are limited. An optimistic synchronization approach is not realistic because we could not allow a simulation model to rewind its state after an inconsistency is found as this would break the required real-time property. As a result, only conservative synchronization methods are feasible. Furthermore, we need to have a guarantee that all SE states are updated in due time while maintaining consistencies, the blocking nature of the conservative synchronization mechanism might result in state updates not being processed at the proper rate. Additionally, in the hybrid evaluation scenario a state synchronization is required in the context of EBI applications. This mechanism needs to ensure that actual prototype in the real-world perceives similar data as the virtual, simulated devices. Therefore, the state of the simulation needs to be synchronized with the state of the real-world For example, in the case of an EBI systems related to air pollution, measurements of air pollution in the virtual environment need to match those measured in the real world. In further research we will focus on adding IoT and EBI related domain knowledge to the aforementioned techniques and to better understand in which cases which techniques are most appropriate.
CONCLUSION
In this position paper, we identified the challenges that arise when trying to evaluate emergent behavior in Internet of Tings applications. A type of application, where decentralized behavior is key. Furthermore, we proposed the idea of a hybrid simulation environment that combines real-world and simulated nodes for testing and deployment of these emergent behavior IoT systems. As a solution, we propose a distributed simulation-based approach. However, relying solely on a simulation architecture is not enough to cope with the scalability challenges of simulating emergent behavior. Instead, we present an overview of state-of-theart techniques that could help to improve simulation performance and overall scaling capabilities. In further research we will model and leverage the IoT domain knowledge on the techniques mentioned in this study to develop a methodology for evaluating emergent behavior in IoT systems.
