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Abstract
The construction industry lacks solutions for accurately, comprehensively and eﬃciently tracking the three dimen-
sional (3D) status of buildings under construction. Such informationis however critical to the successful management
of construction projects: it supports fundamental activities such as progress tracking and construction dimensional
quality control. In this paper, a new approach for automated recognition of project 3D Computer-Aided Design
(CAD) model objects in large laser scans is presented, with signiﬁcant improvements compared to the one origi-
nally proposed in [11]. A more robust point matching method is used and registration quality is improved with the
implementation of an Iterative Closest Point (ICP) based ﬁne registration step.
Once the optimal registration of the project’s CAD model with a site scan is obtained, a similar ICP-based registra-
tion algorithmis proposedto calculate the as-built poses of the CAD model objects. These as-built poses are then used
for automatically controlling the compliance of the project with respect to correspondingdimensional tolerances.
Experimental results are presented with data obtained from the erection of an industrial building’s steel structure.
Theydemonstratethe performancein real ﬁeld conditionsof the model registrationand object recognitionalgorithms,
and show the potential of the proposed approach for as-built dimension calculation and control.
Key words: Automation, 3D, Object Recognition, Dimensional Compliance Control, Laser Scanning, CAD Model,
Registration
1. Introduction
It has been repeatedly reported that construction per-
formance is correlated to the availability and accu-
racy of information on site status, in particular three-
dimensional (3D) status [29, 2, 37]. Current techniques
for project 3D status tracking are based on manual mea-
surements that are time- and labor- demanding, and
therefore too expensive and often too unreliable to be
comprehensively applied on sites [14, 29]. There is
therefore a need for eﬀective and eﬃcient project 3D
status tracking.
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1.1. Existing Research
Many research initiatives are investigating the use of
remote sensing technologies, in particular digital imag-
ing and terrestrial laser scanning, to improve the eﬃ-
ciency and eﬀectiveness of site 3D data collection for
project control activities, in particular progress tracking
and dimensional compliance control.
1.1.1. Vision based Systems
Several vision-based systems have been proposed for
tracking construction progress [26, 42, 14, 25, 19].
Their general strategy is to ﬁrst register site digital
pictures and the project 3D Computer-Aided Design
(CAD) model in a common coordinate system using
camera pose estimation techniques. The next step is to
compare the site digital pictures to the project model.
To do this comparison, diﬀerent alternative approaches
have been proposed. In [47, 42, 14], each 2D image
Preprint submitted to Advanced Engineering Informatics August 11, 2009is compared with a corresponding virtual image gener-
ated usingthe 3D modeland the estimated camerapose;
In [26] a 3D model is reconstructed from the site pic-
tures and then compared to the CAD model. Finally,
in [25, 19], Lukins et al. propose a similar approach to
[42, 14] but with an additional ﬁrst step comparingeach
picture with pictures previously acquired with the same
camera pose. The presence of newly built elements is
then only searched in regions of interest identiﬁed as re-
gions of the images presentingsigniﬁcant changes since
the previous shot. The work of Lukins et al. [25, 19]
appears to be the most promising by its level of au-
tomation (human intervention is only required for the
installation of the camera and its initial registrationwith
the project CAD model), its robustness to varying en-
vironmental conditions, and its capacity to distinguish
regions of interests for progress detection. Nonethe-
less, several limitations remain such as: (1) the size
and type of detectable changes; (2) the sensitivity of
the region-of-interest and object detectors to changing
lightingconditions, particularlyin the presence of shad-
ows; (3) the robustness to unexpected occlusions2 —
unexpected occlusions are very common on construc-
tion sites and may result in false detection of regions of
interest, which may then result in false object detection;
and (4) the impossibility to resolve depth ambiguities.
In the case of dimensional compliance control,
Ord´ o˜ nez et al. [30] proposed two diﬀerent image-based
approaches for controlling dimensions of ﬂat elements.
These approaches, however, require signiﬁcant human
input as points to be measured must be selected man-
ually. Shih and Dunston [40] also recently presented
results on the evaluation of Augmented Reality (AR)
for steel column inspection (anchor bolt positions and
plumbness). These results demonstratethe feasibility of
accurate AR-based steel column inspection. However,
the system requires not only signiﬁcant human interac-
tion, but also a user with strong skills in 3D visualiza-
tion and 2D projection necessary for the registration of
the models in the images. As a result, despite the accu-
racy of the results reported by the authors, inspections
can be time-consuming and expensive.
Overall, as already noted by Rabbani and van den
Heuvel [35], despite the major advances that have been
made in image processing in the last couple of decades,
image-based approaches, particularly when not imple-
2Expected occlusions refer to occlusions due to objects that are
part of the building of which we use the 3D CAD model (e.g. beam,
column, ﬂoor, door). On the contrary, unexpected occlusions refer
to occlusions due to objects that are not part of that building (e.g.
temporary structures, workers, and/or other buildings).
menting dense stereo-vision, will always remain lim-
ited because they aim at extracting dense 3D informa-
tion from2D images. This is an ill-conditionedproblem
that is very diﬃcult to solve, particularly in the case of
complex scenes such as construction sites. Goldparvar-
Fard et al. [14] do propose a method enabling the ex-
traction of sparse 3D data from series of images (using
the principle of structure-from-motion). However, no
results have yet been published demonstratingthe feasi-
bility andreliablyof automaticallyanalyzingthis sparse
3D data to infer such information as progress or dimen-
sional quality.
1.1.2. Laser Scanning based Systems
Contrary to digital imaging, laser scanning actually
acquires3Ddata,andwithgoodaccuracy(e.g.∼ 12 mm
at 100 m with the scannerused in this research[44]) and
high point density (e.g. maximum horizontal/vertical
resolutions of ∼ 60 µrad with the scanner used in this
research, which results in about one point per 3 mm at
50 m [44]). Thus, despite their initial cost (between
$50,000 and $100,000 for a standard scanner), laser
scanners present characteristics that are well adapted
to project 3D status tracking, and thus progress track-
ing and dimensional quality control [13, 16, 15, 3].
For example, Gordon et al. [16] present a system that
uses a 3D free-form shape recognition algorithm for
automatically recognizing CAD objects in laser point
clouds. Shapesare recognizedbyrepresenting,andsub-
sequently matching, model and sensed data using local
surface descriptors called spin-images [21]. This ap-
proach is very general and can be very robust to occlu-
sions because it is based on local features. However, its
performance signiﬁcantly decreases in complex situa-
tions, such as in construction sites where search objects
do not necessarily have very distinctive features. In-
deed, in object recognition, it is important that the data
representation be unambiguous: no two objects should
have the same representation [4]. The problem with
building 3D models is that the objects that constitute
them (e.g. columns, beams) present strong similarities
resulting in strong ambiguities.
Shih and Wang [39] reported a laser scanning- based
system for controlling the dimensional compliance of
ﬁnishedwalls. Biddiscombe[8]reportedtheuseoflaser
scanning on an actual tunneling project for controlling
as-built dimensions. Similarly, [17] and [31] reported
results on the use of laser scanning for structural health
monitoring. Despitethesemanyworksandtheindustry-
wide acknowledgement of the accuracy and versatility
of laser scanners [20], the use of laser scanning on con-
structionsites remainsverylimited. We supposethatthe
2probable reason is that the currently proposed systems
(such as those above) present low levels of automation
and/or poor eﬃciency (e.g. in terms of the number of
elements that can be investigated in a day), resulting in
beneﬁt-cost ratios which are not favorable compared to
those achieved with traditional manual inspections.
1.1.3. Our Previous Work
Bosche et al. [11] recently proposed a quasi fully-
automated system for recognizing project 3D CAD
model objects in site laser scans. The focus is on large
site scans that capture data from many objects, if pos-
sible the entire site, simultaneously. Each investigated
scan and the project 3D CAD model are ﬁrst regis-
tered in the same coordinate system using a standard
manual n-point registration approach (this is the only
manual step). The as-built point clouds corresponding
to the CAD objects present in the scan are then auto-
matically recognized as the projections (similarly to ray
casting) of the as-built points onto the objects’ models.
A threshold is used for rejecting matching point pairs
that are too far apart. Finally, the recognition of each
CAD object is inferred by analyzing the set of scanned
points with matching points on the surface of the ob-
ject’s model. The system is very robust to occlusions
(both unexpected and expected occlusions), fairly eﬃ-
cient (it takes around 5 min to process a scan containing
approximately 650,000 points with a CAD model con-
stituted of 612 objects) and quite accurate (in average,
80% ofobjects are recognized). However,this approach
is unreliable enough because its accuracy depends en-
tirely on the accuracy of the registration step, which is
performedmanuallyandreliesona fewpointpairsonly.
In [11], the authors describe how the results obtained
with this system could be used for automated project
control. In the same article, they show in fact the fea-
sibility of performingautomated project progress track-
ing using such object recognition information. In [10],
they also discuss further the feasibility of using the as-
built point clouds that can be extracted from the scans
for all recognized objects to automatically calculate the
as-built dimensions of these objects. However, no im-
plementation was proposed.
1.2. Contribution
The ﬁrst contribution of this paper is an improved al-
gorithm for recognition of project 3D CAD model ob-
jects in construction laser scans (Section 2). Compared
to the algorithm originally proposed in [11], a more
robust point matching method is used and registration
quality and reliability is improvedwith the implementa-
tion of an ICP-based ﬁne registration step. It is shown
through multiple experiments that the resulting object
recognition system has the following strengths:
• Automation: it is quasi fully automated, as only
the initial n-point coarse registration must be per-
formed manually;
• Accuracy: it achieves high object recognition ac-
curacy, and this accuracy is much less sensitive to
the initial manual coarse registration;
• Robustness: it is robust to occlusions, both ex-
pected and unexpected;
• Eﬃciency: each scan can be processed in a matter
of minutes.
The second contribution of this paper is an algorithm
forautomaticallycalculatingtheas-builtposeoftherec-
ognized CAD objects, and controlling the compliance
of the project with dimensional tolerances (Section 3).
The current algorithm focuses only on calculating the
as-built poses of the objects (an extended version will
be developed that will simultaneously calculate their
as-built shapes). It is shown through multiple experi-
ments that the proposed as-built pose calculaton and di-
mensional compliance control system has the following
characteristics:
• Automation: it can be fully automated (the as-built
pose calculation part is already fully automated,
only the dimensional compliance control part is
not);
• Accuracy: results for as-built dimension calcu-
lation and dimensional compliance control are
promising. However, current experimental results
are not conclusive, partially due to the limited ac-
curacy of current laser scanners on ﬁeld;
• Robustness: the calculated as-built dimensions do
not seem to suﬀer from partial occlusions of the
investigated objects;
• Eﬃciency/Scalability: the as-built poses of all in-
stalled/builtobjectsrecognizedina scancanbeob-
tained in a matter of minutes.
1.3. System Overview
The ﬁrst part of the proposed system is an algorithm
that enables quasi automated recognition of project 3D
CAD model objects in construction laser scans. As
summarizedin Figure 1, the algorithmﬁrst requiresthat
the laser scan be coarsely registered with the project
3D CAD Model using a simple n-point registration ap-
proach (with n ≥ 3). This process can be performed
rapidly using commercial software, but does require
some human input for the selection of at least three
matching point pairs in the scan and model. As noted
earlier, such coarse registration may not lead to optimal
alignments of the scan and CAD model. As a result, an
3automated ﬁne registration of the scan and CAD model
is implemented. This ﬁne registration is referred to as
the model ﬁne registration because it uses the 3D CAD
model constituted of all its objects. The recognition of
each CAD object is then inferred, as done in [11], by
analyzing the set of scan points that are close to, and
thus match, the surface of the object’s model.
Figure 1: Flowchart of the algorithm enabling the recognition in a site
laser scan of the objects constituting the project’s 3D CAD model.
BIM refers to Building Information Model.
The second part of the proposed system is an algo-
rithm that calculates the as-built poses of the 3D CAD
model objects recognized in a scan. These poses are
then used to control the compliance of the project with
respect to dimensional tolerances. As summarized in
Figure 2, the algorithmﬁrst calculates the as-built poses
of the recognized 3D CAD model objects using an ob-
ject ﬁne registration process. This registration uses the
same algorithm as the one used in the model ﬁne regis-
tration, but optimizes the pose of each object individu-
ally from the other objects. Once the as-built poses of
allrecognizedobjectsarecalculated,alldimensionsthat
canbecalculatedfromthem,andforwhichcompliances
with tolerances must be met, are controlled.
Figure 2: Flowchart of the algorithm enabling (1) the calculation of
the as-built poses of all project 3D CAD model objects recognized in
a site laser scan; and (2) the control of the compliance of the project
with respect to dimensional tolerances.
2. Automated CAD Object Recognition
As shown in Figure 1, the CAD object recognition
algorithm is divided into three steps: model coarse reg-
istration, model ﬁne registration and object recogni-
tion. These steps are described in the following three
sub-sections. Section 2.4 presents experimental re-
sults demonstrating the performance of this approach
by comparing it to the approach originally proposed in
[11].
2.1. Model Coarse Registration
The ﬁrst step consists in obtaining a coarse registra-
tion of the investigated scan and the project 3D CAD
model. For this, a n-point registration approach is used
that consists in manually picking at least three pairs of
matching points in the scan and model. This can be
easily performed using standard commercial software
packages for point cloud analysis (e.g. Trimble Real-
works [45] or Leica CloudWorks [23]).
In [11], the authors performed the model-scan regis-
tration using this method only. However, it is known
that such coarse registration is not reliable because it
rests on only a few pairs of matched points for which
the correspondences are not even ensured. In fact, one
of the purposes of the registration is here to perform di-
mensional quality control which aims at verifying these
correspondences. In order to achieve a more reliable
and improved registration, an additional step should be
implementedthatchecks,andifnecessaryimproves,the
qualityofthe registration. This is achievedbythe model
ﬁne registration algorithm presented below.
2.2. Model Fine Registration
2.2.1. Previous Work
An optimization algorithm can be designed to start
from a coarse registration and then locally search for
a better one (in the registration space) [7]. Such a
local optimization problem, generally referred to as
ﬁne registration, has been intensively studied in the
past. A breakthrough came with the works by Arun
et al. [5] and Horn [18] for least-squares estimation
of registration parameters between two point clouds
with correspondence (pairs of corresponding points in
the two clouds are known a priori). Then, building
on those prior results, Besl and McKay [7] and Chen
and Medioni [12] simultaneously proposed two simi-
lar methods for the ﬁne registration of two 3D shapes
without correspondence. Their methods use a similar
iterative algorithm, commonly referred to as the Itera-
tive Closest Point (ICP) algorithm. Note that Besl and
4McKay [7] refer to the registration of 3D shapes be-
cause this algorithm can be used with 3D data sets in
many diﬀerent representations including point clouds,
triangular sets, implicit surfaces and parametric sur-
faces.
The ICP algorithm is summarized in Algorithm 1
with the Data shape represented as a point cloud Xo. qk
is the registration obtained at the kth iteration and con-
tains 7 parameters: the scaling factor (in our case, it
equals 1), the three rotationangles and the three transla-
tiondistances. At each iteration,the functionC () calcu-
lates the points on the Model shape matching the given
Data (shape) points. The function R() calculates the
least square optimal registration between the matched
Data and Model points (e.g. using the method in [5] or
[18]). Finally, the function T () calculates whether the
termination criterion is met. If the criterion is met, the
algorithm stops; otherwise it goes through an additional
iteration.
Input: Data = {PD}N, Model
Result: q
Initialization:
X0 = {PD}N;
q0 = {1,0,0,0,0,0,0}T;
k = 0;
Continue = True;
Iterative Search:
while Continue = True do
Xk = qk (X0);
Yk = C (Xk, Model);
qk+1 = R(X0,Yk);
Continue = T ({Xi|i ∈ [1;k]},{Yi|i ∈ [1;k]});
k = k + 1;
end
q = qk;
Algorithm 1: Generic Iterative Closest Point (ICP)
algorithm for ﬁne registering a Data shape with a
Model shape. Here, the Data shape is assumed to be
represented as a point set.
Since the works of Besl and McKay [7] and Chen
and Medioni [12], many variants of the ICP algorithm
have been proposed. Variations have been proposedfor:
the selection of Data points, the identiﬁcation of match-
ing Model points, the error metric to be minimized and
the termination criterion. Since the calculation of the
matching points is the most computationally expensive
part of ICP algorithms, several accelerations methods
have also been proposed. A good review of many of
thesevariantspublishedupto2001canbefoundin[38].
In the speciﬁc case of the ﬁne registration of dense
point clouds with CAD models, which is the problem
we deal with here, several works have been published.
These mainly have application in dimensional compli-
ance control in manufacturing [28, 43, 34, 33]. One in-
teresting approach has been proposed by Moron et al.
[28] for ﬁne registration of a dense point cloud with
the object 3D model in STL format (triangulatedmesh),
andhas thefollowingcharacteristics: (1)all the scanned
points are used; (2) matched Model points are the clos-
est points on the Model shape (in terms of Euclidean
distance);(3)noweightingstrategy,inparticularnoout-
lier3 detection and removal strategy, is considered; and
(4) the calculation of matching points is accelerated us-
ing a kd-tree.
All the approaches for part inspection in the manu-
facturing industry, including the one by Moron et al.
[28], generally assume that all the scanned data points
are acquired from the surface of the object being con-
trolled, or that Data points acquired from other objects
(e.g.scantable)canbeeasily manuallyremovedpriorto
perform the ﬁne registration — this explains why Mo-
ron et al. [28] do not implement any method for identi-
fying and removing outliers. However, in the case of
uncontrolled environments such as construction sites,
large site scans typically include many points acquired
from objects that are not part of the project 3D CAD
model (e.g. equipment, tools, temporary structures and
people), and manually cleaning such scans would be far
tootime-consuming. Thisimpliesthatanyalgorithmfor
ﬁne registration of construction site scans with project
CAD models should implementa robust point matching
method capable of detecting and rejecting outliers.
2.2.2. Proposed Method
Based on the analysis above, the following ICP algo-
rithm is proposed for performing the ﬁne registration of
a large site laser scan with a 3D model of the building
under construction:
• Selection of Data points: All Data points are used
(a method for robust data sampling is also pro-
posed in Section 2.4.2 to signiﬁcantly reduce the
processing time without compromising the accu-
racy of the result).
• Calculation of matching Model points: Similarly
to Moron et al. [28], the model is considered to
be in a format in which the surfaces of the objects
are all triangulated (e.g. STL format). Then, for
each scanned Data point, a matching Model point
3Outliers are inconsistent pairs of a priori matched Data and
Model points.
5is calculated as the closest of the orthogonal pro-
jections of the Data point on the objects’ trian-
gulated facets. This implies that, contrary to the
matching strategy used in [28], points that have no
orthogonal projection on any of the objects’ facets
arerejected. Thiscorrespondsto rejectingpointsat
the borders of objects4. This new matching strat-
egy also diﬀers from the one used in [11] which
calculates matching Model points as the projec-
tions (similarly to ray casting) of the Data points
onto the model. The proposed algorithm for calcu-
lating matching Model points is further detailed in
Section 2.2.3 below.
• Error metric: The Mean Square Error (MSE) of
the Euclidean distance between pairs of matched
points is used as error metric. Additionally, for en-
suring the robustness of the metric with respect to
outliers, point pairs are rejected when:
(1) The Euclidean distance between two matched
points is larger than a threshold τD. τD is ad-
justed at each iteration k with the formula:
τDk = max
n
2
p
MSEk−1 ; εConst
o
where MSEk−1 is the MSE obtained at the
(k − 1)th iteration, and εConst is a constant dis-
tance that can be interpreted as the maximum
distance at which objects with dimensionalde-
viation should be searched for. In the experi-
ments presented later, εConst = 50 mm. This
value is chosen to be (1) large enough not to
fail to recognize objects due to sensor inaccu-
racies (bias); (2) large enough not to fail to
recognize objects that are built at a position
up to 50 mm away from their expected po-
sition; but (3) small enough not to mismatch
Data and Model points corresponding to dif-
ferent objects.
(2) The angle between the normal vectors to two
matched points is larger than a threshold τA.
In the results presented later, τA = 45◦, but a
smaller value could be preferred. As noted by
Koivunen et al. [22], the proof of convergence
givenbyBesl andMcKay[7]is notvalidinthe
case where points are rejected for criteria that
are unrelated to the error metric. Nonetheless,
convergence of the algorithm remains possi-
ble if the initial registration estimate is close
4This rejection criterion is diﬀerent but related to the rejection of
“border points” suggested by Turk and Levoy [46] in the case of the
registration of two meshes.
enough to the global minimum that we aim to
reach. Intheexperimentsconductedso far,ini-
tial coarseregistrationshavealways beensuﬃ-
ciently accurateso that no divergencehas been
observed.
• Termination criterion: the iterative process is
stopped when the MSE improvement between the
current and previous iterations is smaller than
2 mm2. All the experiments conducted until now
have shown that this is a very conservative value.
2.2.3. Point Matching Algorithm
Three main matching strategies have been proposed
in the past in ICP algorithms: point-to-point [7], point-
to-plane [12] and point-to-projection [9]. The ﬁrst two,
and in particular the point-to-planealgorithm,generally
result in more accurate registrations [38, 32]. The third
algorithm, however, enables faster calculations (at each
iteration) because it can be signiﬁcantly accelerated us-
ing techniquesused in 3D scene rendering. Of the three,
the point-to-plane approach typically converges in less
iterations and the point-to-projection converges in the
largest number of iterations.
For acceleration, kd-trees [41, 28] and/or closest-
point caching [38] are commonly used. In [32], Park
and Subbarao proposed another interesting acceleration
techniquethatcombinesthe matchingspeedofpoint-to-
projection algorithms to the accuracy and convergence
speed of point-to-planealgorithms.
With a similar goal as the one of Park and Subbarao
[32], it is proposed here to accelerate a point-to-point
matching algorithm by judiciously combining point re-
jection and acceleration techniques normally used in
image rendering.
Theproposedpoint-to-pointmatchingalgorithmcon-
sists in calculating for each scanned Data point, PD,
a matching Model point, PM, that is the closest of the
orthogonal projections of PD on the CAD model’s tri-
angular facets. This problem resembles somewhat the
ray casting problem faced in computer graphics for ren-
dering 3D scenes. Ray casting can be accelerated by
implementing facet culling techniques that quickly nar-
row down the set of facets amongwhich the closest pro-
jection lies. These techniques include: frustum culling,
back-facing/visibility culling, as well as using special
model data structures such as BSP trees, kd trees, oc-
trees or bounding volume hierarchies (BVH). Due to
its high potential for parallelization, rendering by ray
casting can be furtheracceleratedby implementationon
Graphics Processing Units (GPUs). The diﬀerence be-
6tween our problem and the ray casting rendering prob-
lem is that in our problem the direction of projection
is unknown (it is not necessarily along the ray com-
ing from the scan’s origin). This means that none of
the data structures above seems applicable. Only back-
facing/visibilitycullingandfrustumculling remainpos-
sible.
Distance-based outlier rejection is commonly imple-
mentedinICPalgorithms,andisimplementedherewith
the threshold τD. Therefore, as illustrated in Figure 3, a
frustum (also referred to as a quad-cone) can be con-
structed for each Data point, centered on the point’s
scanningdirection (ray), and with openingspherical an-
gles equal to:
αϕ = αθ = 2 arctan(τD/PD.ρ)
where PD.ρ is the range of the givendata point PD. This
point’s frustum has the following important characteris-
tic: if the distance between the point and its orthogonal
projection on a facet is lower than τD, then the facet
must intersect the point’s frustum.
We make the followingthree observations: (1)a facet
intersects a point’s frustum if its own frustum intersects
the point’s frustum; (2) the frustum of a set of facets
contains the frustums of all these facets; and (3) as il-
lustrated in Figure 4, the facets of a constructionproject
3DCAD modelsarenaturallygroupedintoat least three
hierarchical groups – single facet, object and model.
As a result of these observations, we propose the fol-
lowing method for accelerating the proposed point-to-
point matching algorithm. First, a Bounding Volume
Hierarchy (BVH) is calculated for the project 3D CAD
model, in which each bounding volume is the frustum
of a facet hierarchical group, as identiﬁed in Figure 4.
Then, back-facing culling and frustum culling are per-
formedto remove all the facets from the BVH on which
no matching point can possibly be found. Finally, for
each scanned Data point, its frustum is calculated as
described above. The facets on which the matching
Model point may be found (i.e. on which the orthogonal
projection should be calculated) are identiﬁed by going
through the model’s BVH. They are the facets whose
frustums intesect the Data point’s frustum. The com-
plete point matching algorithm is summarized in Algo-
rithm 2.
The BVH, back-facing culling and frustum culling
depend on the location of the scanner, i.e. on the reg-
istration, and thus must be recalculated at each iteration
oftheﬁneregistrationalgorithm. But, despitethesenec-
essary recalculations, they enable a signiﬁcant acceler-
ation of each iteration of the algorithm.
Figure 3: The frustum
￿
αϕ,αθ
￿
of each scanned Data point PD is cal-
culated based on the point’s range ρ and the distance threshold τD that
is used for outlier detection and removal in the ICP ﬁne registration
algorithm.
Figure 4: In a construction project 3D CAD model, the facets consti-
tuting the triangulated model are naturally grouped into (at least) three
hierachical groups: single facet, object, and model.
2.3. Object Recognition
At the end of the registration process above, the
project 3D model and the investigated scan are opti-
mally registered. Further, it is known from which CAD
model object the Model points which were matched at
the last iteration come from. As a result, each CAD
object can be assigned temporary5 as-designed (Model)
and corresponding as-built (Data) point clouds. The
analysis of the as-built point cloud can then lead to
the recognition of the object itself using the recognition
metric deﬁned in [11]: an object is recognized when the
surface covered by its recognized as-built point cloud is
larger than a threshold Surfmin. Surfmin is calculated
quasi automatically. Only a minimum number of recog-
nized as-built points n must be manually deﬁned. We
refer the reader to [11] for details on: (1) the automated
calculation of the surface covered by the recognized as-
builtpointcloud;and(2)thecalculationofthethreshold
Surfmin.
5It is explained in Section 3.1 why these point clouds are consid-
ered temporary.
7Input: Scan, Model
Result: {PM}
ModelBVH ← CalculateModelBVH(Model);
ModelBVH ← FrustumCulling(ModelBVH, Scan.Frustum);
ModelBVH ← BackFacingCulling(ModelBVH, Scan.Origin);
for each Scan.PD do
Dist ← ∞;
for each ModelBVH.Object do
if Intersect(PD.Frustum,
ModelBVH.Object.Frustum) = True then
for each ModelBVH.Object.Facet do
if Intersect(PD.Frustum,
ModelBVH.Object.Facet.Frustum)= True
then
P′
M ←
Project(ModelBVH.Object.Facet,
PD);
if Exist(P′
M) = True and   P′
M- PD  
< Dist then
PM ← P′
M;
Dist ←   PM- PD  ;
end
end
end
end
end
end
Algorithm 2: Algorithm calculating a matching
Model point PM to each scannedData point PD. PM
is calculated as the closest of the orthogonal projec-
tions of PD on the facets constituting the matched
3D CAD model.
2.4. Experimental Results
Experiments have been conducted to compare the
performances of the proposed object recognition ap-
proach (New) and the one originally proposed in [11]
(Old). Since the actual object recognition metric (Sec-
tion 2.3) is the same in both approaches, these experi-
ments demonstratemoreprecisely the impact of: (1) the
additional model ﬁne registration step; and (2) the new
point matching metric used by the ﬁne registration and
object recognition algorithms.
The same data set as in [11] has beenused. It consists
of:
• Five laser scans acquired at diﬀerent stages of
the construction of the steel structure of one of
the buildings of the Portland Energy Center (PEC)
powerplant project in Toronto, Canada. Table 1
summarizes the main characteristics of the ﬁve
scans. One of the scans, Scan 4, can be seen in
Figure 5(a).
• The 3D CAD model of the building’s steel struc-
ture containing 612 objects with a total of 19,478
facets. The objects have various sizes, ranging
from large beams to small tie bars. The CAD
model of the building’s structure can be seen in
Figure 5(b).
Table 1: Characteristics (number of scanned points and resolution) of
the ﬁve scans used in the experiments.
Scan N◦ of Resolution (µrad)
ID points Hor. Vert.
1 691,906 582 582
2 723,523 582 582
3 810,399 582 582
4 650,941 582 582
5 134,263 300 300
2.4.1. Registration Accuracy
Table 2 shows the MSE and the number of matched
points obtained with both approaches at the end of the
registration process. As expected, the new approach
with model ﬁne registration systematically achieves
lower ﬁnal MSEs. The increase in the number of
matched point pairs under the new approach oﬀers
futher evidence of the improvement in the alignment of
the scans with the CAD model. Therefore,the proposed
algorithm for ﬁne registration succeeds in signiﬁcantly
improvingthealignmentofthecoarselyregisteredscans
with the CAD model, despite the presence of many out-
liers.
Table 2: Mean Square Error (MSE) and number of matched point
pairs (N◦ of matches) after registration with the newly proposed (New)
and originally proposed (Old) approaches.
Scan New Old
ID MSE N◦ of MSE N◦ of
(mm2) matches (mm2) matches
1 183 359,200 637 315,659
2 195 220,547 894 183,893
3 92 332,862 2109 219,970
4 111 240,327 321 218,147
5 57 80,909 143 80,170
2.4.2. Registration Eﬃciency
The registration improvement reported above is
achieved at the computational cost of the additional
model ﬁne registration, which could be prohibitive. For
instance, in the case of Scan 4, the ﬁne registrationtakes
about 2 minutes per iteration with a CPU implementa-
tion, with a total of 5 iterations (between 5 and 10 itera-
tions for the other scans). The processing time for each
iteration is quite fast considering that all the scanned
points are used at each iteration (∼ 650,000points) and
8that the model contains about 20,000 facets (612 ob-
jects), indicating that the proposedpoint matchingalgo-
rithm is well accelerated. Without the implementation
of any acceleration technique, the matching point algo-
rithm would take about two orders of magnitude more
time. Furthermore, the total time of about 10 minutes
for Scan 4 is fast, considering: (1) the volume of use-
ful information that can be automatically obtained from
it — it enables as-built object recognition and conse-
quently progress control [11] and dimensional compli-
ance control (Section 3); and (2) the time that it would
take to obtain this information using traditional manual
approaches (e.g. see discussion in Section 3).
Several techniques exist that could be implemented
to further accelerate the proposed ﬁne registration algo-
rithm without compromising accuracy, in particular:
• Point sampling: A multi-resolution sampling strat-
egy could be implemented that would use only a
small percentage (e.g. 10%) of the scanned Data
points in the ﬁrst iteration, and increase this per-
centage as the registration improves.
• GPU implementation: The proposedalgorithm has
ahighpotentialforparallelizationandcouldbeim-
plementedon the GPU for evenfaster point match-
ing calculations.
2.4.3. Object Recognition
Another important way of investigating the perfor-
mance of the new approach is to compare the object
recognition results it achieves with those achieved by
the algorithm proposed in [11]. Table 3 details the ob-
ject recognitionperformancestatistics, recall and preci-
sion rates6, obtained when the registration is performed
using both approaches. The object recognitionmetric is
the same for both approaches and its threshold Surfmin
is automatically calculated as 0.01 m2 ≃ 10 cm×10 cm
(for n = 5). As expected, the new registration algorithm
further improves the object recognition results: in par-
ticular, recall rates are improved for all the scans. The
improvements shown here are not signiﬁcant mainly
because the initial coarse registrations happened to be
quite accurate. If that had not been the case, the re-
sults obtained with the Old algorithm would have been
poorwhile the New algorithmwouldstill havebeenable
6The recall rate (or true positive or sensitivity rate) is the number
of properly recognized objects divided by the total number of search
objects in the investigated scan. The precision rate is the number of
properly recognized model objects divided by the total number of rec-
ognized model objects. Note that, for the calculation of these statis-
tics, the set of objects present in each scan has been identiﬁed by man-
ual visual inspection of the scan.
to recover a proper registration and thus achieve good
recognition results. Figure 5 further illustrates the ac-
curacy of the object recognition algorithm and also its
robustness with respect to occlusions.
Table 3: Object recognition performance (recall R% and precision P%)
of the New and Old approaches for the 5 scans acquired of the PEC
building.
Scan New Old
R% P% R% P%
1 83% 93% 83% 90%
2 77% 93% 70% 92%
3 85% 93% 83% 92%
4 87% 93% 82% 94%
5 84% 82% 82% 84%
all 83% 93% 80% 91%
3. Calculation of Objects’ As-built Dimensions and
Dimensional Compliance Control
In this section, it is shown how to calculate the as-
built dimensions of objects recognized in a scan using
the above approach. These as-built dimensions can then
be used to control the compliance of the project with
respect to dimensional tolerances.
3.1. Calculation of Objects’ As-built Dimensions
As-built dimensions refer to both the pose and the
shape of the object. In this paper, we assume that “each
object’s as-built shape dimensions already comply with
the speciﬁed tolerances”. This assumption, although
not generallyacceptable, is reasonablefor prefabricated
elements, such as steel or precast concrete elements, for
which shape dimensions should comply with tolerances
prior to erection [6, 27, 1]. Future research will con-
sider the more general case for which as-built shape
dimensions cannot be assumed compliant with speciﬁ-
cations (e.g. cast-in-place concrete elements). A simi-
lar, although more complex, algorithm to the one pre-
sented below will then be investigated. In particular,
approaches for parametric shape matching, initially in-
vestigated by Lowe [24] and later Reid and Brady [36],
will be researched. The recent work by Rabani and van
den Heuvel [35] on matching Constructive Solid Geo-
metric (CSG) shapes to point clouds is also related to
this problem.
Let’s consider a single object recognized in a scan.
After the registration process presented in Section 2.2,
the CAD model of the object is “aligned” with a rec-
ognized as-built point cloud, and it could be concluded
thatits poseatthat pointcorrespondsto its as-builtpose.
9(a) Scan 4. (b) CAD Model.
(c) Object Recognition (in point cloud). (d) Object Recognition (in CAD model).
Figure 5: Performance of the proposed approach for automated recognition of 3D CAD model objects in large construction site laser scans: (a)
Scan 4; (b) the 3D CAD model after registration with Scan 4; (c) object recognition results displayed in Scan 4. Each point cloud recognized as
corresponding to a CAD model object is displayed with a unique color (some colors may appear similar but are in fact diﬀerent). Points in gray
(same color as in (a)) are those that have not been matched to any of the CAD objects; (d) object recognition results displayed in the CAD model,
where objects colored in green are those recognized in Scan 4. (For interpretation of the references to color in this ﬁgure, the reader is referred to
the web version of this article.)
However, this alignment is achieved globally, consider-
ing all CAD model objects combined into a single rigid
model, so that the poses of the objects at the end of
that registration process must in fact be considered in
their as-designed poses (with respect to the given scan).
In order to obtain their as-built poses, these must be
searchedfor somewhatindependentlyfromone another.
It is thus proposed to re-apply the ICP registration algo-
rithmpresentedin Section 2.2.2with, as input,the CAD
objects in their as-designed poses. The diﬀerence here
is that, at each iteration, the function R(), which calcu-
lates the least square optimal registration between the
matchingData and Model points, is run individuallyfor
each object. This results in a reﬁnement of the regis-
tration of the model of each object independently of the
models of the other objects. For this reason, this second
ﬁneregistrationstep is referredto as objectﬁneregistra-
tion. At its convergence,the CAD model of each object
can be considered to be in its as-built pose.
3.2. Dimensional Compliance Control
Once the as-built poses of all recognized objects are
calculated, they can be compared to their as-designed
poses in order to infer some information on the com-
pliance of the project with respect to dimensional toler-
ances. More exactly, the diﬀerences between many as-
built and as-designed dimensions (within and between
objects) can be calculated and compared to their cor-
responding tolerances deﬁned in the project speciﬁca-
tions, which may be speciﬁc to the project or refer to
industry standards such as AISC 303-05 [1] and MNL
135-00 [27]. For example, the verticality of a column
can be compared to its designed true verticality and the
diﬀerence compared to the speciﬁed verticality devia-
tiontolerance. Similarly,thedistancebetweentwoadja-
cent columns can be easily calculated from the as-built
poses of both columns and then compared to the de-
signed distance.
103.3. Experimental Results
The experimental data used earlier is of a building’s
steel structure for which all the elements are prefabri-
cated. This data can be used to assess the performance
of the proposed approach under the stated assumption
since all structural elements comply with shape toler-
ances prior to erection.
3.3.1. Accuracy
Table 4 shows the MSEs obtainedafter the object ﬁne
registration process is applied to all 5 scans. THese
MSEs are lower that the corresponding MSEs obtained
afterthe modelﬁneregistrationprocess, as shownin Ta-
ble 2. Furthermore,this is achievedwhile increasingthe
number of matched points. These results suggest that
the object ﬁne registration successfully improves the
alignment of the model of each object with its scanned
point cloud.
Table 4: Mean Square Error (MSE) and number of matched point
pairs (N◦ of matches) after the object ﬁne registration process. The
results are to be compared with those shown in Table 2.
Scan ID MSE N◦ of
(mm2) matches
1 35 374,251
2 37 232,475
3 33 341,231
4 29 243,045
5 13 81,582
However, these improved alignment statistics do
not necessarily demonstrate that the calculated as-built
poses of the CAD objects correspond to their actual as-
built poses. Indeed, compared to the problem faced for
the model ﬁne registration, the one faced for the object
ﬁne registration is very often ill-conditioned. For exam-
ple, in a site scan, the top and bottom parts of a column
are often both occluded, so that an optimal registration
may only be achieved up to some translation along the
column’s main axis. Nonetheless, as shown in Figure
6 (and also Tables 5 and 6 described later) for Scan 4,
no unjustiﬁed divergence is observed. This may be ex-
plained by the fact that the model coarse and ﬁne regis-
tration steps result in good starting poses for the object
ﬁne registration step so that the algorithm tends to con-
verge to the true as-built poses despite the possible pose
ambiguities.
Tables 5 and 6 present additional results with re-
spect to the as-built poses calculated for the 16 exterior
columns of the building’s structure (Figure 3.3.1). Ta-
ble 5 lists the diﬀerences (distances in mm) between the
as-designed and as-built poses of both the bottom and
top center points of the 16 columns (Figure 3.3.1), as
well as the plumbdeviations. Table6 lists thecalculated
distances between the bottom, respectively top, center
points of structurally connected columns, i.e. columns
that are directlyconnectedby beams. Unfortunately,for
all the values reported in these two tables, the ground
truth, or at least the set of values that would have been
measured manually on site, is not available. As a re-
sult, we cannot demonstratehere whetherthe calculated
poses and distances are true. Nonetheless, the results
are promising for the following reasons:
• The values in the columns ∆Z in Table 5 seem to
conﬁrm the observation in Figure 6 that the object
ﬁne registration algorithm does not diverge.
• All the pose deviations reported in Tables 5 and 6
are realistic in value.
Figure 7: The 16 exterior columns of the structure of the PEC building
and the location of the scanner for Scan 4.
Figure 8: The top center point and bottom center point of a column
typically used as control point for dimensional control.
However, the results in Table 5 seem to indicate that
11(a) Scan 4.
(b) Detail 1. (c) Detail 2. (d) Detail 3. (e) Detail 4.
Figure 6: Building’s as-built model after the object ﬁne registration process: (a) each CAD object in its as-built pose. Detected objects (green) are
the only ones to which this ﬁne registration was applied; (b), (c), (d) and (e) are close-ups where the as-designed models (gray) are added to show
the diﬀerence between the as-designed and as-built models of each recognized object. (For interpretation of the references to color in this ﬁgure,
the reader is referred to the web version of this article.)
the calculated as-built pose deviations increase with the
distance of the column to the scanner (range). In fact,
a correlation coeﬃcient of 0.45 is found between the
calculated point pose deviationsand the distances of the
corresponding objects to the scanner. This correlation
may have two causes:
1. The typical decrease in accuracy of laser scanners
with scanning distance. Past a certain (yet un-
known) distance, the pose calculation error result-
ing fromthe inaccuracyof the sensor may be much
larger than the actual construction error, making
any extracted dimension unreliable. This could be
the case here, as the distances of the 16 columns
to the scanner range from 20 m to 80 m, which is
quite far.
2. The number and coverage of recognized points.
The furtheran object is fromthe scanner,the lower
the density of points and therefore the less points
may be recognized from it. Occlusions further re-
duce this number. The result is potential error in
the calculation of object as-built poses. Nonethe-
less, we observed that the least number of recog-
nized points for any of the 16 columns is 438 (ob-
tainedforcolumn11),whichis fairlyhighandthus
reduces the likelihood that the number of recog-
nized points is a signiﬁcant source of error here.
In summary,the currentresults are not suﬃciently re-
liable to drwa any meaningful conclusions as to the ac-
curacy of the proposed approach for dimensional com-
pliance control. Further experiments using a more ac-
curate laser scanner and shorter scanning ranges (up to
40-50 meters, which still corresponds to a very large
volume of control) should be conducted to better assess
this accuracy, and results should also be compared to
some ground truth.
3.3.2. Eﬃciency
Assuming that the proposed approach for as-built di-
mensionscalculationandcompliancecontrolcouldpro-
vide accurate information, this system is very eﬃcient
12Table 5: Results of the dimensional compliance control performed for
the 16 exterior columns of the PEC building’s steel structure and with
Scan 4 only. Are reported for each of the columns: the distance of the
object to the scanner (estimated as the distance to its bottom center
point); the diﬀerence between the as-built and as-designed locations
(∆XYZ) and altitudes (∆Z) for the bottom and top center points; and
the diﬀerence between the as-built and as-designed plumbs.
Obj. Estim. Bottom Point Top Point ∆plumb
ID Range ∆XYZ ∆Z ∆XYZ ∆Z (%)
(m) (mm) (mm) (mm) (mm)
1 82.5 10.2 0.1 19.0 0.0 0.33
2 74.6 12.7 0.0 17.8 -0.0 0.38
3 66.7 11.3 0.0 16.9 0.0 0.34
4 58.9 8.2 0.0 12.0 0.0 0.26
5 51.2 23.3 0.0 5.2 -0.0 0.23
6 43.7 16.7 0.0 16.0 0.0 0.11
7 36.5 16.6 0.0 11.3 -0.0 0.32
8 28.3 7.7 0.0 2.2 -0.0 0.10
18 21.9 1.8 0.0 1.0 0.0 0.00
17 31.8 4.9 0.0 7.0 0.0 0.11
16 39.9 4.2 0.1 16.5 0.1 0.21
15 48.0 11.1 0.0 6.0 0.0 0.22
14 56.1 6.0 0.0 4.8 -0.0 0.09
13 64.3 11.3 0.0 13.4 0.0 0.31
12 72.4 6.8 0.0 16.4 0.0 0.30
11 80.5 5.4 0.0 19.8 0.0 0.31
Table 6: Results of the dimensional compliance control performed
for the 16 exterior columns of the PEC building’s steel structure and
with Scan 4 only. Are reported for each pair of structurally con-
nected columns: the diﬀerence between the as-built and as-designed
distances (∆XYZ) between their bottom and top center points.
Connected Bottom Point Top Point
Components ∆XYZ ∆XYZ
Obj. ID Obj. ID (mm) (mm)
2 1 -5.2 -1.3
3 2 1.2 -0.9
4 3 3.0 -4.9
5 4 30.9 -6.7
6 5 -25.2 2.6
7 6 -7.7 -8.4
8 7 3.6 1.5
17 18 3.3 -3.2
16 17 -0.8 -0.8
15 16 6.6 -2.2
14 15 -4.8 2.4
13 14 5.32 -9.81
12 13 -4.5 -3.0
11 12 -1.3 -3.4
1 11 -7.2 0.3
2 12 -3.6 1.4
3 13 -2.9 -1.4
4 14 -1.8 1.7
5 15 -1.9 -0.6
6 16 -16.2 2.1
7 17 -13.2 4.9
8 18 3.3 -1.1
compared to the time it would take to obtain similar in-
formation with traditional manual approaches. For ex-
ample, it took about 35 minutes to process Scan 4, in-
cluding model ﬁne registration, object ﬁne recognition
and as-built pose calculation (out of which 30 minutes
are spent on the as-built pose calculation), and it re-
sulted in numerouscalculated as-built poses and dimen-
sions. If the scan setup, data acquisition and complete
processing are combined, results could be achieved
within a time frame of one to two hours. We esti-
mate that, in order to control the same set of project
dimensions, an expert would probably need at least a
few hours and possibly up to one day7. Additionally,
as shown in [11], not only would this system enable
the automated calculation of as-built dimensions, but it
would simultaneously enable automated progress track-
ing (only the model coarse registration has to be per-
formed manually).
We acknowledge that the current system for dimen-
sional compliance control considers CAD models in a
mesh format. Unfortunately, such represention cannot
include semantical information such as the location of
control points. As a result, the as-built poses of these
control points had to calculated manually based on the
poses of the mesh vertices. This would not be ac-
ceptable for actual ﬁeld implementation. Future work
should include the replacement of the simple triangu-
lated 3D model of the project with a Building Informa-
tion Model (BIM) — a semantically enriched 3D CAD
model — which will integrate all this information (in-
cluding dimensional tolerances) so that this entire pro-
cess could be implemented fully automatically.
4. Conclusion
This article presents an approach for the automated
tracking of the as-built 3D status of construction sites
using laser scanning and project 3D CAD modeling.
The ﬁrst contribution is an improved algorithm for au-
tomated recognition of project 3D CAD model objects
in large site laser scans. The improvements include the
developmentof a novel ICP algorithm for the ﬁne regis-
tration of site laser scans with project 3D CAD models,
and a more robust point matching strategy. The result-
ing point cloud recognition approach is (1) quasi fully
automated (only the model coarse registration needs to
be performedmanually); (2)accurate; (3)robust to clut-
ter and occlusions; and (4) very eﬃcient, particularly
7This estimation is not based on any ﬁeld measurements, but we
believe that it is reasonable.
13when considering the project control applications it en-
ables, such as automated progress tracking and dimen-
sional compliance control.
The second contribution is in fact an algorithm for
calculating the as-built poses of the objects recognized
by the previous algorithm, and using these poses for
automated dimensional compliance control. This algo-
rithm for as-built pose calculation uses the same ICP
algorithm as above, but optimizes the pose of the mod-
els of each object independently from the poses of the
models of all the other objects. Unfortunately, the ex-
perimental results are not conclusive. The results are
promising but (1) they could not be veriﬁed against any
ground truth; and (2) the impact of the accuracy of the
laser scanner and the number and spread of recognized
points on the calculated as-built poses is not yet clear.
Nonetheless, we note that, to our knowledge, this
is the only reported remote sensing-based system with
convincing performances for automated project 3D sta-
tus tracking which is able to simultaneously support
progress tracking and dimensional compliance control.
In other words, despite their high initial costs, laser
scannerscouldbe eﬃciently andeﬀectivelyused for au-
tomatically and comprehensivelytracking the 3D status
of construction projects, and thus for providing signiﬁ-
cant beneﬁts to automated project control. By compari-
son, digital cameras are far cheaper than laser scanners,
but their beneﬁt to automatedproject control is yet to be
demonstrated.
5. Future Work
Despite the promising results obtained with the pro-
posed approachfor as-built pose calculation and dimen-
sional compliance control, several limitations remain
and further research is required:
• The accuracy of the proposed approach for auto-
mated as-built dimension calculation is not fully
veriﬁed yet. Experiments need to be conducted
to: (1) compare the calculated as-built dimensions
with some ground truth; and (2) thoroughly assess
the impact of the accuracy of the laser scanner and
the number and spread of recognized points on the
calculated as-built poses.
• A method for calculating the as-built shape must
be developedso that the system enables morecom-
prehensive dimensional quality control.
• In the currently proposed approach, the poses of
the diﬀerent objects are calculated completely in-
dependently from one another, which may result
in some clashes. A future algorithm should thus
consider some global constraints preventing such
clashes. This will require nonrigid shape parame-
terizations.
• The as-built pose of control points and resulting
as-built dimensions is currently performed manu-
ally, and the compliance of these dimensions with
speciﬁcations is also currently performed manu-
ally. Future work will thus consider using Building
InformationModels (BIMs) that integrate semantic
information such as dimensional speciﬁcations to
project 3D data.
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