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a b s t r a c t
This study presents the findings of applying a Discrete Demand Side Control (DDSC) approach to the
space heating of two case study buildings. High and low tolerance scenarios are implemented on the
space heating controller to assess the impact of DDSC upon buildings with different thermal capaci-
tances, light-weight and heavy-weight construction. Space heating is provided by an electric heat pump
powered from a wind turbine, with a back-up electrical network connection in the event of insufficient
wind being available when a demand occurs. Findings highlight that thermal comfort is maintained
within an acceptable range while the DDSC controller maintains the demand/supply balance. Whilst it is
noted that energy demand increases slightly, as this is mostly supplied from the wind turbine, this is of
little significance and hence a reduction in operating costs and carbon emissions is still attained.
 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Demand Side Management (DSM) applications make use of
centralised controllers and two-way metering systems to shift
electric loads, switch off appliances and delay itemised consump-
tion. DSM applications using low-carbon electricity sources can
bring about economic and environmental benefits in the form of
improved demandesupply matching, maintain or improve thermal
comfort, reduced operating costs and lower carbon emissions. From
the consumer perspective, the combination of DSM control systems
alternating grid electricity and intermittent energy from clean/
renewable sources can reduce heating bills and improve the service
whilst maintaining acceptable levels of comfort.
DSM programs typically work upon the condition that either the
demand side can respond to price signals at peak times or other
enablers allow load shifts i.e. variations in supply frequency. The
inelasticity of the demand curve for electricity suggests that the
economic leverage of some of the DSM programs involving active
consumer participation is often insufficient to encourage the
consumer to shift loads [1]. Discrete Demand Side Control (DDSC)
through intelligent algorithms is an alternative to consumer-driven
load shifting. In thewide spectrumofDSMprograms, including real-
time pricing, time-of-use pricing, demand bidding, interruptible
programs, and direct load control, these impact on the consumer by
making them aware of load management being implemented and
therefore a reduction in load functionality or comfort being expe-
rienced. The application of this bottom-up approach to demand
control using DDSC results in automated load control being imple-
mented so long as the service provision each load is providing is
within upper and lower limits of acceptability. This approach offers
one solution to integrate intermittent micro-generation systems
within the built environment.
This paper reports the use of a detailed building simulation
platform to assess the impact of applying Discrete Demand Side
Control on a heat pump based space heating system used to supply
heating to both a light-weight and a heavy-weight building. The
controller tolerance, in terms of time variance of supply, makes it
possible to combine a wind turbine as the primary electricity
supply with the electrical network. This paper compares the
performance of the Discrete Demand Controller in terms of: the
match between demand and supply in high tolerance and low
tolerance scenarios; its impact upon the built environment as to
thermal comfort; the amount of energy utilised from intermittent
sources e a wind turbine; and the consequent reductions in oper-
ating costs and carbon emissions.
This paper commences by reviewing existing DSM applications
making use of demand control systems (Section 2). It explores the
issues and challenges associated with energy utilisation from
micro-generation systems (Section 3). It introduces a Discrete
Demand Side Control algorithm (Section 4) and implements it
within dynamic building simulation software (Section 5). The
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controller is applied to a heat pump system powered by a 6.5 kW
wind turbine, with support from the grid; and assessed in high and
low tolerance scenarios as to demand/supply match, thermal
comfort, and avoided operating costs (Section 6).
2. Existing DSM applications using demand control systems
Several technological attempts have been made to implement
controllers for DSM purposes. This section reviews some recent
DSM applications which made use of different typologies of
demand control systems.
Moholkar [2] carriedout trialsonaComputer-AidedHomeEnergy
Management (CAHEM) systemwhich enables the implementation of
price-responsive load management for the residential sector. This
consists of a computerised loadcontrol implementedwith thehelpof
X10 appliance controllers, the oldest home networking protocol that
communicates over the power line within the house. The main
drawback of using theX10power line carrier is its lowsignal strength
which can be subject to failures due to noise on the power line. Extra
devices, such as noise filters and phase couplers, are needed to
resolve the problem, adding significantly to the costs of the system.
Low cost, flexible and powerful monitoring and control systems
are required in this field. The structural elements of possible
systems for residential energy consumers could include: wired or
wireless network architecture/protocols, sensors, actuators and
software systems to monitor and control home devices.
A mixed-technology web-based monitoring and control system
was used in a pilot study between Intel Folsom Innovation Centre
Fig. 1. Flowchart for discrete demand side control algorithm.
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and the SacramentoMunicipal Utilities District [3] to allow users to
view and control energy data via a home web address with
a graphical user interface. The primary entertainment display (TV)
is connected to the computer for viewing purposes. Home auto-
mation and other specialised software are installed to collect,
normalise, store and display information from temperature sensing
devices and a whole house energy metre. Internet access is used to
transfer data to a centralised database and to provide remote access
to data and control systems. Wireless and power line technologies
are used to metre and control system communications. Through
using various types of technologies it provides better opportunities
to try more cost-effective, suitable and accurate sensors for
designing an optimal and sophisticated control strategy. The total
whole system costs may come down significantly, as the system is
adopted at a larger scale.
Molina-Garcia et al. [4] demonstrated the application of
a Wireless Sensor Network to electrical power management for
small customer consumption control. The system consists of a set of
several sensors and actuator nodes, which report the information of
energy consumption for the load, as well as environmental vari-
ables, such as temperature, humidity and light intensity. The data of
these parameters is transmitted to the sink node as soon as they are
known. Data travels through the wireless network by means of
a succession of hops (from node to node) until the destination is
reached. The load control algorithm, aimed for selecting the
optimum load control strategies, is executed in a PC after the
Fig. 2. Diagram of DDSC controller integration with ESP-r.
Fig. 3. L-shape building model of the reception room within an office building.
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required data is received by the sink node. Once the control actions
have been generated, the control commands travel back through
the wireless network until they arrive at the nodes where the
control actions are performed. The consumption data and forced
actions within this individual building may be transmitted through
any communication network (such as Internet, GPRS, RF, UMTS and
Wi-Fi etc.) to the electrical or energy service company for historical
records and further refining the load control strategy.
Ha et al. [5] proposed a multi-level optimisation mechanism for
customer-side load management. Agent management of energy is
used to carry out the distribution of the energy of the housing by
proposing a dynamical threshold of the total energy consumption
for each household. Agent is a sort of interface, which is allowed to
gather information from and execute control actions upon demand
devices. The home automation system coordinates the energy
consumption in the house by using service flexibilities. Depending
on the satisfaction feedback from customers, obtained through
home automation systems, the limit of power consumption of the
household can be modified by the management Agent. Through
this mechanism, the comfort of users is considered dynamically
with the satisfaction of the constraints from energy production
capabilities. The proposed solution makes it viable for private
households to automatically adjust their consumption in order to
satisfy power constraints and consequently to participate in a DSM
system.
Similar to Ha’s system, a multi-agent home automation system
for power management is presented by Abras et al. [6]. The system
is built upon a multi-agent prototype. Each agent is integrated into
a power resource or equipment, which may either be an environ-
mental variable (such as temperature, humidity or luminosity) or
a service (washing, cooking, heating or cooling). Every agent
coordinates and cooperates its action with each other in order to
reach an overall near-optimal solution. The control algorithm
implemented within the system can be decomposed into emer-
gency mechanisms and anticipation mechanisms. The former one
protects from constraint violations, whilst the latter computes the
best future set-points under the comprehensive consideration of
predicted consumptions, productions, and user criteria. Thus, the
presented system is capable of adapting the power consumption to
available power resources according to user comfort and cost
criteria.
Hong et al. [7] proposed an Internet-enabled energy system (IE-
ES) for demand side management within the built environment.
The system consists of devicemonitoring and control modules, data
server modules and service-oriented application modules. It
monitors the power demand being experienced and the supply that
is currently available, together with the environmental variables. It
is believed that the best way to collect these essential data is to use
wire/wireless Internet communication using standard TCP/IP
protocols, which is more accurate and dynamic. Also the Internet
provides an important mediumwith low cost and high coverage for
distributing information without time and location constraints,
which is feasible to be used for real-time distributed monitoring
and control of various devices within the built environment. The
system is capable of operating a certain service (such as DSM) using
the data from linked simulation models when specific demand or
supply devices are not available.
3. Issues and challenges for energy utilisation from micro-
generation systems
Concerns over climate change and energy security are driving
strong international and national policy action in favour of low-
carbon energy solutions. Options attracting support include those
using renewable or low-carbon energy resources (such as wind or
solar power, and nuclear energy), systems offering high overall
efficiency (such as combined heat and power) and approaches to
capturing and storing carbon dioxide otherwise emitted from
fossil-fuelled energy systems. Some of the technologies under
development or being deployed are appropriate at large scales (e.g.
nuclear and carbon capture and storage) but many have inherent
advantage at much smaller scales e including micro-generation for
integration with buildings and larger decentralised energy systems
suitable at community or district scales. Smaller scale and locally
based systems offer a number of advantages, including the ability of
CHP tomeet heat loads and reduction of long distance transmission
of electricity. However, small-scale generation introduces new
Table 1
Detailed information of area, material, and their thermo-physical properties assigned to the building model.
Zone Area
(m2)
Light-weight office (reception area) Heavy-weight office (reception area)
Thickness
(m)
U
(W/m2 K)
Average
density
(kg/m3)
Average
specific
heat
(J/kg K)
Material Thickness
(m)
U
(W/m2 K)
Average
density
(kg/m3)
Average
specific
heat
(J/kg K)
Material
Outside
walls
South 16.5 0.124 0.715 650 893 Aerated concrete;
woodwool;
plasterboard
0.402 0.239 860 1090 Brick slip;
mineral fibre;
air gap;
concrete block;
dense plaster
East 8 0.124 0.715 650 893 0.402 0.239 860 1090
North 12 0.124 0.715 650 893 0.402 0.239 860 1090
West 9.5 0.124 0.715 650 893 0.402 0.239 860 1090
Part a 9.5 0.124 0.715 650 893 0.402 0.239 860 1090
Passage 11 0.226 1.072 660 536 White gypboard;
air gap;
block inner
0.226 1.072 660 536 White gypboard;
air gap; block inner
Window South 7.5 0.024 2.243 1806 558 Plate glass;
air gap
0.024 2.243 1806 558 Plate glass; air gap
East 2.5 0.024 2.243 1806 558 0.024 2.243 1806 558
Table 2
Information for each scenario.
Zone
temperature
setting ranges
(C)
Supply side
system
Building control
settings
Reference 21 Grid connection Ideal basic controller
assigned during the
occupied period
and free floating
for the rest.
Case 1
(low tolerance)
21 1 Intermittent wind
energy with the
support of grid
DDSC controller
assigned during
the occupied period
and free floating
for the rest.
Case 2
(high tolerance)
21 3
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uncertainties, such as the variability and non-controllability of the
sources and the impact this has on the ability to maintain the
balance between demand and supply.
It is challenging to balance demand and supply in various
energy forms (i.e. electricity and thermal) within a distributed
generation supply system involving renewables and/or low-carbon
energy system (such as heat pumps or small-scale CHPs). Renew-
able systems exploit physical flows of solar energy, winds and
water, which vary on a daily and seasonal basis and with the
weather. For buildings also connected to the conventional power
network, a CHP system will often be designed and operated to
satisfy the local heating demands, with electricity generated used
locally when needed and any residual being exported to the
network. For large scale applications (i.e. housing developments or
large commercial buildings), the time profile of heating demand
will be relatively consistent, with diversity in the patterns of
consumption by individual consumers giving a smoothing effect to
those often ‘peaky’ individual consumption profiles. As the tech-
nology application scale reduces, that diversity effect disappears
and the thermal demand profile to be followed becomes much
more variable. In tracking the thermal loads the quantity of elec-
tricity produced by the CHP system will thus vary strongly with
time, changing the pattern of ‘residual’ electricity demand to be
met from the conventional supply system. The CHP will also be
operating under partial load conditions which decreases its overall
efficiency, resulting in higher carbon dioxide emissions per unit
energy supplied and increasing other emissions which may have
a negative impact on local air quality. For electricity-only renew-
ables the story is similar, with reducing scale of application
increasing the likely mis-match between time of electricity
production and the local demand. Where grids connection is not
available, the mis-match is especially critical, as other local gener-
ation would be needed so that demands can be satisfied.
As the margin of balancing energy provision on the conven-
tional electricity supply system becomes narrower, exploiting the
potentials for greater control and response on the demand side
comes into focus. DSM measures are expected to take an active role
in matching energy generation with local demands for highly
distributed power systems [8], in order to achieve the satisfaction
of the demand requirement and maximise the utilisation of energy
generation from RE (Renewable) and LC (Low Carbon) sources in
much more efficient ways. Intelligent algorithms which analyse
how to manipulate the demands to better match the operation of
RE and LC energy supply systems offer valuable prospects.
4. Distributed demand side control (DDSC) algorithm
A detailed flowchart identifying the procedures implemented in
the DDSC algorithm is illustrated in Fig. 1. It contains two levels of
operation: the first undertakes energy matching between demand
Fig. 4. Demandesupply matching diagram for reference scenario. (a) Light-weight building type. (b) Heavy-weight building type.
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and supply at a systems level; and the second establishes the
resulting environmental conditions for each individual demand.
At the system level, the algorithm automatically groups selected
demands depending on the tolerance level to control being enacted
upon them and structures these three clusters: cluster one (high
control availability), cluster two (medium control availability) and
cluster three (low control availability). Through prioritising each
demand type, the control impact of the DDSC algorithm can be
reduced. When the total energy demand exceeds the available total
energy supply, the DDSC algorithmwill evaluate the control actions
being enacted upon the demands and implement this under the
decreasing order of control priorities, that is to say, progressively
from cluster one, to cluster two, and finally cluster three. After
having controlled demands within cluster one, the algorithm sums
up all the demands (including demands of other clusters both
controlled and uncontrolled) to quantify the capacity of the new
total demand and compare this with the capacity of the total
supply. If the total demand is still greater than the total supply, it
will move to the next cluster and repeat the procedure above. If the
total demand is less than supply, it will cease implementing control
actions for the current time and move to the next control step.
When total demand is less than total supply, a load recovery
module is introduced. This recovers the demand cluster with low
control availability firstly, when there is a surplus supply at the
current time step. Depending on the total demand recalculated
after recovering the load, the algorithm compares the new total
demand with the total supply. If the total supply is still greater than
the new total demand, it moves to the next demand cluster with
higher control availability to be recovered until the total supply is
less than the total demand.
For the micro-environment aspect at an individual demand
level, internal environmental variables (such as temperature,
humidity, and illumination level etc.), upon which the demand
system has direct impact, are used as indicators to make sure
whether the actual action can be applied. The value of the main
internal environmental variable at the current time step can be
evaluated through the use of detailed dynamic simulation of
demand system models. Having checked this value with the load
set-point values, appropriate control actions will be implemented.
This can maintain the internal environment variables within an
acceptable range (users’ specified comfortable zone) and at the
same time some loads can be controlled or recovered without
sacrificing their convenience.
It is important to select suitable environmental variables to
inform the decision making process. The more influential the
variable and the more variables involved, the more sophisticated
and realistic demand side control actions at the operational level
will be generated. In order to make it simple and easy to under-
stand, this study mainly considers a single environmental variable
for each load within the operational level DSC algorithm, since this
paper focuses on the feasibility of the DDSC algorithm.
Taking the space heating application as an example (shown in
Fig. 1), the upper and lower tolerance set-points of space tempera-
ture on the demand side are specified as inputs to the DDSC algo-
rithm. The temperature data at the current time can be achieved
through a detailed building simulation tool and fed to the DDSC
Fig. 5. Demandesupply matching diagram for Case 1 (low tolerance). (a) Light-weight building type. (b) Heavy-weight building type.
J. Hong et al. / Renewable Energy 39 (2012) 85e9590
algorithm. The DDSC algorithm analyses these data based on the
predefined rules; and the actions of control or recover will be per-
formed on the demand. The predefined rules are designed with the
philosophy of maximising energy use from renewable and low-
carbon sources while minimising the impact/inconveniences on
building occupants/users. In this heating case, when the tempera-
ture at the current zone exceeds the limit of the upper setting point,
no supply for thecurrentdemand is requiredeven if there is a surplus
of supply available. For the case when the zone temperature drops
below the lower setting point, a back-up supply system, such as
conventional generator or the electrical network, must be employed
to supply energy to the demand. For the casewhen the temperature
at the current time is between the upper and lower limits, the
quantity of energy supplied to the demand depends on the avail-
ability of the renewable energy system. The energywill supply to the
demandwhenthere is a renewableenergysource available;whileno
supply is applied to the demand when the renewable energy avail-
ability is insufficient. Through this way, intermittent renewable
sources can be facilitated to maximum potential.
5. Implement DDSC within a dynamic building simulation
software
The DDSC algorithm, described in the previous section, has been
integrated within a detailed building simulation platform, ESP-r, as
a new controller. This controller allows a certain tolerance level
within the built environment to accommodate time variance of
supply from renewable sources. It is able to assess the potential of
DSM resources and quantify its impact upon the environmental
conditions inside a building. The idea is to utilise the thermal
capacitance associated with the building envelope and utilise the
flexibilities associated with thermal comfort to gain influence on
the overall building energy use pattern, i.e. influence the load
profile of the building. The objective is to change the shape of the
load profile of the building; and to make it responsive to the
operation of intermittent energy supply systems. The following
diagram (Fig. 2) shows how the DDSC controller is integrated
within ESP-r. The DDSC controller takes into account the zone
conditions and required thermal demand from building models
and simulated energy supplies. The energy supply consists of any
type of energy systems, from the ‘conventional’ reliable electrical
network to intermittent renewable sources. The DDSC controller
also connects with the boundary/climate database component,
which makes sure that it shares the same information with that for
the building model. After having processed the information from
these three aspects inside the controller component, based on the
rules defined in the previous section, the controller passes the
updated information to the ESP-r solver component. The ESP-r
solver re-simulates the building model under the changed condi-
tions. The outcomes of the required thermal demand, zone
temperature distribution, and zone thermal comfort statistics feed
into the results component.
6. DDSC analysis through heat pump application
In order to demonstrate that the DDSC algorithm can be run to
produce useful results, an application of an electrical powered heat
pump system, which works on heating mode to supply heat to the
Fig. 6. Demandesupply matching diagram for Case 2 (high tolerance). (a) Light-weight building type. (b) Heavy-weight building type.
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building, is set up. The electricity required for the heat pump can be
from either intermittent renewable energy technologies or
a conventional electrical supply network. In this analysis, a supply
system consisting of a Proven 6.5 kW wind turbine supported by
the electrical supply network is used. The simulations are carried
out for a climate representative of Glasgow over a four-day period
within the middle of February, in order to test the applicability of
this approach within winter conditions. The outputs of two sets of
simulations for a reception area within an office building are pre-
sented here, one for a light-weight fabric construction type, the
other for a heavy-weight fabric construction type. The building
model of the reception area is shown in Fig. 3. It is an L-shape zone
containing seven external wall surfaces, a flat roof and floor, three
doors, and two windows in south and east wall. The area of wall
and windows, the construction materials used, and their thermal
properties for both heavy-weight and light-weight buildings are
detailed in Table 1.
Three scenarios were set up to investigate the impact of DDSC
algorithm upon the building’s energy performance and resulting
environmental conditions. The detailed parameters for each
scenario are illustrated in Table 2.
The ‘Reference’ scenario makes use of an ‘ideal’ basic controller
to maintain the zone temperature at a constant 21 C during the
occupied period. For the rest of the period, the zone is set as free
floating. The basic controller refers to an ideal control strategy
which will inject sufficient heat (subject to the defined heating
capacity) to meet a predefined heating set-point. On the other
hand, the free float controller allows for the zone temperature to
reach whatever temperature is consistent with the heat gains and
losses within the zone.
The ‘low tolerance’ scenario represents the case when the
temperaturewithin the zone is allowed to deviate one degree higher
or lower than the commonset-point,which in this case is set at 21 C.
The ‘high tolerance’ scenario implies that a higher degree of
flexibility (3 C) in zone temperature is acceptable. The supply
Fig. 7. Temperature distribution of ambient environment and the reception zone of the
building. (a) Light-weight building type. (b) Heavy-weight building type.
Table 3
Total energy of demand, direct RE utilisation, and grid importation for each scenario.
Scenario Total demand (kWh) Direct RE utilised (kWh) Import form grid (kWh)
Light-weight
building
Heavy-weight
building
Light-weight
building
Heavy-weight
building
Light-weight
building
Heavy-weight
building
Reference case 471.8 475 e e 471.8 475
Case 1 (low tolerance) 560.8 560.2 516.4 533.1 44.5 27.2
Case 2 (high tolerance) 545.6 565.4 526.1 557 19.5 8.4
Fig. 8. PMV and PPD profiles inside the reception zone of the building.
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option is similar to the one in the ‘low tolerance’ scenario. For the
‘low tolerance’ scenario and the ‘high tolerance’ scenario, the DDSC
controller is applied during the occupied period and followed by
the free floating controller. The supply for the system is a wind
turbine which is supported by the electrical supply network when
necessary.
6.1. Performance comparison before and after applying DDSC
algorithm (match between the demand and supply, energy utilised
from intermittent sources, etc.)
Typical simulation outputs of the building’s thermal demand
and wind turbine supply for each case are given in Figs. 4e6 and
Table 3. Figs. 4a, 5a, and 6a show the simulated heating load and
the wind turbine supply profile for the light-weight building type
office during the four-day period (10/02e13/02) in the middle of
February for Glasgow for each case. Figs. 4b, 5b, and 6b show the
results for heavy-weight building type office with the similar
configurations. The light-weight building resulted in higher peak
heating loads being induced at the beginning of the occupied
period when compared with the heavy-weight construction. The
heating requirement during the occupied period is relatively
constant for heavy-weight building when compared with the
light-weight one.
The DDSC algorithm can alter the demand profile to follow the
pattern generated by intermittent renewable sources. The heavy-
weight building performs better than the light-weight building in
terms of match with the intermittent supply. Thanks to the higher
thermal mass in heavy-weight construction, the peak load is lower
than the light-weight building. It is clear that the heating load is
followedwith the renewable supply profile in the 4th daywhen the
demand is greater than the supply, especially for the high tolerance
case.
Higher peak demand is detected in both low tolerance scenario
and high tolerance scenario at the start of the control period after
introducing flexibility to the built environment, due to lower initial
zone temperatures. A sequential method of coupling control could
be applied to suppress any peaks arising.
As can be seen from Table 3, more energy is used after applying
the DDSC controller, when compared with a supply from
a constant source, 18.9% increase for Case 1 and 15.6% for Case 2.
However, this is RE based and the utilisation factor is increased
together with the elimination of exporting surplus power to the
network. This could improve the security and reliability of the
network by reducing high penetration levels of intermittent
energy sources. Furthermore it is interesting to see that the elec-
tricity importation from the electrical network is reduced
dramatically by up to 56%, when only varying the temperature
within the built environment from 1 C to 3 C.
6.2. DDSC impact upon the built environment (thermal comfort in
this case)
The impacts of DDSC algorithm upon building performance
were studied from two aspects: i) the temperature variation, and ii)
the resulting thermal comfort.
i) Temperature variation
Fig. 7 shows the temperature distributionwithin the office space
under different control settings. For the times when there is
a sufficient energy supply from the renewable system, the zonal
temperature in both light-weight and heavy-weight buildings
under the influence of the DDSC is higher than it is when using
a conventional ‘basic’ set-point controller. Vice versa, when energy
availability is low, the zonal temperature in both light-weight and
heavy-weight buildings under the operation of the DDSC controller
is lower than when using the conventional ‘basic’ set-point
controller. Another interesting finding from these cases when using
DDSC controller is that temperature fluctuation is higher for light-
weight building when compared with the heavy-weight building
when the energy supplyedemand is matched; while for the period
when demand is greater than supply, higher temperature varia-
tions for the heavy-weight building have been detected.
ii) Thermal comfort
Fig. 8 shows the thermal comfort index, consisting of the pre-
dicted percentage of people dissatisfied (PPD) and predicted mean
vote (PMV), within the zone during the specified period. These two
comfort indicators were defined as “the difference between the
internal heat production and the heat loss to the actual environ-
ment for a man kept at the comfort values for skin temperature and
sweat production at the actual activity level” [9]. The average
occupant comfort metrics and statistics during the occupied period
(from 9:00 to 17:00) are detailed in Table 4. Through introducing
the temperature flexibility within the zone and aided with a small
proportion of secure electrical power supply from the electrical
Table 4
Comfort Index results for different cases.
Scenario PMV PPD
Light-weight
building
Heavy-weight
building
Light-weight
building
Heavy-weight
building
Reference case 0.75 0.72 18.85% 17.45%
Case 1
(low tolerance)
0.53 0.52 14.58% 13.23%
Case 2
(high tolerance)
0.55 0.49 15.76% 13.19%
Table 5
Total energy of demand, and percentage of total operating cost (net of capital and installation costs; average cost of wind power generation at 3.2 p/kWh; cost of importing
electricity from the grid at 15 p/kWh).
Total Direct RE utilised Import from grid
Light-weight
building
Heavy-weight
building
Light-weight
building
Heavy-weight
building
Light-weight
building
Heavy-weight
building
Reference case Demand (kWh) 471.8 475 e e 471.8 475
% of total operating cost 100 100 e e 100 100
Case 1 (low tolerance) Demand (kWh) 560.8 560.2 516.4 533.1 44.5 27.2
% of total operating cost 32.8 29.7 23.4 24 9.4 5.7
Case 2 (high tolerance) Demand (kWh) 545.6 565.4 526.1 557 19.5 8.4
% of total operating cost 27.9 26.8 23.8 25 4.1 1.8
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supply network, the thermal comfort index can be maintained
within the range of acceptable comfort zone.
6.3. Operating costs, avoided costs and carbon emission reductions
The DDSC application has direct impacts with regards to system
efficiency, thermal comfort, operating costs and carbon emissions.
This section focuses on the latter two points. Findings in the
previous section show that overall more energy is used after
applying the DDSC controller (see Table 3).
However, the amount of energy imported from the grid
diminishes and so do the operating energy costs. A comparison of
operating costs, net of capital and installation costs for Reference
Case, Case 1 and Case 2 provides an indication of the economic
advantages associated with utilising the DDSC for a sample period
of four days in winter time.
It is assumed that the building is already provided with a wind
turbine; the average cost of operating the 6.5 kW is 3.2 p/kWh
[10,11]; the cost of importing electricity from the grid is 15 p/kWh
[12] and the system operated in absence of feed-in tariffs. The
generation operating costs are as illustrated in Table 5.
In Case 1 (low tolerance) for light-weight building, the decrease
of 427.3 kWh in energy supply from a constant source corresponds
to savings from avoided grid costs of 67.2% off the reference case
scenario and reductions in CO2 emissions equal to 180.32 using an
electricity carbon factor of 0.422 kgCO2/kWh. For the heavy-weight
building, the decrease of 447.8 kWh in electricity bought from the
grid amounts to savings of 71.3% with 188.97 kgCO2/kWh reduc-
tions in CO2 emissions (Table 6).
In Case 2 (high tolerance) for light-weight building, the decrease
of 452.3 kWh in energy supply from a constant source corresponds
to savings from avoided grid costs of 71.1% and 228.85 kgCO2/kWh
reductions in CO2 emissions. For heavy-weight building, the
decrease of 466.6 kWh in electricity bought from the grid amounts
to 76.2% savings with 196.91 kgCO2/kWh reductions in CO2 emis-
sions (Table 6).
At the system level avoided start-up costs, fuel, operation and
maintenance costs were estimated as apportioning of probabilistic
productioncostingsimulation (PPC), assuminga40% load factor for the
windturbine [13].Table7providesan indicativebreakdownofavoided
system costs, which overall amount to about 6% of energy grid costs.
7. Conclusions
A discrete demand side control (DDSC) algorithm has been
developed and integrated within the detailed building simulation
platform, ESP-r. This algorithm is capable of simultaneously
considering environmental parameters and energy supply varia-
tion to control and optimise demand.
A case of a heat pump system powered by a wind turbine with
back-up from the electrical supply network to supply heat to
a single zone building model during a typical winter period has
been set up. Various scenarios consisting of two types of building
constructions (heavy-weight and light-weight fabric) and two
levels of built environment temperature control (high and low
tolerance) have been examined. The DDSC algorithm has been
assigned to a heat pump system powered by wind turbine based
energy supply system within a simulation environment and
applied to both the heavy-weight and light-weight buildings. The
results show that the DDSC algorithm can alter the demand profile
to one more favourable to coincide with an intermittent renewable
supply. The heavy-weight building performs better than the light-
weight building in terms of the demandesupply match with an
intermittent energy supply as a result of the increased thermal
capacitance providing energy buffering/storage capabilities. Intro-
ducing flexibility to the demand side of the built environment can
reduce the amount of energy drawn from the conventional elec-
tricity supply network without compromising the building user/
occupant comfort. Generally, the greater the flexibility of demand,
the more renewable energy that can be utilised directly, further
reducing the energy demand placed on the electrical supply
network. For such operations, the corresponding CO2 savings have
been highlighted. The average occupant comfort index during the
occupied period is maintained within ‘acceptable’ limits, aided
with a small proportion of ‘secure’ supply taken from the electrical
supply network. More energy is used, compared with a supply from
a consistent source. However, as this is renewable-based this
increases the utilisation factor together with the elimination of
exporting surplus power to the electrical network. This could
improve the security and reliability of the network by reducing the
negative impacts on network management associated with high
penetration levels of intermittent energy sources. In addition, the
system with DDSC shows the potential economic and environ-
mental benefits which can be achieved through avoiding costs
compared with supplying energy from a ‘conventional’ electricity
supply system.
The proposed DDSC algorithm is generic and can be applied to
any heterogeneous mix of demand devices at various scales. This
application demonstrates that large scale Demand Side Manage-
ment and Control can be achieved through a bottom-up approach.
These have been implemented using a detailed building simulation
tool to assess and quantify the scale of flexibility introduced to
demands when being satisfied from renewable energy sources and
Low-Carbon Technology supply systems. Future research will focus
Table 6
Reductions in grid imports, avoided operating costs and reductions in CO2 emissions.
Reductions in grid imports (kWh) Avoided operating costs (%) Carbon reductions (kgCO2/kWh)
Light-weight
building
Heavy-weight
building
Light-weight
building
Heavy-weight
building
Light-weight
building
Heavy-weight
building
Case1 (low tolerance) 427.3 447.8 67.2 71.3 180.32 188.97
Case2 (high tolerance) 542.3 466.6 71.1 76.2 228.85 196.91
Table 7
Avoided system costs.
Scenario Light-weight building Heavy-weight building
REF-C1 REF-C2 REF-C1 REF-C2
Energy saving under
PPC (kW)
427.909 452.945 448.438 467.265
Energy saving from
grid (kW)
427.3 452.3 447.8 466.6
O&M fuel avoided
cost (£)
2.9295 3.1009 3.07004 3.19893
Start-up avoided
cost (£)
0.16446 0.17408 0.17235 0.17959
Total PPC avoided
cost (£)
3.09396 3.27498 3.2424 3.37852
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on the development of priorities when assigning monitoring and
control algorithms to each zone within a detailed building simu-
lation tool, and scaling this application to amulti-zone building and
multiple distributed buildings.
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