INTRODUCTION
The progress of optical spectrometers over the past decade has been fuelled by several technological advancements, such as optical frequency combs and high-finesse optical cavities. These have opened up the opportunity for particularly ambitious spectroscopic experiments. Among them, the accurate measurement of the absorption frequencies of light diatomic molecules such as H 2 and D 2 is recognized as a compelling way to test quantum-electro-dynamic (QED) models for molecules at the part-per-billion level. 1 Another demanding example is Doppler Broadening Thermometry (DBT), where thermodynamic quantities of a gas at thermodynamic equilibrium are inferred from a Dopplerwidth measurement down to the ppm level. 2, 4 In these and many other cases, the achievement of the scientific goal is strictly related to the adoption of an adequate technological approach.
High-finesse optical cavities are a recognized tool to increase the sensitivity of a spectrometer, enabling it to address either weak transitions (such as quadrupole transitions in QED experiments 3, 5 ) or to explore low-pressure spectroscopy (as it is required, e.g., for sub-Doppler spectroscopy 6 or for some DBT experiments 7 ). The reduction of statistical uncertainties and the corresponding improvement of the precision of the measurement require the sensitivity of the spectrometer to be conjugated with a fast acquisition time. In an effort of counteracting the fundamental trade-off between sensitivity and speed, in other words of minimizing the noise-equivalent-absorption (NEA) of the spectrometer, a certain number of approaches have been successfully deployed in cavity-ring-down-spectroscopy (CRDS), such as: (i) PoundDrever-Hall (PDH) locking of the laser to the cavity, [8] [9] [10] [11] which gives advantages in terms of coupling efficiency, cavity injection repeatability, and increased ring-down rates, (ii) adoption of frequency-agile-rapid-scanning (FARS) schemes, 12 where an optical sideband is scanned over the cavity modes with a sub-millisecond time response, (iii) locking of the laser to an ultra-stable passive cavity, which favours an efficient injection of light into the enhancement cavity, at the same time improving the short-term stability of the spectrometer. 13, 14 Combinations of these solutions have recently brought to exceptionally low NEA figures of 10 12 cm 1 Hz 0.5 or even beyond. 12, 15 In quantitative spectroscopic determinations, an enhanced or even an ultimate precision does not automatically translate into a comparable level of accuracy. In this respect, in recent years, the relevance of an adequate modeling of absorption line shapes as a prerequisite to reduce systematic errors deriving from a wrong understanding of the collisional physics has been deeply emphasized. 16 Discrimination between different line shape models, as well as accurate determination of the line-centre frequency, requires a highly dense spectral sampling. Paradoxically, most techniques cited above, which have been mainly developed to reduce the NEA, do not lend themselves for dense frequency grids: locking and unlocking a PDH servo is a relatively time-consuming procedure if hundreds or thousands spectral points are targeted; FARS may increase the spectral scanning speed but at the price of a scarce grid of spectral points, whose separation is set by the cavity free-spectral range. Moreover, since in most cases PDH locking slaves the laser to the cavity, one needs an additional cavity stabilization to compensate for cavity drifts and to enable long averaging times. 10 A few years ago, in an effort of overcoming such an issue, we proposed a comb-locked cavityring-down spectrometer in which a probe laser was tightly locked to a frequency comb, CRDS was operated in a cavityswept mode, and laser tuning was accomplished by the change of the comb repetition rate, this providing a dense and accurate frequency axis. 17 On the other hand, such an approach suffered from a sub-state-of-the-art NEA of 6·10 11 cm 1 Hz 0. 5 and from a scanning time of 75 s for a 1500-spectral-points spectrum, as limited by the speed of the comb repetition rate change.
This paper focuses on lay-out and performance of a deeply renewed version of that spectrometer, combining the comblocked cavity-swept CRDS concept with a frequency-agile rapid-scanning scheme. The laser remains steadily locked to a fixed repetition rate comb and spectral scanning is achieved by means of a single-side band modulator that affords a sub-ms stepping of the single sideband across adjacent cavity modes, similarly to what happens in a FARS scheme. Since the cavity is dither-locked to the sideband, once a first spectral scan is accomplished, the sideband may be shifted apart by 1-2 MHz while remaining in the capture range of the dither-lock; from here, a second agile rapid scanning may be started in the reverse direction over the same set of modes, yet at slightly detuned cavity-modes frequencies. This enables fast interleaving of multiple spectral scans with a frequency axis fully defined by the comb. Specifically, with a ring-down rate of 1 kHz and an empty-cavity decay time of 64 µs, the system covers 4.2 GHz with a 1.3-MHz sampling spacing (3200 points) within 6.4 s. This time reflects the need to acquire at least two ring-down times per spectral point to compensate for the Doppler effect induced by the moving cavity mirrors. In such conditions, the root-mean-square (rms) absorption noise of blank spectra is 9.8·10 11 cm 1 , which translates into a noise figure of 1.7·10 12 cm 1 per spectral element over 6.4 s after normalization against the square root number of spectral points. The precision and accuracy of the spectrometer are discussed in a fewPascal pressure range with reference to the measurements of the P12e line of the (30 012) ← (00 001) band of CO 2 at ∼1.57 µm. At a pressure of almost 5 Pa, a single spectral scan is sufficient to attain a precision on the line centre-frequency of 4 kHz, which is only slightly higher than the systematic uncertainty of the spectrometer. Assuming the product between precision and acquisition time as a figure of merit, this spectrometer achieves the smallest value ever reported in a Doppler broadening regime.
EXPERIMENTAL SETUP
The experimental setup for interleaved FARS-CRDS (IFARS-CRDS) is depicted in Fig. 1 . The frequency axis of the spectrometer is calibrated against a 100-MHz Er:fibre frequency comb. Its repetition-rate is frequency locked to a low-noise quartz-oscillator that is in turn referenced to a commercial 10-MHz GPS-disciplined Rubidium clock, featuring a stability of 8·10 12 at 1 s. The carrier-envelope-offset frequency is extracted by a home-made f-2f interferometer 18 and locked to the same clock by a digital proportional-integrativederivative (PID) servo, not shown in Fig. 1 . A second amplified laser branch seeds a dispersion-shifted telecom fibre that provides spectral broadening from 1.4 to 1.7 µm and enables a probe laser emitting in that range to be locked to the comb. Specifically, for the experiments reported here, the probe laser is an extended-cavity-diode-laser (ECDL) with wavelength tunability from 1.5 to 1.63 µm.
The ECDL is split in two parts by a 10:90 fibre coupler. The low-power beam is made to beat with the frequency comb lenses; DS: dispersion-shifted telecom fibre; RF SYNTH: radio-frequency synthesizer; RF SWITCH: radiofrequency electronic switch; SERVO: PID servo controller; CRIO: compact reconfigurable input/output board; ν n : n-th comb mode frequency; ν cw : ECDL frequency;
ν SSB : single-sideband frequency; f BEAT : beat-note frequency between the comb and ECDL. Black, red, and dashed-grey lines refer to fibre, free-space laser paths, and electrical signals, respectively. and stabilized against it by feedback to the laser piezo modulation port (with a locking bandwidth of 4 kHz, via a commercial digital servo). The frequency stability of the beat note signal amounts to 6.5 kHz over 10 ms and impacts at a level below 10 11 the repeatability of the frequency axis (at 1 s). The highpower beam is sent to a single-sideband modulator 19 (SSM) that affords a tuning range up to 20 GHz and an optical conversion efficiency of 10% into the single sideband (at an RF power of 26 dBm at the two electrodes), with a rejection of almost 50 and 35 dB against the carrier and the mirror sideband, respectively. The frequency shift of the sideband is set with a response time of 34 µs by a RF synthesizer (Mini circuits SSG-6400HS) operating in the 250 kHz-6.4 GHz range. In our case, the available tuning range was limited to about 4.2 GHz by the frequency response of the RF amplifier used to drive the SSM. However, this is not an issue in the few-Pascal pressure range explored, where absorption spectra are strongly dominated by the Gaussian contribution given by Doppler broadening, with a full width at half maximum of ∼353 MHz (1/12-th of the frequency scan).
The sideband generated by the SSM is used as a probe laser beam. A pair of waveplates turns its polarization into one of the polarization eigenstates of the cavity 20 and this helps in reducing the fluctuations of the extracted decay rate. To enhance the extinction ratio at each ring-down event, the sideband is turned off by a combination of an acousto-optic modulator and an electronic switch placed upstream the RF ports of the SSM. The optical cavity is made up of stainless steel and it is tightened between two aluminium shells that ensure mechanical stability and high thermal conductivity. The freespectral-range of the cavity is 300 MHz, its finesse is 125 000 and the input laser power is 2 mW. Detection, data acquisition, ring-down fitting procedure, and dither-locking of the cavity to the laser do not substantially differ from what described in Ref. 17 . The only improvements concern a decreased dithering amplitude, from ±17 MHz to ±8.3 MHz, which reduces the mirror speed to 46 µm/s, and the addition of a piezoelectric fringe scrambler in between the output cavity mirror and the detector to reduce parasitic etaloning effects. The piezoelectric transducer is driven by a triangular voltage ramp at a frequency of 1.4 Hz that produces a peak-to-peak excursion of 0.8 µm, squeezing fringes from 7·10 11 cm 1 down to below 2·10 11 cm 1 .
The frequency scanning procedure is sketched in Fig. 2 . The cavity is dither-locked to the probe laser with a scanfrequency of 500 Hz, which results in a ring-down rate of 1 kHz. Once a predetermined number of ring-down signals are acquired at a given spectral point, the SSM shifts the laser frequency from the initial cavity resonance to the adjacent one [black arrows in Fig. 2(b) ], and this repeats until a first FSR-spaced spectrum is completed. During the FSR-stepped sideband tuning, the dither-locking servo just provides the bias voltage that makes the cavity resonances centred around the grid of laser frequencies. As compared to the originally proposed FARS approach, 12 there is no need here for referencing the cavity against an external laser source (such as an I 2 -stabilized He-Ne laser) since the cavity modes are slaved to the scanning laser. Once a first FSR-spaced spectral scan is over, the probe laser frequency is shifted apart by a small ) gives a picture of the saw-tooth behaviour of ring-down (RD) times that may take place when the cavity-length detuning (from one set to another) induces some tiny misalignment of the intra-cavity beam: in such a case, if the mirror reflectivity does not remain perfectly uniform across its surface, a weak dependence of the ring-down time on the actual cavity length is observed. amount (2δf in the figure), which makes the whole pattern of cavity modes to shift accordingly and a second spectral scan to be initiated in the reverse direction. By means of alternated scans, interleaved spectra separated by δf are eventually achieved. As a constraint, 2δf must remain within the capture range of the dither-locking servo, i.e., within 4 MHz. Interestingly, such a scanning procedure produces a very peculiar saw-tooth behaviour for the spectral baseline. In fact, as illustrated in Fig. 2(c) , it is typical to observe some slight dependence of the ring-down decay on the cavity length, which is adjusted at every intermediate spectral scan. This effect correlates with a non-uniform reflection coefficient of the mirrors and with tiny deflections of the intra-cavity optical beam that take place if the scanning mirror does not move perfectly parallel to the optical axis of the cavity. The saw-tooth pattern may occasionally lie on a more typical linear baseline if, e.g., the finesse of the cavity is not constant over the scanned frequency range. Figure 3 (a) reports a typical experimental blank spectrum that reveals the saw-tooth pattern. By fitting out this pattern, the baseline behaves as it is shown in Fig. 3(b) , thus without distortions even when quite a high number (N) of spectra are averaged together. There is no evident trace of etaloning effects, even for N = 1000, which is an indication of an effective fringe scrambling. Figure 4 better quantifies this result and reports the rms noise of blank spectra as a function of N (bottom horizontal scale). Actually, a departure from the expected square-root law comes gradually into play due to parasitic fringes that do not completely wash out upon averaging. The noise level remains, however, highly satisfactory and shrinks from 9.8·10 11 cm 1 at N = 1 to 5·10 12 cm 1 at N = 1000, which corresponds to an absorption sensitivity per J. Chem. Phys. 147, 134201 (2017) spectral element of 5·10 12 and 10 13 cm 1 , respectively, after normalization against the number of spectral points (3200). Interestingly, as highlighted by the top horizontal scale, these noise levels correspond to short acquisition times, from 6.4 s at N = 1 to almost 2 hours at N = 1000. These reflect the measurement of 2 ring-down times (2 ms) per spectral point, one for each sign of the mirror speed. In fact, due to the multiple reflections from a moving mirror during the ring-down decay, the intra-cavity field experiences a Doppler frequency shift whose sign depends on the mirror speed sign. In empty-cavity conditions, the impact of this shift on the ring-down time is negligible, but in the presence of a frequency-dependent absorption, it introduces a deformation of the absorption profile. Such deformation (see quantitative discussion and characterization in Ref. 17) remains at the second order if an equal number of ringdown times for the two speed signs are acquired and averaged together.
The spectroscopic tests were performed on the P12e line of CO 2 , which is a good candidate for testing the spectrometer performance since it is highly isolated from neighbouring lines. Absorption spectra have been measured on a pure CO 2 sample at 36 different very low pressure values, from 0.5 to 7 Pa, thus in a regime where the line shape profile is dominated by Doppler broadening and exhibits a nearly Gaussian shape. In order to achieve an almost uniform signal-to-noise ratio at the wings and at the centre of the absorption spectra, the acquisition was tailored in such a way to average over a higher (yet even) number of ring-down decays at around the line centre, up to 16. This implies one spectrum to be acquired in an interval time from 6.4 to 17 s. At each pressure, a set of 35 consecutive spectra was acquired (within 10 min in the slowest case), which represents a reasonable statistical ensemble before the onset of slight drifts of the experimental conditions, mainly due to cavity leakage (at a level of 1-2 Pa/h). Three examples of averaged spectra are reported in Fig. 5 . The lines appear continuous due to the extremely dense frequency axis, but they are indeed made of a discrete series of points, as it is evidenced by the inset of the figure; the signal-tonoise ratio exceeds 20 000 already at ∼1 Pa (absorption peak: ∼ 4·10 7 cm 1 ; noise: 2·10 11 cm 1 ).
A simple Voigt profile with a fixed collisional width was used to fit the spectra, this being sufficient for the forthcoming discussion on the line-centre frequency (the application for precise line shape measurements and Doppler broadening thermometry is currently under investigation). Figure 6 retrieved from the fitting of the individual spectra of two different datasets, one at a pressure of 1.60 Pa [panel (a)], the other at 4.96 Pa [panel (b)]. At the higher pressure, the statistical uncertainty on the single line-centre determination is 4 kHz, corresponding to 2.1 parts over 10 11 . This is one of the highest if not the highest precision reported so far for a measurement time of 17 s in a Doppler-broadening regime; it is also very close to the kHz-level afforded by sub-Doppler spectroscopy over 1 s. 21, 22 The Allan plot shows that averaging over subsequent determinations (or, equivalently, extracting the line centre from an averaged profile) is beneficial for precision, but the gain given by an increasing number of averaged samples does not follow the expected inverse square-root law. This behaviour is particularly evident at higher pressures, where the signal-to-noise ratio is higher, and it is ascribed to a slight drift of the locking point of the cw laser with respect to the comb; this could be solved in a new setup where frequency-locking is replaced by phase-locking. Remarkably, however, a sub-kHz threshold may be broken upon a few-minutes averaging in a Doppler broadening regime.
A more stringent test on the statistical uncertainty is reported in Fig. 7 , where we investigated the impact given on precision by locking-relocking procedures, namely, laser to the comb and comb (repetition rate and offset frequency) to the synthesizer, and by emptying-refilling the cavity with CO 2 . To this purpose, all datasets have been taken into consideration and a mean-value for the line centre at each pressure was retrieved and plotted in Fig. 7 . A weighted fit of the mean frequencies with a linear function returns a type A (statistical) error of 1.6 kHz for the zero-pressure value, thus in reasonably good agreement with the kHz-level estimated by the Allan analysis of the single datasets. The overall reproducibility of the spectrometer is thus highly satisfactory and nearly a factor of 10 better than our previous implementation. 17 The self-induced pressure-shift coefficient retrieved from the linear fitting is 2.80 ± 0.42 kHz/Pa: it is within 3σ in agreement with data from Devi et al. 23 ( 1.49 ± 0.02 kHz/Pa), but the two pressure regimes differ by about 4 orders of magnitude.
The linear fit in Fig. 7 pressure. The uncertainty is calculated as the quadrature addition of a 1.6-kHz type A error and a 1.4-kHz type B (systematic) error: the later reflects a number of contributions thoroughly discussed in Ref. 17 , which include the stability of the GPS-based frequency standard (0.6 kHz), the accuracy of the absolute pressure gauge (0.4 kHz), the cavity leakage (0.16 kHz), and the effect of the Doppler shift given by the moving mirror (here more prudentially considered at a 2σ level, i.e., 1.2 kHz). Table I compares the line-centre frequency retrieved in this work with data from the literature for the same line, specifically from HITRAN, 24 Devi et al., 23 who exploited a state-of-the-art Fourier-transform measurement, and Long et al., 25 who made use of a FARS CRDS approach. With respect to HITRAN 24 and Devi et al., 23 the agreement is within 1σ, with a departure of 1.78 and 0.67 MHz, respectively. As compared to the comb-calibrated data by Long et al., 25 the discrepancy decreases down to 79 kHz, which corresponds to ∼2.5 σ of their declared uncertainty (approximately one order of magnitude larger than that provided here).
CONCLUSIONS
In conclusion, we have introduced interleaved FARS CRDS as a powerful approach to conjugate high sensitivity, fast acquisition time, and a very dense frequency grid. With the addition of an optical frequency comb, this represents an effective way to considerably enhance the precision and the accuracy of line-centre frequency determinations over short measurement times, down to 4 kHz over less than 20 s, which is to our knowledge the best result obtained without recurring to sub-Doppler regimes. This is very important for the measurement of weak absorption lines of atmospheric interest or for more fundamental research on electric-quadrupole transitions in molecular hydrogen or deuterium. The approach presented is especially appropriate for accurate modeling of the absorption line shapes, as facilitated by the highly dense spectral sampling. Additionally, extremely fast acquisition rate allows one to avoid systematic effects introduced by the sample composition or by environmental changes in the system.
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