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Abstract. We discuss the construction of a ground state wavefunction on a finite
ring given the ground state on a long chain. In the presence of local symmetries, we can
obtain the ground state with arbitrary flux inserted through the ring. A key ingredient
are the quantum numbers of the entanglement spectrum. This method allows us to
characterize phases by measuring quantized responses, such as the Hall conductance,
using data contained in the entanglement spectrum. As concrete examples, we show
how the Berry phase allows us to map out the phase diagram of a spin-1 model and
calculate the Hall conductivity of a quantum Hall system.
ar
X
iv
:1
40
5.
60
28
v1
  [
co
nd
-m
at.
str
-el
]  
23
 M
ay
 20
14
Flux insertion, entanglement, and quantized responses 2
1. Introduction
The study of entanglement has been shown to be very useful for the characterization
of quantum states – in particular for the understanding of topological properties of
quantum states [1]. Intrinsic topological order can for example be detected by an
additive correction to the area law of the entanglement entropy [2, 3]. In addition
to the usefulness in classifying and detecting topological phases, efficient numerical
algorithms, like the density matrix renormalization group (DMRG)[4] method, are based
on properties of the entanglement in ground-state wavefunction. Reversely, the DMRG
method gives us a direct access to the entanglement of the wave function.
Beyond the entanglement entropy, we can consider the full spectrum of the reduced
density matrix ρA for a subregion A, which we write as ρA = e
−HE . The spectrum of HE
is the ‘entanglement spectrum’. In certain circumstances the low lying eigenvalues of
HE appear to reflect the energy spectrum of the edge states, and hence are a fingerprint
of the topological order [3, 5, 6]. However, the correspondence between the low lying
spectrum and the topological order cannot be taken too literally, since the low lying
entanglement spectrum may undergo a phase transition while the bulk phase remains
unchanged [7]. It is worth clarifying which properties of HE are universal properties of
the bulk phase.
In this paper we review a class of properties of HE which are universal in the
presence of symmetries. The basic result is that the spectrum of HE combined with
the actions of the symmetries on its eigenstates is sufficient to predict the response of
the phase to flux insertion, linking the entanglement spectrum to a well known class of
quantized response functions such as polarization, Hall conductance, and the modular
T -transformation [1] which encodes the statistics of anyonic quasiparticles. While these
responses have previously been discussed elsewhere, [8, 9, 10, 11, 12, 13, 14] we find it
useful to discuss them in the common language of entanglement, both in order to better
understand the universality of HE and for the practical benefit that these responses can
then be measured from entanglement information readily available using DMRG.
To link entanglement to flux insertion, we first show that given the ground state
and entanglement spectrum of an infinite chain (cylinder) with symmetry group G, we
can obtain the ground state on a ring (torus) with arbitrary flux inserted with respect to
a symmetry g ∈ G. This method can be useful for actual numerical simulations because
DMRG simulations of systems with periodic boundary conditions are generically harder
than with open (or infinite) boundary conditions. Various Berry phases and quantized
responses exist for a ring (torus) with flux, and using this ‘flux insertion trick’ we can
then extract the responses from the bulk entanglement spectrum of the infinite chain.
This paper is organized as follows. We begin by introducing the flux insertion trick
in Sec. 2 and discuss a spin-1 chain as concrete example. In Sec. 3, we give applications
to charge polarization (the ‘Zak phase’) and the topological T transformation (Sec. 3.1),
1D SPT phases (Sec. 3.2), and finally the Hall conductivity (Sec. 3.3). We conclude with
a summary and discussion in Sec. 4.
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Figure 1. (a) Partition of an infinite quasi-1D system into two pieces, A and B. The
region B is a finite region of the system, while A extends to infinity in both directions.
(b) The Schmidt states B of the ground state are decomposed into tensor products
of the left (p) and right (q) part. (c) Tracing over the outer indices of the segment
B yields the ground state on a ring. (d) In the presence of a symmetry g, twisted
boundary conditions can be incorporated by acting on the outer indices with a unitary
U (g).
2. Flux insertion and entanglement
2.1. Entanglement as glue
A gapped ground state of a system with periodic boundary conditions can be obtained by
gluing together wave functions for local subsystems. To be precise, consider a generalized
cylinder, a d-dimensional system with geometry R×M . So long as M is finite, we can
regard the system to be one-dimensional by viewing M as a single super-site. Since the
system is gapped, the correlation length ξ along the infinite dimension will not depend
on the volume of M . Partitioning the system into regions ABA, as shown in Fig. 1(a),
we can Schmidt decompose the state as
|ψ〉 =
∑
a
λa |a〉A |a〉B , ρB =
∑
a
λ2a |a〉B 〈a|B . (1)
Here |a〉A/B are orthogonal basis for A/B and the Schmidt index a labels the quantum
fluctuations across the two cuts separating B from A. The amplitudes λa (or the
logarithm of them) constitute the ‘entanglement spectrum.’ For a normalized state,∑
a λ
2
a = 1.
In general the set {|a〉B} forms a complete basis for B. However, due to the area
law, for a sufficiently large region B only a small subset of states have any significant
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amplitude λa. In what follows, we will only keep the Schmidt states above some cutoff
 < λa; the cutoff  can progressively lowered as the size of B increases.
The crucial point is that if the width of B is large compared to ξ, the fluctuations
across the left cut should be independent from the fluctuations across the right cut.
Alternatively, this is the length scale at which the mutual information between the left
and right halves of A vanishes, I(AL : AR) → 0. The resulting Schmidt decomposition
then has a tensor product structure; labeling the left, right fluctuations by p and q,
the Schmidt index a can be replaced by the pair a = (p, q). Using λa = sps
′
q and
|a〉A = |p〉AL ⊗ |q〉AR , we have
|ψ〉 =
∑
p,q
sps
′
q |p〉AL |p, q〉B |q〉AR , (2)
as illustrated in Fig. 1(b). We will assume translation invariance, so can set sp = s
′
p.
We note that although the set of Schmidt labels {a} admits a decomposition
into products {p} × {q}, the wavefunctions in B do not decompose as a product:
|a〉B 6= |p〉BL ⊗ |q〉BR . However, the reduced density matrices for the left/right edges of
B depend only on p, q respectively.
An important caveat to Eq. (2) arises when there is intrinsic topological order,
due to the long range entanglement, or in certain topological fermion phases such as
the Kitaev chain. [15, 16] Roughly speaking, the left and right cut become correlated
with each other by the requirement that identical anyonic flux crosses the two cuts,
potentially complicating the tensor product structure a = p⊗ q. Eq. (2) only applies to
a special basis for the degenerate ground states, the ‘minimally entangled basis’, which
have definite anyonic flux threading the cylinder [3, 17].
2.2. Ground state of a ring
Given the decomposition of Eq. (2), we can find the wave function for a ring of
circumference L for a translational invariant system. This procedure has already been
understood in the context of matrix product states [18, 19, 20, 21]. Choosing the two
entanglement cuts to be separated by a distance L, the ground state of the ring is
|ψ(1)◦ 〉 =
∑
p
sp |p, p〉B +O(e−L/ξ), (3)
as shown in Fig. 1(c). We can show that all the local reduced density matrices are
identical to those of the infinite chain, up to exponentially small corrections in e−L/ξ.
For a local Hamiltonian the energetics of the state are determined by the local density
matrices of the system, so reproducing the local density matrices will guarantee a ground
state.
The interior of each |p, p〉B looks identical to the infinite ground state because the
fluctuations remain within a correlation length of the boundaries. At the edges, note
the leftmost region of |p, q〉B is identical to the leftmost region of |p〉AR , and similarly
for the right. The fluctuations in Eq. (3) have been glued together in a manner which is
locally identical to the edges of Eq. (2), so generate the same reduced density matrices.
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A more rigorous justification of Eq. (3), and our subsequent results, can be made using
matrix product state (MPS) techniques as shown in the Appendix of Ref. [20].
2.3. Applying a twist
Having obtained the ground state for a ring, let us find the ground state when flux
under a global symmetry has been threaded through the ring, twisting the boundary
condition.[20, 21] To give a concrete example of ‘flux’, consider a spin system with a
U(1) symmetry generated by Sz. The Hamiltonian with flux Φ has a twist boundary
condition between site 1 and site L:
H[Φ] =
J
2
[
eiΦS+LS
−
1 + e
−iΦS−LS
+
L+1
]
+
J
2
L−1∑
i=1
[
S+i S
−
i+1 + S
−
i S
+
i+1
]
+
L∑
i=1
[
JSzi S
z
i+1 +D(S
z
i )
2
]
(4)
where J is the antiferromagnetic exchange coupling and D represents the single-ion
anisotropy parameter. We will denote the ground state with flux by |ψ(Φ)◦ 〉. How should
Eq. (3) be modified to obtain a ground state with flux?
For completeness, we first review the general prescription for inserting flux under
any onsite symmetry g. We assume the symmetry is a product of onsite terms, gˆ =
∏
i gˆi.
We split the ring into three adjoining regions, L,R and E, so that the symmetry
decomposes as gˆ = gˆLgˆRgˆE. Since the Hamiltonian is local, it can be decomposed
into interactions between the regions
H(1) = HEL +HLR +HRE (5)
(the intra-region terms can be arbitrarily incorporated into these). To insert flux g, we
twist the boundary condition between region L,R by acting with the symmetry gˆL (not
gˆLgˆR!) on the interaction HLR,
H(g) ≡ HEL + gˆLHLRgˆ−1L +HRE. (6)
The procedure is unambiguous once the circumference is large compared to the range
of the interactions.
To find the ground state of H(g), note that while globally H(g) is not unitarily
related to H(1), locally they are. If ρ
(g)
LR is the reduced density matrix with flux g for
LR, we want to minimize the energy for the interactions within subsystem LR,
ELR = Tr(gˆLHLRgˆ
−1
L ρ
(g)
LR), (7)
so want to engineer the twisted density matrix to be ρ
(g)
LR = gˆLρ
(1)
LRgˆ
−1
L .
To do so, return to the Schmidt decomposition of an infinite chain into two half-
infinite regions L,R:
|ψ〉 =
∑
p
sp |p〉L |p〉R . (8)
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Figure 2. The Hamiltonian for the ring geometry. The Hilbert space (inner black
ring) is divided into three parts L, R and E. (left) In absence of any flux through
the ring, the Hamiltonian [Eq. (5)] can be decomposed in to three parts; HEL, HRE ,
and HLR, with their support shown around the black ring. Notice that the pieces of
the Hamiltonian will have a small overlap with one another. (right) With a flux Φg
through the ring, the system is described by the Hamiltonian in Eq. (6). Conjugating
HLR by the symmetry operation gˆL will only affect terms of the Hamiltonian crossing
between regions L and R.
Since the state is symmetric, the symmetries must act on the left Schmidt states as
gˆL |p〉L =
∑
q
|q〉L U (g)qp (9)
for some matrix U (g) which commutes with diag(s). The matrices U (g) can be
numerically extracted from the ground-state wave function [22].
By definition,
gˆL |ψ〉 =
∑
p,q
|p〉L spU (g)pq |q〉R . (10)
Such a state has precisely the desired ‘twisted’ density matrix ρLR[g] in the vicinity of
the cut. So to obtain the twisted ground state on a ring, it is sufficient to insert U (g)
into Eq. (3) before gluing the torus back together, as show in Fig. 1d):
|ψ(g)◦ 〉 =
∑
p,q
sp |p, q〉B U (g)qp +O(e−L/ξ). (11)
In conclusion, the ground state of a ring with flux can be obtained from the ground
state of the infinite line, Eq. (11), given knowledge of the entanglement spectrum si and
the action of symmetries on the Schmidt states, U (g).
We numerically test the accuracy of the wave function |ψ(Φ)◦ 〉 defined in Eq. (11)
by comparing with exact diagonalization data for the Hamiltonian of a spin-1 chain
defined in Eq. (4). Using the infinite DMRG algorithm in its MPS formulation,[23, 24]
it is straightforward to explicitly construct |ψ(g)◦ 〉. In particular, we simply calculate the
trace over the MPS with inserted boundary operator U (Φ) to insert the flux. We test
the energetics of the resulting against exact diagonalization, as shown in Fig. 3.
2.3.1. Sign-structure for fermions One additional modification must be made for
fermions, due to the Jordan-Wigner string. The states of a fermionic chain can be
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Figure 3. Energies of a spin-1 chain on a ring of length L described by Hamiltonian
Eq. (4) with an inserted flux of φ. Energies are obtained both for the wave function
|ψ(Φ)◦ 〉, formula Eq. (3) (dots), and exactly using diagonalization (line). The inset
shows the error as compared to the exact ground state wave functions.
expressed through the occupation of bosonic operators σ+n = (−1)
∑
j<n Nˆjψ†n, where Nˆi is
the fermion occupation at site i. On a periodic chain, the fermionic operators ψn ∼ ψn+N
are periodic, but because of the string the σ+n are not, complicating Eq. (11).
We restrict ourself to phases in which there are no unpaired Majorana zero-modes
at the edge of an open chain. Fermion parity generates a Z2 symmetry (−1)F , which
acts on the left Schmidt states as U (F ) [Eq. (9) for fermion-parity]. For a system with
total fermion parity NF = 0/1, careful consideration of the Jordan-Wigner string reveals
the ground state of a periodic ring in the occupation basis
|ψ(g)◦ 〉 =
∑
p,q,r
sp |pq〉B U (g)qr (U (F ))NF−1rp (12)
Here U (g) generate any other flux we thread through the ring. The reasoning is that
every time a fermion crosses the cut, the Jordan-Wigner string is applied to the other
NF − 1 fermions, resulting in a phase; since U (F ) changes sign every time a fermion
crosses the cut, this factor accounts for the desired sign structure.
The existence of an emergent Majorana zero-mode at the edge further complicates
the analysis, which we discuss briefly in Appendix A.
3. Applications
3.1. Berry phases for U(1) flux insertion
In the presence of a continuous symmetry such as U(1) charge conservation, we can
obtain a Berry phase γ for adiabatic flux insertion, known as the Zak-phase in the
context of free fermions [8]. It is well known that the Berry phase gives the charge
polarization P of the bulk [9]. Intuitively, by threading flux through the ring, we can
detect the displacement of charges from their lattice positions. The polarization P is
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related to the Berry phase via P/ae = γ/(2pi), where a is lattice spacing and e is the
charge quanta. Notice that the polarization is defined only modulo ea just as the Berry
phase is only defined modulo 2pi.
Using Eq. (11) we show the charge reduces to an average over the entanglement
spectrum. We consider a system on a ring which is invariant under U(1) and has a
gapped ground state. Let us now insert a flux eiΦ ∈ U(1) through the ring, such that
we return to our Hamiltonian at the end of the cycle Φ : 0 → 2pi. As the Hamiltonian
H(Φ) evolves under Eq. (6), so too does its ground state wavefunction |ψ(Φ)◦ 〉. The Berry
phase for the process is defined by
γ =
∫ 2pi
0
dΦA(Φ)− i log 〈ψ(0)◦ |ψ(2pi)◦ 〉 (13)
with the Berry connection
A(Φ) = −i 〈ψ(Φ)◦ ∣∣ ∂Φ ∣∣ψ(Φ)◦ 〉 . (14)
Using Eq. (11), the ground state with inserted flux is given by |ψ(Φ)◦ 〉 =∑
p,q sp |p, q〉B U (Φ)qp , with U (Φ) being the representation of the symmetry eiΦ on the
Schmidt states. The Berry connection is thus given by
A(Φ) = −i
∑
p
s2p[(U
(Φ))†∂ΦU (Φ)]pp. (15)
We can always choose a basis such that U (Φ) = diag(eiΦQp); Qp ∈ Z is the charge of the
Schmidt state |p〉L. With this choice, the Berry phase is simply
eiγ = exp
[
2pii
∑
p
s2pQp
]
. (16)
The desired polarization is the average charge of the Schmidt state with respect to s2p.
In 1D, the U(1) symmetry alone is not sufficient to guarantee a quantized Berry-
phase γ: there are no non-trivial symmetry protected phases with just U(1) in 1D. But
in the presence of an additional symmetry such as time reversal, lattice inversion, or
charge-conjugation, the Berry-phase is quantized to 0, pi (this is deeply related to the
existence of symmetry protected topological phases, see Sec. 3.2 for more details)[25].
Example 1: Aﬄeck Kennedy Lieb Tasaki (AKLT) Chain [26] . We calculate the Berry
phase associated with the adiabatic insertion of a flux of 2pi through the ring [27]. Using
Eq. (15), we find
A(Φ) =
∑
p
s2pS
z
p , (17)
where sp is the Schmidt spectrum and S
z
p is the S
z quantum number of the corresponding
Schmidt state. For the AKLT chain, we have two Schmidt states, with s2p =
1
2
for
p = 1, 2. If we make the assignment Szp = ±12 , we find
∑
p s
2
pS
a
p = 0. However, with
this choice |ψ(2pi)◦ 〉 = eipi |ψ(0)◦ 〉. Alternatively, we can choose Sz1 = 0, Sz2 = 1, giving∑
p s
2
pS
a
p =
1
2
and |ψ(2pi)◦ 〉 = |ψ(0)◦ 〉. In either case it follows that eiγ = −1.
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Figure 4. Flux insertion for the Heisenberg model with single-ion anisotropy. The
blue dots show the Berry phase associated with the adiabatic flux insertion of 2pi,
distinguishing the Haldane phase (γ = pi) and the large-D phase (γ = 0). The red
dots show the correlation length which diverges at D ≈ 1.
Example 2: Spin-1 Heisenberg chain with single ion anisotropy. We consider
Hamiltonian Eq. (4) and use the parameter D to tune across a phase transition between
a non-trivial Haldane phase and a trivial phase. We then attempt to detect with the
U(1) Berry phase. The entanglement spectrum and the quantum numbers are obtained
using iDMRG, in order to calculate eiγ using Eq. (16). The results are shown in Fig. 4,
and indeed gives a precise determination of the phase transition. The same result had
been obtained in Ref. [25] by explicitly obtaining the ground states with inserted fluxes
using exact diagonalization.
Example 3: The modular T -transformation. Finally, we consider a 2D state on a
torus, obtained from the plane by identifying points (x, y) ∼ (x, y + Ly), (x + Lx, y) ∼
(x, y + τrLy). The parameter τ = τr + iLx/Ly is called the modular parameter. Since
τ → τ + 1 defines an identical torus, we can calculate a Berry-phase UT as the ground
state |τ〉 → |τ + 1〉. Known as the modular T -matrix, UT encodes the topological
spin of the anyons and chiral central charge of the edge, both of which are topological
invariants of the state [13]. To relate this to a U(1) Berry phase, we view the torus to be a
continuous 1D system by collapsing each ring at fixed x to a single ‘site.’ The translation
eiPˆ
y∆y : y → y + ∆y is then an onsite U(1) symmetry of the system. In this language,
the modular parameter τr is nothing but U(1) flux under translation: ΦPˆ y ≡ 2piτr.
Assigning y-momenta kp ∈ 2piLyZ to each of the Schmidt states, we immediately conclude
the T -matrix is
UT = e
i
∑
p s
2
pkpLy . (18)
Hence the chiral central charge and topological spin of the anyons are trivially encoded
in the entanglement spectrum. This procedure has been successfully carried out for
various quantum Hall systems, [20] topological lattice models, [28] and 2D SPT phases
[29].
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3.2. Response theory of 1D symmetry protected topological phases
In the presence of symmetries, 1D systems have a rich variety of phases generalizing
the physics of the spin-1 Haldane chain: symmetry protected topological (SPT) phases
[30, 31, 16, 32, 33, 34]. So long as the Hamiltonian preserves the symmetry group G,
the ground state of an SPT phase is distinct from a trivial product state. The essence of
an SPT state is that an open chain has edge states which transform under a projective
representation of the symmetry group G. Unlike an ordinary representation, projective
representations may carry additional phase factors under composition; i.e., if g, h ∈ G,
then
V (g)V (h) = ω(g, h)V (gh) (19)
where the set of complex numbers ω(g, h) ∈ U(1) is called the “factor set”. (Were V ’s
to form a regular representation of G, then all the ω would equal to 1.)
For each projective symmetry representation of G, the set of ω is not unique:
one can always construct a new set ω′ from ω by multiplying each V by some
arbitrary phase. For example, by letting V (g) 7→ eiθgV (g), the factor set transform
as ω(g, h) 7→ ei(θg+θh−θgh)ω(g, h). The allowed factor sets, modulo the above phase
transform, define distinct projective representations, leading to a classification of 1D
bosonic and fermionic phases with symmetry [30, 31, 16, 32, 33, 34]. Certain ratios, such
as ω(g, h)/ω(h, g) when g and h commute, are invariants of the projective representation
so are candidate physical observables.
There is a deep relationship between the symmetry transformations of the edge
states V (g) and the matrices U (g) which encode how the Schmidt states transform under
the symmetry, Eq. (9). While the matrices themselves needn’t be the same (there will
generically be many more Schmidt states then edge states), the factor set ω(g, h) must
be identical, modulo the discussed phase ambiguity. This gives an entanglement point
of view on SPT phases: the Schmidt states of an SPT state transform projectively
under the symmetry group. In Ref. [22], this was used to give a numerical procedure to
complete characterize an 1D SPT state given its ground state.
It is useful to have further physical signatures of the topological order. In fact,
a 1D SPT on a ring has a quantized response when flux threads a ring[15, 14]. Let
|ψ(1)◦ 〉 denote the ground state of a ring with periodic boundary conditions, which for
simplicity we assume is neutral under all symmetries: hˆ |ψ(1)◦ 〉 = |ψ(1)◦ 〉 (otherwise all
statements below must be interpreted relative to the charge of the ground state). We
then thread flux under a symmetry g to obtain a new ground state |ψ(g)◦ 〉, and measure
the charge of the state under another symmetry h which commutes with g:
ig(h) |ψ(g)◦ 〉 ≡ hˆ |ψ(g)◦ 〉 . (20)
For a trivial phase, no charge is induced (ig(h) = 1), while for an SPT phase g-flux can
induces a h-charge (ig(h) 6= 1), giving a physical probe of the order.
We now use the flux-insertion trick to give a simple proof of this statement—
providing a direct link between the symmetry properties of the entanglement spectrum
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and the physical observable ig(h). Recall that for each symmetry g ∈ G we compute
from the ground state the matrices U (g) which encode how the symmetry acts on the
left Schmidt states, shown in Eq. (9). As discussed, the Schmidt states may transform
projectively, meaning
U (g)U (h) = ω(g, h)U (gh). (21)
Using the flux-threading trick, we can write the ground state of the ring with flux |ψ(g)◦ 〉
in terms of |p, q〉B and U (g).
We denote |B〉 to be a matrix of wavefunctions |p, q〉B, and s to be a diagonal
matrix with elements sp along the diagonal. Hence a wavefunction on a ring can be
expressed succinctly as
|ψ(1)◦ 〉 = Tr[|B〉 s]. (22)
With the insertion of a flux, we have |ψ(g)◦ 〉 = Tr[|B〉U (g)s]. It is important to note that
s commutes with U (g); this is a statement that Schmidt states within an irreducible
representation must have the same Schmidt weight [35]. Finally, we also make use of
how |B〉 transform under symmetry h: hˆ |B〉 = U (h)−1 |B〉U (h). We can then measure
the charge of the resulting state:
hˆ |ψ(g)◦ 〉 = Tr[hˆ |B〉U (g)s]
= Tr[U (h)
−1 |B〉U (h)U (g)s]
= ω(h, g)Tr[U (h)
−1 |B〉U (hg)s]
= ω(h, g)Tr[U (h)
−1 |B〉U (gh)s] (23)
=
ω(h, g)
ω(g, h)
Tr[U (h)
−1 |B〉U (g)U (h)s]
=
ω(h, g)
ω(g, h)
Tr[U (h)
−1 |B〉U (g)sU (h)]
=
ω(h, g)
ω(g, h)
Tr[ |B〉U (g)s]
=
ω(h, g)
ω(g, h)
|ψ(g)◦ 〉 ≡ ig(h) |ψ(g)◦ 〉
Hence ig(h) =
ω(h,g)
ω(g,h)
. Therefore we’ve proven the factor set of the projective
representation encodes the charge induced by flux insertion.
3.3. Hall conductance
Finally, we consider how to efficiently calculate the Hall conductance σxy of an
interacting 2D system using the entanglement spectrum of a cylinder, the geometry
relevant to finite and infinite DMRG. Equivalent physics has been discussed in Ref. [12]
as ‘spectral flow’ in the entanglement Hamiltonian. To review, on a torus the Hall
conductance can be obtained by finding many-body ground states |Φx,Φy〉torus for a
torus in which fluxes Φx/y are thread through the two cycles of the torus [11]. By
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Figure 5. Measuring Hall conductance of a phase by solving for the ground state on a
cylinder for various flux Φy. The y-flux through the cylinder is implemented by altering
terms of the Hamiltonian (aij = 1) along a single row of bonds, colored red in the figure.
(We assume nearest-neighbor interactions for the purpose of illustration.) For each
value of Φy, we measure the charge polarization of the cylinder via an entanglement
cut aronud the cylinder.
repeatedly solving for the ground state in a 2D discrete grid of Φi, we obtain the
discretized Berry-connection A = 〈Φx,Φy| i∇ |Φx,Φy〉torus. The Chern number
e2
2pih
∫
dΦxdΦy∇×A(Φx,Φy) (24)
is the desired Hall conductance.
However, we know the entanglement spectrum of a cylinder allows us to simulate
one direction of flux insertion—say Φx—for free. This can be used to greatly reduce the
number of ground states required to calculate the Hall conductance. For concreteness,
consider a bosonic or fermionic tight binding model on a cylinder with periodic
coordinate y,
H[Φy] = −
∑
µ,ν
eiΦyaµν tµν +
∑
µ,ν
Uµνnµnν . (25)
The indices µ, ν denotes sites of the lattice, and may include additional bands, spins,
etc. To generate flux Φy through the cylinder, we modulate the hoppings tµν by a phase
eiΦyaµν , where aµν = 1 for all bonds which cross a cut at y = 0, and aµν = 0 elsewhere.
The relevant bonds are illustrated in Fig. 5.
We start by obtaining the ground state of H[Φy] using the iDMRG method, which
we denote by |Φy〉cyl. Fixing Φy, we can calculate the U(1) Berry-phase for flux
insertion Φx using only the entanglement spectrum, as discussed in Sec. 3.1. From
the entanglement spectrum {sp, Qp}, with Schmidt values sp and the U(1) quantum
numbers Qp ∈ Z, the U(1) Berry-phase is, analogous to Eq. (16),
eiγ(Φy) = exp [2pii
∑
p
(sΦyp )
2QΦyp ]. (26)
We emphasize Eq. (26) holds for the entanglement spectrum of both finite length and
infinite cylinders. The 2D Hall conductance is
σxy =
e2
2pih
∫
dΦxdΦy∇×A(Φx,Φy) (27)
=
e2
2pih
∫ 2pi
0
dΦy ∂Φyγ(Φy). (28)
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Hence, using only a coarse set of cylinder ground states |Φy〉cyl, we obtain the
Hall conductance. For tensor network methods this is generally significantly easier then
finding a 2D grid of torus ground states |Φx,Φy〉torus.
4. Conclusions and discussions
Equation (11) allows us to obtain the ground state of a ring with arbitrary flux given
the ground state of an infinite chain, the entanglement spectrum sa, and knowledge of
how symmetries act on Schmidt states, U (g). Our main interest in this result arises
because numerous topological invariants associated with symmetries, such as the Hall
conductance and topological spin, can be computed via the response to flux insertion
through a cycle of the system. For instance, the Hall conductance can be computed by
the charge pumped around one cycle of a torus as flux is threaded through the other.
Eq. (11) demonstrates that these responses are in fact encoded in the entanglement
structure of the infinite system.
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Appendix A. Wavefunctions for topological fermion phases
When the system has emergent Majorana zero-modes at the boundary, such as in the
Kitaev-chain, the tensor product structure of Eq. (2) isn’t strictly correct. A detailed
discussion of the entanglement structure in this case is given in Refs. [16, 36]. Additional
subtleties arise when we use a bosonic representation for fermions; the Jordan-Wigner
string behaves non-trivially when placed on a ring.
The bipartite Schmidt decomposition ABA [Eq. (1)] can be chosen such that each
Schmidt state |a〉B is an eigenvector of fermion parity. Thus the set of Schmidt labels
{a} may be partitioned into two subsets, {a}± according to the fermion parity ± of
|a〉B. When the system has a Majorana zero-mode, the labels {a} don’t have a tensor
product structure. However, each parity sector individually does: {a}± ∼ {(p, q)}±.
Thus, we can build two wavefunctions on a ring, distinguished by their fermion parity:
|ψ+◦ 〉 =
∑
p|(p,p)∈+
sp |p, p〉B , (A.1)
|ψ−◦ 〉 =
∑
p|(p,p)∈−
sp |p, p〉B . (A.2)
In the bosonic occupation language, where fermion operators are accompanied by a
Jordan-Wigner string, both of these states have periodic boundary condition. However,
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as discussed in Sec. 2.3.1, the map between bosonic degrees of freedom to fermions alters
the boundary condition.
Φboson = −(−1)# fermionsΦfermion. (A.3)
Thus the two states in Eq. (A.1) have differing boundary conditions as a fermionic
system. One identifying characteristic of the Kitaev-chain state is that the fermion
parity of the ground state differs between periodic (no flux) and antiperiodic (pi flux)
boundary conditions. This aspect is automatically captured in the construction of the
wavefunctions on a ring.
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