We discuss three problems related to connections on bimodules. These are left and right Leibniz rule for connections, left and right linearity of their curvatures and extension of connections to tensor products of modules.
1.
Recently in a series of papers [1] , [2] and [3] the concept of a connection on a bimodule was studied. If A is an algebra and (Ω(A), d) a differential calculus over A, and M an A-bimodule, a right-module connection on M is a map
satisfying for f ∈ A and a ∈ M the right Leibniz rule
In order to take account of the left action of A on M the authors of the above papers use a generalized permutation
and impose additionally a left Leibniz rule ∇(f a) = σ(df ⊗ A a) + f ∇a .
It turns out that this implies a strong restriction on ∇, a fact which reveals a close correlation between the differential calculus over A and the geometry on M.
Evidence for (4) appeared also in [4] . There it was shown that under general conditions, if N is a right A-module with a connection ∇ ′ : N → N ⊗ A Ω 1 (A), then a necessary and sufficient condition for ∇ and ∇ ′ to define a connection
in a fashion similar to the commutative case is that ∇ satisfies the left Leibniz rule (4) and
A further point related to the left Leibniz rule is the tensor character of the curvature of the connection. Extending ∇ to
by
the curvature of ∇ is the map
It is easy to see that although this is a right Ω-homomorphism it is not even a left A-homomorphism. In fact if one tries to calculate left linearity, one finds that the action of ∇ on σ must be specified. There is no evidence however how this has to be done. This is the reason why in [5] it is proposed the factoring out of the submodule of M ⊗ A Ω 2 (A) generated by ∇ 2 (f a) − f ∇ 2 a, for all f ∈ A and a ∈ M. On the quotient space the curvature is both left and right A-linear.
In the sequel we try to shed some new light on these constructions using the fact that for an A-bimodule M the left action of A on M induces a canonical imbedding of A into the algebra of right A-endomorphisms of M.
Let End
A (M) denote the ring of right A-endomorphism of M, i.e. for φ ∈ End A (M), a ∈ M and f ∈ A we have φ(a f ) = φ(a) f . A right module connection on M induces a map∇
defined by∇
where φ in the last term above denotes also the obvious extension of φ :
denotes the additive group of right A-homorphisms. With the aid of the extension mentioned, it becomes in a natural way a End
Since M is a A-bimodule there is a canonical algebra homomorphism κ 0 : A → End A (M) with
The action of∇ onf is given by
Let Ω 1 ∇ (A) be the A-bimodule, which is the additive subgroup of Hom
, generated by (κ 0 A)(∇κ 0 A)(κ 0 A), and where for f, g ∈ A and Φ ∈ Ω 1 ∇ (A) we set
is a derivation since∇
Hence (
and the left Leibniz rule uses this new differential calculus instead of Ω(A).
The existence of σ u was first proved in [2] . For σ as in (4) to exist, κ 1 must factor uniquely through the projection
for α ∈ Ω 1 (A) and a ∈ M. We conclude that a connection ∇ on a bimodule M satisfies a left Leibniz rule (4),
Here is the obvious partial ordering on the set of classes of isomorphic first order differential calculi over A, where (Ω 
For Φ ∈ End Ω (M ⊗ A Ω(A)) of degree r we set
Now letΩ denote the graded subalgebra of End Ω (M ⊗ A Ω(A)) generated by κ 0 A and∇, i.e. the elements ofΩ are finite linear combinations of expressions of the form
with∇ 0f :=f . Obviously∇ restricts to∇ :Ω →Ω. Note that although∇ is a graded derivation, i.e. for Φ ∈Ω r and Ψ ∈Ω we havê
the pair (Ω,∇) fails to be a differential algebra over κ 0 A since
does not vanish in general. Set J = r J r for the graded right Ω(A)-submodule of M ⊗ A Ω(A) generated by elements of the form Let Ω ∇ (A) be the graded algebra of the factorsΦ for all Φ ∈Ω. Note that since
It is important to note that
is the A-bimodule defined in (12). We denote withp :Ω → Ω ∇ (A) the algebra homomorphism which sends Φ toΦ. It is easy to see now that∇ factors throughp. We setp •∇ = d ∇ •p and find that d ∇ is a graded derivation ofΩ(A M ) which satisfies additionlly d ∇ 2 = 0. Hence the pair (Ω ∇ (A), d ∇ ) defines a differential calculus over A and the diagram in (16) extends to
Then σ u is graded in the first factor, right Ω(A)-linear in the second factor with σ u (f ⊗ A ξ) = f ξ, and satisfies for ω 1 , ω 2 ∈ Ω u (A) and ω ∈ Ω r u (A)
Again if κ =κ • π holds withκ :
defines a map σ : Ω(A) ⊗ A Ω(M) → Ω(M) with similar properties as σ u .
Here again we find that a σ exists if, and only if we have (
, where now is a partial ordering on the set of all classes of isomorphic differential calculi over A, defined in a similar way as in the last paragraph for first order differential calculi. In fact this set has the structure of a lattice, induced on it by the lattice of differential ideals of (Ω u (A), d u ). 
is defined by
where the first term on the right side has to be interpreted in the sense of (b ⊗ AΦ )a :
is a connection on N, with respect to the original differential calculus over A then one can define a connection
if 
