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ABSTRACT1 
Discriminative itemsets can be more useful than frequent 
itemsets as the former identifies the frequent itemsets in one 
dataset with much higher frequencies than the same itemsets in 
other datasets. The discriminative itemsets can distinguish the 
target dataset from all others. The discriminative itemsets are a 
small subset of frequent itemsets. The efficient mining of 
discriminative itemsets is a challenging problem, since the 
Apriori property of frequent itemsets is not applicable, and the 
designed algorithms must deal with the exponential number of 
itemset combinations in more than one dataset. In this paper, a 
novel algorithm, called DISSparse, is proposed for efficient 
mining of discriminative itemsets. Two determinative heuristics 
are proposed for limiting the mining of discriminative itemsets 
to the potential discriminative itemsets. Our experiments show 
the efficient time and space usage of the proposed algorithm in 
the large and complex datasets. 
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1 INTRODUCTION 
The discriminative itemset mining across multiple datasets 
captures the itemsets which are highly frequent in one dataset, 
but less frequent or infrequent in other datasets. For simplicity, 
we call other datasets a 'general dataset'. The discriminative 
itemsets are relatively frequent in the target dataset and 
relatively infrequent in the general dataset. 
There are many real world scenarios that can show the 
significance of discriminative itemset mining. In monitoring of 
market basket transactions, the itemsets that occur more 
frequently in one market compared to the other markets are of 
interest. These are useful for identifying the specific set of items 
which are of high interest in one market compared to the other 
markets. In an application of web page personalization, the 
discriminative itemsets are groups of the web pages visited 
together by specific user groups much more frequently than 
other user groups. In search engines, the discriminative itemsets 
are the sequences of queries asked more frequently in one 
geographical area compared to another area. In network traffic 
monitoring, discriminative itemsets are the concurrent activities 
of one user, which are more frequent in comparison to the rest 
of the same group activities in the network. Discriminative 
itemsets highlight the differences between datasets [1, 2]. They 
can be used for classification methods by distinguishing the 
trends in the target dataset from other datasets. 
Contrast mining is a focused data mining research area for 
discovering interesting contrast patterns that state the 
significant differences between datasets [3]. The emerging 
patterns [4] are one of the well-known contrast patterns. In the 
emerging patterns the degree of change in supports of itemsets is 
important, and the actual support of itemsets is not considered. 
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In contrast, the discriminative itemsets proposed in this paper 
focus on the difference in support rather than the change degree 
of support. We discover the real support of each discriminative 
itemset and the relative differences of supports in datasets 
explicitly, which can provide concrete information assisting 
users in making right decisions. The 𝛿-discriminative emerging 
patterns are special type of useful emerging patterns [5] which 
are frequent in the target dataset with frequency less than 𝛿 in 
the other datasets. The discriminative itemsets proposed in this 
paper are determined based on their relative occurrences in the 
target and general dataset. If the support of a pattern is relatively 
different in the target dataset and general dataset the pattern is 
considered discriminative (e.g., the itemsets in market basket 
frequent in all suburbs with relatively higher frequency in the 
target suburb). The δ-discriminative emerging patterns are 
determined based on their frequency (i.e., < 𝛿) in the general 
dataset. 
The major challenge is that the problem of mining 
discriminative itemsets does not follow the Apriori property 
defined for the frequent itemset mining and a subset of 
discriminative itemsets can be non-discriminative. Additionally, 
any discriminative itemset mining method has to deal with the 
exponential number of itemsets generated in more than one 
dataset. The discriminative itemsets are usually a small subset of 
frequent itemsets. Finding a small set of discriminative itemsets 
from an exponential number of itemsets is time-consuming. In 
this paper, we present a novel and efficient algorithm, called 
DISSparse, based on the sparsity characteristics of discriminative 
itemsets. To deal with the itemset combination explosion, two 
heuristics are proposed to restrict the mining discriminative 
itemsets to the potential itemsets. The proposed heuristics are 
used for pruning the non-potential discriminative itemsets, 
which are infrequent in the first dataset or have growth rate less 
than defined threshold between datasets. It can be proved that 
the DISSparse method has full accuracy and recall in mining 
discriminative itemsets in one batch of transactions. We conduct 
extensive experiments; the results show that the DISSparse can 
deal with large and complex datasets. In summary, we make the 
following contributions:  
- Developing the efficient DISSparse algorithm for mining 
discriminative itemsets; 
- Proposing two heuristics for eliminating impossible 
discriminative itemsets to increase the efficiency; 
- Introducing novel in-memory data structures for efficiently 
generating the potential discriminative itemsets; 
The rest of the paper is organized as follows: Section 2 
provides a review to the related works. In Section 3 we formally 
define the problem. Section 4 describes the previously proposed 
DISTree method. Section 5 presents the new DISSparse method in 
detail. Performance evaluation of the proposed method is 
presented in Section 6, and Section 7 offers the conclusion. 
2 RELATED WORKS 
One of the related works is Emerging Pattern mining (EP) [4]. 
EPs are itemsets whose growth rates are significantly higher in 
one dataset in comparison to another one. EPs are able to 
highlight the emerging trends in the time stamped datasets and 
also show the differences between datasets. The proposed 
method in [4], which has been followed in [6-12], works based 
on borders of maximal itemsets in the first and second dataset. 
The maximal itemsets are extracted for each dataset separately 
based on the defined growth rate threshold. The maximal 
itemsets are then reported altogether between the two borders 
defined using the lowest and the highest thresholds [4], as the 
Left and Right borders. By working on these two borders it limits 
the answers in the area between <Left, Right> to show a large 
collection of itemsets. There are differences between 
discriminative itemset mining and EP mining in terms of 
concepts and algorithms. Firstly, in EPs the degree of change in 
supports of itemsets is important, and the actual support of 
itemsets is not considered [4]. EPs can be infrequent, which 
could result in many EPs with low supports. In contrast, 
discriminative itemsets have to be frequent in the target dataset 
based on the support threshold, and be discriminative in the 
target dataset compared to the general dataset based on 
discriminative level. Secondly, the proposed algorithms for 
emerging patterns are mostly focused on representing these 
patterns in a compact way to avoid examining all the possible 
itemsets. The real supports of the EPs are not explicitly presented 
as they are reported in a group between two borders using the 
maximal itemsets. In the discriminative itemsets proposed in this 
paper, the frequencies of discriminative itemsets are derived and 
explicitly provided to the user together with the patterns. 
In [1] three different methods are proposed for mining 
discriminative items in data streams, namely, frequent item 
based, hash-based method and hybrid method. These methods 
are considered as the first research works on mining 
discriminative items in data streams. The hierarchical counters 
approach [13] is proposed for identifying the exact frequencies 
of all the items including the infrequent items in the datasets and 
then discovering the discriminative items. These methods only 
find discriminative items which are not satisfactory for many 
real applications. 
The 𝛿-discriminative emerging patterns proposed in [5] are 
determined based on a threshold 𝛿. The algorithm DPMiner in 
[5] can efficiently mine the 𝛿-discriminative emerging patterns 
by skipping the subset of itemsets if their support in the general 
dataset is larger than 𝛿. However, for the discriminative itemsets 
proposed in this paper, a subset of a non-discriminative itemsets 
can be discriminative and we cannot set a limit for the itemset 
frequency in the general dataset. The 𝛿-discriminative emerging 
patterns must be infrequent in the general dataset which could 
exclude some of useful discriminative patterns compared to the 
discriminative itemsets proposed in this paper (e.g., the 
discriminative itemsets which are frequent in both the target 
dataset and general dataset, but the frequency is relatively 
different in the two datasets). 
The most related work to this paper is the DISTree method 
proposed in [2], which is an adaptation of the FP-Growth method 
[14] for multiple datasets, can generate discriminative itemsets. 
Efficient Mining of Discriminative Itemsets 
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However, this method is inefficient and cannot deal with large 
datasets. 
3 PROBLEM STATEMENT 
Let ∑  be the alphabet set of items, a transaction 𝑇 =
{𝑒1, … 𝑒𝑖 , 𝑒𝑖+1, … , 𝑒𝑛}, 𝑒𝑖 ∈ ∑, is defined as a set of items in ∑. 
The two datasets 𝑆𝑖  and 𝑆𝑗  are defined as the target and general 
dataset; each consists of a different number of transactions, i.e., 
𝑛𝑖 and 𝑛𝑗 , respectively. An itemset 𝐼 is defined as a subset of ∑. 
The itemset frequency (often called absolute support) is the 
number of transactions that contain the itemset. The frequency 
of the itemset 𝐼  in dataset 𝑆𝑖  is denoted as 𝑓𝑖(𝐼)  and the 
frequency ratio (often called relative support) of itemset 𝐼 in 𝑆𝑖 is 
defined as 𝑟𝑖(𝐼) = 𝑓𝑖(𝐼)/𝑛𝑖 . In this paper, if the frequency ratio 
of itemset 𝐼 in the target dataset 𝑆𝑖  is larger than the frequency 
ratio in the general dataset 𝑆𝑗 , i.e., 
𝑟𝑖(𝐼)
𝑟𝑗(𝐼)
> 1, then the itemset 𝐼 
can be considered as a discriminative itemset. Let 𝑅𝑖𝑗(𝐼) be the 
discriminative value between 𝑟𝑖(𝐼) and 𝑟𝑗(𝐼), i.e., 𝑅𝑖𝑗(𝐼) =  
𝑟𝑖(𝐼)
𝑟𝑗(𝐼)
. 
Obviously, the higher the 𝑅𝑖𝑗(𝐼), the more discriminative the 
itemset 𝐼 is. 
To more accurately define discriminative itemsets, we 
introduce a user-defined threshold 𝜃 > 1, called a discriminative 
level threshold with no upper bound. An itemset 𝐼 is considered 
discriminative if 𝑅𝑖𝑗(𝐼) ≥ 𝜃. This is formally defined as:  
𝑅𝑖𝑗(𝐼) =  
𝑟𝑖(𝐼)
𝑟𝑗(𝐼)
=
𝑓𝑖(𝐼)𝑛𝑗
𝑓𝑗(𝐼)𝑛𝑖
 ≥ 𝜃 (1) 
In the case of very small 𝑓𝑗(𝐼) or 𝑓𝑗(𝐼) = 0, the 𝑅𝑖𝑗(𝐼) could 
be very large but with very low 𝑓𝑖(𝐼). In order to accurately 
identify discriminative itemsets which have reasonable 
frequency, especially in the case of 𝑓𝑗(𝐼) = 0, we introduce 
another user-specified support threshold, 0 < 𝜑 <  1 𝜃⁄ , to 
eliminate itemsets that have very low frequency. In this paper, 
an itemset 𝐼  is considered as discriminative if its frequency 
becomes greater than 𝜑𝜃𝑛𝑖 i.e., 𝑓𝑖(𝐼) ≥ 𝜑𝜃𝑛𝑖 . 
Definition 1. (Discriminative itemsets) Let 𝑆𝑖  and 𝑆𝑗  be two 
datasets, with the size of 𝑛𝑖  and 𝑛𝑗  respectively, that contain 
varied length transactions of items in ∑ , a user defined 
discriminative level threshold 𝜃 > 1  and a support 
threshold 𝜑 𝜖 (0, 1 𝜃⁄ ). A set of discriminative itemsets in 𝑆𝑖 
against 𝑆𝑗 , denoted as 𝐷𝐼𝑖𝑗 , is formally defined as: 
𝐷𝐼𝑖𝑗 = {𝐼 ⊆  ∑ | 𝑓𝑖(𝐼) ≥ 𝜑𝜃𝑛𝑖  & 𝑅𝑖𝑗(𝐼) ≥ 𝜃} (2) 
The itemsets that are not discriminative are defined as non-
discriminative itemsets. 
4 DISTREE METHOD 
The DISTree method proposed in [2] by simply expanding the FP-
Growth method [14] is inefficient for finding discriminative 
itemsets in large datasets. The algorithm was designed based on 
several data structures either modified from the standard FP-
Growth method of frequent itemset mining, or specifically 
developed for discriminative itemset mining as below. 
FP-Tree: The prefix tree structure proposed in the FP-
Growth [14] is used for holding the frequent items of the dataset 
by sharing the branches for their most common frequent items. 
The FP-Tree is adapted by adding two counters in each node for 
holding the frequencies of the itemsets in the target dataset and 
the general dataset (e.g., there are two counters associated with 
each node in the FP-Tree in Figure 1). 
Header-Table: The Header-Table is a tabular structure 
showing all the items in the dataset by considering the 
processing order from the least frequent items. For fast 
traversing the prefix tree structures, each item is associated with 
two linked-lists, which hold the itemsets ending with that item 
in FP-Tree and DISTree, respectively (e.g., the Header-Table has 
links to the FP-Tree and DISTree in Figure 1 and Figure 2). 
DISTree: The DISTree is a similar prefix tree structure to FP-
Tree with two counters in each node. The two counters 𝑓𝑖 and 𝑓𝑗 
show the frequencies of the itemsets in the sequence ending 
with each particular node in the target dataset and the general 
dataset, respectively. The DISTree is constructed by traversing 
through the links in the Header-Table structure following the FP-
Growth method [14], generating all the combinations of itemsets 
that are frequent in the target dataset and testing their 
discriminative level in order to determine discriminative 
itemsets. The non-discriminative itemsets generated during the 
process are not included in DISTree unless they are a subset of 
discriminative itemsets (e.g., 𝑐12,13  in Figure 2 is the non-
discriminative itemset staying as the internal node). 
4.1 DISTree Algorithm 
The FP-Tree is constructed first for the transactions in both 
datasets. For every new transaction in 𝑆𝑖 either a new prefix or a 
sub-prefix is added to the FP-Tree and the frequency pairs are 
added or the frequency pairs are updated in the prefixes in FP-
Tree if the itemset already appeared in the past transactions. The 
process is continued by generating the itemsets which are 
frequent in the target dataset using FP-Growth [14] and adding 
them to the DISTree structure. The non-discriminative itemsets 
are ignored for space saving if they are not a subset of any 
discriminative itemsets. 
Example 1. The DISTree construction is graphically 
monitored using the running example presented in Table 1 
which contains two simple datasets with the same number of 
transactions in 𝑆1 and 𝑆2 (𝑛1 = 𝑛2 = 15). 
Table 1: A small input batch of transactions 
In this example the discriminative level threshold is set to 
𝜃 = 2 and the support threshold is set to 𝜑 = 0.1. The FP-Tree 
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and DISTree within Header-Table structure is represented in 
Figure 1 and Figure 2, respectively. 
 
 
Figure 1: Header-Table and FP-Tree structure 
 
 
Figure 2: DISTree structure and the discriminative itemsets 
 
Figure 2 also shows the six discriminative itemsets inside the 
DISTree for the datasets in Table 1. Following the generation of 
all combinations of frequent itemsets in 𝑆𝑖  in the DISTree 
structure, traversing and tagging the itemsets as discriminative 
or non-discriminative, it was proved that the DISTree algorithm 
shows full accuracy and recall in a batch of transactions [2].  
5 THE DISSPARSE METHOD 
There are two main issues with the DISTree method. Firstly, it 
generates the itemsets if they are frequent in the target dataset 
without considering their frequency in the general dataset. 
Secondly, the candidate itemsets remain in the DISTree structure 
while they are checked for being discriminative. The DISTree can 
become extremely massive, making the method unacceptable for 
large and complex datasets in terms of efficiency.  
The key novel idea of the DISSparse method is to limit the 
discriminative itemset mining to the subtrees of the DISTree 
structure which have the potential to contain discriminative 
itemsets, instead of mining the entire DISTree structure. To this 
end, two heuristics are proposed to determine the potential 
subtrees and the potential internal nodes in the subtrees for 
mining discriminative itemsets. The subtrees which do not have 
potential for containing discriminative itemsets are ignored 
without checking. The new data structure is defined below.  
Conditional FP-Tree: The conditional pattern of a Header-
Table item is the sub-pattern base under the condition that the 
item exists in the original FP-Tree (e.g., in Figure 1 the 
conditional patterns of item 𝑎  are 
𝑐𝑏𝑑𝑎3,2, 𝑐𝑏𝑎1,0, 𝑐𝑒𝑎1,0, 𝑐𝑎0,4, 𝑏𝑎1,0, 𝑎0,2). The conditional FP-Tree 
is constructed for each item in the Header-Table based on its 
conditional patterns. In contrast with FP-Growth based methods, 
for the DISSparse method, the Header-Table item nodes are 
associated with the top ancestor on the first level of the 
conditional FP-Tree (e.g., Figure 3 is the conditional FP-Tree of 
item 𝑎, node 𝑐 is the top ancestor of the Header-Table item 𝑎 in 
the left-most subtree, 𝑐  appears in all Header-Table item 𝑎’s 
nodes in the left-most subtree). The nodes in the first level of the 
conditional FP-Tree determine different subtrees. Each subtree is 
made of branches under the same root in the first level of the 
conditional FP-Tree and ending with the processing Header-Table 
item, denoted as 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 (e.g., the conditional FP-Tree in 
Figure 3 has three subtrees under root 𝑐, 𝑏 and 𝑎 i.e., 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑐 , 
𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑏 and 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑎, respectively). 
The Header-Table item nodes, which are linked using Header-
Table links, are annotated with the frequency of the itemsets 
ending with these header items (e.g., 𝑎3,2 in Figure 3 indicates 
that the frequency of itemset 𝑐𝑏𝑑𝑎  is 3  and 2  in 𝑆𝑖  and 𝑆𝑗 
respectively, 3  and 2  are the frequency of 𝑎  with respect to 
itemset 𝑐𝑏𝑑𝑎). For simplicity, we use a single header item 𝑎3,2 to 
denote an itemset 𝑐𝑏𝑑𝑎  and its frequency. Let 
𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡) be a set of header items 
with their frequency, for each item 
𝑎𝑛,𝑚 ∈ 𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡) , 𝐼(𝑎𝑛,𝑚)  is defined 
as the itemset starting from 𝑟𝑜𝑜𝑡 and ending with 𝑎 and the 
frequency of 𝐼(𝑎𝑛,𝑚) in 𝑆𝑖 and 𝑆𝑗 are 𝑛 and 𝑚, respectively (e.g., 
in Figure 3 𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑐) contains 𝑎3,2, 𝑎1,0 
and 𝑎1,4, 𝐼(𝑎3,2) = 𝑐𝑏𝑑𝑎, 𝑓𝑖 (𝐼(𝑎3,2)) = 3 and 𝑓𝑗 (𝐼(𝑎3,2)) = 2). 
5.1 Mining Discriminative Itemsets using 
Sparse Prefix Tree 
Following FP-Growth, the FP-Tree is generated as in Figure 1. The 
conditional patterns and conditional FP-Tree for each Header-
Table item is then produced following the increasing order of the 
items’ frequency in Header-Table starting from the item with the 
lowest frequency (e.g., the conditional FP-Tree in Figure 3 for the 
Header-Table item 𝑎 which has the lowest frequency).  
The conditional FP-Tree is traversed from the left-most 
subtree through processing the Header-Table item links. The left-
most subtree in conditional FP-Tree and its internal nodes are 
checked based on two heuristics to identify the potential 
subtrees for mining discriminative itemsets. The two heuristics 
are defined based on two important measures, the maximum 
frequency of the itemsets in a subtree and the maximum 
discriminative value of the itemsets in a subtree which are 
defined below. 
 
 
Figure 3: Conditional FP-Tree of Header-Table item 𝒂 
 
Let 𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠(𝑟𝑜𝑜𝑡, 𝑎) denote the set of itemsets in subtree 
𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 starting from 𝑟𝑜𝑜𝑡 and ending with a header item 
𝑎𝑛,𝑚 ∊ 𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡) . The maximum 
Efficient Mining of Discriminative Itemsets 
 
WI ’17, August 23-26, 2017, Leipzig, Germany 
 
 5 
frequency of 𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠(𝑟𝑜𝑜𝑡, 𝑎) in the target dataset 𝑆𝑖 , denoted 
as Max_freq𝑖(𝑟𝑜𝑜𝑡, 𝑎) , is defined as the sum of the frequencies 
in 𝑆𝑖 of the itemsets in 𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠(𝑟𝑜𝑜𝑡, 𝑎) as below.  
Max_freq𝑖(𝑟𝑜𝑜𝑡, 𝑎 )  = ∑ 𝑓𝑖(𝑏)
𝑏∈𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠(𝑟𝑜𝑜𝑡,𝑎) 
 
(3) 
In the equation above, 𝑓𝑖(𝑏) refers to the frequency in 𝑆𝑖  of 
an itemset 𝑏 in subtree 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡  (e.g., in Figure 3 the 
maximum frequency of itemsets in 𝑆𝑖 in the left-most subtree 
𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑐 , which contains three itemsets ending with 𝑎3,2, 𝑎1,0 
and 𝑎1,4, is equal to 5, i.e., Max_freq𝑖(𝑐, 𝑎) = 5). Let 𝒮 be the 
power set of 𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠(𝑟𝑜𝑜𝑡, 𝑎), i.e., 𝒮 = 2𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠(𝑟𝑜𝑜𝑡,𝑎)  and 
𝐵 ∈ 𝒮, the discriminative value of the itemsets in 𝐵 is defined as. 
Dis_value(𝐵) =
{
 
 
 
 
𝑟𝑖(𝐵)
𝜃
         ∑𝑓𝑗(𝑏)
𝑏∈𝐵
= 0
𝑟𝑖(𝐵)
𝑟𝑗(𝐵)
         ∑𝑓𝑗(𝑏)
𝑏∈𝐵
> 0
 (4) 
Where 𝑟𝑖(𝐵) =
∑ 𝑓𝑖(𝑏)𝑏∈𝐵
𝑛𝑖
 and 𝑟𝑗(𝐵) =
∑ 𝑓𝑗(𝑏)𝑏∈𝐵
𝑛𝑗
 . 𝑟𝑖(𝐵) is 
called the relative support of B in 𝑆𝑖 . The maximum 
discriminative value of all itemsets in 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 ending with a 
header item 𝑎, denoted as Max_dis_value(𝑟𝑜𝑜𝑡, 𝑎), is defined as.  
Max_dis_value(𝑟𝑜𝑜𝑡, 𝑎) = 𝑚𝑎𝑥𝐵∈𝒮{Dis_value(𝐵)} (5) 
In order to determine Max_dis_value(𝑟𝑜𝑜𝑡, 𝑎), all possible 
itemsets in 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 will have to be generated as required in 
equations (4) and (5). An efficient method is designed to find a 
subset 𝐵  of 𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠(𝑟𝑜𝑜𝑡, 𝑎)  which makes Dis_value(𝐵) 
maximum among all subsets. The method is omitted due to space 
limitation. The first heuristic is formally defined below. 
HEURISTIC 1. A 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 in the conditional FP-Tree is 
considered as a potential discriminative subtree denoted as 
𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡) if it satisfies the following conditions: 
(1).  Max_freq𝑖(𝑟𝑜𝑜𝑡, 𝑎) ≥ 𝜑𝜃𝑛𝑖;    (2). Max_dis_value(𝑟𝑜𝑜𝑡, 𝑎) ≥ 𝜃; 
Lemma 1 (Potential discriminative subtree) HEURISTIC 1 
ensures that none of the non-potential discriminative subtrees 
contains any discriminative itemset. 
Proof. The first condition in HEURISTIC 1 ensures that the 
sum of frequencies in S𝑖 of itemsets in a potential discriminative 
subtree is frequent, which implies that there could be an itemset 
in S𝑖 in the subtree which is frequent. The second condition 
ensures that the maximum discriminative value of a potential 
discriminative subtree is larger than the discriminative level 𝜃, 
which implies that there could be an itemset in the subtree 
whose discriminative value is larger than the 𝜃. 
For a subtree, if it does not satisfy any of the two conditions, 
the subtree is considered as a non-potential discriminative 
subtree. Because a non-potential discriminative subtree breaches 
one or both of the conditions, the subtree does not contain any 
frequent itemset in S𝑖 or does not contain any itemset whose 
discriminative value is larger than the discriminative level 𝜃. 
According to Definition 1, the subtree would not contain any 
discriminative itemset.  
                  ∎ 
In Figure 3, the left-most subtree related to the Header-Table 
item 𝑎 under root node 𝑐  is potential with Max_freq𝑖(𝑐, 𝑎) =
5 ≥ 3  assuming  𝜑 = 0.1, 𝜃 = 2, 𝑛𝑖 = 15, and 
Max_dis_value(𝑐, 𝑎) = 2 ≥ 2.  
Using HEURISTIC 1 all potential discriminative subtrees 
can be identified and all non-potential subtrees are to be ignored 
from the itemset combination generation. A 
𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡)  could contain non-discriminative 
itemsets. The non-potential subsets may exist in 
𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡)  as internal nodes which are in the 
paths between 𝑟𝑜𝑜𝑡  of 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡  and the items in 
𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡)  denoted as 
𝐼𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑛𝑜𝑑𝑒𝑟𝑜𝑜𝑡 (e.g., in the left-most subtree in conditional 
FP-Tree in Figure 3, 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑐) , has two internal 
nodes i.e., 𝑏𝑐 and 𝑑𝑐, respectively).  
Let 𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠(𝑟𝑜𝑜𝑡, 𝑖𝑛, 𝑎) denote a set of itemsets in subtree 
𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡  ending with a header item 
𝑎 ∊ 𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡) with the internal node 
𝑖𝑛 as subset i.e., 𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠(𝑟𝑜𝑜𝑡, 𝑖𝑛, 𝑎) ⊆ 𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠(𝑟𝑜𝑜𝑡, 𝑎). The 
maximum frequency of 𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠(𝑟𝑜𝑜𝑡, 𝑖𝑛, 𝑎)  in the target 
dataset 𝑆𝑖 is denoted as Max_freq𝑖(𝑟𝑜𝑜𝑡, 𝑖𝑛, 𝑎). The maximum 
discriminative value of 𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠(𝑟𝑜𝑜𝑡, 𝑖𝑛, 𝑎)  is denoted as 
Max_dis_value(𝑟𝑜𝑜𝑡, 𝑖𝑛, 𝑎) . The second heuristic is formally 
defined below. 
HEURISTIC 2. An internal node 𝑖𝑛 ∈ 𝐼𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑛𝑜𝑑𝑒𝑟𝑜𝑜𝑡 in 
a 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡)  is considered as potential 
discriminative internal node denoted as 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝑖𝑛)  if it 
satisfies the following conditions: 
(1). Max_freq𝑖(𝑟𝑜𝑜𝑡, 𝑖𝑛, 𝑎) ≥ 𝜑𝜃𝑛𝑖 ;  (2). Max_dis_value(𝑟𝑜𝑜𝑡, 𝑖𝑛, 𝑎) ≥ 𝜃; 
Lemma 2 (Potential discriminative internal node) 
HEURISTIC 2 ensures that none of the non-potential 
discriminative internal nodes would occur in any discriminative 
itemset.  
Proof. The proof is similar to Lemma 1, omitted due to space 
limitation.  
                      ∎ 
In Figure 3, the internal node 𝑑𝑐 in 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑐) is 
non-potential as Max_freq𝑖(𝑐, 𝑑, 𝑎) = 3  and 
Max_dis_value(𝑐, 𝑑, 𝑎) = 1.5 . The non-potential internal nodes 
are ignored from itemset combination generation in 
𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡). 
5.1.1 Potential Discriminative Itemsets Generation using 
Minimized DISTree 
The DISSparse method does not use the DISTree structure to 
identify discriminative itemsets, which is usually very big. 
Instead, it identifies potential discriminative subtrees in the 
conditional FP-Tree, and then discovers discriminative itemsets 
from the potential discriminative subtrees, which can 
significantly increase the efficiency. The potential discriminative 
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itemsets identified from a 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 in conditional FP-Tree are 
discovered in a minimized DISTree structure defined below.  
Minimized DISTree: The minimized DISTree is similar to 
the DISTree structure defined early in previous section [2]. The 
size of a minimized DISTree is bounded to the size of potential 
subsets in one potential discriminative subtree in a conditional 
FP-Tree and non-potential subsets are ignored when the itemset 
combinations are generated (e.g., the minimized DISTree in 
Figure 4 is generated out of the potential discriminative subsets 
of the left-most subtree in the conditional FP-Tree in Figure 3 
without considering 𝑑𝑐 which is a non-discriminative internal 
node). The minimized DISTree covers the itemsets starting with 
𝑟𝑜𝑜𝑡  item of 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡  as prefix and items in 
𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡)  as postfix (e.g., the 
minimized DISTree in Figure 4 covers the itemsets with prefix of 
𝑐 and postfix of 𝑎, generated out of the potential discriminative 
subset of items 𝑐, 𝑏 and 𝑎 in the left-most subtree in conditional 
FP-Tree in Figure 3). This is formally defined below. 
Let 𝐼 be an itemset in a minimized DISTree for a given 
potential discriminative subtree, i.e., 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡. For all internal 
subsets 𝐼′ of itemset 𝐼, i.e., 𝐼′ ⊂ 𝐼, which start immediately after 
the 𝑟𝑜𝑜𝑡  item of 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡  and end before the items in 
𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡), the subsets 𝐼
′ are included 
in the minimized DISTree generated from the 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡  if 
𝐼 = {𝑟𝑜𝑜𝑡} ∪ 𝐼′ ∪ {𝑎} , where 
𝑎 ∊ 𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡). 
 
 
Figure 4: Minimized DISTree generated from the left-most 
subtree in Figure 3 
 
By generating the potential discriminative itemset 
combinations out of all branches in a potential discriminative 
subtree (e.g., three branches in the left-most subtree, 
𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑐) in Figure 3 i.e., 𝑐𝑏𝑑𝑎3,2, 𝑐𝑏𝑎1,0 and 𝑐𝑎1,4), 
the minimized DISTree is traversed through Header-Table item 
links for mining the discriminative itemsets based on Definition 1 
(e.g., the highlighted node 𝑎4,2  in Figure 4 refers to the 
discriminative itemset 𝑐𝑏𝑎4,2). 
5.1.2 Conditional FP-Tree Expansion 
In a conditional FP-Tree, except for the left-most subtree such as 
the subtree with root 𝑐 in Figure 3, a subtree with a particular 
root item may not contain all the itemsets starting with that 
particular item (e.g., in Figure 3, the itemset 𝑏𝑑𝑎, which was 
included in the left-most subtree, was not included in the subtree 
with root 𝑏). In order to generate all the possible discriminative 
itemsets, before traversing the next 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡  of the 
processing Header-Table item, the conditional FP-Tree must be 
expanded by adding the sub-branches of the current 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 
without their 𝑟𝑜𝑜𝑡  item. Each sub-branch is added to the 
conditional FP-Tree under the 𝑟𝑜𝑜𝑡 node of one of the remaining 
subtrees and the frequencies of the itemsets in the remaining 
subtrees are updated by summing up the frequencies of the 
itemsets ending with the items in 
𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡) (e.g., three sub-branches in 
the left-most subtree, 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑐  in Figure 3 i.e., 𝑏𝑑𝑎3,2, 𝑏𝑎1,0 and 
𝑎1,4 are added to the conditional FP-Tree as in Figure 5 to 
generate three branches under root 𝑏 or 𝑎 i.e., 𝑏𝑑𝑎3,2, 𝑏𝑎2,0 and 
𝑎1,6). For space saving, the 𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡) 
of the processed 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 are removed from conditional FP-
Tree. The conditional FP-Tree expansion continues by processing 
each 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 until no further 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 remains. 
 
 
Figure 5: Expanded conditional FP-Tree of Header-Table 
item 𝒂 after processing the first subtree 
 
In Example 1, the 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑏  is traversed by 
𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑏) links. The 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑏  has two 
branches ending with the 𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑏) i.e., 
𝐼(𝑎3,2) and 𝐼(𝑎2,0) as in Figure 5. Based on HEURISTIC 1 the 
𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑏  is potential with Max_freq𝑖(𝑏, 𝑎) = 5  and 
Max_dis_value(𝑏, 𝑎) = 2.5 . Based on HEURISTIC 2 the 
internal node 𝑑 is non-potential with Max_freq𝑖(𝑏, 𝑑, 𝑎) = 3 and 
Max_dis_value(𝑏, 𝑑, 𝑎) = 1.5. The minimized DISTree for the 
Header-Table item 𝑎 based on potential discriminative subsets in 
the left-most subtree in conditional FP-Tree in Figure 5, 
𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑏, is generated as in Figure 6 (e.g., the highlighted node 
𝑎5,2 in Figure 6 refers to the discriminative itemset 𝑏𝑎5,2). 
 
 
Figure 6: Minimized DISTree generated from the left-most 
subtree in Figure 5 
 
The conditional FP-Tree of the Header-Table item 𝑎 is then 
expanded by adding the two sub-branches of 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑏 , 𝑑𝑎3,2 
and 𝑎2,0 as in Figure 7. Based on HEURISTIC 1 the 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑑 
with one itemset ending the items in 
𝐻𝑒𝑎𝑑𝑒𝑟_𝑇𝑎𝑏𝑙𝑒_𝑖𝑡𝑒𝑚𝑠(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑑)  i.e., 𝐼(𝑎3,2)  is non-potential 
with Max_freq𝑖(𝑑, 𝑎) = 3  and Max_dis_value(𝑑, 𝑎) = 1.5 , and 
the minimized DISTree is not generated. Based on the 
completeness of itemset prefixes, the conditional FP-Tree is 
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expanded by adding the sub-branches of the non-potential 
𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 as well (e.g., the conditional FP-Tree in Figure 7 is 
expanded by adding the single sub-branch of 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑑 , 𝑎3,2). 
The 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑎 with one itemset (i.e., 𝐼(𝑎6,8)) is non-potential. 
 
 
Figure 7: Expanded conditional FP-Tree of Header-Table 
item 𝒂 after processing the second subtree 
 
The potential discriminative itemset combination generation 
for the processing Header-Table item (i.e., item 𝑎 in Figure 7) is 
finished if there is no more 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 in the conditional FP-
Tree. Then, the next least frequent item (i.e., item 𝑒 in Example 
1), is processed to generate the conditional FP-Tree, and the 
process continues for the rest of Header-Table items respectively 
(i.e., items 𝑑, 𝑏, 𝑐 in Example 1), and by processing the last 
Header-Table item (i.e., item 𝑐  in Example 1) all the 
discriminative itemsets are reported as in 𝐷𝐼𝑖𝑗 . 
5.2 DISSparse Algorithm 
The DISSparse algorithm starts by reading the batch of 
transactions, and making the FP-Tree and Header-Table similar to 
FP-Growth [14]. Starting from the least frequent item, a 
conditional FP-Tree is built for each Header-Table item. Every 
𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡  in the conditional FP-Tree is assessed using 
HEURISTIC 1 and HEURISTIC 2 to limit the algorithm to the 
potential discriminative itemsets. The minimized DISTree is 
generated for a 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡)  by the potential 
discriminative itemset combinations and discriminative itemsets 
are reported in 𝐷𝐼𝑖𝑗 . The conditional FP-Tree is expanded by the 
sub-branches of the processed 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡  and the process 
continues if there are remaining subtrees. 
In the DISSparse algorithm, the parts attracting most of the 
complexity include the finding of potential discriminative 
itemsets, generating the minimized DISTree and conditional FP-
Tree expansion. The minimized DISTree is a concise data 
structure and it is generated only from potential discriminative 
subsets, therefore, the number of generated potential 
discriminative itemsets in a minimized DISTree is significantly 
fewer than the exponential number of frequent itemsets as 
generated in DISTree method. Therefore, compared to the 
DISTree method, the discriminative itemsets can be instantly 
discovered from the minimized DISTree. At any time there is 
only one conditional FP-Tree which is a small data structure. The 
expansion with the sub-branches of the current subtree is linear.  
Based on the two lemmas and the conditional FP-Tree 
expansion, we can prove that the DISSparse algorithm can find 
all correct discriminative itemsets. The proof is omitted due to 
space limitation. 
Algorithm 1 DISSparse  
Input: (1) Discriminative level threshold 𝜃; (2) Support threshold 
𝜑; (3) Batch of transactions 𝐵 of datasets 𝑆𝑖  and 𝑆𝑗 . 
Output: 𝐷𝐼𝑖𝑗 , discriminative itemsets in 𝑆𝑖 against 𝑆𝑗 . 
Begin 
1. Scan 𝐵 to order the items in transactions by frequency; 
2. Make FP-Tree and Header-Table for 𝐵; 
3. 𝐷𝐼𝑖𝑗 ={ }; 
4. For each item x in Header-Table do  // x is least-frequent  
5.     Make conditional FP-Treex based on item x; 
6.     While conditional FP-Treex has remaining 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡  do  // 
left-most order 
7.         Assess 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 using HEURISTIC 1; 
8.        If 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡) then  
9.           Find 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝐼𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑛𝑜𝑑𝑒𝑟𝑜𝑜𝑡) using HEURISTIC 2; 
10.       Generate minimized DISTree based on 
𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡)  with only potential internal nodes in 
𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙(𝐼𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑛𝑜𝑑𝑒𝑟𝑜𝑜𝑡)  and update 𝐷𝐼𝑖𝑗  by discovered 
discriminative itemsets; 
11.   End if; 
12.   Expand conditional FP-Treex by sub-branches of 𝑆𝑢𝑏𝑡𝑟𝑒𝑒𝑟𝑜𝑜𝑡 ;  
13. End while; 
14. End for; 
15. Report discriminative itemsets in 𝐷𝐼𝑖𝑗 ; 
End.  
6 PERFORMANCE EVALUATION 
The algorithms were implemented in C++ and the experiments 
were conducted on a desktop computer with an Intel Core (TM) 
Duo E2640 2.8GHz CPU and 8GB main memory running 64 bit 
Microsoft Windows 7 Enterprise. The synthetic datasets were 
generated using the IBM synthetic data generator [15]. The 
𝑇$: 𝐼$: 𝐷$  format shows the datasets with 𝑇  as the average 
transaction length, 𝐼  as the average length of the maximal 
potentially large itemsets and 𝐷 as the number of transactions. 
We used the same 𝑇 for 𝑆1 and 𝑆2 to indicate that both datasets 
belong to the same domain. Both 𝑆1 and 𝑆2 were generated with 
different 𝐼 as there are more maximal potentially large itemsets 
in 𝑆2 which is made of several smaller datasets. This will also 
ensure there are a large number of discriminative itemsets in 𝑆1 
against 𝑆2. For simplicity, we defined the combination of 𝜑𝜃𝑛1 
as minimum support. 
Although the DPMiner algorithm [3] is to mine 
discriminative itemsets with 𝑓𝑖 > 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑠𝑢𝑝𝑝𝑜𝑟𝑡  i.e., 
itemset must be frequent in the target dataset, but it has a 
specific requirement on 𝑓𝑗 < 𝛿 , which is different from the 
measure used by DISSparse to determine discriminative itemsets. 
Therefore, in the evaluation below, the DISTree algorithm is 
chosen as a baseline model to compare with the proposed 
DISSparse algorithm.  
6.1 Evaluation on Time and Space Efficiency 
The DISTree and DISSparse algorithms are evaluated in three 
synthetic datasets, each of which made of target dataset 𝑆1 and 
general dataset 𝑆2. The 𝑆2 is typically much bigger than 𝑆1 as it 
combines multiple datasets. The scalability of DISTree and 
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DISSparse algorithms is presented within different ranges of 
discriminative level 𝜃, support threshold 𝜑, ratios between 𝑆1 
and 𝑆2 (i.e., 𝑛2/𝑛1) and also the number of unique items in ∑. 
The experiment with real dataset is omitted due to space 
limitation.  
Dataset 𝑫𝟏 is generated with 𝑆1 as 𝑇25: 𝐼10: 𝐷10𝐾 and 𝑆2 
as 𝑇25: 𝐼15: 𝐷50𝐾 limited to 1𝐾 unique items. The scalability of 
DISSparse is compared with DISTree, by different 𝜃 and a fixed 
𝜑 = 0.01%, as presented in Figure 8. 
 
 
Figure 8: Scalability with 𝜽 for 𝑫𝟏 (𝝋 = 𝟎. 𝟎𝟎𝟎𝟏) 
 
DISSparse scales much better than DISTree specifically for 
lower minimum supports when a greater number of 
discriminative itemsets are discovered. The algorithms have 
close behavior in large minimum supports when there is less 
number of discriminative itemsets (i.e., for 𝜃 = 11 − 13  the 
number of discriminative itemsets is less than 150k). By large 
minimum supports both DISTree and DISSparse prune many 
items that are infrequent in the target dataset 𝑆1 during the 
making of conditional FP-Tree. In Figure 8 the exponential 
growth in time and space usage of DISTree with smaller 
minimum support is observed caused by exponential number of 
generated itemset combinations.  
For showing the efficiency gained by the proposed heuristics, 
the experiments are repeated by testing the DISSparse algorithm 
without using HEURISTIC 2 (denoted as DISSparse - (H2)) and 
without using both heuristics (denoted as DISSparse - (H1&H2)). 
The proposed DISSparse algorithm without using the proposed 
heuristics is not efficient and DISSparse does not scale well even 
compared to DISTree for larger 𝜃 (e.g., the time complexity of 
DISSparse in Figure 8 without considering the heuristic generally 
scales higher than DISTree). The space usage of DISSparse 
without using the heuristics is still much better compared to 
DISTree. The main contribution regarding the DISSparse 
efficiency is related to the HEURISTIC 2, however, the effect of 
HEURISTIC 1 becomes clear when the lower minimum 
supports are considered. 
The scalability of the algorithms is tested with different 𝜑 
and fixed 𝜃 = 10 as presented in Figure 9. The 𝜑 has similar 
effect as 𝜃 on the time and space complexity as these two 
parameters together define the minimum support of 
discriminative itemsets. 
 
 
Figure 9: Scalability with 𝝋 for 𝑫𝟏 (𝜽 = 𝟏𝟎) 
 
The comparison result with different dataset length ratios by 
changing the number of transactions in 𝑆2 from 10𝑘 to 100𝑘 is 
shown in Figure 10. The runtime in DISSparse is mainly 
increased as a result of rise in the number of discriminative 
itemsets (i.e., slightly from 185𝑘 to 195𝑘). The linear increase in 
the time and space complexity of DISTree by larger ratios is 
caused by the bigger data structures (i.e., the dataset 𝑆2 with 
𝑛2
𝑛1
= 10 becomes ten times bigger than with 𝑛1 = 𝑛2 when 𝑛1 
keeps the same). 
 
 
Figure 10: Scalability with different dataset length ratios 
(𝒏𝟐/𝒏𝟏) (𝜽 = 𝟏𝟎 and 𝝋 = 𝟎. 𝟎𝟎𝟎𝟏) 
 
Dataset 𝑫𝟐 is generated with 𝑆1 as 𝑇25: 𝐼10: 𝐷10𝐾 and 𝑆2 
as 𝑇25: 𝐼15: 𝐷50𝐾 limited to 10𝐾 unique items, 10 times more 
than the items in 𝐷1, which makes items less frequent than in 
𝐷1. The number and average length of discriminative itemsets 
decrease. Both algorithms prune many itemsets that are 
infrequent in 𝑆1 by making conditional FP-Tree. DISSparse scales 
better than DISTree for both time and space even DISTree scales 
with a close time complexity to the DISSparse for larger 𝜃 but 
larger space usage as in Figure 11. 
 
 
Figure 11: Scalability with 𝜽 for 𝑫𝟐 (𝝋 = 𝟎. 𝟎𝟎𝟎𝟏) 
 
Dataset 𝑫𝟑 is generated with 𝑆1 as 𝑇25: 𝐼10: 𝐷50𝐾 and 𝑆2 
as 𝑇25: 𝐼15: 𝐷250𝐾  limited to 10𝐾  unique items. The 𝑛1  is 
much bigger in 𝐷3  than 𝑛1  in 𝐷2  and 𝐷1  that caused larger 
minimum support and consequently less number of 
discriminative itemsets (e.g., for minimum support 𝜑𝜃𝑛1 =
25. .95 the number of discriminative itemsets with different 𝜃 
varies from 3 million to a few hundred). Both algorithms prune 
many infrequent itemsets in 𝑆1 by making conditional FP-Tree 
and show close performances together as in Figure 12. The FP-
Tree construction pushes an overhead of a minute to the 
processing time of both methods with considerable space usage. 
 
 
Figure 12: Scalability with 𝜽 for 𝑫𝟑 (𝝋 = 𝟎. 𝟎𝟎𝟎𝟏) 
 
DISSparse scales very well for large datasets by a prolific 
number of discriminative itemsets with smaller minimum 
supports as in Figure 13. The experiments are conducted on 𝐷3 
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using smaller support threshold (i.e., the similar parameter 
setting with experiments on 𝐷1  reported in Figure 8). The 
support threshold is set to 𝜑 = 0.00002 for having minimum 
support, 𝜑𝜃𝑛1 = 0.00002 ∗ 𝜃 ∗ 50,000 = 𝜃. In small minimum 
supports the DISTree becomes intolerable by an exponential 
number of discriminative itemsets (i.e., from 500𝐾 for 𝜃 = 35 to 
9𝑀 for 𝜃 = 15).  
 
 
Figure 13: Scalability with 𝜽 for 𝑫𝟑 (𝝋 = 𝟎. 𝟎𝟎𝟎𝟎𝟐)  
7 CONCLUSIONS 
This paper proposed an efficient method for mining 
discriminative itemsets based on satisfactory heuristics. The 
proposed method has been extensively evaluated with datasets 
exhibiting distinct characteristics. Empirical analysis shows the 
proposed heuristics resulted in significant improvement in time 
and memory consumption. The algorithm reports the 
discriminative itemsets with full accuracy and recall. In this 
paper, the multiple datasets treated as by combining them as a 
general dataset. The method remains the same principally if the 
multiple datasets need to be considered separately.  
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