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Abstract. This paper deals with automatic image colorization. This is
a hard issue, since it is an ill-posed problem that usually requires user
intervention to achieve high quality. A fully automatic approach is pro-
posed that is able to produce realistic colorization of an input grayscale
image. Motivated by the recent success of deep learning techniques in im-
age processing, we propose a feed-forward, two-stage architecture based
on Convolutional Neural Network that predicts the U and V color chan-
nels. Unlike most of the previous works, this paper presents a fully au-
tomatic colorization which is able to produce high-quality and realis-
tic colorization even of complex scenes. Comprehensive experiments and
qualitative and quantitative evaluations were conducted on the images
of SUN database and on other images. We have found that Quaternion
Structural Similarity (QSSIM) gives in some degree a good base for quan-
titative evaluation, that is why we chose QSSIM as an index-number for
the quality of colorization.4
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1 Introduction
Automatic image colorization deals with the problem of adding colors to mono-
chrome images without any user intervention. Colorization has some practical
applications such as colorizing old movies or photographs, color recovering, artist
assistance and visual effects. On the other hand, automatic image colorization is
a good model for many problems. There are a huge number of applications where
we want to take an arbitrary image and predict values or different distributions
at each pixel of the input image, exploiting information only from this input
image.
To date, deep learning techniques have shown impressive results on both
high-level and low-level vision problems. Researchers achieved impressive results
4 This paper is an extended version of the following accepted paper: D. Varga, T.
Szira´nyi: Fully automatic image colorization based on Convolutional Neural Net-
work, International Conference on Pattern Recognition (ICPR), 2016.
in image classification [1], pedestrian detection [2], face detection [3], pedestrian
tracking [4], handwritten character classification [5], image super-resolution [6],
photo adjustment [7], etc. The goal of this paper is to present our novel automatic
image colorization algorithm based on Convolutional Neural Network (CNN).
Like [8], we formulate image colorization as a regression problem and CNNs are
used to solve this problem.
Main contributions. We propose a novel fully automatic image coloriza-
tion algorithm using the VGG-16 model [22] and Convolutional Neural Network
(CNN). A feed-forward, two-stage architecture based on CNN is presented that
predicts the U and V color channels.
Paper organization. This paper is organized as follows. In Section 2, the
related and previous works are reviewed. We describe the proposed CNN-based
automatic colorization algorithm in Section 3. Section 4 shows experimental
results and analysis. We draw the conclusions in Section 5.
2 Related works
Fig. 1: The architecture of our proposed automatic image colorization algorithm.
We have used in our work the pretrianed VGG-16 CNN model [22], since it
incorporates a huge amount a semantic information.
Existing works on image colorization can be broadly divided into three classes:
scribble-based approaches, example-based approaches, and learning-based ap-
proaches. The first approach attempts to interpolate colors based on color scrib-
bles provided by an artist. The example-based algorithms try to transfer the
color information from a reference image to a target grayscale image. Unlike
example-based approaches, the learning-based methods learn the variables of
image colorization modeling in order to overcome the limitations of manual as-
signments.
Scribble-based colorization Levin et al. [9] introduced an interactive col-
orization technique that can be applied to both still images and image sequences.
The user provides the information how each region should be colored by plac-
ing color scribbles in the image. The color information of the scribbles are then
propagated to the remaining pixels of the target image. This algorithm improved
by Huang et al. [10] in order to reduce color blending at image edges. Yatziv et
al. [11] introduced a method which combines the color information of multiple
scribbles to determine the color of a pixel. A distance metric was proposed in
order to measure the distance between the pixel and the scribbles. The combi-
nation weights of the particular scribbles were calculated based on the measured
distance.
Example-based colorization Reinhard et al. [12] proposed a color transfer
algorithm based on statistical analysis to impose one image’s color characteristics
on another. Similarly, Welsh et al. [13] applied pixel instensity and neighborhood
statistics to find similar pixels in a reference image and then transfer the color
information to a matched pixel of the target grayscale image. Irony et al. [14]
determined first for each pixel of the target image which example segment it
should learn its color from, then the authors treated them as user scribble input
for colorization. Charpiat et al. [15] predicted the expected variation of color at
each pixel, thus defining a non-uniform spatial coherency criterion. Then graph
cuts were applied to maximize the probability of the whole colored image at
the global level. Gupta et al. [26] extracted features from the target and refer-
ence images at the resolution of superpixels. Based on different kind of features,
the superpixels of the reference image were matched with the superpixels of the
target image and the color information was transfered to the center of the su-
perpixels of the target image with the help of micro color-scribbles. Then these
micro-scribbles were propagated through the target image.
Fig. 2: Colorized results. In the first row the output of the proposed algorithm
can be seen. The second row presents the grayscale input images. In the third
row the ground-truth colorful images can be seen.
(a) Deshpande et al. [24].
(b) Our proposed system.
(c) Ground-truth images.
Fig. 3: The comparison with the state-of-the-art algorithm of Deshpande et al.
[24] for the castle and the abbey category of SUN database [23].
(a) Cheng et al. [8].
(b) Our proposed system.
(c) Ground-truth images.
Fig. 4: The comparison with the state-of-the-art algorithm of Cheng et al. [8].
Learning-based colorization Bugeau and Ta [16] introduced a patch-
based image colorization algorithm that takes square patches around each pixel.
Patch descriptors of luminance features were extracted in order to train a model
(a) Algorithm of Dahl [18].
(b) Our proposed system.
(c) Ground-truth images.
Fig. 5: The comparison with the state-of-the-art algorithm of Dahl [18].
and a color prediction model with a general distance selection strategy was pro-
posed. Cheng et al. [8] proposed a fully-automatic colorization method based on
three-layer deep neural network and hand-crafted features. Three levels of fea-
tures were extracted from each pixel of the training images: raw grayscale values,
DAISY features [17], and high-level semantic features. Then these feature were
concatenated and used to train a deep neural network. Ryan Dahl [18] proposed
a CNN-based approach and utilized a pretrained CNN for image classification
[22] as a feature extractor. Then, a trained residual encoder was applied that
provides color channels. The predicted colors are rational for the most part, al-
though the system is heavily prone to desaturate or to caramelize images. We
think that the Euclidean loss function is not susceptible in this case and we
propose instead of Euclidean loss function a cross entropy like loss function.
The main disadvantage of scribble-based approaches is that the performance
heavily depends on human intervention. Example-based colorization works well
only if we were able to find appropriate color image that is given as one of
the inputs to the algorithm. Our approach is most related to [8] in the sense
that a training dataset is composed and a neural network is trained in order to
predict U and V values. Unlike [8], we extract the semantic information in a
fully automatic way.
(a) Deshpande et al. [24].
(b) Our proposed system.
Fig. 6: Quantitative comparison with the state-of-the-art algorithm of Deshpande
et al. [24]. 60 images were selected randomly from the abbey, castle, and cathedral
outdoor categories of SUN [23] database. Statistics of our method: Max.: 0.98457,
Min.: 0.86961, Avg.: 0.93294. Statistics of Deshpande et al. [24]: Max.: 0.96816,
Min.: 0.79654, Avg.: 0.8998.
3 Our approach
An overview of the proposed colorization algorithm can be seen in Figure 1. As
pointed out in [8], semantic information has an important and unavoidable role in
colorization. In order to effectively colorize any images, the system should have
information about the semantic composition of the scene and its localization.
For example, the color of leaves on a tree may be some kind of green in spring,
but they could be brown in autumn. That is why we have used in our work
the pretrained VGG-16 CNN model [22] with slight modifications. This model
incorporates a huge amount a semantic information, since it was trained on
ILSVRC 2012 classification dataset which consists of more than 1 million images.
The input of VGG-16 is a fixed-sized 224× 224 RGB image. Since the input
in our case is a single-channel grayscale image, the input grayscale image is
concatenated one after another three times. We have extracted several layers
from VGG-16 as seen in the top of Figure 1. The VGG-16 was divided into two
parts thataway the first part contains all the layers which can be found before
the third pooling layer of VGG-16. We used only the first part and the second
part was ignored.
The layers of the first part were upscaled to the input size of VGG-16 and
were concatenated. This process has resulted in a 224 × 224 × 451-size matrix
which we denote by T. In the bottom of Figure 1, the procedure can be seen
that converts matrix T into U and V channels.
In this paper, we used Multi-Stage features in order to obtain richer represen-
taion by adding complementary information from a preceding layer. Multi-Stage
features have improved performance in other works [19], [20], [21] and in this
work as well. The matrix T is followed by two convolutional layers and the
pooling layers were missed out, because we want to obtain 224× 224 resolution.
The outputs of these two convolutional layers are concatenated and this process
results in a 224 × 224 × 144-size matrix which is denoted by Q. Similarly, the
matrix Q is followed by two convolutional layers and the ouputs of the second
convolutional layer are the predicted U and V channels. In the backpropaga-
tion algorithm, we use from matrix Q that part that corresponds to the second
convolutional layer in the first stage (the 224 × 224 × 16-size matrix in Figure
1).
Given the training set L = {(UVi,Yi)}Ni=1, where UV denotes the target
U and V values, and Y is the corresponding lightness channel. We used the old
YUV standard, since it had been developed to add color channels to the Lumi-
nance value (Y), why this color space may fit the most to the present approach
of finding the additional colors. Furthermore, YUV minimizes the correlation
between the three coordinate axes. The analysis of the effects and advantages
or drawbacks of different color spaces is beyond the scope of this paper. For the
present, we are pleased with the above assumption.
As we mentioned, the input of the system will be Y which is used to create
matrix T by computing feedforward VGG-16 then concatenating and upscaling
the layers. Matrix T serves as input of the two-stage CNN described in the
previous paragraphs. We train and modify the convolutional weights only this
two-stage CNN, where the target is UVi and the input is T.
In the training process, Stochastic Gradient Descent algorithm was used with
a learning rate of 8×10−2, a weight decay of 8×10−7, and a step decay of 0.5 for
every 300 epochs. We trained our model for 1000 epochs. We learn a mapping
F that predicts the U and V values:
UVp = F(T), (1)
where T is the matrix obtained with the help of VGG-16, and UVp consists
of the predicted U and V values. We tested different loss functions because we
found that the Euclidean distance produced desaturated results. That is why we
then used a cross entropy like loss function:
L(UVp,UV) = − 1
W ·H
∑
UV · log(UVp), (2)
where UV contains the real U and V values, W and H stands for the width
and height of the input image - in our case both of them equals to 224. We have
trained our network on ILSVRC 2012 classification dataset. 500.000 images were
selected randomly from this database then we converted the training color images
into greyscale images. For each image the U and V channels were calculated,
respectively.
4 Experimental results and Evaluation metric
Figure 2 presents several colorization results obtained by the proposed method
with respect to the inputs and ground-truth colorful images. Figure 3 shows
a comparison with the method of Deshpande et al [24]. It can be seen that we
could produce more realistic and less desaturated color images. The ground-truth
images were taken from the abbey and castle categories of the SUN database [23].
Similarly, Figure 4 presents a comparison with the state-of-the-art algorithm of
Cheng et al [8]. Note that we did not use any post-processing procedure like [8].
Methodical quality evaluation, by showing colorized images to human ob-
servers, is slow, expensive, and very subjective. Another reason to ignore human
observers was that neither the Euclidean loss functions nor cross-entropy like loss
functions are suitable to express the humans subjective opinion about the plau-
sibility or rationality of the predicted colors. It is another direction of research
to evaluate the loss functions in this regard or to find out how to back-propagate
the errors in the CNN with respect to the opinion of human observers.
Fig. 7: Comparison with state-of-the-art example-based colorization algorithms.
Fig. 8: The comparison with the state-of-the-art algorithm of Levin et al. [9]. It
can be seen that a complex scene requires more user intervention. The color and
the location of the scribbles may be ambiguous. The appropriate colorization
of a complex scene may require routine from the user. Our algorithm colorizes
complex scenes fully automatic.
Fig. 9: Limitations of our fully automatic algorithm. If the system could not
resolve the semantic information of an image, it is unable to recover the original
colors. Scribble-based approaches replaces the extraction of semantic information
with user intervention. That is why the algorithm Levin et al. [9] outperforms
our algorithm in this case.
Unfortunately, there is no exact index-number which clearly indicates the
quality of a colorization. Using obvious examples, where the result is definitely
fixed by natural laws: e.g. images of natural scenes, containing blue sky, veg-
etation, grass, people (skin color) and some animals. In that case numerical
evaluation may have a reasonable value.
Fig. 10: Limitations: If the VGG-16 part of the proposed system is unable to re-
solve correctly or nearly correctly the semantic information of the input image,
our algorithm tends to blur the image with some kind of sepia tone. Another
drawback is that the proposed algorithm tends to transfer the color of big se-
mantic parts to the surrounding subtler details, but with different semantics.
Left: ground-truth images. Right: Colorized results.
Fig. 11: Colorized results.
The simplest and most widely used quality metrics are the mean squared er-
ror (MSE) and the peak signal-to-noise-ratio (PSNR). It may occur easily that
colorized images have roughly the same MSE or PSNR values with respect to
the ground-truth image, but very different quality. Empirically, we have found
that Quaternion Structural Similarity (QSSIM) [25] gives in some degree a good
base for quantitative evaluation. QSSIM is a theoretically well based measure,
which has been accepted by the color research community as a potential quali-
fication value. We remark that in most cases the higher QSSIM values indicates
better quality and more reasonable colors in colorization but the range of QS-
SIM proved non-linear and it sometimes reflects inconsistently the differences in
quality. We selected randomly 60 images from the abbey, castle, and cathedral
outdoor categories of the SUN [23] database. These images were converted to
greyscale and then colorized using our algorithm and the algorithm of Desh-
pande et al. [24]. Figure 6 shows the QSSIM values of the images in a column
chart. It can be seen that our QSSIM values (Max.: 0.98457, Min.: 0.86961, Avg.:
0.93294) outperforms the values of Deshpande et al. [24] (Max.: 0.96816, Min.:
0.79654, Avg.: 0.8998).
For the sake of completeness, we have measured the less informative quality
metrics and we present them in Table 1. The ground truth images were taken
Fig. 12: Colorized results.
Fig. 13: Colorized results.
Fig. 14: Colorized results.
from the abbey, castle, and cathedral outdoor categories of the SUN database
[23]. Using the source code of [27], we determined the following indices: Mean
Square Error, Peak Signal to Noise Ratio, Normalized Cross-Correlation, Aver-
age Difference, Structural Content, Maximum Difference, and Normalized Ab-
solute Error for each pair of ground truth image and colorized result. The given
results were averaged within one category. In Table 1, the better result is typed
by italic.
Finally, we compared our results with the algorithm of Dahl [18] and Figure
5 shows the comparison. It can be seen that we could produce slightly lifesomer
colors.
Table 1: The quantitative comparison with the state-of-the-art algorithm of
Deshpande et al. [24] using three (abbey, castle, cathedral outdoor) categories
of SUN database. Unlike [24], our method is fully automatic. The better result
is typed by italic.
cathedral outdoor castle abbey
Deshpande [24] Ours Deshpande [24] Ours Deshpande [24] Ours
Mean Square Error 0.151 0.18 0.067 6.56e-04 0.22 0.38
Peak Signal to Noise Ratio 56.35 59.44 59.88 79.96 54.66 54.78
Normalized Cross-Correlation 0.99 0.99 0.99 1.00 0.99 1.0
Average Difference 0.098 0.1 0.022 -1.526e-05 0.05 -0.001
Structural Content 1.002 1.01 1.01 1.00 1.00 1.0
Maximum Difference 8.92 13.45 7.43 1.56 10.23 13.27
Normalized Absolute Error 9.36e-04 0.003 3.39e-04 4.3e-06 7.56e-04 0.001
Figure 7 shows a comparison with the major state-of-the-art example-based
colorization algorithms. Example-based approaches focus on transfering the color
information from a reference color image to a target grayscale image. So the
performance of these algorithms heavily depends on the given reference image.
The results of these methods can be very good and convincing if the given color
reference image is semantically very close to the grayscale target image.
The main disadvantage of scribble-based colorization is the need of extensive
human interaction if we have to colorize an image with complex scene for example
articulated buildings or landscapes. The human manipulator may not provide the
most susceptible color scribbles for the first time. Figure 8 shows this case. We
compared Levin et al. [9] method with ours on a complex scene. It can be clearly
seen that scribble-based approaches require routine from the user for complex
scenes and the colorization of an unexperienced user may be too high-colored.
Our algorithm is fully automatic and produces realistic colors, but it heavily
relies on VGG-16 and machine learning techniques. That is why it has own
limitations. For instance, if the system misunderstand the semantic information
of an image (or this information is not coded in the system), it is impossible to
recover the original colors (see Figure 9).
If the VGG-16 part of the proposed system is unable to resolve correctly
or nearly correctly the semantic information of the input image, our algorithm
tends to blur the image with some kind of sepia tone. Another drawback is that
the proposed algorithm tends to transfer the color of big semantic parts to the
surrounding subtler details, but with different semantics (see Figure 10).
Figure 11, Figure 12, Figure 13, and Figure 14 present further colorization
results obtained by the proposed method.
After the deadline of ICPR 2016 the following algorithms based on VGG16
have been published: [28], [29], [30].
5 Conclusion
This paper introduced a novel, fully automatic colorization algorithm based on
VGG-16 and a CNN. VGG-16 provided multiple discriminative, semantic in-
formation which was used to train a CNN architecture without pooling lay-
ers. Comprehensive qualitative and quantitative experiments were conducted
on SUN database, in order to prove that our method outperforms the existing
state-of-the-art algorithms in quality. As well as we have pointed at the limita-
tions of our method. This paper introduced a novel, fully automatic colorization
algorithm based on VGG-16 and a two-stage CNN. VGG-16 provided multiple
discriminative, sematic information which was used to train a two-stage CNN ar-
chitecture without pooling layers. The two-stage architecutre proved us a richer
representation by adding information from a preceding layer. The U and V color
channels were predicted because the YUV space had been developed to add color
channels to the Luminance value (Y), why this color space may fit the most to
the present approach of finding the additional colors. In addition to this, YUV
minimizes the correlation between the three coordinate axes. Comprehensive
qualitative and quantitative experiments were conducted on SUN database. The
limitations of the algorithm were pointed out as well.
There are many directions for further research. It is worth to study the effect
of different predicted color channels to the quality of the colorization. Another
direction is to try other pretrained networks available in the literature and to
adapt other types of networks, for instance adversarial networks or Siamese
networks. It would be very interesting to combine scribble-based approach with
the learning-based approach in some kind of semi-supervised framework.
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