Introduction
This paper discuses an algorithm for computing the cumulative distribution function cdf for the generalized F distribution and the companion Fortran77 code GENF. Examples of such distributions are the Cook's D I statistics and the Hotelling's T test when the covariance is misspeci ed.
Basic Results
Cook's (1977) D I statistics are used widely for assessing in uence of design points in regression diagnostics. These statistics typically contain a leverage component and a standardized residual component. Subsets having large D I are said to be in uential, re ecting high leverage for these points or that I contains some outliers from the data. Consider the linear model Y 0 = X 0 + " 0 (1) where Y 0 is a (N 1) vector of observations, X 0 is a (N k) f u l l r a n k m a t r i x of known constants, is a (k 1) vector of unknown parameters, and " 0 is a (N 1) vector of randomly distributed Gaussian errors with E(" 0 ) = 0 and The basic idea in in uence analysis as introduced by Cook (1977) To use D I diagnostically, Cook (1977) and Weisberg (1980, p. 108) suggested using the 50th percentile from the central F distribution with degrees of freedom (k N; k) a s a b e n c hmark for identifying in uential subsets. Since D I is not distributed as a central F (k N; k) distribution (since^ I and^ are correlated), they recommended the 50th percentile as a rule-of-thumb for determining in uential observations. Later Jensen and Ramirez (1998a) 
Notation
To x the notation, let I b e a s u b s e t o f f1 : : : N g say I = fi 1 : : : i r g: Let X 0 be partitioned as X 0 0 = X 0 Z 0 ] with X containing the rows determined by I, and Z the remaining rows. We assume that the matrices X 0 , X, and Z all of full rank, of orders (N k), (n k), and (r k), respectively such that k < n < N , a n d n + r = N with r < k for notational convenience. Partition ! r ), the noncentral generalized F distribution. Jensen and Ramirez (1991) showed that the cdf for W 0 = T = V equivalently for W = ( T = r )=(V = ) is a weighted series of F distributions, and they computed the stochastic bounds 
Weighted F Series
For the general case when the i are not all the same value, de ne recursively the sequences r ) w i t h r = 3 , = 9 , a n d w eights = ( 2 2 1=2) using = 3 3 : is used widely in multivariate data analysis, encompassing tests for means, the construction of con dence ellipsoids, the analysis of repeated measurements, and statistical process control. To support a knowledgeable use of T 2 , its properties must be understood when model assumptions fail. Jensen and Ramirez (1991) have studied the misspeci cation of location and scale in the model for a multivariate experiment under practical circumstances to be described.
To set the notation, let N p ( ) be the Gaussian distribution with mean , and dispersion and let W p ( ) denote the central Wishart distribution having degrees of freedom and scale parameter . Consider the representation In the following, we extend these results to multivariate control charts. In the multivariate case, the situation is more complicated due to the correlations between the observed variables, and the misspeci ed Hotelling's T Table 1 , we p r e s e n t similar computations for varying . For each in the Table 1 , and with the corresponding eigenvalues 1 0.5905 The number of terms is not dependent o n t h e n umber of terms in the array of positive w eights as much a s o n t h e r a t i o o f 1 = r as the following tables show.
For each table the values used were = 1 0 a n d y = 1 0 : The table reports the rank of the array o f w eights, the values in the array, and the number of terms required in the partial sum expansion using Formula 8. For the last value of , the value of CSIZE in GENF was changed from 3000 to 4000. 
THE PROGRAM GENF
The program GENF is a Fortran77 subroutine which requires access to the IMSL subroutines DCHIDF (to evaluate the probability o f a c hi-squared distribution), DLNGAM (to evaluate the log of the gamma function), DQDAG (to perform an adaptive i n tegration), and DSVRGP (to sort the array of positive w eights). Both GENF and the driver program require DFDF (to evaluate the central F distribution).
The user inputs are r , 1 2 r > 0 (the positive weights for the chi-squared distributions which GENF will sort into desending order), , the value y for the generalized F distribution, and the global truncation error criterion (the driver program is set for 10 ;4 ). The program outputs are the lefthand probability of the cumulative distribution function (using the adaptive integration procedure DQDAG), the lower bound LB and upper bound U B from Equation 8, the required number of terms to satisfy the global truncation error e P D F E R R , the number of function evaluations used, the value of the density function at y the maximum of the local truncation error from Equations 16, 17, and 19 over the values used by the integration subroutine, and the error code I E R .
Since the value of CUMF is computed using a truncated series expansion, CUMF Pr Y y]: Conversely, the computed p-value will always be robust, in the sense that p Pr Y y]:
The structure of the subroutine GENF is given below s h o wing the input and output variables in the algorithm. SUBROUTINE GENF(R, G, NU, Y, PDFERR, CUMF, LB, UB, NTERMS, EVALS,DENSTY, ERRDEN, IER) DENSTY double probability distribution function precision of F = ( T = r )=(V = ) a t y maxfe (w)g ERRDEN double maximum local error for pdf of (T = r )=(V = ) precision over values used by i n tegration subroutine 
