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COMPLY/CONSTRAIN SUBTRACTION
ARCHISHMAN SRAVANKUMAR
Abstract. A comply/constrain game or a game with a Muller twist is a game where the
next player is allowed to place constraints on opponent’s next move. We develop a closed
form formula for the Grundy value of the single-pile subtraction game where the next
player may determine whether the previous player has to select a move from the set of some
first k natural numbers or its complement. We also investigate the periodicity of Grundy
values when the set of legal moves is from a set of finite arithmetic sequences.
1. Introduction
In this paper, we consider a variant of the classic game of subtraction. In an instance
of subtraction, we choose some subset S ⊆ Z+ (where Z+ for us does not include 0) for
once and for all. A move in the game subtractionS(n) consists of removing some s ∈ S
stones from a pile of size n, leaving n−s ≥ 0 stones. The loser is the first player who cannot
make a move. If s ∈ S is such that s > n, then we ignore s because we cannot take more
than n stones from a pile of n stones. Therefore, the set of legal moves can be simplified
to S ∩ [n] where [n] = {1, 2, 3, 4, . . . , n}. We can represent a subtraction position by its
options. The position subtractionS(n) can be defined in terms of its options as
subtractionS(n) = {(n− s, S) : s ∈ S ∩ [n]}.
The values of impartial games like subtraction can be calculated using the minimal ex-
cludant (mex) rule.
In this paper, we consider a modification of the subtraction game, known as a Muller
twist, which we call comply/constrain subtraction. A comply/constrain game (or a
game with a Muller twist) is one where the next player (the player whose turn it is to move)
may add a condition about the moves the opponent may make along with the physical move
itself. In the game of subtraction, we introduce a Muller twist by allowing the next player
to decide whether the opponent should make a move from S or its complement S = Z+ \ S.
We denote a game of comply/constrain subtraction with n stones and subtraction
set S as (n, S).
Comply/constrain games were first studied in a paper by Sta˘nica˘ and Smith [SS02]. A
comply/constrain game, or a game with a Muller twist, is a variant of a traditional game
where a player’s physical move of game pieces is followed by a constraint chosen from a
well-defined set of constraints. Their paper considered odd-or-even nim, tall-or-short
Wyt queens, and Fibonacci-or-not nim, all of which are traditional combinatorial
games with a Muller twist. Other variants of nim with a Muller twist include blocking
nim which was studied in [FHR03]. A paper by Horrocks and Trenton [HT08] considers the
game of subtraction with a Muller twist. They analyze the periodicity of Grundy values
when the subtraction set is of the form S = {a : a ≡ b mod c} for some b and c.
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Another related family of games that has recently attracted interest is the family of push-
the-button games; see [DHLP18]. In push-the-button games, there are two rulesets, say A
and B, played on the same heap set. The game initially starts with players moving according
to the A-ruleset, but at any point, a player may “push the button,” and all subsequent moves
are played according to the B-ruleset. Games with Muller twists are similar, except that the
button can be pressed many times, thus switching back and forth between the rulesets.
This paper also fits in with recent interest in finding Grundy values of heap games. See
for instance [LRS16] for recent work on Grundy values of the game of Fibonacci nim, first
studied in [Whi63].
The options of the comply/constrain subtraction (n, S) are
(n, S) = {(n− s, S) : s ∈ S ∩ [n]} ∪ {(n− s, S) : s ∈ S ∩ [n]}.
We will use G(n, S) for the Grundy value of the game (n, S). That is, if (n, S) = ∗x, then
G(n, S) = x.
In §2, we develop a closed form expression for the Grundy values of games where S = [k]
or S = [k]. In §3 we analyze the periodicity of Grundy values when S = {b + ic : 0 ≤ i ≤
imax,
c+2
2
≤ b < c}. These are similar to the games studied in [HT08] except that we now cut
off the arithmetic progression at some point.
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2. Consecutive integers
Here we investigate the Grundy values of games (n, S) where S = [k] := {1, 2, . . . , k}.
While these sets are also arithmetic progressions, they fail other parts of the hypothesis
required for the analysis in §3. Therefore, we investigate them separately.
Lemma 2.1. For n > k, we have G(n + 1, [k]) ≥ G(n, [k]).
Proof. From any (n, [k]) a player can move to any or (m, [k]) or (m, [k]) where m < n − k
since [k] contains all integers greater than or equal to k + 1. From (n + 1, [k]) a player can
move to any (m, [k]) or (m, [k]) where m < n + 1 − k. Therefore, all the options of (n, [k])
are also options of (n + 1, [k]). Therefore, by the mex rule, G(n + 1, [k]) ≥ G(n, [k]). 
Theorem 2.2. With notation as in the introduction, we have
(2.1) G(n, [k]) =
{
n 0 ≤ n ≤ 2k
n + 1 mod (k + 1) 2k < n1
and
(2.2) G(n, [k]) =

0 0 ≤ n < k
n− k k ≤ n ≤ 3k
2k + dn−3k
k+1
e 3k < n.
1a mod b denotes the smallest non-negative integer that is congruent to a mod b rather than the entire
residue class.
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Proof. We will approach this proof by alternating between proving base cases for (2.1) and
(2.2) and then finally using induction to prove the general case.
Case 1. G(n, [k]) = 0 for 0 ≤ n < k.
The set of legal moves is [k]∩ [n] = ∅. Since there are no legal moves, we have
no options. Thus G(n, [k]) = 0 for 0 ≤ n < k.
Case 2. G(n, [k]) = n for 0 ≤ n < k.
The set of legal moves is [k] ∩ [n] = [n]. Therefore
(2.3) (n, [k]) = {(0, [k]), (0, [k]), . . . , (n− 1, [k]), (n− 1, [k])}.
From Case (1) we know that G(i, [k]) = 0 for 0 ≤ i < k. Substituting this result
into (2.3) we get
(n, [k]) = {(0, [k]), ∗0, . . . , (n− 1, [k]), ∗0}.
We proceed with using induction.
Base Case: Since (0, [k]) has no options, G(0, [k]) = 0.
Inductive Step: Assume that for some n′ < k that G(n, [k]) = n for all n < n′.
Consider G(n′ + 1, [k]):
(n′ + 1, [k]) = {(0, [k]), (0, [k]), . . . , (n′, [k]), (n′, [k])}
= {∗0, ∗0, ∗1, ∗0, . . . , ∗n′, ∗0}.
Thus G(n′ + 1, [k]) = n′ + 1 by the mex rule. By induction, G(n, [k]) = n.
Case 3. G(n, [k]) = n− k for k ≤ n < 2k.
The set of legal moves is [k] ∩ [n] = {k + 1, k + 2, . . . , n}. Therefore,
(2.4) (n, [k]) = {(0, [k]), (0, [k]), . . . , (n− k − 1, [k]), (n− k − 1, [k])}.
Since n < 2k, we conclude that n − k − 1 < k − 1. Therefore, we know how to
evaluate all the options of (n, [k]). Substituting those values into (2.4) we get
(n, [k]) = {∗0, ∗0, ∗1, ∗0, . . . , ∗(n− k − 1), ∗0}.
Using the mex rule we can evaluate this as G(n, [k]) = n− k.
Case 4. G(n, [k]) = n for k ≤ n < 2k.
The set of legal moves is [k] ∩ [n] = [k]. Therefore
(n, [k]) = {(n− k, [k]), (n− k, [k]), . . . , (n− 1, [k]), (n− 1, [k])}.
We will prove that G(n, [k]) = n using induction.
Base Case: We know from Case (2) that G(n, [k]) = n for 0 ≤ n < k. This
serves as our base case.
Inductive Step: Now assume for some for some n′ < 2k that it is true that
all G(n, [k]) = n for all n ≤ n′. Consider (n′ + 1, [k]). We have
(n′ + 1, [k]) = {(n′ + 1− k, [k]), (n′ + 1− k, [k]), . . . , (n′, [k]), (n′, [k])}.
To evaluate options of the form (n, [k]) we use our inductive assumption. The
options are
(2.5) (n′ + 1, [k]) = {∗(n′ + 1− k), (n′ + 1− k, [k]), . . . , ∗n′, (n′, [k])}.
To evaluate options of the form G(i, [k]) we use our result from Cases (1) and (3).
Since n′ + 1 < 2k, n′ + 1− k < k. We apply the result from Case (1) to find that
4 ARCHISHMAN SRAVANKUMAR
(i, [k]) = ∗0 where 0 ≤ i < k. For k < n < n′+ 1, G(n, [k]) = n− k, which implies
that the options are ∗0, ∗1, . . . , ∗(n′+ 1− k). Substituting these results into (2.5)
we get
(n′ + 1, [k]) = {∗(n′ + 1− k), ∗0, . . . , ∗n′, ∗(n′ − k)}.
Using the mex rule here, we determine that G(n′ + 1, [k]) = n′ + 1. By induction
G(n, [k]) = n for k ≤ n ≤ 2k.
Case 5. G(n, [k]) = n− k for 2k ≤ n ≤ 3k.
The set of legal moves is [k] ∩ [n] = {k + 1, k + 2, . . . , n}. Therefore the set of
options are given by
(2.6) (n, [k]) = {(0, [k]), (0, [k]), . . . , (n− k − 1, [k]), (n− k − 1, [k])}.
Since n ≤ 3k, we know that n − k − 1 ≤ 2k − 1. Therefore, we know how to
evaluate the options of (n, [k]). Substituting those values into (2.6) we get:
(n, [k]) = {∗0, ∗0, ∗1, ∗0, . . . , ∗(n− k − 1), ∗(n− 2k − 1)}
We use the mex rule to find that G(n, [k]) = n− k.
Case 6. G(n, [k]) = n + 1 mod (k + 1) for 2k < n.
The set of legal moves is [k] ∩ [n] = [k]. Therefore the set of options is
(n, [k]) = {(n− k, [k]), (n− k, [k]), . . . , (n− 1, [k]), (n− 1, [k])}.
Now we use induction.
Base Cases: Our base cases will be (2k + 1, [k]), . . . , (3k + 1, [k]). The game
(2k + 1, [k]) can be written in terms of its options as
(2k + 1, [k]) = {(k + 1, [k]), (k + 1, [k]), . . . , (2k, [k]), (2k, [k])}.
Substituting values from our previous casework, we may rewrite the above as
(2k + 1, [k]) = {∗(k + 1), ∗(1), . . . , ∗(2k), ∗(k)}
We use the mex rule to get G(2k+ 1, [k]) = 0 = (2k+ 2) mod (k+ 1). The game
(2k + 2, [k]) can be written in terms of its options as
(2k + 2, [k]) = {∗(k + 2), ∗(2), . . . , ∗0, ∗(k + 1)}.
We use the mex rule to get G(2k + 2, [k]) = 1 = (2k + 3) mod (k + 1). We use
the same process to evaluate our other base cases.
Inductive Step: For some n′ > 3k+1 assume that G(n, [k]) = (n+1) mod (k+
1) for all 2k < n ≤ n′. We evaluate G(n′ + 1, [k]) as
(2.7) (n′ + 1, [k]) = {(n′ − k + 1, [k]), (n′ − k + 1, [k]), . . . , (n′, [k]), (n′, [k])}.
Because of the mex rule and Lemma 2.1, we may disregard all the (n, [k])
because G(n, [k]) ≥ 2k − 1, while ∗(k + 1) is missing from the options list (i.e.
G(n′ + 1, [k]) ≤ k + 1). After removing such options, we can rewrite (2.7) as
(n′ + 1, [k]) = {(n′ − k + 1, [k]), . . . , (n′, [k])}.
We use the the mex rule here to see that G(n′+ 1, [k]) = G(n′−k, [k]) = n′−k+ 1
mod (k + 1) = n′ + 2 mod (k + 1). By induction, G(n, [k]) = n+ 1 mod (k + 1)
for 2k < n.
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Case 7. G(n, [k]) = 2k + dn−3k
k+1
e.
The set of legal moves is [k]∩ [n] = {k+ 1, k+ 2, . . . , n}. Therefore the options
are
(n, [k]) = {(0, [k]), (0, [k]), . . . , (n− k − 1, [k]), (n− k − 1, [k])}.
Base Cases: The base cases are (3k+ 1, [k]), . . . , (4k+ 1, [k]).We rewrite (3k+
1, [k]) in terms of its options as
(3k + 1, [k]) = {(0, [k]), (0, [k]), . . . , (2k, [k]), (2k, [k])}.
From our previous casework and the mex rule, we conclude that G(3k+1, [k]) =
2k + 1 = 2k + d3k+1−3k
k+1
e. The other base cases have very similar options and also
evaluate to 2k + 1.
Inductive Step: Assume for some n′ > 4k + 1 that (2.2) holds true for n′− k
to n′ (inclusive).
From our previous casework, we notice that the options of the form (n, [k]) take
on every values in {∗0, ∗1, . . . , ∗2k}and no other values. Consider (m, [k]), an
option of (n, [k]). Because stones need to be taken from n to reach m, m < n. We
know that G(n, [k]) is monotonic from Lemma 2.1. However, if (m, [k]) is an option
of (n, [k]), then G(n, [k]) 6= G(m, [k]) by the mex rule. Since G(n, [k]) ≥ G(m, [k])
and G(n, [k]) 6= G(m, [k]) (by the mex rule), we know that G(n, [k]) > G(m, [k]).
Therefore, the value of (n, [k]) is greater than the value of any of its options.
However, by the mex rule, it can only be 1 greater than any of its options. Using
this we will prove the last part of the formula. We notice that (n′ − k, [k]) is
the largest option of (n′ + 1, [k]). Therefore, G(n′ + 1, [k]) = G(n′ − k, [k]) + 1 =
2k + dn′−k−3k
k+1
e+ 1 = 2k + dn′+1−3k
k+1
e. By induction (2.2) is true.

3. Arithmetic Progressions
Now we will proceed with investigating Grundy values for games where S = {b + ic :
0 ≤ i ≤ imax, b, c, i, imax ∈ N, c+22 ≤ b < c}. Here we extend the results in [HT08] where
subtraction sets of the form {b + ic : 0 ≤ i, b, c, i ∈ N, c+2
2
≤ b < c} were considered by
considering the behavior of Grundy values when the infinite arithmetic progression is chopped
off to form a finite arithmetic progression. For any given subtraction set S = {b + ic : 0 ≤
i ≤ imax, b, c, i, imax ∈ N, c+22 ≤ b < c} we call set S ′ = {b + ic : 0 ≤ i, b, c, i ∈ N}. This
helps us use the results of [HT08] in proving our results.
We observe that the sequence of values for G(n, S) is eventually periodic with period
p = 2b+ imaxc. A list of Grundy values of (n, S) and (n, S) where S = {8, 21, 34, 47} is given
as an example in Figure 3.1.
Lemma 3.1. If n < p, G(n, S) = G(n, S ′) and G(n, S) = G(n, S ′).
Proof. Since p = 2b + imaxc < b + (imax + 1)c, the extra moves in S
′ do not affect the
game, since the next player may not remove more than n stones from (n, S) anyway. So the
options of (n, S) and (n, S ′) are identical when n < p. Therefore, G(n, S) = G(n, S ′) and
G(n, S) = G(n, S ′). 
6 ARCHISHMAN SRAVANKUMAR
n   S   S' n   S   S' n   S   S' 
0 0 0 55 0 31 110 0 54
1 0 1 56 0 32 111 0 55
2 0 2 57 0 33 112 0 56
3 0 3 58 0 34 113 0 57
4 0 4 59 0 27 114 0 58
5 0 5 60 0 28 115 0 59
6 0 6 61 0 29 116 0 60
7 0 7 62 0 30 117 0 61
8 1 8 63 1 31 118 1 62
9 2 9 64 1 32 119 1 63
10 1 10 65 1 33 120 1 64
11 1 3 66 1 34 121 1 65
12 1 4 67 1 35 122 1 66
13 1 5 68 1 36 123 1 59
14 1 6 69 1 37 124 1 60
15 1 7 70 1 38 125 1 61
16 0 8 71 0 39 126 0 62
17 0 9 72 0 40 127 0 63
18 0 10 73 0 41 128 0 64
19 0 11 74 0 42 129 0 65
20 0 12 75 0 35 130 0 66
21 2 13 76 2 36 131 2 67
22 2 14 77 2 37 132 2 68
23 3 15 78 2 38 133 2 69
24 1 16 79 1 39 134 1 70
25 1 17 80 1 40 135 1 71
26 1 18 81 1 41 136 1 72
27 1 11 82 1 42 137 1 73
28 1 12 83 1 43 138 1 74
29 0 13 84 0 44 139 0 67
30 0 14 85 0 45 140 0 68
31 0 15 86 0 46 141 0 69
32 0 16 87 0 47 142 0 70
33 0 17 88 0 48 143 0 71
34 2 18 89 2 49 144 2 72
35 2 19 90 2 50 145 2 73
36 3 20 91 2 43 146 2 74
37 1 21 92 1 44 147 1 75
38 1 22 93 1 45 148 1 76
39 1 23 94 1 46 149 1 77
40 1 24 95 1 47 150 1 78
41 1 25 96 1 48 151 1 79
42 0 26 97 0 49 152 0 80
43 0 19 98 0 50 153 0 81
44 0 20 99 0 51 154 0 82
45 0 21 100 0 52 155 0 83
46 0 22 101 0 53 156 0 84
47 2 23 102 2 54 157 2 85
48 2 24 103 2 55 158 2 86
49 3 25 104 2 56 159 2 87
50 1 26 105 1 57 160 1 88
51 1 27 106 1 58 161 1 89
52 1 28 107 1 51 162 1 90
53 1 29 108 1 52 163 1 91
54 1 30 109 1 53 164 1 92
b
c
c
m
c - b
c - b
2b - c
b
Figure 3.1. Labeled Grundy value table for S = {8, 21, 34, 47}
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Lemma 3.2. If n ≥ 2, then G(n, S) ≥ 2.
Proof. This proof is virtually identical to the proof provided for a similar result in [HT08].
If n − 1 ∈ S, then (n, S) has the options (1, S) and (1, S). G(1, S) = 0 and G(1, S) = 1,
therefore G(n, S) ≥ 2. If n− 1 ∈ S, n ∈ S and n− b ∈ S. Since (0, S) = ∗0 and (b, S) = ∗1
are options of (n, S), G(n, S) ≥ 2. 
Lemma 3.3. If 0 ≤ j ≤ b− 1, G(p + j, S) = 0.
Proof. The options of (p + j, S) are of the form (b + kc + j, S) and (b + kc + j, S) where
0 < k < imax. Since in these options the number of stones is less than p we may evaluate
them by using Lemma 3.1. By using Lemma 3.1, we see that they are all greater than 0.
Therefore, G(p + j, S) = 0 by the mex rule. 
Lemma 3.4. If b ≤ j ≤ 2b− 1, G(p + j, S) = 1.
Proof. First, we consider games where b ≤ j ≤ c. (2b+ imaxc+ j, S) has options of the form
(b+ kc+ j, S) and (b+ kc+ j, S). Since b ≤ j ≤ c, these can be rewritten as (2b+ kc+ x, S)
and (2b + kc + x, S) for some 0 ≤ x ≤ c − b. From the results in [HT08] and our result in
Lemma 3.3, these options all evaluate to 0. If c ≤ j ≤ 2b− 1, we may rewrite (b+ kc+ j, S)
and (b + kc + j, S) as (b + (k + 1)c + x, S) and (b + (k + 1)c + x, S) for 0 ≤ x ≤ 2b− c− 1.
From Lemma 3.2 we know G(b + (k + 1)c + x, S) > 2. G(b + (k + 1)c + x, S) > 1 from the
results in [HT08]. Therefore, G(p + j, S) = 1. 
Lemma 3.5. If 0 ≤ i′ ≤ imax and 0 ≤ j ≤ c− b, then G(p + 2b + i′c + j, S) = 0.
Proof. Consider the games of form (p+2b+ i′c+j, S) where 0 ≤ j ≤ c−b. These games have
options of the form (3b+(imax+ i
′−k)c+j, S) and (3b+(imax+ i′−k)c+j, S) where 0 ≤ k ≤
imax. As we will see, the options of the latter kind can be ignored since they are all greater
than or equal to 2. We consider the options described before. If 3b+ (imax + i
′− k)c+ j ≤ p
then that option evaluates to 1 from the results in [HT08]. If 3b+(imax+i
′−k)c+j > p, then
we consider the option’s options. The option has an option of the form (2b+i′c+j, S) = ∗0 by
results described in [HT08]. Therefore, the option itself cannot b. ∗0. Additionally, we note
that none of the options with S as the subtraction set have values equal to 0 or 1 by Lemma
3.2. Therefore, we use the mex rule to evaluate the game as G(p + 2b + i′c + j, S) = 0. 
Lemma 3.6. If 0 ≤ i′ ≤ imax and 0 ≤ j ≤ c− b, then G(p + i′c + 3b + j, S) = 1.
Proof. The options of (p+i′c+3b+j, S) are of the form (4b+kc+j, S). If 4b+kc+j > p then
we know from Lemma 3.5 that (4b+ kc+ j, S) = ∗0. Else, we can rewrite (4b+ kc+ j, S) as
(2b+(k+1)c+(2b−c)+j, S). From the results in [HT08], we know that these options are either
0 or greater than 1 (they all have options that are ∗1). Therefore, G(p+i′c+3b+j, S) = 1. 
Lemma 3.7. If 0 ≤ i′ ≤ imax and 0 ≤ j ≤ 2b− c, then G(p + i′c + 3b + j, S) > 1.
Proof. The options of (p + i′c + 3b + j, S) has options of the form (p + 2b − c + j, S). This
option evaluates to 0 by Lemma 3.3. Other options of the form (p+ 2b+ jc+ j, S) evaluate
to 1. Therefore, using the mex rule, all of these games have Grundy values greater than
1. 
Lemma 3.8. If n ≥ p then G(n, S) > 2imax.
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Proof. Since n ≥ p, (n, S) has all of (0, S), (0, S), . . . , (p− 1, S) as options. From [HT08] we
know that the Grundy values of these options contain every value from 0 to max({G(0, S),
G(0, S), . . . , G(p−1, S)}). For n < p we know that if n = b+3+2br+i then G(n, S) = 3+rb+i.
From this we know: 2 × G(n, S) = 2br + 6 + 2i. Subtracting n from both sides, we have
2 × G(n, S) − n = −b + 3 + i. By definition 0 ≤ i < 2b, so −b + 3 ≤ 2G(n, S) − n ≤ b + 3.
That is, 2G(n, S) ≥ n− b + 3 or G(n, S) ≥ n−b+3
2
. Since the max n possible is b + imaxc, we
substitute that in here and see that G(n, S) > imaxc+3
2
. Since we assumed b ≥ 5 and c > b,
c > 5. This implies imaxc+3
2
> 2imax. Therefore, G(n, S) > 2imax. 
Theorem 3.9. G(n, S) is eventually periodic with period p.
Proof. First, we notice that for n > 2p, there are at most 2imax options for the game (n, S),
therefore the maximum value of (n, S) ≤ 2imax. All of these options have more than p stones,
therefore, the options with set S are all greater than 2imax and therefore do not affect the
value of (n, S). We will prove that given the following statements for some l, they will also
hold for l + 1:
• if 0 ≤ j ≤ b− 1, G(lp + j, S) = 0;
• if b ≤ j ≤ 2b− 1, G(lp + j, S) = 1;
• if 0 ≤ i′ ≤ imax and 0 ≤ j ≤ c− b, G(lp + 2b + i′c + j, S) = 0;
• if 0 ≤ i′ ≤ imax and 0 ≤ j ≤ c− b, then G(lp + i′c + 3b + j, S) = 1;
• i 0 ≤ i′ ≤ imax and 0 ≤ j ≤ 2b− c, then G(lp + i′c + 3b + j, S) > 1.
We first note that all of these conditions are met when l = 1 because of Lemmas 3.1–3.8 which
serve as the base case. Proving all of the above conditions is sufficient prove that G(n, S) is
periodic with period p since the only group of numbers which is not given a constant value
(0 ≤ i′ ≤ imax and 0 ≤ j ≤ 2b − c, G(lp + i′c + 3b + j, S)) does not have options of the
form G((l− 1)p+ i′c+ 3b+ j, S)). All its options from the previous block are given constant
values by the conditions listed above, therefore they must be the same in each block. Now
we proceed to prove that if the above conditions hold for some l, they hold for l + 1.
First we consider games of the form ((l + 1)p + j, S) where 0 ≤ j ≤ b − 1. The options
of ((l + 1)p + j, S) are of the form (lp + b + kc + j, S) and (lp + b + kc + j, S) where
0 < k < imax. These options are all greater than 0 by our inductive hypothesis. Therefore,
G((l + 1)p + j, S) = 0 by the mex rule.
Next we consider games of the form G((l+ 1)p+ j, S) = 1 where b ≤ j ≤ 2b− 1. First, we
consider games where b ≤ j ≤ c. The game ((l + 1)p + 2b + imaxc + j, S) has options of the
form (lp+ b+ kc+ j, S) and (lp+ b+ kc+ j, S). Since b ≤ j ≤ c, these can be rewritten as
(lp + 2b + kc + x, S) and (lp + 2b + kc + x, S) for some 0 ≤ x ≤ c− b. From the conditions
from the inductive hypothesis listed before, and our previous observation, these options all
evaluate to 0. If c ≤ j ≤ 2b− 1, we may rewrite (lp + b + kc + j, S) and (lp + b + kc + j, S)
as (lp+ b+ (k + 1)c+ x, S) and (lp+ b+ (k + 1)c+ x, S) for 0 ≤ x ≤ 2b− c− 1. Therefore,
G((l− 1)p+ b+ (k+ 1)c+x, S) > 1 because of the conditions from the inductive hypothesis.
Therefore, ((l + 1)p + j, S) = 1.
Next we consider the games of form ((l+ 1)p+ 2b+ i′c+ j, S) where 0 ≤ j ≤ c− b. These
games have options of the form lp+3b+(imax+i
′−k)c+j, S) and lp+3b+(imax+i′−k)c+j, S)
where 0 ≤ k ≤ imax. The options of the latter kind can be ignored since they are all greater
than or equal to 2imax. We consider the options described before. If lp + 3b + (imax +
i′ − k)c + j ≤ (l + 1)p then that option evaluates to 1 from the results in [HT08]. If
COMPLY/CONSTRAIN SUBTRACTION 9
lp+3b+(imax + i
′−k)c+ j > (l+1)p, then we consider the option’s options. The option has
an option of the form (lp + 2b + i′c + j, S) = ∗0 by our assumptions. Therefore, the option
itself cannot be ∗0. Using the mex rule, we can see now that G((l+ 1)p+ 2b+ i′c+ j, S) = 0.
The options of ((l+1)p+i′c+3b+j, S) are of the form (lp+4b+kc+j, S). If lp+4b+kc+j >
(l+ 1)p then we know from Lemma 3.5 that (4b+ kc+ j + lp, S) = ∗0. Else, we can rewrite
(4b + kc + j + lp, S) as (2b + (k + 1)c + (2b − c) + j + lp, S). From the assumptions, we
know that these options are either 0 or greater than 1 (they all have options that are ∗1).
Therefore, n G((l + 1)p + i′c + 3b + j, S) = 1.
The options of ((l+1)p+i′c+3b+j, S) has options of the form ((l+1)p+2b−c+j, S). This
option evaluates to 0 by our assumptions. Other options of the form ((l+1)p+2b+jc+j, S)
evaluate to 1. Therefore, using the mex rule, all of these games have Grundy values greater
than 1.
All of the conditions specified in the inductive assumption are met. Therefore, by induc-
tion, the G(n, S) is periodic with period p. 
References
[DHLP18] Eric Ducheˆne, Marc Heinrich, Urban Larsson, and Aline Parreau. The switch operators and
push-the-button games: A sequential compound over rulesets. Theoret. Comput. Sci., 715:71–85,
2018.
[FHR03] Achim Flammenkamp, Arthur Holshouser, and Harold Reiter. Dynamic one-pile blocking Nim.
Electron. J. Combin., 10:Note 4, 6, 2003.
[HT08] D. G. Horrocks and M. A. Trenton. Subtraction with a Muller twist. Integers, 8:G05, 12, 2008.
[LRS16] Urban Larsson and Simon Rubinstein-Salzedo. Grundy values of Fibonacci nim. Internat. J.
Game Theory, 45(3):617–625, 2016.
[SS02] Furman Smith and Pantelimon Sta˘nica˘. Comply/constrain games or games with a Muller twist.
Integers, 2:Paper G3, 10, 2002.
[Whi63] Michael J Whinihan. Fibonacci nim. Fibonacci Quart, 1(4):9–13, 1963.
Euler Circle, Palo Alto, CA, 94306
E-mail address: archishman.sravankumar@gmail.com
