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Resumen. Monitorear la potencia de los procesadores es una tarea importante para 
definir estrategias que permitan disminuir los gastos de energía en los sistemas 
informáticos. Hoy en día, los procesadores disponen de un elevado número de 
contadores que permiten monitorear eventos del sistema tales como uso de CPU, 
memoria, cache, entre otros. Anteriormente se ha demostrado que es posible predecir 
el consumo de aplicaciones paralelas a través de estos eventos, pero únicamente para 
una determinada arquitectura de placas SBC. El presente trabajo analiza la portabilidad 
de un modelo estadístico de predicción de potencia sobre una nueva generación de 
placas Raspberry. La experimentación destaca las optimizaciones llevadas a cabo con 
el objetivo de reducir sistemáticamente el error final de estimación en las arquitecturas 
analizadas. El modelo final arroja un error promedio de 4.76% sobre ambas placas.
Palabras Claves: Potencia, Raspberry Pi, Contadores de Hardware, Modelado, 
Regresión estadística.
1   Introducción 
Uno de los desafíos principales en el diseño de sistemas es la necesidad de una 
predicción rápida y precisa del consumo energético. En los últimos años, diversas 
innovaciones ayudaron a cumplir con este requisito.
La idea subyacente es que el consumo de energía no solo depende de las características 
del hardware, sino también del uso del software y las características internas del mismo. 
Por ejemplo, un software más complejo requerirá más ciclos de CPU, o una sola 
operación enorme de escritura en el disco puede consumir menos energía en lugar de 
varias operaciones de escritura pequeñas. Por lo general, si una persona es consciente 
de cuánto está consumiendo, puede encontrar su propia solución adecuada para ahorrar 
energía en el uso de su dispositivo [1][2].
Si bien es posible realizar mediciones por hardware al sistema para implementar un 
control de potencia de grano fino, tal instrumentación es costosa y no se encuentra 
disponible frecuentemente.
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No obstante, obteniendo información de la ejecución de la aplicación, se puede estimar 
la energía consumida. Estos datos se recopilan a través de los contadores de hardware 
que se pueden utilizar para monitorear una amplia variedad de eventos relacionados 
con la performance del sistema con una alta precisión. Dado que cada evento está 
asociado con un determinado gasto de energía, cualquiera de ellos puede ser utilizado 
como parámetro en un modelo de rendimiento. Mientras que algunos eventos 
representan actividades con poco impacto en la energía, otros exhiben una alta 
correlación. Aunque el número de contadores suele ser limitado, los mismos permiten 
contabilizar una amplia diversidad de eventos. 
Una forma de estimar el consumo de energía es generar un modelo estadístico basado 
en estos contadores. Con el objetivo de obtener una predicción en tiempo real se debe 
seleccionar un conjunto restringido de eventos que describa la mayor parte de la 
variación en potencia.
En el trabajo [13] se desarrolló un modelo de estimación de potencia utilizando 
contadores de hardware, el cual no contemplaba la variación en el número de hilos de 
la aplicación paralela. Asimismo, se utilizó el modelo estadístico de regresión lineal, el 
cual es intrínsecamente simple de aplicar, pero puede generar un mayor error en las 
estimaciones. A su vez, este modelo fue implementado utilizando como base la placa 
de desarrollo Raspberry Pi 3 modelo B (RPI3B).  
En el presente trabajo se analiza el error obtenido usando el modelo desarrollado 
anteriormente, sobre la placa sucesora Raspberry Pi 3 modelo B+ (RPI3B+). Luego, 
con el objetivo de mejorar las predicciones, se optimiza el modelo de potencia 
desarrollado para aplicaciones multihilo con compatibilidad en ambas placas. 
El artículo se organiza de la siguiente manera: en la Sección 2 se recopilan los trabajos 
relacionados en el ámbito de la predicción del consumo energético en diferentes 
arquitecturas CPU y GPU. En la Sección 3 se presenta la obtención de un modelo 
estadístico que sea compatible con las placas RPI3B y RPI3B+. En la Sección 4 se 
muestra la validación del modelo utilizando diferentes métodos estadísticos presentes 
en la herramienta de desarrollo. Finalmente, en la Sección 5 se comentan las 
conclusiones y trabajos futuros.
2   Trabajos Relacionados 
En esta sección se presentan algunas de las investigaciones previas relacionadas con 
este trabajo. Lee et al. [3] propuso el modelado de regresión como un enfoque eficiente 
para predecir con precisión el rendimiento y la potencia para diversas aplicaciones que 
presentan cualquier configuración de microprocesador considerando varios diseños de 
microarquitectura, abordando como desafío fundamental el costo de simulación para 
obtener valores correctos en la predicción. Con la aparición de los contadores de 
hardware, Weaver et al [4] analizó los valores obtenidos de los mismos para comprobar 
si presentan una alta relación con lo que sucedía dentro de la arquitectura del 
procesador. A partir de sus resultados pudo observar que es razonable esperar que los 
contadores reflejen el comportamiento del procesador. Esto permitió que muchos 
investigadores utilicen herramientas para extraer los valores de rendimiento.
Singh et al [5] desarrolló un modelo de medición en tiempo real del consumo de energía 
del procesador recopilando la información provista por los contadores.  
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Por otra parte, Bircher et al. [6][7][8] exploró el uso de los contadores de rendimiento 
para predecir el consumo energético de diversos subsistemas como la CPU, memoria, 
chipset, E/S, disco y GPU. El mismo, fue desarrollado y validado sobre dos plataformas 
distintas. Asimismo, Rodrigues et al. [9] estudió el uso de los contadores de rendimiento 
aplicados en la estimación del consumo energético en tiempo real sobre dos 
arquitecturas diferentes: una orientada a alto rendimiento y la otra basada en bajo 
consumo.
Por otro lado, Lively et al. [10] desarrolló un conjunto de modelos híbridos de 
estimación de performance y consumo centrados en las aplicaciones. El mismo analiza 
un conjunto de códigos científicos en su implementación MPI/OpenMP y genera un 
procedimiento adecuado para llevar a cabo el modelado y la validación.
Las arquitecturas asimétricas de núcleos han surgido recientemente como una 
alternativa prometedora en un entorno con limitaciones de potencia y térmicas. Por lo 
general, integran núcleos con diferentes características de potencia y rendimiento, lo 
que hace que la asignación de cargas de trabajo a los núcleos apropiados sea una tarea 
desafiante. Pricopi et al [11] presentó un modelo para multi-cores asimétricos en el cual 
se puede obtener el rendimiento y consumo de energía de las cargas de trabajo 
asignadas a cada núcleo utilizando los contadores de hardware.
En este último tiempo, con la utilización de las FPGA, O’Neal et al [12] desarrolló
modelos predictivos de rendimiento y consumo energético para CPU, GPU y FPGA 
permitiendo ahorrar costos de simulación.
Con la aparición de las placas de bajo consumo Single Board Computers (SBCs), en 
[13] se diseñó un modelo estadístico para predecir el consumo energético de 
aplicaciones ejecutadas sobre la placa RPI3B. La limitación que presenta este modelo 
es que solo permite predecir el consumo para la ejecución secuencial y con cuatro 
núcleos, sumado a la desventaja de que se utilizan coeficientes de predicción distintos 
de acuerdo al número de hilos. El actual artículo es una evolución de este trabajo previo,
y se centra en desarrollar un modelo que permita evaluar las aplicaciones paralelas 
teniendo en cuenta la variación en cuanto al número de núcleos utilizados. Asimismo, 
el trabajo resalta la necesidad de construir un modelo multi-arquitectura que considere 
los cambios tecnológicos de nuevas generaciones de placas SBC.
3 Modelado
Debido a que el trabajo se basa en modelos estadísticos, se necesita extraer información 
de aplicaciones con diferentes comportamientos computacionales, con la finalidad de 
obtener datos relacionados con el rendimiento y consumo energético para las 
arquitecturas analizadas. 
En particular, se utiliza la metodología empleada en el trabajo previo [13]: utilización 
de los benchmarks NAS [22] y RODINIA [23], los cuales presentan diferentes 
comportamientos computacionales; instrumentación y compilación del código fuente 
de las aplicaciones paralelas; recolección de contadores de performance y muestreo de 
potencia instantánea; correlación contadores-potencia y correlación mutua entre 
contadores; entrenamiento del modelo de regresión lineal y validación del mismo a 
través de la técnica de dejar uno afuera. 
XXV Congreso Argentino de Ciencias de la Computación Río Cuarto, 14 al 18 de Octubre de 2019
-161-
Teniendo en cuenta el modelo obtenido en [13], se aplican las modificaciones 
necesarias de acuerdo a la inclusión de la nueva generación Raspberry, generando un 
nuevo modelo estadístico que permita disminuir el error final de estimación. 
Debido a que RPI3B y RPI3B+ son placas SBC compatibles, se reutiliza el código 
fuente instrumentado para las distintas aplicaciones.
El modelo se encuentra basado en regresión lineal, motor estadístico que presenta una 
variable dependiente, una constante de offset y variables predictoras o independientes. 
De acuerdo a la arquitectura utilizada, las variables independientes utilizadas son cinco, 
las cuales corresponden a los contadores de rendimiento L2_DCM, L2_DCA, SR_INS, 
BR_INS y TOT_INS. Además, se incluye el contador TOT_CYC con el objetivo de 
normalizar los eventos anteriores, obteniendo cinco ratios de performance. 
En primer lugar, se estudian las predicciones obtenidas utilizando el modelo anterior 
sobre la nueva generación de placas Raspberry. Luego se realizan las optimizaciones 
necesarias para reducir el error y obtener de esta manera una estimación precisa. 
3.1 Predicción con el modelo anterior
El modelo generado presenta una constante que se suma a los valores normalizados de 
los cinco contadores, los cuales tienen un peso asociado. En la Ecuación 1 puede 
observarse cómo obtener la potencia estimada de las aplicaciones paralelas.
?? = 1.595 + 14.696 ?2_??? + 2.308 ?2_??? +  0.108 ??_??? + 0.093 ??_??? 
+ 0.058 ???_??? (1)
Para realizar la estimación de potencia sobre la placa RPI3B+, en primer lugar, se 
efectúa la compilación de todas las aplicaciones instrumentadas. Luego se procede a 
recolectar la potencia consumida y los contadores de rendimiento en cada aplicación 
ejecutando con 1, 2 y 4 hilos. 
Una vez generada la información, se utilizan los valores obtenidos en cada aplicación 
paralela de los de los seis contadores usados en el modelo para estimar la potencia en 
la nueva placa. 
La predicción arroja un error porcentual medio de 30% en la RPI3B+, a diferencia del 
6.8% obtenido en la RPI3B [13]. Este incremento del error en las nuevas placas se 
explica por la diferencia arquitectónica entre generaciones, ya que la nueva versión 
presenta una frecuencia de reloj más elevada.
3.2 Generación del nuevo modelo 
En la Figura 1 se puede observar la potencia real consumida por las diferentes 
aplicaciones paralelas en cada placa. El aumento de potencia a medida que se utilizan 
más hilos de ejecución es similar en ambas arquitecturas. Las 23 aplicaciones 
ejecutadas secuencialmente (1 hilo), ubicadas en el primer tercio de la figura, 
representan el menor consumo de potencia en ambas placas. Por otra parte, la ejecución 
paralela utilizando 2 y 4 hilos (segundo y tercer tercio de la figura respectivamente) 
genera un mayor aprovechamiento de los dispositivos y, por lo tanto, un mayor 
consumo energético. 
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Para la placa RPI3B, el rango de consumo se ubica entre 2 y 3 watts, mientras que para 
el modelo RPI3B+, el intervalo comprende 3 y 4 watts aproximadamente. El primer 
paso para encontrar un modelo de predicción de consumo unificado para ambas placas 
es estudiar la causa de esta diferencia.
Fig. 1. Potencia real consumida de cada aplicación en cada placa considerando el número de 
hilos (1 - primer tercio, 2 – segundo tercio, 4 – tercer tercio)
En primer lugar, se analizan los valores que presentan los contadores de rendimiento 
que alimentan el modelo para cada aplicación. En este caso se elige como ejemplo la 
aplicación CFD, no obstante, los demás algoritmos presentan el mismo 
comportamiento en sus contadores. En la Figura 2 se puede observar que todos los 
eventos muestran la misma tendencia en ambas placas de desarrollo. Al ser placas que 
presentan varios aspectos arquitectónicos similares (niveles y tamaños de caché, 
memoria volátil, pipeline de ejecución, entre otras), la ejecución de las mismas 
aplicaciones arroja resultados semejantes respecto a su comportamiento. Por lo tanto, 
al no producirse variación en los valores de los contadores de rendimiento entre las 
placas, el modelo no permite distinguir la ejecución de la aplicación entre ellas.
Posteriormente, se procede a analizar los cambios generacionales entre ambas placas
con el objetivo de evaluar su influencia en la predicción. La modificación significativa 
que se presenta es el aumento en la frecuencia del reloj de 1.2 GHz a 1.4 GHz. Esto 
genera que la ejecución de las aplicaciones requiera de un mayor consumo energético, 
lo que puede generar el aumento analizado en la Figura 1. Para comprobar esto se añade 
al modelo estadístico el predictor correspondiente al valor de la frecuencia máxima al 
momento de la ejecución. Este cambio disminuyó el error en la estimación, alcanzando 
el 14 % en promedio.
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Fig. 2. Valores de contadores de rendimiento en cada placa de desarrollo considerando el número 
de hilos de ejecución en la aplicación CFD.
En el entrenamiento del modelo original solo se tuvo en cuenta la ejecución de las 
aplicaciones con 1 y 4 hilos, debido a que en [13] se buscaba evaluar la potencia para 
ejecuciones secuenciales y paralelas con la máxima cantidad de núcleos disponibles en 
el procesador. Por lo tanto, para considerar el impacto del nivel de paralelización 
utilizado en la aplicación, se incorpora el predictor que contempla el número de hilos 
(núcleos) necesarios para la ejecución ya que las aplicaciones están desarrolladas con 
la interfaz de programación multihilo de memoria compartida OpenMP [14].
Estas optimizaciones permiten estimar la potencia en ambas versiones de la placa de 
desarrollo. Por lo tanto, el modelo estadístico final basado en regresión lineal es descrito 
en la Ecuación 2. 
?? = ?? + ?? ?2_??? + ?? ?2_??? + ?? ??_??? +  ?? ??_??? +  ?? ???_??? 
+ ?? ??????? + ?? ???_????????? (2)
Para la construcción del modelo estadístico, se sustituyó la herramienta de desarrollo 
RapidMiner por Python. Esto permite optimizar el tiempo de limpieza de datos y 
creación del modelo de predicción de acuerdo a la inclusión de librerías embebidas 
dentro de la herramienta. Asimismo, proporciona diferentes modelos estadísticos con 
un entrenamiento eficiente. Además, permite personalizar de manera sencilla los 
parámetros para el entrenamiento de cada modelo. La Tabla 1 muestra los valores de 
los pesos ??una vez entrenado el modelo.    
 
Tabla 1. Pesos obtenidos para cada predictor.
Predictor Contador Coeficiente Valor
- INTERCEPT  ?? -2.656
X1 L2_DCM ?? 18.437
X2 L2_DCA ?? 4.381
X3 SR_INS ?? 0.037
X4 BR_INS ?? -0.032
X5 TOT_INS ?? 0.169
X6 THREADS ?? 0.221
X7 MAX_FREQUENCY ?? 3.546
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4 Validación del modelo
4.1 Modelo de Regresión Lineal
Luego del entrenamiento del modelo, lo cual resulta en un conjunto de pesos que se 
aplican sobre los predictores mencionados, se evalúa el resultado del mismo ante los 
valores reales de potencia observados. De esta manera, en la Figura 3 puede apreciarse 
las predicciones que se obtuvieron para ambas generaciones Raspberry, junto a la 
potencia real consumida. Se observan dos tipos de muestras, las representadas en forma 
circular son las aplicaciones ejecutadas en la placa RPI3B mientras que las triangulares 
en la RPI3B+.
Fig. 3. Predicción y potencia consumida real de cada aplicación en cada placa (círculos -
RPI3B, triángulos – RPI3B+) considerando el número de hilos (1 - primer tercio, 2 –
segundo tercio, 4 – tercer tercio)
Para estimar la precisión del modelo se implementó una técnica que permite separar la 
información de manera tal que, para cada iteración, se destina una única muestra para 
los datos de prueba mientras que el conjunto restante conforma los datos de 
entrenamiento del modelo. La misma es conocida por el nombre de leave-one-out cross-
validation o LOOCV.
En la Figura 4 puede observarse el error para cada iteración de la técnica de validación 
utilizada. El máximo error de predicción es de 18.46%. La dispersión del error o 
desviación estándar del conjunto de muestras es de 4.14%. El error promedio de las 
iteraciones es de 4.76%, el cual se considera aceptable y no genera grandes diferencias 
entre la potencia real y estimada de la ejecución de una aplicación paralela.
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Fig. 4. Porcentaje de error de predicción en las ejecuciones de cada aplicación en cada placa 
considerando el número de hilos (1 - primer tercio, 2 – segundo tercio, 4 – tercer tercio)
Fig. 5. Comparación de error de predicción de las aplicaciones entre las mejoras propuestas 
para el modelo estadístico.
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Por último, puede observarse en la Figura 5 los errores de predicción para cada modelo 
evaluado. El eje X enumera cada aplicación analizada, el eje Y representa el modelo 
utilizado para la ejecución de las aplicaciones y el eje Z corresponde al porcentaje de 
error en la predicción. El modelo 0 corresponde al desarrollado en [13]. En el modelo 
1 se agrega como predictor la frecuencia de reloj. Como última mejora, el modelo 2 
adiciona la variable independiente que se corresponde con el número de hilos que 
utiliza la aplicación para su ejecución paralela. 
4.2 Análisis de otros modelos estadísticos
Para minimizar el error de estimación producido por el método estadístico de regresión 
lineal se estudiaron diferentes modelos presentes en la librería Sklearn [15] de Python. 
Entre las técnicas analizadas se encuentran SVR (Support Vector Regression) [16], 
Regresión Gaussiana [17], Regresión Bayesiana [18], Regresión Kernel Ridge [19], 
Gradient Boosting [20] y Ridge CV [21]. En la Tabla 2 se detallan los errores de 
estimación obtenidos para cada modelo, en la cual se puede observar que no se lograron
mejoras sustanciales en comparación con el modelo de regresión lineal.
Tabla 2. Error de predicción promedio para los modelos complementarios.
Técnica Error Promedio
SVR 4.14
Regresión Gaussiana 4.38
Regresión Bayesiana 4.83
Regresión Kernel Ridge 4.41
Gradient Boosting 4.51
Ridge CV 4.86
5   Conclusiones y Trabajos Futuros
El presente artículo se basó en la predicción de la potencia consumida por la ejecución 
de diversas aplicaciones paralelas, utilizando como información de análisis los valores 
de los contadores de rendimiento presentes en las placas de desarrollo RPI3B y 
RPI3B+. 
Se estudió la posibilidad de añadir a un modelo de potencia previamente construido 
(compatible únicamente con la placa RPI3B), nuevos predictores que permitan integrar 
las nuevas generaciones de la placa, así como también contemplar el nivel de 
paralelismo aplicado a cada algoritmo.
Se diseñó un modelo estadístico de potencia para aplicaciones multihilo basado en 
regresión lineal y validado a través de muestras obtenidas de las placas analizadas. Se 
optimizó el modelo previamente creado añadiendo el número de hilos utilizados por la 
aplicación y la frecuencia máxima de las placas como predictores. 
La validación del modelo resultó en un error promedio en la predicción de 4.76%, 
permitiendo estimar el consumo de potencia de ambas placas con un alto grado de 
precisión.  
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Se analizaron diferentes técnicas estadísticas para buscar reducir el error de estimación: 
SVR, Kernel Ridge, Gaussian y Gradient Boosting. Las mismas disminuyen entre un 
0.2% y 0.6% el error obtenido en la estimación, los cuales no producen mejoras 
significativas en la predicción.
Como línea de trabajo futuro se propone aplicar la metodología desarrollada sobre la 
nueva placa de desarrollo Raspberry Pi 4. Del mismo modo, se planea implementar una 
herramienta que recolecte en tiempo real la información necesaria, aplique el modelo 
estadístico propuesto e informe el consumo de potencia de una determinada aplicación 
paralela.
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