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Abstract
We study the testing problem, that is, the problem of determining (maybe probabilistically) if
a function to which one has oracle access satis1es a given property.
We propose a framework in which to formulate and carry out the analysis of several known
tests. This framework establishes a connection between testing and the theory of weight distribu-
tions of codes. We illustrate this connection by giving a coding theoretic interpretation of several
tests that fall under the label of low-degree tests. We also show how the connection naturally
suggests a new way of testing for linearity over 1nite 1elds.
We derive from the MacWilliams Theorems a general result, the Duality Testing Lemma, and
use it to analyze the simpler tests that fall into our framework. In contrast to other analyses of
tests, the ones we present elicit the fact that a test’s probability of rejecting a function depends
on how far away the function is from every function that satis1es the property of interest.
c© 2002 Published by Elsevier Science B.V.
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1. Introduction
The theory of programs that check their work and of program testers was pioneered
by Blum et al. [12, 13] as an alternative approach to the problem of assuring software
reliability. Moreover, it had unexpected theoretical consequences. Indeed, it is part
of the work that led to the PCP theorem of Arora et al. [3]. Testing techniques are
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also an essential component in the derivations of hardness of approximation results.
Furthermore, Goldreich et al. [23, 22] have recently extended the testing paradigm and
thus brought renewed attention to the testing problem.
Loosely stated, the testing problem consists in determining (maybe probabilistically)
if a function satis1es a given property. In this work, we say that a test is a triple
of the form (F;T;D) where F and T are collections of functions and D is a
probability distribution over T. Speci1cally, all functions in F have the same domain
and range. Functions in T map F to {accept; reject}. We let P denote the family of
functions f∈F for which T (f) equals accept for every T which is assigned a positive
probability by the distribution D. We assume from now on that P is nonempty. To
state the testing problem nothing else, neither about the domain and=or range of the
functions in F nor the feasibility of sampling from D needs to be assumed. Indeed, the
testing problem consists in explaining the relation between the following two quantities
when the function f, with domain Dom(f), varies over F:
Rej(f)=PrT∼D[T (f)= reject]—the probability that the test rejects f,
Dist(f)= min{Pru∈RDom(f)[f(u) = g(u)] | g∈P}—minimum (relative) distance of
f to its closest function in P (here, Pra∈RA[Ea] denotes the probability that the
event Ea occurs when a is chosen at random according to the uniform distribution
over A).
Of particular importance is to provide a lower bound for the test, i.e., to determine
a function ’ : [0; 1]→ [0; 1] such that Rej(f)¿’(Dist(f)). The quality of the lower
bound depends on the function ’. The reason being, that one is usually interested in
determining the largest value Dist(f) can take given that Rej(f) is at most .
For the sake of concreteness, let us consider a typical (and actually the 1rst) test
addressed in the literature, i.e., the Blum–Luby–Rubinfeld (BLR) test [13]. Its goal
is to verify whether a function f mapping a 1nite group G into another group H is
such that f(x + y)=f(x) + f(y) for all x; y∈G, i.e., it is a group homomorphism.
Blum et al. proposed performing the following probabilistic veri1cation procedure: First,
independently and uniformly randomly choose x and y in G. Then, claim that f is a
homomorphism if f(x + y)=f(x) + f(y), otherwise say it is not a homomorphism.
Here,
Rej(f)=Prx;y∈RG[f(x + y) =f(x) + f(y)]—is the probability that the test
rejects f,
Dist(f)= min{Prx∈RG[f(x) = g(x)] | l∈P}—is the smallest fraction of values of
f’s domain that need to be modi1ed in order to obtain a function in the family
P of homomorphisms from G to H .
In our terminology, the BLR test is the triple (F;T;D) where F is the collection of
functions from G to H , the family T is the set of functionals {Tx;y | x; y∈G} such
that Tx;y(f)= accept if f(x + y)=f(x) + f(y) and reject otherwise, and D is the
uniform distribution over T.
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There always is an undercurrent in the testing problem. In it, we assume we have
oracle access to a function f∈F. (That is, we can specify u in the domain of f
and in one step are returned f(u).) The function f is usually referred to as the
oracle function. It is claimed that “f belongs to P ”. We do not trust this claim. We
verify it (probabilistically) by performing the test (F;T;D) as follows: we sample
according to D a functional T in T; we accept the claim if T (f)= accept and reject it
otherwise. (Evaluating T (f) requires performing queries to the oracle and carrying out
some computation that depends on the outcome of the queries.) Note that the functions
belonging to P always pass the test. These functions are thought of as those that satisfy
a property of interest. A natural question arises: with what probability does the test
reject the claim concerning f when Dist(f) is at least ? A lower bound for the test
in point provides a partial answer to this question.
Tests have been designed to verify many properties. Some of them are of practical
relevance. We refer the reader interested in this subject to the survey of Blum and
Wasserman [14] and the thesis of Rubinfeld [31]. For pointers to more recent work
in the area see [32, 15]. For recent developments concerning issues in property testing
see [22, 21].
As mentioned earlier, tests show up in the construction of PCPs. The reason being
that a central problem in their construction is to probabilistically check=test algebraic
properties of functions with as few oracle queries as possible. Among these properties,
of prime importance are: linearity [13, 10, 11, 8], multi-linearity [7, 16], low-individual
degree [6, 4, 18, 29], low-total degree [20, 3, 33, 19, 5]. Testing that a given function
satis1es one of these properties is what is often referred to as low-degree testing.
Typically, better analyses of the low-degree tests allow a more accurate determination of
the characteristics of known PCP constructions. A more pragmatic reason for obtaining
improved analysis of low-degree tests is that they usually translate, as 1rst observed in
[16], into improved hardness of approximation results. For a comprehensive discussion
of hardness of approximation results and pointers to the relevant literature the reader
is referred to [9, 2].
Currently we have no general framework which allows us to naturally formulate tests
for checking whether an algebraic function satis1es a pre-speci1ed property. Known
tests might not be the most appropriate for performing the tasks which they are designed
for. Furthermore, a characteristic of most tests is that they are hard to analyze. It is
not even clear if many of the known analyses are tight. This work’s main motivation
is to contribute in the development of a uni1ed framework in which to cast known
tests, formulate new ones, and provide the tools to analyze them well.
1.1. Main contributions and new techniques
The crux of this work is the framework which we propose in order to formulate
and carry out the analyses of tests. This framework establishes a connection between
testing and the theory of weight distribution of codes. We illustrate this connection
in two ways. First, we cast into the framework we develop several of the tests that
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have been studied in the literature under the label of low-degree tests. We achieve
this through an elegant abstraction of known low-degree tests. We call this abstraction
the generic duality test. Second, we show how our framework naturally gives rise to
some tests for verifying speci1c function properties. In particular, we formulate a new
way of testing for linearity over 1nite 1elds, namely the extended linearity test (EL).
When Fq is a prime 1eld, being linear is equivalent to being a homomorphism. Hence,
in this latter case, the BLR test is a test for verifying linearity. We literally deduce the
following alternative way of checking whether the function f :Fnq →Fq is linear:
Randomly pick distinct u; v; w ∈ Fnq and nonzero scalars u; v; w ∈ Fq such that
uu+ vv+ ww = 0. Then, reject if uf(u) + vf(v) + wf(w) = 0 and accept
otherwise.
Let Rej(f) denote the probability that the above test rejects f and Dist(f) the distance
between f and its closest linear function. Our main result concerning the EL test shows
that for every f,
Rej(f)¿ Dist(f)− O
(
1
qn
)
: (1)
Speci1cally,
Rej(f) =

q
−
(
q

)2 ∑
l
(

q
− Dist(f; l)
)3
− O
(
1
qn
)
(2)
where the summation is over all linear functions l :Fnq →Fq.
Besides the EL test we focus attention on the low-degree tests.
Typically, the tests’ analyses that we provide proceed in two steps. First, we derive
an essentially tight characterization of the rejection probability of the test in terms of
the distance between the oracle function and each function in the underlying space
of interest (e.g., [2] in the case of the EL test). In the second step, we lower bound
the alternative characterization of the test’s rejection probability solely in terms of the
distance between the oracle function and the underlying space of interest. This yields
a lower bound for the test in point (e.g., [1] in the case of the EL test). All of our
analyses use classical tools from coding theory. In particular, they heavily rely on the
celebrated MacWilliams Theorems for linear codes. This is the 1rst work in the testing
and PCP literature where these theorems are explicitly used.
We would like to stress that in our opinion this paper’s main contribution is of
a non-technical nature. Its worth resides in the unifying framework it introduces for
formulating and analyzing many of the low-degree tests that have been discussed in the
literature. Besides the elegance of the proposed framework we think it provides new
insights and elicits facts related to low-degree testing that other methods of analysis
do not capture, e.g., the intuition that the probability with which a function fails a test
for a given property depends on how far away that function is from each function that
satis1es the property.
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Finally, this article widens the fruitful connection that has developed over the last
decade between coding theory and complexity theory (for a discussion of these mutually
enriching interconnections see the survey articles of Sudan [35, 36] and Feigenbaum
[17]).
The structure of this work is as follows: In Section 2, we 1rst present some basic
notions from coding theory. We then describe the coding theoretic framework that we
propose for addressing the testing problem and state a generic testing paradigm which
we call generic duality test.
In Section 3, we state several results from coding theory. In particular, the
MacWilliams Theorem for Hamming weight enumerators of linear codes. We then
derive our main technical contribution: the Duality Testing Lemma. Through this re-
sult we can analyze some of the tests that can be stated as an instance of the generic
duality test. Two examples of this type of analysis are given in Section 4.
Finally, in Section 5, we state some conclusions and point out possible extensions
of our work that would be of interest.
1.2. Conventions
Henceforth q denotes a prime power, Fq denotes GF(q), and = q − 1. Thus, the
number of nonzero elements of Fq is . For ease of reading, the zero element of Fnq
will appear in boldface type (e.g., 0) in order to distinguish it from the zero element
of Fq (i.e., 0).
2. A coding theoretic framework for testing
For the sake of some readers convenience, in Section 2.1 we de1ne all the coding
theoretic terms that we will use. In Section 2.2, we (informally) establish a relationship
between testing and coding theory (in particular the theory of weight distributions of
a code versus the one of its dual).
2.1. Coding theory: the basics
For the sake of brevity the following exposition will be terse. For an in-depth dis-
cussion of issues in coding theory, the reader is referred to [27, 28, 38].
A code of block length N over the alphabet F is a subset C of FN . We will only
consider codes whose alphabet F is a 1nite 1eld. The elements x=(x1; : : : ; xN )∈C are
called codewords or words. Their length is usually denoted by N . The support of a
word x, denoted as supp(x), is the set of coordinates where x is nonzero. Formally,
supp(x)= |{i | xi =0}|. If x and y are two words, then the Hamming distance between
x and y, denoted as d(x; y), is equal to the number of components where x and y are
distinct. Formally, d(x; y)= |{i | xi =yi}|. The Hamming weight of word x is the num-
ber of nonzero components of x and is denoted as wt(x). Formally, wt(x)= |supp(x)|.
The minimum distance of a code C is min{d(x; y) | x∈C; y∈C; x =y}. The minimum
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weight of a code C, denoted as wt(C), is min{wt(x) | x∈C; x =0}. We adopt the
convention that the empty code has minimum distance and minimum weight 0. For a
code C of block length N we let Ai(C) be the number of codewords in C of weight i
and say that (A0(C); : : : ; AN (C)) is its weight distribution. A code C of block length
N is linear if its a linear subspace of FN . If the linear code C has dimension k then
C is called an [N; k] code. For a linear code, the minimum distance is equal to the
minimum weight. If C is a code of block length N over the alphabet F , then its dual
code C⊥ is the collection of y’s in FN such that for all x∈C, 〈x; y〉= ∑Ni=1 xi ·yi =0
(arithmetic over F). Typically, one considers dual codes C⊥ only when C is a linear
code. It is only for these codes that (C⊥)⊥=C. Finally, note that C is an [N; k] code
if and only if C⊥ is an [N; N − k] code.
Example 1. Since H2 = {0000; 0101; 0011; 0110} is a linear subspace of F42 of dimen-
sion 2, it is a [4; 2] code over F2. Its minimum distance is 2 and H⊥2 = {0000; 1000;
0111; 1111}.
2.2. Tests and dual codes
Suppose we have oracle access to a function f :D→R, where D and R are 1nite
objects. We can also view f as a vector in R|D|. Conversely, a vector in R|D| can be
thought of as a function from D to R. We henceforth view functions and vectors in
both of these ways (the viewpoint being clear from context). Also, from now on, we
restrict our discussion to the case where R=F is a 1nite 1eld, D⊆Fn, and the size
of D is N .
We want to determine if the function f has a speci1c property, say it represents a
linear function or a degree d polynomial. Equivalently, we want to verify that f belongs
to a speci1c subset C of FN . For simplicity’s sake, we focus on function properties
that are preserved under addition of functions. In other words, we only consider subsets
C⊆FN which are subspaces, i.e., linear codes of block length N over the alphabet F .
We associate with f the smallest linear code of block length N containing both f and
every codeword in C, i.e.,
Cf = {%f + &g |%; & ∈ F; g ∈ C}:
Note that C⊆Cf, hence C⊥f ⊆C⊥. Equality holds if and only if f belongs to C. Thus,
C⊥=C⊥f if f exhibits the function property of interest. To test the claim “f belongs
to C ”, we perform the following:
Denition 2 (Generic Duality Test). Let C be a linear code of block length |D|. Given
oracle access to a function f :D⊆Fn→F , randomly choose (according to some
probability distribution) a codeword g∈C⊥. Then, accept if g∈C⊥f and reject
otherwise.
M. Kiwi / Theoretical Computer Science 299 (2003) 81–106 87
Observe that the test always accepts when f belongs to C. Particular choices of the
code C and the distribution by which dual codewords are sampled will give rise to
speci1c tests.
In the PCP context we are usually interested in tests that can be implemented with
very few queries to the oracle function. In the context of self-testing programs we are
not so much concerned with restricting the number of queries. But, we require that the
running time of the overall procedure be faster than that of any correct program for
computing the function represented by the oracle. Furthermore, it is typically required
that the sampling procedure be eRcient, i.e., that it should be possible to sample in
time which is polynomial in the size of the input to the oracle function. Thus, the
more interesting instances of the generic duality test are those in which the sampling
distribution assigns positive probability only to codewords of small support=weight. For
these sampling distributions the duality test’s decision of whether to accept or reject
requires making a small number of queries to the oracle function and performing a
small amount of computation.
We will see that the weight distribution of a code is 1xed once we know the weight
distribution of its dual. Thus, by performing the duality test we gain information on
how much the weight distribution of Cf deviates from that of C. In particular, we
gain some information about the minimum weight of Cf\C. This minimum weight,
normalized by the block length of C, is the distance from f to the nearest function
represented by a codeword in C. The generic duality test will be a “good” test if
the larger the fraction of values of f that have to be modi1ed in order to obtain a
codeword in C, the smaller the probability of sampling a codeword from C⊥ that also
belongs to C⊥f .
3. Analysis of the generic duality test
In this section, we show that casting the testing problem in a coding theory setting
also provides us with tools to study some of the tests that 1t into our framework. These
tools arise from the theory of weight distributions of codes. This theory describes the
relation between the weight distribution of a code and the one of its dual through
the celebrated MacWilliams Theorems [26]. The results that we will derive require
some knowledge about a family of polynomials called Krawtchouk polynomials. For
the sake of the reader’s convenience Section 3.1 discusses theses polynomials. We
state a version of the MacWilliams Theorems in Section 3.2. In Section 3.3, we prove
some general useful results, in particular the Duality Testing Lemma. These results
will enable us to fully analyze some of the tests that 1t into our framework.
3.1. Krawtchouk polynomials
In the sequel, we describe the properties of Krawtchouk polynomials that we use in
the remaining part of this work. For additional facts about these polynomials we refer
the reader to [27, Chapter 5, Section 7] and [38, Chapter 1, Section 2].
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Denition 3. For any integer N¿0, the Krawtchouk polynomial Kk(x;N; q) is such
that for any real number x,
Kk(x;N; q) = Kk(x) =
k∑
j=0
(−1)jk−j
(
x
j
)(
N − x
k − j
)
; k = 0; 1; : : : ; N;
where the binomial coeRcient ( xj ) denotes the degree j polynomial x(x − 1) · · · (x −
j + 1)=j!.
Clearly, Kk(x) is a polynomial of degree k in x. Its leading coeRcient is (−q)k =k!.
Also, K0(x)= 1, K1(x)= N−qx, and 2K2(x)= q2(x−N=q)2+q(−1)(x−N=q)−N .
The generating function for the sequence K0(x);K1(x); : : : is
∞∑
k=0
Kk(x)zk = (1 + z)N−x(1− z)x: (3)
If x is an integer with 06x6N the upper limit of summation can be replaced by N .
Rearranging the binomial coeRcients in De1nition 3 shows that if i and j are non-
negative integers,
i
(
N
i
)
Kj(i)= j
(
N
j
)
Ki(j): (4)
Special properties of Krawtchouk polynomials let us express a polynomial P(x) of
degree k as a linear combination of K0(x);K1(x); : : : ;Kk(x). Formally:
Theorem 4 (see [27, Chapter 5, Section 7]). If P(x) is a degree k polynomial in x;
then
P(x) =
k∑
j=0
cj(P)Kj(x); where cj(P) = q−N
N∑
i=0
P(i)Ki(j):
The coe8cient cj(P) is called the jth coe8cient in the Krawtchouk polynomial
expansion of P(x).
Remark 5. Let the random variable X be distributed as a Binomial (N; =q) (the dis-
tribution of the sum of N independent identically distributed {0; 1}-random variables
with expectation =q). By (4), we have the following identities for the coeRcients in
the Krawtchouk expansion of the polynomial P:(
N
j
)
jcj(P) =
N∑
i=0
(
N
i
)(

q
)i (1
q
)N−i
P(i)Kj(i) = E[P(X )Kj(X )]:
For the sake of future reference, recall that the kth moment about the mean of the
random variable X is ,k =E[(X − N=q)k ]. Hence, in our case ,1 = 0, ,2 =N=q2,
,3 =−N(− 1)=q3, ,4 = 3N 22=q4 + N(1− 6=q2)=q2, and ,5 =−10N 22(− 1)=q5 −
N(− 1)(1 + 12=q2)=q3.
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3.2. MacWilliams Theorems
We saw that the Hamming weight, or simply the weight, of a codeword equals the
number of its nonzero coordinates. We denoted by Ai(C), the number of codewords of
weight i in C. The Hamming weight enumerator of the code C of block length N is
WC(x; y) =
N∑
i=0
Ai(C)xN−iyi:
Note that the Hamming weight enumerator of a code tells us everything about its
weight distribution, i.e., it completely determines (A0(C); : : : ; AN (C)). The surprising
fact is that if C is a linear code, then the weight enumerator of the dual code C is
completely determined by the weight enumerator of C itself. In fact, it is given by a
linear transformation of the weight enumerator of C.
Theorem 6 (MacWilliams Theorem for linear codes; see [27;Chapter 5; Theorem 13]).
If C is a linear code over Fq, then
WC⊥(x; y) =
1
|C|WC(x + y; x − y):
Corollary 7. If C is a linear code over Fq of block length N; then for k ∈{0; : : : ; N}
Ak(C⊥) =
1
|C|
N∑
i=0
Ai(C)Kk(i):
Proof. Setting x=1 in the MacWilliams theorem for linear codes implies that
N∑
k=0
Ak(C⊥)yk =
1
|C|
N∑
i=0
Ai(C)(1 + y)N−i(1− y)i :
Since (3) implies that (1 + y)N−i(1 − y)i = ∑Nk=0 Kk(i)yk , the corollary follows by
equating the RHS and LHS coeRcients of yk in the expression above.
3.3. The Duality Testing Lemma
The theory discussed in the preceding sections can be used to analyze tests. To show
this, we 1rst develop some general useful results.
Proposition 8. Let P(x) be a degree k polynomial and let cj(P) be the jth coe8cient
in the Krawtchouk polynomial expansion of P(x). Then; for every linear code C of
block length N
k∑
j=0
cj(P)Aj(C⊥) =
1
|C|
N∑
i=0
Ai(C)P(i) = Eg∈RC[P(wt(g))]:
90 M. Kiwi / Theoretical Computer Science 299 (2003) 81–106
Proof. The second equality is obvious. To prove the 1rst identity recall that by
Theorem 4 we know that P(i)=
∑k
j=0 cj(P)Kj(i). Multiplying both sides of the pre-
vious expression by Ai(C), summing over i∈{0; : : : ; N}, and dividing by |C| we get
1
|C|
N∑
i=0
Ai(C)P(i) =
k∑
j=0
cj(P)
(
1
|C|
N∑
i=0
Ai(C)Kj(i)
)
:
Corollary 7 implies that the inner summation on the RHS is Aj(C⊥).
Recall that Cf denotes the smallest linear code containing both C and the word
representing the function f :Fnq →Fq. The following lemma gives expressions for the
number of codewords in C⊥ that are not in C⊥f .
Lemma 9 (Duality Testing Lemma). Let P(x) be a polynomial of degree k and let
cj(P) be the jth coe8cient in the Krawtchouk polynomial expansion of P(x). Then;
for any linear code C of block length N and every f∈FNq
k∑
j=0
cj(P)(Aj(C⊥)− Aj(C⊥f )) =

q
Eg∈RC[P(wt(g))− P(wt(f − g))]: (5)
Proof. Two applications of Proposition 8 yield
k∑
j=0
cj(P)(Aj(C⊥)− Aj(C⊥f )) = Eg∈RC[P(wt(g))]− Eg∈RCf [P(wt(g))]:
From Cf’s de1nition and since C is a linear code,
Cf = {%f − &g | g ∈ C and %; & ∈ F; % = 0} ∪ C:
Moreover, if % =0, then wt(%f − &g)=wt(f − (&=%)g). Thus,
Eg∈RCf [P(wt(g))] = (=q)Eg∈RC [P(wt(f − g))] + (1=q)Eg∈RC [P(wt(g))]:
The lemma follows.
Inclusion and closure under linear combinations of f in C has an eTect on C⊥
which is captured by the LHS of (5) while the eTect on the weight distribution of C
is captured by the RHS of the same equation. The usefulness of the Duality Testing
Lemma in the context of testing is that one might be able to, for some 1xed polynomial
P, estimate the LHS of (5) and thus gain some information about the RHS of (5).
The LHS is estimated (if possible) by designing a test whose rejection probability is
an approximation of the LHS term. The RHS gives information about how far away
f is from the underlying code C.
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Corollary 10. Let P(x) be a polynomial of degree k and C be a linear code of block
length N. If C⊥ does not have codewords of weight i∈{1; : : : ; k} then; for every
f∈FNq
Eg∈RC[P(wt(f − g))] = Eg∈RC[P(wt(g))]:
Proof. Observe that in this case Ai(C⊥)=Ai(C⊥f ) for all i∈{0; : : : ; k} and apply the
Duality Testing Lemma.
4. New and old tests: A coding theory viewpoint
In this section, we illustrate how to interpret known tests and formulate new ones
in the setting put forth in Section 2.2. We then discuss a test that has received a
considerable amount of attention in the PCP literature; the low total-degree test. We
will show that the coding theoretic setting we have proposed can be extended in order to
capture the low total-degree test. We begin by illustrating how our framework captures
the simplest tests known.
4.1. Testing Hadamard-like codes
One of the most basic questions that arises in testing is that of testing for linearity.
As mentioned in Section 1, the seminal paper of Blum et al. [13] proposed a linearity
test, the BLR test, and analyzed it. (Actually, the BLR test checks whether a function
is a group homomorphism. In some cases, this is equivalent to verifying linearity.)
Recall that in the BLR test one is given oracle access to a function f mapping a
1nite group G into another group H . One is charged for each oracle call and wants
to test that f is close (in relative distance) to a group homomorphism. To do so, one
performs the following test:
BLR Test : Pick u; v∈G at random; query the oracle to obtain f(u); f(v);
f(u+ v); and accept if and only if f(u) + f(v)=f(u+ v):
In the remaining part of this section, we discuss a couple of problems related to the
BLR test.
Testing punctured Hadamard codes: The particular case of the BLR test where
G=Fn2 and H =F2 is of relevance in the construction of PCPs and the proof of
hardness of approximation results (see [8] for a thorough discussion). In this case,
being a group homomorphism is equivalent to being linear. Consider the more general
problem of testing whether a function f : S ⊆Fn2 →F2 to which we have oracle access
is linear. The framework proposed in Section 2.2 suggests a way of addressing this
problem. Indeed, perform the following test:
Punctured Hadamard code test: Let S ⊆Fn2 and C be the code whose elements are of
the form (l(u) : u∈ S) where l : S→F2 is linear. Randomly choose a dual codeword
∈C⊥ of weight three. Then, accept if ∈C⊥f and reject otherwise.
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The name of the test is due to the fact that the code C is obtained from a Hadamard
code [27, Chapter 2, Section 3] by a process called puncturing, i.e., deleting one or
more coordinates from each codeword of C. The Hadamard code test corresponds to
the special case of the punctured Hadamard code test where S =Fn2 .
We now give an equivalent interpretation of the punctured Hadamard code test. If
=(u : u∈ S) has support {u; v; w}⊆ S, by de1nition of C⊥, we have that ∈C⊥ if
and only if l(u) + l(v) + l(w)= 0 for every linear function l :Fn2 →F2. Equivalently,
∈C⊥ if and only if u+ v+w= 0. Similarly, it can be shown that ∈C⊥f if and only
if ∈C⊥ and f(u) +f(v) +f(w)= 0. In other words, the punctured Hadamard code
test randomly selects distinct u; v; w∈ S such that u + v + w= 0 and veri1es whether
f(u) + f(v) + f(w)= 0. When S =Fn2 , this is almost equivalent to performing the
BLR test when the underlying groups are G=Fn2 and H =F2.
1
We now discuss why in the punctured Hadamard code test the sampling distribution
only picks codewords of weight three. Note that both C⊥ and C⊥f always have one
codeword of weight zero and no codeword of weight two. Since independent of f, both
C⊥ and C⊥f have the same number of weight zero and two codewords, there is no point
in sampling from those codewords. Also, note that C⊥ has at most one codeword of
weight one, namely the codeword whose coordinate indexed by 0∈GF(2)n is nonzero.
The same codeword is in C⊥f if and only if f(0)= 0. Every linear function is zero
at 0. Thus we might as well assume that the oracle function takes the value zero at 0
rather than bother to check whether this holds by choosing the weight one codeword in
C⊥. We are left with the option of sampling codewords in C⊥ of weight at least three.
In order to minimize the number of queries and the time required to perform the test,
the Hadamard code test samples only those codewords of C⊥ that have weight three.
Linearity testing over =nite =elds: Assume now we have oracle access to a function
f :Fnq →Fq. We are interested in determining whether f is linear, i.e., whether f(u+
v)=f(u) + f(v) for all u; v∈Fnq and f(u)= f(u) for all ∈Fq and u∈Fnq . The
framework presented in Section 2.2 naturally suggests performing the following test:
Extended linearity test: Let C be the collection of words of the form (l(u) : u∈Fnq )
where l :Fnq →Fq is linear. Randomly choose a dual codeword ∈C⊥ of weight
three. Then, accept if ∈C⊥f and reject otherwise.
Let us have a closer look at what the extended linearity (EL) test is doing. First
observe that if the support of =(u : u∈Fnq ) is {u; v; w}, then by de1nition of C⊥,
we have that ∈C⊥ if and only if ul(u) + vl(v) + wl(w)= 0 for every Fq-valued
linear function over Fnq . Equivalently, ∈C⊥ if and only if uu + vv + ww= 0.
Similarly, ∈C⊥f if and only if ∈C⊥ and uf(u) + vf(v) + wf(w)= 0. Hence,
the test randomly picks distinct u; v; w∈Fnq and nonzero scalars u; v; w ∈Fq such that
1 It is not exactly the BLR test since it never checks whether f(u) + f(v)=f(u + v) when u; v; u + v
are not all distinct. In contrast, the BLR test might perform such checks. But, with a negligible probability.
To be precise, with a probability of O(1=2n). Hence, a given oracle function has approximately the same
rejection probability under the Hadamard code test and the BLR test.
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uu + vv + ww= 0. The test rejects if uf(u) + vf(v) + wf(w) =0 and accepts
otherwise. Clearly, the test always accepts a linear function.
We leave to the reader to justify the choice of sampling procedure in the EL test.
Note that for the particular case where q=2 the EL test and the Hadamard code
test are the same. Hence, in the case that q=2, the EL test is essentially equivalent
to the BLR test when the underlying groups are G=GF(2)n and H =GF(2).
4.1.1. Analyses of Hadamard-like code tests
First, we need to introduce a notion of distance, denoted as Dist(f; g), between two
functions f and g de1ned over the same domain. We de1ne it as the fraction of places
in which f and g diTer. Formally, Dist(f; g)=Pru[f(u) = g(u)], where the probability
is taken over the choices of elements in the domain of f.
Hadamard code & punctured Hadamard code test: As pointed out before, imple-
menting the Hadamard code test is essentially equivalent to performing the BLR test
when the oracle function’s domain and range are Fn2 and F2, respectively. This case
was exhaustively analyzed in [8] using discrete Fourier analysis techniques. Similarly,
given access to the function f : S ⊆Fn2 →F2 the punctured Hadamard code test consists
(almost) in randomly choosing u; v∈ S and verifying whether f(u) + f(v)=f(u+ v)
if u+ v∈ S. 2 This latter test was analyzed in [24, Chapter 2] using arguments similar
to those of [8] also based in discrete Fourier analysis techniques. The coding theoretic
approach taken here generalizes the discrete Fourier analysis technique introduced by
Bellare et al. [8]. Rewriting the discrete Fourier based analyses in the language used
in this work yields the following
Lemma 11. Let S ⊆Fn2 and de=ne
’(S) =
1
|F2|2n {(u; v; w) ∈ S × S × S|u+ v+ w = 0}:
For every f : S ⊆Fn2 →F2 the probability that the punctured Hadamard code test
rejects f is
Rej(f) =
1
2
(
1− (|S|=|F
n
2 |)3
’(S)
∑
l
(1− 2DistS(f; l))3
)
− O
(
1
|S|
)
¿
(|S|=|Fn2 |)2
’(S)
(
DistS(f)− 12
)
+
1
2
− O
(
1
|S|
)
;
where the summation is over the linear functions l :Fn2 →F2; DistS(f; l)=
Pru∈RS [f(u) = l(u)]; and DistS(f) is the distance from f to the nearest linear function
l : S ⊆Fn2 →F2.
2 The “almost” is due to the fact that a given oracle function is accepted with a probability similar to
within an O(1=|S|) additive term of the acceptance probability of the punctured Hadamard code.
94 M. Kiwi / Theoretical Computer Science 299 (2003) 81–106
A consequence of the Summation Lemma [8, 25] is that among all subsets S ⊆Fn2 of
cardinality m, the quantity ’(S) is maximized when S is the set of the lexicographically
smallest m elements in Fn2 . In some sense, ’(S) measures how close S is to being a
subspace. Thus, the closer the set S is to a subspace, the better the lower bound of
Lemma 11. This validates the intuition that the more the number of constraints of the
form (u; v; u+ v)∈ S × S × S, the better the punctured Hadamard test should perform.
Recalling that the Hadamard code test is a particular version of the punctured
Hadamard code test we get the following:
Corollary 12. For every f :Fn2 →F2 the probability that the Hadamard code test
rejects f is
Rej(f) =
1
2
(
1−
∑
l
(1−2Dist(f; l))3
)
− O
(
1
|F2|n
)
¿ Dist(f)− O
(
1
|F2|n
)
;
where the summation ranges over all the linear functions l :Fn2 →F2 and Dist(f) is
the distance from f to the nearest linear function l :Fn2 →F2 .
Proof. Take S =Fn2 in Lemma 11 and observe that ’(F
n
2 )= 1.
Extended linearity test: Recall that in this test we assume we are given oracle
access to a function f :Fnq →Fq. We let C be the collection of codewords of the
form (l(u) : u∈Fnq ) where l :Fnq →Fq is linear. Note that the collection of functions
{l/ :Fnq →Fq | /∈Fnq ; l/(x)=
∑n
i=1 /ixi} is the set of all linear functions over Fnq . In
particular it follows that the cardinality of C is qn. The test consists in randomly
choosing a dual codeword ∈C⊥ of weight three, accepting if ∈C⊥f and rejecting
otherwise. As usual, we denote by Rej(f) the probability that the test rejects and by
Dist(f) the distance from f to its nearest linear function.
Lemma 13. For every f :Fnq →Fq;
Rej(f) =

q
−
(
q

)2 ∑
l
(

q
− Dist(f; l)
)3
− O
(
1
qn
)
;
where the summation is over all linear functions l :Fnq →Fq.
Proof. We restrict our discussion to the case where f(0)= 0. The general case follows
immediately since modi1cation of any one value taken by f can produce an O(1=qn)
change in Rej(f).
Let N = qn. Note that A0(C⊥f )=A0(C
⊥), A1(C⊥f )=A1(C
⊥). Now, let Pk(x)= ck(x−
N=q)k , where ck =(−q)k =k!. Since Pk(x) and Kk(x) have the same leading term, the
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kth coeRcient in the Krawtchouk expansion of Pk(x), i.e., ck(Pk), is equal to 1. Thus,
by the Duality Testing Lemma
c2(P3)(A2(C⊥)− A2(C⊥f )) + (A3(C⊥)− A3(C⊥f ))
=

q
Eg∈RC[P3(wt(g))− P3(wt(f − g))]:
Since Rej(f)= 1− A3(C⊥f )=A3(C⊥), we conclude that
Rej(f) =

q
1
A3(C⊥)
Eg∈RC[P3(wt(g))− P3(wt(f − g))]
− c2(P3) 1A3(C⊥) (A2(C
⊥)− A2(C⊥f )): (6)
Since, 2K2(x)= q2(x − N=q)2 + q(− 1)(x − N=q)− N , Remark 5 implies that
c2(P3) =
c3
2
(N
2
)
2
(q2,5 + q(− 1),4 − N,3);
where ,i is the ith moment about the mean of a Binomial(N; =q). Again, from
Remark 5 we know that ,3 =O(N=q) and ,4; ,5 =O(N 2=q2), it follows that |c2(P3)|=
O(q). Furthermore, A2(C⊥f )6A2(C
⊥)6N2 and A3(C⊥f )6A3(C
⊥)=N 23=3!−O(Nq3).
Thus, the second term in the RHS of (6) is O(1=N )=O(1=qn).
Note that in C there is one codeword of weight 0 and N − 1 codewords of weight
N=q. Hence, Eg∈RC[P3(wt(g))]=−c3N 23=q3. Moreover, since wt(f−g)=NDist(f; g)
and |C|=N ,
Eg∈RC[P3(wt(f − g))] = c3N 3Eg∈RC[(Dist(f; g)− =q)3]
= −c3N 2
∑
l∈C
(

q
− Dist(f; l)
)3
:
Putting everything together we conclude that
Rej(f) =
−c3N 2
A3(C⊥)

q
((

q
)3
−
∑
l∈C
(

q
− Dist(f; l)
)3)
− O
(
1
qn
)
:
Recalling that c3 = (−q)3=3! and A3(C⊥)=N 23=3!−O(Nq3), a simple algebraic ma-
nipulation yields the desired result.
Lemma 14. For every f :Fnq →Fq; Rej(f)¿Dist(f)− O(1=qn).
Proof. Again it suRces to prove the result for the case in which f(0)= 0. The general
case follows immediately. As usual let N = qn. The expected fraction of places where a
randomly chosen linear function agrees with f is at least (1−1=N )=q points. There must
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be a linear function that agrees with f in such a fraction of points. Thus, Dist(f)6=q.
Hence, from Lemma 13 we get that
Rej(f)¿

q
−
(
q

)2( 
q
− Dist(f)
)∑
l∈C
(

q
− Dist(f; l)
)2
− O
(
1
qn
)
:
To conclude, it suRces to show that
∑
l∈C (=q− Dist(f; l))26(=q)2.
As in the proof of Lemma 13 let ck =(−q)k =k! and Pk(x)= ck(x − N=q)k . Recall
that ck(Pk)= 1 and observe that
∑
l∈C
(

q
− Dist(f; l)
)2
=
1
c2N
Eg∈RC[P2(wt(f − g))]:
Since c2(P2)= 1, A0(C⊥f )=A0(C
⊥), A1(C⊥f )=A1(C
⊥), and A2(C⊥f )6A2(C
⊥), by the
Duality Testing Lemma, Eg∈RC[P2(wt(f − g))]6Eg∈RC[P2(wt(g))]. In C there is one
codeword of weight 0 and N−1 codewords of weight N=q. Hence, Eg∈RC[P2(wt(g))]=
c2N2=q2. Putting everything together proves the claimed inequality.
The following lower bound complements Lemma 14. Its proof is based on an argu-
ment used in [10] in obtaining an improved lower bound for the BLR test when the
underlying 1eld is GF(2).
Proposition 15. For every f :Fnq →Fq,
Rej(f)¿ 3Dist(f)
(
1− q

Dist(f)
)
− O
(
1
qn
)
:
Proof. Let l be the closest linear function to f (ties broken arbitrarily). Observe that
the zero function is the closest linear function to f− l and that Rej(f)=Rej(f− l).
Thus, without loss of generality we may assume that l is the zero function. Note that
Rej(f)=Pr[uf(u) + vf(v) + wf(w) =0]−O(1=qn), where the probability is taken
over the choices of the nonzero scalars u; v; w ∈Fq and the points u; v∈Fnq , and
where w is the unique solution of uu + vv + ww= 0. Thus, partitioning according
to how many of the values f(u); f(v); f(w) are nonzero we get
Rej(f)¿ 3Pr[uf(u) + vf(v) = 0; f(u) = 0; f(v) = 0; f(w) = 0]
+ 3Pr[f(u) = 0; f(v) = 0; f(w) = 0]− O(1=qn):
It follows that,
Rej(f)¿−3Pr[uf(u) + vf(v) = 0; f(u) = 0; f(v) = 0; f(w) = 0]
+ 3Pr[f(u) = 0; f(v) = 0]− O(1=qn):
The second term in the latter inequality’s RHS equals 3Dist(f)(1− Dist(f)) and the
1rst term is at least −3Pr[uf(u)+vf(v)= 0; f(u) =0; f(v) =0]=−3Dist(f)2=. The
claim follows.
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4.2. Low-degree tests
The Hadamard code test was used in [3] to show that NP languages have proba-
bilistic time veri1cation procedures that use a polynomial number of random bits and
require constant number of oracle queries. This result is far from optimal. Indeed, also
in [3], it is shown that a logarithmic number of random bits suRces. To establish this
latter result, the low total-degree test was introduced. In this section, we give a new
interpretation of this test. This interpretation is achieved through an extension of the
framework discussed in Section 2. Let us begin by describing some of the low-degree
tests that led to the total-degree test.
The basic univariate test: Here the scenario is such that we have oracle access to a
function f :Fq→Fq. We want to test whether f belongs to the set Pd of polynomials
from Fq to Fq of total degree d. We now describe a very simple test that achieves
this goal.
Basic univariate test [34]: Randomly pick d + 2 distinct x0; : : : ; xd+1 in Fq. Then,
accept if there exists a polynomial in Pd that agrees with f on x0; : : : ; xd+1 and
reject otherwise.
In contrast, our coding theoretic approach suggests performing the following test
(we give the test the same name for reasons that will shortly be explained):
Basic univariate test: Let C be the code whose elements are of the form (p(x) : x∈
Fq) where p ranges over Pd. Randomly choose a dual codeword ∈C⊥ of weight
d+ 2. Then, accept if ∈C⊥f and reject otherwise.
Clearly, both tests always accept polynomials of degree d.
Theorem 16. Both versions of the basic univariate test are equally likely to reject
when they have access to the same oracle function.
We start by proving some intermediate results. First, for x0; : : : ; xj ∈Fq, let
M (x0; : : : ; xj) =


1 1 : : : 1
x0 x1 : : : xj
x20 x
2
1 : : : x
2
j
...
...
. . .
...
xd0 x
d
1 : : : x
d
j


:
Lemma 17. Let q¿d+1. Let C be the code whose elements are of the form (p(x) : x∈
Fq) where p ranges over Pd. Let x0; : : : ; xj be distinct elements of Fq. If 0¡j¡d+ 1
there are no codewords in C⊥ with support {x0; : : : ; xj}. If j=d+1; there are exactly
= q− 1 codewords in C⊥ with support {x0; : : : ; xd+1}.
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Proof. Let M =M (x0; : : : ; xj). Observe that the 1rst min{j+1; d+1} rows of M form
a Vandermonde matrix. It is well known that Vandermonde matrices are full rank. It
follows that the row rank of M is at least min{j + 1; d + 1}. Since the column and
row rank of a matrix are equal and at most the minimum of its number of rows and
columns, the rank of M equals min{j+ 1; d+ 1}. It follows that the kernel of M has
dimension 0 and 1 if j¡d + 1 and j=d + 1, respectively. In the former case, M ’s
kernel contains no elements, while in the latter case it has q elements  of which are
nonzero (and none of them can have a 0 in any of their coordinates). Hence, there
are no codewords =(x : x∈Fq)∈C⊥ with support {x0; : : : ; xd+1}, since otherwise
(x : x∈{x0; : : : ; xd+1}) would be in M ’s kernel. Moreover, when j¡d+ 1 there are 
codewords =(x : x∈Fq)∈C⊥ with support {x0; : : : ; xj}, each one corresponding to
one of the  nonzero elements (x : x∈{x0; : : : ; xj}) of M ’s kernel.
Lemma 18. Let q¿d+1. Let f :Fq→Fq and let C be the code whose elements are of
the form (p(x) : x∈Fq) where p ranges over Pd. Let x0; : : : ; xd+1 be distinct elements
of Fq. Then; there exists a polynomial in Pd that agrees with f on x0; : : : ; xd+1 if and
only if every dual codeword in C⊥ with support {x0; : : : ; xd+1} belongs to C⊥f .
Proof. Let =(x : x∈Fq)∈C⊥ be a word with support {x0; : : : ; xd+1}. An argument
similar to the one used to prove Lemma 17 shows that ∈C⊥f if and only if

f(x0) f(x1) : : : f(xd+1)
1 1 : : : 1
x0 x1 : : : xd+1
x20 x
2
1 : : : x
2
d+1
...
...
. . .
...
xd0 x
d
1 : : : x
d
d+1




x0
x1
...
xd+1

 = 0:
Denote by Mf the matrix in the previous expression. Let M be the matrix obtained by
removing the 1rst row from Mf. In the proof of Lemma 17, we showed that the rank
of M is d+1. It follows that Mf is full rank if and only if its 1rst row is not a linear
combination of its last d+1 rows. From this statement we can derive two claims. The
1rst one states that Mf is full rank if and only if f does not agree on x0; : : : ; xd+1 with
a polynomial in Pd. The second claim says that ∈C⊥f if and only if Mf is not full
rank. The lemma follows.
Lemmas 17 and 18 immediately imply Theorem 16.
We now discuss why in the second version of the basic univariate test the sampling
procedure only picks codewords of weight d+ 2. Note that both C⊥ and C⊥f always
have one codeword of weight zero and no codewords of weight 1; : : : ; d + 1. Thus,
independent of f, both C⊥ and C⊥f have the same number of weight 0; : : : ; d + 1
codewords. We are left with the option of sampling codewords in C⊥ of weight
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at least d + 2. In order to minimize the number of queries and the time required
to perform the test, only weight d+ 2 codewords of C⊥ are sampled.
It was observed in [34] that from the point of view of testing, the basic univariate
test is not very useful. The reason being that performing it is essentially equivalent to
computing a polynomial of degree d. Nevertheless, understanding of the basic univariate
test makes it easier to describe and study the test for multivariate polynomials discussed
below.
The (d + 2)-Point Test: Here the scenario is such that we have oracle access to
a function f :Fnq →Fq. We want to test whether f is a multivariate polynomial of
total degree d. We now describe a natural extension of the basic univariate test which
works for multivariate polynomials. First, we introduce some more notation. We let
Pd; n denote the set of polynomials from Fnq to Fq of total degree at most d. When
n=1 we drop the second subindex from Pd;1. We say that the set L is a line in Fnq if
it is a collection of points of the form {u+ tv∈Fnq | t ∈Fq} where u; v∈Fnq and v = 0.
The family of all lines in Fnq will be denoted by Ln.
(d + 2)-point test [33]: Randomly pick a line L∈Ln and d + 2 distinct points
x0; : : : ; xd+1 ∈L. Then, accept if there exists a univariate polynomial in Pd that agrees
with f on x0; : : : ; xd+1 and reject otherwise.
Remark 19. Observe that when n=1 the (d + 2)-point test is simply the basic uni-
variate test. Moreover, denoting by f|L the restriction of f to the line L∈Ln, the
(d+2)-point test can be understood as randomly selecting a line L in Fnq and perform-
ing a basic univariate test on the oracle function f|L.
In contrast, our coding theoretic approach to the testing problem suggests performing
the following test to determine whether f is a multivariate polynomial of total degree
d (we give the test the same name for reasons that will shortly be explained, but the
attentive reader might easily guess):
(d+2)-point test: Let C be the code whose elements are of the form (p(x) : x∈Fnq )
where p ranges over Pd; n. Randomly choose a dual codeword ∈C⊥ of weight
d+ 2.
Then, accept if ∈C⊥f and reject otherwise.
Clearly, both tests always accept polynomials in n variables of total degree d.
We now show that both tests are equivalent, i.e.,
Theorem 20. Both versions of the (d+ 2)-point test are equally likely to accept the
same oracle function.
In order to formally state our result, let p0(·); : : : ; pm−1(·), be all the monic mono-
mials over Fnq of total degree at most d. Say that x0; : : : ; xj−1 ∈Fnq are collinear
if there exists a; b∈Fnq , b =0, and scalars t0; : : : ; tj−1 ∈Fq such that xi = a + tib for
every i∈{0; : : : ; j − 1}. Furthermore, for x∈Fnq let  (x)= (p0(x); : : : ; pm−1(x))T.
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The following two lemmas as well as their proofs are generalizations of Lemmas
17 and 18. Their derivation are tedious exercises, thus we omit them.
Lemma 21. Let q¿d+1. Let C be the code whose elements are of the form (p(x) : x∈
Fq) where p ranges over Pd; n. Let x0; : : : ; xj be distinct elements of Fnq . If 0¡j¡d+1
there are no codewords in C⊥ with support {x0; : : : ; xj}. If j=d+1 and {x0; : : : ; xd+1}
are contained in a line L of Ln; then there are exactly = q − 1 codewords in C⊥
with support {x0; : : : ; xd+1}.
Lemma 22. Let q¿d+1. Let f :Fnq →Fq and let C be the code whose elements are
of the form (p(x) : x∈Fnq ) where p ranges over Pd; n. Let L be a line in Ln and
x0; : : : ; xd+1 be distinct elements of L. There exists a univariate polynomial in Pd that
agrees with f on x0; : : : ; xd+1 if and only if every dual codeword in C⊥ with support
{x0; : : : ; xd+1} belongs to C⊥f .
Assuming that the two stated versions of the (d+2)-point test access the same oracle
function, from Lemmas 21 and 22, it follows that both accept with equal probability.
The low total-degree test: The scenario we consider is similar to the one we had in
the (d+2)-point test. Indeed, we again are given oracle access to a function f :Fnq →Fq.
We want to test whether f is a multivariate polynomial of total degree d. We use the
same notation introduced when we described the (d + 2)-point test. Furthermore, for
every L∈Ln we let Pf;L :L⊆Fnq →Fq denote the total degree d polynomial which most
agrees with the restriction of f to L (ties are broken arbitrarily). The diTerence with
the scenario we encountered in the (d+2)-point test is that we also have oracle access
to a table containing an encoding of the polynomials Pf;L for every L∈Ln. (That is,
we can specify L∈Ln and in one step are returned and encoding of Pf;L.)
Low total-degree test [3]: Randomly pick a line L∈Ln and a point x∈L. Then,
accept if f(x)=Pf;L(x) and reject otherwise.
Clearly, the low total-degree test always accepts if f is a polynomial of total
degree d.
There is something that distinguishes the low total-degree test from all the tests we
have encountered so far. That is, in the low total-degree test we are given oracle access
to two tables. One for the function f and another one for the list of polynomials
Pf;L for L∈Ln. This does not seem to 1t the framework developed in Section 2.
Nevertheless, below we describe a reformulation of the low total-degree test in purely
coding theoretic terms.
First we need to introduce some additional notation. Let N = qn. Let L be a line
in Fnq and C⊆FNq be a code whose codewords coordinates are indexed by the el-
ements of Fnq . Let CL denote the collection of codewords of C whose support is
contained in L and where in addition the codewords coordinates indexed by ele-
ments of Fnq \L have been omitted (punctured). Formally, if ’L :FNq →Fqq is such that
’L((xu : u∈Fnq ))= (xu : u∈L) then
CL = {’L(x) | x ∈ C; supp(x) ⊆ L}:
Note that CL is a code of block length |L|= q.
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Henceforth, instead of (Cf)L or (C⊥f )L we write Cf;L and C
⊥
f;L, respectively. Recall
that the weight of a code C is the minimum weight codeword in C, and is denoted as
wt(C). We de1ne the relative minimum weight of a code C, denoted as 8wt(C), as
the weight of the code C divided by its block length.
The following is a simple but key observation.
Lemma 23. Let C be the code whose elements are of the form (p(x) : x∈Fnq ) where
p ranges over Pd; n. For every function f :Fnq →Fq:
• The minimum (relative) distance of f to its closest n-variate total degree d poly-
nomial is Dist(f)= 8wt(Cf\C).
• The probability that the low-total degree test rejects the claim “f is an n-variate
total degree d polynomial ” is Rej(f)=EL∈RLn[8wt(Cf;L\CL)].
Proof. If f is an n-variate total degree d polynomial the stated lemma is trivial since
in this case Cf =C and Cf;L =CL (recall that by the convention we adopted the weight
of the empty code is zero).
Assume f is not an n-variate total degree d polynomial. Let p∈Pn; d be the clos-
est polynomial to f. Observe that there is a codeword g∈Cf\C that represents the
function f − p. But, the weight of g divided by C’s block length equals Dist(f).
Hence, Dist(f)¿8wt(Cf\C). Let g be a function represented by one of the code-
words in Cf\C. Hence, g=%f+&p for some p∈Pn; d and %; &∈Fq where % =0. Let
p′=−(&=%)p and observe that p′ ∈Pn; d and wt(g)=wt(f−p′). Thus, the weight of g
divided by the block length of C is equal to the fraction of places where f and p′ diTer.
It follows that Dist(f)68wt(Cf\C).
To prove the second equality, observe that the fraction of elements of a line L in
which f|L and Pf;L diTer is exactly the relative minimum weight of the code Cf;L\CL.
4.2.1. Analysis of the basic univariate test
Let f :Fq→Fq denote the function to which we have oracle access. We want to
determine whether f belongs to Pd. Recall that this test randomly picks d+2 distinct
points in Fq. Then, it accepts if there exists a univariate polynomial in Pd that agrees
with f on the d+2 points, and rejects otherwise. As usual, we denote by Rej(f) the
probability that the test rejects f and by Dist(f) the distance from f to its closest
polynomial in Pd.
Lemma 24. Let q¿d+1 and Cd = qd+2=((d+2)!( qd+2)). Let Q(x) be the polynomial
over the reals that at x takes the value x
∏d
i=0 (x − (q − i)=q). For every f :Fq→Fq
the probability that the (d+ 2)-point test rejects f is
Rej(f) = (−1)d+1Cd
∑
p∈Pd
Q(Dist(f;p)):
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Proof. Let C be the collection of codewords of the form (p(x) : x∈Fq) where p varies
over Pd. From Lemma 17 we know that C⊥ does not have codewords of weight
i∈{1; : : : ; d+1}. It follows that the same holds for C⊥f . Hence, Ai(C⊥)=Ai(C⊥f ) for
every i∈{0; : : : ; d+ 1}.
Let R(x) denote the d+2 degree polynomial de1ned over the reals which at x takes
the value cx
∏d
i=0 (x − q + i), where c=(−q)d+2=(d + 2)!. Since R(x) and Kd+2(x)
have the same leading term, the (d+ 2)th coeRcient in the Krawtchouk expansion of
R(x), i.e., cd+2(R), is equal to 1. Hence, by the Duality Testing Lemma
Ad+2(C⊥)− Ad+2(C⊥f ) =

q
Eg∈RC[R(wt(g))− R(wt(f − g))]:
A polynomial in Pd vanishes in either all of Fq or in at most d elements of Fq. Thus,
the weight of a codeword in C belongs to {0; q−d; : : : ; q}. Hence, for every g∈C we
have that R(wt(g))= 0. Since Rej(f)= 1− Ad+2(C⊥f )=Ad+2(C⊥)
Rej(f) = − 
q
1
Ad+2(C⊥)
Eg∈RC[R(wt(f − g))]:
But, wt(f − g)= qDist(f; g), so R(wt(f − g))= cqd+2Q(Dist(f; g)). Thus,
Eg∈RC[R(wt(f − g))] = cqd+2Eg∈RC[Q(Dist(f; g))] = cq
∑
p∈Pd
Q(Dist(f;p));
where the last equality follows since |Pd|= qd+1. The claim regarding the basic
univariate test is obtained by recalling that from Lemma 17 we know that Ad+2(C)
= ( qd+2).
We can use Lemma 24 to rederive a sharper version of a result due to Sudan [34],
albeit in a much more involved way. For completeness we include this rederivation
below. Although the result is not new, its proof is diTerent than the ones known.
Lemma 25. Let q¿d + 1. For every f :Fq→Fq; the probability that the basic
univariate test rejects the claim “f is a polynomial of degree d ” is
Rej(f)¿
q
q− (d+ 1)Dist(f):
Proof. Let Cj−2 = qj=( qj )j! and let Q
′(x) be the polynomial over the reals that
at x takes the value x
∏d
i=0 ((q− i)=q− x). By Lemma 24 we know that Rej(f)=Cd∑
p∈Pd Q
′(Dist(f;p)). Let p∈Pd and let Q′′(x) be the polynomial over the reals that
at x takes the value
∏d
i=0 ((q− i)=q−x). Note that there exists a j∈{0; : : : ; q} such that
Dist(f;p)= j=q. Hence, Q′′(Dist(f;p)) is nonnegative. Moreover, since Dist(f;p)¿
Dist(f), we conclude that Q′(Dist(f;p))¿Dist(f)Q′′(Dist(f;p)). Hence,
Rej(f)¿ CdDist(f)
∑
p∈Pd
Q′′(Dist(f;p)):
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Since |Pd|= qd+1, we get that
∑
p∈Pd Q
′′(Dist(f;p))=Ep∈RPd(Q
′′(wt(f − p))). But,
the degree of Q′′ is d+1 and, by Lemma 17, C⊥ does not have codewords of weight
{1; : : : ; d + 1}. Hence, Corollary 10 implies that the summation in the previous in-
equality does not depend on f. Thus, assuming without loss of generality that f≡ 0,
Rej(f)¿CdDist(f)
∑
p∈Pd Q
′′(Dist(0; p)). Since two distinct polynomials agree in at
most d places, every term in the latter summation is zero unless p is the zero poly-
nomial. Hence,
Rej(f)¿ CdDist(f)Q′′(0) =
Cd
Cd−1
Dist(f) =
q
q− (d+ 1)Dist(f):
Remark 26. Sudan [34] established the above stated lemma but with a 1 instead of the
q=(q−(d+1)) factor, which is strictly bigger than 1. For large 1elds, the improvement
is irrelevant.
5. Conclusion
There is a key feature in all the analyses we present. Speci1cally, they capture the
intuition that the probability with which a function fails a test for a given property
depends on how far away that function is from each function that satis1es the property
(examples of this are Lemmas 11, 13, and 24). This intuition is not elicited by the
standard arguments that have been used to analyze known tests. 3
The self-testing and PCP literature has, for the most part, focused attention on the
testing problem in the case where the oracle function’s domain is either a 1nite group
or a 1nite dimensional vector space over a 1nite 1eld. Another appealing aspect of our
approach is that to study a test we do not impose restrictions on the domain of the
oracle function to be tested (other than it should be a subset of a 1nite dimensional
space over a 1nite 1eld). This is illustrated by the analysis we provide of the punctured
Hadamard code test.
Connections between testing, PCPs, and coding theory have been pointed out before
(see for example [35]). Our main contribution is to further clarify these connections.
Our approach consists in associating to a test and an oracle function a combinatorial
object (a code). Then, we show that codes with some speci1c combinatorial char-
acteristic cannot exist. This allows us to conclude that functions at a given distance
from those that satisfy the property of interest and with some particular probability
of failing the test in point cannot exist either. Our argument does not need to make
any assumption on the magnitude of the rejection probability of the test. This explains
why the analyses we provide are meaningful even when the rejection probability is
very high. (For example, the lower bound in Lemma 14 for the EL test shows that
3 In fact, the discrete Fourier analysis based study of the BLR linearity test over GF(2), due to Bellare
et al. [8], elicits such intuition. The arguments put forth in this work reduce to discrete Fourier analysis
arguments when the underlying 1eld considered is GF(2). Thus, the techniques used in [8] are particular
versions of, not diTerent from, the techniques used in this work.
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when the rejection probability is 1 −  the distance from the oracle function to the
space of linear functions is at most 1 − .) This type of bounds rarely occur in the
low-degree testing literature. Other techniques that achieve similar bounds are due to
Arora [1] and Tardos [37] who use algebraic arguments to prove a lower bound for
a low total-degree test, but under the assumption that the underlying 1eld is of size
exponential in the degree. For the case of testing univariate polynomials, Sudan [34]
shows that such lower bounds can be obtained for the basic univariate test. Recently,
in a signi1cant breakthrough, Arora and Sudan [5] showed that, under some simple
conditions, if the low-total degree test accepts the claim “f is a polynomial of total
degree d” with a very small probability , then f must agree in approximately a 
fraction of its values with a polynomial of degree d. A result with similar characteris-
tics and consequences was independently obtained by Raz and Safra [30]. It concerns
a consistency test implying a new low degree-test.
The techniques we develop in this work have, so far, failed to give nontrivial lower
bounds for tests concerning multivariate polynomials whose total degree is not bounded
by one. This issue needs to be addressed in order to widen the applicability of this
work’s arguments. It would be specially interesting to derive an alternative proof of
the results in [5] concerning the low-total degree test based on our coding theoretic
approach to the testing problem.
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