Full configuration interaction (FCI) solvers are limited to small basis sets due to their expensive computational costs. An optimal orbital selection for FCI (OptOrbFCI) is proposed to boost the power of existing FCI solvers to pursue the basis set limit under computational budget. The method effectively finds an optimal rotation matrix to compress the orbitals of large basis sets to one with a manageable size, conducts FCI calculations only on rotated orbital sets, and produces a variational ground-state energy and its wave function. Coupled with coordinate descent full configuration interaction (CDFCI), we demonstrate the efficiency and accuracy of the method on carbon dimer and nitrogen dimer under basis sets up to cc-pV5Z. We also benchmark the binding curve of nitrogen dimer under cc-pVQZ basis set with 28 selected orbitals, which provide consistently lower ground-state energies than the FCI results under cc-pVDZ basis set. The dissociation energy in this case is found to be of higher accuracy.
Introduction
Quantum many-body problems in electronic structure calculation remain difficult for strongly correlated (multi-reference) systems. Both the infamous sign problem and the combinatorial scaling make the problem intractable in large basis set setting. In this paper, we propose an optimal orbital selection for FCI (OptOrbFCI) to solve full configuration interaction (FCI) problems on large basis sets under limited memory and computational power budget.
In the past decades, methods for solving FCI problems have been developed rapidly, which gives an acceleration of a factor of hundreds or even more compared with conventional methods. Among these efficient FCI solvers, density matrix renormalization group (DMRG) 1,2 employs matrix product state ansatz in representing the ground-state wave function and finds variational solutions via power iteration. Full configuration interaction quantum Monte Carlo (FCIQMC) 3, 4 and its variants (iF-CIQMC, 5 S-FCIQMC 6 ) adopt the stochastic walker representation of wavefunctions in the second quantization which is updated in each iteration according to the Hamiltonian operator; convergence is guaranteed in the sense of inexact power method. 7 Configuration interaction by perturbatively selecting iteration (CIPSI), 8 adaptive configuration interaction (ACI), 9 adaptive sampling configuration interaction (ASCI), 10, 11 heat-bath configuration interaction (HCI), 12 and stochastic HCI (SHCI) 13 dynamically select important configurations according to various approximations of the perturbation and then provide variational solutions via traditional eigensolvers together with a post perturbation estimation of the groundstate energy. Coordinate descent full configuration interaction (CDFCI) 14 reformulates the FCI problem as an unconstrained optimization problem and variationally solves it via coordinate descent method with hard thresholding. The systematic full configuration interaction fast randomized iteration (sFCI-FRI) 15 applies fast randomized iteration framework 16 to FCI problems and introduces a hierarchical factorization to further reduce the computational cost. Several other methods [16] [17] [18] [19] attempting to solve FCI problems are developed from the numerical linear algebra community. Nevertheless, none of the aforementioned methods can give accurate results for basis sets of size beyond a few dozens, due to the exponential scaling of the computational cost with respect to the basis set size.
FCI solvers, viewed as post Hartree-Fock (HF) methods, usually adopt molecular orbitals (one-electron and two-electron integrals) from HF calculation and solve the many-body problem starting from there. Thanks to the rotation applied to the basis set (in most cases atomic orbitals) in HF calculation, the molecular orbitals usually give compressible representation of the many-body wave function. In order to further boost the compressibility, one may consider embedding the FCI solver in another loop of orbital rotation. 11 The procedure used in Tubman et al. 11 can be described as follows. Given a set of orbitals, they first apply the FCI solver to generate a rough approximation of the groundstate wave function and its associated one-body density matrix (1RDM). Then these orbitals are rotated via the eigenvectors of the 1RDM. The rotated orbitals are known as the natural orbitals. Using the rotated orbitals (rotated onebody and two-body integrals), the FCI solver is applied again. These two steps are performed repeatedly until some stopping criteria is achieved. This procedure aims to produce orbitals with better compressibility in representing the many-body wave function. The optimality of natural orbital has been questioned in several works, [20] [21] [22] [23] which proposed various optimization procedures under different definitions of optimalities. One short coming of all these works, however, is that all these orbital rotations build on top of the many-body wave function with orbitals of the same size as that of the original molecular orbitals; thus it does not save much computational cost when we start with a large basis set.
In this paper, we consider a new formulation of the problem: Given a large basis set and limited memory and computational power, what is the optimal variational ground-state energy under the FCI framework? More specifically, let us consider a system with n e electrons. A HF calculation with a basis set provides the molecular orbitals of size M, {ψ 1 , . . . , ψ M }. Under the restriction of memory usage and computational power, we assume that the FCI solver is only able to solve the FCI problem with N orbitals, where N < M. Our goal is then to find a partial unitary matrix U ∈ R M ×N such that the ground-state energy is minimized under an optimal set of orbitals of size N, generated from the partial unitary transform of {ψ 1 , . . . , ψ M } via U. For simplicity we assume that the orbitals are real valued functions and the partial unitary matrix is a real matrix. Such an optimal orbital selection procedure is not only valuable to FCI computations on classical computers but also to FCI computations on quantum computers. 24, 25 Due to the limited number of computational qubits in current quantum computers, compression of orbitals is very much desired.
The contribution of our work can be summarized into three parts. First, we mathematically formulate the problem as a constrained optimization problem with two variables: a partial unitary matrix U and the ground-state wave function. Since these two variables are coupled together, the optimization problem is very difficult to solve directly. Hence we adopt the alternating minimization idea. The optimization problem is then decoupled into two single variable optimization problems and solved in an alternating way. Second, we propose an efficient algorithm, namely OptOrbFCI, for the optimization problem based on trials of several possible solvers for each of the single variable optimization problems. Finally, we apply the algorithm to water molecule, carbon dimer, and nitrogen dimer. Limited by the size of cc-pVDZ basis set, 1 we produce the variational ground-state energy using the optimal orbitals selected from cc-pVTZ, cc-pVQZ, and cc-pV5Z basis set. In all cases, significant improvements of accuracy have been observed. Moreover, the binding curve of nitrogen dimer is produced using the optimal orbitals selected from cc-pVQZ basis set limited to the size 28. The dissociation energy is much more accurate than the FCI results under cc-pVDZ basis set.
The rest of the paper is organized as follows. Section 2 formulates the constrained optimization problem together with two single variable sub-problems. Detailed algorithm is introduced in Section 3. In Section 4, we apply OptOrbFCI to water molecule, carbon dimer, and nitrogen dimer to demonstrate the efficiency of the algorithm. Finally, Section 5 concludes the paper together with a discussion on future work.
Formulation
This section formulates the problem raised in the Introduction as an optimization problem and derives related two sub-problems.
We first introduce notations used throughout this paper. As before, M and N denote the number of the given molecular orbitals and the computationally affordable number of orbitals (N < M). The given large orbital set is {ψ 1 , . . . , ψ M } and the associated Hamiltonian operator in second quantization is
whereĉ † p andĉ q are the creation and annihilation operators associated with ψ p and ψ q respectively. The one-electron and two-electron integrals, h pq and v pqrs , admit the following ex- 1 The number of molecular orbitals from the HF calculation with cc-pVDZ basis set.
pressions,
where h(x 1 ) and v(x 1 , x 2 ) are the one-body and two-body operator, respectively. However, due to the limited memory and computational power, we are only able to solve FCI problems under N orbitals. Hence, we introduce a partial unitary matrix U ∈ U(M, N), where U(M, N) is the space of all partial unitary matrix of size M by N, i.e.,
and I N denotes the identity matrix of size N by N. The transformed orbitals from
where U ji denotes the (j, i)-th entry of U.
We also adopt the expression (φ 1 , . . . , φ N ) = (ψ 1 , . . . , ψ M )U to denote the transformation. The Hamiltonian operator associated with {φ 1 , . . . , φ N } is then,
whered † p ′ andd q ′ are the creation and annihilation operators associated with φ p ′ and φ q ′ respectively, the one-electron integralh p ′ q ′ is
and the two-electron integralṽ
The connection (5) between orbital set {ψ 1 , . . . , ψ M } and {φ 1 , . . . , φ N } implies the connection between annihilation operators,
Such a relationship also holds for creation operators. Moreover, we denote the variational space for wave function as
, which is the span of all Slater determinants constructed from
With all notations defined above, our problem can be formulated as,
Notice the second quantization form of H is under orbital set {ψ 1 , . . . , ψ M } whereas the wave function |Φ lives in the variational space associated with {φ 1 , . . . , φ N }. Such an inconsistency is inconvenient to handle numerically. We now show that it is in fact equivalent to replace the Hamiltonian H in (10) by H, thus both Hamiltonian and wave function are associated with the same set of orbitals {φ 1 , . . . , φ N }. The connection betweend q ′ andĉ q in (9) leads to the anti-commutation relation betweend † p ′ andĉ q ,
Define another operatorc q = N q ′ =1d q ′ U′ . The anti-commutation relation betweend † p ′ andc q is the same as (11),
Since bothĉ q andc q have the same anticommutation relation withd † p ′ , these two annihilation operators acting on any wave function |Φ in D[(ψ 1 , . . . , ψ M )U] give the same results, i.e.,ĉ
Hence, the objective function Φ H Φ in (10) admit the same result if all creation and annihilation operators are replaced byc † p andc q . The resulting Hamiltonian is exactly H associated with {φ 1 , . . . , φ N } defined in (6) . A more detailed derivation can be found in Appendix A. Our problem (10), thus, is equivalent to,
where H[U] is H defined in (6) and we write U in the bracket to emphasize its dependency on U.
Remark 2.1. If we assume that under optimal orbital selection, the system with less number of electrons has higher energy, then it can be shown that (14) is equivalent to the following problem:
where the wave function |Ψ now lives in a larger variational space (and thus the computational cost exceeds the limitation). We shall focus on the surrogate problem (14) , which is computationally feasible.
The objective function in our original problem (10) has the same expression as that in the FCI problem under orbital set {ψ 1 , . . . , ψ M }. Moreover, any feasible wave function in (10) belongs to the space D[(ψ 1 , . . . , ψ M )], which is the variational space of the FCI problem un-der {ψ 1 , . . . , ψ M }. Since FCI problem under {ψ 1 , . . . , ψ M } is a variational method for manybody Schrödinger equation, our problem (10) is also a variational method and so is (14) . Therefore, solving (14) gives a variational groundstate energy and its wave function.
We see that |Φ and U in (14) are coupled together. Instead of minimizing |Φ and U simultaneously, we minimize (14) in an alternating fashion. We first fix U and minimize (14) with respect to |Φ only. Once the minimizer of |Φ is achieved, we then fix |Φ and minimize (14) with respect to U only. The procedure is repeated until some convergence criteria is achieved. Next, we derive the two sub-problems for fixed U and fixed |Φ respectively.
Sub-problem with fixed U .
When we fix U in (14), the orbital set {φ 1 , . . . , φ N } is also fixed. The optimization problem (14) is then simplified as,
which is a standard FCI problem under the orbital set {φ 1 , . . . , φ N }.
Sub-problem with fixed |Φ .
When we fix |Φ , the objective function in (14) can be written as,
q ′d s ′d r ′ Φ are the standard one-body reduced density matrix (1RDM) and two-body reduced density matrix (2RDM) respectively. The objective function, denoted as P 4 (U), is then a fourth order polynomial of U. Notice that h pq and v pqrs are given coefficients associated with the original molecular orbital set {ψ 1 , . . . , ψ M }, and 1 D p ′ q ′ and 2 D p ′ q ′ r ′ s ′ are also independent of U as long as we fix |Φ . Hence the sub-problem can be summarized as
which minimizes a fourth order polynomial of U with an orthonormality constraint.
Algorithm
In this section, we will first discuss algorithms for solving (16) and (18) in Section 3.1 and Section 3.2 respectively. Then the overall algorithm, OptOrbFCI, is summarized as a pseudo code in Section 3.3 together with some discussion on initial guesses, convergence, stopping criteria, and computational complexities.
FCI solvers and RDM methods
Algorithms in this section aim for solving the FCI problem (16) and producing 1RDM and 2RDM as inputs for (18) . FCI solvers that can produce RDMs are usually wave function based solvers. The potential choices then include but not limited to, DMRG, 1,2 ACI, 9 HCI, 12 and CDFCI. 14 The perturbation energy is not needed for intermediate iterations and is optional for the last FCI solve in OptOrbFCI. Throughout this paper, CDFCI is the solver used to address all FCI problems. Regarding 1RDM and 2RDM, the computational cost is on the same order as applying the Hamiltonian operator to the many-body wave function one time. While, due to the efficiency of CDFCI, the runtime for FCI solving part is also of the same order. Hence the computa-tion of RDMs needs to be carefully addressed. Since 1RDM can be easily reduced from 2RDM with cheap computational cost, we focus only on the computation of 2RDM here. Assume the wave function is of the form |Φ = i∈I x i |D i , where |D i denotes a Slater determinant in D[(φ 1 , . . . , φ N )], x i is the corresponding coefficient, and I denotes the index set of nonzero coefficients, i.e., x i = 0 for all i ∈ I. We introduce two methods for computing 2RDM.
The first method is of quadratic scaling with respect to the cardinality of I, |I|. It loops over all pairs of Slater determinants with nonzero coefficients, i.e., |D i , |D j for i, j ∈ I. If two Slater determinants differ by more than two orbitals, then this pair does not contribute to 2RDM. Otherwise, the contribution to 2RDM is evaluated. Notice that there are only O(N 2 |I|) pairs contribute to 2RDM and all of the rest pairs only require an "XOR" and a "POP-COUNT" 2 operation, both of which are of great efficiency in modern computers.
The second method is of linear scaling with respect to |I|. It loops over all Slater determinants with nonzero coefficients. For each determinant, |D i , it applies all possibled † p ′d † q ′d s ′d r ′ to the determinant and queries the coefficient ofd † p ′d † q ′d s ′d r ′ |D i . The contribution, i.e., the product of the coefficients of both determinants and multiplying the sign, is then added to 2RDM. Unlike the first method, where only O(|I|) queries of the coefficients of the manybody wave function are needed and then these coefficients are stored and accessed in an array, the second method requires O(N 2 |I|) queries. In almost all FCI solvers, special data structures are used to store the wave function with sparse coefficients, e.g., hash table, black-red tree, sorted array, etc. Querying any of these special data structures is relatively expensive. Hence the runtime of the second method is much slower than the first one if |I| is not large.
In practice, we dynamically select the method to compute 2RDM based on both |I| and the querying cost. Nevertheless, the runtime of the second method is guaranteed to be of the same order as the FCI solving part in CDFCI. Hence the overall total runtime for solving (16) and producing RDMs is, in general, no more than twice of the FCI solver runtime in CDFCI.
Optimizing orthonormal constrained polynomial
This section introduces the algorithm used to solve (18) . Although the objective function is simply a fourth order polynomial of U, the orthonormality constraint makes the problem in general more difficult to solve than the linear eigenvalue problem. Luckily, the variable U is only of dimension M × N. Comparing to the FCI problem, which usually costs O( N ne ) operations, the computational cost of minimizing (18) , in most cases, is negligible. While, efficient algorithm is still desired especially when the given molecular orbital set size M is much larger than N.
Regarding the orthonormality constrained optimization problems, there are three major groups of techniques to deal with the constraint, namely, augmented Lagrangian methods, 26, 27 projection methods, 28 and manifold based methods. 29, 30 For these methods, we explored the efficiency on a small test problem and employ a projection method with alternating Barzilai-Borwein (BB) stepsize. 28 The iteration for the employed method can be written as,
where U k denotes the U matrix at k-th iteration, orth · denotes the orthonormalization function, and τ k is the alternating BB stepsize. More details of the orthonormalization function and the stepsize τ k are referred to Appendix B. We emphasize that the alternating BB stepsize plays a crucial role in accelerating the method.
OptOrbFCI
The overall algorithm, OptOrbFCI, hence alternatively minimizes (16) and (18), with some computations to prepare the input for each other. We summarize OptOrbFCI as follows.
Step 1 Set iteration index k = 0 and prepare initial guess U 0 .
Step 2 Calculate the reduced one-body and two-body integrals using U k as (7) and (8) respectively.
Step 3 Solve the FCI problem (16) via CD-FCI method and obtain the groundstate wave function and energy.
Step 4 If the decay of the ground-state energy is smaller than the given tolerance, convergence has been achieved and the algorithm is stopped.
Step 5 Compute the 1RDM and 2RDM from the ground-state wave function.
Step 6 Solve the orthonormal constrained polynomial (18) via projection method with alternating BB stepsize as (19) and obtain U k+1 .
Step 7 Set k = k + 1 and repeat Steps 2-7.
Notice in the above algorithm, the stopping criteria is checked right after the FCI calculation rather than at the end of each iteration. However, it is not activated until the second iteration so that we can compare the FCI groundstate energies of current iteration against that of the previous iteration. We also emphasize that the CDFCI method employed here is just one choice of FCI solvers. OptOrbFCI can employ any other wave function based FCI solver as a replacement.
In the following, we discuss some details of the algorithm, i.e., initial guesses, convergence, stopping criteria, and computational complexities.
Initial guesses
In OptOrbFCI, the only variable needed to be initialized is U 0 . We found that using random orthonormal matrix as the initialization of U 0 works in practice. While, in this case, the FCI ground-state energy in the first iteration is even worse than the HF energy. A better initialization for U 0 , which is the one used throughout all numerical experiments in this paper, is the permutation matrix selecting N different orbitals with lowest HF orbital energy from {ψ 1 , . . . , ψ M }.
Besides the initialization for the overall algorithm, we also need to give initializations for both sub-problems, (16) and (18) . For (16) , in regular CDFCI, the wave function is usually initialized as the single HF state. However, after rotation via U, we lose track of the HF state in the new orbital set, {φ 1 , . . . , φ N }. Hence we initialize CDFCI as a single state with ne 2 orbitals with smallest "orbital energy" doubly occupied (spin-up and spin-down), where the "orbital energy" of φ i is defined as,
where ε j is the orbital energy of ψ j . The initial guess for (18) at iteration k, denoted as U (0) k , is the convergent orthonormal matrix U k−1 from previous iteration with a small random perturbation, i.e.,
where rand(M, N) denotes a random matrix of size M by N with each entry sampled from normal distribution with mean 0.1 and standard deviation 1. Using such an initial guess, the convergence is empirically found much faster than that using a purely random initial guess.
Convergence
We first discuss the convergence of solving (16) and (18) and then move to the discussion on the convergence of OptOrbFCI. The convergence of CDFCI algorithm in solving (16) is discussed in detail in Li et al. 17 . Since CDFCI rewrite the linear eigenvalue problem as an unconstrained optimization problem with a non-convex objective function, the global convergence is guaranteed without rate and the local convergence with linear rate is also proved in the compression-free setting.
The convergence analysis of the projection method with alternating BB stepsize is proposed in Gao et al. 28 for solving general orthonormal constrained optimization problems, which include our sub-problem (18) . This method is guaranteed to converge to points with first-order optimality condition, i.e., these points have vanishing gradient along the tangent plane of the constraint.
The convergence analysis of OptOrbFCI has not been rigorously shown and is beyond the scope of this paper. However, the rich literature in the convergence analysis of alternating direction method of multipliers 31 and coordinatewise descent methods 17, [32] [33] [34] shed lights on the analysis of OptOrbFCI. In general, the convergence analysis of the overall alternating algorithm relies on the convergence analysis of subproblems and the property of the overall objective function. If we apply the alternating algorithm to (15) , since the space of |Φ remains unchanged, the energy is guaranteed decreasing monotonically. Hence, if we have the equivalence between (14) and (15) for all U, then we also have monotone decreasing property for solving (14) . Together with the convergence properties of both sub-problems, we know that OptOrbFCI converges to points with first-order optimality condition.
Stopping criteria
There are plenty choices of stopping criteria for each of three iterative algorithms. In practice, we use the following stopping criteria joint with a fixed maximum number of iterations.
In CDFCI, we monitor the exponential moving average of the norm of the coefficient difference, i.e.,
where t is the iteration index, α = 0.99 is the decay factor, ∆x t denotes the coefficient difference, and S t is the moving average. CDFCI stops if S t is smaller than a given tolerance. The stopping criteria of the projection method for the sub-problem with fixed U is similar, i.e.,
where ∆E t is the difference of objective functions P 4 (U t ) and P 4 (U t−10 ), and α = 0.8 is the decay factor. If S t is smaller than a given tolerance, we stop the projection method. In OptOrbFCI, we observe monotone decay of the FCI energy. Hence the algorithm stops if the per-iteration decay is smaller than a given tolerance.
Computational complexities
The computational complexity for an iterative algorithm depends on both the per-iteration complexity and the number of iterations. Our discussion also follow this two parts.
For CDFCI algorithm, each iteration applies the Hamiltonian operator to a single Slater determinant. The per-iteration computational cost is dominated by the double excitation part, which select two electrons and excite them to two unoccupied orbitals. Hence, CDFCI costs O(N 2 n 2 e ) operations per-iteration. However, the number of iterations is usually big, which is still believed to be of order O( N ne ) with a small prefactor. In practice, the iteration number is usually around 10 6 to 10 8 for small systems we have tested to achieve 10 −1 mHa accuracy. The computational complexity in producing RDMs is similar to that of the CDFCI solver part.
For projection method, each iteration computes the gradient of the objective function, whose computational cost is dominated by contracting a four-way tensor v pqrs with U matrix in three dimensions. The per-iteration, hence, costs O(M 4 N) operations. The number of iterations is much smaller than that in CDFCI. For systems we have tested, iteration numbers are around a few hundreds to a few thousands for the first two iterations in the overall algorithm. Starting from the third iteration, the iteration number of the projection method quickly drops to couple hundreds depending on the level of random perturbation on the initial value.
Putting the computational complexity for both CDFCI and projection method together, we have per-iteration cost for OptOrbFCI. When M is not much bigger than N, the CD-FCI part dominates the computation cost and the projection method part can be ignored. However, when M is much bigger than N, e.g., when cc-pV5Z basis set is used, the computational cost of the projection method is not negligible, but the CDFCI part is still more expensive. Regarding the iteration number, Op-tOrbFCI usually achieves chemical accuracy in a few iterations. The convergence to an accuracy 10 −2 mHa can also be achieved within two dozens iterations for all cases we have tested.
Numerical results
In this section, we demonstrate the efficiency of the proposed OptOrbFCI through several numerical experiments. First, we explore the detailed properties of OptOrbFCI through a sequence of numerical experiments on a single water molecule. Then we compare the groundstate energies of carbon dimer and nitrogen dimer calculated through OptOrbFCI under various basis sets, i.e., cc-pVDZ, cc-pVTZ, cc-pVQZ, and cc-pV5Z. Finally, we adopt Op-tOrbFCI to benchmark the binding curve of nitrogen dimer under cc-pVQZ basis set, which consists systems with various levels of correlations. And the dissociation energy for nitrogen dimer is also compared against that through FCI method under various basis sets.
In all numerical experiments, the original given orbitals (one-body and two-body integrals) are calculated via restricted HF (RHF) in PSI4 35 package. All energies are reported in the unit Hartree (Ha).
We adopt the modern C++ implementation of CDFCI 36 and our own version of the projection method 28 implemented in MATLAB. Multi-thread parallelization is disabled in CD-FCI. The communication between CDFCI and the projection method is done via file system, i.e., FCIDUMP file and RDM files. All results labeled by FCI are produced by CDFCI. 
H 2 O molecule
The water molecule used in this section is at its equilibrium geometry, 3, 14 i.e., OH bond length 1.84345 a 0 and HOH bond angle 110.6°. Table 1 summarizes the properties associated with different basis sets. For CDFCI, the compression threshold is 5 × 10 −7 , the tolerance for convergence is 5 × 10 −6 , and the maximum number of iterations is 3 × 10 7 . The convergence tolerance for the projection method is 10 −7 , and the maximum number of iterations is 10 4 . For OptOrbFCI, the convergence tolerance is 10 −4 and the maximum number of iterations is 20. These settings are used for all numerical experiments of H 2 O molecule. Two different numbers of selected orbitals, N = 12 and N = 24, are tested for H 2 O molecules on a sequence of basis sets. Figure 1 and Figure 3 show the convergence behavior of OptOrbFCI against the iteration number for N = 12 and N = 24 respectively. The HF energies are also plotted in both figures with the x-axis label being "HF". The energies associated with iteration 0 is the FCI energies before applying projection method and the orbitals with smallest N orbital energies are used as the selected orbitals. Figure 2 and Figure 4 further show the log scale of the energy difference against the iteration. Here the energy difference is defined as the difference between the FCI ground-state energy at current iteration and the converged FCI ground-state energy. In Figure 4 , the curve associated with cc-pVDZ is removed since the ground-state energies stay constant throughout iterations. Table 2 lists all convergent FCI ground-state energies. In both Figure 1 and Figure 3 , we notice that all FCI ground-state energies are lower than HF energy under any these basis set. For the first FCI calculation with selected orbitals according to lowest orbital energies, i.e., iteration 0, we observe that the smaller the basis set the lower the energy. This is likely due to the energy concentration of orbitals, which means that smaller basis set has better concentration of energies among unoccupied orbitals. As long as an optimized partial unitary matrix U is applied, such an order no longer preserves starting from iteration 1. In both cases, we also notice that the ordering of energies for different basis sets reveals after the first two iterations. Starting from then, larger basis sets consistently have lower ground-state energies than the smaller basis sets. The difference between the groundstate energies for different basis sets are much larger than the desired chemical accuracy. Further in Figure 2 and Figure 4 , steady convergence is observed for all experiments and Op-tOrbFCI converges to chemical accuracy level within a few iterations. Larger N leads to slightly more iterations in OptOrbFCI. In addition to Figure 1 and Figure 3 , Table 2 further illustrates ground-state energies for both N = 12 and N = 24. The difference between neighbour basis sets is decreasing as the basis set size increases. The decrease of energies from cc-pVQZ to cc-pV5Z for both N are on the level of millihartree. Hence the basis limit is nearly achieved for H 2 O given N = 12 and N = 24. The decrease of the energy as N increases from 12 to 24 is still significant for all basis sets. Hence we further investigate the relationship between the ground-state energy and the number of selected orbitals, N. Figure 5 shows such a relationship under cc-pVDZ and cc-pVQZ basis sets. As shown in Figure 5 , as we gradually increase the number of selected orbitals, the ground-state energy of cc-pVDZ basis set first decay rapidly for N between 12 to 15, and then, for N ≥ 15, the decay is much slower. The decay of the ground-state energy of cc-pVQZ basis set decreasing steadily for all N tested here. Hence we expect the slow decay for cc-pVQZ basis set comes later than N = 24. While, under limited computational budget, the ground-state energy for cc-pVQZ with 24 selected orbitals is already much lower than that of cc-pVDZ with 24 selected orbitals.
C 2 and N 2
This section studies OptOrbFCI applying to C 2 and N 2 under their equilibrium geometry, i.e., the bond length for C 2 is 1.24253 Å 12,14 and the bond length for N 2 is 2.118 a 0 . 14, 37 The hyper parameters in OptOrbFCI are the same for C 2 and N 2 . In CDFCI, the compression threshold is 5 × 10 −6 , the tolerance for convergence is 10 −5 , and the maximum number of iterations is 3 × 10 7 . In the projection method, the convergence tolerance is 10 −7 and the maximum number of iterations is 10 4 . In OptOrbFCI, the convergence tolerance is 10 −4 and the maximum number of iterations is 20. Table 3 and Table 4 , for C 2 and N 2 respectively, show the properties of the dimers and our numerical results. Since OptOrbFCI selects the number of orbitals the same as that under the cc-pVDZ basis set, the ground-state energies of cc-pVDZ basis set are the FCI results and are used as reference for the rest results. Similar figures as in the case of H 2 O can also be plotted for C 2 and N 2 . Since there is not much difference, we omit them from the paper.
Both Table 3 and Table 4 show similar properties and we discuss their numerical results together. First of all, we notice that any FCI ground-state energy is lower than all HF energy, which shows the improvement of the FCI calculation over the HF calculation is beyond difference between basis sets. Since we fix the number of selected orbitals being the same as that under cc-pVDZ basis set, the computational cost of the optimal orbital selection method for other basis sets remains the same order as the cost of FCI under cc-pVDZ basis set. If only the ground-state energy is needed, then Op-tOrbFCI is roughly twice the iteration number more expensive then that of the FCI under cc-pVDZ. If both the ground-state energy and the RDMs are needed for downstream tasks, then the increasing factor is reduced to the iteration number, which is between 6 and 13. In these estimations, the computational cost of the projection method is ignored. This is the case for cc-pVTZ and cc-pVQZ basis sets, while for cc-pV5Z basis set, the computational cost of the projection method is still smaller than that of CDFCI part but are of the same order. Now we provide a few numbers to support this. All numerical results in this section are performed on a machine with Intel Xeon CPU E5-2687W v3 at 3.10 GHz and 500 GB memory. At least 6 tasks are performed simultaneously. The memory for each problem is limited to 40 GB. Given N selected orbitals, for all basis sets, each CD-FCI part (FCI solver plus RDM calculations) costs varying from 10, 000 to 50, 000 seconds for C 2 . While the computational costs for the projection method parts are dramatically different for different basis sets. The projection method part costs nearly 200 seconds, 3, 000 seconds, and 10, 000 seconds for cc-pVTZ, cc-pVQZ, and cc-pV5Z basis sets respectively. The runtime for N 2 has similar ratio between the CDFCI part and the projection method.
Comparing the ground-state energies under different basis sets, we notice that the lower ground-state energy is achieved under the larger basis set. The improvement between consecutive basis sets, however, is gradually decreasing, close to exponential decay. For both C 2 and N 2 , the improvement between cc-pV5Z and cc-pVQZ basis set is on the level of millihartree.
N 2 binding curve
This section benchmarks the binding curve of N 2 under cc-pVQZ basis set with N = 28, which is the number of orbitals under cc-pVDZ basis set. The all-electron N 2 binding curve is well-known a difficult problem due to the multi-reference property for geometry away from equilibrium. In Wang et al. 14 , the binding curve on a very fine grid is produced under cc-pVDZ basis set up to 10 −3 mHa accuracy. Here we re-benchmark the binding curve under cc-pVQZ basis set with N = 28 selected orbitals with accuracy up to 10 −1 mHa. Since the number of orbitals remains the same, the computational cost of our optimal orbital selection is of the same order as a single CDFCI execution. 14 For the binding curve, exact same geometries as in Wang et al. 14 are produced. The compres-sion threshold, for CDFCI part, is 5 × 10 −6 , the tolerance for convergence is 10 −5 , and the maximum number of iterations is 3 × 10 7 . The convergence tolerance for the projection method is 10 −7 and the maximum number of iterations is 10 4 . For OptOrbFCI, the convergence tolerance is 10 −4 and the maximum number of iterations is 20. Figure 7 further shows the energy difference of two binding curves, i.e., the ground-state energy of CD-FCI minus that of OptOrbFCI. We observe that the decrease is more dramatic when two atoms are closer. There are two non-smooth points in the energy difference around 2.45a 0 and 3.2a 0 . Numerically, we also find that the computation is more difficult around these two bond lengths, i.e., the number of iterations increases. Further investigation is needed around these two points.
Comparing to the single ground-state energy, the energy gap is of more chemical relevance. Here, we also include the dissociation energies for N 2 under three settings. The dissociation energy is defined as the difference of groundstate energies at equilibrium geometry (2.118 a 0 ) and at well separated geometry (4.5 a 0 ). Three settings are FCI under cc-pVDZ, FCI under cc-pVQZ, and OptOrbFCI under cc-pVQZ with N = 28. Numerical results are listed in Table 5 . Using the dissociation energy of FCI under cc-pVQZ as a reference solution, we notice that the dissociation energy of OptOrbFCI is more accurate than that of FCI under cc-pVDZ. The error for FCI under cc-pVDZ is about 4 × 10 −2 Ha whereas the error for Op-tOrbFCI is about 10 −3 , which is on the level of chemical accuracy. Hence we conclude that Op-tOrbFCI, in addition to provide lower groundstate energies, provides more accurate dissociation energy.
Conclusion and discussion
We consider the question in this paper for full configuration interaction (FCI) pursuing basis set limit under computational budget. We propose an coupled optimization problem (14) as a solution to the question, where the coupling between the ground-state wave function |Φ and the partial unitary matrix U is complicated. Due to the complication, the optimization problem (14) is then splitted into two sub-problems, (18), where the former is a standard FCI problem under compressed orbitals and the latter is an optimization of a 4-th order polynomial of U with orthonormality constraint. An overall alternating iterative algorithm is proposed to address the optimization problem (14) with the first sub-problem (16) solved by a wave function based FCI solver, namely CDFCI 14 and the second sub-problem (18) solved by a projection method. 28 The overall method above is referred as OptOrbFCI. The method in general is efficient and stable. OptOrbFCI usually converges in 5 to 15 iterations to achieve up to 10 −1 mHa accuracy. The computational cost, hence, is bounded by that of a few executions of the FCI solver on the selected orbital sets. Numerically, we apply OptOrbFCI to water molecule, carbon dimer and nitrogen dimer under variant basis sets. Under the number of orbitals using cc-pVDZ basis set, we pursue the FCI calculation under cc-pVTZ, cc-pVQZ, and cc-pV5Z basis sets. In all cases, we obtain ground-state energies lower than that under cc-pVDZ, where the decrease is beyond chemical accuracy. N 2 binding curve is re-benchmarked using OptOrbFCI under cc-pVQZ basis set with 28 selected orbitals. And the dissociation energy in this case is more accurate than that obtained by FCI solver under cc-pVDZ basis set. Hence we conclude that OptOrbFCI coupling with existing FCI solvers is able to pursue basis set limit under computational budget.
There are a list of immediate future works of OptOrbFCI. In the current implementation, the orbital symmetry in the given large orbital set is totally ignored. Under the given large orbital set with orbital symmetry, both the one-body and two-body integrals are of sparse structure. As we ignored the symmetry, the one-body and two-body integrals of the rotated orbitals are then dense tensors. The downstream FCI problem becomes more expensive. Hence one future work is to further explore the rotation under orbital symmetry constraint to reduce the cost of FCI solvers. A parallelization of the projection method becomes important when the basis set getting large. Since the computational bottleneck for the projection method lies in the 4-way tensor contraction, which can be realized as a dense matrix-matrix multiplication. Efficient both distributed-memory and shared-memory parallelizations are manageable. Highly efficient GPU-acceleration can also be expected. Besides implementation, further investigation of the convergence property is desired. And extension to low-lying excited states calculation is also a promising future work to be explored. studies of the nitrogen binding curve. J. Chem. Phys. 2004, 121, 6110-6116. A Equivalence between (10) and (14) Hence we showed that (13) holds for all |Φ ∈ D[(φ 1 , . . . , φ N )]. The conjugate of (13) gives,
The one-body part in the objective function in (10) then admits,
B Orthonormal constrained optimization detail
For any non-unitary matrix V , the orthonormalization function of V is defined as the orthonormal basis of V . This function is implemented as follows. We first conduct an eigenvalue decomposition of V ⊤ V and obtain,
where Q denotes the eigenvectors and Λ is a diagonal matrix with its diagonal entries being eigenvalues. Then the orthonormal basis of V is calculated as,
Such an orthonormalization function can also be implemented through a carefully designed reduced QR factorization or reduced singular value decomposition. The alternating BB stepsize applies two BB stepsizes in an alternating way. We denote the gradient at U k as G k = ∇ U P 4 (U k ). Then the stepsize τ k is defined as follows,
and A, B = tr A ⊤ B.
C N 2 binding curve
The N 2 binding curve is plotted in Figure 6 and the detailed energies are given in Table 6 and Table 7 . Table 6 provides the ground-state energies for N 2 with bond length smaller than that at equilibrium geometry, whereas Table 7 provides the ground-state energies with bond length greater than that at equilibrium geometry. In both tables, we apply OptOrbFCI to compute the ground-state energies of N 2 under cc-pVQZ basis set with 28 selected orbitals. The same list of bond lengths as that in Wang et al. 14 
