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1. INTRODUCTION 
Recently there have been significant, contributions to retrial queueing systems in which arriving 
customers who find all servers and waiting positions occupied is obliged to leave the system for- 
ever or to join the retrial group to try again for their service after a random period of time. 
Retrial queues have been widely used to model many problems in telephone switching systems, 
telecommunication networks, and computer networks. For comprehensive surveys of related lit- 
erature, see [1,2]. Most papers on retrial queues have treated the system with no loss where 
customers receive services eventually [2-51. A more practical retrial queue with both geometric 
loss and feedback occurs in many practical situations: for instance, multiple acce88 telecommu- 
nication systems, where messages turned out as errors are sent, again, is modeled as retrial queue 
with feedback. 
Choi and Kulkarni [3] have investigated M/G/l feedback retrial queue with no loss. Falin [l] 
has investigated M/M/l retrial queue with geometric loss. Yang et al. [6] have studied M/G/l 
retrial queue with loss. 
In this paper we consider M/M/c retrial queues with both geometric loss and feedback. We 
derive the joint distribution of the server state and the queue length for M/M/l retrial queue 
with geometric loss and feedback by the confluent hypergeometric equation (Kummer’s differ- 
ential equation) and the method of series solution. It, is shown that our results are consistent 
with M/M/l retrial queue with geometric loss and no feedback [l]. We find the steady state 
probabilities of the queue length and the number of busy servers for M/M/2 with geometric loss 
and feedback by the method of series solution. 
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2. MODEL AND NOTATIONS 
We consider M/M/c retrial queueing systems where customers arrive according to a Poisson 
process with rate X (see Figure 1). An arriving customer is served immediately if one of the servers 
is idle, and if all servers are busy, he will either join the retrial group to try again after a random 
amount of time with probability a or leave the system forever without service with probability 
&=I- a, where 0 5 a! 5 1. On retrials, each customer is treated the same as a primary 
customer (a new arriving customer). If he finds free servers, he receives service immediately, and 
if all the servers are busy, he will either leave the system forever with probability d = 1 - a! or 
join the retrial group with probability a. All customers in the retrial group act independently of 
each other. The retrial time is exponentially distributed with mean l/v and is independent of 
all previous retrial times and all other stochastic processes in the system. The service times of 
customers are assumed to be independent and exponentially distributed with mean l/p. After 
the customer is served completely, he will decide either to join the retrial group again for another 
service with probability p or to leave the system forever with probability p = 1 - ,f3, where 
0 5 p < 1. When p = 0, our models become the retrial queue with geometric loss and no 
feedback. 
1 Retrial queue 
r 1-P ) 
Service completion 
I Loss with prob. 1-a 
Figure 1. M/M/c retrial queue with geometric loss and feedback. 
The state of the system can be described by a pair (t(t), N(t)), where t(t) denotes the number 
of busy servers and N(t) the number of customers in the retrial group at time t. Then the 
stochastic process {(<(t),N(t)) : t 2 0) is a time-homogeneous Markov process with state space 
10, I, * * *, c} x (0, 1, . . . } and denote by (5, N) the limiting variable of (t(t), N(t)). Denote the 
the joint probabilities of ([, N) ss follows: 
qi = P(< = 0, N = i), i=O,l 9.**9 
pki = P(< = k, N = i), k=l )...) c, i=O,l,.... 
For complex t with 1.~1 5 1, define the generating functions 
Q(4 = &ih 
i-0 
pk(z) = f&kiz’, k= l,...,c. 
i=o 
3. ANALYSIS FOR c = 1 
Let pi = pu and P(z) = Pi(s). By the balance equation, we have the following system of the 
difference equations: 
(A + iv)% = PclPi + PcLPi-19 (1) 
(xa + j& + ibV)pi = CrApi- + (i + l)bVpi+l + (i + l)YQi+l + Aqii, (2) 
where i = 0, 1, . . . , and p-1 = 0. 
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We multiply (1) and (2) by zi and sum over all i. This yields the system of simultaneous 
differential equations 
XQ(z) + v~Q’(4 = /.@W + /.&P(z), (3) 
{aX(l - z) + #U}P(%) + &Y(.z - l)P’(z) = V&‘(Z) + /IQ(%), (4) 
where the prime indicates the derivative with respect to z. 
Adding equations (3) and (4) and dividing the resulting expression by 1 - z, we get 
(ax + pp)P(z) = uQ’(z) + &P’(z). (5) 
By substituting (5) into (4), Q( z can be expressed in terms of P’(z) and P(z) as follows: ) 
Q(4 = 
By differentiating the above equation, we have 
Q’(4 = - a2 P’(z) - aP(z). 
Substituting (6) and (7) into (3), we obtain a differential equation of P(z), 
zP’(z) + 
[ 
(x+u)ti++p ax 
du 
- &vz 1 P’(E) - X(ctX + au + P/A) &Y2 P(r) = 0. 
(6) 
(8) 
Now we will solve the differential equation (8) by two different ways. One method is to 
transform (8) to Kummer’s differential equation whose solution is known. 
The transformation 
transforms (8) to 
d2K(w) 
w-ygJr+ 
(A + v)& + /.JP _ w 1 dK(w) -- bu dw Qx + cw + @‘lK(w) = o CYU , (9) 
where K(w) = P(z(w)). 
The above second-order differential equation (9) can be identified with the standard form of 
the confluent hypergeometric equation (or Kummer’s differential equation) 
where 
wK”(w) + (b - w)K’(w) - aK(w) = 0, (10) 
o= a(X + u) + Pcl 9 
5 = 0 + u)fi + /JLp 
tiu ’ 
Equation (10) has a regular singu~ity at w = 0 and an irregular singularity at w = 00. The 
only solution being analytic in the open unit disk D = {w : ]w] < 1) is the Kummer’s function 
itself, i.e., (see [7]) K(w) = C x F(a; b; w), C # 0, w h ere Kummer’s function F(a; b; w) is defined 
by 
O” (& wn =ta; b; w) = x0 (@n n! ’ b#O,-L-2 ,,.., ]w] <co, 
is the Pochhammer symbol. 
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Thus, the solution of (8) is given by 
Since the Kummer’s function F(a; b; w) has the property that 
dF a 
- = ;F(a + 1; b + l;w), 
dw 
by differentiating (11) we have 
x4x+4 +PPF 
P’(z) = % &(A + V) + #up ( a(X+2v)+~~;b(X+2v)+~~.aXE av dv > ‘&lJ * (12) 
Substituting (11) and (12) into (6) yields 
Q(z) = p’(t) + (F - az) P(z) 
du 
= -y 
[ 
.zP’(z) + A”;upb(z)] - (a + az)P(s). 
Note that 
(13) 
zP(z) + xc% + jLP ((& + u) + /%4/(~4>n tw/ w dn yQz) =cFL (,, &u ) ((qx+u)+pp)/(m)) 
n=O n! n 
and 
n+ 
XG+/bp = X6 + pp . ((A& + PD) / (av) + lJn 
* bu > &u ((A& + Pfi) / (fiu)), 
We can rewrite (13) as follows: 
Q(z) =C [Aa;p’F ( Qu a(X+u)+/3p;Xb+pP CYX &u ;~z) 
-(& + crz)F a(A + u) + m; &(A + 4 + 
(YU dlJ 
where 1~1 5 1. 
The normalizing constant C is determined by the condition Q( 1) + P( 1) = 1: 
C= [“IAa,( Lyu bu ;%)I-! a(X+u)+Pp; xc%++Ilp c-xx 
Thus we have the following theorem. 
THEOREM 1. For M/M/l retrial queue with geometric loss and feedback, the stationary distri- 
bution of (5, IV) has the following generating functions: 
Q(%) = E (ZN : 6 = 0) 
P(z) = E (zN : < = 1) (16) 
~(~+~)+Pcl.~(~+~)+(1-~)cL.~ 
au ’ bU ’ &u 
where IzI 5 1. 
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The mean queue lengths for the server idle and busy are obtained from (14) and (15) as follows: 
- a(X+V)+p~.~(X+V)+~~.X 
o!u ’ bu ’ &iv 
cyX(X + v) + pxp F 
-v{rr(x+v)+pp} 
(y(X+2y)+~~;6(X+2v)+~B.QX 
JqN : c = 1) =c. aw +4+ P!P {i-w(X + v) +ppu} . 
Thus, the mean queue length in the retrial group is given by 
E(N) = E(N;I = 0) + E(N;< = 1) 
= c 
[ 
4x + 4 + PP, 
Y ( 00 + 24 + PP; fii(x + 4 + (1 - Pb; 2 (Yu du > 
- & a(x+u)+p~.b(X+u)+(l-P)CL.crX ( au ’ &u >I ‘&u * 
Another way to solve (8) is to use a method of series solution, which gives an explicit form 
for qi and Pi. 
Let us rewrite (8) as follows: 
zP”(z) + (A0 - Alz) P’(z) - A#@) = 0, (16) 
where 
A0 = (’ + ‘)’ + (l - P)p 
bv 
> 
AI=$, 
By substituting P(z) = Czcp izi and their derivatives into (16), we obtain 
00 m 
C {(’ + ‘J)(’ $l)Pi+s - (i + l)ArPi+r} zzi+r + C {(i + l)AcPi+r - AzPi} zi = 0. 
i=Q i=Q 
(17) 
By equating the coefficient of zi in (17) being zero, we obtain 
(i - l)Al + A2 
pi = i {(i _ 1) + Ao}pi-l 
kAl + A2 
From (1) and (17), we obtain 
i= 0, 
Qi = 
-l)-h+Az PP 1 
i-2 
x+ivi{(i-l)+Ac} + X+iv 
kAl+ A2 
PO knc (k + l)(k + Ao) ’ 
i 2 1, 
I 
(18) 
where empty product is unity. 
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~0 is determined by the condition C qi + C pi = 1: 
REMARK 1. When p = 0, our model becomes the M/M/l retrial queue with geometric loss done 
by Falin [l]. Equations (14) and (15) reduce to 
Q(z) = E (zN : < = 0) 
= F ((A + u),u; (Xti +;),(av); (aA),( 
x F  [( x+u &(X+u)+p ax -; u du 
P(z) = E (P : t = 1) = F ((A + v)/v; ($A + u) + P)/@u); (d)/@)z) 
((Ati + P)/X)F ((A + 4/u; (X6 + d/W; W)/(W> ’ 
By using the recurrence relation 
(a - 1 + z)F(a; b; z) + (b - a)F(a - 1; b; %) + (1 - b)F(a; b - 1; %) = 0, 
these results coincide with ones in [l]. 
4. ANALYSIS FOR c = 2 
By the balance equation, we have the following system of the difference equations: 
tx + iv)% = CLPPli-1 + /$Pli, 
(x+cC+iv)Pli= &!i+((i+ l)UQ+l + 2jh&Ji_1 +2/&i, 
(xa + 2P + iv&) P2i = hhi + (i + l)Upli+l + XcupZj_1+ (i + l)~&~+~, 
(19) 
(20) 
(21) 
where i = 0, 1,2,. . . and pk,_l = 0. 
Multiplying equations (19)-(21) by zi and summing over i, we obtain the system of simulta 
neous differential equations: 
xQ(4 + u%Q’(4 = P (P + P”) &(4, (22) 
0 + cl)S(4 + Uzp:(4 = xQ(4 + U&W + 214 (f’ + P”) p2(4, (23) 
(Xa! + 2j&)&(z) + U&Pi(%) = PI(%) + UPi + Xcx%P2(%) + z@(z), (24) 
where the prime indicates the derivative with respect to %. 
Adding (22), (23), and (24), and dividing the resulting relation by (1 - %), we get 
u&‘(z) + UP;(%) + u@(z) = /@‘I(%) + (2~0 + Xcr)pZ(%). (25) 
Note that uQ’(%) + UP!(%) + u&P{(%) is the output rate out of the retrial group and @PI(%) + 
(2pp + k)&(z) is the input rate into the retrial group and they must be the same. 
By repeated substitutions and differentiations from (22) and (23), we derive that 
pl(zj = uzQ'(4 + XQ(4 
P(P% +P) ’ 
pI(zj = [u (P%” + b) Q"(z) + {W + PO + 4) QW - WQW] 
P(P%+P)2 9 
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1 
p2(z) = Q2 @ + jq” 
[u2 (DE3 + p%2) Q”(Z) 
+ {VP (2X + /.$) .z2 + y&2X + u + p - 2p@z. - upp2} Q’(z) 
+A { -PP2Z2 + P (A - v + P - 2PP) z + PO + I.@>} S(z)] , 
[v2 (p2z4 + 2/3pz3 + ,‘z2) Q”‘(z) 
+ {VP” (2x + #UP) z3 + &(4X + 3u + 2/L - 3pp)zZ 
+ 1$~2(2X + 3u + p - 3/.@)z - upp3}Q”(z) 
+ { -x/.Lp3z3 + p2 (x2 - 3xu - 2xp - 3xpp - up@ z2 
+ pp (2x2 - xu - x/.L - 2u2 + 3xpp + 2upp) z 
+p2 (X2 + 2Xu + u2 + up + Xp,k? + up@} Q’(z) 
+ XP {pP2z2 + 2P(y - X - pLp)z - p(2X + v + p + pP)} Q(z)] . 
Substituting the above equations into (25) and rearranging terms leads to a third-order differential 
equation for Q(z): 
(Aoz4 + Alt3 + A2z2) Q”‘(z) + (A3z4 + A4z3 + Asz2 + Asz + AT) Q”(z) 
+(A3z3 +Agz2 +Alo.z+ AII)Q’(z)+ (A12z3 +A13z2 +A14z+Aw,)Q(z) = 0, (26) 
where 
We will solve the differential equation (26) by the method of series solution. By substituting 
Q(z) = CEoqiz’ and their derivatives into (26), we obtain 
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g [(i + 3)(i + 2)(i + l)Aoqi+s + (i + 2)(i + l)Asqi+z] .z~+~ 
i=O 
+ 2 [(i + 3)(i + 2)(i + l)Alqi+s + (i + 2)(i + l)Arqi+s + (i + l)&qi+l + Alsqi] li+3 
i=O 
00 
+ C[(i +3)(i +‘J)(i + l)hqi+3 +(i+s)(i + 1)&qi+2 +(i+ l)Agqi+l +A~sQ~]z~+~ (27) 
i=O 
+ e[(i + 2)(i + l)&qi+2 + (i + l)AlOqi+l + A14qi]zi+' 
i=O 
00 
+ C[(i + 2)(i + l)A7qi+2 + (i + l)Arrqi+r + A16qi]Zi = 0. 
i=O 
By equating the coefficient of ,ri in (27) being zero for each i, we obtain the recursive relation 
for {qi}. By observing the coefficient of z” first, we obtain 
2Arqz + Allqr + Arsqo = 0. (28) 
When a = 1, our model becomes M/M/2 feedback retrial queue with no loss which is rather 
easy to investigate. So we assume that cr < 1, and so A7 is not zero. Thus, (28) can be written 
as q2 = Hzql + Goqo, where 
AH Hz = --, 
2A7 
G2=+f. 
7 
Next, by observing the coefficient of zl, we have 
(2Asqz + Aloql + A14qo) + (8Arqs + 2Allqz + Al& = 0. 
Therefore, q3 can be written as a linear combination of q1 and qo. Let q3 E H3q1 + G3qo. Since 
the coefficient of z2 is composed of 44, 43, 42, ql, and qo, and the coefficient of z3 is composed 
of qs, q4, qs, 42, qr, and qo, and in general the coefficient of zi+4 is composed of qi+s, qi+s, qi+4, 
qi+s, qi+s, and qi+r, we CMI express all qi’s in terms of qr and qs. Let 
qi = Hiqr + Giqs.o, (29) 
for i 2 2. 
Since the coefficient of zi+4 is given by 
(i + 8)(i + 5)Arqi+s + ((i + 5)(i + 4)(i + 3)A2 + (i + 5)(i + 4)Aa + (i + 5)All}qi+b 
+ {(i + 4)(i + 3)(i + 2)Al + (i + 4)(i + 3)Ab + (i + 4)Alo + A15) qi+4 
+ {(i + 3)(i + 2)(i + 1)Ao + (i + 3)(i + 2)A4 + (i + 3)Ag + A14) qi+3 
+ {(i + 2)(i + l)A3 + (i + 2)Ag + A13) qi+2 
+ Alzqi+l, 
and the coefficients of qi+s,Qi+4 and Qi+s are the third order of i but the coefficient of qi+s is 
the second order of i, we see that lim+oo Hi = 00 and limi,, Gi = 00. By dividing both sides 
of (29) by Hi and then taking the limit in (29), we have 
(30) 
Thus, L s limi,, (Gi/iYi) exists and we have from (30) that 
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Let 
Wi s Gi - LHi 
(Wo = 1, WI = -L). Then qi = Wiqo. 
Let US find pli. We have from (22) that 
PI(Z) = l 
cl(P+Pz) OQ(4 + H’(4) > 
=tbl+&,z i=O ( 2 XWiqi)Z” + 2 iVWi@Z’ , i=O 1 
Therefore, 
where 
Next we will find pZi. We have from (23) that 
Therefore, 
i-k 
((A + /$!k + kvh - xwk - (k + l)vwk+l} Qo = &IO, 
where 
i-k 
By the normalizing condition Cgo(qi + pli + pZi) = 1, we obtain qo as follows: 
Qo = 1 g( . 1 -1 W%+&+Ui) . ir0 
{(A +/J + kv)h - xw, - (k + l)vwk+l}. 
49 
(31) 
(32) 
(33) 
Thus, we have found the probabilities {qi}, (PIi}, and (pzi} explicitly. 
THEOREM 2. For M/M/2 retrial queue with geometric loss and feedback, the joint probabilities 
of (5, N) are given by 
Qi = wiClO7 
Pli = ViqO, 
P2i = QO9 
where Wi, Vi, Vi, and qo are given by (31), (321, (33), and (341, respectively. 
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When we consider M/M/2 retrial queue with geometric loss and no feedback (i.e., p = 0) as 
a special case of original model, we have specific Hi and Gi and simple formula for {qi}, {pIi}, 
and {pzi} as follows: (26) becomes 
B,,&“‘(z) + (-Brz2 + B 2z - B3) Q”(z) + (-B4z + Bs) Q’(z) - BaQ(z) = 0, 
where 
B,, = ~~6, 
B1 = Xav2, 
B2 = 2Xbu2 + 2pu2 + u~/.L& + 36u3, 
B3 = dj~u~, 
B4 = -Xa (2Xu + /.w + u2) , 
B5 = 2u,u(X + u + /.A) + ud (X2 + 2Xu + u2 + up) + Xupa, 
Be = d3. 
By substituting Q(z) = Cz q’ i o ,.zi and their derivatives and equating the coefficient of zi being 
zero, we obtain the recursive relation for {qi}: 
Qi+2 = 
i(i - l)Bo + iB2 + B5 i(i - 1)Br + iB4 + Bs 
(i + 2)Bs Qi+l - (i + 2)(i + 1)B3 “’ 
i =0,1,2 ,.... (35) 
For simplicity, let 
xi+1 = 
i(i - l)Bo + iB2 + B5 
(i+2)B3 ’ 
y,__i(i-1)B~+iB4+Bs 
*- (i + 2)(i + l)B3 * 
Then (35) becomes 
%+2 = xi+lqi+l + KG* (36) 
By successive substitution in (36), qi can be expressed by linear combination of q. and ql, thus 
let for i 2 0, 
qi = Hial+ Giqc. (37) 
The Gi+2 and Hi+2 for i 2 0, have the following recursive formulas: 
Gi+s = Xi+lGi+r + YiGi, 
Hi+2 = Xi+lHi+r + KHi* 
Multiplying both sides of (20) by /J and substituting (19) into the resulting relation yields 
2/J2pZi = {(A + /.J + iU)(X + iU) - Xb}qi - (i + 1)/Wqi+17 i 10. (36) 
By taking limit on (37), we SW. that lim+oo(Gi/iYi) exists (since limi,, Hi = 00) and 
(39) 
Let L E lim*,(Gi/Hi) and let Wi = Gi - LHi. Then We = 1, IV1 = -L, and IV*+2 = 
Xi+rWi+r + KWi. Thus, (37), (19), and (38) become 
4% = WqO9 
x +iu 
Pli = -wqo, 
p 
Pzi = ( (~+P+wo+w-xPwi_ (i+l)puwi+l q. a2 2P2 > * 
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By normalizing condition Cz,,(qi + pli + pzi) = 1, we obtain 
-1 
qo = 2/.La 
[ 
g ({2$ + 2/.L(X + iY) + (A + /A + iV)(X + iv) - xc(} P& - (i + l)/.WW+r) 
I 
* (40) 
n=O 
Thus, we have the following theorem. 
THEOREM 3. For M/M/2 retrial queue with geometric loss and no feedback, the joint probabil- 
ities of (6, N) are given by 
Qi = WC?Oo, 
x + iv 
Pli = -wflo, 
P2i = 
( 
~~+Il+i4(x+i.)-xBwi_ (i+lbvwi+l 
z/J2 2p2 > 
q. 
> 
where qo is given by (39). 
Thus the mean queue length in the retrial group can by obtained from {qi}, Cpli), and (pai). 
5. NUMERICAL EXAMPLES 
In this section, we present some numerical examples on the mean queue length E(N) in the 
retrial group derived in Sections 3 and 4. Throughout this section, we let arrival rate X be 1 and 
retrial rate v be 0.5. 
Figure 2 shows that mean queue length E(N) for M/M/l with geometric loss and feedback 
is not affected by feedback probability /3 when the probability a of returning to retrial group 
after his attempt’s failure is less than 0.6, but mean queue length E(N) increases rather rapidly 
as 0 increases when (Y is rather high as we expected. 
25 
20 
15 
E(N) 
10 
0.1 0.2 0.3 0.4 0.5 B 0.6 0.7 0.8 0.9 1 
Figure 2. Mean queue length for M/M/l: X = 1, p = 0.5, u = 0.5. 
2.5 - 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
a 
Figure 3. Mean queue length for M/M/2: X = 1, u = 0.5,@ = 0. 
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Figure 3 shows that mean queue length E(N) for M/M/2 with geometric loss and no feedback 
increases FIS the service rate /.L decreases and the probability CY of returning to returning to retrial 
group after attempt’s failure increases. 
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