Abstract. We design a two-scale finite element method (FEM) for linear elliptic PDEs in non-divergence form A(x) : D 2 u(x) = f (x). The fine scale is given by the meshsize h whereas the coarse scale ǫ is dictated by an integrodifferential approximation of the PDE. We show that the FEM satisfies the discrete maximum principle (DMP) for any uniformly positive definite matrix A(x) provided that the mesh is weakly acute. Combining the DMP with weak operator consistency of the FEM, we establish convergence of the numerical solution u ǫ h to the viscosity solution u as ǫ, h → 0 and ǫ ≥ Ch| ln h|. We develop a discrete Alexandroff-Bakelman-Pucci (ABP) estimate which is suitable for finite element analysis. Its proof relies on a geometric interpretation of Alexandroff estimate and control of the measure of the sub-differential of piecewise linear functions in terms of jumps, and thus of the discrete PDE. The discrete ABP estimate leads, under suitable regularity assumptions on A and u, to the estimate
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provided ǫ ≈ (h 2 | ln h|) 1/(2+α) . Such a convergence rate is at best of order h ln h 1/2 , which turns out to be quasi-optimal.
Introduction
We consider second order elliptic equations in non-divergence form,
in Ω (1.1a) u = 0 on ∂Ω, (1.1b) where Ω denotes a domain in R d (d ≥ 2) with C 1,1 boundary ∂Ω, f ∈ L d (Ω) and A a measurable d × d-matrix valued function defined in Ω satisfying the uniformly ellipticity condition:
λI ≤ A(x) ≤ ΛI, (1.2) for some positive constants λ and Λ. In order to prove convergence and rates of convergence, further assumptions on A and f are made in (1.3) and (1.16) . To avoid additional technical difficulties, we ignore the approximation of Ω by a polytope Ω h . This is customary in the finite element literature.
The elliptic PDE (1.1a) in non-divergence form may be regarded as a linearization equation of fully nonlinear PDEs. In contrast to an extensive numerics literature for elliptic PDEs in divergence form, the numerical approximation for PDEs in non-divergence form reduces to a few papers. A major difficulty is the notion of viscosity solution which is based on the maximum principle instead of the variational principle. If A ∈ C(Ω) d×d and f ∈ C(Ω), (1.3) then the viscosity solution is defined as follows: A function u defined in Ω is a viscosity sub-solution (super-solution) of (1.1), if for any x ∈ Ω, ϕ ∈ C 2 (Ω) such that u * − ϕ (u * − ϕ) has a local maximum (minimum) at x, then
here, u * (x) = lim sup y→x u(y) and u * (x) = lim inf y→x u(y). We say u is a viscosity solution when it is both sub-solution and super-solution. Note that u is not even assumed to be continuous, but if u * = u * = u, then u ∈ C(Ω). Convergence to the viscosity solution is studied in the early works [1, 32] and hinges on operator consistency and monotonicity properties. We say that a family of discrete operators L h is consistent if for every ϕ ∈ C 2 (Ω),
where I h ϕ denotes the Lagrange interpolant of ϕ on quasi-uniform mesh T h of size h. We say the operator L h is monotone if, for any two discrete functions u h ≤ v h with equality at node x i , then
These two properties are tricky to achieve simultaneously as the following two examples illustrate. Consider first the centered finite difference approximation of the Hessian using nine-point stencil D ij h u(x) = 1 h 2 u(x+he i +he j )−u(x+he i −he j )−u(x−he i +he j )+u(x−he i −he j ) , which is consistent but not monotone. In fact, if u h (x + he i + he j ) = −h 2 and u h = 0 at the other eight nodes, then the discrete Hessian is D For the second example we consider the finite element Laplacian ∆ h on weakly acute meshes T h , which satisfies (1.5); see (3.5) . However, ∆ h does not satisfy (1.4) even on uniform meshes:
where φ i is the hat function associated with node x i . In fact, consider the mesh T h in R 2 consisting of four triangles whose vertices are z 0 = (0, 0), z 1 = (h, 0), z 2 = (0, h), z 3 = (−h, 0), z 4 = (0, −h). If u(x 1 , x 2 ) = x This shows that (1.4) is too restrictive for finite element analysis.
Few works has been devoted to linear elliptic PDE in non-divergence form. Among these, we mention the discrete Hessian method of O. Lakkis and T. Pryer [34] , and the combination of DG methods with a fourth order approximation by I. Smears and E. Süli [41] . However, since these schemes do not satisfy a monotonicity property, it is unlikely for the numerical solution to converge to the viscosity solution in general.
For fully nonlinear second order elliptic PDEs, we mention a series of papers by A. Oberman et al. [39, 21, 22, 3] for the Monge-Ampère equation, using the finite difference method, and by M. Jensen and I. Smears [27] for the HamiltonJacobi-Bellman (HJB) equation, using the finite element method. These methods are monotone and thus converge to the viscosity solution. Other methods do exist such as the vanishing momentum method of X. Feng and M. Neilan [18, 17, 19] , the numerical momentum method of X. Feng et al. [16] , the penalty method of S. Brenner et al. [5, 6] , nonconforming elements and quadratic elements by M. Neilan [36, 37] , the discrete Hessian method of O. Lakkis and T. Pryer [35] , least squares and augmented Lagrangian methods of E. Dean and R. Glowinski [12, 13, 15, 14, 42] , and the C 1 finite element method of K. Böhmer [4] . There is also a large literature on numerical methods for the HJB equation using its probabilistic interpretation; we refer to the books [20, 31] and references therein. As far as rates of convergence for fully nonlinear elliptic equation is concerned, we refer to the works of Caffarelli and Souganidis [10] , based on the abstract framework in [1, 32] , and of N. V. Krylov [29, 30] for the HJB equation.
Our goal in this paper is to design a two-scale finite element method for the model problem (1.1), prove its convergence to the viscosity solution, and establish its rates of convergence under weak regularity. The method hinges on the approximation of (1.1), proposed by L. Caffarelli and L. Silvestre in [9] : we formally rewrite
where, thanks to the ellipticity condition (1.2), A(x) − λ 2 I is still an elliptic matrix. We approximate the operator above by the linear integro-differential operator
where ǫ > 0 is a coarse scale and
Hereafter, ϕ(y) is a radially symmetric function with compact support in the unit ball and
(1.10) and δu(x, y) :
is the centered second difference operator with suitable modifications near ∂Ω to preserve the order; see (2.3). The operator (1.9) is a consistent approximation of
in the sense that if u is a quadratic polynomial, then
To see this, note that δu(x, y) = (y ⊗ y) : D 2 u(x) where ⊗ denotes the tensor product. Since
by definition, the change of variable z = M −1 (x)y/ǫ yields
Note that if i = j, then z i z j is an odd function with respect to z i . Since ϕ(z) is radially symmetric, we have z i z j ϕ(z)dz = 0. If i = j, then by symmetry, we have
We thus obtain R d z ⊗ zϕ(z)dz = I and
Given a conforming quasi-uniform mesh T h , we approximate
where u ǫ h = j U j φ j is a continuous and piecewise affine finite element function, and N h is the set of internal nodes of T h . The integral I ǫ u ǫ h (x i ) is simple to compute using quadrature because the kernel is smooth and M (x) is evaluated at x = x i . The meshsize h gives the fine scale of (1.12) in that ǫ and h satisfy ǫ ≥ Ch| ln h| 1/2 . We show that the FEM (1.12) is monotone provided that meshes {T h } are weakly acute, but (1.12) is not operator consistent because of (1.6). To address this issue, we introduce the notion of weak consistency in (4.1). By considering the Galerkin projection u G of u, defined in (4.2), instead of the Lagrange interpolation I h u, we show that the method satisfies the weak consistency condition. We next follow [1] , thereby exploiting monotonicity and weak consistency, to show convergence to the viscosity solution for continuous A(x) and f (x). We refer the reader to [27] , where a similar idea was used for FEM for the Hamilton-Jacobi-Bellman equation.
We also derive rates of convergence for the method. To the best of our knowledge, the only work on the topic is [41] , but under the restrictive assumption that A(x) satisfies the Cordès condition. We examine this issue from a different perspective. The main difficulty to derive a rate of convergence is to estabish a suitable notion of stability for the numerical method. We would like to emphasize that this endeavor is completely different from that for conventional FEM for problems in divergence form. For the latter, stability reduces to an inf-sup condition with respect to some energy norms, whereas problems in non-divergence are non-variational and hence lack the concept of energy.
We thus resort to basic PDE theory: a stability property of (1.1) can be derived from the celebrated Alexandroff-Bakelman-Pucci (ABP) estimate. The ABP estimate for (1.1) reads [8, 25] : (1.13) sup
, where u − (x) = max{−u(x), 0} is the negative part of u and {u = Γ(u)} denotes the (lower) contact set of u with its convex envelope Γ(u); see (5.1) and (5.2) . This estimate gives a bound for u − while a bound for its positive part can be derived in the same fashion by considering a concave envelope and corresponding (upper) contact set. A combination of both estimates yields stability of the L ∞ -norm of u in terms of the L d -norm of f . We establish the discrete ABP estimate (1.14)
sup
and |ω i | stands for the volume of the star ω i = supp φ i associated with the node x i ∈ N h . Note that the nodal contact set is just a collection of nodes.
We would like to mention that a discrete ABP estimate is proved in [33] for finite differences on general meshes under the assumption that the discrete operator is monotone. Compared with [33] , the novelties of this paper are the following:
• We give a novel proof of discrete ABP estimate, which is more geometric in nature and suitable for FEM. It is based on a geometric characterization of the sub-differential of piecewise linear functions and control of its Lebesgue measure by jumps of the normal flux.
• The estimate in [33] is sub-optimal when applied to our finite element method (1.12) . In fact, it replaces the measure of star |ω i | ≈ h d in (1.14), which corresponds to the fine scale h, by the volume ≈ ǫ d of a ball used to define (1.9). The two estimates thus differ by a multiplicative factor ǫ/h ≫ 1, the ratio of scales, which is responsible for suboptimal decay rates.
• Paper [33] does not construct a monotone finite difference scheme, and we already showed that the obvious 9-point stencil fails to satisfy (1.5); wide stencils are proposed in [32, 39] to circumvent this issue. In addition, [33] does not present a consistent method either. Both (1.4) and (1.5) are hard to achieve together.
• Upon combining our discrete ABP estimate with weak consistency of FEM, we derive rates of convergence for (1.1) under weak regularity requirements. This is a key novelty of our paper since previous error analyses are limited to special assumptions on A and might not give convergence to the viscosity solution [41] .
Therefore, our two-scale FEM is a compromise between the fine scale accuracy provided by the discrete Laplace operator ∆ h and the monotonicity and consistency achieved at the coarse scale ǫ by the integral operator I ǫ in (1.9). This also explains why the only geometric mesh restriction -weak acuteness -is unrelated to the coefficient matrix A: it just guarantees monotonicity of ∆ h ! Our method works for A ∈ L ∞ (Ω) and f ∈ L d (Ω). Since neither A(x) nor M (x) may be well defined at each node x = x i , and this is critical in (1.12), we replace nodal values of A at x i by the means of A(x) over the star
in the definition of integral I ǫ u ǫ h (x i ). Obviously, the accuracy of the solution u ǫ h depends on the approximation quality of A(x) by its mean. We show that if
; see Corollary 7.4. Note that the interior C 2,α regularity assumption on u is guaranteed by the PDE theory [7] under a suitable regularity assumption on A and f consistent with (1.16); see remark 7.1. For u ∈ C 3,α , we impose
for an arbitrary constant C 2 > 0, to show in Corollary 7.6 that
.
We stress that for α = 1, we obtain a nearly linear decay rate
, which turns out to be optimal for our method. The rest of this paper is organized as follows. In Section 2, we describe the approximation (1.8) of (1.1) proposed by L. Caffarelli and L. Silvestre [9] . We introduce finite element methods and show the monotonicity property (1.5) in Section 3. Using (1.5), we prove convergence to the viscosity solution in Section 4. We next discuss the classical ABP estimate in Section 5 and apply it to derive the
In Section 6, we prove our discrete ABP estimate, which hinges only on the mesh T h being weakly acute. Finally, applying the discrete ABP estimate, we establish several rates of convergence depending on solution and data regularity in Section 7.
Approximation of uniformly elliptic equations
In this section, we discuss the approximation, proposed by L. Caffarelli and L. Silvestre in [9] , for the linear elliptic PDE in non-divergence form (1.1) by the integro-differential equation (1.8) . We also propose a modification of the second difference δu(x, y) near the boundary ∂Ω which preserves the second order accuracy.
2.1. Integro-differential equation. Let ϕ be a radially symmetric function with compact support in the unit ball and R d |x| 2 ϕ(x) = d. Given a continuous function u, we let I ǫ u be the integral transform (2.1)
has support contained in the ball B Qǫ (0) with radius Qǫ where Q = λ −1/2 . If u is just defined in Ω, then the integral in (2.1) is problematic for values of x close to ∂Ω unless u is suitably extended outside Ω; the zero extension is used in [9] which restricts the order of accuracy. Our goal is to avoid an extension by suitably modifying the definition of δu(x, y) for x near ∂Ω and at the same time retain the second order accuracy. To this end, we denote the region bounded away from the boundary by Ω ǫ = {x ∈ Ω : dist(x, ∂Ω) > Qǫ}, and note that the δu(x, y) is well defined only for x ∈ Ω ǫ . If either x + y or x − y is not in the domain Ω, let x + θ 1 y and x − θ 2 y be on ∂Ω for some 0 < θ 1 , θ 2 ≤ 1, and define
which is the second order difference on non-uniform grids. It is easy to check that if u is a quadratic polynomial, then we have δu(x, y) = D 2 u(x) : (y ⊗ y) for all x ∈ Ω. We now approximate the equation (1.1) by the integro-differential equation
We refer to [9] for details about the existence and uniqueness of solution u ǫ .
2.2.
Rate of convergence of integral transform I ǫ u(x). The convergence rate of I ǫ u(x) depends on the regularity of the function u, and is stated below. 
(c) If x ∈ Ω ǫ and u ∈ C 2+k,α (U Qǫ (x)) for k = 0, 1 and 0 < α ≤ 1, then
Proof. We only prove (b) and (c) because (a) is a consequence of the proof of (c).
where
Upon adding and substracting D y u(x), we obtain δu(x, y) = 2|y|
Using the fact that (2.5)
and the Hölder continuity of
we deduce
Case (3). If dist (x, ∂Ω) > Qǫ, then we take θ 1 = θ 2 = 1 in (2.3) and rewrite it as follows
In view of (2.5) with θ 1 = θ 2 = 1 and
Note that if u ∈ C 2 (Ω), then the right-hand side of the last expression tends to zero without rate, whence (a) follows. This completes the proof.
Remark 2.1 (variant of Lemma 2.1). Let u ∈ C 2 (Ω) and A ∈ C(Ω). With a simple modification of the preceding argument we see that if x n → x as n → ∞, then
Finite element method for the integro-differential problem
In this section, we introduce a finite element method for (2.4) and show that the method is monotone provided that the mesh T h is weakly acute.
We start with some notation. Let T h = {K} be a conforming, quasi-uniform and shape-regular partition of Ω into simplices K, with shape regularity constant by σ. Let F h be the set of faces and N h be the set of interior nodes of T h .
Let V h be the space of continuous piecewise affine relative to T h , and V 0 h be its subspace with vanishing trace
. Given x i ∈ N h , let φ i be its hat function and ω i = supp φ i be its star.
Finite element method. We seek a solution
where the discrete Laplacian is defined in (1.6). We define I ǫ as in Section 2, namely
is well defined at every node x i . If A(x) is only assumed to be measurable, then we take A(x i ) to be the meanvalue of A over ω i :
We would like to emphasize that the discrete formulation (3.1) above is not obtained by simply testing (2.4) with a hat function φ i . Note that the second term on the left-hand side is the lumped mass matrix
dx. This is because this reduced quadrature preserves monotonicity, which plays a crucial role in establishing convergence to the viscosity solution and the a priori error estimate, and is much easier to implement since we only need to evaluate I ǫ u ǫ h (x) at x = x i . Below, we state and prove the monotonicity property of the finite element method (3.1).
3.2.
Mesh weak acuteness and Discrete Maximum Principle. We start by rewriting the discrete Laplacian at each node x i ∈ N h upon integrating by parts elementwise
± ∈ T h denote the two elements sharing the face F and n ± F the outer unit normal vectors of K ± on F . We point out that J F (u ǫ h ) is the opposite of the usual jump because it corresponds to
) is constant and
and
we get the following expression for the discrete Laplacian
It is well known that monotonicity of the lowest order finite element method for the Laplace equation hinges on the mesh T h being weakly acute [11] :
Such a condition imposes a restriction on the geometry of meshes. Recall that for d = 2, a mesh T h is weakly acute if and only if the sum of the two angles opposite to an edge is no greater than π. For a detailed proof and the case of d = 3, we refer to [2, 38, 28] .
We are now ready to discuss monotonicity of the discrete operator L h in (3.2).
Lemma 3.1 (monotonicity property of L ǫ h ). Let v h and w h be two functions in V h , and v h ≤ w h in Ω with equality attained at some node x i ∈ N h . Then the integral operator I ǫ satisfies the monotonicity property
In addition, if the mesh T h is weakly acute, then the discrete Laplacian ∆ h satisfies the monotonicity property
To show the monotonicity property of I ǫ , we note that the assumptions
The first assertion follows from the definition (2.1) of I ǫ and the fact K ǫ (x, y) ≥ 0.
On the other hand, following [11] , we realize that
Invoking the definition (1.6) of ∆ h yields
This proves the second inequality. Finally, the last assertion follows from (3.2).
It is worth stressing that the monotonicity property of L h relies solely on (3.5) and is thus valid for all matrices A(x) regardless of possible anisotropies. We would like to mention two important consequences of the monotonicity property. They are the discrete maximum proinciple and the unique solvability of (3.2).
Corollary 3.2 (discrete maximum principle). Let T h be weakly acute. If for all
Proof. We only need to show that u ǫ h cannot attain a strict positive maximum at any interior node x i ∈ N h . If not, since j k ij = 0, we then obtain
Moreover, we get δu A third important consequence of the monotonicity property is the convergence of u ǫ h to the viscosity solution u. We discuss this next.
Convergence to the viscosity solution
It was shown in [1, 32] that numerical solutions converge pointwise to the viscosity solution provided that the method is consistent and monotone. While these works provide guidelines for the design of convergent numerical methods for fully nonlinear elliptic PDEs, designing FEM satisfying both conditions is a non-trivial task. Here, we would like to emphasize that our finite element method (3.1) is not consistent in the sense that, given any quadratic polynomial p(x) defined in Ω,
where I h p(x) is the Lagrange interpolant of p(x) associated with the mesh T h . This is due to the discrete Laplace operator ∆ h I h p(x i ), as already discussed in (1.7). Fortunately, the consistency condition in [1, 32] can be replaced by the following weak consistency property: for every ϕ ∈ C 2 (Ω), we have
Hereafter, we take π h ϕ as the Galerkin projection of ϕ. A similar idea was proposed in [27] to show convergence of FEM for Hamilton-Jacobi-Bellman equations.
4.1. Galerkin projection. We define the approximation u G ∈ V 0 h of u, which is commonly known as Galerkin projection, to satisfy
, then by taking v h = φ i and integrating by parts, we have
Therefore, the discrete Laplacian ∆ h u G of u G is a weighted mean of ∆u over the star ω i , whence it is a weakly consistent approximation of ∆u in the sense of (4.1) provided u ∈ C 2 . The convergence rate of the Galerkin projection u G in the L ∞ -norm is known to be quasi-optimal [40] :
Thanks to (4.4), for all x i ∈ N h such that dist(x i , ∂Ω) ≥ Qǫ, we obtain
which, by definition (2.1) of the integral operator I ǫ , implies
4.2. Proof of convergence. We now are ready to prove the convergence of the numerical solution u ǫ h to the viscosity solution u. We proceed as in [1] . Lemma 4.1 (sub and sup-solutions). Let u ǫ h be the solution to (3.1), and let both A and f be continuous in Ω. Let
for any sequence {x h } converging to x, and let ǫ = ǫ(h) ≥ Ch ln 1 h and ǫ → 0. Then the upper semi-continuous function u * is a viscosity sub-solution of (1.1) and the lower semi-continuous function u * is a viscosity super-solution of (1.1).
Proof. We only show that u * is a sub-solution of (1.1) because proving that u * is a super-solution of (1.1) is similar. If ϕ(x) ∈ C 2 (Ω) is so that u * − ϕ has a local maximum at x 0 ∈ Ω, then we need to show that
Without loss of generality, we assume that u * − ϕ attains a strict maximum at x 0 ∈ Ω. Let {x h } be a sub-sequence converging to x such that u * (x 0 ) = lim u ǫ h (x h ) and let ϕ h be the Galerkin projection of ϕ subordinate to the mesh T h . Let y h ∈ N h be a sequence of nodes such that u ǫ h − ϕ h attains a maximum at y h . We claim that such a sequence {y h } converges to x 0 . If not, then there is a subsequence of {y h } converging to y 0 = x 0 . By definition (4.6),
On the other hand, since u
passing to the limit, we obtain lim sup
Combining both inequalities, we obtain u
which contradicts the fact that u − ϕ attains a strict maximum at x 0 ∈ Ω. Now due to Lemma 3.1 (monotonicity property) and the fact that u ǫ h −ϕ h attains a maximum at y h , we have
where φ y h is the hat function associated with node y h in mesh the T h . Invoking the consistency (4.3) of ∆ h , together with (4.5), yields an estimate for
Exploiting that ϕ ∈ C 2 (Ω), we pass to the limit in the first term to obtain
For the second term, we invoke Remark 2.1 (variant of Lemma 2.1(a)) to arrive at
Since ǫ ≥ Ch ln 1 h , the right-hand side vanishes in the limit h
We thus deduce lim sup
Exploiting that f ∈ C(Ω), we eventually get
This completes the proof.
Corollary 4.2 (convergence).
Let u be the viscosity solution of (1.1). Then the functions u * , u * defined in (4.6) satisfy u * = u * = u, whence u ∈ C(Ω), and the solution u ǫ h of (3.1) converges pointwise to u as ǫ, h → 0, provided that ǫ ≥ Ch ln Proof. By Lemma 4.1, we see that u * − u * is a sub-solution of (1.1) [26, 43] . Since u * − u * = 0 on ∂Ω, by ABP estimate (1.13), we deduce u * − u * ≤ 0 in Ω. On the other hand, from the definition of u * and u * , we see that u * ≤ u * , whence u * = u * = u is the viscosity solution of (1.1). This implies both upper and lower semi-continuity of u, whence u ∈ C(Ω), and u ǫ h converges to u as ǫ, h → 0. In the rest of the paper, we elucidate the accuracy of our method. The main difficulty to derive rates of convergence is to establish stability for the numerical method. In Section 5, we recall the celebrated Alexandroff-Bakelman-Pucci (ABP) estimate, which is the cornerstone for the stability of elliptic problems in nondivergence form. In Section 6, we derive a discrete ABP estimate for our FEM (3.1) which is instrumental to establish stability.
The Alexandroff-Bakelman-Pucci estimate
We start with the definition of convex envelope and sub-differential of continuous functions which is frequently used in the analysis of fully nonlinear elliptic PDEs.
5.1.
Convex envelope and sub-differential. Let the domain Ω be compactly contained in a ball B R of radius R and v ∈ C(Ω) with v ≥ 0 on ∂Ω. Since the negative part v − of v vanishes on ∂Ω, we extend v − continuously by zero to B R \ Ω. We define, with some abuse of notation, the convex envelope of v in B R by Since Γ(v) is convex its subdifferential is nonempty for all
where ·, · denotes the dot product in R d . In particular, if x 0 ∈ C − (v), then 
, where C − (u) is the lower contact set of u in B R defined in (5.2) and C = C(d, λ, Ω). We complement the ABP estimate with a modified version at the ǫ-scale [9] .
Lemma 5.1 (ABP estimate at ǫ-scale [9] ). If u ǫ is a solution of (2.4) with u ǫ ≥ 0 on the boundary ∂Ω. Then
We now apply Lemma 5.1 to establish a rate of convergence for u − u
Proof. We only need to establish a bound for the negative part of u − u ǫ such as
because the bound for the positive part is similar. By Lemma 2.1 (approximation property) of I ǫ , we have
Thanks to (1.1) and (2.4), a simple comparison between L ǫ u with L ǫ u ǫ yields
Invoking Lemma 5.1 (ABP estimate at ǫ-scale), we readily obtain (5.3).
Discrete Alexandroff-Bakelman-Pucci estimate
The aim of this section is to establish Lemma 6.1 (discrete ABP estimate). We recall that a discrete ABP estimate is also proved in [33] for finite differences on general meshes within the abstract framework of [32] . However, when applied to our finite element method, the estimate in [33] yields sub-optimal results because it replaces the measure of star |ω i | in (1.14) by the much larger quantity |B ǫ (x i )|, where B ǫ (x i ) stand for the set of influence of x i which, according to (1.9), is of size ǫ ≫ h. We present a novel proof which is more geometric and suitable for FEM. It is based on the geometric characterization of the sub-differential of piecewise linear functions and control of its measure by the jumps.
First, we need a definition. Given v h ∈ V h with v h ≥ 0 on ∂Ω, we observe that if x belongs to the interior of some element K ∈ T h and to the contact set C − (v h ), then the vertices of K are also in the contact set. This motivates the following definition of (lower) nodal contact set -the discrete counterpart of (5.2):
As with C − (v h ) we may assume that C − h (v h ) ⊂ Ω unless Γ(v h ) = 0. Lemma 6.1 (discrete Alexandroff-Bakelman-Pucci estimate). Let the mesh T h be shape regular and weakly acute.
is the nodal contact set of (6.1), then the discrete ABP estimate reads
where the constant C = C(σ, d, λ, Ω) and |ω i | denotes the volume of the star ω i .
6.1.
Local convex envelope of piecewise affine functions. We stress that Γ(v h ) is not a piecewise affine function subordinate to T h . To see this, we exhibit a simple example: let T h consist of two triangles with vertices z 1 = (−1, 0), z 2 = (0, 1), z 3 = (1, 0) and z 1 , −z 2 , z 3 , and let
To overcome this issue we define the local convex envelope for any
for all x ∈ ω z . In contrast to Γ(v h ), which is not in V h , Γ ωz (v h ) is piecewise affine in ω z . In view of (6.2), for such a local function Γ ωz (v h ), we define its local sub-differential associated with node
It is easy to check that
for all x ∈ ω z with equality at the contact node z.
We thus have
which will be instrumental in the sebsequent derivation. In fact, all statements involving ∇Γ(v h )(z) will be proved using
6.2. Discrete Alexandroff estimate. The next Alexandroff estimate for a continuous piecewise affine function v h states that the L ∞ -norm of v h is controlled by the Lebesgue measure of the sub-differential of its convex envelope.
Lemma 6.2 (discrete Alexandroff estimate).
Let v h ∈ V h with v h ≥ 0 on ∂Ω, and Γ(v h ) be its convex envelope in B R . Then
where |∇Γ(v h )(x i )| denotes the d-Lebesgue measure of the sub-differential of Γ(v h ) associated with the contact node x i and C = C(d, λ, Ω).
Proof. We proceed in several steps.
Step 1. We first show that
for some x * ∈ B R and let T be a horizontal plane touching v h from below at x * . By (5.1) (definition of convex envelope) again, we deduce
. Hence, to prove (6.4), we only need to show that
Step 2. We construct a cone K(x) such that
and assume that M > 0 for otherwise (6.4) is trivial in view of Step 1. We note that for any vector v ∈ B M 2R (0), the affine function L(
Step 3. We claim that
. This is equivalent to showing that for any supporting plane L(x) of K(x) at x = x * , there is a parallel supporting planeL(x) for Γ(v h )(x) at some contact node y, namely y ∈ C − h (v h ). Consider the function v h (x)−L(x), and observe that v h (x) ≥ 0 on ∂Ω and v h (x
is a parallel supporting plane for v h (x) at y. Since, according to (5.1), every supporting plane of v h is a supporting plane of Γ(v h ), we find that
with equality at x = y. The function v h − L(x), being piecewise affine in Ω, attains its minimum at a node of T h , whence y ∈ C − h (v h ).
Step 4. Computing Lebesgue measures in (6.5) yields
Finally, (6.4) follows from a simple algebraic manipulation.
In view of Lemma 6.2 (discrete Alexandroff estimate) and (6.3), to prove Lemma 6.1 (discrete ABP estimate), we intend to relate |∇Γ ωi (v h )(x i )| with the discrete Laplacian at the contact node x i , namely to show
). Equivalently, we shall estimate |∇Γ ωi (v h )(x i )| in terms of the jumps J F (v h ) according to (3.4) . This is precisely our next task.
Sub-differential of convex piecewise linear functions. Let
= ω i ∩ N h be the set of nodes connected with x i , and Γ ωi (v h ) be the local convex envelope defined in (6.2). Without loss of generality, we assume x i = 0 and Γ ωi (v h ) ≥ 0 in ω i with equality at node x i only. We further simplify the notation in this subsection upon writing
Our goal in this section is to show the following lemma. Let F(0) denote the set of (d − 1)-dim simplices (faces) containing the origin. 
We first point out that J F (γ) has a sign.
Take a point x ∈ F and ǫ > 0 sufficiently small such that x ± ǫn F ∈ N(F ). Since γ(x) is piecewise affine and convex, we have
which is the asserted inequality.
It is easy to see that ∇γ(0) is always a convex set. Since γ(x) is a piecewise linear function on ω, we have a more precise characterization.
Lemma 6.5 (characterization of ∇γ (0)). The local sub-differential ∇γ(0) is a convex polytope determined by the intersection of the half-spaces
Moreover, a vector w is in the interior of ∇γ(0) if and only if all the inequalities
Proof. Since γ(x) is a piecewise affine function, any vector w is in the sub-differential ∇γ(0) if and only if w, z j ≤ γ(z j ) for all z j . Therefore, the sub-differential ∇γ (0) is determined by the intersection of the half-spaces
If w, z j < γ(z j ) for all 1 ≤ j ≤ m, then for ǫ > 0 sufficiently small such that
, for all v in the small B ǫ (0) with radius ǫ and centered at 0, whence w + v ∈ ∇γ(0). This implies that w is in the interior of ∇γ(0). The argument can be reversed to prove the equivalence. Lemma 6.5 immediately leads to two important consequences. First, if γ(x) ≥ 0 with equality only at the origin, i.e. γ(z j ) > 0 for all 1 ≤ j ≤ m, then the vector 0 is in the interior of ∇γ(0). This implies that ∇γ(0) has a non-empty interior and is thus d-dimensional. Second, a vector w is on the boundary ∂∇γ(0) of the sub-differential ∇γ(0) if and only if equality holds for at least one of the inequalities
The second consequence gives a characterization of ∂∇γ(0) which motivates us to introduce the notion of dual set below.
Let T be an n-dim simplex with 0 ≤ n ≤ d such that 0 ∈ T . We define
and the dual set T * of T with respect to a convex piecewise affine function γ
which happens to be orthogonal to T .
Proof. It is obvious that T * is a subset of P . Moreover, in view of Lemma 6.5 (characterization of ∇γ (0)) and the definition (6.6), we realize that T * = ∩ m j=1 S j ∩P which means that T * is a convex polytope bounded by the half-spaces {S j }, 1 ≤ j ≤ m.
To show that P is orthogonal to T we see that, given arbitrary w 1 , w 2 ∈ P , w 1 − w 2 , z = 0 for all z ∈ T . This proves the claim.
The geometry of T * is rather simple in two dimensions as the following example illustrates.
• Case I (0-dim simplex): If T = 0, then N(T ) = ω. It is easy to check by definition that T * is nothing but the sub-differential ∇γ(0).
• Case II (2-dim simplex): If T = K is an element, then N(K) = K. If a vector w ∈ K * , then the equality w, z = γ(z) for all z ∈ K implies w = ∇γ(x)| K . It is easy to check that the piecewise gradient ∇γ(x)| K is in the sub-differential ∇γ(0) by using the convexity of function γ(x). Hence, we conclude that K * consists of one vector ∇γ(x)| K only.
• Case III (1-dim simplex): Finally, we consider the most complicated case by taking T = F which is a face with two vertices 0, z 1 . Then, N(F ) consists of two elements K ± sharing the face F . Lemma 6.6 implies F * is contained in the line
It is easy to check that ∇γ| K ± , z 1 = γ(z 1 ) which implies that the two piecewise gradients ∇γ| K ± ∈ F * . We claim that F * is the line segment joining the two vectors ∇γ| K ± . (6.7) Moreover, Lemma 6.5 gives us the following characterization of ∂∇γ (0) ∂∇γ(0) = ∪{F * , 0 ∈ F }, (6.8) namely the boundary of ∇γ (0) is made of straight segments joining ∇γ| K on consecutive triangles K clockwise. Both claims are proved in Proposition 6.7 below in a more general setting which holds for any space dimensions. Figure 6 .1 depicts a face T = [z 1 , z 3 ] and its dual set T * for d = 2.
] and its dual set T * . The latter lies on the straight line P , which is perpendicular to z3.
Finally, we mention that combining claims (6.8) and (6.7) implies that ∇γ(0) is the (convex hull) polygon with vertices {∇γ| K , K ⊂ ω}.
We now establish a characterization of dual set T * for any n-dim simplex T , which is inspired in [24] and extends the preceding discussion to any dimension d. Proposition 6.7 (characterization of dual set). Let 0 ≤ n < d and T be an n-dim simplex of ω such that 0 ∈ T , S be the set of (n + 1)-dim simplices of ω such that S ⊃ T .
The dual set T * of T is the convex polytope given by
Moreover, the boundary ∂T * of T * is given by ∂T * = ∪{S * : S ∈ S }.
Before proving Proposition 6.7, we apply it to characterize the geometry of the boundary ∂∇γ(0) of the sub-differential ∇γ(0) for d = 2, 3. We denote by {E} (edges) the set of all 1-dim simplices for d = 3 such that 0 ∈ E, and by {F } (faces) the set of all (d − 1)-dim simplices for d = 2, 3 such that 0 ∈ F . We let {K} be the set of all d-dim simplices (tetrahedra for d = 3 and triangles for d = 2) such that 0 ∈ K.
Corollary 6.8 (characterization of ∂∇γ(0) for d = 2, 3). For d = 2, the boundary ∂∇γ(0) of the sub-differential ∇γ(0) is the union of dual sets F * for all edges F ⊂ ω such that 0 ∈ F . Each dual set F * is the segment with endpoints {∇γ| K ± : K ± ⊂ N(F )} and the length of F * equals the jump J F . For d = 3, the boundary ∂∇γ(0) is the union of dual sets E * for all edges E ⊂ ω such that 0 ∈ E. The boundary ∂E * is the union of dual sets F * for all faces F such that E ⊂ F . Each dual set F * is a segment with endpoints {∇γ| K ± : K ± ⊂ N(F )} and the length of F * is the jump J F .
Proof. We only prove the lemma for d = 3; the case d = 2 is simpler. To prove ∂∇γ(0) = ∪E * , we take T in Proposition 6.7 to be the origin (0-dim simplex) and S to be the set of all edges (1-dim simplices) E ∋ 0. Since T * = ∇γ(0), the first assertion follows immediately from Proposition 6.7.
Similarly, to prove
we take T to be either an edge E or a face F and S to be {F : F ⊃ E} or {K ± : K ± ⊃ F } respectively. The second assertion follows again directly from Proposition 6.7.
Finally, since F * is the line segment connecting K ± = ∇γ| K ± , we deduce that the length |F * | of F * satisfies
The fact that ∇γ| K + − ∇γ| K − is perpendicular to F , indeed equal to J F n F with n F being the unit normal pointing from K + to K − , in conjunction with Lemma 6.4 (sign of J F ), yields |F * | = J F as asserted.
Now we proceed to prove Proposition 6.7.
Proof of Proposition 6.7. To show the first statement, we note that by definition (6.6), we have w, z ≤ γ(z) for all z ∈ ω, whence
To show the reversed inclusion, we argue by contradiction: assume that w, z ≤ γ(z) for all z ∈ N(T ) with equality for all z ∈ T , but w / ∈ T * or equivalently w / ∈ ∇γ(0). Then there is a point z 0 ∈ ω such that z 0 , w > γ(z 0 ). Let z 1 ∈ T be a point in the interior of N(T ). Hence γ(z 1 ) = w, z 1 and due to the convexity of γ(z), for 0 < λ < 1,
Since z 1 belongs to the interior of N(T ), we have λz 0 + (1 − λ)z 1 ∈ N(T ) for λ small enough. Consequently, the inequality contradicts the assumption that w, z ≤ γ(z) for all z ∈ N(T ). This proves the first statement. Now, we show that ∂T * = ∪S * for all S ∈ S . In view of (6.6), this is equivalent to showing that w ∈ ∂T * if and only if w ∈ ∇γ(0) and the equality w, z = γ(z) holds for all z ∈ S and some (n + 1)-dim simplex S ⊃ T . (6.9) Let z s be the vertex of S off the simplex T (z s / ∈ T ). Since γ(x) is piecewise affine, (6.9) is equivalent to showing that w, z s = γ(z s ) for some S ∈ S . (6.10)
We also recall from Lemma 6.6 (geometry of
which is orthogonal to T . Consequently, a vector w ∈ T * is in the interior of T * if and only if there is a small ǫ > 0 such that w + ǫn ∈ T * for any unit vector n ⊥ T . Equivalently,
We first prove that if w ∈ ∂T * , then (6.10) holds. If not, then w, z s < γ(z s ) for all vertices z s and w, z = γ(z) for all z ∈ T .
There is ǫ > 0 sufficiently small such that, w + ǫn, z s ≤ γ(z s ) ∀z s and w, z = γ(z) ∀z ∈ T for any unit vector n orthogonal to T . Since γ(z) is piecewise linear, this implies that for each element K ⊂ N(T ) w + ǫn, z ≤ γ(z) ∀z ∈ K. and w + ǫn, z = γ(z) for all z ∈ T , whence (w + ǫn) ∈ T * for any n⊥T according to the first assertion of this Proposition. This contradicts that w ∈ ∂T * in view of (6.11). We next show that if (6.10) holds for some vector w, then w ∈ ∂T * . Let p(z s ) be the orthogonal projection of z s onto the face T and n(z s ) = z s − p(z s ); obviously, the vector n(z s ) = 0 and n(z s ) ⊥ T . Since w, z s = γ(z s ), we obtain
whence w + ǫn(z s ) / ∈ T * for any ǫ > 0. This implies w ∈ ∂T * , with the aid of (6.11), and concludes the proof.
Proof of Lemma 6.3. The proof hinges on the isoperimetric inequality relating the measure |P | of an n-dim polytope P with that of its perimeter |∂P |: there exists a constant C = C(n), thereby depending on d, so that
The proof proceeds by dimension reduction. We know that ∇γ(0) is the dual set of T = {0} and according to Proposition 6.5 (characterization of dual set), that
where S 1 (0) is the set of all 1-dim simplices of ω such that 0 ∈ S 1 . Therefore
The dual sets S * 1 are convex (d − 1)-dim polytopes orthogonal to S 1 , according to Lemma 6.6 (geometry of T * ). Applying again Proposition 6.7, this time to T = S 1 , we obtain
Inserting this in the expression for |∇γ(0)|, we get
t is valid for any nonnegative sequence {a i } and t ≥ 1, the preceding inequality becomes
. Moreover, each 2-dim simplex S 2 contains exactly two 1-dim simplices S 1 ∋ 0. This allows us to rewrite |∇γ(0)| with C modified by a factor 2 d/(d−2) as follows:
Iterating this argument, we easily arrive at 
where the constant C depends on the dimension d and geometric quantity (6.12) G := max
Now in view of the fact that
with equality at the (lower) contact node x i , by Lemma 3.1 (monotonicity property for discrete Laplacian), we have
Now to prove Lemma 6.1, we only need to show that
) is a convex function and Γ(v h ) touches v h at x i from below, we get
where the second inequality follows the monotonicity of operator I ǫ in Lemma 3.1. Hence, by the definition (3.2) of discrete operator, we obtain
We conclude that
Finally, invoking Lemma 6.2 (discrete Alexandroff estimate), we arrive at (6.13) sup
, which is the desired discrete ABP estimate. This completes the proof. The proof shows that the constant C in (6.13) depends on the constants C(d, λ, Ω) in Lemma 6.2 (discrete Alexandroff estimate) and G in (6.12), rather than the shape regularity constant σ. Therefore, C is independent of the number n of elements within ω i , which is an improvement over [33] where C depends on n.
A priori error estimates
In this section, we derive rates of convergence for the FEM. We proceed as follows. In § 7.1, we derive the error equation (7.1) for u ǫ h − u G where u G is the Galerkin projection of u. In § 7.2, we examine (7.1) and show that the various terms exhibit a decay rate, measured in L d -norm, in the region bounded ǫ-away from the boundary. In § 7.3, we develop a discrete barrier function in Lemma 7.3 which is instrumental in controlling the behavior of the error in the region ǫ-close to the boundary. We conclude in § 7.4 with pointwise rates of convergence, which combine the discrete ABP estimate and the discrete barrier function. Throughout the proof, we take ǫ = ǫ(h) ≥ Ch ln
of L h , we have the discrete second order integro-differential operator
whereĀ(x i ) is the mean of A(x) over the star ω i defined in (1.15) . Since L h u ǫ h (x i ) = f i , according to (3.2), we thus get the following error equation, for all
7.2. Estimate of error terms. We now estimate the four error terms T i in (7.1).
where the constant C = C(Ω, σ).
In fact, if both x i + y and x i − y are in Ω, then by definition (1.10)
If neither x i + y nor x i − y is in Ω, then by definition (2.3) and the fact that
Finally, if x i + y is in Ω but x i − y is not, then taking θ 1 = 1 in (2.3), we obtain
We thus conclude
Since the kernel K ǫ (x, y) in (2.1) is nonnegative, the estimate above implies
Note that ∆ h V h (x i ) ≥ 0 for all x i ∈ N h , because of Lemma 3.1 (monotonicity property). The claim now follows from the fact that
To estimate the term T 4 in (7.1), we recall the assumption (1.16): ifĀ(
A(x)dx is the mean of A(x) in the star ω i of node x i , then
, then this estimate with β = 1 follows immediately from the Poincaré inequality. We also introduce the notation
where N is the cardinality of N h . Now we are ready to estimate each term T i .
Lemma 7.2 (estimate of error equation).
Let the mesh T h be weakly acute. If the
Proof. The estimate of T 1 follows from Lemma 7.1 (estimate of T 1 )
The estimate of T 2 is a consequence of Lemma 2.1 (approximation property of I ǫ )
The estimate for T 3 , for u ∈ C 2,α (Ω), reads
Therefore, we conclude from the error equation (7.1) that
for all x i ∈ N h , which proves the first estimate.
For u ∈ C 3,α (Ω), we only need to note that, by Lemma 2.1,
and |T 3 | ≤ Ch u C 2,1 (Ω) . We thus have from the error equation (7.1) that
Finally, to prove the last statement, we only need to note that by definition
Since D 2 u(x) is bounded, invoking Hölder's inequality, we obtain
due to the fact that φ i ≤ 1. Hence, we infer from assumption (1.16) that
7.3. Discrete barrier functions. We note that while the estimate in the interior of Ω is rather straightforward the boundary estimate is more involved, due to the reduced rate of E 2 in the ǫ-region close to ∂Ω in Lemma 7.2. To overcome this difficulty, we introduce a useful discrete barrier function. We simplify its construction upon assuming that Ω is convex, but it would suffice to assume that Ω satisfies the exterior ball property [23] , which is consistent with the C 1,1 -regularity of ∂Ω.
Lemma 7.3 (discrete barrier).
Let Ω be convex. Given a constant E > 0, for each node z ∈ N h with dist(z, ∂Ω) ≤ Qǫ, there exists a function
provided that ǫ ≥ Ch ln 1 h and h is sufficiently small. Proof. Let z 0 ∈ ∂Ω be such that |z − z 0 | = dist(z, ∂Ω). Since Ω is a convex domain, we may introduce a coordinate system with origin at z 0 and the domain Ω lying between the plane {x d = 0} and {x d = R} and z = (0, · · · , 0, |z − z 0 |). Employing this coordinate system, let p(x) be the quadratic polynomial
Let p G (x) be the Galerkin projection of p(x), which interpolates p(x) on ∂Ω. According to (4.4),
Lemma 7.1 (estimate of T 1 ) yields
Thanks to the operator consistency (4.3) of the Galerkin projection, we obtain
where L ǫ is defined in (2.4). Hence,
Since Ch ln 1 h ≤ ǫ, this completes the proof.
7.4.
A priori error estimates. We now prove several rates of convergence for u − u ǫ h L ∞ (Ω) depending on the regularity of both u and A.
Corollary 7.4 (rate of convergence for C 2,α solutions). Let the two scales h and
for an arbitrary constant C 1 > 0 and 0 < α ≤ 1.
If the solution u of (1.1) belongs to C 2,α (Ω), the coefficient matrix A satisfies the assumption (1.16) for 2α (2+α) ≤ β ≤ α, and the mesh T h is weakly acute, then
where the constant C is proportional to the constant C(σ, Ω, d, λ) in Lemma 6.1 (discrete ABP estimate), u C 2,α (Ω) , the constant C(A) in (1.16) and C 1 .
Proof. By Lemma 7.2 (estimate of error equation), we obtain
Invoking Lemma 6.1 (discrete ABP estimate), together with (7.2) and β ≤ α, we get
along with a similar bound for
We finally set ǫ α = C .
Remark 7.1 (C 2,α regularity assumption). We would like to mention that the interior regularity assumption u ∈ C 2,α in the interior of the domain, which is used in Corollary 7.4, can be verified by the following estimate of Caffarelli [7] . The local conditions (7.3) imply that u ∈ C 2,α (Ω); see [7] . It is conceivable that if they hold uniformly in Ω and ∂Ω is smooth, then the solution u ∈ C 2,α (Ω). We point out that in this case β = α in (1.15).
We now examine the rate of convergence for a solution u ∈ C 3,α (Ω). It is worth stressing that for α = 1, we obtain an almost linear rate u − u , where the constant C is proportional to the constant C(σ, Ω, d, λ) in Lemma 6.1 (discrete ABP estimate), u C 2,α (Ω) , the constant C(A) in (1.16) and C 2 .
Proof. We start with the estimate in Lemma 7.2
and carry out the proof in two steps, according to the distance of x i to ∂Ω.
Step 1 (boundary behavior). Our first goal is to show that
for all nodes z ∈ Ω \ Ω ǫ .
For each z ∈ Ω\Ω ǫ , let p z ∈ V h be the barrier function in Lemma 7.3 with E = CE 2 :
L h p z (x i ) ≥ CE 2 ∀x i ∈ N h and p z (x) ≤ 0 on ∂Ω.
Set v h (x) := u G (x) − u ǫ h (x) − CV h (x) − p z (x) and use that E 2 ≥ E 1 , to deduce L h v h (x i ) ≤ S i ∀x i ∈ N h , and v h (x) ≥ 0 on ∂Ω .
Lemma 6.1 (discrete ABP estimate), coupled with (7.2), yields
Hence, we deduce that
, and the assertion now follows from the estimate on p z (z) in Lemma 7.3.
Step 2 (interior behavior). We consider the discrete domain Ω ǫ,h = ∪{T ∈ T h : T ∩ Ω ǫ = ∅} which is slightly larger than Ω ǫ . We apply again Lemma 6.1 (discrete ABP estimate) to u G − u An estimate for sup u G − u ǫ h + can be proved in a similar fashion.
With a simple algebraic manipulation, we thus get
Set ǫ 1+α = C ln 1 h h 2 /ǫ 2 for C > 0 arbitrary, that is ǫ = C 2 h 2 ln 1 h 1/(3+α) and recall that β ≥ (2 + 2α)/(3 + α), to deduce the asserted rate of convergence.
Remark 7.2 (linear rate is sharp). It is worth mentioning that the estimate of Corollary 7.6 for α = β = 1 is quasi-optimal. To see this, we consider d = 1, Ω = (−1, 1), the solution u(x) = x 4 + x 2 − 2 and f (x) = 2u ′′ (x) = 24x 2 + 4; thus A(x) = 2. Let T h be uniform and u G be the Galerkin projection of u. Then
A simple calculation based on Lemma 2.1 (approximation property of I ǫ ) for α, k = 1 yields
for x i away from the boundary, 0 for x i close to the boundary.
Since u G is exactly the Lagrange interpolant I h u for d = 1, we have that v := u G −u vanishes at x = x i and v(x) ≥ C(x − x i )(x i+1 − x) ≥ 0 for all x ∈ [x i , x i+1 ] where the constant C depends on u ′′ . A simple calculation shows that
Finally, we note that
because of the symmetry of the integral. Thus, the preceding equation yields |f (x i ) − f i | ≤ Ch 2 . We thus conclude that for any choice of ǫ. This example shows that, even for smooth u, A and f , we can not expect the optimal rate of convergence to be better than order one.
