Abstract. Consider the sequences fX i g m i=1 and fY i g n j=1 of independent random variables, which take values in a nite alphabet, and assume that the variables X 1 ; X 2 ; : : : and Y 1 ; Y 2 ; : : : follow the distributions and , respectively. Two variables X i and Y j are said to match if X i = Y j . Let the number of matching subsequences of length k between the two sequences, when r, 0 r < k, mismatches are allowed, be denoted by W.
Introduction
Assume that fX i g m i=1 and fY i g n j=1 are sequences of independent random variables taking values in a nite alphabet A. Let fX i g and fY j g follow the distributions and , respectively, and let p = P(X i = Y j ) = X a2A P(X i = Y j = a) be the probability of a 'match' between X i and Y j , i; j 1. In this paper we will study the distribution of the number of 'nearly matching' consecutive subsequences of a certain length between fX i g m i=1 and fY i g n j=1 , where 'nearly matching' means that a number of mismatches is allowed.
Fix k and r, where 1 k minfm; ng, and 0 r < k, and let I ij = 1f k?1 X t=0 1fX i+t = Y j+t g = k ? rg:
(1.1) Then I ij = 1 when there are exactly k ? r matches and r mismatches between the subsequences X i ; : : : ; X i+k?1 and Y j ; : : : ; Y j+k?1 . To avoid edge e ects, we treat the sequences as 'circles', and let X m+i and X ?m+i be identi ed with X i , and similarly let Y n+j and Y ?n+j be identi ed with Y j , where 1 i m, 1 j n. The number of matching subsequences of length k with r mismatches can then be written as W = X (i;j)2? I ij ; (1.2) where ? = f(i; j) : 1 i m; 1 j ng.
There is an extensive literature on various sequence matching problems. This is motivated for instance by the interest in molecular biology to compare DNA, RNA or protein sequences with the purpose of nding similarities which cannot be explained by chance. A variable which has received particular attention is the length of the longest matching subsequence with at most r mismatches, r 0, between fX i g m i=1 and fY i g n j=1 : M = maxfk : P k?1 t=0 1fX i+t = Y j+t g k ? r; for some i; jg. Analogues of the strong law of large numbers for M are given in Waterman (1985, 1989) .
Since W is a sum of indicators it might seem reasonable to approximate W by a Poisson variable, if p is small. However, since there is a strong dependence between indicators for overlapping subsequences, the matching subsequences tend to occur in clumps. In particular, if I ij = 1 then the probability is high that also I i?l;j?l = 1 or I i+l;j+l = 1, l < k, especially if r > 0. Therefore 'usual' Poisson approximation to the total number of matching subsequences, W de ned in (1.2), fails. However, under suitable conditions Poisson approximation of the number of clumps, W say, appropriately de ned, has proved successful.
In e.g. Arratia, Gordon and Waterman (1986) and Karlin and Ost (1988) , Bonferroni inequalities are used to show that W is asymptotically Poisson distributed. In more recent papers, the Stein-Chen method is used to derive rates of convergence for the approximations. Some examples are Arratia, Goldstein and Gordon (1989) , Arratia, Gordon and Waterman (1990) , Neuhauser (1996) , Novak (1994 Novak ( , 1995 , and Dembo, Karlin and Zeitouni (1994) . The conditions in these references are somewhat di erent (for instance, whether 6 = and r > 0 are allowed), and some of them will be further discussed below Theorem 3.3.
The length of the longest matching subsequence, M, is related to the number of clumps, W k = W , by P(M < k) = P(W k = 0), and hence distributional results for W carry over to M. In many of the above references, the main purpose is to nd the distribution of M, and then Poisson approximation to the number of clumps is suitable to use. However, if the interest is in the total number of matching subsequences, W, then the clumping has to be taken into account in the approximating distribution, and a compound Poisson distribution is then a natural candidate. Stein's method is developed also for compound Poisson approximation, as is described in Section 2. In the present paper this method is used to approximate W by a compound Poisson variable. A 'coupling version' of the above theorem can be found in Roos (1994b) .
Note that letting ? vs = ;, 1 = and i = 0, i 2, the above reduces to the Barbour (1997) . In Barbour, Chen and Loh (1992) Barbour, Chen and Loh (1992) and Barbour and Xia (1999) , respectively. In the current problem, unfortunately neither of these conditions are satis ed in general, so the only available bound on H 0 ( ) and H 1 ( ) is that given in (2.8).
However, Barbour and Utev (1998, 1999) The expressions for S l ( ) and T( ) are rather involved; hence Theorem 2.2 is most applicable for asymptotic results in the case where E W] tends to in nity. In that case the following proposition can be useful, where the dependence on n is explicit in the indices.
Proposition 2.3 Assume that, for each n, (2.5) is satis ed for some nonnegative integer valued random variable W n . Then there exist S l < 1, l = 0; 1; 2, and 3=4 < T < 1, which are independent of n (but depend on f n g n 1 ), such that
if the sequence ( n ; n 1) satis es the conditions (i) sup n 1 P i 1 in r i 0 < 1 for some r 0 > 1, (ii) there exists a non-negative measure on N, such that the greatest common divisor of fj : j > 0g equals 1, and such that in i for all i and n, (iii) inf n 1 n > (2(1 ? T)) ?1 .
Proof. Using the notation of Barbour and Utev (1999) Recall that p = P(X i = Y j ), for any i; j, so that p = P a2A a a : Furthermore, if k 2 is even, then q k can be interpreted as the probability for a chain of k equalities starting and ending in sequence fX i g, for instance q k = P(X 1 = Y 1 = X 2 = Y 2 = = X k=2 = Y k=2 = X k=2+1 ): Similarly q k is the probability for a chain of k equalities starting and ending in sequence fY j g, and if k 1 is odd then q k is the probability for a chain of k equalities, if we start in fX i g and end in fY j g, or vice versa.
When the sequences fX i g m i=1 and fY i g n i=1 have the same distribution, we use the notation in Novak (1995) , and let p a = P(X i = a) = P(Y j = a) and q k = X a2A p k+1 a ;
where q k = q k = q k if k is even, and q k = q k if k is odd.
To prove the results below, Stein's method as described in the previous section will be used. In particular, Theorem 2.1 will be used both to derive bounds and to de ne the parameters l , l 1, in the approximating compound Poisson distributions. Recall that l , l 1, de ned as in (2.7), depends on how the index set ? is partitioned. We choose ? vs ij = f(i 0 ; j 0 ) 2 ?nf(i; j)g : ?k < i ? i 0 = j ? j 0 < kg; the choice of ? b ij and ? vw ij can be found in Section 4, to which the proofs of the main theorems are deferred. Note that in our case Z ij = I ij + P (i 0 j 0 )2? vs (ij) When r > 0 and k is at all large, there are many combinations of matches and mismatches for which Z 11 = l, and a formula for the general case seems hard to nd. However, given r and k, the parameters can be calculated by computor.
The following lemma is the rst step towards bounds on the total variation distance between the distribution of W and a compound Poisson distribution with the above parameters, and is proved in Subsection 4.1 by means of Theorem 2.1. A bound with somewhat better constants is given in (4.34), in the proof of this lemma.
The following result is valid for any m; n; k and r, and follows immediately from (2.6), (2.8), and Lemma 3.1. However, because of the exponential term it is useful only when the total number of clumps P l is small. Theorem 3.2 Let W, = P l l l and " be de ned by (1.2), (3.14) and (3.15), re- If k and r are kept xed while m and n tend to in nity, then the total variation distance obviously tends to in nity. The asymptotics considered here is when k, m and n tend to in nity at suitable rates, while r is xed. To emphasise the dependence on m and n, we will henceforth use the subscript mn when it seems necessary. The rst part of the theorem below follows directly from Theorem 3.2, while the second is proved by means of Lemma 3.1 and Proposition 2.3 in Section 4.2.
Theorem 3.3 Let W mn and mn = P l lmn l be de ned by (1.2) and (3.14), respec- We will now consider the asymptotic behaviour of the bounds above when k mn = bb log 1=p mn + cr log 1=p (log 1=p mn) + dc; Using this expression for x = q 2 ; q 2 ; q 2 ; p and ( ) yields the order of the bounds on d TV (L(W mn ); CP ( mn )) given in Theorem 3.3. In particular, if X 1 ; X 2 ; : : : and Y 1 ; Y 2 ; : : : are uniformly distributed, then q k?r 2 = q k?r 2 = Q 2(k?r) = p 2(k?r) and log 1=p p 2(k?r) = ?2(k ? r); d TV (L(W mn ); CP ( mn )) = O((ln n) 1+r(2+c log 1=p q 2 ) n (2? +b log 1=p q 2 )= +(ln n) 1+r(2+c log 1=p q 2 ) n ( +1+b log 1=p q 2 )= ) +(ln n) 2(1+r)+rc log 1=p ( ) n (1+b log 1=p ( ) )= ):
Since log 1=p ( ) < log 1=p p = ?1, the last term in this bound tends to zero.
d TV (L(W mn ); CP ( mn )) = O(n (1? +b(log 1=p q 2 +1))= (ln n) r+1+cr(log 1=p q 2 +1) +n ( +b(log 1=p q 2 +1))= (ln n) r+1+cr(log 1=p q 2 +1) ) +(ln n) r+2+cr(log 1=p ( ) +1) n b(log 1=p ( ) +1)= ):
Remark 3.1.
In case of equal distributions and = 1=2, (3.20) is satis ed since then q 2 = q 2 = q 2 , minf ?2; ?( +1)gb ?1 = ?3=(2b) ?3=2, and by Lemma 4.1 (iii), log 1=p q 2 < log 1=p p 3=2 = ?3=2. In case of uniform distribution, log 1=p q 2 = log 1=p p 2 = ?2, so the bounds tends to zero for any in case 1. To achieve convergence to zero in the above corollary, a necessary condition is that b > 1=2. This condition is also su cient for uniform distribution, if = 1=2.
With k chosen so that the expected number of clumps of matching subsequences, E W mn ], stays bounded away from 0 and in nity, and ln n= ln(mn) ! 2 (0; 1), conditions for convergence of the total variation distance between the distribution of the number of clumps of matches to a Poisson variable can be found in Arratia, Gordon and Waterman (1990) and in Neuhauser (1996) . Using the notation h = ? log 1=p P(Y 2 = X 1 jX 1 = Y 1 ) and v = ? log 1=p P(X 2 = Y 1 jX 1 = Y 1 ), then if r = 0, the conditions for convergence in Case 2 of Corollary 3.4 equals 2 (1 ? v ; h ), which coincides with the condition for convergence in Arratia, Gordon and Waterman (1990) . In Neuhauser (1996) it is shown that convergence to a Poisson limit can be achieved under the somewhat weaker condition H( ; ) ln 1=p < < 1 ? H( ; ) ln 1=p ; where H( ; ) = P a2A a ln( a = a ) is the relative entropy, and is de ned by a = a a =p. It seems plausible that the same technique could be used here to widen the possible ranges for q 2 and q 2 .
Furthermore, in Neuhauser (1996) approximation by a compound Poisson distribution is considered under the condition that 0 < < H( ; ) ln 1=p or 1 ? H( ; ) ln 1=p < < 1. In the case of no mismatches, r = 0, and m = n ( = 1=2), and equal distributions, the order of the bounds for Poisson approximation for the number of clumps given in Arratia, Gordon and Waterman (1990), Neuhauser (1996) and Novak (1994) is O(n ?1 ln n), which is the same as the order achieved here for compound Poisson approximation of the total number of matches. In the case of mismatches, Novak (1995) presents bounds of order O(1= ln n). Here we have proved that under the same conditions the order is O(n ?1 ln n) for compound Poisson approximation, as for no mismatches.
3.1 At most r mismatches, and the longest matching subsequence All the above results concern approximation of the number of matching subsequences of length k when exactly r mismatches are allowed. Maybe the case where at most r mismatches are allowed is more useful, and we conclude this section with some results in this case. LetW Before turning to E I I i 0 j 0 ], where (i 0 ; j 0 ) 2 ? bl , l = 1; 2; 3, we collect some simple inequalities in a lemma. Some of these inequalities, and parts of the argument below can be found elsewhere, see e.g. Arratia, Gordon and Waterman (1990) and Novak (1995) .
Next, we let X i+2 6 = Y j+2 and X i 6 = Y j+1 . q n 1 q n 2 q ns q n 1 +n 2 + +ns = q 2(k?r) ; (4.27) where the second inequality follows by Lemma 4.1 (ii).
We now turn to the case of unequal distributions. As before there are 2(k ? r) equalities which split into chains. Assume s of these chains start and end in sequence fX i g, and let m 1 ; : : : ; m s be the number of equalities these chains involve. Furthermore, assume t of the chains start and end in sequence fY j g, with n 1 ; : : : ; n t equalities each. (ii) To prove Theorem 3.3 (ii), we will use Proposition 2.3, and rst we will show that E W] ! 1 implies = P l l ! 1.
Let the pair of subsequences of length k which start in be referred to as thesequence. If there is a match in each end of the -sequence, and r+1 mismatches directly To show that condition (i) in Proposition 2.3 is satis ed, we need an upper bound on l = E W] l P(Z = ljI = 1) P(Z = ljI = 1)=C:
(4.37)
Assume that I = 1 and l > r, and that the r mismatches in the -sequence all lie in the beginning and/or in the end of the -sequence. Then the probability of Z = l is less than p l?1?r since it is enough with l ? 1 ? r new matches for a clump of size l to occur. For all other con gurations of matches and mismatches in the -sequence, the probability of Z = l given that I = 1 is smaller. Hence P(Z = ljI = 1) minf1; p l?1?r g;
independently of k, and it follows that condition (i) of Proposition 2.3 is satis ed since for any z such that 1 < z < 1=p, Thus condition (ii) in Proposition 2.3 is satis ed, with 1 = C and j = 0, j 2. Furthermore, condition (iii) is satis ed for large m and n since tends to in nity. O (m + n)k E W] ; which is of smaller order than "= , and the proof of Theorem 3.3 is concluded.
