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ABSTRACT
Many large-scale, complex engineering systems experience significant cost and
schedule overruns during their developments. There are many factors that contribute to
these overruns, including increased system complexity, task rework, and the inability to
exhaustively test all states and configurations of a given system, which often leads to re-
design efforts. In this work, we focus specifically on task rework and its impact on project
schedule overruns. We demonstrate that heavier tail phenomena present in large-scale pro-
gram development duration can be caused by task rework. Within this context, we hypoth-
esize one cause of task rework in a project development effort. We develop a computational
framework for estimating the information content of a set of task instructions and the ex-
pected time to task completion. We then compare the computational results to experimental
data collected for the same set of instructions to validate the model for constructing a paper
airplane. This reveals that heavier tailed duration phenomena present in many large-scale
project development efforts can arise due to task rework caused by misinterpretation.
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CHAPTER I
INTRODUCTION AND LITERATURE REVIEW*
Introduction
Many recent large-scale engineered system program development projects have seen
substantial and unexpected cost and schedule overruns [2]. This phenomenon is indicative
of heavier tailed distributions governing stochastic duration and cost of large-scale project
efforts. Qualitatively, heavy tailed distributions have tails that are thicker than those of an
exponentially distributed random variable. However, here, we are not referring specifically
to heavy tailed distributions, only distributions whose tails are thicker than expected (e.g.,
thicker than a normal approximation). As noted in Refs. [2] and [3], the single biggest
driver behind increasing costs for the specific case of the aircraft industry, is schedule
growth. The systems involved in the aircraft industry are cyber, electrical, and mechanical
in nature and are prevalent in many other industries. Thus, we focus here on schedule
overruns and claim that this is a reasonable proxy for program cost as well.
Until recently, heavier tailed phenomena in stochastic project duration distributions
were not modeled in standard techniques such as the Project Evaluation Research Task
(PERT) method [4]. Given the recent recognition of unexpected large schedule overruns in
many program developments, approaches to modeling the heavier tailed nature of stochas-
*Reprinted with permission from ”An Information-TheoreticModel of Project Schedule Overruns Caused
by Task Rework: A Case for Newspeak” by Warren Rooney and Douglas Allaire, 2016. ASME 2016 Inter-
national Design Engineering Technical Conferences Computers and Information in Engineering Conference,
Vol. 1, pp. 1-11, Copyright 2016 by ASME.
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tic project duration distributions are now actively being studied. These efforts will likely
lead to the reduction of some of the surprise associated with substantial schedule overruns.
Our work here is motivated by the desire to reduce the heaviness of the tails of program
development duration distributions, and hence reduce substantial schedule overruns them-
selves.
There are many causes cited for project schedule overruns. These include increasing
product complexity, the vast number of states and configurations of a system that must be
tested, task rework, procurement delays, re-design during system integration, and reliance
on an outdated model of the systems engineering process [2, 5, 6, 7, 8, 9]. Our goal in
this work is not to examine the impact of each of these potential causes for schedule over-
runs, but instead to focus on a specific aspect of task rework that we hypothesize leads
to heavier tailed phenomena in project durations. Task rework refers to repeating certain
tasks in a project caused by the discovery of errors in previous work, which can lead to a
cycle of rework as more errors are made in correcting rework [7]. Previous work related
to studying causes for task rework include studying the impacts of changes to a system
during a design process and how those changes are propagated [10], studying disruptions,
such as designer mistakes, in the design process by modeling them as impulses through
a systems [11], studying the concept of mistake making in a theoretical sense [12], and
developing a failure modes and effects analysis that includes many potential causes for
rework, including misinterpretation of communication during a design process [13]. Gen-
erally speaking, in large-scale, complex system design and development efforts, there are
2
many tasks that must be completed, and hence there are many different sets of task in-
structions that must be communicated between different members of the project team. We
hypothesize that misinterpretation of task instructions, even with small probabilities of oc-
currence, can lead to heavier tailed project duration distributions. Further, we hypothesize
that through more careful design of such instructions, the impacts of misinterpretation can
be mitigated, and the heaviness of the tails in project duration distributions can be reduced.
The rest of the paper is organized as follows. In Chapter 1, we present background
on traditional methods for stochastic schedule modeling. In Chapter 2, we formally present
our hypothesis and the objectives of our work. In this Chapter we also introduce our
information-theoretic approach to modeling information content in task instructions. In
Chapter 3, we define our computational methodology, which focuses on a critical path
model of tasks that must be completed for project success. This is followed by a presen-
tation of the experimental setup and discussion of our results, which consist of numerical
evidence of the relationship between the information content of a set of task instructions
and task duration, as well as evidence of the heavier tailed behavior of task duration that
results from misinterpretation. Chapter 4 provides a summary of the results and the objec-
tives which were achieved as a result of this work. Furthermore, a discussion of our future
experimental validation work is presented as part of the conclusion of this work.
3
Background on Stochastic Schedule Modeling
Engineering systems are becoming more complex, involving substantial numbers of
components and their interactions. For such systems, the need to adequately predict system
behavior with mathematical models, the need to predict the time and expense for complet-
ing project tasks, and the need to manage potentially globally distributed design teams
are significant challenges. Increasingly, such large-scale complex engineering projects en-
counter significant cost and schedule overruns. Extreme examples are the Hubble Space
Telescope’s expensive repair costs [14], the V-22 Osprey tilt-rotor aircraft’s substantial
schedule overrun [15], as well as the recent Boeing 787 cost and schedule overruns caused
by many subsystem test failures, as well as in service problems [16]. Often, the complexity
of the system is blamed for such cost and schedule overruns. In previous work, we defined
a metric for system complexity based on quantitatively estimating the potential of a system
to exhibit unexpected behavior in its quantities of interest [9]. Here, the quantity of inter-
est we focus on is the project duration, and we hypothesize that misinterpretation leads to
task rework that leads to unexpected project delays. These delays are unexpected because
rework due to misinterpretation of task instructions is not modeled in current stochastic
schedule methods. In the same manner that uncertainty in inputs to computational models
is mapped to uncertainty in outputs of those models, we seek to quantify the uncertainty in
how information is communicated between parties in a design team, and how that impacts
project duration.
The process of modeling and predicting a project’s duration has been the source of re-
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search since the 1950’s [4]. The PERT method was first developed in 1959 by the United
States Navy to attempt to control the development process of the Polaris Fleet Ballistic
Missile Program [4]. The initial method required time estimations for every task based
off estimates from experts in the respective fields, and the sequence of tasks to be com-
pleted [4, 17]. Sequencing the tasks into a specific order in the development of PERT also
led to the creation of the critical path model (CPM), or the sequences of events crucial to
on-time project completion [4]. As a part of the PERT methodology, parameters for the
time estimation of task completion are elicited from expert opinion. The process consists
of estimating “most-likely”, “optimistic”, and “pessimistic” task durations, which are then
used to estimate the mean and variance of a given task’s duration. Malcolm et al. further
proposed to model this information as a random variable with a beta distribution as a proxy
for a normal distribution (albeit with finite support). As noted in Ref. [18], the beta distri-
bution is similar to a normal distribution if both the kurtosis and variance is equivalent to
that of the normal distribution. However, this still leaves a free parameter to be estimated
for the beta distribution [17, 19].
Though it has been argued that the family of potential beta distributions resulting
from this modeling process is accurate for a wide range of modal values, there are numer-
ous studies of projects which have run significantly over time or cost [20, 16, 21, 22, 23].
Examples of such projects range from the development of Boeing’s 787 Dreamliner to
large-scale information technology projects, of which one in six was found to have a cost
overrun of 200% and schedule overrun of 70% [20, 16]. These numbers are indicative of
5
heavier tailed phenomena in both project cost and project schedule overruns. One of the
recurring observations from analysis into why these projects exceeded budget and schedule
was the inherent uncertainty in the project estimation process [21, 22, 23, 24]. Understand-
ing how to better detect and minimize this uncertainty in project management has been an
ongoing area of research (see, e.g., Refs. [24, 25, 26, 27]). In regards to the PERT method,
Hill et al. note that experts’ estimates of task duration is most underestimated when the
task is either unclear or complex [25]. Thus, more robust methods of time and cost estima-
tion were developed for use in the PERT methodology, including the use of distributions
with heavier tails to account for extreme events that were not being modeled properly by
the original beta distributions of the method [18, 28, 29]. Recent emphasis on heavy tailed
distributions in state-of-the-art stochastic modeling of project schedule durations is sug-
gestive that data collected on recent project schedule overruns is being attributed in part to
the presence of heavier tails in the distribution of project duration. If recent project dura-
tions are indeed accurately modeled with heavier tailed distributions, then a critical task is
the identification of causes of these extreme events that are much more probable than once
expected. Further, the identification of how to mitigate the effects of such causes is also of
great interest. In the following Chapter we hypothesize one such cause whose effects have
the potential to be mitigated. That cause is misinterpretation of task instructions.
A Note On Heavy Tails
While some of the literature surveyed suggests that schedule overruns of large-scale
engineered system development projects are indicative of heavy tailed phenomena in their
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distributions, we have been careful not to claim these distributions are truly heavy tailed in
a mathematical sense. Instead, we have referred to the “heaviness” of the tails, by which
we mean in relation to normal assumptions. Indeed, by definition, the distribution of a
random variable, X , has a light right tail if P({X > 0})> 0 and X ≤C for some constant
C [30]. Historically, no project has an infinite amount of time to complete, and therefore,
distributions of project durations are likely light tailed (just heavier than once thought in
the traditional PERT method).
Numerical study of the tails of task duration distributions estimated by our method-
ology, which incorporates task rework, are not heavy in the sense that eventually, the tail of
an exponential random variable is thicker than the tail of our empirically derived distribu-
tion. Under certain assumptions, our model of schedule duration impacted by task rework
is a compound geometric random variable. Such distributions have received careful study
in insurance mathematics and reliability analysis [31, 32, 33]. It is a topic of future work
to compare historical project duration data with the tails of analytic compound geometric
distributions. Such a study could provide significant evidence of the impact of rework on
duration, a clearer picture of how assumptions involving where and when task rework takes
place in the development process, and a quantitative framework for studying how best to





For large-scale, complex engineered systems, there are a great deal of tasks that must
be completed during development efforts. Instructions for completing these tasks must be
communicated between parties working within the project team. However, it is the case
that misinterpretation of such communications can occur. In fact, in a large-scale complex
system development effort, with potentially many thousands of pieces of information that
must to be communicated, we claim that it is likely that misinterpretation will occur at some
point in the process. When misinterpretation goes unnoticed, the result can be necessary
task rework. A cause of such a situation was eloquently stated by Robert McCloskey
when he famously stated, “I know you believe you understand what you thought I said,
but I’m not sure you realize that what you heard is not what I meant” [34]. If an individual
responsible for a particular task in the critical path of a project believes they understand
what they have been asked to do, but in fact have misinterpreted the instructions, then
the errors this misinterpretation causes will only be discovered later in the development
process (if at all) and lead to rework. Thus, we pose the following hypothesis:
Hypothesis: Task instructions in large-scale engineered system program development ef-
*Reprinted with permission from ”An Information-TheoreticModel of Project Schedule Overruns Caused
by Task Rework: A Case for Newspeak” by Warren Rooney and Douglas Allaire, 2016. ASME 2016 Inter-
national Design Engineering Technical Conferences Computers and Information in Engineering Conference,
Vol. 1, pp. 1-11, Copyright 2016 by ASME.
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forts can be misinterpreted. This misinterpretation can go undetected for a period of time
until errors it has caused are discovered. This occurrence leads to costly iterations in the
development process that can lead to heavier tailed phenomena in project duration distri-
bution estimates.
Here, we accept the first part of the hypothesis as fact and further assume the second
part of the hypothesis to be true. Our goal then is to present evidence of the third part of
the hypothesis: that misinterpretation can lead to heavier tailed phenomena in project du-
ration distribution estimates. Our specific objectives in this work are then: 1) to develop a
computational framework to provide numerical evidence of the validity of our hypothesis;
2) to demonstrate that misinterpretation can lead to a heavier tailed distribution for project
duration; and 3) to design an experiment to validate the results of the computational frame-
work, and consequently demonstrate that we can reduce the heaviness of the tail of project
duration distribution estimates by improving the information content of task instructions.
In this work, to quantify the potential for misinterpretation of a given task instruc-
tion, we estimate the information entropy of a discrete random variable, Y , where Y can
take values y1,y2, . . . ,yn with positive probabilities respectively. Here, the values Y can
take represent different states of the task after the instruction is followed (e.g., successfully
completed, failed, unsuccessfully completed but propagated) that result from the interpre-






p(ys) log p(ys). (II.1)
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The entropy of a random variable is a measure of the uncertainty of the random variable
and is essentially a measure of the amount of information required to describe the random
variable completely [35]. Thus, information entropy is precisely what is required to quan-
tify the misinterpretability of a given instruction or set of instructions. That is, the higher
the information entropy, the more misinterpretable an instruction set, and vice versa. Our
goals in the context of information entropy of a set of instructions are then to create a
computational framework for estimating the information entropy of a set of instructions
given probabilities of misinterpretation and to demonstrate the trend of increasing project
duration with increasing instruction entropy. The use of information entropy in design has
been incorporated in many previous works. For example, Refs. [36] and [37] discuss the
concept of using information theoretic quantities as design metrics for concepts such as
design freedom and system complexity. Refs. [38] and [39] develop information theoretic
approaches to design based on probabilistic sensitivity analyses and optimization in the
context of design process dynamics. Our approach thus builds on such successes with us-
ing information theoretic methods and applies the concept to misinterpretation during a
design process.
Computational Framework Methodology
To provide evidence of the validity of our hypothesis, we develop a computational
framework for numerically analyzing the impact of misinterpretation on project duration.
The approach is to simulate the interpretation of a set of instructions for completing tasks
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on the critical path of a project. Thus, when a misinterpretation occurs, rework must occur
at some point on the critical path, which we have hypothesized can lead to larger tails
in project duration distributions. Additionally, by focusing on the critical path the need
to worry about parallel processes in a design process is suspended. In this section the
computational framework is presented as well as a discussion on the scope of the approach
taken.
Consider a set of instructions for completing tasks on the critical path of a project.
To rigorously quantify the potential for misinterpretation, the information entropy of the
distribution of possible end states that can result from following the instructions (via any
given interpretation) is sought. For example, if there is only one instruction that has two
interpretations, then these interpretations can be labeled y1 and y2, with the assumption
that each interpretation leads to a different end state. Then, as described in Chapter 2, the
information entropy of the instruction is given as H = ∑2s=1 p(ys) log p(ys). If there are
subsequent instructions then different possible interpretations of each instruction will lead
to a branching structure of potential states. For example, consider two serial instructions
that need to be followed to complete a design task, each with three potential interpretations.
This concept is shown notionally in Fig. 2.1, where each branch represents on of the three
possible interpretations. Thus, at each node in the tree, an interpretation of an instruction
must be arrived at and followed. The probability of a given interpretation is denoted on
the figure as:
P({< i>=< α > |< i−1>=< β >}), (II.2)
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where i is the instruction number, α is the interpretation of the i-th instruction, and β is the
interpretation of the (i−1)-th instruction.
Figure 2.1: Representation of seven different outcomes from a set of two instructions in
series with three interpretations each.
In this case, there are seven different possible interpretations of the series of instructions
that lead to seven different end states which are denoted as Si, i = 1,2, ...,7. Fig. 1 also
illustrates an important assumption which was made to assist with simplifying the com-
putational model. This assumption was to group the almost unlimited number of possible
interpretations for an instruction into three general categories:
1) Correct.
2) Incorrect, but plausible.
3) Grossly incorrect such that the next instruction does not make sense.
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This third category is the reason for the path denoted P3 to proceed directly to state
S7 since the second instruction would not make sense and the design process would cease
at that point. Clearly, some of the potential end states will be very unlikely. In fact, it is
likely the case, that even with potential for misinterpretation, the correct interpretation of
each instruction is considerably more probable than any other case. However, as is demon-
strated in Chapter 3, any potential for misinterpretation dramatically changes what should
be anticipated in terms of project duration. For a given set of instructions, interpretations,
and probabilities for each interpretation, the different paths to each possible end state can
be enumerated and the information entropy for an instruction set can be computed. This
entropy, for a given instruction set, is then a measure of the amount of information needed
to ensure there is no misinterpretation of the instructions. Viewed in this manner, it is also a
metric that can be used to identifymore informative instruction sets, which as demonstrated
in Chapter 3, can lead to reduced project durations.
The specific numerical simulation that was developed to provide evidence of the hy-
pothesis involves a series of instructions. Each instruction has three possible interpretations
in the same manner as that shown in Fig. 1, where again, only two instructions are shown.
In this figure, each left hand branch, denoted P1, P1,1, or P2,1, is considered the correct
interpretation. A potential path through the instructions is shown with red branches, where
the first instruction was interpreted incorrectly but plausibly, and the second instruction
was interpreted correctly. This leads to the end state denoted S4, that is a failed completion
of the instruction set. A rework iteration is then required. Another assumption of computa-
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tional model is that all rework begins at first instruction. A discussion of this, and the other
assumptions is included in more detail below when the computational model algorithm is
introduced. The correct interpretations are achieved in this rework iteration, as shown by
the green branches that arrive at state, S1. The task duration is then the sum of the duration
of each iteration through the instructions. The duration of each instruction is defined as a
beta random variable, which is denoted Bi ∼ Beta(αi,βi) where i is the instruction index,
α=2 and β=4 [28]. Each instruction has an upper and lower time bound, and as such the






where k is the index of the iteration number, N is the number of instructions, lbi is the lower
bound of each instruction, and ubi is the upper bound of each instruction. The duration of






Where k denotes the number of iterations required for successful completion of the instruc-
tion set. Since the number of iterations depends on the entropy of the instruction set and
is a discrete number, k is also a randomly distributed variable which results in T having a
compound geometric distribution [40]. Because of rework, T is generally larger than the
expected duration of the project as estimated by traditional means, where the duration of
each instruction completion in the project is summed to arrive at the distribution of the
project as a whole. The beta distribution is used to represent the distribution of each in-
struction completion time in the project as described by the traditional beta distribution
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found in PERT. The PERT beta distributions were used with an assumption that the in-
structions were estimated accurately to within ±10%. This assumption allows the use of
PERT beta distributions as opposed to other more “modern” distributions because an accu-
rate estimation of PERT time parameters to within ±10% form the bounds in which many
“modern” distributions fall as shown in Fig. 2.2 [1].
Figure 2.2: Figure adapted from [1]. Note how the PERT Beta ±10% distributions 
form an upper and lower bound which the other distributions fall between.
For the results presented in Chapter 3, there are several assumptions made about the poten-
tial path through a set of instructions to arrive at an end state. These assumptions simplify
the interpretation of the results, but their relaxation will be required for the computational
framework to more accurately reflect reality if the framework is to be used for actual anal-
ysis of project durations impacted by potential misinterpretation of instructions. Relaxing
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these assumptions is a topic of future work. The assumptions here assume a memoryless
property for every instruction, so that each interpretation for a given instruction does not
depend on the previous instructions’ interpretation. This assumption holds within a given
iteration, as well as during rework iterations. Mathematically, it follows that
P({< i>=< α > |< i−1>=< β >}) = P({< i>=< α >}), (II.5)
where the notation is defined as before. This assumption implies that no learning happens
during the rework process and that every instruction has the same number of possible in-
terpretations with fixed probabilities, regardless of the current state of the process. Clearly,
certain interpretations would impact subsequent instruction interpretations and even indi-
cate inmany cases that amistake has beenmade prior to arriving at the end of the instruction
set. We claim that the general implications of using our framework discussed in Chapter 3,
are not affected by these assumptions. Addressing these types of assumptions is necessary
for a given specific set of instructions for a given project, but the general trends and tail
behavior of the duration distribution will not be affected significantly. A detailed analysis
of this claim is a topic for future work. Another assumption present in the results is that
the duration of following each instruction is an independent beta distribution, though not
necessarily identical. We also assume that a full iteration takes place once the end state is
arrived at, even if a misinterpretation has occurred. If a misinterpretation does occur, the
location of the first misinterpretation for that iteration is identified alongwith the correct in-
terpretation. For example, if in the first iteration, instructions 1,3, and 4 are misinterpreted
only the first instruction will be identified as incorrectly interpreted for the second itera-
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tion. This will change the probabilities for instruction 1, but the remaining 4 instruction
probabilities will stay the same in accordance with the previous assumption. This assumes
that the person in charge was absent during the design process, but is familiar enough with
the task to identify mistakes from final results.
This section is concluded by presenting the algorithm for computing the entropy of
a given instruction set in Algorithm 1. The algorithm is a Monte Carlo based approach to
estimating the probability of ending at each possible end state of a given instruction set
after one pass through the instructions.
Algorithm 1: Instruction Entropy Estimation.
Number of instructions, N, Probabilities of correct instruction interpretations, pi,
i= 1,2, . . . ,N, Number of samples,M. Estimate of the instruction set information entropy,
H.
Initialize: Ss = 0 for s= 1,2, . . . ,2N+1−1.
for j = 1 :M do
Set all Ss equal to 0
for k = 1 : 5 do
Sample uk fromU [0,1] distribution
Compare uk to pi where i = kth fifth of N
(i.e. k = 1, i= 1,2,3)
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if ui ≤ pi(1) then
Set Ss to Ss+1 for the correct interpretation
if ui > pi(1) or ui ≤ pi(1) + pi(2) then
Set Ss to Ss+1 for the incorrect, but plausible interpretation
else
Set Ss to Ss+1 for the gross misinterpretation interpretation
Set Ps = Ss/M for s= 1,2, . . . ,2N+1−1.
Set H =−∑2N+1−1s=1 Ps log(Ps).
From this process, another algorithm, Algorithm 2, is presented to demonstrate how
the number of iterations and corresponding time to completion for an instruction set was
modeled in the computational framework.
Algorithm 2: Time to Completion Estimation.
Number of instructions, N, Probabilities of correct instruction interpretations, pi,
i= 1,2, . . . ,N, Number of samples,M, Upper and Lower Time Bounds of Each Instruction,
UB and LB. Estimate of the time to completion of the instruction set, T .
Initialize: itr j = 0 for j = 1,2, . . . ,N.
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for j = 1 :M do
Set all itr j equal to 0
for k = 1 : 5 do
Sample uk fromU [0,1] distribution
Compare uk to pi where i = kth fifth of N
(i.e. k = 1, i= 1,2,3)
if ui ≤ pi(1) then
Set itr j to itr j+1 Exit the loop
else
Set itr j to itr j+1 Set first ui > pi(1) to 1 Rerun through loop
for k = 1 : 5 do
Convert itrk to beta random time using Eq. 2.3
Set T = ∑Ni=1Xi.
The algorithms assume that the upper and lower time bounds as well as the probabil-
ities of each instruction are known. The method of obtaining these is explained in detail in
the following section, and while the assumptions are not representative of a realistic sce-
nario, they are necessary to validate the computational model to experimental results. It is
a topic of future work to perform instruction set experiments without prior knowledge of
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instruction probabilities.
Experimental Setup and Methodology
The computational framework was designed to achieve research objectives 1 and 2.
However, to achieve research objective 3, and validate the results from the computational
model, an experiment was developed tomeasure the impact of rework on project schedules.
The experiment designed was for paper airplane construction based off the experiment
designed by Dr. Steven Eppinger from MIT [41]. To measure the impact of rework on
the experiment, a set of instructions with varying degrees of clarity were created. The
instruction set developed in this experiment consisted solely of text, and included five
instructions for building a paper airplane which simulated the critical path of a project. The
final instruction set which was used for the experiments can be found in Appendix A. The
paper whichwas used to create the paper airplanes can be found inAppendix B. Participants
for the experimental portion of the study were taken from the Mechanical Engineering
Department at Texas A&M University in order to simulate engineers performing some
standardized task. Due to the simplistic nature of the experiment as well as the level of
intelligence of the participants, unfamiliarity with paper airplane construction was assumed
to be a negligible factor in time to completion.
To validate the hypothesis, the experimental model needed to be able to recreate the
results from the computational model. In order to accomplish this task, the experimental
portion of the research was broken into two categories which will be discussed in more
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depth in the following sections: pilot tests, and the actual experiments. The results from
the experimental study were then analyzed using the complimentary cumulative distribu-
tion function (CCDF) from the experimental times to completion. This CCDF was then
compared to the CCDF from the computational times to completion in order to validate
statistically whether the two CCDF’s come from the same distribution. In order to prove
whether the CCDF’s matched or not, a Kolmogorov-Smirnov (KS) test was chosen to sta-
tistically refute the null hypothesis, Ho, or claim it was plausible. The null hypothesis in
this research was that the two distributions, experimental and computational, came from
the same distribution. This resulted in a research hypothesis, H1, which was that the two
results did not come from the same distribution. The p-value of the KS test was ultimately
the statistic used to either support or refute the hypothesis introduced for this research.
Pilot Tests
As mentioned in the computational framework section, the Monte Carlo simulation
used the assumption that the probabilities of each instruction, as well as the upper and
lower time bounds for completion of each instruction were known. In order to gather this
information for the specific instruction set in Appendix A, a pilot test was created. This
test was designed to have a small group of 5-10 participants iterate through the instruction
set one instruction at a time. The participants were responsible for recording the individual
time to completion for each instruction, while the researcher was responsible for recording
the interpretations for each instruction per participant. To ensure that participants were not
influenced by the decisions of other participants, dividers were used to keep their work
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individual. Once the participants had gone through the entire instruction set, the pilot
study was run a second time to get a new value of times to completion. This was done
to account for the familiarity a participant would have with the instruction set in the real
experiment if they had to iterate through the process again, and the corresponding faster
times to completion for each instruction. With the results from the pilot study, the final
instruction set could be simulated in the computational framework to obtain a CCDF of
the estimated time to completion of the instruction set. The results of the pilot tests will be
discussed further in the next chapter.
Actual Experiment
The actual experiment was designed for a larger group of 50-100 participants. Par-
ticipants would iterate through the instruction set from start to finish, instead of performing
one instruction at a time as in the pilot studies. Each participant was responsible for timing
themselves for each instruction as well as the cumulative process for each iteration, and
time would stop once the participant reached the end of the instruction set or a gross mis-
interpretation occurred as defined in the Computational Methodology section. If there was
a misinterpretation of one or more of the instructions, the researcher would identify to the
participant the earliest instruction misinterpreted, and the participant would begin from the
beginning with the new information. This process was to align the experiment as closely
as possible to the assumptions in the computational model, and would continue until the
participant correctly interpreted every instruction and arrived at the desired final end state.
It should be evident that not all assumptions in the computational model could be matched
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exactly, such as the memoryless process, however an auxiliary function of the experiment
was to validate the assumptions for the computational model in this specific experiment.
Once the time data and number of iterations for each participant was collected, an empir-
ical cumulative distribution function (ECDF) as well as the corresponding CCDF could
be created for the data set and compared with the CCDF of the computational simulation.
The results of the computational framework, experimental tests, and comparisons of the





In this section, the computational framework described in in the previous chapter was
used to conduct numerical experiments to provide evidence of the validity of the hypoth-
esis. As previously mentioned, there are many assumptions which limit the complexity
of the computational framework, however, this research claims that the trends emphasized
are insensitive to these assumptions.
The second objective of the work is to demonstrate that misinterpretation can lead
to heavier tailed phenomena in project duration distribution estimates. For this, three nu-
merical experiments using the framework consisting of five instructions, each with the
same probability of correct interpretation, were conducted. The number of trials for this
experiment was 1,000,000. In these three experiments, the path representing the gross
misinterpretation (i.e. P3 in Fig. 1) were ignored. The heavier tailed phenomena is demon-
strated by the CCDF, also known was the tail distribution, FT (t) = 1−FT (t), where FT (t)
is the empirical cumulative distribution function of the project duration estimated by the
computational framework, with that of a traditional PERT beta approximation to project
duration, which is denoted as FB(t) = 1−FB(t). The results of this experiment for correct
*Reprinted with permission from ”An Information-TheoreticModel of Project Schedule Overruns Caused
by Task Rework: A Case for Newspeak” by Warren Rooney and Douglas Allaire, 2016. ASME 2016 Inter-
national Design Engineering Technical Conferences Computers and Information in Engineering Conference,
Vol. 1, pp. 1-11, Copyright 2016 by ASME.
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interpretation probabilities of each instruction fixed to 0.999 are shown in Fig. 3.1.
Figure 3.1: The CCDF’s of a set of instructions as estimated by a traditional PERT Beta es-
timation of instruction completion duration (red) and this algorithm that has a 0.1% chance
of misinterpretation rework (blue).
The y-axis in this figure represents the complimentary cumulative probabilities, and
the x-axis is the estimated time to completion in minutes. The entropy value denoted in
nats for the experimental distribution describes the entropy of this instruction set as de-
noted in Equation 2.1. An informal pilot test was conducted to obtain rough estimates for
the upper and lower time bounds of each instruction to conduct this numerical experiment.
As such, the quantitative value for the estimated time to completion is inaccurate and not
the critical element of this figure. Rather, the qualitative difference of the two distribu-
tions is the element worth noting. The two distributions are very similar since the chance
of misinterpretation for this first study was limited to 0.1% per instruction, however the
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distribution containing the misinterpretation has a significantly heavier tail than the dis-
tribution formed from the traditional PERT beta approximation. Although the probability
of tail area events beyond 0.7 minutes is extremely small, the computational distribution
still provides evidence that a project can exceed the most pessimistic estimated time to
completion described by the PERT beta approach by as much as 100%.
The second numerical experiment followed a similar approach to that of the first,
except this time the chance of misinterpretation was increased to 1.0% in each instruction
resulting in a probability of correct interpretation of 0.99. Again, the paths which repre-
sented the gross misinterpretations were ignored for this study, and the results are shown
in Fig. 3.2.
Again, the qualitative differences between the two distributions is worth analyzing
more than the actual estimated time to completions for this study. First, the entropy of this
experimental distribution has increased from 0.057 nats in the first experiment to 0.404
nats in the second experiment, which is to be expected since the chance of misinterpretation
has increased. Second, the two distributions start to diverge from each other much more
than the distributions in the first experiment did. Here, not only does the experimental
distribution have an even heavier tail than in the first experiment, but the probability of a
project exceeding the upper limit approximated by the PERT beta approach is almost 10
times higher than the first experiment. To validate this trend, a third numerical experiment
was run similar to the first two with the chance of misinterpretation increased to 10.0%
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Figure 3.2: The CCDF’s of a set of instructions as estimated by a traditional PERT Beta es-
timation of instruction completion duration (red) and the algorithm that has a 1.0% chance
of misinterpretation rework (blue).
while neglecting the paths denoting the gross misinterpretation. The results of the third
numerical experiment are shown in Fig. 3.3.
From the third numerical experiment, it is evident that as the entropy increases from
0.057 to 0.404 to 2.345 nats, so too does the heaviness of the computational model tail.
Another interesting feature is that as the probabilities become more extreme (i.e. 99% to
90%), the CCDF of the computational model appears to have a “stair-stepping” component
of its distribution. This arises due to the compound geometric distribution of the total time
to completion. As the probabilities decreased, the average number of iterations required
before successful completion rose as well. However, since the number of iterations was
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Figure 3.3: The CCDF’s of a set of instructions as estimated by a traditional PERT Beta
approximation of instruction completion duration (red) and the algorithm that includes a
10.0% chance of misinterpretation rework (blue).
still random, the CCDF has several changes in concavity, each of which corresponds to an
increased number of iterations required.
The previous three numerical experiments provided some evidence of the trend be-
tween increasing entropy and the corresponding distribution of estimated times to comple-
tion. However, each experiment neglected the paths denoting gross misinterpretation, and
focused solely on the first two paths. Thus, a fourth numerical experiment was run which
included five different instruction sets of random entropy as well as the standard PERT
beta distribution. The figure is shown in Fig. 3.4.
The results from the fourth numerical study demonstrate the same trends which were
found in the first three studies. As the amount of misinterpretation present in an instruc-
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Figure 3.4: The CCDF’s of estimated times to completion for 5 different instruction sets
with varying entropies and the CCDF as estimated by a traditional PERT Beta approxima-
tion.
tion set increased, the distribution for estimated time to completion contained increasingly
heavier tails. Additionally, the changes in concavity due to the increasing average num-
ber of iterations required, which is a compound geometric random variable, are evident
in the instruction sets containing the higher entropy values. Overall, the results from the
computational model appear to validate the hypothesis that an increased chance of rework
causes iterations which lead to an increase in schedule duration beyond that modeled by
the traditional PERT beta model. Also, the computational model and its results accomplish
research objective 1, and partially achieve objective 2. However, to validate the results of
the model, and completely achieve objective 2, the results of the experimental data must
be compared to that of the computational model. The result of comparing the experimental
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data with the predicted results of the computational model is what ultimately validates or
refutes the research hypothesis, and these results are discussed in the following section.
Experimental Study
As previously mentioned, the experimental portion of the research was broken up
into two categories: the pilot tests, and the actual experiments. The division was to help
align the experimental results with as many of the model assumptions as possible. Partici-
pants for the study were recruited from the Mechanical Engineering undergraduate student
body at Texas A&MUniversity. Since the participation was voluntary, and uncontrollable
by the researchers, the sample size for the experiment was obtained haphazardly in the sta-
tistical sense, meaning the researchers could not control how participants were obtained.
To accommodate for the uncontrollable haphazardness of the volunteering process, the
participants were randomly assigned groups, and these groups were randomly assigned to
participate in one of the two categories of the experiment. This process was to achieve ex-
perimental data which was statistically random and as unbiased as possible. The specific
assumptions each category of the experiment represented and their corresponding results
will be discussed in the following two sections.
Pilot Test Results
The pilot tests were necessary in order to obtain values for the interpretation prob-
abilities of the experiment instructions shown in Appendix A. Additionally, data for an
estimated upper and lower time bounds for each instruction was obtained in this portion of
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the experiment. These values were necessary because the computational model assumes
that the instruction probabilities, and the estimated time bounds for each instruction are
known. These assumptions are reasonable in the context of PERT project scheduling since
experts in the field of study would be able to provide estimated times to completion for each
instruction, and it was assumed the estimates would be accurate in accordance with [1].
For the pilot tests, 10 participants were used to estimate the probabilities and time
bounds for each instruction. As discussed in the previous chapter, the participants were
given the instruction set, and instructed to complete one instruction at a time. The partici-
pants timed how long it took to complete each instruction, and the researcher logged how
the instruction was interpreted. The participants performed this process twice, to obtain
more accurate time estimates if multiple iterations were required. The first instruction in
particular was predicted to have a much higher estimated time to completion for the first
iteration than any subsequent iterations because the participants would spend extra time
on the first iteration deciding how best to interpret the instruction set. In order to keep the
probability results as unbiased as possible in the second iteration of the experiment, the
researcher gave no feedback on the participants’ performance in the first iteration. The
probabilities for the instruction set were determined using a frequentist approach, and
Tables 3.1 and 3.2 summarize the results from the pilot studies. Note, in Table 3.2 UB =
Upper Bound Time Limit and LB= Lower Bound Time Limit for each instruction.
From Tables 3.1 and 3.2, it can be seen that the second instruction and the first iter-
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Table 3.1: Probability Results from Pilot Tests
Instruction 1 Instruction 2 Instruction 3 Instruction 4 Instruction 5
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
0.875 0.125 0.0 0.6875 0.1875 0.125 0.8125 0.125 0.0625 0.8125 0.1875 0.0 0.8125 0.1875 0.0
Table 3.2: Estimated Time Bounds (sec) from Pilot Tests
Instruction 1 Instruction 2 Instruction 3 Instruction 4 Instruction 5
UB1 LB1 UB2 LB2 UB3 LB3 UB4 LB4 UB5 LB5
Iteration 1 34.00 12.32 25.55 11.16 32.16 14.65 17.30 6.10 23.00 10.15
Iteration 2 24.36 6.93 23.08 9.57 22.62 10.06 28.18 1.61 25.95 9.50
ation should have the most significant impact on the time to completion since this instruc-
tion has one of the largest range of possible values, and the lowest probability of correct
interpretation. However, since the sample size of the pilot tests was small due to lack of
participants, the results from Tables 3.1 and 3.2 most likely underestimate the probabilities
of each instruction. Another characteristic of the pilot study of interest is the distribution
of the time values for the 10 participants since one of the key assumptions of the model
was that the time was PERT beta distributed. Thus, histograms for the two iteration models
were created and are shown in Figs. 3.5 and 3.6
Figs. 3.5 and 3.6 illustrate that while the data for some of the instruction time dis-
tributions resemble the PERT beta model with a light left tail and heavier right tail, others
do not. This result was most likely caused by the small sample size of the pilot studies.
However, the histograms show that the time bounds gathered from the pilot study may not
be accurate enough to match the model distribution with the actual experimental one, a
result which will be discussed in the following section. Nonetheless, the predicted time to
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Figure 3.5: Histograms for the time distribution for the 1st iteration of the 5 different
instructions with sample size 10.
completion distribution for the paper airplane experiment could be created from the data,
and the result is shown in Fig. 3.7.
Fig. 3.7 illustrates that the entropy of the experimental instruction set was predicted
to be 4.004 nats. The similar features which were found in all of the numerical experiments
are also seen in the results from the CCDF of the pilot study. The compound geometric
component of the number of iterations can be seen, and from the number of changes in
concavity it would appear the average number of iterations required to successfully reach
the required end state is around 2 or 3. Additionally, since the time bounds were assumed to
have been accurately estimated, the tail distributions have quantitative meaning instead of
just qualitative meaning as was the case in the numerical experiments. From the above fig-
ure it can be seen that the pessimistic PERTmodel predicts an estimated time to completion
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Figure 3.6: Histograms for the time distribution for any additional iterations of the 5 dif-
ferent instructions with sample size 10.
of approximately 1.75 minutes. However, when misinterpretation is taken into account, as
is the case with the computational model, the estimated time to completion of 1.75 min-
utes has approximately an 80% of occurring. Additionally, times to completion between
4-6 minutes in the experiment would not be unusual as the tail of the model CCDF extends
out to 7.50 minutes. Again, the small sample size of the pilot studies could result in more
extreme results for probability and time estimations, however these results can and were
checked with the results of the actual experiment results. The experimental results as well
as the comparison between the predicted times to completion from the model compared
with the actual results is discussed in the following section.
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Figure 3.7: The CCDF of estimated time to completion for experimental instruction set
(blue) and the CCDF as estimated by a traditional PERT Beta approximation (red) with
sample size 50.
Actual Experiment Results
Once the pilot studies were completed, the remaining participants conducted the ac-
tual experiment. Data from a total of 50 participants was collected for the experimental
study, which followed the format discussed in the previous chapter. The total number of
iterations completed before successful completion of the experiment, and time for each
iteration was collected for each participant. This data was then entered into the computer,
and an empirical CCDF (ECCDF) was created for the experimental data. This ECCDF
was then compared against the CCDF for both the standard PERT beta distribution, and
the predictedmodel distribution. To determine whether the twomodels were from the same
distribution, the CCDF’s were compared using a KS test in MATLAB. The null hypothesis
35
for the KS test was that the two models came from the same distribution, and the proba-
bility for a Type 1 error was set at α = 0.05. Figure 3.8 shows the result from the ECCDF
compared with the standard PERT beta CCDF.
Figure 3.8: The ECCDF of experimental times to completion (blue) and the CCDF as
estimated by a traditional PERT Beta approximation (red) with sample size 50.
As is evident from Figure 3.8, the two CCDF’s do show much, if any, signs of com-
ing from the same distribution. The p-value for this KS test confirms this observation
with a value of 2.3467×10−41, and thus the null hypothesis can be rejected at the 0.05
significance. The lack of similarity between the two models was not surprising since it
has already been shown in the computational method section that any form of misinterpre-
tation in an instruction set significantly increases the heaviness of a model tail compared
with that of the standard PERT beta. However, the next step was to compare the ECCDF
against the predicted model CCDF to determine whether those two models came from the
36
same distribution. The result of which is shown in Figure 3.9.
Figure 3.9: The ECCDF of experimental times to completion (blue) and the CCDF as es-
timated by the computational model which factored in misinterpretation (red) with sample
size 50.
Fig. 3.9 shows that while, the ECCDF for the experimental times and model CCDF
have closer distributions than the relationship in Fig. 3.8, the two models still do not match
very closely. In fact, the experimental data results in a tail which is almost twice as long as
that of the model CCDF, and with a p-value of 6.3495×10−10, the null hypothesis is once
again rejected at the 0.05 significance. Therefore, the initial results of the experimental
tests were inconclusive in validating the hypothesis that misinterpretation in instruction
sets lead to heavier tailed phenomena in project distribution estimates.
The vastly different results between the two models are most likely the result of a
few different factors in the pilot study data. First, as was discussed in the previous section,
37
the small sample size for the pilot studies resulted in time bound histograms which did not
resemble a PERT beta distribution for every instruction. Additionally, the small sample
size meant that very few data points for the time bounds were collected, which may not
be indicative of the actual population time bounds. Since the computational model cre-
ates a distribution for each instruction based off the upper and lower time bounds for each
instruction, it is imperative that those values reflect similar values for the time bounds of
the population. In order to obtain values which were believed to better reflect the popula-
tion bounds, the computational model was retrained, and the experimental comparison run
again. The results of which are discussed in the following section.
Retraining the Model and Results
It should be evident that as the sample size for the pilot study increases, the lower
time bounds will continue to decrease while the upper time bounds continue to increase in
value. These bounds to continue to move until a practical limit is reached for the amount
of time it takes to fold a paper airplane. Therefore, it was determined to retrain the compu-
tational model with data from the initial pilot study in addition to part of the data from the
experimental studies. The decision was made to start with data from the first 10 partici-
pants from the experimental study to add to the pilot study data for a new sample size of 20
for the time bound data. Therefore, while the probabilities for each instruction remained
the same, the time bounds for each instruction changed as shown in Table 3.3
The effects of adding the data for 10 experimental participants can be seen in the
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Table 3.3: Estimated Time Bounds (sec) from Retrained Model
Instruction 1 Instruction 2 Instruction 3 Instruction 4 Instruction 5
UB1 LB1 UB2 LB2 UB3 LB3 UB4 LB4 UB5 LB5
Iteration 1 41.00 7.34 55 8.05 83 9.65 49.44 4.8 61.00 6.00
Iteration 2 60.00 6.00 139.00 8.87 64.00 10.06 37.14 1.61 45.00 8.00
table as all of the time bounds were affected, with the exception of the lower time bounds
for instructions 3 and 4 for multiple iterations. As was expected, the lower time bounds
decreased in value while the upper time bounds increased. To visualize the effect of the
new time bound data, histograms were created as before, and are shown in Figures 3.10
and 3.11
Figure 3.10: Histograms for the time distribution for the 1st iteration of the 5 different
instructions with sample size 20.
The two figures show there are still a few histograms either with large outliers such as
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Figure 3.11: Histograms for the time distribution for any additional iterations of the 5
different instructions with sample size 20.
Instructions 1 and 2 in Fig. 3.11, or have a shape which still does not resemble a PERT beta
in the strict sense such as Instructions 4 and 5 in Fig. 11. However, the addition of the 10
extra data points appears to have smoothed out the histograms for most of the instructions
into shapes which resemble PERT beta distributions better than the previous histograms.
Since the time bounds changed for the computational model, a new predicted time
to completion CCDF had to be created. This also meant that the sample size for the exper-
imental data would decrease to 40 since 10 of the experimental participants were included
in the pilot study data. The result of the new computational CCDF is shown in Figure 3.12
The shape of the computational CCDF as well as the estimated entropy of the in-
struction set is the same as before, which is to be expected since the probabilities were left
unchanged in the retrained model. However, both the standard PERT beta CCDF and the
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Figure 3.12: The CCDF of estimated time to completion for experimental instruction set
(blue) and the CCDF as estimated by a traditional PERT Beta approximation (red) with
sample size 40.
model CCDF have tails which are almost twice as long as before. This is a direct result of
the significantly increased upper time bounds for each of the instructions. The two CCDF’s
begin at approximately the same location however, because the lower time bounds were
not affected as much by the increased pilot study sample size as the upper time bounds
were. As done before, the next step was to plot the new ECCDF from the experiment
for the remaining 40 participants against both the standard PERT beta and computational
model CCDF’s, and to compare them using a KS test. Figure 3.13 shows the result of the
standard PERT beta CCDF compared with the experimental ECCDF.
Although the standard PERT beta CCDF tail is twice as longwith the retrainedmodel,
the two distributions in Fig. 3.13 still do not appear to be very similar. The p-value for
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Figure 3.13: The ECCDF of experimental times to completion (blue) and the CCDF as
estimated by a traditional PERT Beta approximation (red) with sample size 40.
the KS test between these two models confirms the qualitative analysis with a value of
1.4213×10−14. This p-value is significantly larger than before, but is still far below α ,
and therefore the null hypothesis is once again rejected at the 0.05 significance. Next, the
retrained model was compared with the experimental ECCDF to determine whether the
two models were from the same distribution, and the result is shown in Figure 3.14
Unlike every other comparison before this, the distributions in Fig. 3.14 appear to be
very similar, and in fact the KS test confirms this. The KS test for the experimental ECCDF
and model CCDF results in a p-value of 0.1627, and as such the null hypothesis is plausible
at the 0.05. This means that the two models could be from the same distribution, and as
such the research hypothesis that misinterpretation could lead to heavier tailed phenomena
in the project duration estimate can be validated with a 5% chance of making an incorrect
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Figure 3.14: The ECCDF of experimental times to completion (blue) and the CCDF as es-
timated by the computational model which factored in misinterpretation (red) with sample
size 40.
conclusion.
While the KS test concluded it was plausible the two models came from the same
distribution, it is evident that the computational model resulted in a much heavier tail than
the experimental results. Additionally, the experimental ECCDF has a similar shape to the
model CCDF, however the twomodels parallel each other rather than intersect from about 3
minutes to 8minutes. These observations could be the result of a few different possibilities.
The first being the model assumption that the learning process was memoryless. While this
assumption was understood to be a significant oversimplification of how humans learn, it
was necessary in order to create the first edition of the computational model. A more
accurate model would reflect the process of human learning more accurately, and as such
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would have more conditional probabilities which were dependent on interpretation choices
from prior instructions. Another possibility is that the sample size for the experimental data
was too small. While 40 participants can be considered significant in human factors studies,
a larger sample size of 100-200 participants would still be more desired in order to obtain
results more similar to the population. A third possible reason for the difference in the two
models is due to an underestimation of the probabilities for each instruction. Although the
retrained model contained data from 20 participants for the time bounds, the probabilities
were left unaffected from the original 10 participants. This could lead to the probabilities
being estimated more pessimistically than they actually are due to the small sample size.
Another possible topic of future work would be to increase the sample size for the pilot
studies in order to determine if there are more accurate values for the probabilities of each





This research focused on misinterpretation of instructions, and the potential impact
misinterpretation had on project duration. The hypothesis for the research was that misin-
terpretation can go undetected for a period of time until errors it has caused are detected,
and this misinterpretation leads to costly iterations in the development process which can
lead to heavier tailed phenomena in the project duration distribution estimates. To validate
this hypothesis, three research objectives were defined. First, to develop a computational
framework to provide numerical evidence of the validity of the hypothesis. Second, to
demonstrate that misinterpretation can lead to a heavier tailed distribution for a project du-
ration. Third, to design an experiment to validate the results of the computational frame-
work, and consequently demonstrate that the heaviness of the tail of a project duration
distribution estimate can be reduced by improving the information content of task instruc-
tions.
The approach for creating the computational was to simulate the interpretation of set
of instructions for completing tasks along a critical path of the design process. This was the
first assumption in the model, and allowed for any parallel processes to be ignored in the
creation of the model. The first research objective required making multiple other assump-
tions necessary to frame the specific experiment designed, and generate a computational
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model. First, the infinite possibilities for interpreting the instruction set for this experiment
were broken down into three different categories:
1) Correct.
2) Incorrect, but plausible.
3) Grossly incorrect such that the next instruction does not make sense.
These assumptions allowed for the infinite possible end states of the experiment to
be grouped into 63 distinct end states. Another key assumption was that the instruction
set was memoryless, or that each interpretation for a given instruction did not depend on
the previous instructions’ interpretation. While this is unrealistic of how humans interpret
instructions, this assumption was necessary to generate the computational model. This
assumption was held in any given iteration, as well as between multiple iterations a partic-
ipant was modeled to take. It was also assumed that the time to complete each instruction
was an independent randomly distributed beta function based off the PERT beta method of
project schedule estimation. One final assumption in the model was that the first case of
misinterpretation in any iteration would be identified, and thus, that instruction’s probabil-
ity would change but the other instructions would retain their original probabilities. While
the assumptions of the computational model severely simplify the problem, the general
implications of this research are claimed to remain unaffected by the assumptions. The
information content of the instruction set was calculated using information entropy as de-
fined in information theory. Once the problem was sufficiently defined, the computational
model was created as explained in Algorithms 1 and 2.
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Numerical experiments were run using the computational model factoring in rework
caused bymisinterpretation to achieve the second research objective. The numerical exper-
iments were designed to analyze the impact of an increasing chance of misinterpretation in
an instruction on the heaviness of the distribution tail for that instruction set. Each experi-
ment simulated an instruction set consisting of 5 instructions with 3 possible interpretations
of each, corresponding with the assumption defined above. All of the experiments were
conducted with a sample size of 1,000,000, and the CCDF of the computational model was
compared with that of the standard PERT beta distribution to determine the effect of mis-
interpretation. Three experiments were run with an increasing chance of misinterpretation
of 0.1%, 1%, and 10% in each instruction. For these experiments, the probabilities for the
third category of interpretation corresponding to the gross misinterpretation were set to 0
in order to focus on the other two probabilities. The results from the first three numerical
experiments showed that as the chance of misinterpretation in each instruction increased,
and consequently the entropy of the instruction set, so too did the heaviness of the tail and
overall estimated time to completion for the instruction set model CCDF. The fourth nu-
merical experiment included the third category of interpretation, and five instruction sets
were modeled with random instruction probabilities. Once again, it was observed that as
the chance of misinterpretation increased, so too did the entropy of the instruction set as
well as the overall estimated time to completion.
The computational model, and research objectives 1 and 2 showed the potential va-
lidity of the hypothesis from a numerical perspective, but actual experimental data was
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necessary in order to confirm the validity of the computational model and its correspond-
ing assumptions. The experiment for this study was chosen to be a paper airplane experi-
ment with 5 instructions for folding a proper airplane. In the computational model, it was
assumed that the instruction probabilities and upper and lower time bounds for each in-
struction were known. Thus, the experimental portion of the study was broken into two
categories: the pilot study, and actual experiment. The purpose of the pilot study was
to generate data to estimate the probabilities and time bounds for each instruction from a
small sample of participants. The limiting factor in this experiment was number of partic-
ipants with a total of 60 participants for the study. Therefore, a group of 10 participants
was chosen to participate in the pilot study as discussed in Section 2.3.1. From the pilot
study data, the entropy of the experimental instruction set was estimated to be 4.004 nats.
However, it was observed that the histograms from the time data did not resemble a PERT
beta distribution for some of the instructions, and was noted as a potential indicator that a
larger sample size would be needed. The other 50 participants conducted the actual exper-
iment, and their data on times to completion as well as number of iterations was gathered
and assembled in an empirical CCDF to compare with that of the computational model.
To determine if the two distributions matched, a KS test was used with a null hypothesis
that the two distributions matched and a significance level of α=0.05. The ECCDF of the
experimental data with sample size 50 was first compared with the CCDF of a standard
PERT beta estimation, and then with the CCDF of the computational model’s estimation.
Both KS tests resulted in the null hypothesis being rejected with p-values of 2.3467×10−41
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and 6.3495×10−10 for the standard PERT beta and computational model respectively.
The pilot study had a significantly smaller sample size than the experiment. There-
fore, it was decided to retrain the computational model to include the time data from the
first 10 participants in the experiment with the pilot study data to increase the pilot study
sample size to 20. The upper and lower time bounds shifted for all but two of the instruc-
tions, and the probabilities for each instruction remained the same since that data was from
the original 10 pilot study participants. The retrained model resulted in a standard PERT
beta CCDF and computational model CCDF with tails almost twice as long as the original
model due to the increased upper time bounds. The remaining sample size of 40 from the
experimental data was then compared with the retrained standard PERT beta CCDF and
computational model CCDF. The KS test for the experimental ECCDF and standard PERT
beta CCDF resulted in the null hypothesis being rejected with a p-value of 1.4213×10−14,
however the ECCDF and computational model CCDF KS test resulted in the null hypoth-
esis being plausible with a p-value of 0.1627. This result validated the numerical results of
research objectives 1 and 2, and ultimately validated the research hypothesis. It was noted
however, that the two CCDF’s still did not match exactly, and multiple possible explana-
tions for the difference were given in Section 3.2.3.
Future Work and Conclusions
Studies on misinterpretation could have significant impact in the realm of project
management, and while this research provided some insight into how misinterpretation
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affects project duration estimations and times to completion, it also relied on many as-
sumptions to simplify the problem. One of the biggest assumptions for the computational
model was that the probabilities and time bounds for the instruction set were known. This
is often unrealistic in many design processes, and therefore will be the first focus of future
work based off this research. The same experiment will be run as in this research, but in
reverse order. This will result in time data being gathered from the actual experiment with
no knowledge on the probabilities of the new instruction set. Since the paper airplane ex-
periment will be used again, the time bounds could be assumed similar since the tasks are
essentially identical within the instruction set. With the other assumptions present in the
computational model still holding, an optimizer will be created to identify the probabilities
of each instruction, and thus which instructions are poorly written based off their risk of
misinterpretation. This could simulate identifying possible ill-defined instructions in a real
scenario based off historical data without having to waste resources on the current design
process. Other opportunities for future work involve relaxing some of the computational
model assumptions in order to make the model more complex, and simulate real world
scenarios more accurately.
This research has focused on instruction misinterpretation for a very simple me-
chanical process, however it should be noted that misinterpretation is present at every
level of communication. Whether it is peer-to-peer, supervisor-to-subordinate, human-to-
computer, or any other form of communication, understanding the role of misinterpretation
in the mechanical design process could greatly improve the accuracy of project schedule
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estimation. The results from this research provide insight into the role misinterpretation
plays in the context of a simple paper airplane experiment, however the general trends
discovered throughout the research could be extended into almost any situation. Thus, as
computational frameworks for modeling misinterpretation become more complex and are
better able to represent reality, so too will the ability to more accurately account for possi-
ble errors in the design process before they are actually made. This could have significant
potential impacts on how projects are scheduled as well as modeled, and why this topic
should be one researched in more depth in future studies.
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A.1 Experimental Instruction Set
1. With printed side face down, fold paper in half lengthwise, then open.
2. Fold top two corners towards center fold. No print should be visible.
3. Fold the angled sides towards the center fold once more.
4. Fold the paper in half along the center fold, printed side out.
5. Fold the straight portion at the top of each wing to the center fold.
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APPENDIX B
EXPERIMENTAL FOLDING PAPER
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