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Abstract
The structured higher-order Bessel-type linear ordinary differential equations were first discovered in 1994.
There is a denumerable infinity of these higher-order equations, all of then of even-order.
These differential equations possess many of the properties of the classical second-order Bessel differ-
ential equation, but these higher-order cases bring remarkable new analytic structures. In many ways it is
sufficient to study the properties of the fourth-order Bessel-type differential equation to be able to assess the
corresponding properties of the sixth-and higher-order cases.
This paper follows a number of earlier papers devoted to the study of the fourth-order case. These publica-
tions show the connections between the special function properties of solutions of the differential equation,
and the properties of linear differential operators generated by the associated linear differential expression
in certain weighted Lebesgue, and Lebesgue–Stieltjes function spaces.
To follow the earlier papers on the study of the fourth-order Bessel-type differential equation, this present
paper determines the form of the Fourier–Bessel-type series which best extends the classical theory of the
second-order Fourier–Bessel series.
In fact the Fourier–Bessel-type series are based on a new orthogonal system in terms of the regular
eigensolutions of the fourth-order Bessel-type equation. The corresponding eigenvalues are obtained by
restricting the spectral parameter to the zeros of an analytic function arising already in the Dini boundary
conditions.
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1. Introduction
The structured higher-order Bessel-type functions were introduced by Everitt and Markett in
1994; see the paper [7]. These higher-order Bessel functions satisfy linear ordinary differential
equations with analytic coefficients in the complex plane C; there is a countable infinity of these
equations ordered by the even positive integers; the second-order case is the classical Bessel
differential equation as considered in the now classical text [15] by Watson. In [7] the explicit
forms are given for the fourth-, sixth- and eighth-order Bessel-type differential equations.
In a number of papers [1,3–6,8] the properties of the fourth-order Bessel-type functions, and
the associated differential equation, have been studied. On the positive half [0,∞) of the real line
R this differential equation has the Lagrange symmetric (formally self-adjoint) form
L M [y](x) := (xy′′(x))′′ − ((9x−1 + 8M−1x)y′(x))′ = xy(x)
for all x ∈ (0,∞). (1.1)
Here M ∈ (0,∞) is a given parameter and  ∈ C is the spectral parameter.
The spectral theory of the differential equation (1.1) can be considered in a number of Hilbert
function spaces, as follows:
(i) The weighted Hilbert space L2((0,∞); x) with norm and inner-product
‖ f ‖2 =
∫ ∞
0
x | f (x)|2 dx and ( f, g) =
∫ ∞
0
x f (x)g(x) dx . (1.2)
(ii) Given k ∈ (0,∞) define mk : [0,∞) → R by{
mk(x) := −k for x = 0,
1
2 x
2 for all x ∈ (0,∞). (1.3)
The Lebesgue–Stieltjes Hilbert function space generated by this monotonic function mk is
denoted by L2([0,∞); mk), and is endowed with the following norm and inner-product
‖ f ‖2k = k | f (0)|2 +
∫ ∞
0
x | f (x)|2 dx and ( f, g)k = k f (0)g(0)
+
∫ ∞
0
x f (x)g(x) dx . (1.4)
(iii) The weighted Hilbert space L2((0, 1]; x) with norm and inner-product as in (1.2) but with
the interval changed to (0, 1].
(iv) The Lebesgue–Stieltjes space L2([0, 1]; mk) with norm and inner-product as in (1.4) but with
the interval changed to [0, 1].
In the Hilbert function spaces given by (i) and (iii) the spectral theory of the equation (1.1) is
developed in the papers [1,8], respectively. In the Lebesgue–Stieltjes space given by (ii) above
the spectral theory of Eq. (1.1) is developed in the paper [5].
It is the purpose of this paper to develop the spectral theory of the fourth-order Bessel-type
differential equation in the Lebesgue–Stieltjes space L2([0, 1]; mk) given by (iv) above. It is shown
in Section 5 that for all values of the two parameters k, M ∈ (0,∞), the self-adjoint operators
generated by the Lagrange symmetric differential expression L M (see (1.1)) in this space have a
discrete simple spectrum which is bounded below.
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This study leads to the development of the properties of the Fourier–Bessel-type series for the
fourth-order case, as was undertaken for the weighted Lebesgue space L2((0, 1); x) in the paper
[8, Sections 2 and 3], but now in the Lebesgue–Stieltjes space L2([0, 1]; mk); however, it turns out
that for this particular purpose it is essential to make a special relationship between the parameters
k, M , by taking k = 12 M . This choice is essential for the determination of a self-adjoint operator,
generated by L M , the eigenvectors of which give eigensolutions solely dependent on the principal
Bessel-type function J 0,M , see Section 2, thereby extending the classical Fourier–Bessel series
to the fourth-order case. In this respect this special relationship of k = 12 M also plays a critical
role in determining the distributional orthogonality of the set {J 0,M ;  ∈ (0,∞)}, see the original
paper [7], and the generalised Hankel transform as developed in [6].
Properties of the Bessel-type differential equation (1.1) are discussed in Sections 2 and 4; the
structure of Fourier–Bessel-type series in the space L2((0, 1); x) is given in Section 3; the deter-
mination of the Fourier–Bessel-type series in the fourth-order case in the space L2([0, 1]; mk),
when k = 12 M , is carried out in Sections 5–7. The underlying new orthogonal system of the
so-called Fourier–Bessel-type functions is introduced in Section 6, see Remark 6.3. Finally in
Section 8 we make a number of essential remarks on the content of this paper.
2. The fourth-order differential equation
Properties of the solutions of the differential equation (1.1) are given in [8, Section 6, 3,
Section 3]. In one form this fourth-order equation may be regarded as an extension of the second-
order Bessel equation of order zero, see [14, Chapter IV, Section 4.8],
−(xy′(x))′ = 2xy(x) for all x ∈ (0,∞). (2.1)
If we denote the connection between the two spectral parameters  and  by
 = 2(2 + 8M−1) (2.2)
then, formally, on multiplying the fourth-order equation (1.1) by M > 0 and letting M tend to
zero we obtain the second-order equation (2.1).
The elements of a solution basis of the fourth-order equation (1.1) are denoted by
{J 0,M , Y 0,M , I 0,M , K 0,M }, (2.3)
where the parameter  is connected with the original spectral  by (2.2), and take the form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
J 0,M (x) :=
[
1 + 14 M2
]
J0(x) − 12 M2(x)−1 J1(x),
Y 0,M (x) :=
[
1 + 14 M2
]
Y0(x) − 12 M2(x)−1Y1(x),
I 0,M (x) := −
[
1 + 14 M2
]
I0
(
x
√
2 + 8M−1
)
+
√
M
(
2 + 14 M2
)
x−1 I1
(
x
√
2 + 8M−1
)
,
K 0,M (x) :=
[
1 + 14 M2
]
K0
(
x
√
2 + 8M−1
)
+
√
M
(
2 + 14 M2
)
x−1 K1
(
x
√
2 + 8M−1
)
.
(2.4)
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Here the J, Y, I, K functions are the known classical and modified Bessel functions, as defined
and considered in [15], up to an additional factor 12 in the definition of the Y-Bessel functions,
which is in accordance with the definition introduced by Schäfli, compare with [15, Chapter III,
(3.54)]. Here M ∈ (0,∞) as before, and the special function parameter  is connected with the
given spectral parameter  by the relationship (2.2).
The solution J 0,M was the first solution of the fourth-order equation (1.1) to be discovered, see
the details in [7, Section 2], and in many ways its properties are to be compared with the solution
J 0 (x) = J0(x), for x ∈ [0,∞), of the second-order equation (2.1).
Note that a calculation shows that J 0,M is regular at the origin 0 and that
J 0,M (0) = 1 for all  ∈ C and all M ∈ (0,∞). (2.5)
It is the particular aim of this paper to find those self-adjoint operators generated by the La-
grange symmetric differential expression L M of (1.1), for which all the eigenfunctions are linearly
dependent only on the Bessel-type function J 0,M ; this search is completed in Sections 6 and 7.
Given M ∈ (0,∞) it is shown that the special relationship k = 12 M is required, and then that
only two well-defined boundary conditions at the regular endpoint 1 of L M have to be chosen,
to complete this search. It is to be emphasised that the properties of the associated differential
operators are too general to undertake this search; the final stages are completed only through the
remarkable application and theory of the special function properties of the Bessel-type functions.
3. Fourier–Bessel-type series in the space L2((0, 1); x)
For the second-order Bessel differential equation, of order 0, the classical theory of Fourier–
Bessel series is given in [15, Chapter XVIII], and the corresponding Hilbert space operator theory
is to be found in the paper [8, Sections 1–3]. In this theory the essential role is played by the
Bessel function J0 and its real, positive zeros on the half-line [0,∞) of the complex plane C.
In considering the Fourier–Bessel-type series for the fourth-order Bessel-type equation (1.1) we
had hoped that a similar role would be played by the Bessel-type function J 0,M , but this endeavour
turned out to be not successful. However, we did obtain a complete, normalised, orthogonal set
of Bessel-type functions {B0,Mm : m ∈ N0} of the form, for all x ∈ (0, 1] and all m ∈ N0 and for
suitably determined scalars {m, m, m}, in the notation of [8],
B0,Mm (x) := m J 0,Mm (x) + m I
0,M
m
(x) + m
(
Y 0,Mm − K
0,M
m
)
(x), (3.1)
where the sequence {m : m ∈ N0} has the properties:
(i) 0 < 0 < 1 < · · · < m < m+1 < · · · .
(ii) limm→∞ m = +∞.
For details of the operator-theoretic proof of these results, and the role played by self-adjoint
operators generated by the differential expression from (1.1) in the space L2((0, 1]; x),
see [8, Sections 5–7].
It seems likely that in all the continuum of such self-adjoint operators in the space L2((0, 1); x)
there is no case when the elements of the Fourier–Bessel-type series are solely dependent upon
the single Bessel-type function J 0,M .
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4. The differential expression L M in L2([0, 1]; mk)
To be definite, given the parameter k ∈ (0,∞), define the Lebesgue–Stieltjes space
L2([0, 1]; mk)
as the set of all Borel measurable functions f : [0, 1] → C for which the norm and inner-product
are given by
‖ f ‖2k = k | f (0)|2 +
∫ 1
0
x | f (x)|2 dx
and ( f, g)k = k f (0)g(0) +
∫ 1
0
x f (x)g(x) dx . (4.1)
The Lagrange-symmetric (formally self-adjoint) differential expression L M [·] from (1.1) has
the domain
D(L M ) := { f : (0, 1] → C : f (r ) ∈ ACloc(0, 1] for r = 0, 1, 2, 3}, (4.2)
and then for all f ∈ D(L M ) we have L M [ f ] ∈ L1loc(0, 1] where
L M [ f ](x) := (x f ′′(x))′′ − ((9x−1 + 8M−1x) f ′(x))′ for all x ∈ (0, 1]. (4.3)
The symplectic form [·, ·] for the differential expression L M , see [8, Section 5, (5.3)], is
given by
[·, ·] : D(L M ) × D(L M ) × (0, 1] → C
with, for all x ∈ (0, 1],
[ f, g](x) = g(x)(x f ′′(x))′ − (xg′′(x))′ f (x) − x (g′(x) f ′′(x) − g′′(x) f ′(x))
−
(
9x−1 + 8M−1x
) (
g(x) f ′(x) − g′(x) f (x)) . (4.4)
This form gives Green’s formula, for all ,  ∈ (0, 1] with  < ,∫ 

{
gL M [ f ] − f L M [g]
} = [ f, g]() − [ f, g](). (4.5)
The domain of the maximal operator T1 generated by L M in the space L2((0, 1); x) is
given by{
D(T1) := { f : (0, 1] → C : (i) f (r ) ∈ ACloc(0, 1] for r = 0, 1, 2, 3
and (ii) f, x−1L M [ f ] ∈ L2((0, 1); x)},
(4.6)
and then T1 f := x−1L M [ f ] for all f ∈ D(T1).
The properties of the elements f ∈ D(T1) at the singular endpoint 0 are given in detail in
[1, Section 9, 8, Section 5]; in particular we require the results, for all f, g ∈ D(T1), that f (0)
and f ′′(0) both exist and that∫ 1
0
{
gL M [ f ] − f L M [g]
}= [ f, g](1) − lim
x→0+
[ f, g](x)
= [ f, g](1) − 8{ f (0)g′′(0) − f ′′(0)g(0)}, (4.7)
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where the value of [ f, g](1), required below, is given explicitly from (4.4) by
[ f, g](1) = g(1)( f ′′′(1) + f ′′(1)) − (g′′′(1) + g′′(1)) f (1) − (g′(1) f ′′(1) − g′′(1) f ′(1))
−
(
9 + 8M−1
) (
g(1) f ′(1) − g′(1) f (1)) . (4.8)
5. Self-adjoint operators in L2([0, 1]; mk)
Let k ∈ (0,∞) be given to determine the Lebesgue–Stieltjes space L2([0, 1]; mk) with prop-
erties (4.1).
Although the standard theory of linear differential operators, see [13, Chapter V], cannot be
applied to differential expressions such as L M in the case of Lebesgue–Stieltjes spaces, the
properties of symmetric boundary conditions may be followed, see [13, Chapter V, Section 4,
IV and V], in this case at the regular endpoint 1 for the differential expression L M . In part, this
procedure is followed in the earlier paper, see [8, Section 5], where the weighted Lebesgue space
is L2((0, 1); x); in that application a single boundary condition is required at the singular endpoint
0, and two boundary conditions are also required at the regular endpoint 1.
In the case of defining self-adjoint operators generated by L M in the Lebesgue–Stieltjes space
L2([0, 1]; mk) no boundary condition is required at the singular endpoint 0; this role is taken over
by the definition of the operator at the jump point 0; see (5.5).
The endpoint classifications of L M in the space L2((0, 1]; x), in particular the endpoint 1 is
regular in this space, suggest that two independent, symmetric boundary conditions be applied at
this endpoint. Such conditions take the form
[ f,1](1) = [ f,2](1) = 0 for all f ∈ D(T1), (5.1)
where⎧⎨
⎩
(i) 1,2 are real-valued elements of D(T1),
(ii) the pair {1,2} are linearly independent on [0, 1],
(iii) [1,2](1) = 0.
(5.2)
We note here that if both f, g ∈ D(T1) and if both satisfy the boundary conditions (5.1) and
(5.2) then it may be shown that, see [13, Chapter V, Section 17.4, Result V; and Section 18.1,
Theorem 4],
[ f, g](1) = 0, (5.3)
this property is essentially due to the symmetry condition (iii) of (5.2) as placed on the pair
{1,2}.
Let the pair {1,2} be chosen to satisfy (5.2) and define the linear operator S by
S : D(S) ⊂ L2([0, 1]; mk) → L2([0, 1]; mk) (5.4)
and
(i) D(S) := { f ∈ D(T1) : [ f,1](1) = [ f,2](1) = 0}.
(ii) For all f ∈ D(S){
S( f )(x) := −8k−1 f ′′(0) for x = 0
:= x−1L M [ f ](x) for all x ∈ (0, 1]. (5.5)
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The properties of this operator S are summarised as follows:
Theorem 5.1. (i) The linear manifold D(S) is dense in the space L2([0, 1]; mk).
(ii) The operator S is hermitian in L2([0, 1]; mk).
(iii) The operator S is symmetric in L2([0, 1]; mk).
(iv) The operator S is self-adjoint in the Lebesgue–Hilbert space L2([0, 1]; mk).
(v) The operator S has a discrete, simple spectrum {r : r ∈ N0} where
−∞ < 0 < 1 < · · · < r < r+1 < · · · and lim
r→∞r = +∞.
(vi) The operator S is bounded below in L2([0, 1]; mk)
(S f, f )k0( f, f )k for all f ∈ D(S).
(vii) If the associated eigenfunctions of S are denoted by {r : r ∈ N0} then
r ∈ D(S) ⊂ D(T1) for all r ∈ N0
and
L M [r ](x) = r xr (x) for all x ∈ [0, 1] and for all r ∈ N0.
Proof. We omit the proof of this theorem; all the results concerned, with appropriate modification,
for this proof are to be found in the earlier papers [5, Sections 3–6, 8, Sections 4 and 5]. The
proof does require the results (4.7) and (5.3), and then the equivalent self-adjoint operator in
L2((0, 1]; x) to the operator T in L2((0,∞); x) defined in [5, Section 5, (5.5)]. 
The structure of the eigenfunctions {r : r ∈ N0} in terms of the Bessel-type functions, see
(2.3) and (2.4), follows the same form as given in [8, Sections 5 and 6], i.e. for all x ∈ (0, 1] and
all r ∈ N0, and for suitably determined scalars {r , r , r },
r (x) = r J 0,Mr (x) + r I
0,M
r
(x) + r
(
Y 0,Mr − K
0,M
r
)
(x). (5.6)
Here the eigenvalues {r : r ∈ N0} and {r : r ∈ N0} are connected by the relationship (2.2).
The problem now is to decide if there exists a special choice of the parameter k ∈ (0,∞) and
of the boundary condition functions {1,2}, so that for the corresponding self-adjoint operator
in the space L2([0, 1]; mk), the sequence of eigenfunctions {r : r ∈ N0} depends only on the
Bessel-type function J 0,M , i.e. that for all r ∈ N0 we have, in (5.6), r  0 but both r = r = 0.
For the genesis of this problem see the last sentence of Section 3.
6. The special self-adjoint operator Sb in L2([0, 1]; m)
To define the operator Sb, given the parameter M ∈ (0,∞), we have to choose a particular
value of k ∈ (0,∞), and then a particular choice of the pair of boundary condition functions
{1,2}, see (5.2).
Given M ∈ (0,∞) take k ∈ (0,∞) to be
k(M) ≡ k := 12 M, (6.1)
which holds throughout this section.
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For this special value of k we denote the space L2([0, 1]; mk) by L2([0, 1]; m) with norm and
inner-product
‖ f ‖2m = 12 M | f (0)|2 +
∫ 1
0
x | f (x)|2 dx
and ( f, g)m = 12 M f (0)g(0) +
∫ 1
0
x f (x)g(x) dx . (6.2)
The choice of the pair {1,2} depends upon a new parameter b ∈ (0,∞); however, special
values of b are to be fixed in due course. Given b choose p,b ∈ D(T1) for p = 1, 2 by requiring{
1,b(1) = 0, ′1,b(1) = 0,
′′1,b(1) = 1, ′′′1,b(1) = −(b + 1),
(6.3)
{
2,b(1) = 1, ′2,b(1) = −b,
′′2,b(1) = 9 + 8M−1, ′′′2,b(1) = −[b(1 − b) + 8 + (b + 1)(9 + 8M−1)].
(6.4)
The choice of this particular pair {1,2} depends upon the theory of special functions applied
to the Bessel-type function; see the detailed analysis in Section 7.
For the existence and linear independence of 1,b and 2,b take them as solutions of the
differential equation L M [y] = 0 on [ 12 , 1] using (6.3) and (6.4) as initial conditions at the regular
endpoint 1. The definition of 1,b and 2,b on [0, 1] is completed on using the Naimark patching
lemma, see [13, Chapter V, Section 17.3, Lemma 2], on the interval [0, 12 ) to give p,b ∈ D(T1)
for p = 1, 2.
A calculation based on the definition (4.4) of the symplectic form [·, ·] then shows that, for
b ∈ (0,∞),
[p,b,q,b](1) = 0 for p, q = 1, 2. (6.5)
This result is immediate for p = q = 1, 2 since the {p,b} are real-valued on [0, 1]. The results
when p = 1, q = 2 or p = 2, q = 1 require a definite calculation.
A further calculation shows that for all f ∈ D(T1)
[ f,1,b](1) = b f (1) + f ′(1), (6.6)
[ f,2,b](1) = [b(1 − b) + 8] f (1) + (b + 1) f ′′(1) + f ′′′(1), (6.7)
which give an explicit form of the linear, homogeneous, symmetric boundary conditions required
at the regular endpoint 1.
Remark 6.1. It is at this point that the essential contribution from the theory of special functions
is required; as shown below it is only when the boundary conditions at the regular endpoint 1 are
chosen in the form of the right-hand sides of (6.6) and (6.7), that the eigenvectors of the self-adjoint
operator Sb have the possibility of being dependent only on the Bessel-type function J 0,M . Even
then only two special values of the parameter b can effect this structure of the eigenvectors of Sb,
and thereby the eigenfunctions of the fourth-order Bessel-type differential equation (1.1).
The general theory of self-adjoint operators applied to the operators {Sb : b ∈ (0,∞)} does not
of itself yield this specific information on the required boundary conditions.
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For any b ∈ (0,∞) we define the operator Sb by, compare with (5.4) and (5.5),
Sb : D(Sb) ⊂ L2([0, 1]; m) → L2([0, 1]; m) (6.8)
and, from (6.6) and (6.7),
(i) D(Sb) := { f ∈ D(T1) : [ f,1,b](1) = [ f,2,b](1) = 0}.
(ii) For all f ∈ D(Sb){
Sb( f )(x) := −16M−1 f ′′(0) for x = 0
:= x−1L M [ f ](x) for all x ∈ (0, 1].
(6.9)
We note again that there is no boundary condition at the singular endpoint 0 to determine the
domain D(Sb); this requirement is taken over by the definition of the term Sb( f )(0), which is
essential for the definition of Sb in the space L2([0, 1]; m).
It is clear from a comparison between (5.4) and (5.5), and (6.8) and (6.9) that the properties of
the operator Sb are given by the general results of Theorem 5.1; in particular Sb is self-adjoint in
the space L2([0, 1]; m).
We now choose two special values b1 and b2 of the parameter b as the two roots of the quadratic
equation
2Mb2 − 8Mb + 8M − 8 = 2M
[
b − 2 − 2M−1/2
] [
b − 2 + 2M−1/2
]
= 0, (6.10)
let then
b1 := 2 + 2M−1/2 and b2 := 2 − 2M−1/2. (6.11)
For the resulting self-adjoint operators Sb,1 and Sb,2 the boundary conditions at the regular end-
point 1 are, for s = 1, 2,
[ f,1,bs ](1) = bs f (1) + f ′(1) = 0, (6.12)
[ f,2,bs ](1) = [bs(1 − bs) + 8] f (1) + (bs + 1) f ′′(1) + f ′′′(1) = 0. (6.13)
To describe the spectrum of the two self-adjoint operators Sb,1 and Sb,2 we require information
about the zeros of two analytic functions involving the Bessel function J0 and its derivative. J ′0.
We have
Lemma 6.1. Let M ∈ (0,∞) be given; then:
(1) The zeros of the even analytic function
z 2J0(z) + M1/2z J ′0(z) = 2J0(z) − M1/2z J1(z) for all z ∈ C (6.14)
are all real and simple, and consist of an unbounded sequence {r,1 : r ∈ N0} of real, positive
numbers
0 < 0,1 < 1,1 < · · · < r,1 < r+1,1 < · · · and lim
r→∞ r,1 = +∞, (6.15)
together with the mirror image sequence {−r,1 : r ∈ N0}.
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(2) The zeros of the even analytic function
z 2J0(z) − M1/2z J ′0(z) = 2J0(z) + M1/2z J1(z) for all z ∈ C (6.16)
are all simple, and consist of:
(a) an unbounded sequence {r,2 : r ∈ N} of real positive numbers
0 < 1,2 < · · · < r,2 < r+1,2 < · · · and lim
r→∞ r,2 = +∞, (6.17)
and the mirror image sequence {−r,2 : r ∈ N};
(b) two strictly complex zeros ±i with  > 0, which gives the definition
0,2 := i. (6.18)
Proof. See [2, Chapter VII, Section 7.9, 9, Section 1, (1.3), 15, Chapter XV]. 
Remark 6.2.
(1) The complex number 0,2 defined by (6.18) could equivalently be defined by taking 0,2 :=
−i; the resulting analysis needs only minor modifications.
(2) From the definition of the Bessel-type solution J 0,M given in (2.4) it may be seen that, when
 = i,
J 0,Mi (x) ∈ R for all x ∈ [0, 1]. (6.19)
Theorem 6.1. Let M ∈ (0,∞) be given; for s = 1, 2 let bs ∈ R be defined by (6.11); then the
operators Sb,s have all the properties in the space L2([0, 1]; m) listed in Theorem 5.1; in particular
the operators Sb,s are self-adjoint in the Lebesgue–Stieltjes Hilbert space L2([0, 1]; m) and have
discrete, simple spectra. Then:
(i) For s = 1 the eigenvalues, say, {b,1r : r ∈ N0} of Sb,1 are given explicitly by, recall (2.2)
and see (6.15),
b,1r = 2r,1(2r,1 + 8M−1) for all r ∈ N0. (6.20)
For s = 2 the eigenvalues, say, {b,2r : r ∈ N0} of Sb,2 are given explicitly by, see (6.17)
and (6.18),
b,2r = 2r,2(2r,2 + 8M−1) for all r ∈ N0. (6.21)
(ii) The corresponding sequences of eigenfunctions {r,s : r ∈ N0} for s = 1, 2 are defined
from the Fourier–Bessel-type functions by:
For s = 1, see (6.15),
r,1(x) := J 0.Mr,1 (x) for all x ∈ [0, 1] and all r ∈ N0. (6.22)
For s = 2, see (6.17) and (6.18),
r,2(x) := J 0.Mr,2 (x) for all x ∈ [0, 1] and all r ∈ N0. (6.23)
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In particular these eigenfunctions are all real-valued on [0, 1], see (6.19), and satisfy the
differential equation
L M [r,s](x) = b,sr xr,s(x) for all x ∈ [0, 1], all r ∈ N0, and for s = 1, 2, (6.24)
and thereby the operator equation
Sb,s(r,s)(x) = b,sr r,s(x) for all x ∈ [0, 1], all r ∈ N0, and for s = 1, 2. (6.25)
(iii) The Bessel-type function J 0,M (·) satisfies the boundary conditions (6.12) and (6.13) if and
only if  ∈ {r.s : r ∈ N0}, for s = 1, 2. In particular, the resulting Fourier–Bessel-type
functions belong to the domain of the operator Sb,s and the boundary value of the symplectic
form [r,s,t,s](1) vanishes for all r, t ∈ N0, and for s = 1, 2.
(iv) The sequence {r,s = J 0.Mr,s : r ∈ N0}, for s = 1, 2, is a complete, real-valued, orthogonal
set in the Lebesgue–Stieltjes space L2([0, 1]; m), i.e. for all r, t ∈ N0, with r  t ,
(r,s,t,s)m := 12 Mr,s(0)t,s(0) +
∫ 1
0
r,s(x)t,s(x)x dx = 0. (6.26)
(v) For s = 1, 2 the orthonormal constants for the sequence {r,s : r ∈ N0} are given by the
following result, for all r ∈ N0,
(r,s,r,s)m = 12 M[r,s(0)]2 +
∫ 1
0
[
r,s(x)
]2
x dx = 12
(
1 + 14 M2r,s
)3
J 21 (r,s) .
(6.27)
(vi) The self-adjoint operator Sb,s is bounded below in L2([0, 1]; m), i.e. for s = 1, 2
(Sb,s f, f )mb,s0 ( f, f )m for all f ∈ D(Sb,s). (6.28)
Proof. The proof of this theorem depends partly on the results in Section 5, and is then completed
in Section 7. 
Remark 6.3. For s = 1, 2 the normalisation of the sequence {r,s : r ∈ N0} is determined from
the definitions (6.22) and (6.23), and the property (2.5) of J 0,M , i.e.
r,s(0) = 1 for all r ∈ N0. (6.29)
To consider the consequences of the completeness of the sequence {r,s : r ∈ N0} in the space
L2([0, 1]; m) it is convenient to define the sequence {r,s : r ∈ N0}, as normalised in the space
L2([0, 1]; m) on using the result (6.27), by
r,s(x) :=
r,s(x)[
1
2
(
1 + 14 M2r.s
)3 J 21 (r,s)]1/2
for all x ∈ [0, 1] and all r ∈ N0, (6.30)
for s = 1, 2. Then we have
(r,s,t,s)m = 	r,t for all r, t ∈ N0. (6.31)
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We can now state
Corollary 6.1. For s = 1, 2 the following results hold:
(i) The sequences {r,s : r ∈ N0} form a complete, orthonormal, real-valued set in the space
L2([0, 1]; m).
(ii) If f ∈ L2([0, 1]; m) and if the sequence of complex numbers {r,s : r ∈ N0} is defined by,
for s = 1, 2,
r,s = r,s( f ) := ( f,r,s)m for all r ∈ N0 (6.32)
then the infinite series ∑∞r=0 r,sr,s(·) is convergent to f in the space L2([0, 1]; m), i.e.
⎧⎪⎪⎨
⎪⎪⎩
0 = limn→∞
∥∥ f −∑nr=0 r,sr,s∥∥2m
= limn→∞ 12 M
∣∣ f (0) −∑nr=0 r,sr,s(0)∣∣2
+ limn→∞
∫ 1
0
∣∣ f (x) −∑nr=0 r,sr,s(x)∣∣2 x dx .
(6.33)
(iii) The infinite series ∑∞r=0 r,sr,s(0) is convergent to f (0) in C.
(iv) The infinite series ∑∞r=0 r,sr,s(·) is convergent to f in the weighted Hilbert function space
L2((0, 1); x).
(v) The set of functions {r,s : r ∈ N0} is dense in the space L2((0, 1); x), but is not an
orthogonal set in this space.
Proof. For details see the results in Section 7. 
7. Proof of Theorem 6.1
Before giving details of the proof of Theorem 6.1 and Corollary 6.1, we make some remarks.
From (1.1), (2.4) and (4.3) we recall that the Bessel-type functions
y(x) := J 0,M (x) for all x ∈ [0, 1] and all  ∈ C
are the regular solutions of the fourth-order Bessel-type equation
L M [y](x) := (xy′′ (x))′′ − ((9x−1 + 8M−1x)y′(x))′ = xy(x)
for all x ∈ (0, 1], (7.1)
where  = 2(2 + 8M−1) for all  ∈ C. We introduce the notation
a = a(M) := 1 + 14 M2 so that a2 = 1 + 116 M2. (7.2)
Furthermore we denote the solutions of the second-order classical Bessel differential equation,
of general order 
 > −1, by
J 
 (x) := 2
(
 + 1)(x)−
 J
(x) = 0 F1(−; 
 + 1;− 14 (x)2). (7.3)
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Thus the Bessel-type functions J 0,M may be represented in each of the following forms, recall
the results (2.4):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
J 0,M (x) := a J 0 (x) + 12 Mx−1(J 0 )′(x)
= a J0(x) − 12 Mx−1 J1(x)
= a J 0 (x) + (1 − a)J 1 (x)
= ∑∞k=0{1 + ak} (− 142)k x2k(k + 1)!k!
= 1 F2(1 + a−1 ; a−1 , 2;− 14 (x)2).
(7.4)
Here we use the result
(J 0 )′(x) = −J1(x) = − 122x J 1 (x). (7.5)
Lemma 7.1. The Bessel-type functions y(x) := J 0,M (x) for all x ∈ (0,∞) and all  ∈ C,
satisfy
− 12 Mx−1 y′(x) + [a − Mx−2]y(x) = [a2 − Mx−2]J 0 (x) (7.6)
and
− 14 My′′ (x) − 34 Mx−1 y′(x) + y(x) = a2 J 0 (x). (7.7)
Moreover y solves the following differential equations with -dependent coefficients
[a2−Mx−2]a2 y′′ (x)+[a2x−1−3Mx−3]y′(x)+[(2−4x−2)a2+4x−2]y(x)=0 (7.8)
and
[a2 − Mx−2]y′′′ (x) + [a2x−1 − Mx−3]y′′ (x)
+[(2 − 5x−2)a2 + 4x−2 + 9Mx−4]y′(x) + 8[a2 − 1]x−3 y(x) = 0. (7.9)
Proof. Differentiating the first line of (7.4) we obtain
y′(x) = [a − 12 Mx−2](J 0 )′(x) + 12 Mx−1(J 0 )′′(x).
This yields, in view of the classical Bessel differential equation
(J 0 )′′(x) + x−1(J 0 )′(x) + 2 J 0 (x) = 0,
the result
y′(x) = [a − Mx−2](J 0 )′(x) − 12 M2x−1 J 0 (x). (7.10)
Now combine the first line of (7.4) with (7.10) to eliminate (J 0 )′. Since
[a − Mx−2]a + 14 M2x−22 = a2 − Mx−2(1 + 14 M2) + 14 M2x−22 = a2 − Mx−2
we arrive at the identity (7.6). Formula (7.7) is the particular case  = 0 of [7, (1.12)].
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Multiplying Eq. (7.7) by a2 − Mx−2 and using (7.6) we obtain
− 14 M[a2 − Mx−2]y′′ (x) − 34 Mx−1[a2 − Mx−2]y′(x) + [a2 − Mx−2]y(x)
= [a2 − Mx−2]a2 J 0 (x) = [a − Mx−2]a2 y(x) − 12 Mx−1a2 y′(x).
In view of (7.2) this last result yields
− 14 M[a2 − Mx−2]y′′ (x) − 14 Mx−1[a2 − 3Mx−2]y′(x)
−[ 14 M2a2 − Mx−2a2 + Mx−2]y(x) = 0
and hence to give (7.8). Formula (7.9) is obtained on differentiating (7.8).
We note that a partly similar approach has been used by Koornwinder [10, Section 6] to derive
a second-order differential equation for a large class of orthogonal polynomial systems, including
the Jacobi-type polynomials; see also Remark 8.2. 
We now proceed to prove Theorem 6.1; we give the details for the case when s = 1, i.e. when
b = b1; the proofs for the case when s = 2, i.e. when b = b2, follow the same lines.
Proof. Recall that the self-adjoint operator Sb,1 in the Lebesgue–Stieltjes space L2([0, 1]; m),
with norm and inner-product given by (6.2), satisfies all the properties numbered (i)–(vii) listed
in the statement of Theorem 5.1.
The sections described by the roman numerals (i)–(vi) here given in this proof refer to the
corresponding sections in the statement of Theorem 6.1 given above.
(i) From item (1) of Lemma 6.1 we obtain the existence of the sequence {r,1 : r ∈ N0} of
positive zeros of the analytic function (6.14) and its properties (6.15); note that there are no
other positive zeros of this function in the complex plane C. We now define the sequence of
eigenvalues {b,1r : r ∈ N0}, as in (6.20), by b,1r := 2r,1(2r,1 + 8M−1) for all r ∈ N0.
(ii) As solutions of the differential equation (7.1) with  = r,1 for r ∈ N0, the Fourier–Bessel-
type functions r := yr,1 = J 0,Mr,1 (x) satisfy, see (6.24) and (6.25),
Sb,1(r )(x) := x−1L M [r ](x) = b,1r r (x) for all x ∈ (0, 1] and all r ∈ N0.
At the left endpoint 0, the representations (7.4) of the Bessel-type functions readily yield,
see (2.5),
r (0) = 1 and ′′r (0) = lim
x→0+
′′r (x) = (2 + 14 M2r,1)(− 142r,1) = − 116 Mb,1r .
(7.11)
Hence
Sb,1(r )(0) := −16M−1′′r (0) = b,1r = b,1r r (0).
(iii) In order to determine the values of the parameter  for which the Bessel-type functions
y(x) = J 0,M (x) satisfy the boundary conditions (6.12) we note from (7.4), (7.10) and (7.5)
that
y(1) = a J0() − 12 MJ1() and y′(1) = (M − a)J1() − 12 M2 J0().
(7.12)
W.N. Everitt, C. Markett / Journal of Approximation Theory 160 (2009) 19–38 33
Thus we have⎧⎪⎪⎨
⎪⎪⎩
b1 y(1) + y′(1) = (2 + 2M−1/2)(a J0() − 12 MJ1()
+(M − a)J1() − 12 M2 J0()= (2 + 2M−1/2a)J0() − (M1/2+ a)J1()
= (1 + M−1/2a)[2J0() − M1/2J1()].
(7.13)
In view of (6.14) and (6.15) and since a1 for all  ∈ R, this last expression is zero if and
only if  ∈ {r,1 : r ∈ N0}.
Concerning the boundary condition (6.13) we evaluate the differential equations (7.8) and
(7.9) at the endpoint 1 to obtain
[a2 − M]y′′ (1) = −[a2 − 3M]y′(1) − [(2 − 4)a2 + 4]y(1) (7.14)
and
[a2 − M]
[
y′′′ (1) + y′′ (1)
] = −[(2 − 5)a2 + 4 + 9M]y′(1) − 8[a2 − 1]y(1).
(7.15)
This result implies, recall the definition (6.10) and (6.11) of b1,
[a2 − M]{[b1(1 − b1) + 8]y(1) + (b1 + 1)y′′ (1) + y′′′ (1)}
= [a2 − M][b1(1 − b1) + 8]y(1) + [a2 − M]b1 y′′ (1)
+[a2 − M]{y′′ (1) + y′′′ (1)}
= −[b1(a2 − 3M) + (2 − 5)a2 + 4 + 9M][b1 y(1) + y′(1)]
−(2Mb21 − 8Mb1 + 8M − 8)y(1)
= −[(b1 + 2 − 5)(a2 − M) + 4(a − M1/2)][b1 y(1) + y′(1)].
Assuming that a− M1/2  0, which holds if M < 1 or 2  4M−1(M1/2 −1), we can divide
this last equation by a2 − M to obtain{
[b1(1 − b1) + 8]y(1) + (b1 + 1)y′′ (1) + y′′′ (1)
= −[b1 + 2 − 5 + 4(a + M1/2)−1][b1 y(1) + y′(1)].
(7.16)
By continuity in , Eq. (7.16) also holds if a = M1/2. Hence the boundary condition (6.13)
is simultaneously satisfied for those values of  for which (6.12) holds.
This concludes the proof that the Fourier–Bessel-type functions {r = J 0,Mr,1 : r ∈ N0}
belong to the domain D(Sb,1).
As an immediate consequence of (6.12) and (6.13), the symplectic form of two real-valued
Fourier–Bessel-type functions is zero when evaluated at the point 1. In fact, we obtain from
(4.8) that, for all r, t ∈ N0⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
[r ,t ](1) = t (1)[′′′r (1) + ′′r (1)] − [′′′t (1) + ′′t (1)]r (1)
−[′t (1)′′r (1) − ′′t (1)′r (1)]
−[9 + 8M−1][t (1)′r (1) − ′t (1)r (1)]
= t (1)[′′′r (1) + (b1 + 1)′′r (1)] − [′′′t (1) + (b1 + 1)′′t (1)]r (1)
= −t (1)[b1(1 − b1) + 8]r (1) + [b1(1 − b1) + 8]t (1)r (1)
= 0.
(7.17)
34 W.N. Everitt, C. Markett / Journal of Approximation Theory 160 (2009) 19–38
(iv) For any r, t ∈ N0, (6.25) and (7.17) imply that
(b,1r − b,1t )(r ,t )m = (Sb.1r ,t )m − (r , Sb,1t )m = [r ,t ](1) = 0. (7.18)
Sinceb,1r 
b,1
t if r  t , the orthogonality relation (r ,t )m = 0 follows as stated in (6.26).
(v) In order to determine the orthonormal constants we proceed as in (7.18), but now we assume
more generally that ,  ∈ R with   . Then we have for y(x) = J 0,M (x)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
( − )(y, y)m = 12 M( − ) +
∫ 1
0 {L M [y](x)y(x)
−y(x)L M [y](x)} dx
= [y, y](1)
= y(1)[y′′′ (1) + y′′ (1)] − [y′′′ (1) + y′′(1)]y(1)
−[y′(1)y′′ (1) − y′′(1)y′(1)]
−[9 + 8M−1][y(1)y′(1) − y′(1)y(1)].
(7.19)
Multiplying both sides of (7.19) by [a2 − M][a2 − M] and employing the identities (7.14)
and (7.15) we obtain, after some tedious calculations,⎧⎪⎨
⎪⎩
[a2 − M][a2 − M]( − )(y, y)m
= T1 y(1)y(1) + T2 y′(1)y′(1) + T3[y′(1)y(1) + y(1)y′(1)]
+T4[y′(1)y(1) − y(1)y′(1)],
(7.20)
where{
T1 = 8(M − 1)(a2 − a2), T2 = 2M(a2 − a2),
T3 = 4M(a2 − a2), T4 = 4M−1[M(a2 − aa + a2) − a2a2](a + a).
(7.21)
Since  −  = 16M−2(a2 − a2) in view of (7.2), it follows that for   ⎧⎪⎨
⎪⎩
[a2 − M][a2 − M](y, y)m
= 116 M2{8(M−1)y(1)y(1)+2My′(1)y′(1)+4M[y′(1)y(1)+y(1)y′(1)]
+ 14 M[M(a2 − aa + a2) − a2a2](a − a)−1[y′(1)y(1) − y(1)y′(1).
(7.22)
Now we take the limit as  →  on both sides of (7.22). Since
d
d
a = 12 M,
d
d
J0() = −J1(), dd [J1()] = J0(),
we obtain, using (7.12),
d
d
y(1) =
d
d
[a J0() − 12 MJ1()] = −a J1(),
d
d
y′(1) =
d
d
[(M − a)J1() − 12 M2 J0()] = −aJ0().
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So by L’Hopital’s rule it follows that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
lim→
y′(1)y(1) − y(1)y′(1)
a − a
= lim→
y′(1)
d
d
y(1) − y(1) dd y
′
(1)
− d
d
a
= − 2
M
{
y′(1)
d
d
y(1) − y(1) dd y
′
(1)
}
= 2
M
{[(M − a)J1() − 12 M2 J0()]a J1() − [a J0() − 12 MJ1()]aJ0()}
= 2M−1{(M − a)a J 21 () − 12 Ma J0()J1() − a2 J 20 () + 12 Ma J1()J0()}
= 2M−1{(M − a)a J 21 () − a2 J 20 ()}.
(7.23)
Inserting (7.23) into (7.22) then yields⎧⎪⎪⎨
⎪⎪⎩
[a2 − M]2
{∫ 1
0 y
2
(x)x dx + 12 My2(0)
}
= 116 M2[8(M − 1)y2(1) + 8My′(1)y(1) + 2M
(
y′
)2 (1)]
+ 12 [Ma2 − a4][(M − a)a J 21 () − a2 J 20 ()].
(7.24)
If we express y(1) and y′(1) in terms of the Bessel functions J0(), J1() via (7.12), the
right-hand side of (7.24) reduces, after some lengthy, but elementary calculation to the
expression
1
2 [a2 − M]2{[M + a2]J 20 () + [M − Ma + a2]J 21 ()}.
Again we assume that a2 − M  0 and then we obtain∫ 1
0
y2(x)x dx+ 12 My2(0)= 12 a2[J 20 ()+J 21 ()]+ 12 M[J 20 ()+(1 − a)J 21 ()]. (7.25)
Since both sides of (7.25) are continuous in the variable , this equation also holds if a2−M =
0. Now choose  = r,1 for any r ∈ N0; then it follows by assumptions (6.14) and (6.15)
that
J 20 (r,1) = 14 M2r,1 J 21 (r,1) = (ar,1 − 1)J 21 (r,1). (7.26)
Hence, the right-hand side of (7.25) simplifies to
1
2 a
3
r,1
J 21 (r,1) = 12 (1 + 14 M2r,1)3 J 21 (r,1) for all r ∈ N0.
This proves (6.27).
(vi) The estimate (6.28) from below follows by general arguments as in item (v) in Theorem 5.1.
This completes the proof of Theorem 6.1. 
The proof of the results (i)–(v) in Corollary 6.1 follow from standard results in Hilbert space
theory.
These results complete the proofs of Theorem 6.1 and Corollary 6.1 of the case when s = 1,
i.e. when b = b1.
The proofs for the case when s = 2, i.e. when b = b2, follow the same lines. However, it is
important to note that in this case the essential results of (7.13) and (7.16) are replaced by
b2 y(1) + y′(1) = (1 − M−1/2a)[2J0() + M1/2J1()] (7.27)
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and { [b2(1 − b2) + 8]y(1) + (b2 + 1)y′′ (1) + y′′′ (1)
= −[b2 + 2 − 5 + 4(a − M1/2)−1][b2 y(1) + y′(1)].
(7.28)
Here, if necessary at all, we have to exclude those values of M for which
a2 − M =
(
a + M1/2
) (
a − M1/2
)
vanishes and  ∈ {r,2 : r ∈ N0}. So the two expressions (7.27) and (7.28) are both zero if and
only if  belongs to the zeros {r,2 : r ∈ N0} of the analytic function (6.16). Hence, as for the
case when s = 1, the boundary conditions (6.12) and (6.13) are simultaneously satisfied.
8. Remarks
Remark 8.1. At the beginning of Section 2 we mentioned already that the fourth-order Bessel-
type differential equation (1.1) reduces formally to the classical second-order Bessel equation
on multiplying (1.1) by M > 0 and then letting M tend to 0+. This result suggests that the
(principle) solutions of these two differential equations correspond in a similar form. In fact,
since a(M) = 1 + 142 tends to 1 as M tends to 0+, it readily follows from the representation(7.4) that
lim
M→0+
J 0,M (x) = J 0 (x) for all  ∈ C and all x ∈ (0,∞). (8.1)
Moreover, the two analytic functions (6.14) and (6.16) defined in Lemma 6.1, reduce to the analytic
function z 2J0(z) as M tends to 0+. The positive zeros of J0(·) : C → C, say {r : r ∈ N0},
give rise to the definition of the classical Fourier–Bessel functions
r (x) := J 0r (x) for all r ∈ N0 and all x ∈ [0, 1]. (8.2)
It is well known that these classical functions satisfy the orthogonality relation in the weighted
space L2((0, 1]; x), see [2, Chapter VII, Section 7.10.4, (48)],
(r , s) =
∫ 1
0
r (x)s(x)x dx =
{ 0 r  s
1
2
J 21 (r ) r = s
for all r, s ∈ N0. (8.3)
So we note that in both the cases when s = 1, 2 in Theorem 6.1, the orthogonality relationship
of the Fourier–Bessel-type functions {r,s : r ∈ N0} given in (6.26) and (6.27) turns formally
into (8.3) as M → 0+. In this sense the Fourier–Bessel-type series, see Corollary 6.1, may be
regarded as a natural analogue of the classical Fourier–Bessel series as studied in [2, Chapter VII,
Section 7, (7.10.4), 15, Chapter VIII]; see also [12].
Remark 8.2. The Bessel-type function J 0,M and the corresponding Bessel-type differential equa-
tion (1.1) were originally introduced by certain limit processes applied to the Jacobi-type and
Laguerre-type orthogonal polynomials, see [1,3]. Together with the Legendre-type polynomials,
they were defined by H.L. Krall, and later studied in detail by Krall [11] and Koornwinder [10].
These functions are best characterised as the only non-classical orthogonal polynomials which
are eigenfunctions of a fourth-order differential equation on an interval of the real line. More-
over, these polynomials are orthogonal with respect to a scalar product generated by a continuous
weight function together with one or two point masses at finite endpoints of the interval.
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In particular, consider for any fixed parameters M > 0 and > −1, the Jacobi-type polynomials
P,Mn (x) of degree n ∈ N0 on the interval x ∈ [−1, 1]. Up to a normalisation constant, they are
defined via the orthogonality relation, which holds for all k, n ∈ N0 with k  n,
M P,Mk (−1)P,Mn (−1) +
1
2+1
∫ +1
−1
P,Mk (x)P,Mn (x)(1 − x) dx = 0. (8.4)
In case  = 0, if we scale the variable by x = 2− 1 and set SMn () := P0,Mn (2− 1), this yields
M SMk (0)SMn (0) +
∫ 1
0
SMk ()SMn () d = 0 for all k, n ∈ N0 with k  n. (8.5)
This formula (8.5), in turn, exhibits a striking relationship to the orthogonality relation (6.26)
of the Fourier–Bessel-type function. In fact, if we apply the quadratic transformation  = x2 in
(6.26) and set, for s = 1, 2,
Mr,s() := 2−1/2 J 0,Mr,s (
1/2) for all  ∈ [0, 1], all r ∈ N0
we arrive at, again for s = 1, 2,
MMr,s(0)Mt,s(0) +
∫ 1
0
Mr,s()Mt,s() d = 0 for all r, t ∈ N0 with r  t. (8.6)
In this sense, the two sets of functions
{SMn () := P0,Mn (2− 1) : n ∈ N0}
and, for s = 1, 2,
{Mr,s() := 2−1/2 J 0,Mr,s (
1/2) : r ∈ N0}
both form a complete orthogonal system on the interval [0, 1] with respect to the same scalar
product
( f, g) := M f (0)g(0) +
∫ 1
0
f ()g() d.
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