In this paper we study the Kolmogorov complexity for non-effective computations, that is, either halting or non-halting computations on Turing machines. This complexity function is defined as the length of the shortest inputs that produce a desired output via a possibly non-halting computation. Clearly this function gives a lower bound of the classical Kolmogorov complexity. In particular, if the machine is allowed to overwrite its output, this complexity coincides with the classical Kolmogorov complexity for halting computations relative to the first jump of the halting problem. However, on machines that cannot erase their output -called monotone machines-, we prove that our complexity for non effective computations and the classical Kolmogorov complexity separate as much as we want. We also consider the prefix-free complexity for possibly infinite computations. We study several properties of the graph of these complexity functions and specially their oscillations with respect to the complexities for effective computations.
Introduction
The Kolmogorov or program-size complexity [7] classifies strings with respect to a static measure for the difficulty of computing them: the length of the
Definitions
N is the set of natural numbers, and we work with the binary alphabet {0, 1}. As usual, a string is a finite sequence of elements of {0, 1}, λ is the empty string and {0, 1}
* is the set of all strings. {0, 1} ω is the set of all infinite sequences of {0, 1}, i.e. the Cantor space. {0, 1} ≤ω {0, 1} * ∪ {0, 1} ω is the set of all finite or infinite sequences of {0, 1}. For any n ∈ N, {0, 1}
n is the set of all strings of length n.
For a ∈ {0, 1} * , |a| denotes the length of a. If a ∈ {0, 1} * and A ∈ {0, 1} ω we denote a n the prefix of a with length min(n, |a|) and A n the length n prefix of the infinite sequence A. For a, b ∈ {0, 1} * , we write a b if a is a prefix of b. In this case, we also say that b is an extension of a.
A set X ⊆ {0, 1} * is prefix-free if no a ∈ X has a proper prefix in X. X ⊆ {0, 1} * is closed under extensions when for every a ∈ X, all its extensions are also in X.
We assume the recursive bijection str : N → {0, 1} * such that str (i) is the i-th string in the length-lexicographic order over {0, 1}
* . We also assume the one to one recursive function · : {0, 1} * → {0, 1} * which for every string s = b 1 b 2 . . . b n−1 b n , s = 0b 1 0b 2 . . . 0b n−1 1b n . This function will be useful to code inputs to Turing machines which require more than one argument.
If f is any partial function then, as usual, we write f (p)↓ when it is defined, and f (p)↑ otherwise.
Possibly infinite computations on monotone machines
We work with Turing machines with a one-way read-only input tape, some work tapes, and an output tape. The input tape contains a first dummy cell (representing the empty input) followed by 0's and 1's representing the input, and then a special end-marker indicating the end of the input. Notice that the end-marker allows the machine to know exactly where the input ends. We shall refer to two architectures of Turing machines, regarding the input and output tapes. A monotone Turing machine has a one-way writeonly output tape. A prefix machine is a Turing machine with a one-way input tape containing no blanks (just zeroes and ones). Since there is no external delimitation of the input tape, the machine may eventually read the entire input tape. A prefix monotone machine contains no blank end-marker in the input tape and it has a one-way write-only output tape.
A computation on a machine starts with the input head scanning the leftmost dummy cell. The output tape is written one symbol at a time. In a (prefix) monotone machine, the output grows monotonically with respect to the prefix ordering in {0, 1}
* as the computational time increases. A possibly infinite computation is either a halting or a non halting computation. If the machine halts, the output of the computation is the finite string written on the output tape. Else, the output is either a finite string or an infinite sequence written on the output tape as a result of a never ending process. This leads to consider {0, 1} ≤ω as the output space. We introduce the following maps for the behaviour of machines at a given stage of the computation. Observe that depending on whether M is a prefix machine or not M (p) [t] refers to Definition 2.3 or 2.1.
If M is a prefix machine then:
is partial recursive and it has a recursive domain.
We introduce maps for the possibly infinite computations on a monotone machine (resp. prefix monotone machine). In this work we restrict ourselves to possibly infinite computations which read just finitely many symbols from the input tape.
Definition 2.5.
1. Let M be a Turing machine (resp. prefix machine). The input/output behaviour of M for halting computations is the partial recursive map M : {0, 1} * → {0, 1} * given by the usual computation of M, i.e., M (p) ↓ iff M enters into a halting state on input p (resp. iff M enters into a halting state on input p without reading beyond p).
for some stage t at which M entered a halting state.
2. Let M be a monotone machine (resp. prefix monotone machine). The input/output behaviour of M for possibly infinite computations is the map
is as in Definition 2.1 (resp. Definition 2.3).
Remark 2.6. 1. If U is any universal Turing machine with the ability of overwriting the output then by Shoenfield's Limit Lemma [11] follows that U ∞ computes all ∅ -recursive functions.
Although Shoenfield's Limit Lemma insures that for any monotone ma
* is recursive in ∅ , not every ∅ -recursive function can be computed in the limit by a monotone machine. One counterexample is the characteristic function of the halting problem.
3. An example of a non-recursive function that is obtainable via an infinite computation on a monotone machine is the Busy Beaver function in unary notation bb : N → 1 * , where bb(n) is the maximum number of 1's produced by any Turing machine with n states which halts with no input. bb is ∅ -recursive and bb(n) is the output of a non halting computation which on input n, it simulates every Turing machine with n states and for each one that halts it updates, if necessary, the output with more 1's. Proposition 2.7. Let M be a prefix monotone machine.
domain(M ) is closed under extensions and its syntactical complexity is
is closed under extensions and its syntactical complexity is Π 0 1 .
Proof. Item 1 is trivial. For item 2, observe that M ∞ (p) ↓⇔ ∀t M on input p does not read p0 and does not read p1.
Remark 2.8. Let M be a prefix monotone machine. An alternative definition of M and M ∞ would be to consider them with prefix-free domains (instead of closed under extensions).
-M (p)↓ iff at some stage t M enters a halting state having read exactly
for such stage t.
-M ∞ (p)↓ iff ∃t at which M has read exactly p and for every t > t,
All properties of the complexity functions we study in this paper hold for this alternative definition.
We fix an effective enumeration of all tables of instructions. This gives an effective (M i ) i∈N . We fix the usual (prefix) monotone universal machine U, which defines the functions U (0
for halting and possibly infinite computations respectively. Recall that U ∞ is an extension of U . We also fix U ∅ a monotone universal machine with an oracle for ∅ .
Program-size complexities
Let's consider inputs as programs. The Kolmogorov or program-size complexity [7] relative to a Turing machine M is the function K M : {0, 1} * → N which maps a string s to the length of the shortest programs that output s. That is (recall Definition 2.5 item 1),
Since the subscript M can be any machine, even one equipped with an oracle, this is a definition of program-size complexity for both effective or relative computability. In case M is a prefix machine we denote it H M rather than K M and we call it prefix complexity. In general, these programsize complexities are not recursive. The invariance theorem (Kolmogorov, 1965 [7] ) states that the universal Turing machine U is asymptotically optimal for program-size complexity, i.e. 3] , [8] ).
We shall write K (resp. H) for K U (resp. H U ) where U is some universal Turing (resp. universal prefix) machine. The complexity for a universal machine (resp. prefix machine) with oracle A is notated as K A (resp. H A ). As expected, the help of oracles leads to shorter programs up to an additive constant (c.f. Propositions 2.11 and 2.12) .
Program-size complexity for possibly infinite computations
Let M be a monotone machine, and M , M ∞ the respective maps for input/output behaviour of M for halting computations and possibly infinite computations (see Definition 2.5).
≤ω → N is the program-size complexity for functions M ∞ :
For the universal U we drop subindexes and we simply write K ∞ (resp. H ∞ ). Because the set of all tables of instructions is r.e. the Invariance Theorem holds for K ∞ : for every monotone machine M there is a c such that ∀s ∈ {0,
Remark 2.10. From Remark 2.6 it is immediate that if U is a Turing machine with the ability of overwriting the output, that is, U is not monotone, K ∞ coincides with K ∅ , up to an additive constant.
We mention some known results that will be used in the next sections.
Proposition 2.11.
3. ∀n ∃s ∈ {0, 1} * of length n such that K(s) ≥ n. The same holds for K ∅ and K ∞ Proof. Item 1 follows directly from definition and the Invariance Theorem for K.
For the first inequality of item 2, observe that any unending computation that outputs just finitely many symbols can be simulated on a universal machine equipped with oracle ∅ , by increasing number of steps. At each step, the simulation polls the oracle to determine whether the computation would output more symbols or not. The simulation halts when there is no more output left.
Item 3 holds because there are 2 n strings of length n, but at most 2 n − 1 candidate programs.
Proposition 2.12.
1. ( [3] ) ∃c ∀s ∈ {0, 1} * H(s) ≤ H(|s|) + |s| + c. And in particular, ∃c ∀s ∈ {0, 1} * H(s) ≤ |s| + c = 2|s| + c.
Items 2 and 3 of Proposition 2.11 are still valid considering H, H
∞ and H ∅ (see [1] ).
Oscillations of K ∞
In this section we study some properties of the complexity function K ∞ and compare them with those of K and K ∅ . We know K ∅ ≤ K ∞ ≤ K up to additive constants. The following results show that K ∞ is really in between K ∅ and K.
There are strings that separate the three complexity functions K, K ∅ and K ∞ arbitrarily:
Theorem 3.1. For every c there is a string s ∈ {0, 1} * such that
Proof. We know that for every n there is a string s of length n such that K(s) ≥ n. Let d n be the first string of length n in the lexicographic order satisfying this inequality, i.e., d n = min{s ∈ {0, 1} n : K(s) ≥ n}. Let f : N → {0, 1}
* be any recursive function with infinite range, and consider a machine C which on input i does the following:
The machine C on input i outputs (in the limit)
Let's fix k and see that there is an i 1 such that ∀i ≥ i 1 :
On the one hand, we can compute d i from i and a minimal program p such that U ∞ (p) = e i by simulating U (p) until it outputs i bits. If we code the input as ip we obtain
On the other hand, with the help of the ∅ oracle, we can compute e i from i.
From (1) and (2) we have
∞ (e i ) > k. Given i and a shortest program p such that U (p) = e i we construct a machine that computes f (j i ). Indeed, if we code the input as ip the following machine does the work:
If s = e then write f (j) and halt
Hence, for all i
Using the machine C we can construct a machine which, via an infinite computation, computes e i from a minimal program p such that
From (3) and (4) we get K(e i ) − K ∞ (e i ) + O(1) > i − 2 |i| so the difference between K(e i ) and K ∞ (e i ) can grow arbitrarily as we increase i. Let i 2 be such that for all
The three complexity functions K, K ∅ and K ∞ get close infinitely many times.
Theorem 3.2.
There is a constant c such that for every n:
Proof. Let s n be of length n be such that K ∅ (s n ) ≥ n. From Proposition 2.11, there exist c 1 , c 2 and c 3 such that
For infinitely many strings, K and K ∞ get close but they separate from K ∅ as much as we want.
There is a constant c such that for all m ∃s ∈ {0, 1} * :
Proof. We know that #{s ∈ {0, 1} n+2|n| : K(s) < n} < 2 n and then
Let S n = {|w|w : w ∈ {0, 1} n }. Notice that, if s ∈ S n , |s| = n + 2|n|. Clearly, #S n = 2 n . Assume by contradiction that there is n such that S n ∩ {s ∈ {0, 1} n+2|n| : K(s) ≥ n}∅. Then 2 n+2|n| ≥ #S n + #{s ∈ {0, 1} n+2|n| : K(s) ≥ n} > 2 n+2|n| which is impossible. For every n, let's define s n s n = min{s ∈ S n : K(s) ≥ n}.
Given a minimal program p such that U ∞ (p) = s n , we can compute s n in an effective way. The idea is to take advantage of the structure of s n to know when U ∞ stops writing in its output tape: we simulate U ∞ (p) until we detect n and we continue the simulation of U ∞ until we see it writes exactly n more bits. Then for each n, K(s n ) ≤ K ∞ (s n ) + O(1) and from Proposition 2.11 we have that for all n the difference |K(s n ) − K ∞ (s n )| is bounded by a constant.
Using the ∅ oracle, we can compute s n from n.
Thus, the difference between K(s n ) and K ∅ (s n ) can be made arbitrarily large.
Infinitely many times K ∞ and K ∅ get close but they separate from K arbitrarily. 
Proof. As in the proof of Theorem 3.1, consider a recursive f with infinite range, let c n = nf (0)f (1) . . . f (j n ), and slightly modify the machine C such that on input i, it first writes i and then it continues writing f (j) until it finds a j i such that K(f (j i )) > 2i and ∀z, 0 ≤ z < j i : K(f (z)) ≤ 2i. Thus, given str (n), we can compute n and then c n in the limit. Hence for every n
Given an ∅ oracle minimal program for c n , we can compute str (n) in an oracle machine. Then for every n
We define m n = min{s ∈ {0, 1} n : K ∅ (s) ≥ n} and s n = c str −1 (mn) . From (7) we know
and from (6) we have
From (8) and (9) we obtain K ∞ (s n ) − K ∅ (s n ) ≤ O(1) and by Proposition 2.11 we conclude that for all n,
In the same way as we did in Theorem 3.1, we construct an effective machine that outputs f (j n ) from a shortest program such that U (p) = c n , but in this case the machine gets n from the input itself (we don't need to pass it as a distinct parameter). Hence for all n, 2n < K(f (j n )) ≤ K(c n )+O(1) and in particular for n = str −1 (m n ) we have 2str
. Since for each string s, |s| ≤ str −1 (s) we have 2|m n | < K(s n ) + O(1). From (9) and recalling that |m n | = n, we have K(s n ) − K ∞ (s n ) + O(1) > n. Thus, the difference between K(s n ) and K ∞ (s n ) grows as n increases.
It is known that the complexity function K is smooth in the length and lexicographic order on {0, 1} * , i.e. |K(str (n)) − K(str (n + 1))| = O(1). The following result holds for K ∞ .
Proof. Consider the following monotone machine M with input pq:
. Similarly, if M above instead of writing str (str −1 (z)+1), it writes str (str −1 (z)− 1), we conclude
Loveland and Meyer [10] have given a necessary and sufficient condition to characterize recursive sequences, based on the program-size complexity of their initial segments. They showed that a sequence A ∈ {0, 1} ω is recursive iff ∃c ∀n K(A n) ≤ K(n) + c. In this sense, the recursive sequences are those whose initial segments have minimal K complexity. We show that the advantage of K ∞ over K can be seen along the initial segments of every recursive sequence: if A ∈ {0, 1} ω is recursive then there are infinitely many n's such that K(A n) − K ∞ (A n) > c, for an arbitrary c.
Proposition 3.6. Let A ∈ {0, 1} ω be a recursive sequence. Then
Proof. Let f : N → {0, 1} be a total recursive function such that f (n) is the n-th bit of A. Let's consider the following monotone machine M with input p:
Obtain n := U (p) Write A (str −1 (0 n ) − 1) For s := 0 n to 1 n in lexicographic order Write f (str −1 (s)) Search for a program p such that |p| < n and U (p) = s If U (p) = n, then M ∞ (p) outputs A k n for some k n such that 2 n ≤ k n < 2 n+1 , since for all n there is a string of length n with K-complexity greater than or equal to n. Let's fix n. Then, K ∞ (A k n ) ≤ |n| + O(1). However, K(A k n ) + O(1) ≥ n, because we can compute the first string of length n in the lexicographic order with K-complexity ≥ n from a program for A k n . Hence, for each n, K(A k n ) − K ∞ (A k n ) + O(1) ≥ n − |n|.
4 Program-size complexity for possibly infinite computations on prefix monotone machines
We show that Theorems 3.1 and 3.3 are valid for H ∞ . t, v p and w q (notice that eventually v = p and w = q). Thus, this machine will compute s and will never read more than H ∞ (st)+H ∞ (|s|) bits.
