Introduction {#s0001}
============

In general, the properties of stem cells, called "stemness," include self-renewal and differentiation;[@cit0001] whereas those of cancer non-stem cells, referred to as "cancerness," comprise high mutation rates and cell cycle dysregulation that promotes cell proliferation. In 2011, Okita and Yamanaka[@cit0003] proposed that the cell cycle played an important role in generating induced pluripotent stem cells. Stem cells regulate their cell cycle to undergo periods of rapid division or quiescence, maintain self-renewal, and avoid senescence.[@cit0004] The cell cycle appears to influence stemness, cancerness, or both. Furthermore, recent evidence suggests that microRNAs (miRNAs) may control cell proliferation by influencing the level of a manifold of cell cycle regulators. Additionally, miRNAs are critical for human carcinogenesis and have been used as drug targets to control critical genes in cancer.[@cit0005] It is now apparent that miRNAs play an important role in human carcinogenesis and aging.[@cit0006] However, it is difficult to analyze genetic and epigenetic regulation simultaneously by applying traditional experimental analysis. Therefore, the switch between stemness and cancerness strategies in genetic and epigenetic regulation during cell cycle progression remains an unresolved issue.

Empirical evidence shows that telomeres, the segments of DNA at the ends of chromosomes, shorten slightly after each new cell division until they achieve a critical length, which triggers apoptosis; this phenomenon is called the Hayflick limit. Embryonic stem cells (ESCs) and cervical carcinoma HeLa cells present a highly active telomerase during cell division, which allows them to bypass the Hayflick limit and become immortal.[@cit0009] In normal cells, anti-oncogenes or tumor suppressor genes regulate cell proliferation and cell cycle progression. It has been observed that cell cycle progression becomes aberrant or deregulated in nearly all transformed and neoplastic cells.[@cit0011] Furthermore, recent studies have shown that miRNAs promote cell cycle progression in ESCs, thereby enabling their rapid proliferation.[@cit0012] Testis-specific Y-encoded protein enhances cell proliferation and tumorigenesis by promoting cell cycle progression in HeLa cells.[@cit0013] In addition, it has been suggested that cell cycle plays a major role in driving cervical cancer (i.e., HeLa cells).[@cit0014] Both ESCs and HeLa cells are capable of promoting cell cycle progression through genetic and epigenetic regulation. This opens the possibility that a similar association could exist between ESCs and HeLa cells during cell cycle progression, which could be a crucial event to control cell properties, i.e., stemness or cancerness.

To date, the mechanisms underlying a number of complicated systems, such as ecosystems, biological, economic, and social systems, remain poorly understood owing to a fragmented distribution, and inconsistency in data reporting and literature. Big data has been defined as a set of techniques and technologies aimed at retrieving hidden information from large datasets that are diverse, complex, and of massive scale.[@cit0015] An important issue that still needs to be addressed is the mining and integration of information from big data and expanding databases (big database) to construct an explanatory pattern or model (big mechanism) with which to uncover the overall mechanisms of these complicated systems.[@cit0007] Next-generation sequencing (NGS) and microarray analysis, which can be regarded as big data techniques to a certain extent, still contain considerable amounts of information and hidden mechanisms that have never been extracted. Owing to the accuracy of NGS and the low cost of microarrays, they are commonly used for gene expression measurements. However, their simultaneous use in cellular network analysis has been rarely advocated. Moreover, the predictive value of cellular transcription regulation networks can be used to effectively find useful information and the corresponding mechanisms from gene expression data.[@cit0017] Recent evidence indicates that the pathology of most cancers is a consequence of small abnormalities in many genes, whose added effect is to perturb healthy genetic-and-epigenetic networks.[@cit0022] Accordingly, and in terms of treatment, cancer should be considered a systemic disease. Network analysis can provide scientists with a systematic approach to understand such complex and systemic diseases, which could not otherwise be understood in terms of a single target or pathway model.[@cit0023]

At present, correlation between gene expression coefficients remains the most widely used method to identify gene networks.[@cit0024] However, correlation networks have undirected edges and no causality between genes. In this study, we constructed a dynamic system model that could characterize causal molecular mechanisms, such as the genetic regulation exerted by transcription factors (TF) and miRNAs on target genes. With this model, we applied a system identification method to identify real genetic-and-epigenetic cell cycle networks (GECNs) of ESCs and HeLa cells. This approach allowed us to further investigate carcinogenesis in cervical cancer and the stemness mechanism in stem cells using genome-wide microarray and NGS data. Furthermore, a systems cancer drug design method was also applied to the carcinogenic mechanism to select multiple drugs with minimal side-effects.

In order to investigate carcinogenesis and stemness mechanisms from a cell cycle perspective, the corresponding genes should first be identified. Hierarchical clustering of gene expression is the most popular method for identifying genes expressed during each cell cycle phase.[@cit0027] Since these genes could be expressed in multiple cell cycle phases, in this study, we apply the cell cycle projection method to the genome-wide expression data to quantify the phase-specific ability of each gene at each cell cycle phase. By applying the cell cycle projection method to 4-phase high-throughput data, we obtained the cell cycle genes of the GECNs in ESCs and HeLa cells and used them toward big mechanism analysis of carcinogenic and stemness mechanisms.

Because the further analysis of the genome-wide network is complex to get more insight into carcinogenic and stemness mechanisms, we should extract the core networks from the real GECNs in ESCs and HeLa cells, respectively. Up to now, the core network was still identified by the connecting numbers of its nodes.[@cit0029] As we could identify the connection weights of the real GECN using genome-wide expression data, we applied the principle genome-wide network projection (PGNP) to extract the core network from the viewpoint of significant genome-wide network structure. To investigate carcinogenesis and stemness mechanisms, the cancer-specific GECN, common core GECN, and stem-specific GECN were obtained through complexity reduction by applying PGNP to real GECNs of ESCs and HeLa cells. We could then identify cervical carcinogenic mechanisms by applying big mechanism analysis to help design potential multiple drugs for cervical cancer treatment. The flowchart to identify real GECNs of ESCs and HeLa cells and their core GECNs is shown in [Fig. 1](#f0001){ref-type="fig"}. Figure 1.Flowchart depicting the strategy to identify core GECN in HeLa and ES cells. In this study, we mined omics information from big databases, such as transcription and miRNA regulation interactions, to construct real GECNs using genome-wide high-throughput data, a dynamic model, and AIC. For drug screening, information was integrated from cervical carcinogenic mechanisms in cancer-specific GECN and drug databases for cervical cancer treatment.

Systems pharmacology employs network analysis at multiple biological levels to understand both the therapeutic benefits and side-effects of drugs, and to design potential multiple drugs for cancer treatment.[@cit0023] Based on the concept of systems pharmacology, we further designed multiple drugs for the decomposition of cancer-specific GECNs by integrating cervical carcinogenic mechanisms and drug databases.

In summary, we investigated the carcinogenic mechanisms of cervical cancer cells and the stemness of ES cells by applying big mechanism analysis to cell cycle progression. Based on these carcinogenic mechanisms, we designed multiple drugs for the treatment of cervical cancer. The proposed systematic design method may lead to drugs with high target specificity and minimal side-effects.

Material and methods {#s0002}
====================

Data retrieval and pre-processing of NGS data in ESCs {#s0002-0001}
-----------------------------------------------------

Singh *et al.*[@cit0033] performed RNA-seq with NGS of ESCs in early G1 (DN), late G1 (KO2), S (AzLo), and G2/M (AzHi) phases. NGS data were obtained from the Gene Expression Omnibus (GEO) database (<https://www.ncbi.nlm.nih.gov/geo/>), accession number GSE53481, in Sequence Read Archive (SRA) format. Reads were aligned to the human reference genome hg19 assembly. Alignment of RNA-seq reads against known genomic annotations downloaded from the University of California Santa Cruz web site (<http://www.genome.ucsc.edu>) was performed using Bowtie version 0.12.7 [@cit0034] and TopHat version 1.5.0 software.[@cit0035] We mapped these to gene and miRNA expression data employing Cufflinks 0.0.7 gene annotation [@cit0036] on the Galaxy platform. [@cit0037] We used cubic spline interpolation to obtain the expression of genes and miRNAs during G1, S, G2, and M phases.

Data retrieval and pre-processing of microarray data from HeLa cells {#s0002-0002}
--------------------------------------------------------------------

Sadasivam *et al.*[@cit0040] reported the microarray gene and miRNA expression profiles of cells released from phase synchronization at 0 (G1), 2 (S), 4 (S), 6 (G2), 8 (M), and 12 h (G1). In this study, 3 replicates were obtained from 3 independent experiments. The microarray data were obtained from the GEO database with accession number GSE26922. Gene and miRNA expression of the 4 cell cycle phases from 3 replications were obtained also by cubic spline interpolation. The mean expression of the replicates was then used to identify cell cycle genes and the real GECN of HeLa cells based on the cell cycle projection and system identification methods. The strategy to identify common core and specific GECNs between HeLa and ES cells based on big data mining, cell cycle projection, and system identification is summarized in [Figure 1](#f0001){ref-type="fig"}.

Data retrieval and pre-processing of methylation profiles in both HeLa and ES cells {#s0002-0003}
-----------------------------------------------------------------------------------

To validate the proposed epigenetic regulations, we looked at the genome-wide methylation profile of 307 human cervical cancer cell samples from The Cancer Genome Atlas (TCGA; <http://cancergenome.nih.gov/>) and 5 human embryonic stem cell lines (GSE24676) from the GEO database.[@cit0041] By applying one-way ANOVA, we calculated the *p*-value for each gene (or miRNA) and confirmed the significance of expression change between human cervical cancer and ES cells. We used Matlab\'s text file and string manipulation tools in text mining to unify the gene names based on the gene symbols in the GEO database.

Cell cycle projection method to determine the cell cycle phase of each gene {#s0002-0004}
---------------------------------------------------------------------------

We first applied the cell cycle projection method to the genome-wide raw data of HeLa and ES cells to determine the cell cycle phase of each gene (or miRNA). Based on this, we chose the phase-specific cell cycle genes. Finally, we applied system identification and system order detection methods to the dynamic model of GECN to identify real GECNs.

In order to determine cell cycle phase of the *i*-th gene (or miRNA), the projection model of cell cycle phase was characterized by the following expression:$$x_{i}(t) = {\sum\limits_{k = 1}^{4}{a_{i,k}\sin\,\left( {\frac{\pi k}{2} - \frac{2\pi t}{T}} \right) + b_{i}}},\,\text{for}\, t = 0,\ldots,3$$where *xi*(0), *xi*(1), *xi*(2), and *xi*(3) denote the expression of the *i*-th gene (or miRNA) during G1, S, G2, and M phases, respectively; the cell cycle period *T* = 4 indicates 4 cell cycle phases; *k* = 1, 2, 3, 4 correspond to G1, S, G2, and M phases, respectively; *ai,k* represents the phase-specific ability of gene *i* during the *k*-th phase; *bi* denotes the basal level of the *i*-th gene (or miRNA); and sin(π/2--2π*t*/*T*), sin(π--2π*t*/*T*), sin(3π/2--2π*t*/*T*), and sin(2π--2π*t*/*T*) represent the basic functions of G1, S, G2, and M phases, respectively. Equation ([1](#M0001){ref-type="disp-formula"}) can be scaled up as follows:$$\begin{array}{l}
{X_{i} = \left\lbrack \begin{array}{l}
{x_{i}(0)} \\
{x_{i}(1)} \\
{x_{i}(2)} \\
{x_{i}(3)} \\
\end{array} \right\rbrack} \\
{= \left\lbrack \begin{array}{llll}
{\sin\left( \frac{\pi}{2} \right)} & {\sin(\pi)} & {\sin\left( \frac{3\pi}{2} \right)} & \begin{array}{ll}
{\sin(2\pi)} & 1 \\
\end{array} \\
{\sin(2\pi)} & {\sin(\frac{\pi}{2})} & {\sin(\pi)} & \begin{array}{ll}
{\sin\left( \frac{3\pi}{2} \right)} & 1 \\
\end{array} \\
{\sin\left( \frac{3\pi}{2} \right)} & {\sin(2\pi)} & {\sin\left( \frac{\pi}{2} \right)} & \begin{array}{ll}
{\sin(\pi)} & 1 \\
\end{array} \\
{\sin(\pi)} & {\sin\left( \frac{3\pi}{2} \right)} & {\sin(2\pi)} & \begin{array}{ll}
{\sin\left( \frac{\pi}{2} \right)} & 1 \\
\end{array} \\
\end{array} \right\rbrack\left\lbrack \begin{array}{l}
a_{i,1} \\
a_{i,2} \\
a_{i,3} \\
\begin{array}{l}
a_{i,4} \\
b_{i} \\
\end{array} \\
\end{array} \right\rbrack} \\
{= \left\lbrack \begin{array}{llll}
1 & 0 & {- 1} & \begin{array}{ll}
0 & 1 \\
\end{array} \\
0 & 1 & 0 & \begin{array}{ll}
{- 1} & 1 \\
\end{array} \\
{- 1} & 0 & 1 & \begin{array}{ll}
0 & 1 \\
\end{array} \\
0 & {- 1} & 0 & \begin{array}{ll}
1 & 1 \\
\end{array} \\
\end{array} \right\rbrack\left\lbrack \begin{array}{l}
a_{i,1} \\
a_{i,2} \\
a_{i,3} \\
\begin{array}{l}
a_{i,4} \\
b_{i} \\
\end{array} \\
\end{array} \right\rbrack} \\
\end{array}$$where *Xi* denotes the vector of the *i*-th gene (or miRNA) expression during G1, S, G2, and M phases. Accordingly, it was possible to obtain 4 phase-specific abilities for each gene (or miRNA). In order to determine the phase of each gene (or miRNA), we designed the following criterion:$$\text{gene}\,(\text{or}\,\text{miRNA})i \in \text{phase}\, k^{*},\,\text{for}\, k^{*} = \arg\max\limits_{k}a_{i,k}\,~\text{and}\, k = 1,\cdots,4$$where *ai,k*\* denotes the maximal phase-specific ability of the *i*-th gene (or miRNA). Accordingly, the phase criteria in (3) allow us to determine the cell cycle phase of each gene (or miRNA) in the human genome. Moreover, for each gene (or miRNA) we could obtain 12 (4 × 3) phase-specific abilities from 3 biological replicates in HeLa cells. The maximal phase-specific ability of each gene (or miRNA) was used to determine the cell cycle phase. The top 5 most significant phase-specific genes in HeLa and ES cells are shown in [Table 1](#t0001){ref-type="table"}. Furthermore, we defined an upper threshold (≥ *a*~*th*~) of the phase-specific ability to choose the significant cell cycle genes. Tables S1 and S2 show 303 cell cycle genes (*a*~*th*~ = 0.2) in HeLa cells and 299 cell cycle genes (*a*~*th*~ = 5.2) in ESCs. These genes were validated by taking into account their expression Z scores ([Fig. 2A and B](#f0002){ref-type="fig"}, respectively). Figure 2.Identification of HeLa and ESC cell cycle genes after applying the cell cycle projection method. HeLa and ES cells cell cycle genes were selected according to the maximal phase-specific ability value, i.e., *ai,k*\* in (3). The right bar represents the Z score, from maximum (white) to minimum value (black). The phase-shift of cell cycle genes can be observed as white blocks along the diagonal. Table 1.Top 5 phase-specific genes in HeLa and ES cells.A complete list of identified cell cycle genes in HeLa cells (303) and ESCs (299) can be found in Tables S1 and S2, respectively.HeLa cellsES cellsCell cycle geneCell cycle phaseCell cycle geneCell cycle phaseCCNE2G1-phaseRNU86G1-phaseCCNE1G1-phaseHSP90AB1G1-phaseHIST2H4AG1-phaseTMSB4XG1-phaseMAB21L3G1-phaseCD24G1-phaseHIST1H2BGG1-phaseNCLG1-phaseHIST1H2BMS phaseHMGA1S phaseHIST1H1BS phaseRNA45S5S phaseHIST1H4BS phaseRPS6S phaseHIST2H2ABS phaseENO1S phaseHIST1H2ABS phaseGAPDHS phaseTROAPG2 phaseACTBG2 phasePSRC1G2 phaseKPNA2G2 phaseCDCA8G2 phaseUBE2CG2 phaseFAM83DG2 phaseACTG1G2 phaseUBE2CG2 phaseTOP2AG2 phaseFNDC7M phaseHSPA8M phaseRNU4-85PM phaseVTRNA1-3M phaseZNF382M phasePCBP2M phaseRNPS1M phaseARL6IP1M phaseLINC00652M phaseSERBP1M phase

Construction of candidate GECN by the big database mining method {#s0002-0005}
----------------------------------------------------------------

In order to construct the candidate GECN of human cells, including transcription and miRNA regulation during cell cycle progression, we mined the integrated information from the big database. This encompassed TF-gene association data from the Integrated Transcription Factor Platform (ITFP),[@cit0042] the Human Transcriptional Regulation Interactions database (HTRIdb),[@cit0043] the TRANScription FACtor (TRANSFAC) database,[@cit0044] and miRNA-target association data from TargetScan.[@cit0045] TF-gene association and miRNA-target association data provided 152,828 and 2,477 candidate associations, respectively, including experimental and computational results. To evaluate each association and prune false positives we applied system identification and system order detection methods to the dynamic model of candidate GECN (see below).

Construction of the dynamic model in candidate GECN by big database mining {#s0002-0006}
--------------------------------------------------------------------------

To identify regulation mechanisms in the candidate GECN, we constructed a dynamic model of the GECN in human cells. The latter characterized the transcription and miRNA regulation of the *i*-th cell cycle gene by the stochastic discrete equation as follows:$$x_{i}\lbrack t + 1\rbrack = x_{i}\lbrack t\rbrack + {\sum\limits_{m = 1}^{M_{i}^{TF}}{a_{im}y_{m}\lbrack t\rbrack -}}{\sum\limits_{n = 1}^{N_{i}^{MIR}}{b_{in}z_{n}\lbrack t\rbrack}} - \lambda_{i}x_{i}\lbrack t\rbrack + \kappa_{i} + v_{i}\lbrack t\rbrack\,,\,\text{for}\, i = 1,\ldots,M$$where *x*~*i*~\[*t*\], *y*~*m*~\[*t*\], and *z*~*n*~\[*t*\] denote the *i*-th gene, the *m*-th TF, and the *n*-th miRNA expressions at time *t*, respectively; *a*~*im*~ and -*b*~*in*~ indicate the regulatory abilities of the *m*-th TF and the *n*-th miRNA to the *i*-th target gene (-*b*~*in*~ ≤ 0), respectively; *MTF I* and *NMIR I* are the numbers of candidate TF and miRNA associations with cell cycle gene *i* obtained from the constructed candidate GECN, respectively; *M* represents the number of cell cycle genes identified by the cell cycle projection method; -λ~*i*~ denotes the degradation effect of the present state on the next state (-λ~*i*~ ≤ 0); κ~*i*~ is the basal level of target gene *i* (κ~*i*~ ≥ 0); and *v*~*i*~\[*t*\] represents the stochastic noise due to model uncertainty and fluctuation.

The biological meaning of ([4](#M0004){ref-type="disp-formula"}) is that the mRNA expression level of the cell cycle gene *i* at time *t+*1 is affected by its own mRNA expression level at time *t*, the transcription level regulation from the associated TFs $({\sum_{m = 1}^{M_{i}^{TF}}{a_{im}y_{m}\lbrack t\rbrack)}}$, the repression exerted by associated miRNAs $( - {\sum_{n = 1}^{N_{i}^{MIR}}{b_{in}z_{n}\lbrack t\rbrack}})$, its own degradation effect (-λ~*i*~*x*~*i*~\[*t*\]) at time *t*, the basal level $\kappa_{i}$ from other sources, such as DNA methylation and histone modification among others. We assumed that the basal level $\kappa_{i}$ change of the *i*-th gene between 2 cells determined the epigenetic alterations of gene *i*. Considering that large-scale measurement of protein activity has yet to be realized and 73% of the variance in protein abundance can be explained by mRNA abundance,[@cit0046] we employed mRNA expression profiles in lieu of protein expression profiles.

Identification of the real GECN by pruning false positives in candidate GECN via the akaike information criterion (AIC) system order detection method {#s0002-0007}
-----------------------------------------------------------------------------------------------------------------------------------------------------

After constructing the dynamic model of GECN in ([4](#M0004){ref-type="disp-formula"}), we applied the system identification and system order detection methods to the model to prune the false-positive associations in HeLa (or ES) cells using their corresponding cell cycle expression data. To identify the regulatory parameters in ([4](#M0004){ref-type="disp-formula"}), i.e., *a*~*im*~ and *b*~*in*~, we rewrote the stochastic dynamic model in ([4](#M0004){ref-type="disp-formula"}) as the following stochastic linear regression form:$$\begin{array}{l}
{x_{i}\lbrack t + 1\rbrack\ } \\
{= \left\lbrack \begin{array}{llllllll}
{y_{1}\lbrack t\rbrack} & \cdots & {y_{M_{i}^{TF}}\lbrack t\rbrack} & {z_{1}\lbrack t\rbrack} & \cdots & {z_{N_{i}^{MIR}}\lbrack t\rbrack} & {x_{i}\lbrack t\rbrack} & 1 \\
\end{array} \right\rbrack\left\lbrack \begin{array}{l}
a_{i1} \\
 \vdots \\
a_{iM_{i}^{TF}} \\
{- b_{i1}} \\
 \vdots \\
{- b_{iN_{i}^{MIR}}} \\
{1 - \lambda_{i}} \\
\kappa_{i} \\
\end{array} \right\rbrack} \\
{\text{~~~~~~~~~~~~~} + v_{i}\lbrack t\rbrack = \phi_{i}\lbrack t\rbrack\theta_{\text{i}} + v_{i}\lbrack t\rbrack,} \\
{\text{Subject~to~}\overset{M_{i}^{TF}}{\overset{︷}{\left\lbrack \begin{array}{lll}
0 & \cdots & 0 \\
 \vdots & \ddots & \vdots \\
0 & \cdots & 0 \\
0 & \cdots & \cdots \\
0 & \cdots & \cdots \\
\end{array} \right.}}\overset{N_{i}^{MIR}}{\overset{︷}{\begin{array}{lll}
1 & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & 1 \\
\cdots & \cdots & 0 \\
\cdots & \cdots & 0 \\
\end{array}}}\left. \begin{array}{ll}
0 & 0 \\
 \vdots & \vdots \\
0 & 0 \\
1 & 0 \\
0 & {- 1} \\
\end{array} \right\rbrack\theta_{i} \leq \left\lbrack \begin{array}{l}
0 \\
 \vdots \\
0 \\
1 \\
0 \\
\end{array} \right\rbrack,\ \forall i} \\
\end{array}$$where ϕ~*i*~\[*t*\] denotes the regression vector of target gene *i*; ϕ~*i*~\[*t*\] and *x*~*i*~\[*t*+1\] can be obtained from the gene (or miRNA) expression data; and θ~*i*~ indicates the parameter vector of the cell cycle gene *i* to be estimated. Moreover, taking the cubic spline method to interpolate expression data can effectively prevent parameter overfitting in the parameter estimation process. The inequality constraint in ([5](#M0005){ref-type="disp-formula"}) guarantees that -λ~*i*~ ≤ 0, -*b*~*in*~ ≤ 0 and κ~*i*~ ≥ 0.

Furthermore, the stochastic linear regression equation ([5](#M0005){ref-type="disp-formula"}) can be scaled up along each time point as the following form:$$\left\lbrack \begin{array}{l}
{x_{i}\lbrack 2\rbrack} \\
 \vdots \\
{x_{i}\lbrack t + 1\rbrack} \\
 \vdots \\
{x_{i}\lbrack T\rbrack} \\
\end{array} \right\rbrack = \left\lbrack \begin{array}{l}
{\phi_{i}\lbrack 1\rbrack} \\
 \vdots \\
{\phi_{i}\lbrack t\rbrack} \\
 \vdots \\
{\phi_{i}\lbrack T - 1\rbrack} \\
\end{array} \right\rbrack\theta_{i} + \left\lbrack \begin{array}{l}
{v_{i}\lbrack 1\rbrack} \\
 \vdots \\
{v_{i}\lbrack t\rbrack} \\
 \vdots \\
{v_{i}\lbrack T - 1\rbrack} \\
\end{array} \right\rbrack$$where *T* denotes the number of expression data time points after using the cubic spline interpolation method.

For convenience, ([6](#M0006){ref-type="disp-formula"}) is represented by the following equation:$$X_{i} = \Phi_{i}\theta_{i} + V_{i}$$

The constrained least square estimation problem in ([5](#M0005){ref-type="disp-formula"}) or ([7](#M0007){ref-type="disp-formula"}) relating to the parameter vector of the target gene *i* was formulated as follows:$$\begin{array}{l}
{\min\limits_{\theta_{i}}\frac{1}{2}\left\| {\Phi_{i}\theta_{i} - X_{i}} \right\|^{\text{2}}} \\
{\text{Subject~to}\,\overset{M_{i}^{TF}}{\overset{︷}{\left\lbrack \begin{array}{lll}
0 & \cdots & 0 \\
 \vdots & \ddots & \vdots \\
0 & \cdots & 0 \\
0 & \cdots & \cdots \\
0 & \cdots & \cdots \\
\end{array} \right.}}\overset{N_{i}^{MIR}}{\overset{︷}{\begin{array}{lll}
1 & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & 1 \\
\cdots & \cdots & 0 \\
\cdots & \cdots & 0 \\
\end{array}}}\left. \begin{array}{ll}
0 & 0 \\
 \vdots & \vdots \\
0 & 0 \\
1 & 0 \\
0 & {- 1} \\
\end{array} \right\rbrack\theta_{i} \leq \left\lbrack \begin{array}{l}
0 \\
 \vdots \\
0 \\
1 \\
0 \\
\end{array} \right\rbrack,\ \forall i} \\
\end{array}$$

The problem in ([8](#M0008){ref-type="disp-formula"}) can be optimized using the constrained least-square solver based on a reflective Newton method for minimizing a quadratic function to identify the parameter θ~*i*~ using the MATLAB optimization toolbox.[@cit0047]

When the regulatory parameters in the candidate GECN could be identified by solving the problem in ([8](#M0008){ref-type="disp-formula"}) one gene at a time, we applied AIC [@cit0048] as a system order detection method to prune false-positive regulations from the candidate GECN. AIC can simultaneously consider the estimated residual error and model complexity, and it can estimate the system order of the dynamic model (i.e., the number of regulations *MTF i+ NMIRi* in this case). For a stochastic discrete equation in ([4](#M0004){ref-type="disp-formula"}) with *MTF i+ NMIRi* regulatory parameters, AIC could be written as follows:$$AIC(N_{i}^{TF} + N_{i}^{MIR}) = \log\left( {\frac{1}{T}{(X_{i} - {\hat{X}}_{i})}^{T}(X_{i} - {\hat{X}}_{i})} \right) + \frac{2(M_{i}^{TF} + N_{i}^{MIR})}{T}$$where ${\hat{X}}_{i}$ denotes the estimated expression of the *i*-th target gene, i.e., ${\hat{X}}_{i} = \Phi_{i}{\hat{\theta}}_{i}$, and the estimated residual error ${\hat{\sigma}}_{i}^{2} = {(X_{i} - {\hat{X}}_{i})}^{T}\,{{(X_{i} - {\hat{X}}_{i})}/T}$. As the residual error ${\hat{\sigma}}_{i}^{2}$ decreases, AIC decreases. In contrast, the number of TF and miRNA regulations, i.e., *MTF i+ NMIRi*, increases and AIC increases. Therefore, AIC constitutes a trade-off between residual error and model order, and will achieve the minimum at the true order, i.e., the true regulation number. If *AIC* in ([9](#M0009){ref-type="disp-formula"}) were minimized, the real GECN [@cit0048] could be obtained by deleting insignificant TF and miRNA regulations (i.e., the so-called false-positive regulations) out of the true regulations identified by AIC. In addition, Student\'s *t*-test was applied to calculate the *p*-value of each regulation parameter under the null hypothesis *H*~*0*~: *a*~*im*~ = 0 or *H*~*0*~: *b*~*in*~= 0.[@cit0049]

By applying the regulation parameter estimation in ([8](#M0008){ref-type="disp-formula"}) and the false-positive regulation deletion using AIC in ([9](#M0009){ref-type="disp-formula"}) one gene at a time, we could identify the real GECNs of HeLa and ES cells in each cell cycle phase ([Fig. 3A and B](#f0003){ref-type="fig"}, respectively) from a candidate GECN using the classified high-throughput expression data in each cell cycle phase of HeLa and ES cells, respectively. Figure 3.Real GECNs of HeLa and ES cells. The number of G1 and S phase TFs and genes, and G2 phase TFs decreased significantly in HeLa compared to that in ES cells; whereas the number of M phase TFs and genes increased significantly. In addition, the numbers of G1, S, and G2 phase TF regulations in HeLa cells also decreased compared to ES cells; whereas the number of M phase TF regulations increased. These results support the immortal nature of HeLa cells being due to dysregulation of genes at the G1/G2 checkpoint and cell cycle exit.

Identification of core GECNs in the real GECNs of HeLa and ES cells for the investigation of carcinogenic and stemness mechanisms and multiple drug design via PGNP {#s0002-0008}
-------------------------------------------------------------------------------------------------------------------------------------------------------------------

To investigate the carcinogenic and stemness mechanisms in cervical cancer and ES cells, respectively, we applied PGNP to the real GECNs ([Fig. 3](#f0003){ref-type="fig"}) to extract the core GECNs. This included specific GECNs in HeLa and ES cells, and common core GECN between the 2 cell types. The extracted specific GECNs in HeLa cells were regarded as a cervical cancer-specific network and the principal regulatory network in the real GECN of HeLa cells, which should be useful for multiple drug design of cervical cancer. A PGNP approach based on singular value decomposition [@cit0050] was used for the extraction of principal network structure and reduction of network dimension. First, the regulation matrix *R* of GECNs, consisting of the regulatory parameters in ([4](#M0004){ref-type="disp-formula"}), i.e., *a*~*im*~ and *b*~*in*~, was set as follows:$$R = \left\lbrack \begin{array}{llllll}
a_{11} & \cdots & a_{1M^{TF}} & {- b_{11}} & \cdots & {- b_{1N^{MIR}}} \\
 \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
a_{M1} & \cdots & a_{MM^{TF}} & {- b_{M1}} & \cdots & {- b_{MN^{MIR}}} \\
\end{array} \right\rbrack$$

The regulation matrix *R* can be decomposed by singular value decomposition method as follows [@cit0050]:$$R = U\sum V^{T}$$where the orthogonal matrices $U \in {\mathbb{R}}^{\text{M} \times M}$ and $V \in {\mathbb{R}}^{(M^{TF} + N^{MIR}) \times (M^{TF} + N^{MIR})}$ with $U^{T}U =$ *I*~*M*~ and $V^{T}V = I_{M^{TF} + N^{MIR}}$; $\Sigma = \left\lbrack \begin{array}{ll}
{\mathbf{d}\mathbf{i}\mathbf{a}\mathbf{g}\left( {d_{1},\cdots d_{M}} \right)} & O_{M \times (M^{TF} + N^{MIR})} \\
\end{array} \right\rbrack$ with decreasing singular values *d*~1~ ≥ *d*~2~ ≥ ··· ≥ *d*~*m*~ ≥ ··· ≥ *d*~*M*~ ≥ 0; **diag**(*d*~1~,···,*d*~*M*~) denotes a square diagonal matrix with the elements *d*~1~, ···, *d*~*M*~; $O_{M \times (M^{TF} + N^{MIR})}$ representing zeros matrix with dimension *M* by *M*^*TF*^ + *N*^*MIR*^; and $I_{M^{TF} + N^{MIR}}$ indicates the *M*^*TF*^ + *N*^*MIR*^ by *M*^*TF*^ + *N*^*MIR*^ identity.

Moreover, the eigen expression fraction $E_{m}$ was defined as *E*~*m*~ = *d*~*m*~^2^/$\sum_{m = 1}^{M}d_{m}^{2}$ (i.e., the normalization of singular values). We could then select the top *L* singular vectors *V*~*L*~ of *V* such that $\sum_{m = 1}^{L}E_{m}$ ≥ 0.85 with the minimal *L*. Therefore, the *L* principal components contained 85% of the principal structure of the network from the energy viewpoint. Projecting the regulation matrix *R* to the top *L* principal singular vectors *V*~*L*~ was performed as follows:$$S\left( {i,l} \right) = r_{i}v_{l},\,\text{~for}\, i = 1,\ldots,M,\,\text{and}\, l = 1,\ldots,L$$where *r*~*i*~ and *v*~*l*~ denote the *i*-th row vectors of *R* and the *l*-th column vectors of the top *L* principal singular vectors *V*~*L*~, respectively.

Finally, we calculated the dependence (or projection) of the *i*-th gene relative to the top *L* principal singular vectors *V*~*L*~ by the following 2-norm projection value (or PGNP projection value):$$P\text{(}i\text{)} = \left\lbrack {\sum\limits_{l = 1}^{L}\left\lbrack {S\left( {i,l} \right)} \right\rbrack^{2}} \right\rbrack^{1/2},\,\text{~for}\, i = 1,\ldots,M$$

If the *i*-th gene has a large *P*(*i*), the gene *i* is more related to the top *L* principal singular vectors *V*~*L*~ (i.e., more principal in the GECN).

We defined an upper threshold (≥ *d*~*th*~) of the PGNP projection value to choose the core cell cycle genes of the core GECN. The TFs and miRNAs that regulated core cell cycle genes, were also considered as the core TFs and miRNAs of the core GECN, respectively. When we defined *d*~*th*~ = 0.001 and 0.1 in HeLa and ES cells, respectively, we obtained the specific GECNs and the common core GECN ([Fig. 4](#f0004){ref-type="fig"}). According to the specific GECNs in HeLa and ES cells, we could unravel the carcinogenic mechanism in cervical cells and stemness mechanism in ES cells. The specific GECN in HeLa cells also allowed us to propose potential multiple drugs for the treatment of cervical cancer. Figure 4.Specific and common core GECNs of HeLa cells and ESCs. Specific and common core networks were selected by PGNP with 0.001 (HeLa cells) and 0.1 (ESCs) thresholds. For each core network, inner circles contain miRNAs; middle circles correspond to cell cycle genes; and outer circles include TFs.

Drug mining and design through the specific GECN of HeLa cells {#s0002-0009}
--------------------------------------------------------------

To design multiple drugs with minimal side-effects for the treatment of cervical cancer based on the core GECN in HeLa cells, we considered 2 databases, the Connectivity Map (CMap)[@cit0051] and the Drug Gene Interaction Database (DGIdb).[@cit0052] CMap contains the genome-wide microarray data of 5 cell lines (HL60, MCF7, PC3, SKMEL5, and ssMCF7) in response to 1,327 drugs; while DGIdb comprises a drug--gene interaction database. Multiple drug therapy induces a genome-wide response. The strategy of multiple drug screening is that multiple drugs should inhibit the highly expressed cell cycle genes in the principal GECN of HeLa cells and activate the lowly expressed cell cycle genes, but have no influence on common core cell cycle genes in the core GECN. The binding protein substrates of the designed multiple drugs could also be obtained using the DGIdb. This strategy leads to improved drug safety and efficacy in the treatment of cervical cancer.

Results and discussion {#s0003}
======================

Results of cell cycle projection {#s0003-0001}
--------------------------------

By applying the cell cycle projection method in ([3](#M0003){ref-type="disp-formula"}) to genome-wide high-throughput expression data of HeLa and ES cells (see [Material and Methods](#s0002){ref-type="sec"}), we identified 303 cell cycle genes (46 in G1; 76 in S; 96 in G2; and 85 in M phase) in HeLa cells ([Fig. 2A](#f0002){ref-type="fig"} and Table S1) and 299 (105 in G1; 108 in S; 73 in G2; and 13 in M phase) in ESCs ([Fig. 2B](#f0002){ref-type="fig"} and Table S2). HeLa and ES cell cycle genes were validated by their expression Z scores ([Fig. 2A and B](#f0002){ref-type="fig"}, respectively). The five phase-specific genes with top maximal phase-specific ability, i.e., *ai,k*\* in ([3](#M0003){ref-type="disp-formula"}) in HeLa and ES cells are shown in [Table 1](#t0001){ref-type="table"}. The identified phase-specific genes (or cell cycle genes) of HeLa and ES cells are shown in Tables S1 and S2, respectively. We only identified 13 genes in the M phase of ESCs. Of these, *HSPA8* has been reported as a constitutively expressed gene involved in M phase regulation.[@cit0053] Therefore, we suggest that M phase-specific genes, which may be the constitutively expressed, could play an important role in promoting properly timed cell cycle exit.

Real and core GECNs in HeLa and ES cells {#s0003-0002}
----------------------------------------

We applied system identification and AIC to the dynamic model of GECN using genome-wide high-throughput data in HeLa and ES cells. We identified the real GECNs in HeLa and ES cells based on cell cycle genes resulting from cell cycle projection ([Fig. 3A and B](#f0003){ref-type="fig"}, respectively). We have removed 94 and 24 genes, which were neither regulated by TFs nor by miRNAs in the real GECNs of HeLa ([Fig. 3A](#f0003){ref-type="fig"}) and ES ([Fig. 3B](#f0003){ref-type="fig"}) cells, respectively. The results showed that the numbers of G1 and S phase TFs and genes, and G2 phase TFs in HeLa cells decreased significantly compared to ES cells, while the numbers of M phase TFs and genes in HeLa increased significantly with respect to ES cells. Additionally, the numbers of G1, S, and G2 phase TF regulations in HeLa cells decreased, while the number of M phase TF regulations increased compared to ES cells. These results support the notion that the immortal nature of HeLa cells depends on dysregulation of genes controlling the G1/G2 checkpoint and cell cycle exit. Moreover, we identified 3 cell cycle genes expressed in the same phase in HeLa and ES cells: *CCNE1/2* in G1, *CDK1* in G2, and *CDC20* in M phase. This finding is supported by cell cycle studies of human cancer [@cit0054] and human stem cells.[@cit0033]

By applying PGNP to the real GECNs ([Fig. 3](#f0003){ref-type="fig"} and [Material and Methods](#s0002){ref-type="sec"}), we identified the core GECNs, including the specific GECNs of HeLa and ES cells and the core GECN common to HeLa and ES cells. These networks ([Fig. 4](#f0004){ref-type="fig"}) represent the significant regulation networks of real GECNs ([Fig. 3](#f0003){ref-type="fig"}). As such, they could offer a lot of useful information for carcinogenesis studies. In the common core GECN, we identified 10 common TFs and 6 common cell cycle genes: *PLK1, TOP2A, AURKB, FAM83D, HJURP*, and *HMMR*, which are involved in chromosome instability and G2/M checkpoint in HeLa and ES cells. As a result, we suggest that they are housekeeping genes for cell cycle progression. The dysregulation of the common core genes in HeLa cells could promote carcinogenesis during cellular reprogramming. The common core genes can be considered in the multiple drug design of cervical cancer to help avoid side-effects. Additionally, this result showed that the number of TFs and their regulation increased significantly in HeLa cells compared to ESCs, while at the same time the number of miRNA regulations decreased. Therefore, we suggest that the dysregulations of miRNAs play an important role in cervical carcinogenesis.

Carcinogenic mechanism of the specific GECN in HeLa cells {#s0003-0003}
---------------------------------------------------------

In order to unravel the cervical carcinogenic mechanism, we identified the principal GECN. We defined the principal network as that containing the cell cycle genes with the top PGNP projection values and assumed that each of the 4 cell cycle phase groups involved at least one cell cycle gene. We then identified the principal GECN of HeLa cells ([Fig. 5A](#f0005){ref-type="fig"}) from its specific GECN ([Fig. 4](#f0004){ref-type="fig"}). Owing to the direct effects of DNA methylation on the binding affinities of miRNAs, RNA polymerase, and transcription factors (TFs) on target genes,[@cit0056] we assumed that the change of basal level between HeLa and ES cells in the dynamic model ([4](#M0004){ref-type="disp-formula"}) would indicate the occurrence of methylation on gene *i*. Thus, we identified 5 common core cell cycle genes from the common core GECN as potentially methylated: *PLK1, TOP2A, AURKB, HJURP*, and *HMMR* ([Fig. 4](#f0004){ref-type="fig"}). In recent studies, methylation of *PLK1* [@cit0057] and genetic mutations of *PLK1* [@cit0058] and *TOP2A* [@cit0059] have been reported in human cancers. Furthermore, we used the genome-wide high-throughput DNA methylation profile of human cervical cancer from TCGA and ESCs [@cit0041] to validate our findings. We found that the identified genes presented a different DNA methylation pattern between HeLa and ES cells: *PLK1* (*p*-value \< 3.708 × 10^−211^), *TOP2A* (*p*-value \< 7.65 × 10^−52^), *AURKB* (*p*-value \< 3.18 × 10^−197^), *HJURP* (*p*-value \< 2.73 × 10^−200^), and *HMMR* (*p*-value \< 3.36 × 10^−165^). These results revealed that DNA methylation played a critical role in dysregulating chromosome stability and G2/M checkpoint in HeLa cells. The dysregulation of miR-100, miR-192, miR-124, and let-7b (*p*-value \< 1.00 × 10^−16^) in HeLa cells ([Fig. 4](#f0004){ref-type="fig"}) could trigger DNA repair and cell apoptosis signals to counteract the accumulated mutations and methylations. However, cervical cancer cells do not undergo apoptosis,[@cit0060] instead leading to chromosome instability and the accumulation of mutations and methylations that lead to subsequent phenotypic changes,[@cit0061] which finally induce carcinogenesis. Interestingly, we report that the expression of *HMMR* changes from G2 phase in ESCs to M phase in HeLa cells. Normally, HMMR must be degraded in G2/M to prevent uncontrolled proliferation.[@cit0063] However, in HeLa cells *HMMR* expression is enhanced in M phase, which could lead to an abnormal G2/M checkpoint. We found that miR-99A inhibited the expression of *HMMR* (*p*-value \< 1.00 × 10^−16^) in G2 phase of ESCs whereas *HIF1A* up-regulated *HMMR* (*p*-value \< 1.00 × 10^−16^) in M phase of HeLa cells. Hence, compared to ESCs, miR-99A and *HIF1A* dysregulation leads to phase alteration of *HMMR* expression in HeLa cells, which may further promote carcinogenesis of cervical cells. Figure 5.Principal networks of HeLa (A) and ES (B) cells. To find the principal networks, we assumed that they contained cell cycle genes with top PGNP projection values and that each of the 4 cell cycle phase groups involved at least one cell cycle gene. We identified the principal GECNs from the specific GECNs shown in [Figure 4](#f0004){ref-type="fig"}. Genes/TFs/miRNAs in blue and red denote activated expression in HeLa and ES cells, respectively (*p*-value ≤ 0.05).

To date, cervical cancer has been proposed to be a leading cause of death in women. Current treatment strategies, including chemotherapy and surgery, do not provide a permanent cure but prolong the patient\'s survival.[@cit0064]. To unravel carcinogenic mechanisms underlying cervical cancer and develop a new drug strategy, we applied the big mechanism analysis to the principal GECN in HeLa cells ([Fig. 5A](#f0005){ref-type="fig"}) using the gene ontology tool DAVID (<https://david.ncifcrf.gov/>) ([Fig. 6A](#f0006){ref-type="fig"}).[@cit0065] We identified 12 cell cycle genes: *HIS1H2AG, ANKRD1, ARID5B, HIST1H2AJ, HIST1H4L, CDCA2, NUF2, PIF1, STAMBPL1, CKAP2L, TROAP*, and *ZNF165*, which could be methylated due to their basal level changes between HeLa and ES cells in (4). It has been reported that *NUF2, TROAP, STAMBPL1*, and *ARID5B* can be methylated in cancers.[@cit0066] Furthermore, we used the DNA methylation profile of human cervical cancer and ESCs to validate our findings. Results indicated that 8 cell cycle genes presented a significantly different methylation pattern between HeLa and ES cells, including *ANKRD1* (*p*-value \< 1.70 × 10^−9^), *ARID5B* (*p*-value \< 5.00 × 10^−84^), *CDCA2* (*p*-value \< 2.34 × 10^−57^), *PIF1* (*p*-value \< 6.08 × 10^−39^), *STAMBPL1* (*p*-value \< 4.31 × 10^−24^), *TROAP* (*p*-value \< 7.65 × 10^−52^), *ZNF165* (*p*-value \<1.08 × 10^−147^), and *HIST1H2AJ* (*p*-value \< 7.98 × 10^−3^). In addition, *HIST1H4L* was also characterized by a minor change in DNA methylation pattern (*p*-value \< 2.47 × 10^−1^). Therefore, we concluded that the DNA methylation profile of cervical cancer and ES cells supported our results. To this end, *ANKRD1, ARID5B, CKAP2L*, and *TTK* have also been shown to accumulate genetic mutations in cancers.[@cit0070] Figure 6.Carcinogenic and stemness mechanisms. (A) Carcinogenic mechanism of HeLa cells and (B) stemness mechanism of ES cells. Carcinogenic and stemness mechanisms were derived by applying big mechanism analysis to the principal GECN in HeLa and ES cells, respectively ([Fig. 5 A and B](#f0005){ref-type="fig"}), using the gene ontology tool DAVID. Genes/TFs/miRNAs in blue and red denote activated expression in HeLa and ES cells, respectively (*p*-value ≤ 0.05).

Core TFs/miRNAs identified in the principal GECN of HeLa cells ([Fig. 5A](#f0005){ref-type="fig"}) are summarized in Table S3. By integrating the results presented in [Fig. 5A](#f0005){ref-type="fig"} and Table S3, we obtained macroscopic results (i.e., big mechanism for carcinogenesis) ([Fig. 6A](#f0006){ref-type="fig"} and Table S4). We classified these functions into 4 cancer-associated biological processes: anti-apoptosis, metastasis, DNA repair, and proliferation (Table S4).

Cervical cancer cells maintain directly or indirectly the transduction of proliferation signals during cell cycle progression. It is likely that miR-98, miR-17, miR-34A and, miR-29C (*p*-value \< 6.70 × 10^−4^) do not properly transduce signals from NFκB and PI3K pathways resulting in uncontrolled proliferation. Therefore, we propose that cervical cancer cells maintain or enhance their proliferation ability by activating miR-98, miR-17, miR-34A, and miR-29C.

miR-192, which is affected by the TGF-β pathway, is involved in cell metastasis during the intermediate cell cycle phases, G1 and G2. Our results show that miR-192 could affect metastasis by regulating *FAM111B* (*p*-value \< 1.00 × 10^−16^) and *ARHGAP11A* (*p*-value \< 1.00 × 10^−16^) in G1 and G2 ([Fig. 5A](#f0005){ref-type="fig"}). Moreover, most genetic mutations and methylations could accumulate in S and G2 phase, leading to their dysregulation, which plays an important role in driving carcinogenesis in cervical cancer. Therefore, to accumulate genetic mutations and abnormal epigenetic regulations, cervical cancer robustly enhances cell survival in the unsTable S and G2 phases by genetic mutations and methylations.[@cit0061]

Furthermore, our results revealed that cancer cells enhanced cell proliferation through cell cycle progression. In normal cells, the accumulated genetic and epigenetic alterations would trigger DNA repair, which in turn induces apoptosis.[@cit0074] However, accumulated alterations in S and G2 in HeLa cells trigger anti-apoptosis mechanisms to avoid cell death. Accumulated genomic mutations and methylations lead to phenotypic changes characteristic of cervical cancer such as altered metastatic activity in G1 and G2 phase, which may be related to failure of G1 and G2 checkpoints.

According to the causal and temporal cell cycle interplay, cervical cancer cells can potentially increase DNA replication through regulation of miR-98 and miR-34A (*p*-value \< 6.70 × 10^−4^), as well as methylation. Accordingly, they may further enhance the cells\' metastatic ability through regulation of miR-192 in G1 phase. Subsequently, in S phase, cancer cells activate miR-34A (*p*-value \< 3.06 × 10^−9^) and accumulate methylations and genetic mutations [@cit0062] to alter histone regulation and modification. Taken together, these alterations can trigger cervical carcinogenesis. This is also supported by the model simulation of cancer.[@cit0061] With alterations in histone modifications, methylated genes, such as *STAMBPL1, TROAP, CDCA2, PIF1, CKAP2L*, and *NUF2*, in G2 phase could execute numerous functions to promote carcinogenesis. At the same time, miR-192 regulates metastasis in carcinogenesis and mitosis. Furthermore, methylations, accumulated genetic mutations, and miR-192 regulation enhance the anti-apoptotic ability of HeLa cells, which in turn leads to the accumulation of additional genetic and epigenetic alterations caused by subsequent chromosome instability. Cervical cancer cells thus, cause abnormal methylations and numerous genetic mutations, which finally induce irreversible damage, i.e., cancer metastasis. At the last stage, activated miR-17 (*p*-value \< 7.76 × 10^−8^) enhances these aberrant proliferations in M phase. Iteratively, normal cells generate the tumor and finally trigger metastasis.

Additionally, accumulated genetic mutations and DNA methylation; the dysregulation of miR-29C, miR-34A, miR-98, and miR-215 during G1, S, and G2 phases; and accumulation of miR-17 during M phase result in aberrant cell proliferation. Dysregulation of miR-192 leads to metastatic cervical cancer during G1 and G2 phases. Moreover, accumulated genetic mutations and DNA methylation during S and G2 phases, dysregulation of miR-34A during S phase, and dysregulation of miR-192 during G2 phase could trigger ineffective DNA repair and inhibit apoptosis.

Stemness mechanism of specific GECNs in ESCs {#s0003-0004}
--------------------------------------------

To investigate the mechanism of stemness in ESCs we followed a similar strategy to that presented earlier for HeLa cells and identified the principal GECN ([Fig. 5B](#f0005){ref-type="fig"}) from the specific GECN ([Fig. 4](#f0004){ref-type="fig"}). We again applied the big mechanism analysis to the specific GECN of ESCs using the DAVID gene ontology tool. By assessing the basal changes between HeLa and ES cells in (4), we identified 17 genes in the principal GECN that could be methylated: *RPS9, TMSB4X, DHCR24, OAZ1, EDARADD, PPIB, COX7C, RPS11, RPS14, RPS24, RPL11, RPL35, RPL36, RPLP1, ACTG1, TUBA1B*, and *FTL* ([Fig. 6B](#f0006){ref-type="fig"}). The methylation of *EDARADD, RPS11*, and *RPS14* has been reported earlier in cancer cells.[@cit0075] We found significant changes between the DNA methylation profiles of human cervical cancer and ESCs in 14 genes: *RPS9* (*p*-value \< 1.91 × 10^−5^), *TMSB4X* (*p*-value \< 3.77 × 10^−8^), *DHCR24* (*p*-value \< 2.06 × 10^−44^), *EDARADD* (*p*-value \< 4.15 × 10^−21^), *PPIB* (*p*-value \< 2.86 × 10^−24^), *RPS11* (*p*-value \< 1.01 × 10^−17^), *RPS14* (*p*-value \< 4.47 × 10^−101^), *RPS24* (*p*-value \< 4.03 × 10^−84^), *RPL11* (*p*-value \< 1.37 × 10^−6^), *RPL35* (*p*-value \< 9.37 × 10^−15^), *RPL36* (*p*-value \< 2.45 × 10^−98^), *RPLP1* (*p*-value \< 7.90 × 10^−8^), *ACTG1* (*p*-value \< 9.22 × 10^−48^), and *TUBA1B* (*p*-value \< 6.32 × 10^−13^). In addition, *COX7C* also showed a minor change (*p*-value \< 0.289) in DNA methylation.

Using DAVID, we classified miRNAs, TFs, and cell cycle genes of the principal GECN in ESCs into 3 signaling pathways: steroid hormone-mediated, fibroblast growth factor receptor (FGFR), and apoptotic; and three biological processes: cell development, cell differentiation, and cell cycle. It has been demonstrated that mammary stem cells are highly responsive to steroid hormone signaling.[@cit0078] One of the earliest changes in gene expression affecting the steroid hormone-mediated signaling pathway in response to a differentiation signal has been observed in mammary stem cells, supporting our findings.[@cit0079] It has also been reported that induction of human ES cell proliferation and differentiation promotes steroidogenesis.[@cit0080] It has been suggested that the FGFR signaling pathway is involved in the maintenance and proliferation of undifferentiated human ESCs.[@cit0073] Furthermore, it has recently been suggested that ESC differentiation is efficiently maintained by eliminating those cells that are slow to exit pluripotency, implicating a novel role for the apoptotic signaling pathway.[@cit0081] Therefore, we propose that the functions of the principal GECN in ESCs should play a significant role in determining the ESCs mechanisms of stemness.

miR-100, miR-124, miR-155, and miR-221 have been found in the principal GECN of ESCs. It has been reported that their regulations play an important role in modulating cell differentiation, cell migration, and cell proliferation in mammalian ESCs.[@cit0082] It has also been observed that genetic and epigenetic alterations play a critical role in the development of human ESCs.[@cit0086] However, ESCs mechanisms of stemness cannot be uncovered without the use of a systems biology approach from a genome-wide perspective. According to our analyses we proposed that the development of ESCs through the gap G1/G2 phases, is regulated by the action of E2F1, TP53, and MIR-221, involved in apoptotic signaling, and the methylation of *RPS9, TMSB4X, DHCR24, OAZ1, RPLP1, ACTG1, TUBA1B*, and *FTL*. The methylation of S phase genes *EDARADD, PPIB, COX7C, RPS11, RPS14, RPS24, RPL11, RPL35*, and *RPL36* may regulate the timing of locus replication, as previously described in mouse embryonic stem cells.[@cit0059]

Multiple drug design for cervical cancer treatment by integrating cervical carcinogenic mechanisms and drug databases {#s0003-0005}
---------------------------------------------------------------------------------------------------------------------

By integrating the drug CMap and DGIdb databases and the cancer-specific GECN, we identified a number of drugs: methotrexate, quercetin, and mimosine. These target primarily abnormal DNA repair (i.e., ARID5B), significantly truncating numerous signal transduction proteins (i.e., CCL2). As a result, the stimulation of cancer genes in S phase is dramatically reduced; this prevents the accumulation of genetic mutations that result from chromosome instability caused by phenotypic changes (i.e., carcinogenesis) in G2 phase. At the same time, the administration of these agents should inhibit anti-apoptotic activity in S and G2 phases (i.e., CCL2 and STK17B, respectively). Consequently, abnormal cells cannot rely on apoptosis to inhibit carcinogenesis. In HeLa cells the identified drugs repress activated cell cycle genes (*ARID5B, STK17B*, and *CCL2*) ([Table 2](#t0002){ref-type="table"}) and stimulate inhibited cell cycle TFs (PAN4, PLXNA2, HIST1H4L, and HOXA4). The drug molecules, methotrexate, quercetin and mimosine, were identified in 3 human cell lines, HL60, MCF-7, and PC3. They showed minimal side-effects on the 6 common core GECNs of ESCs: *PLK1, TOP2A, AURKB, FAM83D, HJURP*, and *HMMR* ([Fig. 4](#f0004){ref-type="fig"}). The US Food and Drug Administration (FDA) approved Methotrexate for the treatment of acute lymphoblastic leukemia, breast cancer, gestational trophoblastic disease, head and neck cancer, lung cancer, mycosis fungoides, non-hodgkin lymphoma, and osteosarcoma. Mimosine is FDA approved for inhibiting hair growth and has been identified as a cell cycle blocker.[@cit0087] We assumed that these genes may play essential roles in cell cycle progression. Additionally, all the drug molecules in the multiple drugs have exhibited anti-cancer effects.[@cit0088] Table 2.Proposed multiple drugs for the treatment of cervical cancer.Proposed targets and structures of methotrexate, quercetin, and mimosine derived from the ZINC database. The identified drugs suppress activated cell cycle genes, such as *ARID5B, STK17B*, and *CCL2*, without affecting 6 common core genes, *PLK1, TOP2A, AURKB, FAM83D, HJURP*, and *HMMR*. The ranked list of all drugs in CMap is shown in Table S5. Methotrexate targets abnormal methylation in S phase, quercetin inhibits anti-apoptosis in G2 phase, and mimosine blocks most signal transduction and inhibits anti-apoptosis in S phase. Apoptosis reduces accumulated genetic mutations, abnormal DNA methylations, and the dysregulation of miRNAs in normal cells; thus, achieving carcinogenesis inhibition.Drug moleculeCell cycle gene (PGNP projection value)Methotrexate*ARID5B* (2.742993)Quercetin*STK17B* (0.210057)Mimosine*CCL2* (0.013344)![](kccy-15-19-1198862-i019.gif)

Conclusions {#s0004}
===========

In this study, we first applied the cell cycle projection method to genome-wide high-throughput data to identify cell cycle genes. Next, we applied a systematic method to a dynamic model of GECN to construct and then compare real GECNs of HeLa cells and ESCs. Cancer- and stem-specific GECNs were used to investigate the genetic-and-epigenetic mechanisms of cervical cancer carcinogenesis and embryonic stemness. By applying the big mechanism analysis to specific GECNs, cervical carcinogenesis and embryonic stemness could be uncovered. Furthermore, we showed that in combination with drug design, core network projection methods could be used to develop effective anticancer treatments with minimal side-effects on normal cells. Finally, we designed multiple drugs by systems pharmacology using the integrated information of cervical mechanisms and drug databases for the treatment of cervical cancer by integrating genetic-and-epigenetic regulations, omics databases, high-throughput (NGS and microarray) data, and drug databases.
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