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1. Introduction. The Formulation and the Meaning. Let Ω ⊂ RN be an open,
bounded, and connected set with smooth boundary ∂Ω (N = 2 or N = 3); let O ⊂ Ω
be a (small) nonempty open subset; and assume T > 0. We will set Q = Ω× (0, T ),
Σ = ∂Ω × (0, T ), and U = L2(O × (0, T ))N . For simplicity, the notation will be
abridged such that we will give L2(Ω) instead of L2(Ω)N , etc. The usual norms in
L2(Q) and L∞(Q) will be denoted, respectively, by ‖ · ‖2 and ‖ · ‖∞.
Let us consider the usual space of “test” functions
V = {φ ∈ C∞0 (Ω)N ; ∇ · φ = 0 in Ω },
and let us denote byH (respectively V ) the closure of V in L2(Ω) (respectivelyH10 (Ω)).
H coincides with the space of all L2-functions whose divergence vanishes in Ω and
whose normal trace vanishes on ∂Ω. The usual norm and scalar product in H will be
denoted, respectively, by | · | and (·, ·). On the other hand, V coincides with the space
of all H10 -functions whose divergence vanishes.
For each v ∈ U and each y0 ∈ H, we consider the corresponding Navier–Stokes
problem
(1)

∂ty + (y · ∇)y −∆y +∇p = 1Ov, ∇ · y = 0 in Q,
y = 0 on Σ,
y(0) = y0,
where (for convenience) the constant density and viscosity coefficients have been taken
equal to 1. Here, 1O is the characteristic function of O. In [8], Lions conjectured that
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270 ENRIQUE FERNA´NDEZ-CARA
(1) is approximately controllable in H for all T > 0. That is, he claimed that, for any
given yd ∈ H and ε > 0, a control v can be found such that (1) possesses at least one
solution {y, p} satisfying
y ∈ C0w(0, T ;H), |y(T )− yd| ≤ ε
(and, also, that this has to be true for all O, T , y0, yd, and ε). The conjecture is
open, with the exception of some particular situations (for instance, when N = 2 and
O is a neighborhood of ∂Ω; see section 3).
The meaning of approximate controllability for (1) is the following. Provided it
is true, once y0 and yd are fixed, it is always possible to drive the system described by
(1) from y0 to a final state y(T ) arbitrarily close to yd. Let us emphasize that, here,
the control region is O × (0, T ) and O is arbitrarily small. We can formulate (and
interpret) in a similar way a conjecture concerning boundary controllability, with the
control being exerted on a portion of the boundary.
It is also meaningful to ask whether or not (1) is null controllable for all T , that
is, if, for each y0, there exists v ∈ U such that (1) possesses at least one solution {y, p}
with
y ∈ C0w(0, T ;H), y(T ) = 0.
Again, the answer to this question is unknown.
In recent years, several authors have given partial answers to these or related
questions. Some of them are reviewed in the following sections.
2. A Fixed-Point Argument. In this context, the most significant contribution
is the work of Fabre [3]. In principle, this seems to be a natural strategy. The goal
is to reformulate the conjecture as a fixed-point equation. In order to make things
meaningful, we have to be able to control linear systems of the Stokes kind, that is,
(2)

∂ty +∇ · (ay)−∆y +∇p = 1Ov, ∇ · y = 0 in Q,
y = 0 on Σ,
y(0) = y0,
where a = a(x, t) is prescribed. In order to have compactness, we have to be able to
do this when the coefficient a is not regular. Unfortunately, the argument does not
provide approximate controllability for (1), but only for an approximation of it.
Let us be more precise. Assume a ∈ L∞(Q) and consider system (2). It is not
difficult to see that this system is approximately controllable in H if and only if the
adjoint system
(3)
{−∂tφ− (a · ∇)φ−∆φ+∇q = 0, ∇ · φ = 0 in Q,
φ = 0 on Σ,
has the unique continuation property in O × (0, T ), that is, if and only if any couple
{φ, q} verifying (3) and the equality
φ = 0 in O × (0, T )
necessarily satisfies φ ≡ 0. Recently, this property was established in [4]. Conse-
quently, (2) is approximately controllable.
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CONTROLLABILITY AND NAVIER–STOKES EQUATIONS 271
Once y0, yd, and ε are fixed, there is a completely natural method for determining
the “best” control that drives (2) to a final state y(T ) satisfying |y(T )−yd| ≤ ε. This
is inspired by the usual convex duality techniques, and the conclusions can be sketched
as follows (see [7] for a complete description). The control function vˆ for which the
norm in L2(O × (0, T )) attains a minimum is the restriction to O × (0, T ) of the
function φˆ, where
(4)

−∂tφˆ− (a · ∇)φˆ−∆φˆ+∇qˆ = 0, ∇ · φˆ = 0 in Q,
φˆ = 0 on Σ,
φˆ(T ) = φˆ0.
In (4), φˆ0 is the unique function satisfying
(5) J(φˆ0; a) ≤ J(φ0; a) ∀φ0 ∈ H, φˆ0 ∈ H,
with
J(φ0; a) =
1
2
∫∫
O×(0,T )
|φ|2 dx dt+ ε|φ0| − (y′d, φ0) ;
finally, y′d = yd − Y (T ), with Y being, together with P , the unique solution to
∂tY +∇ · (aY )−∆Y +∇P = 0, ∇ · Y = 0 in Q,
Y = 0 on Σ,
Y (0) = y0.
Notice that a 7→ vˆ is a well-defined continuous mapping. This is implied by the
fact that φ0 7→ J(φ0; a) is strictly convex and continuous and satisfies
lim inf |φ0|→∞
J(φ0; a)
(φ0)
≥ ε
(a consequence, again, of the unique continuation property).
Now, let Λ0 : L2(Q) 7→ L∞(Q) be a continuous mapping. For each z ∈ L2(Q), let
Λ(z) = y, with y being the solution to (2) with a = Λ0(z) and v = vˆ (the corresponding
minimal norm control). Then Λ : L2(Q) 7→ L2(Q) is continuous and compact. If we
could affirm that Λ maps a ball into itself, we would be able to deduce, by virtue of
Schauder’s theorem, that it possesses a fixed point yˆ. Of course, we would have
(6)

∂tyˆ +∇ · (Λ0(yˆ)yˆ)−∆yˆ +∇pˆ = 1Ovˆ, ∇ · yˆ = 0 in Q,
yˆ = 0 on Σ,
yˆ(0) = y0
and also |yˆ(T )− yd| ≤ ε.
Consequently, our task is “reduced” to finding a mapping Λ0 such that:
1. Λ maps a ball of L2(Q) into itself;
2. there exists a fixed point yˆ of Λ such that Λ0(yˆ) = yˆ.
At present, the way that Λ0 has to be constructed is not known. In fact, the only
thing we know is a triviality: the first condition above is verified whenever Λ0 takes
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272 ENRIQUE FERNA´NDEZ-CARA
values in a ball of L∞(Q). This leads easily to controllability results for systems like
(6).
For instance, assume M > 0:
TM (s) =
{
M if s > M ,
s if |s| ≤M ,
−M if s < −M .
Then set ΛM (ξ) = (TM (ξ1), . . . , TM (ξN )). Let us also denote by ΛM the correspond-
ing Nemitskii operator, which is well defined and continuous in L2(Q) and takes values
in the ball B(0;M) ⊂ L∞(Q). We then have the following system:
(6′)

∂tyˆ +∇ · (ΛM (yˆ)yˆ)−∆yˆ +∇pˆ = 1Ovˆ, ∇ · yˆ = 0 in Q,
yˆ = 0 on Σ,
yˆ(0) = y0.
In accordance with the previous argument, once y0, yd, and ε are fixed, there exists a
v ∈ U and a solution {y, p} to (6′) satisfying |y(T )− yd| ≤ ε.
3. The Analysis of a Galerkin Approximation. In this section, we will present
controllability results for a finite-dimensional (Galerkin) approximation to the Navier–
Stokes equations. The main contributors to results of this kind have been Lions and
Zuazua (see [9]).
Since we will be working in finite-dimensional spaces, approximate and exact
controllability will be equivalent. Furthermore, the state equation will be reversible
in time. This means that, for practical purposes, we only have to consider the case in
which the initial state vanishes.
Thus, let E be a finite-dimensional subspace of V . For each v ∈ U , we consider
the following approximation to (1):
(7)

yE : [0, T ] 7→ E,
(∂tyE , e) + ((yE · ∇)yE , e) + (∇yE ,∇e) = (1Ov, e), t a.e. in [0, T ], e ∈ E,
yE(0) = 0.
Let EO be the linear space formed by the restriction to O of the functions of E.
We will see that, under the assumption
(8) dimEO = dimE,
the finite-dimensional system (7) is exactly controllable in E at time T . That is, for
each zE ∈ E, there exists v ∈ U such that the corresponding solution to (7) satisfies
yE(T ) = zE . We will also provide an estimate of the associated cost.
As in the previous section, it is convenient to begin with a similar linear problem.
Let us fix a ∈ L2(0, T ;E) and consider the following system:
(9)

yE : [0, T ] 7→ E,
(∂tyE , e) + ((a · ∇)yE , e) + (∇yE ,∇e) = (1Ov, e), t a.e. in [0, T ], e ∈ E,
yE(0) = 0.
D
ow
nl
oa
de
d 
05
/2
0/
16
 to
 1
50
.2
14
.1
82
.1
69
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
CONTROLLABILITY AND NAVIER–STOKES EQUATIONS 273
This is exactly controllable at time T if and only if the corresponding adjoint system
(10)

φE : [0, T ] 7→ E,
− (∂tφE , e) + (aφE ,∇e) + (∇φE ,∇e) = 0, t a.e. in [0, T ], e ∈ E,
φE(T ) = φ0
has the following property:
(11) if φ0 ∈ E and (yE(T ), φ0) = 0 for all v ∈ U , then φE ≡ 0.
But (11) is implied by (8). Consequently, we have exact controllability for (9).
Let us fix zE ∈ E. We can use arguments similar to those in the previous section
to determine the minimal L2-norm control vˆ that drives (9) to zE . Thus, let us set
I(φ0; a) =
1
2
∫∫
O×(0,T )
|φE |2 dx dt− (zE , φ0) ∀φ0 ∈ E
and let φˆ0 be the unique function in E satisfying
(12) I(φˆ0; a) ≤ I(φ0; a) ∀φ0 ∈ E.
Then vˆ is given by the restriction to O×(0, T ) of the function φˆE , which is determined
by φˆ0 through (10). The corresponding cost is
C(zE , a) =
1
2
∫∫
O×(0,T )
|φˆE |2 dx dt.
Note that this quantity can be bounded independently of a. Indeed, there exist
constants C1(O, E) and C2(E) such that∫
O
|e|2 ≥ C1|e|2 and |e|2 ≥ C2‖e‖2 ∀e ∈ E.
This is a consequence of (8) and the fact that E is finite-dimensional. Hence,
(13)
C(zE , a) =− inf
φ0∈E
I(φ0; a)
≤− inf
φ0∈E
{
C1C2T
2(2T + C2)
|φ0|2 − |zE ||φ0|
}
=
2T + C2
2C1C2T
|zE |2.
Let us now go back to the nonlinear problem (9). Again, let us fix zE in E. For
each a ∈ L2(0, T ;E), let us denote by yˆE the solution to (9) corresponding to the
control function vˆ. Then a 7→ yˆE is a well defined, continuous, and compact mapping
from L2(0, T ;E) into itself. Furthermore, (13) shows that it maps the hole space
L2(0, T ;E) into a ball. Consequently, there exists at least one fixed point for this
mapping. In other words, there exists vˆ ∈ U , with norm
(14) ‖vˆ‖2 ≤ 2T + C2
C1C2T
|zE |2,
D
ow
nl
oa
de
d 
05
/2
0/
16
 to
 1
50
.2
14
.1
82
.1
69
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
274 ENRIQUE FERNA´NDEZ-CARA
such that the unique solution to
yˆE : [0, T ] 7→ E,
(∂tyˆE , e) + ((yˆ · ∇)yˆE , e) + (∇yˆE ,∇e) = (1Ovˆ, e), t a.e. in [0, T ], e ∈ E,
yˆE(0) = 0
satisfies yˆE(T ) = zE . Since zE is arbitrary in E, this implies exact controllability.
Remark 1. Of course, the bound (14) depends on E. It may be interesting to
modify the previous argument by changing exact controllability to ε-approximate
controllability at the finite-dimensional level. At that point, it might be reasonable
to search for a bound of the cost depending on ε but not on E.
4. AVariant of the ReturnMethod and Its Consequences. The methods in this
section were introduced by Coron (see [1] and the references therein). The main idea
is to construct specific solutions {yα, pα} of the Navier–Stokes equations such that
the linearized Euler equations at {yα, pα} are, in a certain sense, “almost” exactly
controllable. Once y0 and yd are fixed, this furnishes a first control v0. In a second
step, after a correction of v0, we are able to drive the Navier–Stokes system to a final
state that is close to yd.
This method has several important limitations. First, we must have N = 2; on the
other hand, the boundary conditions have to be of the Navier slip type. In practice,
this is equivalent to prescribing the values on the boundary of the stream function
and the vorticity function. Furthermore, we obtain approximate controllability only
in W−1,∞(Ω), not in L2(Ω) (however, the same arguments lead to approximate con-
trollability in W 1,∞(K) for each compact set K ⊂ Ω).
Let us assume that the state equation is
(15)

∂ty + (y · ∇)y −∆y +∇p = 1Ov, ∇ · y = 0 in Q,
y · n = 0, ∇× y = 0 on Σ,
y(0) = y0 in Ω
(where Ω ⊂ R2). Let us fix yd (for simplicity, regular enough). The argument is as
follows:
1. For each α > 0, it is possible to find vα and a couple, {yα, pα}, such that yα is
a gradient outside O × (0, T ),
(16)

∂tyα + (yα · ∇)yα −∆yα +∇pα = 1Ovα, ∇ · yα = 0 in Q,
yα · n = 0, ∇× yα = 0 on Σ,
yα(0) = yα(T ) = 0 in Ω
and, furthermore, the linearized Euler system at yα, that is,
(17)
{
∂tz + (yα · ∇)z + (z · ∇)yα +∇pi = 1Ow, ∇ · z = 0 in Q,
z · n = 0 on Σ,
is α-controllable in the following sense: for any given z0 and zd of class C∞, there
exists a control w ∈ U such that (17) possesses at least one solution satisfying
z(0) = z0 in Ω
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CONTROLLABILITY AND NAVIER–STOKES EQUATIONS 275
and also
z(T ) = zd in {x ∈ Ω; dist(x, ∂Ω) ≥ α },
and is bounded in C3(Q) independently of α. (Note that we are saying that, for every
α, this property is satisfied for all z0 and zd.)
2. Let us set v(x, t) = 0 in (15) for t ∈ [0, (1− δ)T ] (δ will be determined below).
This defines {y, p} without ambiguity in Ω× [0, (1− δ)T ], and, in particular, we can
speak of y((1− δ)T ). In [(1− δ)T, T ], we do the following:
a. First, vα and {yα, pα} are rescaled. On the basis of the α-controllability of
(17), we introduce a first control function v0:
v0(x, t) ≡ 1
δ
vα
(
x,
1
δ
(t− (1− δ)T )
)
+ w
(
x,
1
δ
(t− (1− δ)T )
)
.
The associated state is
{y0, p0} ≡ 1
δ
{yα, pα}
(
x,
1
δ
(t− (1− δ)T )
)
+ {z, pi}
(
x,
1
δ
(t− (1− δ)T )
)
.
Here, w and {z, pi} are perturbations corresponding to α (which will also be fixed
below), the initial state y((1− δ)T ), and the desired state yd. In order to drive (15)
to a final state close to yd, it is natural (at least formally) to look for a control close
to v0 for t ∈ [(1− δ)T, T ].
b. We introduce a second control function by modifying v0 as needed. Thus, we
solve the following problem:
(18)

∂ty + (y · ∇)y −∆y +∇p = 1Ov0 + (∇× y)(y − y0)⊥, ∇ · y = 0 in Q,
y · n = 0, ∇× y = 0 on Σ,
y(0) = y0 in Ω.
In (18), we have introduced the following notation:
y(x, t) =
1
δ
yα
(
x,
1
δ
(t− (1− δ)T )
)
, (a1, a2)⊥ = (−a2, a1).
Since ∇ × y vanishes outside O × (0, T ), it is clear that (18) can be written in the
form (15), with
v = v0 + (∇× y)(y − y0)⊥.
Now, the task is reduced to showing that, for every ε > 0, there exist positive α
and δ such that
(19) ‖y(T )− yd‖W−1,∞ ≤ ε.
This can be achieved in the following way. Let us set R = y − y0, ω = ∇×R. Then
∂tω + (R+ y0) · ∇ω −∆ω = −(R+ z) · ∇(∇× z) + ∆(∇× z)
in Ω × ((1 − δ)T, T ). Furthermore, R(x, (1 − δ)T ) ≡ 0 and z and all its derivatives
of order ≤ 3 are uniformly bounded. This leads first to a pointwise estimate of ω
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276 ENRIQUE FERNA´NDEZ-CARA
and then to an estimate of R(·, T ) in W−1,∞(Ω) when α and δ are sufficiently small.
Consequently, for any given ε > 0, there exist α0 > 0 and η : (0, α0) 7→ R+ such that,
whenever 0 < α < α0 and 0 < δ < η(α), one has (19) (for further details, see [1]).
It is only at this last step of the argument that the type of boundary condition
becomes important. At present, it is not known how the method has to be modified in
order to maintain its validity in the context of (1). Moreover, it is not clear whether
it can be generalized to a similar three-dimensional situation (see, however, [2]).
5. Local Results Concerning Null Controllability. In this section, we will refer
to the null controllability of (1). The intention is, in a second step, to prove exact
controllability to any regular solution and, as a consequence, to prove approximate
controllability. The most important contributions in this context are those of Fursikov
and Imanuvilov (see [5], [6], and the references therein).
Again, there are important limitations. In particular, only local results can be
proved: starting from an initial state that is close to zero, we can control the system in
such a way that the final state is exactly zero at t = T . For simplicity, we will present
the argument when Ω is a bounded simply connected domain of R2, the boundary
conditions are of the Navier slip type (as in (15)), and the control is the trace of the
vorticity function ω on a portion γ of the boundary.
Remark 2. When N = 2 and several other additional conditions are satisfied,
a combination of the results presented in this and the previous section leads to
global null controllability, that is, with no restriction on the size of the initial data
(see [2]).
Let γ ⊂ ∂Ω be a nonempty open set. With standard notation, the problem is to
find a real-valued function h = h(x, t), defined and regular enough on γ× (0, T ), such
that the solution {ω, ψ, y} to
(20)

∂tω +∇ · (ωy)−∆ω = 0, −∆ψ = ω, y = ∇× ψ in Q,
ω = h1γ , ψ = 0 on Σ,
ω(0) = ∇× y0 in Ω
verifies ω(T ) = 0. Observe that, for any given y0 ∈ H2(Ω) ∩H10 (Ω) ∩W 1,∞(Ω) and
h ∈ C1(γ × [0, T ]), there exists exactly one solution {ω, ψ, y} to (20). Among other
things, one has ω ∈ C0(0, T ;H1(Ω)).
We are going to introduce a sequence {ωn, ψn, yn, hn} that converges, when the
initial state y0 is “small,” towards a solution {ω, ψ, y, h} to (20). By definition, each
ωn will solve a null controllability problem for a linear system. In particular, this will
give ω(T ) = 0. The sequence {ωn, ψn, yn, hn} is defined as follows:
a. First, we choose a constant R > 0 and we take ω0 ≡ 0, h0 ≡ 0.
b. Then, once n ≥ 0 and ωn and hn are given, we set
(21) ωn = TR(ωn), ψn = (−∆)−1ωn, yn = ∇× ψn ;
finally, ωn+1 is (together with hn+1) the solution to the null controllability problem
(22)

∂tω
n+1 +∇ · (ωn+1yn)−∆ωn+1 = 0 in Q,
ωn+1 = hn+11γ on Σ,
ωn+1(0) = ∇× y0, ωn+1(T ) = 0 in Ω
furnished by the method of Fursikov and Imanuvilov (see [5]).
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CONTROLLABILITY AND NAVIER–STOKES EQUATIONS 277
Let M > 0 be such that
‖ω‖L∞ ≤ R ⇒ ‖∇× ((−∆)−1ω)‖L∞ ≤M.
Then every yn satisfies ‖yn‖L∞ ≤ M . A first consequence is that the corresponding
functions ωn are uniformly bounded in L∞(Q) and L2(0, T ;H2(Ω)). More precisely,
‖ωn‖L2(0,T ;H2(Ω)) + ‖ωn‖∞ ≤ C(‖y0‖H2 + ‖y0‖W 1,∞),
where C only depends on Ω, γ, T , and M . From these estimates, it can be deduced
in a second step that, under the assumption
(23) ‖y0‖H2 + ‖y0‖W 1,∞ ≤ ε,
one has
(24) ‖ωn+1 − ωn‖L2(0,T ;H2(Ω)) ≤ η(ε)‖ωn − ωn−1‖L2(0,T ;H2(Ω)) ∀n ≥ 1,
where limε→0+ η(ε) = 0. Hence, the complete sequences ωn, ψn, yn, and hn converge
in appropriate spaces provided (23) is satisfied for a sufficiently small ε.
Remark 3. There is another way to present the same argument. Let
ΦR : L2(0, T ;H2(Ω)) 7→ L2(0, T ;H2(Ω))
be as follows: ΦR(z) = ω if and only if ω is (together with ψ, y, and h) the solution
to
(25)

∂tω +∇ · (ωy)−∆ω = 0, −∆ψ = TR(z), y = ∇× ψ in Q,
ω = h1γ on Σ,
ω(0) = ∇× y0, ω(T ) = 0 in Ω,
obtained as in [5]. If ‖y0‖H2 + ‖y0‖W 1,∞ is sufficiently small, then ΦR is a contrac-
tion.
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