Abstract. Let {X(t) : t ∈ R d } be a multivariate operator-self-similar random field with values in R m . Such fields were introduced in [24] and satisfy the scaling d in the Gaussian case. In particular, we enlighten the property that the Hausdorff dimension is determined by the real parts of the eigenvalues of E and D as well as the multiplicity of the eigenvalues of E.
Introduction
In this paper we consider multivariate operator-self-similar random fields as introduced in [24] . More precisely, let E ∈ R d×d and D ∈ R m×m be real matrices with positive real parts of their eigenvalues. 
The random field B D is an isotropic generalization of the famous m-dimensional fractional Brownian motion, implicitely introduced in [20] and defined in [25] . However, certain applications (see e.g. [9, 5] ) require that the random field is anisotropic. To reach this goal, Biermé, Meerschaert and Scheffler [6] introduced operator scaling random fields and provided the existence of two different classes of such α-stable (0 < α ≤ 2) fields given by harmonizable as well as moving average stochastic integral representations. In the Gaussian case α = 2 they showed that the moving average and harmonizable fields have the same kind of regularity properties including results about Hölder continuity and fractal dimensions. Biermé and Lacaux [7] showed that this is no more true in the stable case α ∈ (0, 2).
By defining stochastic integral representations for random vectors and following the outline in [6] , Li and Xiao [24] established the existence of multivariate operator-selfsimilar α-stable random fields satisfying the scaling relation (1.1). Furthermore, they mention that from both theoretical and applied point of view it would be interesting to study their sample path regularity and fractal poperties. The purpose of this paper is to provide the related results in the Gaussian case α = 2 and to generalize several results in the literature including (1.4) and (1.5) .
A main tool for the study of sample paths of multivariate (E, D)-operator-selfsimilar Gaussian random fields is the change to polar coordiantes with respect to the matrix E introduced in [28] and used in [6, 7] . If X is a multivariate (E, D)-operator-self-similar Gaussian random field with stationary increments, using (1.1) we can write the covariance matrix of X as
is the radial part of t with respect to E and l E (t) is its directional part. Therefore, many sample path properties depend on the polar coordinates τ E (t), l E (t) and the real parts of the eigenvalues of the linear operator D. The radial part τ E (t) can be considered as a function. In particular, Lemma 2.2 in [6] shows that τ E (t − s) can be regarded as a quasi-metric on R d (see e.g. [29] for a definition) and it has been used extensively to study operator scaling random fields (see [6, 7, 8, 23] In Section 2 we recall the definition of moving average and harmonizable multivariate (E, D)-operator-self-similar Gaussian random fields. Section 3 is devoted to the main tools we need for the study of these fields. More precisely, we recall the definition and some well-known results about the polar coordinates and the spectral decomposition with respect to E. Based on this tools we furthermore present and prove a general Lemma which will be needed in order to determine an upper bound for the Hausdorff dimension of the range and the graph. Finally, in Section 4 we state and prove our main results on multivariate (E, D)-operator-self-similar Gaussian random fields, including sample path continuity and Hausdorff dimensions. It will be clear that the methods used in [26, 6, 3] play important roles in this paper.
Moving average and harmonizable representation
Let us recall the definition of moving average and harmonizable multivariate operator-self-similar Gaussian random fields given in [24] . Throughout this paper, let E ∈ R d×d be a matrix with distinct positive real parts of its eigenvalues given by 0 < a 1 < . . . < a p for some p ≤ d and let D ∈ R m×m be a matrix with positive real parts of its eigenvalues given by 0 < λ 1 ≤ λ 2 ≤ . . . ≤ λ m . Note that λ 1 , . . . , λ m are not necessarily different.
In the following let φ : R d → [0, ∞) be an E-homogeneous (β, E)-admissible function according to Definition 2.6 and Definition 2.7 in [6] . Recall that a function
for all x = 0 and for any 0 < A < B there exists a positive constant C > 0 such that
where τ E (x) is the radius of x with respect to E introduced in Section 3 below.
Various examples of such functions have been constructed in [6, 7] . Since φ is (β, E)-admissible, Remark 2.9 in [6] implies that 0 < β ≤ a 1 . 
is well defined and called moving average (E, D)-operator-self-similar random field.
For the sake of simplicity let us denote the kernel matrix by
and let us recall that according to [24, Theorem 2.3 ] X φ exists, since 
is well defined and called harmonizable (E, D)-operator-self-similar random field.
As in the above X ψ is well defined since the kernel matrix in (2.2) satisfies
From Theorem 2.5 and Theorem 2.6 in [24] the random fields given in (2.1) and (2.2) are stochastically continuous, have stationary increments and satisfy the scaling property (1.1). In addition, it is shown that X ψ is proper, whereas X φ is proper if is not an eigenvalue of D, i.e. that X φ is proper as well. Furthermore, under the assumptions of Theorem 2.1 and Theorem
up to considering the matrix E H
for some H ∈ (λ m , a 1 ) without loss of generality we will assume that
The main tool in the study of the fields given in (2.1) and (2.2) is the change of coordinates to the polar coordinates with respect to the matrix E. Therefore, before studying the sample paths of X φ and X ψ , we recall in the next Section the definition of these polar coordinates, give some estimates on the radial part and recall a spectral decomposition result from [28] . This will be needed in order to introduce a lemma in Section 4 given in terms of the radial part and the spectral decomposition from which we will obtain an a. 
is a direct sum decomposition, i.e. we can write any x ∈ R d uniquely as
Further, we can choose an inner product on R d such that the subspaces W 1 , . . . , W p are mutually orthogonal and, throughout this paper, for any
x ∈ R d we will choose x = x, x 1/2 as the Euclidean norm.
We now recall the results about the change to polar coordinates which have already been used widely in the study of operator scaling random fields (see [6, 7, 23, 8, 24] ).
According to [6, Section 2] we can write any x ∈ R d \ {0} uniquely as
where τ E (x) > 0 is called the radius of x with respect to E and l E (x) ∈ S E = {x ∈
and can be extended continuously to the whole space by setting τ E (0) = 0.
The following result gives bounds on the growth rate of τ E (x) in terms of a 1 , . . . , a p (see [23, Lemma 2.2] ). We refer to [6, 7] for more refined results on the bounds.
Lemma 3.1. Let H > 0. For any ε > 0 small enough there exist constants
where x = x 1 + . . . + x p is the direct sum decomposition with respect to E.
Using the spectral decomposition and the estimates given in Lemma 3.1 we state and prove our results on the modulus of continuity of X φ and X ψ and determine the Hausdorff dimensions of their sample paths in the next section.
Modulus of continuity and Hausdorff dimension
Throughout this section let us write X to indicate that we consider either X φ or X ψ . In order to formulate our results conveniently let us defineã j = a p+j−1 andW j = W p+j−1 for j = 1, . . . , p, where W 1 , . . . , W p is the spectral decomposition according to Section 3. Note thatã
We now state our main results and refer the reader to [14, 27] for the definition and properties of the Hausdorff dimension. (i) Assume that
Theorem 4.1. Let the assumptions of the previous Sections hold. Then with probabilty one
The following lemma will be needed in order to establish the upper bounds in Theorem 4.1.
where c > 0, 0 < α i ≤ 1 are constants such that
Proof. Throughout this proof, let c be an unspecified constant which might change in every occurence. We clearly
So it suffices to prove (4.7). Let R d = W 1 ⊕ . . . ⊕ W p be the direct sum decomposition with respect to E according to Section 3. We first show that
where
By (4.5) and Lemma 3.1, for any small ε > 0, each f (R n,1,i 1 + . . . + R n,p,ip ) can be covered by a rectangle T n,i 1 ,...,ip ⊂ R m of sides c(
Let γ > ε. Then, by (4.9) and (4.10), we have
for all 1 ≤ j ≤ m and ε > 0. Hence, (4.8) follows by letting ε → 0. It remains to prove
can be covered by ℓ n,k cubes in R d+m of side-lengths n −ã k . Further, note that, since the side-lengths of T n,i 1 ,...,ip are at most c(
by the definition of a 1 , . . . ,ã p , we have
Hence, Gr f ([0, 1] d ) can also be covered by k n,1 . . . k n,p · ℓ n,k cubes in R d+m with edgelengths n −ã k . We now choose 0 < α ′ i < α i − ε, 1 ≤ i ≤ m, and denote
Some simple calculations show that
Therefore, (4.11) follows by letting α 
In particular, for every ε > 0 X satisfies a.s. Denote the standard basis of R m by (e 1 , . . . , e m ). Since X is (E, D)-operator-selfsimilar and has stationary increments, using the polar coordinates with respect to E, for all x, y ∈ R d we get
.
From the proof of [26, Proposition 4.1], we immediately derive
where 1 ≤ p j ≤ m are constants which only depend on D and 0 < c < ∞ is a constant which only depends on p (or D) and on max θ∈S E E[|X(θ)| 2 ]. Using this, the rest of the proof follows from the proof of [23, Theorem 4.2] by estimating the tail probabilities for Gaussian random fields in a standard way (see also [2, 11, 32] ).
Before proving Theorem 4.1 we state and prove two lemmas which will be needed in order to establish the lower bounds in (4.1) and (4.3). Lemma 4.7 below with n = 1 is an analogous statement to [3, Lemma 3.6 ] (see also [39, p.212] ). Further, Lemma 4.8 with n = 1 is the statement of [3, Lemma 3.7] . By using the methods in [39, 3] we can establish the statements for general n ∈ N. . By using the substitution s = A + r h we get
n−h h ds.
Since 0 < h < 1, elementary calculation shows that for all 0 < A ≤ M
and the proof is complete. 
(iii) if 0 < αβ < n and αβ + η = n, then
Proof. Since the proof of this lemma is essentially the same as the proof that can be found in [3, Lemma 3.7] with minor adjustments, we omit it and leave it to the reader.
We are now able to give a proof of Theorem 4.1.
Proof of Theorem 4.1. Let A ∈ R m×m be a real invertible matrix such that
DA is of the real canonical form. Consider the Gaussian random field Y defined by
Then Y is an (E,D)-operator-self-similar Gaussian random field in R m and has stationary increments. Note that, since A is invertible, the mapping x → Ax is biLipschitz and, hence, preserves the Hausdorff dimension. So without loss of generality we will assume that D itself is of the real canonical form. Then the upper bounds in (4.1) and (4.3) follow from (4.13), Lemma 4.4 and Remark 4.5. So it remains to prove the lower bounds in Theorem 4.1. We will do this in a standard way by using Frostman's theorem (see e.g. [2, 14, 18, 27] ). Throughout this this proof, let c and c ′ be positive unspecified constants which might change in every occurence. First we prove the lower bound in (4.1). In fact, it suffices to show that for all sufficiently small ε > 0 and all
We fix 1 ≤ j ≤ m. In order to show (4.19), we observe that for any 0 < γ < min m,
In the following, we only consider the case l = 1, since the remaining cases are easier because they require less steps of integration using Lemma 4.7. So assuming (4.20) with l = 1, we can choose positive constants δ 2 , . . . , δ p such that δ j > 1+ε a j , 2 ≤ j ≤ p and
Note that, since X is (E, D)-operator-self-similar with stationary increments
for all x, y ∈ R d . This implies that
Since X is proper, we have
Using this, in view of the proof of [38, Theorem 2.1] we immediately get
Hence, by a substitution we get
Since the W i are orthogonal in the associated Euclidean norm, it follows that x ≤ 2 implies x i ≤ 2 for i = 1, . . . , p.
Then Lemma 3.1 yields
. . .
By using polar coordinates we further get
Applying Lemma 4.7 to (4.22) with
we integrate out dr p in the last expression and obtain that
By repeating this procedure for (p − 2)-times, we derive
Note that the last integral is finite since the δ j satisfy (4.21). This proves (4.19). Now we prove the lower bound in (4.3). First consider the case dim (4.2) and the corresponding upper bound 
Again by Frostman's theorem it is sufficient to show that
where ε > 0 is arbitrarily small. Furthermore, since ε > 0 is arbitrarily small, by Lemma 4.3 we may and will assume that
In order to show (4.24) we use the following well-known fact (see e.g. [38] ) that 
We first integrate out du 1 using (4.25) to obtain that
Repeating this procedure for du 2 , . . . , du m we find that
Now we consider two cases. First we consider the case that
in (4.23) . In this case let us write x = x 1 + . . .
Since theW i are orthogonal, by the equivalence of norms, we can choose c > 0 such that
x j + y .
Using this and Lemma 3.1, as in the above we obtain
For simplicity of notation let
By using polar coordinates we get that
In order to show that the integral in (4.26) is finite, we will integrate dr 1 , . . . , dr k−1
iteratively. Furthermore, we will assume that k > 1 in (4.23) (if k = 1, we can use (4.18) to obtain (4.29) directly).
We first integrate dr 1 . Since Repeating this procedure for dr 2 , . . . , dr k−2 we obtain G γ ≤ c We now integrate dr k in (4.28) by using (4.18) and we see that -random fields where the components are independent copies of the operator scaling Gaussian random fields constructed in [6] .
