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approximationAbstract It is difficult to build accurate model for measurement noise covariance in complex back-
grounds. For the scenarios of unknown sensor noise variances, an adaptive multi-target tracking
algorithm based on labeled random finite set and variational Bayesian (VB) approximation is pro-
posed. The variational approximation technique is introduced to the labeled multi-Bernoulli (LMB)
filter to jointly estimate the states of targets and sensor noise variances. Simulation results show that
the proposed method can give unbiased estimation of cardinality and has better performance than
the VB probability hypothesis density (VB-PHD) filter and the VB cardinality balanced multi-target
multi-Bernoulli (VB-CBMeMBer) filter in harsh situations. The simulations also confirm the
robustness of the proposed method against the time-varying noise variances. The computational
complexity of proposed method is higher than the VB-PHD and VB-CBMeMBer in extreme cases,
while the mean execution times of the three methods are close when targets are well separated.
 2016 Chinese Society of Aeronautics and Astronautics. Production and hosting by Elsevier Ltd. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Random finite set (RFS) theory1,2 provides a systematic
mathematical foundation for the multi-target tracking
(MTT) problem and arises widespread interest in the last
decade. Major algorithms include probability hypothesis
density (PHD) filter2, cardinalized PHD (CPHD) filter3,4 and
cardinality balanced multi-target multi-Bernoulli (CBMeM-
Ber) filter.5 Strictly, those RFS-based filters are not multi-target tracker because they assume that the objects are
indistinguishable.6 For this problem, Ref.7 proposed a newly
labeled RFS approach, known as the d-generalized labeled
multi-Bernoulli (d-GLMB) filter. The main advantages of the
d-GLMB filter over traditional RFS filters are that it can out-
put trajectories and has a better performance in harsh environ-
ments, such as low detection probability and large sensor noise
variances, though with higher computation burden. The
labeled multi-Bernoulli (LMB) filter8 is proposed to reduce
the number of components of d-GLMB by moment approxi-
mation and track grouping strategy.
The standard RFS algorithms mentioned above hold the
assumption that the prior knowledge of sensor noise statistics
are known, while it is usually difficult to build an accurate
model for the sensor noise variances in practice. Multiple
model (MM)9 and particle filter (PF)10 are adaptive Bayesian
methods for unknown parameters. However, they have been
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number of models or particles. Compared to MM and PF
methods, variational Bayesian (VB) approximation11,12 is
more dedicate and efficient in dealing with uncertain sensor
noise variances tracking problems within linear Gaussian con-
dition. Yang,13 Zhang14 and Wu et al.15,16 extended the VB
method to MTT scenario with the PHD filter, respectively.
Adaptive VB methods based on the CBMeMBer filter have
been studied17–19 as well. Due to the inherent weakness of
PHD and CBMeMBer, the VB-PHD and VB-CBMeMBer fil-
ters do not perform well in the low signal-to-noise ratio (SNR)
situations. To improve this problem, this contribution intro-
duces the VB approach to the LMB filter framework, making
it suitable for real world scenarios. The proposed VB-LMB fil-
ter inherits the efficiency of VB approximation and the advan-
tages of LMB filter in harsh environments, as well as the higher
computational price.
This manuscript is organized as follows. Section 2 briefly
discusses the background of the VB approximation and stan-
dard LMB filter. The VB-LMB filter and its implementation
issues are detailed in Section 3. Section 4 shows the results
of the proposed and compared algorithms. Finally, conclu-
sions can be found in Section 5.
2. Background
2.1. VB approximation
The dynamic model of linear Gaussian system is given by
xþ ¼ Fxþ v ð1Þ
z ¼ Hxþ w ð2Þ
where x is the target state and z the measurement; F andH rep-
resent the transition matrix and observation matrix, respec-
tively, v and w are independent zero-mean Gaussian noises
with covariance Q and R, respectively. R is supposed to have
the form of R ¼ diagðr21; r22; . . . ; r2dÞ, where r2i ði ¼ 1; 2; . . . ; dÞ
is the measurement noise variance and d the dimension of mea-
surement. þ denotes the next time step.
The goal of the variational approximation is to jointly esti-
mate the target state and measurement noise covariance. Sup-
pose that the joint prior distribution has the factored form of
pðx;RÞ ¼ Nðx;m;PÞ
Yd
j¼1
IGðr2j ; aj; bjÞ ð3Þ
where NðÞ and IGðÞ represent the Gaussian and inverse
Gamma distributions, respectively. As the assumption that tar-
get state and measurement noise covariance are mutually inde-
pendent, at prediction step, the Gaussian and inverse Gamma
distributions in Eq. (3) evolve independently. Thus, the predic-
tive distribution keeps the form of the prior distribution
pþðx;RÞ ¼ Nðx;mþ;PþÞ
Yd
j¼1
IGðr2j ; aþ; j; bþ; jÞ ð4Þ
To make the coupled update step tractable, the VB method
has been applied to obtaining the posterior distribution
pðx;RjzÞ. Let
~pðx;RjzÞ ¼ QxðxÞQRðRÞ ð5Þand the Kullback-Leibler (KL) divergence from ~pðx;RjzÞ to
pðx;RjzÞ is given by
KL½~pðx;RjzÞjjpðx;RjzÞ ¼
Z
~pðx;RjzÞ ln ~pðx;RjzÞ
pðx;RjzÞdxdR ð6Þ
The KL divergence will achieve minimum if
QxðxÞ / expfEQRðRÞ½lnðpðx;R; zÞÞg ð7Þ
QRðRÞ / expfEQxðxÞ½lnðpðx;R; zÞÞg ð8Þ
The results in Ref.12 illustrate that QxðxÞ has a Gaussian
distribution and QRðRÞ is a product of inverse Gamma distri-
butions. Consequently, the approximated posterior distribu-
tion has the same factored form as the prior distribution.
2.2. Original LMB filter
The traditional RFS-based filters assume that targets are indis-
tinguishable. Recently, Ref.7 introduced a labeled model to
address the uniqueness of individual target. Let X be a finite
set that represents the multi-target state and the labeled RFS
is described as
X ¼ fðx; lÞig i ¼ 1; 2; . . . ;M ð9Þ
where x and l 2 L are the state and label of a single target,
respectively, and L is the label space; M is the number of tar-
gets. Let the notation DðXÞ ¼ djXjðjLðXÞjÞ be the distinct label
indicator, where LðXÞ denotes the labels set of X; j  j indicates
the cardinality of a set.
An important form of multi-target density called d-GLMB
RFS is introduced, also known as Vo-Vo density7
pðXÞ ¼ DðXÞ
X
I2FðLÞ
xðIÞdIðLðXÞÞ½pX ð10Þ
where each I 2 FðLÞ represents a hypothesis with a set of track
labels, and FðLÞ is a subset collection of space L; xðIÞ is the
weight of hypothesis I and
P
I2FðLÞxðIÞ ¼ 1; pðx; lÞ denotes
the spatial distribution of target; the unlabeled multi-target
exponential function is defined as ½pX ¼ 1 when X ¼£ and
when X–£, ½pX ¼Qx2XpðxÞ.
The d-GLMB RFS is a conjugate prior of the Chapman-
Kolmogorov equation and Bayes multi-target inference, which
facilitates a close form implementation of the multi-target
Bayesian filter. The optimal solution to the d-GLMB filter is
intractable since the number of components grows exponen-
tially. The LMB filter is an approximated version of the d-
GLMB filter. This section outlines the prediction and update
of the LMB method, and the full details can be found in Ref.8.
Suppose that the prior multi-target density can be described
as LMB density
pðXÞ ¼ frðlÞ; pðlÞðxÞgl2L ð11Þ
where rðlÞ and pðlÞðxÞ are the existence probability and the spa-
tial distribution of a target, respectively. Assume that the den-
sity of new birth is fpðlÞB ; pðlÞB ðxÞgl2B, where B is the label space of
birth and L \ B ¼£, then the LMB predictive density pþðXÞ
is given by
pþðXÞ ¼ frðlÞS ; pðlÞS ðxÞgl2L [ frðlÞB ; pðlÞB ðxÞgl2B ð12Þ
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r
ðlÞ
S ¼ gSðlÞrðlÞ
p
ðlÞ
S ðxÞ ¼
hpSð; lÞfðxj; lÞ; pðlÞðÞi
gSðlÞ
gSðlÞ ¼ hpSð; lÞ; pð; lÞi
8>><
>>:
and where fðxj; lÞ is the state transition function; pSð; lÞ is the
survival probability.
Let Z denotes the set of measurements, and the predictive
density is pþðXÞ ¼ frðlÞþ ; pðlÞþ ðxÞgl2Lþ , where Lþ ¼ L [ B. The
LMB posterior density is pðXjZÞ ¼ frðlÞZ ; pðlÞZ ðxÞgl2Lþ where
r
ðlÞ
Z ¼
X
ðIþ ;eÞ2FðLþÞHðIþÞ
xðIþ; eÞ1IþðlÞ
p
ðlÞ
Z ðxÞ ¼ 1rðlÞ
Z
X
ðIþ;eÞ2FðLþÞHðIþÞ
xðIþ; eÞ1IþðlÞpðlÞðx; eÞ
xðIþ; eÞ /
Y
l2I
gðl; eÞxðIþÞ
pðlÞðx; eÞ ¼ p
ðlÞ
þ ðxÞuðlÞðx; eÞ
gðl; eÞ
gðl; eÞ ¼ hpðlÞþ ðÞ;uðlÞð; eÞi
uðlÞðx; eÞ ¼
pDðx; lÞgðzeðlÞjxÞ
jðzeðlÞÞ eðlÞ > 0
1 pDðx; lÞ eðlÞ ¼ 0
8<
:
where Iþ 2 FðLþÞ denotes the labels set of a d-GLMB compo-
nent and the corresponding weight is calculated as xðIþÞ ¼Q
j2LþIþð1 r
ðlÞ
þ Þ
Q
i2Iþ1LþðiÞr
ðlÞ
þ . Each pair of ðIþ; eÞ represents
a new track-to-measurement association, where e 2 HðIþÞ is
the association map: f1; 2; . . . ; jIþjg ! f0; 1; . . . ; jZjg; eðlÞ ¼
eðl0Þ > 0 if and only if l ¼ l0; HðÞ is the associations space.
gðjxÞ is the likelihood function, pDð; lÞ the detection probabil-
ity and jðÞ the clutter density.
3. Proposed method
3.1. VB-LMB filter
To obtain the VB-LMB filter, the labeled RFS should be
extended to a hybrid state space
X ¼ fðx;R; lÞig i ¼ 1; 2; . . . ;M ð13Þ
where the target state x and covariance R are statistically inde-
pendent. The VB-LMB method can be obtained straightly by
substituting the hybrid state into the original LMB filter.
Assume that the prior density is an LMBRFSwith hybrid state:
pðXÞ ¼ frðlÞ; pðlÞðx;RÞgl2L. The predictive density is given by
pþðXÞ ¼ frðlÞS ; pðlÞS ðx;RÞgl2L [ frðlÞB ; pðlÞB ðx;RÞgl2B ð14Þ
where
r
ðlÞ
S ¼ gSðlÞrðlÞ
p
ðlÞ
S ðx;RÞ ¼
hpSð; lÞfðx;Rj; lÞ; pðlÞðÞi
gSðlÞ
gSðlÞ ¼ hpSð; lÞ; pð; lÞi
8>><
>>:
and where frðlÞB ; pðlÞB ðx;RÞgl2B is the spontaneous birth;
fðx;Rj; lÞ is the jointly Markov state transition density.Rewrite the predictive density as pþðXÞ ¼ frðlÞþ ; pðlÞþ
ðx;RÞgl2Lþ ; based on the original method, the multi-target pos-
terior density is given by
pðXjZÞ ¼ frðlÞZ ; pðlÞZ ðx;RÞgl2Lþ ð15Þ
where
r
ðlÞ
Z ¼
X
ðIþ ;eÞ2FðLþÞHðIþÞ
xðIþ; eÞ1IþðlÞ
p
ðlÞ
Z ðx;RÞ ¼
1
r
ðlÞ
Z
X
ðIþ;eÞ2FðLþÞHðIþÞ
xðIþ; eÞ1IþðlÞpðlÞðx;R; eÞ
xðIþ; eÞ /
Y
l2Iþ
gðl; eÞ
Y
j2LþIþ
ð1 rðlÞþ Þ
Y
i2Iþ
1LþðiÞrðlÞþ
pðlÞðx;R; eÞ ¼ p
ðlÞ
þ ðx;RÞuðlÞðx;R; eÞ
gðl; eÞ
gðl; eÞ ¼ hpðlÞþ ðÞ;uðlÞð; eÞi
uðlÞðx;R; eÞ ¼
pDðx;R; lÞgðzeðlÞjx;RÞ
jðzeðlÞÞ eðlÞ > 0
1 pDðx;R; lÞ eðlÞ ¼ 0
8<
:3.2. A closed form implementation
This section details a closed form solution to the VB-LMB fil-
ter with mixture of Gaussian and inverse Gamma distribu-
tions. The survival and detection probabilities are assumed
to be independent with the target state: pSðx;R; lÞ ¼ pS;
pDðx;R; lÞ ¼ pD.
3.2.1. Prediction
Supposed that the prior multi-target density is an LMB RFS
and the spatial distribution of each target is a Gaussian and
inverse Gamma mixture of the form
pðlÞðx;RÞ ¼
XJðlÞ
i¼1
w
ðlÞ
i Nðx;mðlÞi ;PðlÞi Þ
Yd
j¼1
IGðr2j ; aðlÞi; j ; bðlÞi; jÞ ð16Þ
the predictive density described in Eq. (14) can be calculated as
r
ðlÞ
S ¼ pSrðlÞ ð17Þp
ðlÞ
S ðx;RÞ ¼
XJðlÞ
i¼1
w
ðlÞ
i Nðx;mðlÞS;i;PðlÞS;iÞ
Yd
j¼1
IGðr2j ; aðlÞS;i; j; bðlÞS;i; jÞ ð18Þ
where
m
ðlÞ
S;i ¼ FmðlÞiP
ðlÞ
S;i ¼ FPðlÞi FT þQaðlÞS;i; j ¼ qjaðlÞi; j ; bðlÞS;i; j ¼ qjbðlÞi; j for j ¼ 1; 2; . . . ; d
and where qj 2 ð0; 1 denotes the factor to accommodate the
time-fluctuations of variance. The spatial distribution of spon-
taneous birth is given by
p
ðlÞ
B ðx;RÞ ¼
XJðlÞ
i¼1
w
ðlÞ
i Nðx;mðlÞB;i;PðlÞB;iÞ
Yd
j¼1
IGðr2j ; aðlÞB;i; j; bðlÞB;i; jÞ ð19Þ
Variational Bayesian labeled multi-Bernoulli filter with unknown sensor noise statistics 1381where the parameters of p
ðlÞ
B ðx;RÞ are assumed to be known
with a prior knowledge.
3.2.2. Update
The predictive density can be reorganized as the same form as
the prior density. Suppose that the spatial distribution of the
predictive density is given by
p
ðlÞ
þ ðx;RÞ ¼
XJðlÞþ
i¼1
w
ðlÞ
þ;iNðx;mðlÞþ;i;PðlÞþ;iÞ
Yd
j¼1
IGðr2j ; aðlÞþ;i; j; bðlÞþ;i; jÞ ð20Þ
As described in Eq. (15), the posterior multi-target density
frðlÞZ ; pðlÞZ ðx;RÞgl2Lþ consists of a number of hypothetical distri-
butions. For each hypothesis ðIþ; eÞ, the update distribution is
entirely characterized by xðIþ; eÞ and 1IðlÞpðlÞðx;R; eÞ. From
Refs.12,13, we know that pðlÞðx;R; eÞ also has the following
form:
pðlÞðx;R; eÞ ¼
XJðlÞþ
i¼1
w
ðlÞ
e;i
gðl; eÞN ðx;m
ðlÞ
e;i ;P
ðlÞ
e;i Þ
Yd
j¼1
IGðr2j ; aðlÞe;i; j; bðlÞe;i; jÞ
ð21Þ
where
gðl; eÞ ¼PJ ðlÞþi¼1wðlÞe;i ;xðIþ; eÞ is proportional to the product of
gðl; eÞ.
For eðlÞ ¼ 0, namely, object ðx; lÞ is miss-detected, then
Eq. (21) is characterized as
m
ðlÞ
e;i ¼ mðlÞþ;i;PðlÞe;i ¼ PðlÞþ;i ð22Þ
aðlÞe;i; j ¼ aðlÞþ;i; j; bðlÞe;i; j ¼ bðlÞþ;i; j for j ¼ 1; 2; . . . ; d ð23Þ
w
ðlÞ
e;i ¼ wðlÞþ;ið1 pDÞ ð24Þ
Else if eðlÞ > 0, the variational Bayesian adaptive Kalman
update12 is employed to approximate the parameters. Firstly,
initial m
ðlÞð0Þ
e;i ¼ mðlÞþ;i, PðlÞð0Þe;i ¼ PðlÞþ;i; aðlÞe;i; j ¼ aðlÞþ;i; j þ 0:5, bðlÞð0Þe;i; j ¼
bðlÞþ;i; j for j ¼ 1; 2; . . . ; d. Then, iterate the following for N times:
for n ¼ 1; 2; . . . ;N,Fig. 1 Cardinality statisticR
ðlÞðn1Þ
e;i ¼ diag
bðlÞðn1Þe;i;1
aðlÞe;i;1
;
bðlÞðn1Þe;i;2
aðlÞe;i;2
; . . . ;
bðlÞðn1Þe;i;d
aðlÞe;i;d
 !
ð25Þ
m
ðlÞðnÞ
e;i ¼ mðlÞþ;i þ PðlÞþ;iHTðHPðlÞþ;iHT þ RðlÞðn1Þe;i Þ
1ðzeðlÞ HmðlÞþ;iÞ
ð26Þ
P
ðlÞðnÞ
e;i ¼ PðlÞþ;i  PðlÞþ;iHTðHPðlÞþ;iHT þ RðlÞðn1Þe;i Þ
1
HP
ðlÞ
þ;i ð27Þ
bðlÞðnÞe;i; j ¼ bðlÞþ;i; j þ 0:5ðzeðlÞ HmðlÞðnÞe;i Þ
2
j
þ 0:5ðHPðlÞðnÞe;i HTÞjj ð28Þ
In fact, variational approximation method converges very
fast with a few iteration steps. Through iteration we get
m
ðlÞ
e;i ¼ mðlÞðNÞe;i ;PðlÞe;i ¼ PðlÞðNÞe;i ;RðlÞe;i ¼ RðlÞðNÞe;i ; bðlÞe;i; j ¼ bðlÞðNÞe;i; j for
j ¼ 1; 2; . . . ; d; the weight of each new component is given by
w
ðlÞ
e;i ¼ wðlÞþ;ipDNðzeðlÞ; HmðlÞe;i ; HPðlÞe;iHT þ RðlÞe;i Þ=jðzeðlÞÞ ð29Þ
After that, r
ðlÞ
Z and p
ðlÞ
Z ðx;RÞ can be calculated by Eq. (15).
4. Simulations
A 2D scenario with surveillance region ½1000; 1000 m
½1000; 1000 m is considered. Let x ¼ ½x; y; x0; y0T be the tar-
get state, where ðx; yÞ and ðx0; y0Þ denote the position and
velocity of target, respectively. The dynamics is given by
F ¼ 1 1
0 1
 
 I2; Q ¼ r2v
0:5
1
 
 I2
where I2 denotes a 2 2 identity matrix and rv ¼ 1 m. The
observation model can be described as
H ¼ 1 0 0 0
0 1 0 0
 
; R ¼ r
2
w;1 0
0 r2w;2
" #
where standard deviations rw;1 and rw;2 are not known to the
filter. For simplicity, rw;1 and rw;2 are assumed to be identical,
rw;1 ¼ rw;2 ¼ r ¼ 5 m. The survival probability is pS ¼ 0:98
and the detection probability is pD ¼ 0:98. False detections
are uniformly distributed over the surveillance region with
Poisson cardinality distribution kC ¼ 10.s for different methods.
Fig. 3 Time averaged OSPA distances versus iteration times.
Fig. 4 Time averaged OSPA distances versus detection
probability.
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r
ðlÞ
B ;Nðx;mðlÞB ;PðlÞB Þ
Yd
j¼1
IGðr2j ; aðlÞB;j; bðlÞB;jÞ
 !( )
l ¼ 1; 2; 3; 4
where r
ðlÞ
B ¼ 0:05, PðlÞB ¼ diagð100; 25; 100; 25Þ; aðlÞB;j ¼ 1,
bðlÞB;j ¼ 1; mð1ÞB ¼ ½100; 0; 100; 0T, mð2ÞB ¼ ½0; 0; 0; 0T,
m
ð3Þ
B ¼ ½600; 5;550; 5T, mð4ÞB ¼ ½420;5;300; 5T; A total
number of six targets born from the given density are placed
in the scene. The appearance and disappearance of targets
are not known to the filters; hence, all filters are initialized with
zero state.
Targets with existent probability below Tr ¼ 104 are elim-
inated; the weight and measurement noise variances pruning
threshold of a Gaussian-Inverse Gamma component are
Tw ¼ 103 and TR ¼ 105, respectively. Merging threshold is
U ¼ 4 and the maximum number of components is
Jmax ¼ 104. Grouping gate of Bernoulli filters is c ¼ 9. Fading
factor of inverse Gamma distributions is q ¼ 0:9 and the iter-
ation times N ¼ 5.
4.1. Experiment 1
In this case, only constant measurement noise variances are
considered. The performance of the VB-LMB filter is com-
pared to the standard Gaussian mixture LMB (GM-LMB),
VB-PHD and VB-CBMeMBer filters, and the measurement
noise variances are only known to the GM-LMB method.
The average cardinality estimates over 100 Monte Carlo tri-
als are plotted in Fig. 1. The results show that all of the three
adaptive methods can provide unbiased estimation of target
number, while the standard deviations of the proposed method
are smaller than the VB-PHD and VB-CBMeMBer filters. The
dominate reason lies in the fact that the update step of the VB-
LMB is closed while the VB-PHD only propagates the first-
moment of multi-target density. The results also suggest that
the VB-CBMeMBer performs similarly to the VB-PHD since
the computational complexities of the two methods are both
liner in the number of measurements. The corresponding
OSPA20 distances (p ¼ 1; c ¼ 200 m) shown in Fig. 2 confirm
the results of Fig. 1. Obviously, VB-LMB adjusts more rapidly
than the VB-PHD and VB-CBMeMBer filters at the beginning
(time step k < 25), and the OSPA distances of the VB-LMBFig. 2 Average OSPA distances for different methods.are very close to the original filter in the period of k > 30.
The disadvantage is a delayed response to the disappearances
of targets (k ¼ 40; 45).
Fig. 3 shows the time averaged OSPA distances with differ-
ent iteration times. The results illustrate that the variational
approximation converges very fast for about 3 iteration steps;Fig. 5 Time averaged OSPA distances versus measurement noise
variance.
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ters are nearly identical for NP 3.
The time averaged OSPA distances with different PD and r
are plotted in Figs. 4 and 5, respectively, where r0 is the mea-
surement noise variance employed by the original filters.
Clearly, the proposed method is more stable in the scenarios
of low PD or large r. Like the PHD filter, the VB-PHD filter
holds the assumption that the target number has a Poisson dis-
tribution which will lead to a high deviation of cardinality esti-
mation. Thus, the VB-PHD filter will be easily influenced by
miss-detections or larger noise variances. The CBMeMBer-
based filters hold the assumption that pD  1, thus, the valid
performance of the VB-CBMeMBer method is most likely to
be with the scenarios of high detection probabilities. On theFig. 7 Position estima
Fig. 6 Model of time-varying measurement noise variances.contrast, the VB-LMB filter inherits the advantage of the
LMB filter in harsh environments. In addition, Fig. 5 also
implies that the standard GM-LMB filter cannot work prop-
erly if r is much smaller than the true model. Generally, the
original filter with larger measurement noise variances is more
tolerant of the miss-match of the models.
4.2. Experiment 2
In this scenario, the measurement noise variances are time-
varying. The model of r is plotted in Fig. 6. To mitigate the
influence of target birth and death, the scenario consists of
only four targets from different birth intensities and all targets
survive for 60 time steps.
The position estimates of the three adaptive methods are
plotted in Fig. 7. Both of the VB-PHD and VB-CBMeMBer
exhibit signs of cardinality underestimate due to the fluctua-
tions of r. The Monte Carlo average OSPA distances are
shown in Fig. 8. It is clear that the proposed method is more
robust than the VB-LMB and VB-CBMeMBer in dealing with
time-varying noise. The results of the VB-PHD and VB-
CBMeMBer fluctuate distinctly when r varies (k ¼ 20; 40),
while during the same period, VB-LMB is nearly identical with
the perfect GM-LMB filter. The heuristic measurement-to-
track merging scheme employed by the CBMeMBer filter is
essentially a single hypothesis correlation approach, which
makes the CBMeMBer-based methods not suitable for harsh
scenarios, such as targets are close or measurement noise vari-tes of a single trial.
Fig. 8 Average OSPA distances for time-varying measurement
noise variances.
1384 Q. Hao et al.ances are large. Like the original filters, the computational
complexities of the VB-PHD and VB-CBMeMBer are both lin-
ear in the number of detections jZj. On the other hand, the
computational complexity of the VB-LMB is OðjZj3Þ at worst,
where all targets and detections gather so that the grouping
strategy loses efficiency. Obviously, it is an extreme scenario,
and most of the time the computational complexity of the pro-
posed method is less than OðjZj3Þ. In this experiment, the
mean execution times of the VB-PHD, VB-CBMeMBer and
VB-LMB are 0.12, 0.11 and 0.14 s, respectively.
5. Conclusions
For the scenarios with little prior knowledge of the measure-
ment noise variances, an adaptive MTT algorithm is proposed.
To simultaneously estimate the multi-target states and the
measurement noise variances, an extended LMB filter is imple-
mented in the variational Bayesian adaptive Kalman filter
framework. Experimental results verify the outperformance
of the proposed method over the VB-PHD and VB-
CBMeMBer filters. The computational cost of the VB-LMB
filter is slightly higher than the two compared methods when
targets are not close.
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