Abstract. -In this paper, we state with a variational method a general theorem providing the existence of a weak solution u for fractional Euler-Lagrange equations of the type: 
1. Introduction 1.1. Context in the fractional calculus. -The fractional calculus is the mathematical domain dealing with the generalization of the derivative to any real order. It plays an increasing role in many varied scientific fields as economy [11] , probability [26, 31] or biology [27] . Particularly, fractional derivatives have recently been proved to be valuable tools in many physical contexts (see [18] ): wave mechanic [4] , viscoelasticity [5] , thermodynamics [19] , fluid mechanic in heterogeneous media [16, 32] , etc.
In recent years, a subtopic of the fractional calculus gains importance: it concerns the variational principles on functionals involving fractional derivatives. This leads to the statement of fractional Euler-Lagrange equations, see [1, 6, 29] .
Precisely, in the whole paper, let us consider a < b two reals, d ∈ N * and the following Lagrangian functional
where L is a Lagrangian, i.e. an application of the form:
where where D α + is the right fractional derivative of Riemann-Liouville. We refer to [1, 6, 29] for more details.
Let us note that a direct consequence of this work is the emergence of many studies concerning a class of fractional optimal control problems, see [2, 3, 14, 15, 20] and references therein. However, fractional differential equations are in general very difficult to solve (see [22, 28, 30] for some solved examples). Moreover, (EL α ) presents an asymmetry: left and right fractional derivatives are involved and it is an additional drawback for the explicit computation of a solution (even with simple Lagrangian L, see [7, 24] ). Consequently, numerous studies have been devoted to numerical schemes for (EL α ) (see [3, 9] ) and to the statement of fractional Noether's theorems providing constants of motion (see [8, 14, 15] ).
1.2. Main result. -In this paper, we provide a general theorem of existence of a weak solution for (EL α ), see Theorem 2. Although some results in this direction are given for particular fractional variational problems [21, 23] , it seems that no general theorem is provided in the literature on the subject. For any 0 < α < 1 and any p ≥ 1, let us define the following space of functions:
where I α − is the left fractional integral of Riemann-Liouville, see definition in Section 2.2.
We are now in position in order to formulate the main result of the paper:
Theorem 2. -Let L be a Lagrangian of class C 1 and 0 < (1/p) < α < 1. If L satisfies the following hypothesis denoted (H 1 ), (H 2 ), (H 3 ), (H 4 ) and (H 5 ):
Then, L admits a global minimum u on E α,p and u is a weak solution of (EL α ).
Actually, we also prove in this paper other versions of this theorem with weaker assumptions replacing Hypothesis (H 5 ). We refer to Section 5. Indeed, a first approach is to develop the classical Euler-Lagrange equation in order to obtain an implicit second order differential equation, see [17] for example. Then, under a hyper regularity or non singularity condition on the Lagrangian L, the equation is written as an explicit second order differential equation and the Cauchy-Lipschitz Theorem gives the existence of local or global regular solutions. Nevertheless, a second approach consists in using the variational structure of the equation, see [12, 13] for example. Indeed, under some assumptions, the critical points of L are solutions of the classical Euler-Lagrange equation. The idea is then to prove the existence of critical points of L. In this way, authors assume some conditions (like coercivity and convexity of the Lagrangian L) implying the existence of extrema of L. With this second method, authors have to use reflexive spaces of functions and consequently, they only obtain weak solutions (in specific senses).
In this paper, we extend the second approach to the strict fractional case. Indeed, although there exist fractional versions of the Cauchy-Lipschitz Theorem (see [22, 30] ), there is no simple rules for the fractional derivative of a composition and consequently, we can not write (EL α ) in a simpler way. Hence, in the strict fractional case, we can not follow the first method.
Theorem 2 is based on two preliminary results. Precisely, under Hypothesis (H 1 ), (H 2 ) and (H 3 ), Theorem 10 in Section 4 states that if u is a critical point of L defined on E α,p , then u is a weak solution of (EL α ). Assuming additionally Hypothesis (H 4 ) and (H 5 ), Theorem 12 in Section 5 states that L admits a global minimum on E α,p . Hence, the proof of Theorem 2 is completed.
Let us precise that the method here developed is inspired by the study of the existence of a weak solution for a particular fractional variational problem in [21] and inspired by the works concerning the existence of a weak solution for classical Euler-Lagrange equations in [12, 13] .
1.4. Organisation of the paper. -The paper is organized as follows. In Section 2, we give some usual notations of spaces of continuous functions and we remind the definitions of the fractional operators of Riemann-Liouville. Then, we give some useful properties of these fractional operators. Section 3 is devoted to the study of the space E α,p on which the Lagrangian functional L will be defined. In particular, we prove that it is a separable reflexive Banach space. In Section 4, we are interested in the variational structure of (EL α ) and we prove Theorem 10 stating that every critical points of L on E α,p are weak solutions of (EL α ). In Section 5, we prove Theorem 12 stating, under coercivity and convexity conditions, that L admits a global minimum on E α,p . Section 6 is devoted to some examples. 
where a.e. denotes almost everywhere and whereḟ denotes the derivative of f . In particular, for f ∈ AC, the following equalities hold:
We refer to [25] for more details concerning the absolutely continuous functions.
Finally, let us denote by C 0 (resp. AC 0 or C ∞ 0 ) the space of functions f ∈ C (resp. AC or
2.2. Fractional operators of Riemann-Liouville. -Since 1695, numerous notions of fractional operators emerge over the year, see [22, 28, 30] . In this paper, we only use the fractional operators of Riemann-Liouville (1847) whose definitions and some basic results are reminded in this section. We refer to [22, 30] for the omitted proofs.
Let α > 0 and f be a function defined on (a, b) with values in R d . The left (resp. right) fractional integral in the sense of Riemann-Liouville with inferior limit a (resp. superior limit b) of order α of f is given by:
respectively:
where Γ denotes the Euler's Gamma function and provided the right side terms are defined. If f ∈ L 1 , then I α − f and I α + f are defined a.e. on (a, b).
Now, let us consider 0 < α < 1. The left (resp. right) fractional derivative in the sense of Riemann-Liouville with inferior limit a (resp. superior limit b) of order α of f is given by:
, (8) provided the right side terms are defined. If f ∈ AC, then D α − f and D α + f are defined a.e. on (a, b) and we have:
and
2.3. Some properties of the fractional operators. -In this section, we provide some properties concerning the left fractional operators of Riemann-Liouville. One can easily derive the analogous versions for the right ones. These properties are used further in the paper.
Properties 3, 4 and 5 are well-known and one can find their proofs in the classical literature on the subject, see [22, 30] for example. The first result yields the semi-group property of the left Riemann-Liouville fractional integral:
Property 3. -For any α, β > 0 and any function f ∈ L 1 , the following equality holds:
From Property 3, one can easily deduce the following results concerning the composition between fractional integral and fractional derivative:
Another classical result is the boundedness of the left fractional integral from L p to L p :
Property 4. -For any α > 0 and any p ≥ 1, I α − is linear and continuous from L p to L p . Precisely, we have:
The following classical property concerns the integration of fractional integrals. It is occasionally called fractional integration by parts:
where (1/p) + (1/q) ≤ 1 + α (and p = 1 = q in the case (1/p) + (1/q) = 1 + α). Then, the following equality holds:
This change of side of the fractional integral (from I α − to I α + ) is responsible of the emergence of D α + in (EL α ) although only D α − is involved in the Lagrangian functional L. We refer to Section 4.2 for more details.
The following Property 6 is mainly proved in [21] . For the reader's convenience, we remind the proof. This following result completes Property 4 in the case 0 < (1/p) < α < 1. Indeed, in this case, I α − is additionally bounded from L p to C 0 . Precisely: Property 6. -Let 0 < (1/p) < α < 1 and q = p/(p − 1). Then, for any f ∈ L p , we have:
Moreover, the following inequality holds:
Proof. -Let f ∈ L p and let us remind the following inequality:
Let us prove that I α − f is Holdër continuous on ]a, b]. For any a < t 1 < t 2 ≤ b, using the Hölder's inequality, we have:
The proof of the first point is completed. Let us prove the second point. For any t ∈]a, b], we can prove in the same manner that:
which completes the proof.
Space of functions E α,p
A variational method in order to prove the existence of a weak solution of (EL α ) needs the introduction of an appropriate space of functions. This space has to present some properties like reflexivity. In this paper, we take inspiration from the space introduced in [21] and we add an additional condition on it.
From now and in all the rest of the paper, we consider:
and the space of functions E α,p defined in Equation (3). We endow E α,p with the following norm:
Let us note that:
is an equivalent norm to · α,p for E α,p . Indeed, using Property 4, we have:
In this section, we prove the following proposition:
Proposition 7. -E α,p is a reflexive separable Banach space and we have E α,p ֒։ C 0 .
We finish this section with some remarks, see Section 3.4.
3.1. E α,p is a reflexive separable Banach space. -Let us prove this property. First, let us denote
is also a reflexive separable Banach space.
Let us define Ω := {(u, D α − u), u ∈ E α,p } and let us prove that Ω is a closed subspace of
Let us prove that (u, v) ∈ Ω. For any n ∈ N, (u n , v n ) ∈ Ω. Thus, u n ∈ E α,p and v n = D α − u n . Consequently, we have:
(22) For any n ∈ N, since u n ∈ E α,p and since I α − is continuous from L p to L p , we have:
Thus,
and then Ω is a reflexive separable Banach space.
Finally, defining the following operator:
we prove that E α,p is isometric isomorphic to Ω and then, the proof is completed.
The continuous embedding
Since · α,p and | · | α,p are equivalent norms, the proof is completed.
3.3. The compact embedding E α,p ֒։ C 0 . -Let us prove this property. Since E α,p is a reflexive Banach space, we have just to prove that:
Let (u n ) n∈N ⊂ E α,p such that:
Since E α,p ֒→ C 0 , we have:
. Indeed, according to the proof of Property 6, we have:
Hence, from the Ascoli's Theorem, (u n ) n∈N is relatively compact in C . Consequently, there exists a subsequence of (u n ) n∈N converging strongly in C and the limit is u by uniqueness of the weak limit. Now, let us prove by contradiction that the whole sequence (u n ) n∈N converges strongly to u in C . Indeed, in the negative case, there exist ε > 0 and a subsequence (u n k ) k∈N such that:
Nevertheless, since (u n k ) k∈N is a subsequence of (u n ) n∈N , then it satisfies:
In the same way (using the Ascoli's Theorem), we can construct a subsequence of (u n k ) k∈N converging strongly to u in C which is a contradiction to (29) . The proof is now completed.
3.4. Some remarks. -First, let us remind a result concerning the action of the left fractional integral on regular functions. One can derive the analogous version for the right one:
From this result, we can prove the two following results. The first one is:
Firstly, let us prove that
Finally, (u n ) n∈N ⊂ C ∞ 0 and converges to u in E α,p . The proof is completed.
The second result is the following. In the case (1/p) < min(α, 1 − α), let us prove that:
Precisely, let u ∈ L p satisfying D α − u ∈ L p and let us prove that
Then, an integration by parts gives:
Indeed, I α + ϕ(b) = 0 since ϕ ∈ C ∞ c and I
Finally, using Property 5 again, we obtain:
which concludes the proof. In this case, let us note that such a definition of E α,p could lead us to name it fractional Sobolev space and to denote it W α,p . Nevertheless, these notion and notation are already used, see [10] .
Variational structure of (EL α )
From now and in all the rest of the paper, we assume that the Lagrangian L is of class C 1 and we consider the Lagrangian functional L only defined on the space of functions E α,p . Precisely, let us denote:
In Section 4.1, assuming that L satisfies Hypothesis (H 1 ), (H 2 ) and (H 3 ), we first prove the following results: -L(u) exists in R for any u ∈ E α,p ; -L is Gâteaux-differentiable at every u ∈ E α,p . Let us remind that L is said to be Gâteaux-differentiable at u ∈ E α,p if the application:
is defined in R for any v ∈ E α,p and if it is linear and continuous. Finally, let us remind that u is said to be a critical point of L if DL(u) = 0.
Finally, in Section 4.2, under Hypothesis (H 1 ), (H 2 ) and (H 3 ), we finally provide Theorem 10 stating the following implication:
4.1. Gâteaux-differentiability of L. -Let us prove the following lemma:
Proof. -Let us assume that L satisfies (H 1 ) and let
Hence, we can conclude that L(u, D α − u, t) ∈ L 1 and then L(u) exists in R. We proceed in the same manner in order to prove the second point of Lemma 8. Now, assuming that L satisfies (
Thus, still in the same way, we prove the third point of Lemma 8.
Let us prove the following result: Proposition 9. -Let us assume that L satisfies Hypothesis (H 1 ), (H 2 ) and (H 3 ). Then, L is Gâteaux-differentiable at every u ∈ E α,p and we have:
Proof. -Let u, v ∈ E α,p ⊂ C 0 . Let us define:
for any h ∈ [−1, 1] and for almost every t ∈ [a, b]. Then, let us define the following application:
Our aim is to prove that the following term:
exists in R. In order to differentiate φ u,v , we use the theorem of differentiation under the integral sign. Indeed, we have for almost every
with:
Then, from Hypothesis (H 2 ) and (H 3 ), we have for any h ∈ [−1, 1] and for almost every t ∈ [a, b]:
Let us define: r 2,0 := max
and let us define similarly s 2,0 , r 3,0 , s 3,0 . Finally, we have:
The right term is then a L 1 function independent of h. Consequently, we can use the theorem of differentiation under the integral sign and we obtain that φ u,v is differentiable with:
In particular, we finally have:
From Lemma 8, we have:
Moreover, we have:
Consequently, DL(u) is linear and continuous from E α,p to R. The proof is completed.
4.2. Theorem 10. -We are now in position in order to provide the following theorem:
Theorem 10. -Let us assume that L satisfies Hypothesis (H 1 ), (H 2 ) and (H 3 ). Then:
Proof. -Let u be a critical point of L. Then, we have in particular:
Finally, let us define:
Since ∂L/∂x(u, D α − u, t) ∈ L 1 , w u ∈ AC 0 andẇ u = ∂L/∂x(u, D α − u, t). Then, an integration by parts leads to:
Consequently, there exists a constant C ∈ R d such that:
By differentiation, we obtain:
and then u ∈ E α,p ⊂ C satisfies (EL α ) a.e. on [a, b] . The proof is completed.
Let us note that the use of Property 5 in the previous proof is responsible of the emergence of
This asymmetry in (EL α ) is a strong drawback in order to solve it explicitly. However, Theorem 2 implies the existence of a weak solution for (EL α ).
Existence of a global minimum of L
In this section, under assumptions (H 4 ) and (H 5 ), we prove the existence of a global minimum u of L, see Theorem 12. Finally, u is then a critical point of L and then u is a weak solution of (EL α ) according to Theorem 10. Hence, the proof of Theorem 2 is completed.
In this section, we take widely inspiration from [12, 13] where a similar method is developed in the case of the classical Euler-Lagrange equation (i.e. for α = 1).
5.1. Other convexity conditions. -As usual in a variational method, in order to prove the existence of a global minimum of a functional, coercivity and convexity hypothesis need to be added on the Lagrangian. We have already define Hypothesis (H 4 ) (coercivity) and (H 5 ) (convexity) in Section 1.2. In this section, we introduce two additional convexity hypothesis (H ′ 5 ) and (H ′′ 5 ) under which Theorem 2 is still valid.
The following hypothesis is denoted (H ′ 5 ):
We remind that the uniform equicontinuity of L(·, y, t) (y,t)∈R d ×[a,b] signifies:
Let us note that Hypothesis (H 5 ) and (H ′ 5 ) are independent.
Finally, let us define the following hypothesis denoted (H ′′ 5 ):
is the weakest. Nevertheless, in this case, the detailed proof of Theorem 12 is more complicated. Consequently, in the case of Hypothesis (H ′′ 5 ), we do not develop the proof and we use a strong result proved in [13] .
Theorem 12. -Let us prove the following preliminary result:
Lemma 11. -Let us assume that L satisfies Hypothesis (H 4 ). Then, L is coercive in the sense that: lim
Proof. -Let u ∈ E α,p , we have:
Equation (20) implies that:
Finally, we conclude that:
Since d 4 < p and since the norms | · | α,p and · α,p are equivalent, the proof is completed. Now, we are in position in order to prove Theorem 12:
Since L satisfies Hypothesis (H 1 ), L(u) ∈ R for any u ∈ E α,p . Hence, K < +∞. Let us prove by contradiction that (u n ) n∈N is bounded in E α,p . In the negative case, we can construct a subsequence (u n k ) k∈N satisfying u n k α,p → +∞. Since L satisfies Hypothesis (H 4 ), Lemma 11 gives:
which is a contradiction. Hence, (u n ) n∈N is bounded in E α,p . Since E α,p is reflexive, there exists a subsequence still denoted (u n ) n∈N converging weakly in E α,p to an element denoted u ∈ E α,p . Let us prove that u is a global minimum of L. Since:
we have:
(70) Case L satisfies (H 5 ): in this case, by convexity, we have for any n ∈ N:
Since L satisfies Hypothesis (H 2 ) and (
Consequently, using informations of Equation (70) and making n tend to +∞, we obtain:
Consequently, u is a global minimum of L.
Case L satisfies (H ′ 5 ): in this case, let ε > 0. Since (u n ) n∈N converges strongly in C to u, we have:
where δ is given in the definition of (H ′ 5 ). In consequence, we have a.e. on [a, b]:
Moreover, for any n ≥ N , we have:
Then, for any n ≥ N , we have by convexity:
And, using Equation (74), we obtain for any n ≥ N :
Let us remind that ∂L/∂y(u, D α − u, t) ∈ L q since L satisfies (H 3 ). Since (D α − u n ) n∈N converges weakly in L p to D α − u, we obtain by making n tend to +∞ and then by making ε tend to 0:
Case L satisfies (H ′′ 5 ): in this case, we refer to Theorem 3.23 in [13] . Let us note that if we replace convexity by strict convexity in Hypothesis (H 5 ), one can easily prove that it implies the uniqueness of the global minimum of L.
Finally, combining Theorems 10 and 12, the proof of Theorem 2 is completed.
Examples
Let us see some examples of Lagrangian L satisfying Hypothesis of Theorem 2. Consequently, the fractional Euler-Lagrange equations (EL α ) associated admits a weak solution u ∈ E α,p .
The most classical example is the Dirichlet integral, i.e. the Lagrangian functional associated to the Lagrangian L given by:
L(x, y, t) = 1 2 y 2 .
Indeed, in this case, L satisfies Hypothesis (H 1 ), (H 2 ), (H 3 ), (H 4 ) and (H 5 ) for p = 2. Hence, the fractional Euler-Lagrange equation (EL α ) associated admits a weak solution in E α,p for (1/2) < α < 1.
In a more general case, let us take the following Lagrangian L:
L(x, y, t) = 1 p y p + a(x, t), In the unidimensional case d = 1, let us take a Lagrangian with a second term linear in its first variable, i.e.:
L(x, y, t) = 1 p
where p > 1 and f ∈ C 1 ([a, b], R). Then, L satisfies Hypothesis (H 1 ), (H 2 ), (H 3 ), (H 4 ) and (H 5 ) and the fractional Euler-Lagrange equation (EL α ) associated admits a weak solution in E α,p for (1/p) < α < 1.
Theorem 2 is a result based on strong conditions on Lagrangian L (especially Hypothesis (H 4 )). Consequently, there exist Lagrangian not satisfying the imposed conditions. We can cite the Bolza's example in dimension d = 1 given by:
L(x, y, t) = (y 2 − 1)
This Lagrangian does not satisfy Hypothesis (H 4 ) neither Hypothesis (H ′′ 5 ).
Nevertheless, the method developed in this paper gives a framework in order to study the existence of weak solutions for fractional Euler-Lagrange equations. As usual with variational methods, the conditions of coercivity or convexity can often be replaced by weaker assumptions specific to the studied problem.
