ABSTRACT In this paper, we focus on the millimeter-wave (mmWave) band multiple-input and multipleoutput (MIMO) channel estimation in the satellite-based Internet of Things (S-IoT). At first, we establish a sparse geometric-based mmWave MIMO channel model between a high throughput satellite (HTS) and multiple terrestrial user equipments (UEs) for the S-IoT downlink system. By exploiting the sparsity inherent to the mmWave band channel, we propose an efficient adaptive random-selected multi-beamforming (ARM) estimation scheme, which can simultaneously estimate the mmWave MIMO channel state information (CSI) for multiple UEs in angle domain. The ARM estimation scheme measures of the CSI between the HTS and multiple UEs by utilizing a series of random combinations of transmitting beamforming vectors and receiving UEs' antennas and the required number of measurements can adaptively reduce as well as the signal-to-noise ratios (SNR) increases. To further improve the performance of ARM estimation scheme, the number of each beamforming been selected for the channel measurement is buffered, and modify the probability of the random selection of beams and UEs. Two improved ARM estimation schemes are proposed, one is ARM forcing adaptation beam selection (ARM-FABS) scheme, and the other is ARM partially estimated beam selection (ARM-PEBS) scheme. The simulation results show that the proposed ARM estimation schemes can reduce the required number of measurements and achieve a better tracking performance over a wide range of SNRs.
I. INTRODUCTION
With the development of internet of things (IoT), the demand of anywhere and anytime broadband access capability is becoming more and more urgent. At the same time, the satellite communications, machine to machine communications and sensor technology are made breakthrough. Thus, the satellite-based IoT (S-IoT) with next generation of high throughput satellite (HTS) is viewed as a vital role in the foreseen space-air-ground integrated network, which can Compared to the conventional L/S/C/X frequency band, the mmWave is more vulnerable in atmospheric effects and shadowing, and also cannot propagate well through most materials. Fortunately, the size of antenna is decreasing as well as the frequency is increasing, which means that the short wavelength of mmWave band signal allows to integrate of large number of antennas in a limited space on HTS and UEs. It has proved that the efficient method to compensate for poor radio propagations of mmWave band signals is using massive multiple input and multiple output (MIMO) antennas with the aid of beamforming [5] . Moreover, the mmWave band signal can restrain interference by concentrating energy to desired direction only, thereby ensuring higher throughput and better energy efficiency [6] , [7] . Thus, the mmWave band MIMO HTS is regraded as a cornerstone in S-IoT. More specifically, it plays an important role and facilitates the development in the beyond fifth generation (B5G) network and even in 6G mobile network.
It is particularly important to establish a logical mmWave MIMO channel model between HTS and multiple terrestrial UEs in the S-IoT downlink system [8] , and the channel model is also the premise to ensure the validity of our proposed channel estimation schemes. The most of existing research works utilize the statistics data to build the satellite-terrestrial channel models. The C. Loo model assumes the amplitude of line-of-sight (LoS) component is lognormal distributed and the received multipath interference follows a Rayleigh distribution [9] . In [10] , an analog channel model is proposed to characterize the satellite-terrestrial link by the time of the shadowing and unshadowed periods. Furthermore, Giovanni E. Corazza combines the Rice distribution and lognormal distribution to formula a suitable model for all kinds of environment (urban, suburban, and rural) by changing model parameters in principle [11] . However, these models are not suitable for describing the satellite channel links in the mmWave band, as mmWave communication should consider more attenuation factors, such as free path loss, atmospheric attenuation and rain attenuation. Moreover, the influence of rain attenuation is generally considered as a main factor in the channel modeling of the mmWave band [12] , [13] . Different from these existing models, in this paper, we analyze angle-domain characteristic and consider the inherent sparsity of mmWave channel to establish a geometric channel model for the S-IoT downlink system.
In the S-IoT downlink system, there is a several hundreds or thousands kilometers distance between satellite and the ground UEs, which is caused a huge propagation delay than the terrestrial communications. Even the low earth orbit (LEO) satellite is more than 300 kilometers away to the ground, there are still 1 ms to 4 ms propagation delay. Due to this reason, a fast and accuracy channel estimation is the essential for guaranteeing the communication quality in the S-IoT downlink system.
Moreover, different from the previous channel estimation strategies, which estimate the link between satellite and terrestrial UE is block or not for statistics channel, we assume that the link is always occurred and to estimate the propagation pathloss. Previous works propose many channel estimation schemes for mmWave MIMO channel. In the point-to-point case, [14] proposes a scheme based on the sparseness of mmWave band channel, which estimates the channel state information (CSI) in multiple stages. An efficient channel estimation scheme is proposed in [16] , where multiple UEs feedback to the access point (AP) simultaneously, and then AP refines the estimated angles of UEs in multiple stages. In addition, a predetermine fix-number of channel measurement scheme is given in [17] , which uses random beam-directions to estimate CSI for multiple UEs based on compressed sensing (CS) [18] .
In this paper, we first establish a angle-domain sparse geometric-based mmWave band MIMO channel model between a HTS and multiple terrestrial UEs for S-IoT downlink system. Then, we propose an adaptive random-selected multi-beamforming (ARM) estimation scheme for the mmWave MIMO channel in the S-IoT downlink system with multiple UEs. By utilizing a series of random combinations of transmitting beamforming vectors and receiving UEs' antennas, our ARM estimation scheme can simultaneously measure the channel state information (CSI) between the HTS and multiple UEs. Moreover, the required number of measurements can adaptively reduce as well as the signal-to-noise ratios (SNR) increases. To further improve the performance of ARM estimation scheme, the number of each beamforming been selected for the channel measurement is buffered, and modify the probability of the random selection of beams and UEs. Two improved ARM estimation schemes are proposed, one is ARM forcing adaptation beam selection (ARM-FABS) scheme, the other is ARM partially estimated beam selection (ARM-PEBS) scheme. VOLUME 7, 2019 The remaining part of this paper is organized as follows. In Section II, we argument the feasibility of the sparse geometric-based channel model as it is used in satellite-terrestrial scenario for the first time. In Section III, we propose the system model to analyze the signals in massive MIMO system. In Section IV, we analyze channel estimation problem and the ARM estimation scheme is proposed. The modified beam selection algorithms to further improve the ARM estimation scheme are given in Section V. The simulation results and analysis are given in Section VI. Conclusion is provided in Section VII.
Notations: We denote matrices and vectors by upper-case and lower-case boldface letters, respectively, e.g., A denotes a matrix, a denotes a vector, A denotes a set and a denotes a scalar. |a| is the absolute value of a, A 2 is the 2-norm of A and det(A) is the determinant of A. (·) −1 represents inverse of a square matrix (·), and (·) T , (·) H and (·) * are the transpose, conjugate transpose and conjugate of (·), respectively. And vec(·) denotes the vectorization operators of (·). denotes the Kronecker product. I N is the N × N identity matrix. CN (m, R) is a complex Gaussian random vector with mean m and covariance matrix R, and E [a] and Cov [a] denote the expected value and covariance of a, respectively.
II. PRELIMINARIES
The propagation characteristics of mmWave band MIMO channel are different from the conventional L/S/C/X band. To establish a mmWave MIMO channel between a HTS and multiple UEs in angle-domain, we get inspiration from the MIMO channel in terrestrial network [19] . Uniform Linear Array Antenna (ULA) is used at both of the transmitter and receiver of HTS and terrestrial UEs. There are not only line of sight (LoS) links but also non-line of sight (NLoS) links between HTS and terrestrial UEs. Hence, we assume that there are scatters between HTS and UEs [20] . First, the LoS path from the transmitter to scatterer is considered. Assuming that the antenna array of HTS has N TS antennas, and all elements are ideal sector antennas with unit gain. λ c is the distance between antenna elements. is normalize distance between antenna elements and λ c is the carrier wavelength. φ is the angle between the LoS path and the array normal direction. Because the size of HTS antenna array is much smaller than the distance of the LoS path, we have
where d n is the distance between the n-th and the 1-th antenna element, and in order to prevent aliasing of angle domain, the antenna element spacing needs to satisfy that [23] 
where K is the number of the antenna sectors. Hence, we have
Assume that the LoS channel gain between the n-th antenna element and scatterer is expressed as
by substituting (1) into (4), we can get
where the first term ∂ n exp(− 
where
rewrite h as the response vector of angel φ, i.e., we can get
By using (7), we can convert the transmitting signal in angle domain as follows
Then, the received signal is r(φ) = √ N TS r, and the coefficient √ N TS can promise the channel satisfies the normalization condition, i.e., tr(hh H ) = √ N TS . Assume that the UE array has N UE antennas and the array gain is h = [1, e −j2π sin(θ ) , · · · , e −j2π(N UE −1) sin(θ) ] T , where θ is the angle between the LoS path and the array normal direction. Rewrite h as the response vector of angel θ , i.e.,
When UE receives signal r, similarly, we can get the received signal in the angle domain as follows
From the above, by combining (8) and (10), we can get
Compared with the normal form y = hx, we can get the channel between HTS and UE is
Because of the sparse characteristics of mmWave band channel, there are only limited L paths between HTS and UE, and add the channel coefficient ∂ l of each path. We have
Hence, we can adopt the angle domain channel model in our paper, i.e., the sparse geometric-based channel model and the details will be given in Section III. 
III. SYSTEM MODEL
Consider a mmWave MIMO S-IoT downlink system as shown in Fig. 2 . We assume that the system consists a HTS with N TS antennas and M UEs randomly distribute in the coverage area of HTS, each UE has N UE antennas. In order to reduce the hardware cost and computation complexity, we adopt hybrid MIMO architecture, and the HTS and UEs have limited number of RF chains, denote by R TS and R UE , Moreover, there are always more antennas than RF chains, i.e., N TS > R TS and N UE > R UE . We convert the mmWave MIMO channel into angle domain by dividing the propagation path to get a sparse virtual MIMO channel. As we all know that in massive MIMO system the virtual channel can be obtained from the product of physical channel and discrete Fourier transformation (DFT) matrix [21] . As we have deduced in section II, the mmWave band channels are expected to have limited L LoS links. Each link can be seen as a propagation path between the HTS and any UE. Generally, we need the angles of arrival (AoA) θ and the angles of departure (AoD) φ to describe the propagation path in S-IoT, i.e.,
where ∂ is the channel fading coefficient. R and T are functions about θ and φ, both of them are uniformly distributed on the range [0, 2π ). We know that
. a UE ( R ) and a TS ( T ) are the antenna array response vectors at the UEs and HTS, describe the UEs and HTS spatial feature of this path, respectively. Owing to the adopted two-dimensional sparse geometric-based channel model, we only need consider the downlink communication in this system model, and we can ignore φ UE and θ TS .
From the above, the corresponding channel matrix between the HTS and a UE can be expressed as H:
where ∂ l is the channel fading coefficient of the l-th propagation path of the UE, and it's assumed to follow the Guassian distributed with variance σ
We assume that the HTS and UEs are equipped with ULA, thus, a TS (φ l ) and a TS (θ l ) can be written as follows
where λ is the signal wavelength, d is the distance between antenna elements. With half wavelength spacing,
If we want to estimate the downlink channel matrix, the HTS should broadcast a sequence of beamformed pilot signals to the UEs. At the HTS, each RF chain has a N TS × 1 transmitting beamforming vector f . In the same way, each RF chain of UEs has a N UE × 1 receiving beamforming vector w. Because of the limited RF phase shifters and the beamforming vectors, f and w, have constraints in modulus, i.e., f i = 1, i = 1, 2, · · · , N TS , and
Further, f and w can only choose from discrete sets, which are predetermined on the basis of the antenna number, and we have
Assuming that all the transmitting beamforming vectors f compose a N TS × R TS HTS beamforming matrix,
In this system, we assume that the total transmit power of the HTS is P and pilot symbol s transmitted to arbitrary UE is a R TS × 1 vector, the expected value is E[ss H ] = I R TS . Then, VOLUME 7, 2019 the transmit signal of HTS can be written as
We adopt a widely-used block-fading channel model, such that the UE can receive a signal as follows 
Hence, the received signals of the UE can be written as follows
where the noise vector
We define the DFT candidate beamfoming matrices as F c and W c , whose columns comprise of all candidate beamforming vectors at the HTS and UEs, respectively. For the ease of practical implementation, we assume that all the candidate beams are possible orthogonal beamforming vectors, and be used in data communication later. Subject to the quantized phase shifting constraints as shown in (16) , there are N TS transmitting candidate beams and N UE receiving candidate beams. Hence the N UE × N TS virtual channel matrix can be get from the MIMO channel and two candidate beamforming matrices. It can be mathematically written as
In our channel estimation scheme, we can randomly select the beamforming vectors from F c and W c to estimate the CSI. The goal is to find the beam pairs which have the strongest channel gains for data communication. For this purpose, we design a sequence of beamforming vectors, which can accelerate the channel estimation process and lead a higher throughput.
IV. FORMULATION OF THE MMWAVE CHANNEL ESTIMATION ALGORITHM
In this section, we describe the detail of ARM estimation scheme. At the beginning, we expound the detail of the candidate beamforming vectors, which is the most critical part of our ARM estimation scheme. Because of the sparsity of mmWave, we can utilize CS to formulate the channel estimation problem [16] and apply a sparse estimation approach to recover the virtual channel information [22] . Finally, we present the complete channel estimation algorithm. 
A. CANDIDATE BEAMFORMING VECTORS AND CHANNEL MEASUREMENT
In order to get the virtual channel matrix H v in (21), we define two candidate beamforming matrices
, both of which can utilize quantized phase shifters to span full angular range, and each candidate beam has a steering angle ξ . As shown in (17) , it satisfies the quantized phase shifter constraint, which leads to
Then, the candidate beamforming vector of the HTS can be expressed as
and the candidate beamforming vector of an arbitrary UE has similar expression as follows
Since the quantized phase shift is a battery of points equally spaced around the unit circle, the columns of the two candidate beamforming matrices can form an orthogonal set. Hence, the two candidate beamforming matrices satisfies
In the proposed ARM estimation scheme, the random assortment candidate beams at both HTS and UEs side can lead to achieve the objective of channel estimation for multiple UEs. This means that in each measurement time slot, we can select a certain number of transmitting candidate beams and receiving candidate beams. We can realize the process by adopting a random sequence of transmitting and receiving directions. In Fig. 3 , we illustrate the beams selection process by an example, in which the HTS selects three candidate beams and UEs select two candidate beams in each measurement slot. Now, we consider how to select the candidate beamforming vectors at both HTS and UE sides. Let's start with the simple case which we assume that each UE has only one antenna, i.e., N UE = R UE = 1. Thus, each UE is a candidate node and the beamforming is on HTS. Then, the receiving beams selection problem is equal to select the strongest CSI UEs. In addition, we assume that the same HTS beam can provide services for multiple UEs, and the same UE can also be served by multiple HTS beams. The M receiving vectors of UEs form a matrix to replace the candidate beamforming matrix W c . Therefore, the example of Fig. 3 can convert into Fig. 4 .
Further, we assume that the number of data streams is equal to the number of RF chains in HTS. Hence, we can randomly select R TS transmitting candidate beams from F c to estimate K UEs in one time slot. Assuming that R TS transmitting candidate beams form F m at the transmitter side and the K UEs' receiving vectors form W m at the receiver side, respectively.
At the beginning, we assume the selection probabilities of all HTS candidate beams are equal and every UE has equal opportunity to be estimated. According to the following equations we can compute the probabilities easily. The probability of event that the n-th candidate vector f c (n), n = 1, 2, · · · , N TS is included in F m at the HTS is
and the probability of event that the n-th UE is selected to be estimated is
In these cases, we assume that the HTS simulates the process of random beam selection by generating a sequence of pseudo-random numbers, and the UEs know the result of selection process. Actually, in each new estimation, HTS broadcasts its pseudo-random seed to all UEs first, then start the first channel measurement. In the subsequent ARM estimation scheme, we propose two methods to select HTS candidate beams and UEs, which can improve system performance further.
We can utilize a K × 1 vector to express the received signal of any UE in the m-th measurement time slot, and we have
After m time slots channel measurements, we can express all the measurements result of received signal of the UE as a mK × 1 vector as follows
B. FORMULATE THE mmWAVE CHANNEL ESTIMATION PROBLEM
Considering the adopted sparse geometric-based channel model in (15) , the channel estimation problem can be converted to estimate the channel path parameters, i.e., AoD, AoA and the complex gain. According to the inherent sparse nature of mmWave, we exploit the channel estimation problem as a sparse formulation problem. In the following, we show that how to use CS to estimate the channel. First, we need a standard-form expression [25] to recover the virtual channel information via the CS algorithm, i.e.,
where A g is a scalar constant, A m is a K ×M N TS matrix called sensing matrix, and the M N TS × 1 matrix v is the vectorized virtual channel matrix we want to detect. The important term of the above expression is the virtual channel vector v. We now introduce the statistics of v. Although our channel model considers that the AoD/AoA is continuous variable distributed, in the ARM estimation scheme, which can be approximated as a discrete set of angles corresponding to the directions of each candidate beam. In practice, this quantization can make the AoD/AoA perfectly aligned with each pair of the candidate beams. Since ∂ l ∼ CN (0, σ R ) and we characterize the channel sparsity as the Bernoulli-Gaussian distribution, in which the i-th entry of the vectorized virtual channel matrix v is v i = 0 with probability 1 − η, CN (0, σ R ) with probability η,
where i = 
Then, by substituting (29) into (26), we have
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According to matrix feature vec(ABC) = (C T ⊗ A)vec(B), we can get
Compared with the standard-form expression (17) and (22) 
Since the mmWave channel estimation problem is formulate as a CS problem, then we should consider the measurement matrix. In arbitrary measurement process, the HTS and UEs randomly select beams from the candidate beamforming vectors to generate measurement matrix. After m time slots, we can get a mK × M N TS matrix A m . By leveraging y m and A m , we can recover the virtual channel vector, and the detail is demonstrated in the following sub-section.
C. VIRTUAL CHANNEL INFORMATION RECOVERY
Now, we have the measurements y m and can propose a scheme to estimate the virtual channel information in v. The estimation can be accomplished by solving a maximum likelihood solution
where v (m) is the virtual channel vector's estimation of the UE after m time slots measurement. From the description of v, we can use the sparsity to finish our estimation. Hence, by leveraging the Lasso method in our estimation scheme [28] , we have
where the first term can ensure the estimate fits the observations, and the second term can ensure the solution contained too much non-zero values. γ is a scalar to balance the tradeoff between these two terms. When the estimated vector dimension is too large, it's hard and tedious for us to find the optimal solution of (35). Motivated by this, we propose to approximate (35) by the generalized approximate message passing (GAMP) approximation [25] . In GAMP, we take the approach of assuming the signal, which needs to be recover, i.e., vectorized virtual channel in this paper, and noise have known up to some statistical parameters of their distributions, and then learning those unknown parameters while simultaneously recovering the signal. Since the vectorized virtual channel and the noise are described as a Bernoulli-Gaussian distribution and Gaussian distribution, respectively. We can learn these statistical parameters through an expectation-maximization (EM) approach in [26] .
The general idea of GAMP is to find the approximate solution to (35) via taking into consideration the statistical characteristics of channel sparsity. Referring to [27] , we define two functions v in ( * ) and v out ( * ) to describe the statistics characteristics of channel between HTS and UEs. The v in ( * ) and v out ( * ) are also the estimation input and output vectors in the GAMP estimator. v in ( * ) denotes the Bernoulli-Gaussian virtual channel vector, and v out ( * ) denotes the AWGN noise. We assume that the statistics of the propagation paths, such as the average number and path gains, are known to the receiver. In practice, this could be obtained from previous channel estimation results.
D. STOP CRITERION OF THE ARM ESTIMATION SCHEME
Follow the methods used in sequential CS, we definev (m) i as the estimated virtual channel vector is binarized, and
where is a constant which is set based on the required rate or transmit power of communication system, and should be small enough to get the minimum fading coefficient threshold ensure the acceptable communication between TS and UEs. We consider the HTS transmits pilot signal to UEs via the beamfoming vectors selected every time, until the ARM estimation scheme is satisfied. We define the time UEs reach the stop criterions as T E . We set two stop criterions for the ARM estimation scheme. First, as the method in [18] , we consider the channel estimation is converged if the latest binarized virtual channel vector estimation is equal to the previous one, i.e.,v (m) =v (m−T u ) , where T u is the number of GAMP updating measurements. Second, consider if the channel condition is too bad and the channel estimation cannot be converged, we set a maximum estimation time T max . When T E > T max , we think the channel estimation is finished, too.
When the channel estimation stop criterion is satisfied, UEs stop its estimation process and feeds back the indicator of the beamforming vector to the HTS for subsequent data communication. And the estimated channel vector is converted to matrix form H v (T E ) . We maximize the achievable rate to find the indicator of the beamforming, and the maximized achievable rate of the UE is given as follows with their conjugate transposes, can be expressed as sparse matrices, with each non-zero values on the diagonal entries corresponding to a selected candidate beam index. As such, the optimal beam selection is got by simply finding the row and column indices of the virtual channel estimate that maximizes the logarithm term in (38), which can be reduced to find the indexes of the largest magnitude values in H v (T E ) .
Due to the limited feedback bandwidth, we consider that each UE is only able to feedback the UE-side beamforming directions determined. However, it is worth pointing out that the path fading coefficient is still used for coherent detection at the UEs. As such, we consider that the HTS allocates equal power to all identified paths. This reduces the number of feedback bits to only log 2 (N TS ) per estimated path. To characterize the performance of the proposed ARM channel estimation scheme, we define the effective rate of the UE, given the time ratio consumed for the channel estimation, and we have
where T c is the coherence time of each channel realization.
E. THE SUMMARY OF ARM ESTIMATION SCHEME
From above analysis, we can summarize the flow of the ARM estimation scheme as the Algorithm 1.
Step 1: Chooses R TS candidate beamforming vectors of HTS and chooses K UEs in each measurement time slot, respectively.
Step 2: UEs collect all measurements to estimate the CSI by the GAMP algorithm in current time slot.
Step 3: If the estimation is converged or reach the maximum estimation time T max , then go to step 4; else return to step 3.
Step 4: The UEs feedback the beamforming indicators and determine the optimal beamforming vectors to be used for data communication.
V. IMPROVED ARM ESTIMATION SCHEMES
The main idea is reducing the measurement number in channel estimation process to improve the estimation speed. In this section, we modified the original ARM scheme in section IV. We consider a simple case that we use equal probabilities computed in (24) (25) to select every candidate beam and UE, which is inspired by the concept of Unequal Error Protection (UEP) in fountain codes. The equal probabilities beam selection scheme is similar to the Equal Error Protection (EEP) in traditional fountain codes, which leads to an equally selected probability of each data packet in encoder and decoder. The UEP can help the data packets with valuable information be selected with higher probability in encoder and improve the decoding performance. Refer to the EEP and UEP, we propose two modified scheme to the initially defined original ARM scheme. This two modifications are corresponding to two cases in channel estimation. The follow subsections will introduce the modification in detail.
A. ARM FORCING ADAPTATION BEAM SELECTION (FABS) SCHEME
In this subsection, we consider a case, in which the transmitting beams and receiving UEs combination is not ergodic before the maximum estimation time has been reached. After each measurement time slot, we propose to reset the HTS beam (UE) selection probability vector for the next measurement on the basis of the total number of times that a beam (UE) has already been selected. This modified scheme named ARM Forcing Adaptation Beam Selection (FABS) scheme in our paper. Note that similar strategies are normally applied in fountain codes to avoid an error floor at high SNR [29] .
We define a probability vector of candidate beams selected in m-th measurement in HTS side as
Similarly, we define a probability vector of UEs selected in m-th measurement in UEs side as
The objective of our modification is to ensure each candidate beam can be selected at least once before the maximum estimation time T max reached. Hence, we propose the beam VOLUME 7, 2019 selection modified scheme which compulsorily change the selection probabilities of candidate beams according to the number of each beam has been selected after m-th measurement. Then, we update the probability vector for the (m+1)-th measurement
where N m f (n) denotes the number of the n-th HTS candidate beam f c (n) is selected in all the m measurement time slots. υ χ is a sufficiently small positive number to avoid the denominator becomes zero. This case occurs when some candidate beams have not be selected, which will lead to the probability vector fail to update. As χ (m+1) is a probability set, we should ensure the sum of all elements equal to one, and the ϑ χ can be calculated via
It is obvious to know that (42) decide which HTS candidate beams will be selected without to know any information of UEs. In addition, the beam's selection probability is inversely proportional to the beam's selected number of times, we can preferentially select the candidate beams hasn't been select, and it can help to travel through all beams combinations faster.
Compared with the HTS side modified scheme, the UEs side modified scheme is more complex. Because different from HTS only consider which candidate beams will be select, UEs should consider selection under the condition of HTS selection result. Then we update the probability vector for m+1-th measurement (43), as shown at the bottom of the next page where N (m) (w(k)|f(n) ) denotes the k-th UE selected number in all the m measurement time slots under the condition of HTS selecting the beam f c (n). In this case, we finish traveling through all beam combinations until each column of the sensing matrix has at least one no-zero element. f c ∈ F m+1 denotes the UEs consider the beam selection result of HTS in the (m + 1)-th time slot. (43) essentially sets the probability of UEs in the next time slot according to the number it has been used together with the candidate beams be adopted by the HTS.
By adopting the ARM-FABS scheme as described in (42-43), the average number of measurement time slots required to span all beam combinations can be significantly reduced, compared to the default scheme with uniform beam probabilities. Finally, we summarize the ARM-FABS scheme in Algorithm 2.
B. ARM PARTIALLY ESTIMATED BEAM SELECTION (PEBS) SCHEME
In this subsection, we consider the case that after the transmitting and receiving beam combinations are traveled at least once. And we propose Partially Estimated Beam Selection (PEBS) scheme. This modified scheme is based on the
Algorithm 2 The ARM-FABS Scheme
Input:
R TS N TS
] 1×N TS //Initialize HTS candidate beams selection probabilities. estimated virtual channel matrix obtained from all previous measurements. In this case, UEs update the selection probabilities based on their recently estimated channel information, which can be used in such a way to maximize the received signal power and therefore maximize the amount of channel information carried by the signal. In particular, we note that after time slot m, the UEs know the beamforming matrix to be used by the HTS in the next measurement time slot. In addition, UEs get the channel estimation results of previous m time slots measurements. For this reason, each UE can make an estimate of the signal to be received by each antenna in m + 1 time slot. We can express the signal to be received for the (m + 1)-th measurement as
For this assumption, UEs are endow the ability, estimate the expected received measurement. We update the probabilities of selecting UEs in m + 1 time slot proportional to the desired signal power. In this ARM-PEBS method, we can maximize the desired signal power in m + 1 time slot. Mathematically, we have
Algorithm 3 The ARM-PEBS Scheme Input: 
and In brief, the ARM-PEBS scheme can let UEs utilize partially estimated channel information to achieve a stronger estimate of the channel in the subsequent measurements, and we summarize the ARM-PEBS scheme in Algorithm 3. 
VI. SIMULATION RESULTS
To illustrate the performance of the proposed ARM estimation schemes, we compare with other existing channel estimation schemes and the simulation results are provided in this section. Unlike the existing channel estimation schemes, which estimate the outage of communication links, we assume that there are always available communication links between HTS and UEs.
At first, we compare our original ARM estimation scheme with the predetermined fixed-number of measurements (PFNM) scheme in [22] , which estimates channel based on random beamforming. Moreover, the PFNM scheme also use the compressed sensing to estimate channel. Hence, the PFNM scheme also uses the GAMP to recover the channel information for guarantee fairness. Besides, we also compare with the exhaustive search-based approach (ESA) scheme in [24] , in which the transmitter and receiver travel all possible beam pairs one by one. At last the channel feedback to indicate the beam pairs have the largest received SNR. In our simulation of ESA scheme, the HTS only select one beamforming vector to transmit, and one UE is selected to receive in the ESA scheme. The simulation result of this three channel estimation is shown in Fig. 5 and Fig. 6 .
The required average number of measurements to finish the channel estimation of these three schemes are shown in Fig. 5 . Obviously, because the number of measurements of the PFNM and ESA schemes are predetermined at the beginning of the channel estimation, the PFNM and ESA scheme have a fixed average number of measurements in the whole SNRs. However, the ARM estimation scheme can adaptively adaptively reduce the number of measurements as well as the SNR increases. As in the high SNR with better channel condition, we can estimate channel by a small amount of measurement. On the contrary, a larger number of measurements are used to ensure the accuracy of estimation. 
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FIGURE 7.
The average number of measurements required for channel estimation in FABS and PEBS Scheme. The performance of the effective rate is given in Fig. 6 , which is defined in (39). From the simulation results, we can observe that the effective rate of our channel estimation scheme is higher than the PFNM scheme and ESA schemes in the whole SNRs, and our channel estimation scheme has a high accelerate of the effective rate increasing in the high SNR region.
Different from Fig. 5 and Fig. 6 , we substitute the equal probability beam selection scheme by using the FABS scheme and PEBS scheme we modified in section V, respectively. And the simulation results are shown as Fig. 7 and Fig. 8 .
From Fig.7 we can see that by using the FABS algorithm and PEBS algorithm in ARM estimation scheme, the required number of measurements can further reduced than the original ARM scheme. These two modified beam selection schemes can dynamically update the probabilities of candidate beams, and lead to reach the stop guide line faster. Besides, the effective rate is also increasing with the SNR value increased as shown in Fig. 8 .
We also explore the influence of the number of MIMO antennas on the system performance. For convenience, we assume that the HTS antennas number is equal to the number of UEs. In addition, the number of HTS RF chains is fixed. With the number of antenna increase we can find the average number of measurements required for finishing the channel estimation decrease as shown in Fig. 9 . If we use larger MIMO antennas, the speed of decreasing the measurement number is slower. When the MIMO scale reaches a certain level, the performance of the system will not be greatly improved. The similar situations occur in the Fig. 10 . According to our prediction, if the number of RF chains is increased, a larger scale MIMO should be used with fine performance.
VII. CONCLUSION
In this paper, a sparse geometric-based MIMO mmWave channel model is established for the S-IoT downlink communication scenario. In order to complete channel estimation fast and efficiently, we propose an efficient mmWave MIMO channel estimation scheme, named ARM estimation scheme. By utilizing a series of random combinations of transmitting beamforming vectors and receiving UEs antennas, our ARM estimation scheme can simultaneously measure the CSI between the HTS and multiple UEs. Moreover, the required number of measurements can adaptively reduce as well as the SNR increases. To further improve the performance of ARM estimation scheme, two improved ARM estimation schemes are proposed, one is ARM-FABS scheme and the other is ARM-PEBS scheme. Simulation results show that the proposed ARM estimation schemes can reduce the required number of measurements and achieve a better tracking performance over a wide range of SNRs than the existing predetermine fix-number channel measurement schemes.
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