ABSTRACT. In this paper we investigate the properties of minus partial order in unital rings. We generalize several results well known for matrices and bounded linear operators on Banach spaces. We also study linear maps preserving the minus partial order in unital semisimple Banach algebras with essential socle.
INTRODUCTION
Let A be a ring. Recall that an element a ∈ A is regular if there is b ∈ A such that aba = a. We write A ∧ for the set of regular elements in A.
For a regular element a ∈ A, the set
consists of all {1}-inverses or inner inverses of a. Notice that if x is a {1}-inverse of a, then ax and xa are idempotents. A {1, 2}-inverse or generalized inverse of a, is a {1}-inverse of a that is a solution of the equation xax = x, that is, it is an element b ∈ A such that aba = a and bab = b. Let us denote by G 2 (a) the set of generalized inverses of a regular element a ∈ A. Note that the condition x ∈ G 1 (a) ensures the existence of a generalized inverse of a: in such case, b = xax fulfills the previous identities.
Let A be a Banach algebra. For an element a in A, let us consider the left and right multiplication operators L a : x → ax and R a : x → xa, respectively. If a is regular, then so are L a and R a , and thus their ranges a A = L a (A) and Aa = R a (A) are both closed.
Even though regularity can be defined in general Banach algebras, this notion has been mostly studied in C*-algebras. Harte and Mbekhta proved in [13] that an element a in a unital C*-algebra A is regular if and only if a A is closed. Given a and b in a C * -algebra A, we shall say that b is a Moore-Penrose inverse of a if b is a generalized inverse of a and ab and ba are selfadjoint. It is known that every regular element a in A has a unique Moore-Penrose inverse that will be denoted by a Later, Mitra introduced in [22] the space pre-order on M n (C): where C (M ) denotes the column space of the matrix M . In [26] , Rakić and Djordjević extend the definition of space pre-order to the class of bounded linear operators on Banach spaces, and generalize some well known properties of this partial order to the new setting.
Let H be an infinite-dimensional complex Hilbert space, and B (H ) the C * -algebra af all bounded linear operators on H . Having into account that an operator in B (H ) is regular if and only if it has closed range, Šemrl ([28] ) extended the minus partial order from M n (C) to B (H ), finding and appropriate equivalent definition of the minus partial order on M n (C) which does not involve {1}-inverses: for A, B ∈ B (H ), A B if and only if there exists idempotent operators P,Q ∈ B (H ) such that
R(P ) = R(A), N (A) = N (Q), P A = P B, AQ = BQ.
Šemrl proved that the relation is a partial order in B (H ) extending the minus partial order of matrices. Finally, Djordjević, Rakić and Marovt ([10] ) generalized Šemrl's definition to the environment of Rickart rings (see Definition 1.1) and generalized some well known results. Recall that a ring A is a Rickart ring if the left and right annihilator of any element are generated by idempotent elements.
Several order relations received similar treatment (see [19] , [20] and the references therein). During the last three decades several results involving linear preservers of order relations have been published. In 1993, Ovchinnikov showed in [24] that every bijective map φ defined on the set B (H )
• of idempotents operators on a complex Hilbert space, satisfying that φ(P ) ≤ φ(Q) if and only if P ≤ Q can be expressed either as
, where A is a linear or conjugatelinear bijection on H . Later, many results concerning order preserving maps in matrix algebras appeared in the literature (the reader is referred to [12, 18, 27] ). In [28] , Šemrl studied (non necessarily linear) bijective maps preserving the minus partial order. For an infinite-dimensional complex Hilbert space H , a mapping
H ) preserves the minus order if A B implies that φ(A) φ(B ). The map φ : B (H ) → B (H ) preserves the minus order in both directions whenever A B if and only if φ(A) φ(B )
. He proved that a bijective map φ : B (H ) → B (H ) preserving the minus order in both directions has the form φ(A) = T AS or φ(A) = T A * S, for some invertible operators T and S (both linear in the first case and both conjugate linear in the second one). The star-type orders preservers have been studied in similar conditions ( [1, 8, 9] ).
Let A be a unital ring. For every subset M of A, the right annihilator of M is denoted by
Similarly, the left annihilator of M is given by
For an element a ∈ A, it is used to write ann r (a) = ann r ({a}) and ann l (a) = ann l ({a}). The set of idempotent elements of A is denoted by A
• . We will adopt the definition from [10] :
The paper is organized as follows. Section 2 is devoted to the study of the relation "≤ − " in unital rings. We prove some algebraic properties of this relation and show that "≤ − " defines a partial order on the set of all regular elements of a semiprime ring (Corollary 2.4). The space pre-order in general unital rings (Definition 2.5) it is also considered. We characterize the maximal elements of the set of regular elements with respect to this relation in a unital prime ring (Proposition 2.13). We also determine the minimal elements of the set of regular elements with respect to this relation in a unital semisimple Banach algebra with essential socle (Proposition 2.19). This will be the key tool in order to obtain the main result in Section 3. When A and B are unital semisimple Banach algebras with essential socle, we prove in Theorem 3.2 that every bijective linear mapping Φ :
is a Jordan isomorphism multiplied by an invertible element. The condition Φ(A ∧ ) = B ∧ can be removed either when B = B (X ) for a complex Banach space X (Theorem 3.4) or B is a prime C * -algebra (Theorem 3.6). We also consider briefly linear mappings preserving the minus partial order and the space pre-order in just one direction.
THE MINUS PARTIAL ORDER
2.1. Algebraic properties. In the next proposition we collect some properties of the relation " ≤ − " in a unital ring that we will need in the sequel. 
There are many characterizations of the minus partial order. In [21] it is proved that for complex matrices M and N of the same order, M ≤ − N if and only if G 1 (N ) ⊆ G 1 (M ). This result was latter extended to the setting of regular rings in [2] . In the next proposition we show that the relation "≤ − " is equivalent to the inclusion of the set of {1}-inverses for regular elements on a unital semiprime ring. For a regular element a ∈ A, we define
Lemma 2.2. Let A be a unital ring and a ∈ A
∧ . Then
For the reciprocal inclusion, suppose that axa = 0 and take 
It is clear that (2)⇒(3).

Finally suppose that (3) holds and let
. Since a and b are regular, in order to prove that
which, being A a semiprime algebra, gives a = ab − b. Similar arguments can be applied to get a = bb − a.
In [ This definition is analogous to the definition of the space pre-order on complex matrices introduced by Mitra in [22] . In [26] , Rakić and Djordjević extend the definition of space pre-order to the class of bounded linear operators on Banach spaces, and generalize some well known properties of this partial order to the new setting.
Observe that, whenever A is unital, a ≤ s b if and only if there exist x, y ∈ A such that a = bx = yb. It is easy to see that this relation is a partial order in every unital ring and that a ≤ s b whenever a ≤ − b. The following results are partially motivated by Theorem 2.5 and Theorem 3.7 in [26] . Proposition 2.6. Let A be a unital semiprime ring, a ∈ A and b ∈ A ∧ . The following conditions are equivalent:
Proof. It is clear that (1)⇒(2). In order to prove (2)⇒(3), observe that
and, being A semiprime, it yields a = ab − b. Similarly, we obtain a = bb − a and therefore a ≤ s b.
Corollary 2.7. Let A be a unital semiprime ring and a, b ∈
As a direct consequence of Proposition 2.1 (3), and (1)⇔(3) in Proposition 2.6, we obtain the following characterization of the minus partial order.
Corollary 2.8. Let A be a unital semiprime ring and a, b ∈ A
∧ . The following are equivalent:
Definition 2.9. For a ring A and a, b ∈ A ∧ , we define
The following results provide algebraic adaptations for Theorems 3.8, 3.9 and 3.10 in [26] .
Proposition 2.10. Let A be a ring and a, b ∈
Conversely, for every b
Furthermore,
Proposition 2.11. Let A be a ring and a, b ∈
The following assertions hold: 
Hence,
Similarly, aa − = ab − . Now we prove (2) . Let b − ∈ G 1 (b). Again by Proposition 2.10, we know that a
The identity b − a = a − a can be obtained in the same way.
Proposition 2.12. Let
Proof. Suppose that b ∈ A and b
Similarly, c −1
Hence, b is (left and right) invertible. Proof. First, given a ∈ A ∧ and a − ∈ G 1 (a), it is easy to see that
for every x ∈ A. If we suppose that a is maximal, we get (1 − aa
As A is a prime algebra, it yields 1 = aa 
Remark 2.14. Note that the condition of primality cannot be dropped in order to characterize maximal regular elements as left or right invertible elements. For instance, take A = B (X ) ⊕ B (X ) for an infinite dimensional Banach space X . This algebra is not prime but it is, in fact, semiprime. Take operators L, R ∈ B (X ) which are, respectively, left invertible and right invertible but none of them are invertible. The element L ⊕ R ∈ A is clearly maximal with respect to ≤ − but it is neither left nor right invertible.
Let A be a unital semisimple Banach algebra. For any element a ∈ A denote by σ(a) its spectrum and by r(a) its spectral radius. The socle of A, Soc(A), is the sum of all minimal left ideals of A, and coincides with the sum of all minimal right ideals of A. Recall that every minimal left ideal of A is of the form Ae for some minimal idempotent e, that is, e 2 = e = 0 with e Ae = Ce. If A has no minimal one-sided ideals, we let Soc(A) = {0}. A non-zero element u ∈ A is said of rank-one if u belongs to some minimal left ideal of A, that is, if u = ue for some minimal idempotent e of A. It is known that u has rank-one if and only if uau = Cu = 0, and that this is equivalent to the condition u = 0 and |σ(xu)| \ {0} ≤ 1, for all x ∈ A (also equivalent to |σ(ux)| \ {0} ≤ 1, for all x ∈ A). For every rank-one element u in A, there exists τ(u) ∈ C, such that u
is the only non-zero point of the spectrum of u. Thus, if τ(u) = 0, then τ(u) −1 u is a minimal idempotent and
Let us denote by F 1 (A) the set of rank-one elements of A. Every element of the socle is a finite sum of rank-one elements, that is to say that the socle coincides with the set of all finite rank elements (see for instance [5] ). Moreover, it is well known that Soc(A) consists of regular elements.
Recall that a non-zero ideal I of A is called essential if it has non-zero intersection with every non-zero ideal of A. For a semisimple Banach algebra A this is equivalent to the condition aI = 0, for a ∈ A, implies a = 0. Proof. Fix a ∈ A \ {0}. Since A is semisimple and has essential socle, there exists w ∈ F 1 (A) such that aw = 0.
It is clear that av is a minimal idempotent and, in particular, u = av a ∈ F 1 (A). We claim that u ≤ − a. Indeed, let p = av and q = v a. These are idempotent elements in A, such that pu = av av a = p a and uq = av av a = aq.
Moreover, since u = p a = aq it can be easily checked that ann l (p) = ann l (u) and ann r (q) = ann r (u). Now, let u ∈ F 1 (A) and 0 
Remark 2.17. These definitions are the algebraic analogue to the ones given in [28, Theorem 8]: for a rank one operator S = x ⊗ y * ∈ B (H ), we have L x = L S and R y = R S . Indeed, if R ∈ L S , then R = ST for some T ∈ B (H ).
Consequently, R = S(T
and hence, R ∈ L x . Now let w * ∈ B (H ) * and R = x ⊗ w * ∈ L x . Take an arbitrary operator U such that U (y) = w and set T = U * .
Then it can be proved that R = ST , that is, R ∈ L S .
The equality R y = R S is proven similarly.
Notice that, for every u ∈ F 1 (A), L u = u A and R u = Au are the right minimal ideal and the left minimal ideal generated by u, respectively. It is also clear that, for every u ∈ F 1 (A), L u and R u are subspaces of Soc(A) consisting of elements of rank at most one. 
u is nonzero for some x 0 ∈ A. Then we can write 
a ∈ A ∧ and for every u ∈ F 1 (A), there exist x ∈ L u \ {0} and y ∈ R u \ {0} such that x, y ≤ − a.
Besides, it can be easily checked that ann l (x) = ann l (p) and ann r (x) = ann r (q).
Thus, x ≤ − a. The existence of y ∈ R u \ {0} satisfying y ≤ − a is guaranteed in the same way. This shows that
(1)⇒(2).
Conversely, let a ∈ A satisfying (2). Given u ∈ F 1 (A), there exists x ∈ A such that ux ≤ − a. As ux is regular, there exists (ux) − ∈ G 1 (ux) such that (ux)
. Multiplying the last identity by u on the right, it yields (ux)(ux)
− u. Similarly, given y ∈ A such that yu ≤ − a, we get u = u(yu) − a. Suppose that za = 0. In such case za (ux) − u = zu = 0, for every u ∈ F 1 (A). Since A is semisimple and has essential socle, it gives z = 0. We have proved that ann l (a) = {0}. Similarly, it can be checked that ann r (a) = {0}. Therefore, a is a regular element which is not a zero divisor, that is, a is invertible. 
MAPS PRESERVING THE MINUS PARTIAL
We may assume that b − ∈ G 2 (b). Since Φ is a Jordan triple homomorphism, and a = ab − a and
Multiplying the last identity by Φ(b) − Φ(a) on the right, and havind in mind that, as we have previously point out, , for every invertible element a ∈ A.) In [6] , Brešar, Fošner and Šemrl, showed that every unital bijective invertibility preserving linear map, Φ : A → B , between semisimple Banach algebras, is a Jordan isomorphism whenever A has essential socle.
We present now the main result in this section. 
(2) Φ is a Jordan isomorphism multiplied by an invertible element.
Proof. It is clear from Proposition 2.1 (4) and Proposition 3.1 that (2)⇒(1)
.
(that is, a is regular if and only if Φ(a) is regular) and
We will show that Φ(F 1 (A)) = F 1 (B ). Let u ∈ F 1 (A). Hence Φ(u) is a nonzero regular element, and by Proposition 2. satisfies the same conditions, we get Φ(F 1 (A)) = F 1 (B ). Now, since the sets L u and R u are the maximal linear subspaces of Soc(A) consisting of elements with rank at most one (see Lemma 2.18), we conclude that
, we know by Proposition 2.19 that there exist x 0 ∈ L u \ {0} and y 0 ∈ R u \ {0} such that x 0 , Notice that Φ is injective: if Φ(x) = 0, then Φ(x) ≤ − Φ(0), which by assumption, gives that x ≤ − 0, and finally x = 0.
A direct application of Proposition 2.15 shows that Φ(F 1 (A)) = F 1 (B ), and by Lemma 2.18 Φ(L u ), Φ(R u ) ∈ {L Φ(u) , R Φ(u) } for every u ∈ F 1 (A). From this facts and Remark 3.3, it is clear now that Φ preserves invertibility. As in the previous theorem, it follows that the linear mapping given by Ψ(x) = Φ(1) −1 Φ(x), is a Jordan isomorphism. By the Herstein's theorem ( [15] ) Ψ is either an isomorphism or an anti-isomorphism. On the other hand, it is straightforward to check that every isomorphism and every anti-isomorphism preserves the minus partial relation in both directions. In view of Proposition 2.1 (4), this is also the case for every isomorphism or antiisomorphism multiplied by an invertible element.
This proves the next result. (2) Φ is either an isomorphism multiplied by an invertible element, or an anti-isomorphism multiplied by an invertible element.
Let A be a unital prime C*-algebra with non zero socle. Then A is primitive and has essential socle. Let us assume that e is a minimal projection in A. Then the minimal left ideal Ae can be endowed wit inner product, 〈x, y〉e = y * x, (for all x, y ∈ Ae), under which Ae becomes a Hilbert space in the algebra norm. Let ρ : A → B (Ae) be the left regular representation on Ae, given by ρ(a)(x) = ax. The mapping ρ is an isometric irreducible * -representation, satisfying:
(See [4, Section F.4].) Let a ∈ A (non necessarily regular) such that, for every u ∈ F 1 (A), there exist x ∈ L u \ {0} and y ∈ R u \ {0} such that x, y ≤ − a. As we have proved in Proposition 2.19, given u ∈ F 1 (A), we can find w, z ∈ A such that u = aw u = uza, which in particular shows that a is not a zero divisor. We claim that ρ(a) is invertible, which, in this setting, shows that a is invertible. Indeed, since ann r (a) = {0} it is clear that ρ(a) is injective. Moreover, given ze ∈ Ae, by hypothesis, there exist w ∈ A such that ze = aw ze = ρ(a)(w ze). This shows that ρ(a) is surjective, and hence ρ(a) is invertible. We have just proved the following: Proposition 3.5. Let A be a unital prime C*-algebra with nonzero socle and a ∈ A. The following conditions are equivalent: We will like to shed some light on the study of mappings preserving the relation "≤ − " just in one direction. Recall that a C * -algebra A is of real rank zero if the set of all real linear combinations of orthogonal projections is dense in the set of all hermitian elements of A (see [3] ). Notice that every von Neumann algebra, and, in particular, the algebra of all bounded linear operators on a complex Hilbert space H is of real rank zero. We conclude this paper with two remarks. The first one shows that it is not always possible to characterize Jordan homomorphims in terms of minus partial order preserving conditions. The second one deals with linear maps preserving the space preorder (see Definition 2.5). 
