A community of n individuals splits into two camps, Red and Blue. The individuals are connected by a social network, which influences their colors. Everyday, each person changes his/her color according to the majority of his/her neighbors. Red (Blue) wins if everyone in the community becomes Red (Blue) at some point.
Introduction
The majority election process. A community of n individuals splits into two camps, Red and Blue. We can think of these colors as opinions on a certain issue or candidates for an election. The individuals are connected by a social network, which influences their opinion on a daily basis. Everyday, each person changes his/her color according to the majority of his/her neighbors (and keeps the color in case of a tie).
We say that Red (respectively Blue) wins if everyone in the community becomes Red (respectively Blue) at some point.
We study this process when the underlying network is random. In this paper, we focus on the Erdos-Renyi random graph G(n, p), which is the most popular model of random graphs. Definition 1. The random graph G(n, p) on n vertices is obtained by putting an edge between any two vertices with probability p, independently.
Here and later, we first fix the camps, and draw the random graph on their union.
An equivalent model is to first draw the random graph, and then randomly split the vertex set into two camps with given sizes. For an introduction on G(n, p), we refer to [2, 14] .
1.1. Results. With a balanced initial state (n/2 person in each camp), by symmetry, each color wins with the same probability q < 1/2. (Notice that there are graphs, such as the empty and complete graphs, on which no one wins.)
Our study reveals that for any given p and ε, there is a constant c such that if one camp has n 2 + c individuals at the initial state, then it wins with probability at least 1 − ε. The surprising fact here is that c does not depend on n, the population of the community. When p = 1/2 and ε = .1, one can set c as small as 5. In the election setting, this means that one camp needs to "bribe" only 5 people from the other in order to win with an overwhelming odd, regardless the size of the population.
Theorem 2 (The power of few). Consider the process on G(n, 1/2) with at least n 2 + 5 Red vertices at the initial state, where n ≥ 550. Then Red camp wins after the fourth day with probability at least 90%.
More generally,
Theorem 3 (Fourth day). Let p be a constant in (0, 1) and c n be a positive integer which may depend on n such that 4c n √ p > √ 6π log 2 for sufficiently large n. Assume that Red has n/2 + c individuals in day zero and the random graph is G(n, p). Then
Red wins after the fourth day with probability at least 1 − α(p) min{n −1 , c −2 n }, where α(p) is constant depending only on p.
These theorems are corollaries of Theorem 4 below, which describes how the process evolve day by day. To state this theorem, we first need a few notations. • P k (X) def = {Y ⊆ X : |Y | = k}: Collection of all subsets of X with k members.
• Ber (a p , b 1−p ): Bernoulli random variable which give a with probability p and b with probability 1 − p.
• N (µ, σ 2 ): The Normal Distribution with mean µ and variance σ 2 .
Main Theorem. Set
(1)
.
With n R , n B being integers such that n R + n B = n and 1 ≤ n B ≤ n 2 − c, the process on G ∼ G(n, p) with |B (0) | = n B satisfies the following
Intuitively, P i is a upper bound on the probability of some abnormal event happening at Day i. If none of these events occurs, then the whole population becomes
Red after Day Four. The proof for this theorem occupies the remaining sections of the paper. The next section (Section 2) contains a few lemmas. We start with analyzing the situation after the first day in Section 3. The situations in subsequent days will be studied in Section 4. All details are assembled in Section 5 to form the full proof of the theorem.
In the rest of this section, we derive Theorems 2 and 3 from Theorem 4, discuss related results in the literature, and state a few open questions.
Proof of Theorem 2. Assuming Theorem 4. Observe that if the conditions in (2) hold for some value of n, then they hold for all larger values of n. Let n = 550, ε 1 = ε 2 = 0.01, r = 0.4 (along with p = 0.5 and c = 5), we have (2) satisfied.
Furthermore, a routine calculation shows that P 1 ≤ 0.0846, P 2 ≤ 0.0015, P 3 ≤ 0.0001, P 4 ≤ 0.0094, which implies that P B (4) = ∅ ≤ 0.0956 < 0.1 or equivalently that Red wins in the fourth day with probability at least .9 (conditioned on the event
Proof of Theorem 3. In this proof, only n and c = c n can vary. We can assume, without loss of generality, that c n ≤ n/2. Assuming Theorem 4, we choose (constants) ε 1 , ε 2 such that
which guarantees that P 2 = o(n −2 ). Furthermore, P 3 = o(n −2 ) and P 4 = o(n −2 ). Therefore P 1 + P 2 + P 3 + P 4 = (1 + o(1))P 1 . Consider 2 cases:
√ n is bounded below by a positive constant. Then
so P 1 = Θ(n −1 ) and the bound is O(n −1 ).
1.4. Related works. Our problem is related to a well studied class of opinion exchange dynamics problems; see [17] for a survey. The most general setting is as follows. There is a social network G whose vertices are called agents; agent i is said to observe agent j when there is a directed edge (i, j). An opinion exchange process on G starts with state of the world S, which all agents should try to learn and a private signal W i for each agent i. At each step t = 0, 1, 2 . . ., each agent i chooses an action A i t based on its private signals and all the actions of those it has observed up to time t − 1. This action informally represents i's guess of S. A model for the opinion exchange dynamics is given by specifying how the private signals are generated from S, the constraints on the network G, and how the agents update their actions in each period.
There are three interesting phenomena that can occur in an opinion exchange process. First, an agent i is said to converge in action if lim t→∞ A i t exists, which will be called its limit action, denoted by A i ∞ . Second, given that all agents converge, agents i and j are said to agree if their limit actions are the same, i.e. A i ∞ = A j ∞ . If all agents agree, we denote by A ∞ the common limit. Third, given that all agents agree, learning is said to occur when the mutual limit action equals S, i.e. A ∞ = S.
Our problem can then be translated into this framework in a natural way. The individuals in the graph correspond to agents and at each edge the two ends observe each other. Red and Blue correspond to 1 and 0 respectively, the state of the world S is S = 1, and the private signals are randomly generated such that exactly n 2 + c agents are given 1 and the rest receive 0. Agent i take its first action A i 0 to be W i and update its actions to align with the majority of its neighbors (those observed by i and observing i are the same in an undirected network). Finally, the Red (respectively Blue) side winning is equivalent to learning (respectively agreement without learning) on G.
An early model discussed in [17] is the DeGroot model [6] , where S ∼ Ber 0 1/2 , 1 1/2 ,
for each i where w(i, j) > 0 and j∈Γi w(i, j) = 1. In other words, agents update their next action as a weighted average of the actions of theirs neighbors. The theory of Markov chains [7] can be used to prove that this model achieves agreement surely and learning with probability as an increasing function of δ [17] . This study has found applications in microeconomics [11] .
Another model is the voter model, first defined by Clifford and Sudbury to model territorial conflicts between spatial animals [5] . The data are the same as the DeGroot model, but instead of averaging their neighbors' actions, each agent i emulates the previous action of one of its neighbors chosen randomly from the distribution
It has been shown that in this model, despite achieving agreement surely, learning only occurs in certain special types of the networks [17] .
The model most similar to ours is perhaps the majority dynamics model, which essentially employs the same update rule as ours. The key difference is in the setups: in our model, we operate on random networks with fixed private signals while in the majority dynamics model, one operates on fixed networks with random private signals. This leads to fundamental discrepancies in the results and the methods of studies are also very different; see [17, 16] .
Mossel and Tamuz also discussed a category of opinion exchange dynamics models extensively studied in Game Theory and Economics, namely Bayesian models, in which agents update their actions in order to maximize the expectation of a utility function based on their private signals and the past actions of their neighbors. In these models, we always have convergence and agreement as shown in [17] . These models are extensively studied in Economics; see [1, 10, 19] and the references therein.
Besides those models discussed above, majority election models are also studied in Mathematical Physics, most notably through the stochastic Ising models [3] concerning ferromagnetic interaction (at zero temperature) between spin glasses, whose directions change to follow the majority of their neighbors. This model have been studied on networks resembling Z d in [18] and [9] , the hexagonal lattice in [4] , the homogeneous tree of degree 3 in [13] ; see also [15] for a more recent progress.
To our best knowledge, the "power of few" phenomenon, which is the main message of this paper, does not seem to appear in any of the previous works.
1.5. Open questions. Let ρ(k, n) be the probability that Red win if its camp has size n/2 + k in the beginning. Theorem 2 shows that ρ(5) ≥ .9 (given that n is sufficiently large). In other words, five defectors guarantee Red's victory with an overwhelming odd. In fact, we have ρ(4, n) ≥ .8 by plugging in the same values for ε 1 , ε 2 and r with c = 4 in Theorem 2's proof. We conjecture that one defector already brings a non-trivial advantage. In the following numerical experiment, we run T = 10000 independent trials. In each trial, we fix a set of N = 10000 nodes with 5001 Red and 4999 Blue (meaning c = 1), generate a graph from G(N, 1/2), and simulate the process on the resulting graph. We record the number of wins and the number of days to achieve the win in percentage in Table 1 . Among others, we see that Red wins within 3 days with frequency more than .93. The source code for the simulation along with execution instructions can be found Appendix A. 
It is clear that the second conjecture implies that first one, with δ = .4 5 = .08, although the simulation results above suggests that δ can be at least .43.
Some Probabilistic Lemmas
Hoeffding inequality. The Hoeffding inequality is a classical result that gives exponentially small probability tails for sums of independent random variables.
The proof of Hoeffding's inequality is available in most graduate level probability textbooks, e.g. [21] . The original proof given by Hoeffding appeared in [12] .
Hoeffding's inequality has found widespread applications in Probability Theory and Random Graph Theory. It plays an instrumental role in the proofs of Lemma 10, Lemma 14 and Proposition 16 in our paper.
Berry-Esseen type inequalities for Bernoulli variables. Berry-Esseen theorem in its classical form establishes an explicit asymptotic bound for the convergence rate of sums of random variables to the normal distribution.
Theorem 8 (Berry-Esseen). Let n be any positive integer. If X 1 , X 2 , X 3 , · · · , X n are random variables with zero means, variances σ 1 , σ 2 , · · · , σ n > 0, and absolute
The original proof by Esseen [8] yielded C 0 = 7.59, and this constant has been improved a number of times. The latest work by Shevtsova [20] achieved C 0 = 0.56, which will be used for the rest of the paper. We will be interested in the setting
Corollary 9. Let p ∈ (0, 1) and X 1 , X 2 , · · · , X n be Bernoulli random variables such that for all i, either X i ∼ Ber (0 1−p , 1 p ) or X i ∼ Ber (0 1−p , −1 p ). Let X = X 1 + X 2 + · · · + X n and µ X = E [X]. Then,
Proof. We aim to apply Theorem 8 for r.v.
, whose means are 0. For both distributions Ber (0 1−p , 1 p ) and Ber (0 1−p , −1 p ),
Fix any x ∈ R, Theorem 8 then yields
Difference of Binomial Random Variables.
Lemma 10. For p ∈ (0, 1), σ = p(1 − p) and n 1 , n 2 ∈ N such that n 1 > n 2 . let Y 1 ∼ Bin(n 1 , p), Y 2 ∼ Bin(n 2 , p) be independent random variables. Then for any
Proof. By definition, the difference Y = Y 1 − Y 2 can be expressed as
and the claim follows from (3) and (4).
Lemma 11. Let p ∈ (0, 1) be a constant and σ = p(1 − p), X 1 ∼ Bin(n 1 , p) and X 2 ∼ Bin(n 2 , p) be independent r.v.s. Then for any positive integer d < n 1 +n 2 2 ,
Proof. Let n = n 1 + n 2 and µ = E [X 1 ] − E [X 2 ] = p(n 1 − n 2 ). Fix ε ∈ (0, 1), by rewriting X 1 − X 2 as a sum of n independent Bernoulli variables (similar to Lemma 10) and applying Lemma 9, we obtain
Similarly,
It follows that
Letting ε → 0, we obtain the desired claim.
Day One
We first analyze the situation after Day One. The main result for this section is Theorem 12, which bounds on the probability that we still have "many" Blue vertices left. Firstly, let us recall a few terms defined in Section 1, Equation (1).
Define a new term Q by
Observe that Q n, p, C 1 2p + ε 2 = P 1 (n, p, ε 2 ).
Theorem 12. Let p ∈ (0, 1) and c be constants and σ, T 1 , T 2 , Q be defined above.
Then if n, n R , n B ∈ N such that n R + n B = n, 1 ≤ n B ≤ n 2 − c. Then for all d ∈ R >0 and n ∈ N such that
This theorem states that Red will (with a given probability) increase its advantage from 2c to at least 2d √ n + 1 after Day One. 
3.1.
Step 1: Expectation. Our first step is to bound E I (1) (v) from below for each v ∈ V . By our rule,
By Theorem 10, we have:
Therefore (11)
3.2.
Step 2: Variance. First we bound the variance Var I (1) (v) . Due to I (1) (v) being a Bernoulli r.v., we have
Bounding the covariance Cov I (1) (v 1 ), I (1) (v 2 ) for two distinct vertices v 1 , v 2 requires a bit more care, as the indicators are not independent. By definition
can be written as
Notice that after we specify the adjacency between v 1 and v 2 , the neighborhoods of v 1 and v 2 are independent. Thus, we can write the above as
Using shorthand q := 1 − p, we obtain
Now consider the product P v 1 ∈ R (1) P v 2 ∈ R (1) . We have
Similarly
Putting everything together, we have
We next analyze the relationship between a 1 and b 1 . (The analysis for a 2 and b 2 is similar.) Define
We then have:
Now we can rewrite a 1 and b 1 using (8) in terms of the above:
We perform case analysis on J (0) (v 2 ):
In any case, by Lemma 11 we have
With the same analysis for a 2 and b 2 , we obtain
By (12) and (13), we have
Therefore (14) Var
3.3. Bounding X by Chebyshev"s inequality. We showed in (14) and (11) that
Note that by (7),
By Chebyshev' s inequality
The proof is complete.
DAY TWO and after
The following definition is useful in the analysis. where the Blue set has at most m 1 vertices, the Blue set in the next day has at most m 2 vertices.
We write G : m 1 univ − − → m 2 . Notice that it is irrelevant to specify the day in this definition.
The following lemma establishes a bound on the probability a fixed group of vertices all turn Blue in the next day, given a fixed initial coloring in favor of Red.
Lemma 14. Let p, r ∈ (0, 1) and n, n 1 , n 2 , mN such that n 1 + n 2 = n, n 1 > n 2 and m < n. Let R (0) , B (0) be a fixed partition and S a fixed subset of V such that
We break down X u as follows:
The sums over S 1 and S 2 respectively have n 1 − S 1 and n 2 − S 2 summands, while the others' vary slightly depending on u's color. If u ∈ S 1 , the sum over S 1 has |S 1 | − 1 summands, while the one over S 2 has |S 2 |. If u ∈ S 2 , their numbers are |S 1 | and |S 2 | − 1 respectively. In any case,
Now let X S = u∈S X u , we have
We aim to apply Hoeffding concentration bound over X S , which requires the value range for each X v u . Let
We aim to compute
We break down these two sums as follows: 
Thus F ≤ m(n − 2 + m). This, together with (15) , yield
If S ⊆ B (1) , X u ≤ 0 ∀u ∈ S so X S ≤ 0, by Hoeffding's inequality:
The lemma is proven.
Lemma 15. Let p ∈ (0, 1), n, n 2 ∈ N, n 2 < n 2 . Then for all m ∈ N, m ≤ n,
Proof. Let n 1 = n − n 2 > n 2 . It suffices to prove
Applying Lemma 14 and the union bound, the left hand side is at most
Since both binomial coefficients are no more than n n/2 , which is less than 2 n √ n , we obtain the desired bound.
Lemma 16. Given p ∈ (0, 1), r ∈ 0, 1 2 and n ∈ N, n > 1.
Proof. Suppose there are at most rp(n − 1) Blue vertices, all vertex with more than 2rp(n − 1) neighbors will turn Red the next day. Therefore it suffices to bound the probability that each vertex in G has more than 2rp(n − 1) neighbors. Fix any vertex u, d(u) = v∈V 1 { v ∼ u} is a sum of n − 1 i.i.d. copies of Ber (0 1−p , 1 p ).
Thus E [d(u)] = p(n − 1). By Hoeffding's inequality and the union bound,
Lemma 16 shows that once the Blue set is linearly below half of the average degree pn (thinking of p and r as fixed and n tends to infinity), it is likely the process ends the next day. We now proceed in a backwards fashion. The next lemma shows that we very likely get into such a situation if in the previous day, the Blue set is linearly below n/2. Lemma 17. Let p, r ∈ (0, 1), ε 1 ∈ 0, 1 2 and n ∈ N. Then P G(n,p) G : 
Since n 2 ≤ 1 2 − ε 1 n, (n − 2n 2 − 1) 2 ≥ (2ε 1 n − 1) 2 . Furthermore, m ≥ rp(n − 1) so m n+m−2 ≥ rp(n−1) n+rp(n−1)−1 = rp 1+rp . Therefore
which is equivalent to the claimed bound.
Now we go one more step backward, showing that with an advantage of d √ n (where d is a sufficiently large constant) the Red will have a linear advantage the next day, with high probability.
Lemma 18. With C 1 = √ 3 log 2 defined in Section 1, let p ∈ (0, 1) and n ∈ N, then for all ε 1 , ε 2 > 0,
A routine calculation shows that if
then the RHS of (16) tends to 1 as n → +∞.
Proof. Let n 2 def = n−1 2 − C 1 2p + ε 2 √ n and m def = 1 2 − ε 1 n . By Lemma 15,
Since m n+m−2 ≥ m n+m ≥ 1−2ε 1 3−2ε 1 and n − 2n 2 − 1 ≥ C 1 p + 2ε 2 √ n, we can bound the RHS of the above as follows
Substituting √ 3 log 2 for C 1 , we get the desired expression on the RHS.
Proofs of the main results
We 
For t = 1, we use Theorem 12 to obtain
By the union bound
As n 4 = 0, the proof is complete. We study this process when the underlying network is the random Erdos-Renyi graph G(n, p). Our study reveals that for any given p and ε, there is a constant c such that if one camp has n 2 + c individuals at the initial state, then it wins with probability at least 1 − ε. The surprising fact here is that c does not depend on n, the population of the community. When p = 1/2 and ε = .1, one can set c = 5. In other words, it takes only 5 extra people to win an election with overwhelming odd.
Conclusion
Our analysis yields an explicit dependency between c, ǫ and p. 
