where k' -k is a small quantity such that HA' -HA, is on the order of RT. The total change is obtained by taking the sum of these averages or "thermodynamic windows" (4) X=1 /\G=I AG,/A (5) X=O Molecular dynamics (MD) allows the free energy difference in Eq. 2 to be described by "slow growth" (1) . If the Hamiltonian is changed a very small amount at each MD time step so that the system remains essentially in equilibrium, then the ensemble average may be approximated by a simple difference in the Hamiltonian to obtain X=l AG = ZHx'-H ( 
6) X=O
where HA is the Hamiltonian at one time and HAi' is the perturbed Hamiltonian with the same configuration as HA. In this case K is a function of time.
In the thermodynamic cycle Each simulation was done with about 400 TIP3P water molecules (14) at constant temperature (300 K) and pressure (1 atm) in a box with periodic boundary conditions (15) and an 8 nonbonded cutoff. SHAKE (16) was used to keep bond lengths fixed to allow a time step of 0.002 psec. The calculations were done in two stages with "electrostatic decoupling." First the charges were changed while the van der Waals parameters were kept at their initial values and then the van der Waals radii and well depths were slowly perturbed to their final values while the parameters for bond lengths and angles were left unchanged. For electrostatic changes the following protocols were used. Electrically neutral molecules were done with 20 thermodynamic windows with AX = 0.05; 500 steps of equilibration were followed by 500 steps of data collection, both of which were done in time steps of 0.002 psec. Molecules with net charge were done in 40 thermodynamic windows with lAX = 0.025; 250 steps of equilibration were followed by 250 steps of data collection in time steps of 0.002 psec. Changes in van der Waals parameters were performed with slow growth rather than windowing because rather large energy fluctuations could occur with windowing even when AX values were as small as 0.001. More reliable results were obtained when Eq. 6 was used with 30,000 steps at 0.001-psec time intervals and when the average of the results for both the forward (A -* B) and backward (B -* A) directions was used.
A(g) ' AGAB(g)
The free energies determined in these simulations were sensitive to the charge aind van der Waals parameters used to describe each atom. We used the values of the van der Waals parameters described by Weiner et al. (17) [except for sp2 C, see (18)1 in an allatom force field designed for simulations of proteins and nucleic acids. These van der Waals parameters can be used with comparable types of atoms in other molecules. However, the partial atomic charges were not so easily transferred but were important because for many molecules electrostatic energies dominated the calculated free energy changes. We used electrostatic potential fit charges from ab initio quantum mechanical calculations with a 6-31G* basis set for the amino acids (19) . The charges were then scaled if necessary to fit the experimental electric dipole moment with the ratio of calculated to experimental dipole moments as the scaling factor.
Results for simulations that cover amino acid fimctional groups and methane are shown in Table 1 . A number of points should be emphasized:
1) The work of Postma et al.
(1) and Straatsma et al. (20) showed that the contributions to the free energy of solvation of nonpolar groups include the cavity term, which increases the free energy by incorporating the solute in water, and the dispersion term, which decreases the free energy of solvation. The simulation of the absolute free energy of solvation of methane produced a calculated value of 2.1 kcalmol (Table 1) , which compares well with the experimental value of 1.9 kcal/mol, and suggested that our van der Waals parameters were reasonable for carbon and hydrogen in size and dispersion and that adequate sampling was obtained in this case.
2) The simulated free energy changes were within about 10% of relevant experimental values. That is, changes less than 5 kcal/mol were within 0.5 kcallmol of the experimental value, those between 5 and 10 kcal/mol were within 1.0 kcal/mol, and above 10.0 kcal/mol were within 1.5 kcal/ mol.
3) Simulations on the analogous transformations of isobutane into methane and of 3-methylindole into methane wvere close to both the experimental values and to calculated values for the corresponding amino acid transformations of Leu into Ala and of Trp into Ala. These facts, together with the results for acetamide, acetic acid, and phenol, support Wolfenden's scale for amino acid solvation (13). 4) Free energies that were due to changes in van der Waals parameters were in general less accurate than calculated free energies due to electrostatics. This was related to the fimctional form of the van der Waals parameters and the amount of sampling performed. Nonetheless, these free energy changes could be calculated with much smaller errors than enthalpies (1).
5) The calculated free energies for charged amino acids are reasonable, and correctly ordered (21) by scaling them to reHoisI / \ produce tie experi-H.008 096Hoo96 mental electric dipole moments.
portant in determining these free energies of solvation (23). There is reasonable agreement between the calculated and experimental free energies of solvation ( (19) . Second, an "additive" partial charge model for p-nitrophenol was constructed with the charges of nitrobenzene, phenol, and benzene as described and shown in Fig.  2 . This is compared with the real charge distribution (19) determined for p-nitrophenol also shown in Fig. 2 . The free energy calculations were then performed by perturbing thep-nitrophenol molecule from the additive charge distribution into its "real" charge distribution. This process resulted in a free energy change of -0.9 ? 0.2 kcal/ mol, which is in agreement with the experimental nonadditivity of -0.8 kcal/mol. The results of this simulation show quantitatively how the resonance interaction between the nitro and hydroxyl groups increases the polarity of nitrophenol, which leads to a stronger interaction with water.
Nucleic acid solvation is a difficult case experimentally because the base "side chains" of nucleic acids appear to be too water-soluble to measure their free energy of solvation directly (25) . It may be possible to measure the free energy of solvation of these bases experimentally; thus we can make a prediction of their solvation free energies. We used an Nl-methyl model for pyrimidines and an N9-methyl model for purines and the molecular mechanical model for nucleic acids (17). The calculated relative and absolute solvation energies of these pyrimidines and purines (Table 2) show that the solvation free energy of thymine should be measurable with current methods but that the values for the other bases will be difficult to determine directly. These values could also be used as reference values for simpler solvation theories (26).
Adenine and thymine have almost equal dipole moments, yet adenine has a much larger electrostatic solvation energy ( Table  2) . If partial charges are derived to fit electrostatic potentials, then the higher order electrostatic multipoles are usually well represented. Both the actual quantum mechanical calculations and the partial charge models showed that adenine had a substantially larger quadrupole moment than thymine, which can account for the larger electrostatic free energy found for adenine. Thus an accurate representation of at least the first two nonvanishing multipole moments, which had earlier been shown to play a role in determining the directionality of intermolecular interactions (27) , has been shown to also be important in describing solvation effects.
The understanding of solvation and desolvation of nucleic acids is critical if the intermolecular interactions of nucleic acids with drugs or proteins is to be described. As an example, a comparison was made between the molecular mechanical interaction energy of deoxyguanosine 5'-phosphate (dGMP) and deoxythymidine 5'-phosphate (dTMP) with staphylococcal nuclease. We calculated that dGMP would interact more strongly with the protein by about 6 kcal/mol (28). However, it requires 11.8 kcal/mol more energy to desolvate guanine than thymine; thus the theoretical model that includes solvation effects correctly reproduces the experimental observation that dTMP is a better inhibitor of the enzyme than dGMP (29) .
One can also use these free energy methods to calculate protein stability (30). We performed a free energy perturbation calculation in which a "buried" leucine (residue 33 in the chymotrypsin numbering scheme) side chain in trypsin is changed into alanine. This is compared to a mutation of Leu into Ala in solution as a reference to determine the relative stability of the native structure relative to a denatured structure, in which this group may be fully exposed.
The simulation was performed by allowing only those residues within 8 A of the perturbed groups to move. An all-atom representation (17) was used for the protein together with the computational protocols we have described to perform the simulation. The various free energy changes (Table  2 ) suggest that this mutation should destabilize the enzyme by about 1 kcal/mol. Further studies to "design" more stable proteins should allow the critical assessment of these methods for predictions on the effects of site-directed mutants in proteins. By simulating the Asn 155 --Ala 155 mutation in both Michaelis complexes and tetrahedral intermediates, we have been able to predict the effect of mutations on binding as well as on the catalytic properties of subtilisin (31). 85 D) , whereas the solute molecules had partial charges scaled to reproduce relevant gas-phase dipole moments. The fact that no polarization of the solute was included in the model does not appear to be a problem in reproducing experimental solvation free energies of neutral molecules. In addition, another useful feature of the free energy perturbation method was that solvation energies could be calculated with a low statistical error. Thus the method can be used to refine the Hamiltonian representation (partial charges and other parameters) of the system (34).
The free energy is a state function; its value must be independent of the path between states. However, not all pathways are identical, because there will be a different set of energy barriers that must be traversed in each case that requires different amounts of time to complete the transformation. For a finite computer simulation, the practical problem is to find a pathway that can be adequately sampled with the computational resources available. For these reasons electrostatic decoupling was necessary; when both van der Waals parameters and charges were changed simultaneously, artificially large free energy changes could result because electrostatic energies would be overestimated.
Similar considerations were relevant for the evaluation of van der Waals energy changes. All such perturbations were performed with the slow growth method. For van der Waals changes, small configurational fluctuations during the simulation could result in relatively large fluctuations in the perturbed energy that could more easily cause artifacts in the statistical sampling in the window method. However, one difficulty with the slow growth method was that it was not clear how many time steps would be necessary for any particular change. To determine a reasonable value, three simulations were performed to evaluate the solvation free energy of neon with periods of 20, 30, and 40 psec in each direction. The simulations were done both by growing and disappearing neon to check for possible hysteresis. All three simulations produced values of about 2.3 ? 0.5 kcal/mol, which compared well with the experimental value of 2.4 kcal/mol, although the calculated values for growing neon were about 1 kcal/ mol larger than for its disappearance. We chose the intermediate value of 30 psec (30,000 steps at 0.001-psec time steps) for all van der Waals calculations. The use of 30,000 steps for all our van der Waals simulations could be questioned, since more sampling should be required for 3-methylindole than neon. However, our interest was to test these methods on as many cases as possible and not to concentrate on only one or two examples. One would expect less hysteresis if the total number of steps was increased for larger changes (20) .
The ability to simulate free energies rather than enthalpies in the complex systems studied here is an exciting advance. Not only are there much smaller statistical errors inherent in calculating free energies than enthalpies, but free energy is the quantity of most relevance in physical chemical experiments. No.721 
