End-users utilize chemical search engines to search for chemical formulae and chemical names. Chemical search engines identify and index chemical formulae and chemical names appearing in text documents to support efficient search and retrieval in the future. Identifying chemical formulae and chemical names in text automatically has been a hard problem that has met with varying degrees of success in the past. We propose algorithms for chemical formula and chemical name tagging using Conditional Random Fields (CRFs) and Support Vector Machines (SVMs) that achieve higher accuracy than existing (published) methods. After chemical entities have been identified in text documents, they must be indexed. In order to support userprovided search queries that require a partial match between the chemical name segment used as a keyword or a partial chemical formula, all possible (or a significant number of) subformulae of formulae that appear in any document and all possible subterms (e.g., "methyl") of chemical names (e.g., "methylethyl ketone") must be indexed. Indexing all possible subformulae and subterms results in an exponential increase in the storage and memory requirements as well as the time taken to process the indices. We propose techniques to prune the indices significantly without reducing the quality of the returned results significantly. Finally, we propose multiple query semantics to allow users to pose different types of partial search queries for chemical entities. We demonstrate empirically that our search engines improve the relevance of the returned results for search queries involving chemical entities.
INTRODUCTION
End-users demand fast responses to searches for chemical entities, such as chemical formulae and chemical names, over large corpora of documents. A chemical search engine must identify the occurrences of all instances of chemical entities 1 appearing in text documents and index them in order to enable fast access. The processing and indexing of the documents are conducted offline. However, for large document corpora or digital libraries we still require reasonable processing and indexing times.
Tagging chemical formulae and chemical names is a hard problem because of the inherent ambiguity in natural language text. Corbett et al. indicate that interannotator agreement (F-score) for a task of tagging named chemical entities in full-text chemistry papers is 93% [Corbett et al. 2007 ]. We show that using supervised machinelearning-based algorithms, chemical names and chemical formulae can be tagged with reasonably high accuracy. Our system tags chemical names and formulae using Conditional Random Fields (CRFs), a discriminative, probabilistic, undirected graphical model that has been widely used for labeling sequential data such as text documents or biological sequences) [Lafferty et al. 2001] .
Consider a researcher in environmental chemical kinetics who wishes to search for papers on the interactions of sodium acetate (also known as the sodium salt of acetic acid) with an aluminosilicate surface at different values of solution acidity (given in pH units). Many entities of chemical interest are involved, including the acetate ion, which may be protonated or deprotonated depending on pH; the sodium cations; and the aluminosilicate surface, which contains (among other entities) Al-OH groups, Si-OH groups, various protonated or deprotonated versions of these sites (depending on pH), and specific Si-O-Al, Si-O-Si, and possibly Al-O-Al linkages. Chemical entity search on these species run from the simple (sodium cations) to the more complex Si − O − H + 2 groups at a specific pH. In our search engine, the chemist can pose such searches using chemical names, chemical formulae, and other keywords.
Chemists and other users of chemical search engines may desire to input a partial forumla or a part of a chemical name.
2 They expect that the search engine should return documents having chemical entities that contain the partial formula or chemical name. For example, a user may search with CH 3 and expect the search engine to return a ranked set of documents with chemical formula containing the partial formula CH 3 . Another example, as outlined in eChemPortal, is when a user searches for "tert-butylphenol". The search engine should return the set of documents that contain the term "tert-butylphenol". Search engines use indexes to enable efficient, real-time query answering [Manning et al. 2008] . In order to efficiently support such partial term searches, a chemical search engine can index partial terms or partial formulae in advance (before the query has been posed by the user). If the search engine must Identifying, Indexing, and Ranking Chemical Formulae and Chemical Names 12:3 index all possible subformulae of any formula appearing in a document or to index all possible subterms of a chemical name, the size of the index will be prohibitively large and building such an index will be prohibitively expensive, both with respect to memory and processing time requirements. To address this problem, we propose index pruning techniques that reduce the size of the index to a manageable size while avoiding significant degradation in the quality of the search results (see Section 6.3). Users search for chemical formulae using various forms of the same basic formula, for instance, they may search for CH 3 CO O H or for C 2 H 4 O 2 . Although the majority of documents (278,000 as obtained from a major search engine) use the formula CH 3 CO O H, the formula C 2 H 4 O 2 appears in a substantial number of documents (40,000 from the same search engine). For larger chemical formulae, without accepted canonical forms, the diversity is even greater. A user who searches using one form of the formula may prefer all documents with the different forms of the formula to be returned. The search engine at ChemIndustry.com returns the "synonyms" of a chemical formula and the documents containing any of these synonyms. In order to build search engines that cater to this requirement, a search engine must identify chemical formulae and understand the equivalence among chemical formulae. Our search engine identifies chemical formulae, disambiguates them from other nonchemical-entityrelated abbreviations (e.g., "OH" may refer to the hydroxyl group or the state of Ohio), and indexes them. We support multiple query semantics to allow for exact chemical formula and chemical name searches, partial searches, and fuzzy searches for similar chemicals. Identifying whether a term refers to a chemical formula or chemical name or neither is a hard problem because it requires context-sensitive, natural language analysis. Because we intend to apply our techniques over documents crawled daily from the World Wide Web and have limited computational resources, our algorithms must be highly scalable. Hence, we have strived to reduce the size of our data structures. We show how our indices can be pruned to reduce memory requirements and improve the runtime without sacrificing the quality of the search results.
To support partial chemical name searches, our search engine also segments a chemical name into meaningful subterms (e.g., "ethyl" and "methyl" as opposed to "ethy" and "lmethy", etc.) automatically. Such segmentation and indexing allow end-users to perform partial name searches. Typically, tools, such as Name=Struct [Brecher 1999 ], CHEMorph [Kremer et al. 2006] , and OPSIN [Corbett and Murray-Rust 2006] , segment a chemical name into its morphemes, map the morphemes into their chemical structures, and use these structures to construct the structure of the named chemical. We believe that our segmentation algorithm can be used by name-to-structure generating software for segmenting a chemical name to its constituent morphemes. Our algorithm mines independent frequent substring patterns in the text corpus, and uses information about those substring patterns for chemical name segmentation, and then indexes the subterms obtained by segmenting the chemical name. The advantage of our algorithm over existing alternatives (see Section 2) is that we do not require the use of dictionaries or lexicons. To index chemical formulae, we propose an index pruning strategy based on a sequential feature selection algorithm that selects frequent and discriminative substrings of formulae as features to index.
End-users can query our system with queries having different types of semantics and obtain a set of documents that have exact, partial, or fuzzy occurrences of the query keyword or formula. Our system returns a ranked list of documents based on different ranking functions that we have proposed for each type of query. In response to a chemical formula search, our system suggests a set of related chemical formulae. The set of chemical formulae are displayed above the list of returned documents. A user can click on one of the suggested formulae to further refine the query and retrieve a set of documents pertaining to that particular formula. Our experiments show that our chemical formula and name search engine outperforms general-purpose search engines (as expected) and provides better results than Oscar3, [Corbett and Murray-Rust 2006] (version Alpha1, the latest version available at the time this work was done) and a rule-based search engine on our dataset. However, as the Netflix Prize, 3 the KDD Cup 2009 4 challenges, and other research projects (for a tutorial see Polikar [2006] ) have shown, to obtain the best performance in any real-life annotation or classification task, one has to employ an ensemble of different classifiers. Our CRF-based tagging module can be a significant component of such an ensemble in conjunction with the methods utilized by Oscar3 and other related tools; therein lies the importance of this work.
We believe that constructing an accurate domain-specific search engine is a hard task due to a variety of problems; we only address a few of them here. One source of problems is inaccurate format conversion, for example, due to noisy PDF document to text conversion. Recovering from these errors in future stages of processing is difficult.
Another problem is that chemical lexicons, such as PubChem, 5 are incomplete and contain inaccuracies. For example, PubChem listed "methane" and "carbon" as synonyms. If a search engine uses the synonym list from PubChem to expand queries, it will return documents containing the term "carbon" in response to an end-user query for "methane". If a clean dictionary were available, our system could easily be extended to use the dictionary. In response to a user query the dictionary could be consulted to obtain synonyms, and the original query along with the synonyms could be looked up to obtain the result set.
Our search engine performs the following steps : (1) mining chemical formulae and chemical names in text, (2) indexing of chemical formulae and chemical names, and (3) supporting users who search for information using chemical names and chemical formulae along with other keywords. In the first step, our algorithm tags chemical formulae and chemical names in text. In the second step, each chemical formula and name is indexed. In the third step, using novel ranking functions, the search engine ranks the returned documents and presents them to the end-user. As an alternative to the steps our search engine takes, an argument can be made to convert all chemical names to their chemical structure and then enable search using structural similarity [Sun et al. 2009a,b] . However, a chemical name may have semantics that can be lost while transforming the name into a structure. For example, users searching for "graphite" and "diamond" may expect different results even though they may be mapped to the same chemical formula.
The major contributions of our work are as follows.
-C1. We propose algorithms for chemical formula and chemical name tagging using Conditional Random Fields (CRFs), and compare them with those using other supervised learning methods such as Support Vector Machines (SVMs) [Burges 1998 ]. We adapt CRFs by including parameters for decision-boundary tuning necessary to handle unbalanced entity distributions (chemical names and formulae occur significantly less frequently than nonchemical entities in text). We use stacked CRFs to tag chemical formulae and chemical names using information about: (a) the topics discussed in the document, (b) sentence-level features such as which section of a document a sentence appears in, and (c) term-level features to tag chemical formula or chemical names more accurately (see Section 3.3 for details).
Identifying, Indexing, and Ranking Chemical Formulae and Chemical Names 12:5 -C2. In order to support partial term querying, for instance, to enable a user's keyword query "methyl" to match a document with the term "methylethyl", our algorithm automatically segments chemical names and indexes them. We introduce a new concept, independent frequent subsequences, and propose an algorithm to mine these subsequences in order to discover meaningful subterms in chemical names. -C3. To reduce the size of the index, and thereby make the system more efficient, we propose an unsupervised method for hierarchical text segmentation and use it for chemical name index pruning. We use a sequential feature selection algorithm based on the frequency and discrimination power of features for chemical formula index pruning. We see that a search engine using the pruned index returns similar results to that returned by one using the full index; however, the memory requirements of the pruned index and the running time of the search system are improved significantly by the pruned index. -C4. We present various query models for chemical formula or chemical name searches and propose corresponding ranking functions. Our system supports each of these query models.
Our chemical-entity-aware search engine is an integral part of Chem X Seer, 6 a digital library for chemistry. The proposed architecture of our chemical-entity-aware search engine is shown in Figure 1 .
The rest of this article is organized as follows: Section 2 reviews related work. Section 3 presents approaches to chemical entity tagging based on CRFs, stacked CRFs, and SVMs. Section 4 describes the indexing schemes and related algorithms for sequential feature selection, independent frequent subsequence mining, and hierarchical text segmentation. Section 5 introduces query models, and ranking functions for name and formula searches. Section 6 presents experiments and results. Conclusions and future directions are discussed in Section 7. 
RELATED WORK
Related work falls into two categories: (1) entity extraction from the text, and (2) indexing and searching for chemical structure information. Banville has provided a highlevel overview for mining chemical structure information from the literature [Banville 2006 ].
Entity Extraction
Hidden Markov Models (HMMs) [Baum and Petrie 1966; Baum et al. 1970 ] are commonly used to label or segment sequences. HMMs have a conditional independence assumption where given the hidden state, observations are independent [Lafferty et al. 2001] . Thus, an HMM cannot capture the interactions between adjacent tokens. Another category of entity extraction methods is based on Maximum Entropy (ME) [Borthwick 1999 ], which introduces an exponential probabilistic model based on binary features extracted from sequences and estimate parameters using maximum likelihood. Maximum Entropy Markov Models (MEMMs) [McCallum et al. 2000] are also exponential probabilistic models that take the observation features as input, and output a distribution over possible next states, but they suffer the label-bias problem where states with low entropy next-state distributions effectively ignore observations when conditioning on data. Different from directed graph-based models like HMMs and MEMMs, CRFs [Lafferty et al. 2001 ] are exponential probabilistic undirected graphical models. CRFs relax the conditional independence assumption of HMMs and avoid the label-bias problem of MEMMs. The independence assumption is relaxed and multiple interactions among adjacent words in text and long-range dependencies are modeled.
Chemical Entity Extraction.
Although methods for converting a chemical name to chemical structure have been proposed since 1962 [Garfield 1962 ], automatic recognition of chemical names in natural language and an enhanced chemical-name identification algorithm were first presented by Hodge at the American Chemical Society meeting in 1989. Unfortunately, we were unable to find any subsequent article describing these methods we could implement and compare [Hodge et al. 1989; Hodge 1991] .
Kemp and Lynch discuss a method to identify specific chemical names but do not extract general chemical names like "alkoxycarbonyl", "halide", "hydrocarbon", etc., from text [Kemp and Lynch 1998] . As evidenced by the most-popular-search list on chemindustry.com, a popular hub for chemical information on the Web, the general chemical name "nylon" is the second most popular search term and another general chemical name, "silicone" is the fourth most popular term.
7 Our system tags and allows for the retrieval of general chemical names, as well. Their method requires substantial manual culling; we present automatic methods.
Wilbur et al. have evaluated three methods for chemical name tagging [Wilbur et al. 1999] . The first method segments a chemical name into its morphemes and checks whether the morphemes appear in a dictionary. They also evaluate two methods based on Bayesian classification schemes using n-grams. They show that one of their Bayesian classification methods using n-grams outperforms the segmentationbased method and the other Bayesian methods.
Narayanaswamy et al. proposed a rule-based algorithm for identifying chemical names in text documents [Narayanaswamy et al. 2003 ]. Their paper does not provide the entire set of rules and features on which their system is based, and thus we cannot Identifying, Indexing, and Ranking Chemical Formulae and Chemical Names 12:7 reproduce their system for a direct comparison. The features they mention in the paper, such as the existence of capital letters and numbers, have been used as features in our system. Our system uses additional features beyond those mentioned in their paper. We have observed that these additional features improve the precision and recall of the named entity tagging task. Vasserman examined Wilbur's method and found that their n-gram-based approach shows "significantly lower performance" on his data [Vasserman 2004 ]. Vasserman's methods are completely unsupervised, and he shows that the best performance is obtained by using n-grams and naiive Bayes models; their precision/recall numbers, while high, are lower than that shown to be achievable by our methods. Both Wilbur's and Vasserman's methods attempt to classify only predetermined tokens, unlike ours.
Other previous attempts at chemical entity tagging use both machine learning approaches [Wren 2006 ] and rule-based approaches. 8 Corbett and Murray-Rust proposed Oscar3, an improvement on Oscar2 [Corbett and Murray-Rust 2006] . Besides its other features, Oscar3 provides chemical entity tagging. Their unsupervised chemical name recognition algorithm is also based on an n-gram-based method like Wilbur's and Vasserman's but uses modified Knesser-Ney smoothing [Kneser and Ney 1995] . Oscar3 reports precision and recall numbers ranging from 60% to 80%. In 2008, Corbett and Copestake published a method based on using "character-based n-grams, Maximum Entropy Markov Models (MEMM) [McCallum et al. 2000] , and rescoring to recognize chemical names and other such entities" [Corbett and Copestake 2008] . Their algorithm was deployed by subsequent versions of Oscar3. Corbett and Copestake report a maximum F-score of 80.7(85% precision and 81.6% recall) on PubMed abstracts. Corbett and Copestake acknowledge that MEMMs suffer a label-bias problem but they nevertheless advocate the use of MEMMs because of "advantages such as shorter training cycles". While training MEMMs is undoubtedly faster than training CRFs, their testing times are comparable. Training these classifiers is done offline and with today's faster machines, training a CRF can be achieved in reasonable times as shown in this work. We advocate using a CRF because it avoids the label-bias problem and improves the classification accuracy.
Our supervised method requires more human effort in training the system by needing between 100-200 tagged documents. However, we observed that our system provides better precision and recall numbers and higher accuracy with respect to the chemical entity tagging task on our dataset. Oscar3 is a more mature tool than ours and can search across different representations of the same compound. Our focus is not as broad as that of Oscar3. Instead, we focus primarily on chemical formula and name tagging, indexing, and search algorithms. Our efforts will not replace Oscar3 but are complementary. In many existing problems, an ensemble classifier using multiple base techniques outperforms any single classifier [Polikar 2006 ]. We believe that our algorithm can be used in conjunction with Oscar3 to form such an ensemble classifier to provide improved chemical formula and name tagging.
After our initial work [Sun et al. 2007b [Sun et al. , 2008 , Klinger et al. [2008] also obtained similar results as ours using Conditional Random Fields to detect IUPAC and IUPAClike chemical names; however, they did not address the tagging of chemical formulae or common chemical names.
Classifiers such as SVMs 9 [Bordes et al. 2005; Joachims 1999 ] can be applied to tag chemical formulae. Entity tagging in text is usually an asymmetric binary classification problem on imbalanced data, where there are many more false samples than true samples, but the precision and recall of the true class are more important than the To the best of our knowledge, no methods to tune the decision boundary for CRFs exist.
In this work, we address this issue.
Chemical Name Segmentation
Our search engine must segment chemical names automatically because of the following reasons.
(1) The search engine uses the segments as features to identify chemical name segments and thereby tag a chemical entity as a chemical name. (2) The search engine indexes the chemical name segments to enable search.
To understand why we need chemical name segmentation for chemical name search, consider, for example, the chemical name acetaldoxime. Our segmentation algorithm segments it into the segments acet and aldoxime. Thereafter, aldoxime is segmented into ald and oxime. Consequently, if the end-user searches for the term aldoxime or oxime, our system can return the documents referring to acetaldoxime. Like all search engines, we use a ranking function to determine the rank of a document containing the term "acetaldoxime". The rank of a document containing acetaldoxime would vary depending upon the query term (i.e., whether the query is for acetaldoxime or aldoxime or oxime).
We believe that the benefits of our automated segmentation method over existing methods are twofold.
(1) Most existing methods listed earlier require a dictionary or list of morphemes and a set of regular expressions created manually in order to segment chemical names. We now review the existing works in this area and contrast them with ours. In his seminal work, Garfield proposes a technique to construct the chemical formula from a chemical name by breaking down the chemical name into its morphemes [Garfield 1962 ]. Garfield's method uses a dictionary of morphemes and a method that shows how the data can be examined to identify morphemes. His method considers the rightmost eight characters in a chemical name, and looks up the chemical name in a dictionary. For example, but in butane is a morpheme, while but in nembutal is not. Garfield's Identifying, Indexing, and Ranking Chemical Formulae and Chemical Names 12:9 method identifies morphemes that can be substituted for each other and checks if the substituted chemical name occurs in the data to determine whether a string in a term is a morpheme. The string but in butane can be replaced by another morpheme hex to create a term that occurs in the literature like hexane. However, for the term nembutal, the corresponding term nemhexal does not appear in the literature. Therefore, but is considered a morpheme in butane but not in nembutal. Our problem of segmenting chemical names is the same as Garfield's problem of detecting morphemes from chemicals. Garfield's method suffers the following problem. Since his algorithm attempts to match the longest string from the right to left, it would segment tribromethanol as tri-bro-methanol or tribro-methanol; however , the term should be segmented as tri-brom-ethanol. Van der Stouw et al. proposed a method to convert chemical names to chemical formulae [Vander Stouw et al. 1967] , used by the Chemical Abstract Service in 1967, that processes chemical names from left to right. However, their description of the algorithm remains anecdotal. They do not provide enough details for us to reimplement their algorithm. They claim that their algorithm works in about 60% of the cases and with additional studies can be enhanced to cover "80 to 85% of names of carboncontaining compounds" [Vander Stouw et al. 1967] . The Chemical Abstract Service has also published the Registry File Basic Name Segment Dictionary in 1993 [ACS 1993] . The document provides a left-to-right chemical name segmentation algorithm.
Cooke-Fox et al. proposed context-free grammars for various types of organic chemical compounds and a parser based on the grammar to segment chemical names [CookeFox et al. 1989 ]. Brecher indicated that a rigid grammar-based method does not work, because people use chemical names that do not conform to the formalized rules that were proposed by Cooke-Fox et al. [Brecher 1999] . He validated this claim by examining "chemical sites on the Internet" and "catalogs produced by commercial chemical vendors". Brecher proposed a practical system "Name=Struct". However, again the details provided in their article do not allow a full reconstruction of their method. Since Brecher undertook the work while at CambridgeSoft, his software is also not available freely. Corbett and Murray-Rust have proposed the OPSIN subsystem as part of the OSCAR3 system [Corbett and Murray-Rust 2006] . OPSIN uses a finite-state grammar, which is "less expressive but more tractable" than the context-free grammars used in previous methods along with a set of informal rules. Their tokenization is based on "a list of multi-character tokens" and "a set of regular expressions", both created manually.
If a user posed a query by drawing a chemical structure, the structure could be converted to a name and matched against chemical names in text documents. AutoNom, a tool that converts a chemical structure into a chemical name, claimed to be the "first general program for" such conversion [Wisniewski 1990 ]. ACD Labs claims that the ACD/Name 10 "systematic nomenclature software" is "a current industry standard" for converting drawn chemical structures into chemical names.
Apart from chemical name segmentation, automatic text segmentation techniques have been used in other contexts. Zhao et al. proposed a method for segmenting a text string into structured records [Zhao et al. 2008] . Their technique is useful for segmenting text containing relational attributes like addresses, citations, etc., and segments a text string into its n attributes given n. The number of segments in different chemical names varies and thus their method cannot be applied for our purposes.
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CHEMICAL ENTITY EXTRACTION
In this section, we discuss methods for tagging chemical entities.
Chemical Entities
In this work, we address the problem of tagging the following entities in text: chemical formulae (e.g., CH 4 ), trivial chemical names (e.g., water; including common or trade names like viagara, paraquat, etc.), systematic chemical names, such as those conforming to IUPAC nomenclature (e.g., 2-acetoxybenzoic acid), and semisystematic organic chemical names (e.g., calciferol). A chemical formula can represent different compounds, and a compound may have different formulae and name representations. A partial formula is also a formula, by definition, but may not be a meaningful formula. For example, CH 3 (CH 2 ) 2 O H is a chemical formula, and C, CH 2 , (CH 2 ) 2 , and CH 3 (CH 2 ) 2 O H all are partial formulae. Currently, our system does not tag abbreviations, for instance, EtOAc, M(acac) 3 , or wildcards (e.g., R in RO H, X in CH 3 CH 2 X ) as chemical formulae. We believe that extending our methods to address chemical formulae that have place-holders for elements should be straightforward. For example, adding terms like acac, the wildcard R or X into our vocabulary should easily extend our method to handle most abbreviations and wildcards. However, processing abbreviations, like EtOAc, would still remain harder to tag and will be handled in future work.
Chemical names are harder to define precisely; we provide some discussion here regarding the types of names our system was trained to detect. We tag any term that refers to the name of a chemical compound as a chemical name, for example, methane. [Corbett et al. 2007 ]. Our system does not tag chemical reactions because our focus is on the narrower class of chemical names. The system does not tag chemical adjectives separately but does tag the chemical adjective followed by the noun as a chemical name, for example, "ascorbic acid". Similarly, it does not detect and tag chemical prefixes separately. Furthermore, separating chemical compounds from enzymes or biological macro-molecules is beyond the scope of this work. Thus, we tag each of them as chemical names. We do not tag InChIs or CAS numbers as chemical formulae or chemical names. Corbett and Batchelor have proposed an annotation manual that runs over 31 pages and contains 91 rules (obtained via personal communication). Our instructions to the annotator was as indicated before and thus at a higher level than that in the detailed specification proposed by Corbett and Batchelor. We believe that machine learning methods to mine textual chemical molecule information using domain knowledge are desired for the following reasons: 1) Two types of ambiguity exist for tagging chemical formulae. First, even though the string pattern may be similar to a formula at first glance, in reality it may be an abbreviation, for example, NIH. Second, even though a string appears to be a chemical formula, it may be a word, e.g., I (Iodine) versus the pronoun I, He (Helium) versus the pronoun He, In (Indium) versus the preposition In., for instance, 2) Because a chemical name can be a long phrase in the text, segmenting it from the context is also challenging, especially when there are ambiguous terms or other chemical names surrounding it. (3) If a system matches a term to terms occurring in a chemistry lexicon, then it will miss newly coined names and names not present in an incomplete lexicon. Furthermore, it cannot handle noisy strings, for example, those that occur because of small misspellings. We present text fragments to show the two types of ambiguities of chemical formulae and the segmentation issue of chemical names in Figure 2 . We present our use of supervised machine learning algorithms, specifically CRFs and SVMs in the remainder of this section. First, we describe the features that we use for our classification and then we discuss the classification algorithms.
Feature Set
Our algorithm uses two categories of state features from sequences of terms in the text: single-term features, and overlapping features from adjacent terms. Single-term features are of two types: surficial features and advanced features. Surficial features can be observed directly from a term, such as word or word prefix and suffix features, orthographic features, or lists of specific terms. The lists of specific terms we used are comprised of lists of chemical symbols, for example, "C", "H", etc., lists of abbreviations that are not chemical terms, for example, "NSF", "NIH", etc., lists of abbreviations of countries and U.S. states that are not chemical terms, like "US", "UK", "OH", "CA". Note that some features are associated with positive examples and others are features of negative examples. The classifier will learn the weights of these features.
Additionally, our algorithms use a set of Parts-Of-Speech (POS) tagging features extracted using an open-source natural language processing tool, such as OpenNLP.
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We used overlapping features (described next in more detail), for example, we used a feature that checks whether a word begins with a capital letter and the following word has a PO S-tag of verb. We also used rule-based features that match string patterns using domain knowledge from chemistry. For chemical name tagging, we used WordNet 12 and downloaded a lexicon of chemical names available online 13 . We use both to extract features of a term that we want to tag. For example, a chemical term is more likely to appear in the chemical lexicon. A nonchemical term is more likely to appear in WordNet but not in the chemical lexicon. We use Levenshtein Distance [Levenshtein 1966 ] to allow for some fuzzy matching between the term the algorithm is tagging and a term in the chemical lexicon or a term in WordNet as features. Furthermore, we check whether a term has subterms (i.e., prefix, infix, and suffix) learned from the chemical lexicon based on the method discussed in Section 4.2.1. (term n−1 = ". ∧ term n = initialCapital)=true, and feature (term n = initialCapital ∧ term n+1 = isPO STagV BZ )=true. Consequently, "He" is likely to be an English word instead of Helium. We list some of the features used by our algorithms in Table I .
Stacked Conditional Random Fields
In this subsection, we describe the stacked CRFs that we use for our chemical entity tagging tasks. First, we describe the features used in our CRF classifiers and then we show how we stack the classifiers. There are two types of features, state features
to consider mutual dependence of vertex labels (y i−1 and y i ) for each edge e in G. We use two types of state features: single-vertex features obtained from the observation of a single vertex and overlapping features obtained from the observations of adjacent vertices. Transition features are cooccurrence of vertex labels and state features. Each feature has a weight λ j to specify how much the corresponding feature is favored. The weight λ j should be highly positive if feature j tends to be "on" for the training data, and highly negative if it tends to be "off ".
Although CRFs can model multiple and long-term dependencies and may have better performance than models that do not consider those dependencies [Li and McCallum 2005] , in practice only short-term dependencies and features of neighbors of each vertex (i.e., a word occurrence) are considered due to the following reasons: (1) we usually do not know what kinds of long-term dependencies exist; (2) too many features will be extracted if all kinds of long-term features are considered; and (3) most long-term features are too sparse and specific to be useful.
However, dependencies across levels may be useful to improve the accuracy of tagging tasks. For example, at document level, biological articles have much smaller probabilities of containing chemical names and formulae. At sentence level, sentences in different sections have different probabilities and feature frequencies of the occurrences of chemical names and formulae, for instance, references seldom contain chemical formulae. Based on these observations, we use stacked CRFs as illustrated in Figure 3 . We use classifiers from the highest level to the lowest level of granularity, tag each vertex (e.g., document, sentence, or term) with labels, and use the labels in a higher level as features in a lower level. In principle, at each level, CRFs could be replaced by other unsupervised or supervised classifiers. The probability models of the CRFs from the highest level to the level m for a sequence are defined as 
i , x, i), and
there are two types of features regarding the current observation x and the higher levels of label sequences y 1 , ..., y m−1 : noninteractive features
which have no interaction with the observation sequence x; and interactive features that interact with the observation x. Interactive features are generated by the combination of the noninteractive features and the normal features as defined before at the level m. For example, for vertex i at the level m,
, where s and s are state feature vectors for each vertex with sizes of |s | and |s|, and s is a |s | by |s| matrix of features.
Support Vector Machines
For chemical formula tagging, since each chemical formula is a single term instead of a phrase of several terms, the sequential dependence is not as strong as chemical name tagging, where each chemical name may be a phrase of several terms. Thus, traditional binary classifiers, such as Support Vector Machines (SVMs), can be applied for formula tagging.
Decision Boundary Tuning for Imbalanced Data
We tune our algorithms to handle imbalanced data as follows. An SVM can be tuned by adjusting the classification threshold value t. When t < 0, recall is improved but precision decreases. When t > 0, the converse is expected.
To address the problem of imbalanced training datasets while using CRFs we use a weight parameter θ to boost features corresponding to the true class during the testing process. Analogous to the classification threshold t in SVMs, θ can tune the trade-off between recall and precision, and may be able to improve the overall performance, because the probability of the true class increases. During the testing process, the sequence of labels y is determined by maximizing the probability model
and θ y is a vector with θ y i = θ when y i =true classes, or θ y i = 1 when y i =false class, and λ j are parameters learned while training.
CHEMICAL ENTITY INDEXING
In this section, we discuss the schemes for chemical formula and name indexing. We focus on how to extract and select tokens for indexing, and we discuss index pruning for both chemical name and formula indexing.
Since the number of all possible partial formulae of the set of all chemical formulae is quite large and many of them have redundant information, indexing every possible partial formula is prohibitively expensive. Previous research has shown that small indices that fit into main memory usually have much better search response times [Buttcher and Clarke 2006; de Moura et al. 2005] . We proposed an index pruning algorithm in our previous work [Sun et al. 2007b ] to sequentially select features of partial formulae (a subsequence in a chemical formula) that are frequent and discriminative. The algorithm considers the shortest partial formulae first and then proceeds to consider longer partial formulae.
Our system does not index all possible substrings of chemical names because that would make the index extremely large. Instead, our system hierarchically segments chemical names into "meaningful" substrings and indexes them. For example, for a chemical name string "methylethyl", indexing "methyl" and "ethyl" is enough, while "hyleth" is not necessary. Ideally, an analysis of a query log would reveal which subformulae are cost-effective to index. However, in the absence of a query log, we assume that infrequent subformulae will also not be frequently queried and thus use an indexing scheme that does not index infrequent subformulae. We use a similar idea and notations about feature selection as those proposed by [Yan et al. 2004] We propose two sequential criteria to select the set of features of subsequences F. The feature selected should be: (1) frequent and (2) its support should not overlap too much with the intersection of the supports of its selected subsequences in F. After the algorithm extracts all chemical formulae from documents, it generates the set of all partial formulae and records their frequencies. For the second criterion, we define a discriminative score for each feature candidate with respect to F. Similar to the definitions proposed by Yan et al. [2004] D H ) , the sequence CH 4 is considered discriminative with respect to the feature set F. The discriminative score for each subformula candidate s with respect to F is defined as.
In the last example, α CH 4 = 4/1 = 4. Algorithm 1 shows the sequential feature selection algorithm. The algorithm starts with an empty set F of selected features. First, the candidate set of features C is sorted (line 2). For each frequent candidate sequence s in C, if the discriminative score α s is larger than the threshold, s is selected and added to F. Note that only selected sequences at the previous steps are considered to compute the discriminative scores. 
Chemical Name Indexing
Before a chemical name is indexed, it must be segmented into its subterms (or morphemes). A chemical name is first segmented using the punctuations that appear in it, for example, 10-hydroxy-trans-3-oxadecalin will be first segmented into its subterms 10, hydroxy, trans, 3, and oxydecalin. Then, these terms individually will be segmented into their morphemes, for example, oxydecalin will be segmented into the subterms oxy and decalin. Similarly, the chemical name (1R*, 3S*)-1-Bromo-3-chlorocyclohexane will be segmented using the parenthesis, the comma, and the hyphens as delimiters and then further broken down into the morphemes of the term chlorocyclohexane. The subterms and their positions in the name are indexed. However, because we do not interpret the chemical name into a structure, we do not try to interpret the locant information, Greek letters (say representing phases), or stereochemical identifiers. We treat them as subterms in a sequence of terms making up a chemical name. If the end-user wants a "cis" or a "trans" isomer and this term appears in the name of the chemical compound, the chemical name representing the exact isomer will be ranked first by virtue of matching both the chemical-name-term and the isomer-term followed by those documents where the chemical-name-term matches but the isomer-term does not match.
In this subsection, we have shown how to mine frequent subterms from chemical names, and then how to hierarchically segment chemical names into those discovered subterms that can be used for index construction.
Independent Frequent Subsequence
Mining. In the Section 3.2, we used subterms as features for chemical name tagging. We mined these subterms from the dataset. Our search engine supports subterm-based search. However, the search algorithm must have some additional subtlety; when the user searches for "ethyl", we should not return the documents that contain "methyl" before the documents that contain the term "ethyl" not as a substring of methyl. Due to this subtlety, simply using maximal frequent subsequences as defined by Yang [2004] is not enough. We define the concept of independent frequent subsequence shortly to address this subtlety. Our system attempts to identify independent frequent subsequences and index them. In the rest of this article, we use "subterm" to refer to a substring in a term that appears frequently. Independent frequent subterms and their frequencies can be used in hierarchical 
An unique occurrence does not overlap with any other occurrence of a sequence.
For example, the term "methylene" can be thought to have the subsequences "meth", "yl", and "ene". We say Occur ( For example, the frequency of the subsequence "thyl" in the sequence "methylethyl" is two. All frequent subsequences may not be meaningful subterms. All subsequences of a frequent subsequence are frequent, for example, "methyl" (−CH 3 ) is a meaningful subterm but "methy" is not, although it is frequent too. Thus, simply mining frequent subsequences results in much redundant information. Previous work gives the following concepts [Yan and Han 2003; Yang 2004 ] to remove redundant information among discovered frequent subsequences (we modify the two definitions to consider subsequence frequencies). For example, in a corpus we used, the term "methy" occurs only as part of the term "methyl" and both terms are frequent. The term "methy" is not in the set of closed frequent subsequences CS for that corpus because there exists a supersequence "methyl" with the same frequency.
Definition 4.5. (Maximal Frequent Subsequence).
A frequent subsequence s is in the set of maximal frequent subsequences MS, iff it has no frequent supersequences. The set of maximal frequent subsequences is MS = {s|s ∈ FS and s ∈ FS such that s ≺ s }.
For example, if "methyl" and "ethyl" are both frequent subsequences in the corpus, then only methyl belongs to the maximal frequent subsequences set MS.
The example in Figure 4 demonstrates the set of closed frequent subsequences, CS, and maximal frequent subsequences, MS. Given D = {methy, metha, met, men, etm} and Freq min = 2, for instance, support D meth = {methy, metha}, D me = {methy, metha, met, men}, etc. The set of frequent subsequences FS = {meth, met, eth, me, et, th} has subterms that are unlikely to be useful as index keys. The set CS = {meth, me, et} removes some redundant information, while the set MS = {meth} removes all redundant information as well as potentially useful information, for example, me and et have occurrences excluding those in meth. In order to decide if me or et are useful to index, we need to determine if me and et are frequent even after excluding their occurrences in Why is computing the CS or MS not sufficient for our application? Consider the case of the subterms "methyl" (-CH 3 ) and "ethyl" (−C 2 H 5 ). Both are independent frequent subsequences in chemical texts, but not a closed or maximally frequent subsequence. For example, for the chemical name in Figure 5 , "methyl" occurs twice and "ethyl" occurs once independently. Assume in the collection of names D, "methyl" occurs 100 times, while "ethyl" occurs 80 times independently. In this case, "ethyl" is not discovered in MS since it has a frequent supersequence "methyl". In CS, "ethyl" occurs 180 times, since for each occurrence of "methyl", an "ethyl" occurs. Thus, CS overestimates the probability of "ethyl" that is used for hierarchical text segmentation (described in the next subsection). If a bias exists while estimating the probability of subterms, the quality of the segmentation result suffers.
Based on these observations, we propose an algorithm (Algorithm 2, IFSM) that mines independent frequent subsequences from a collection of sequences with an example in Figure 4 . This algorithm scans from the longest to the shortest sequence s, checking if s is frequent. If Freq s ≥ Freq min , the algorithm puts s in IS, removes all occurrences of its subsequences that are in any occurrences of s, and removes all occurrences overlapping with any occurrences of s. If the remaining occurrences of a sequence s still make s frequent, then the algorithm puts s into IS and repeats the removal process. After mining independent frequent subsequences, the independent frequencies of the subsequences can be used to estimate their probabilities for hierarchical text segmentation in the next subsection. For example, for "trimethyl", the correct segmentation is "tri" and "methyl". If we overestimated the probability of "ethyl", the algorithm is likely to segment it into "trim" and "ethyl", because the frequency of "trim" is also not very low.
Hierarchical Text Segmentation.
We propose an unsupervised hierarchical text segmentation method that segments chemical names into terms (Algorithm 3, HTS), and then uses the independent frequent subsequences discovered for further segmentation into subterms (Algorithm 4, DynSeg). DynSeg finds the best segmentation with the maximal probability that is the product of probabilities of each subterm. DynSeg estimates the probability of subterms as
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Algorithm 3: Hierarchical Text Segmentation

Algorithm: HTS(s,I F,P,r):
Input:
A sequence s, a set of independent frequent strings I F with corresponding independent frequency I Freq s ∈IF , a set of natural segmentation symbols with priorities P, and the tree root r.
Output:
The tree root r with a tree representation of s. For each term t with m tokens, a segmentation
is to cluster adjacent tokens into n subsequences, where n = 2 for recursive segmentation. The probability of segmentation is P(seg(t)) = i∈ [1,n] P(s i ), and the corresponding log-likelihood is L(seg(t)) = i∈ [1,n] log(P(s i ))) Thus, maximum (log) likelihood is used to find the best segmentation, seg(t) = argmax seg(t) i∈ [1,n] log(P(s i )).
DynSeg uses dynamic programming for text segmentation [Sun et al. 2007a] . In practice, instead of segmenting text into n parts directly, we use hierarchical segmentation of text, and at each level a text string is segmented into two parts. We opt for hierarchical segmentation for two reasons: (1) determining the appropriate n is difficult, and (2) a text string usually has hierarchically semantic meanings. For example, "methylethyl" is segmented into "methyl" and "ethyl", and then "methyl" into "meth" and "yl", "ethyl" into "eth" and "yl", where "meth" means "one", "eth" means "two", and "yl" means "alkyl". Hence, after hierarchical text segmentation, we need to index substrings at each node on the segmentation tree. If only strings at the high levels are indexed, then nothing is returned when searching for strings at lower levels. If only strings at the lowest levels are indexed, too many candidates are returned for verification. Since the number of strings in the segmentation tree is no more than twice the number of leaves, indexing all of the strings is a reasonable approach, resulting in a reasonable index size. 
Compute all log(I Freq s i ) = log(I Freq
where
using the corresponding seg(t) for M(m, n). 6. if only one s ∈ {s 1 , s 2 ..., s n } = ∅ return; 7. put each s ∈ {s 1 , s 2 ..., s n } ∧ s = ∅ in a child node r ∈ {r 1 , r 2 ..., r n } of r; 8. for each subsequence s in r do 9.
DynSeg(s ,I F,r ,n);
CHEMICAL ENTITY SEARCH
Users may search for one or more chemical formulae or parts of chemical formulae in a search engine. The search engine returns documents that contain the chemical formulae in the query. A user may also enter substrings of chemical names and the search engine should return documents with chemical names containing the search term, for example, a user querying for aldoxime should be able to retrieve documents with the term acetaldoxime (a document with the term acetaldoxime may be ranked after documents with the exact term aldoxime). Our search engine calculates a relevance score of a document in response to a user query by weighting each matched indexed feature based on its length, frequency in entities, and distribution among entities. We propose four basic types of queries for chemical formula search: exact formula search, frequency formula search, subsequence formula search, and similarity formula search; and three basic types of queries for chemical name search: exact name search, substring name search, and similarity name search.
Features based on subsequences (substrings in names and partial formulae in formulae) are used as tokens for search and ranking. Our search engine uses a scoring scheme based on the vector space model [Baeza-Yates and Ribeiro-Neto 1999] to rank retrieved chemical entities. We define subsequence frequency and inverse entity frequency and use them to rank documents as described next.
Definition 5.1. (SF.IEF). Given a collection of entities C, a query q, and an entity e ∈ C, SF(s, e) is the subsequence frequency for each subsequence s e, which is the , e) is the total frequency of all indexed subsequences in e, |C| is the total number of entities in C, and |{e|s e}| is the number of entities that contain subsequence s.
For example, consider the term "methylethyl" and say the terms "methyl" and "ethyl" are indexed. Thus f req(methyl, methylethyl) = 1 and f req(ethyl, methylethyl) = 2 because the sequence "ethyl" appears twice in "methylethyl". Therefore, |methylethyl| = 1 + 2 = 3 and SF(ethyl, methylethyl) = 2/3. Now, let there be 10 entities in C and five of them contain the subsequence ethyl. Therefore, IEF(ethyl) = log(10/5) = log2.
Chemical Formula Search
In this subsection, we introduce four search semantics for chemical formula search.
Frequency formula search allows end-users to list the elements that should be in the formula, and subsequence formula search allows end-users to search by listing functional groups. If the end-user wants an exact match of the term as written, then she can use the exact search. The last type of formula search is similarity search. Similarity search could be performed by converting the chemical formula to a chemical structure [Garfield 1962 ] and then using chemical structure matching [Raymond et al. 2002; Shasha et al. 2002; Willett et al. 1998; Yan et al. 2006 ] to rank documents containing that chemical formula. However, because subgraph isomorphism involved in structure matching is a costly operation, we propose a fast similarity search method based on the appearance of substrings in the user query and the chemical entity terms in a document. We do not claim that these are the only formula search semantics that are necessary, but believe that these methods are interesting and useful. The utility of our methods and usefulness of our proposed semantics need to be validated by a large-scale user study or by examining real query logs of a popular system where these options are made available in the future.
Definition 5.2. (Formula Query and Frequency Range).
A formula query q is a sequence of pairs of a partial formula and the corresponding frequency range < s i , range s i >, where token s i is a chemical element e ∈ E or another chemical formula f , and
For example, the formula query < CH, 1 − 2 >< Cl, 1 > returns a chemical compound that has one or two CH pairs and one chlorine atom.
Exact Formula Search. In this case, a user specifying a formula query gets back documents having formulae that match the query exactly, that is, the elements in the formulae appear in the exact sequence as that specified in the query and the frequency of the elements fall in the range specified in the query. For instance, the query C1-2H4-6 matches CH 4 and C 2 H 6 , but not H 4 C or H 6 C 2 . Exact formula search may at first appear to be too rigorous a category since, for example, a chemical researcher searching for CH 4 would surely want to have her search return results for H 4 C. However, in more complex searches a researcher may have prior knowledge that one particular form of a formula is usually used for their compound of interest. For example, acetic acid is often written as CH 3 CO O H, whereas methyl formate as CH 3 OCO H, both of which have the same general formula H 4 C 2 O 4 . A researcher interested in results Identifying, Indexing, and Ranking Chemical Formulae and Chemical Names 12:23 for only one of these compounds could use the exact formula search in an attempt to discriminate among these forms.
Frequency Formula Searches. Most current chemistry databases support frequency searches as the only query models for formula searches. Our system supports two types of frequency searches: full frequency search and partial frequency search. When a user specifies the query C2H4-6, the system returns documents with the chemical formulae with two C and four to six H, and no other atoms for full frequency search, for instance, C 2 H 4 , and returns formulae with two C, four to six H, and any numbers of other atoms for partial frequency search, for example, C 2 H 4 and C 2 H 4 O.
For a query formula q and a formula f ∈ C, where C is a collection of formulae, the scoring function of frequency searches is given as
where e is a chemical element, | f | = e f f req(e, f ) is the total atom frequency of chemical elements in f , 1/ | f | is a normalizing factor to give a higher score to formulae with fewer atoms, and 1/ e q (IEF(e)) 2 is a factor to normalize the score to one atom, so that scores are comparable between different queries. Normalization does not affect the rank of retrieved formulae for a specific formula query, but affects the rank of retrieved documents when one query contains more than two formula searches. Without this factor, documents containing more occurrences of the longer query formula would receive higher scores. Eq. 4 considers f as a bag of atoms, where e f is a chemical element.
Subsequence Formula Search. In this case, the system returns documents with formulae that contain the formula query as a subsequence. We allow for three types of matches as shown using the following example. For the query COOH, COOH is an exact match (high score), HOOC is a reverse match (medium score), and CHO 2 is a parsed match (low score).
The scoring function for the subsequence formula search is given as
where W mat(q, f ) is the weight for different matching types, such as exact match (high weight, e.g., 1), reverse match (medium weight, e.g., 0.8), and parsed match (low weight, e.g., 0.25), which can be tuned by an expert.
Similarity Formula Search. Similarity searches return documents with chemical formulae that are similar to the query formula. We have not used an edit distance to measure the similarity of two formulae for two reasons: (1) Formulae with more similar strings or substrings may have a large edit distance. For example, H 2 CO 3 can also be written as HC(O)OOH, but the edit distance of them is larger than that of H 2 CO 3 and H NO 3 (6 > 2). Using our partial-formula-based similarity search (Eq. 6), for the query of H 2 CO 3 , HC(O)O O H has a higher ranking score than H NO 3 . (2) Computing edit distances of the query formula and all the formulae in the data set is expensive, so a method based on indexed features of partial formulae is much faster and feasible in practice. Our approach is feature-based similarity search that is based on selected features of partial formulae.
A scoring function such as a sequence kernel [Haussler 1999 ] is designed to measure the similarity between formulae for similarity searches. It maps a query formula into a vector space where each dimension is an indexed partial formula. For instance, the query CH 3 O H is mapped into dimensions of C, H 3 , O, H, CH 3 , and OH, if only these six partial formulae are indexed. Then formulae with those partial formulae (including reverse or parsed matched partial formulae) are retrieved, and scores are computed cumulatively for each substring. Larger partial formulae are given more weight for scoring, and scores of long formulae are normalized by their total frequency of partial formulae. The scoring function of similarity search is given as
where W(s) is the weight of the partial formula s, which is defined as the total atom frequency of s and W mat is as defined earlier.
Chemical Name Search
In this subsection, we introduce the different semantics allowed by our system for chemical name search. Exact name search is used if the user wants an exact match between the query string and the term in the document. A user utilizes a substring name search when the user wants the query term (e.g., aldoxime) to match part of a term (e.g., acetaldoxime). A similarity name search searches for substrings that are common between a query term and a term in the document. We propose a subterm based similarity computation that runs faster than an algorithm that tries to identify the structure from a chemical name and then matches based on structural similarity. For cases where the chemical names are similarly written, we expect the subterms to match. However, in cases where the same chemical can be named in completely different ways (using completely different subterms), our similarity search may not work effectively and a structure-based search will work better. However, in a large digital library we expect precision to be more important than recall; thus even if our similarity name search misses synonyms of the query term, it may produce a reasonable number of matches to satisfy the end-user. The cost-benefit analysis of the different querying models and their popularity is possible to obtain only when a real system provides these search capabilities to the end-user and analyzes their query logs or performs user studies to poll their satisfaction; currently, we do not have any means to perform such a large-scale unbiased user study.
Exact Name Search. An exact name search query returns chemical names with documents where the exact keyword appears.
Substring Name Search. Substring name searches return a ranked list of documents containing chemical names that contain the user-provided keyword as a substring. If the query string is indexed, the results are retrieved directly. Otherwise, the query string is segmented hierarchically. The algorithm looks up the substrings in the index. If an entry exists, the entry is retrieved, otherwise, the substring is further segmented and looked up. Finally, documents that appear in all the index entries retrieved are verified to check whether they contain the query keywords. The ranking function of substring name searches for a query q and a name string e is given as score(q, e) = SF(q, e)IEF(q)/ |e|. Similarity Name Search. Similarity name searches return names that are similar to the query. We design a ranking function based on indexed substrings, so that the query is processed and the ranking score is computed efficiently. First, our algorithm segments a query string hierarchically. Then the algorithm looks up the substrings in the index to retrieve postings lists for each substring and finally scores are computed using Eq. (7). Longer substrings are given higher weights while scoring, and the scores of names are normalized by the total frequency of their substrings. The ranking function is given as
where W(s) is the weight of s, defined as the length of s.
Conjunctive Entity Search and Document Search
Conjunctive searches of the basic chemical entity searches are supported for filtering search results. For example, a user can search formulae that have two to four C, four to ten H, and have a subsequence of CH 2 , using a conjunctive search of a full frequency search C2-4H4-10 and a subsequence formula search of CH 2 . For conjunctive chemical name searches, one can define multiple substrings in a query, so that the satisfied chemical name must contain both of them. Chemical names where both substrings appear in order are given higher priority than those in which only one appears. When a user inputs a query that contains chemical names and formulae as well as other keywords, our search engine performs the following: (1) chemical entity searches are executed to find desired names and formulae, and (2) returned entities as well as other (textual, i.e., nonchemical-formula and nonchemical-name) keywords defined by users are used to retrieve related documents. We use TF.IDF [Spärck Jones 1972] as the ranking function in the second stage, and the ranking scores of each returned chemical entity in the first stage are used as weights of the TF.IDF of each chemical entity when computing the ranking score in the second stage.
EXPERIMENTAL EVALUATION
In this section, we present the results of evaluating our proposed methods empirically. and the runtime of our algorithm is shown in Figure 6 (b). A graduate student manually determined that most of the discovered subterms have semantic meanings in the chemistry domain. Table II shows the most frequent subterms along with their real meanings. Note that "methyl" has a higher frequency than "ethyl" because we only count the independent frequencies. After IFSM, hierarchical text segmentation is tested, and two examples of the results are shown in Figure 7 . We see that most of the segmented subterms have semantic meanings. Not indexing meaningless subterms reduces the size of the index.
Chemical Entity Tagging
To test the performance of our chemical entity tagging, we randomly selected publications from multiple journals crawled from the digital library of the Royal Society of Chemistry. 1 First, 200 documents are selected randomly from the dataset, and a part of each document is selected randomly to construct the training set manually. This dataset is very imbalanced because of the preponderance of terms that are not chemical entities. For example, only 1.59% of the tokens are chemical formulae (5203 formulae versus 321514 nonformula tokens).
Accuracy of Chemical Formula Tagging.
In our experiments to evaluate the tagging of chemical formulae, we test a 2-level stacked CRF(SCRF), where the two levels are the sentence level and the term level. At sentence level, we construct the training set by labeling each sentence as content (document contents) or meta (document metadata, including titles, authors, references, etc.). Then the algorithm uses the sentence tags as features at term level to tag chemical formulae. For formula tagging, we label each token as a formula or a nonformula. We perform ten-fold cross-validation to evaluate sentence and formula tagging. For each testing set of samples obtained from 20 files, the rest of the 180 files are used to train the classifiers. For formula tagging, we evaluate several methods, including rule-based string pattern match, CRFs with different feature sets, SCRFs, SVMs with linear (SVM linear) and polynomial (SVM poly) kernels, and SVM active learning with the linear (LASVM linear) and polynomial (LASVM poly) kernels. SVM light 14 for batch learning and LASVM [Bordes et al. 2005] for active learning are used. We used the CRF tool that is available in MALLET, a Java-based package for statistical natural language processing.
15 For SVMs, we tested the linear, polynomial, RBF, and Gaussian kernels. We show the results of the first two and not the latter because they resulted in worse performances and were more expensive computationally than the linear and polynomial kernels. For CRFs, to avoid the overfitting problem, regularization is used, with σ 2 = 5.0 [Lafferty et al. 2001] . Features are categorized into three subsets: features using rule-based string pattern match (RULE), features using part-of-speech tags (POS), and other features. Four combinations are tested: (1) all features, (2) no POS, (3) no RULE, and (4) no POS or RULE.
We test different values {0.5, 0.75, 1.0, 1.5, 2.0, 2.5, 3.0} for the feature boosting parameter θ for the formula (or the B-name or I-name) class. Note that when θ = 1.0, we have a normal CRF, while when θ > 1.0, the formula (name) class gets more preference over the nonformula (nonname) class. To measure the overall performance, we use F-measure,F = 2PR/(P + R) [McDonald and Pereira 2005] , where P is precision (i.e., the proportion of true instances among all the predicted true instances) and R is recall (i.e., the proportion of predicted true instances among all the true instances). We use the F-measure instead of using an average error rate because the error rate is too small for imbalanced data even if we tag all formulae or chemical names wrongly. Results of average recall, precision, and F-measure for sentence tagging are presented in Table III and formula tagging in Table IV and Figure 9 . Figure 9 shows that using the SCRF, we can obtain a high F-measure with precision near 95% at over 90% recall. The p-values for the t-tests of significance for formula tagging are shown in Table V . The shapes in Figures 9 and 10 show an F-measure curve with a peak. Thus, we can 12:28 B. Sun et al. optimize the classifier by tuning the parameters so that we can achieve performance close to that peak if desired. From Figure 9 , we can see that RULE features contribute more than POS features, because the difference between curves with or without POS features is significantly smaller than that between curves with or without RULE features. Usually, the performance with more features is better than that with fewer features. We can observe that F-measure curves with fewer features have a higher curvature and are more sensitive to θ than those with more features. We have the best overall performance based on Fmeasure for θ = 1.5 using all features and, for this case, recall and precision are more balanced than that in the cases using other θ values. We can also see that SCRFs have the best performance. In comparison to CRFs, SCRFs only have an improvement of 1.15%. However, since the total error rate is just 7.67%, the improvement is about 15% of the total error rate of 7.67%. This shows that long-dependence features at sentence level have positive contributions. The downside of SCRFs is an increased runtime when compared to CRFs. However, because the entity extraction and indexing is being done offline, we believe that the extra cost can be justified by the better performance. Both for SCRFs and CRFs using all features, the best F-measure is reached when θ = 1.5. Based on empirical experiences of using the SVMs, we let C = 1/δ 2 , where
for LASVM, and we use the polynomial kernel (x · x + 1) 3 . We use different decision threshold values {-0.4, -0.2, 0.0, 0.2, 0.4, 0.6, 0.8}. Figure 10(a) shows that CRF and SVM poly perform better than SVM linear, but the difference is not statistically significant at the level of 0.05 (Table V) . All of these classifiers are much better than LASVM and this conclusion is statistically significant. Moreover, we can see that CRF confers more importance to recall than to precision as opposed to SVM poly, which values precision more. When the importance of recall is more than that of precision, CRF can produce results with a better F-measure. This observation is important for imbalanced data.
We show the results for formula tagging using all approaches and all features in Table IV and compare them with the string pattern match approach, which has very high recall but quite low precision. We compare the formula tagging results with the GATE Chemistry Tagger. 16 Since it cannot handle superscripts and can recognize names of chemical elements, for example, oxygen, the GATE Chemistry Tagger is not fully comparable with our approach. Without counting these two cases, its recall is around 63.4%, precision 45.2%, and F-measure 52.8%. In contrast, the sCRF formula tagger achieves over 93% precision, recall, and F-measure, demonstrating that identifying chemical formulae automatically with high accuracy is possible.
Runtime of Chemical Formula Tagging.
We also evaluate the time taken to run these methods both for the training and testing processes. Note that feature extraction and CRF are implemented in Java, while SVM and LASVM are implemented using the C programming language. The reported runtime includes the time taken for feature extraction and training (or testing) time. Figure 8(a) shows that the CRF has a computational cost lying between that of SVM poly and other methods. We also observe that LASVM is much faster than SVM, especially for complex kernels. Nevertheless, because the runtimes of the CRF both for training and testing are reasonable and stacked CRFs produce the best results, we suggest that stacked CRFs be used for chemical formula tagging.
6.2.3. Accuracy of Chemical Name Tagging. For name tagging, because a name may be a phrase of several terms, we label each token as a B-name (beginning of a name), or I-name (continuing of a name), or a nonname. We use fivefold cross-validation to evaluate our methods for name tagging. Specifically, we evaluate CRFs with different feature sets. Features are classified into three subsets: features using frequent subterms (subterm), features using lexicons of chemical names and WordNet (lexicon), and other features. Four combinations are tested: (1) all features, (2) no subterm, (3) no lexicon, and (4) no subterm or lexicon.
The precision, recall, and the F-measures of the chemical name tagging using different combinations of features are presented in Table VI and Figure 11 . From Figure 11 , we observe that using all features results in the best recall and F-measure, and using features of frequent subterms improves the recall and the F-measure but decreases precision. Our system outperforms the only downloadable tool for chemical name tagging: Oscar3 17 on our dataset. We used version alpha 1, which was the latest available version at the time this work was done. Oscar3, alpha 1, tags chemical names in our annotated corpus with a recall of 70.1%, precision of 51.4%, and F-measure of 59.3%. These observations are worse than those previously reported [Corbett and Murray-Rust 2006] . Hettne et al. [2009] and reported that they obtained a precision of 45%, recall of 82% and an F-measure of 58%. These numbers are similar to our observations. The variation of the performance of Oscar3 is perhaps due to the differences in characteristics of the different datasets that were used for training and testing in the three studies. The exact sources of these differences need to be better understood in the future. As shown previously, acceptable precision and recall can be achieved for the task of chemical name tagging using our CRF-based algorithm using the features mentioned.
We posit that, for our work, a CRF-based classifier is preferred over an SVM-based one based on the following reasoning: (1) A CRF-based classifier not only has a high overall F-measure, but also a more balanced trade-off between recall and precision.
(2) The CRF classifier has a reasonable running time. The testing time taken by a CRF classifier is trivial compared with the cost of feature extraction. (3) SVMs only had good performance for chemical formula tagging. For chemical name tagging, CRFs performed better than the SVMs, which is not shown here. The stacked CRFs have the best results, but were also significantly more expensive than CRFs and SVMs with respect to runtime. In summary, we have shown that chemical names and chemical formulae in text can be extracted with reasonable accuracy using the methods described earlier.
Chemical Entity Indexing
We selected a set of 5036 documents and extracted 15853 formulae with a total of 27978 partial formulae before feature selection. Different values for the frequency threshold Freq min ∈ {1, 2, 3, 4, 5} and the discrimination threshold α min ∈ {0.9, 1.0, 1.2} are tested. Note that when α min = 0.9, all frequent partial formulae are selected without considering the discriminative score α. When α min = 1.0, each partial formula whose support is the intersection of its selected subsequences' supports is removed. When α min > 1.0, feature selection may be lossy. In this case, say the feature f is not indexed. The intersection of the supports of the subsequences of f may contain formulae that do not contain f . After feature selection and index construction, we generate a list of 100 query formulae that are selected randomly from the set of extracted formulae and from a chemistry textbook 18 and some Web pages. 19 These formulae are used to perform similarity searches.
The experimental results (Figure 12) show that depending on different threshold values, most of the features are removed after feature selection so that the index size decreases correspondingly. Even for the case of Freq min = 1 and α min = 0.9, 75% of the features are removed, since they appear only once. We can also observe that from α min = 0.9 to α min = 1.0, many features are removed, because those features have selected partial formulae with the same support D. When α min ≥ 1.0, the selection ratio changes a little. We also evaluated the runtime of the feature selection algorithm (Figure 13) . A larger Freq min can filter infrequent features directly without computing discriminative scores, which speeds up the algorithm, while the value of α min affects the runtime little (note that curves with the same Freq min but different α min almost overlap in Figure 13 ). Figure 13 establishes that index pruning reduces the index size by 90% and the search time by over 65%; in the next subsection, we show that the quality of the search results remains high.
For chemical name indexing and search, we use our segmentation-based index construction and pruning. We compare our approach to the method using all possible substrings for indexing. We use the same collection of chemical names as mentioned in Section 6.1, and split the collection into two subsets. The first subset is used for index construction (37,656 chemical names), while the query names are randomly selected from the second subset. We test different values of the frequency threshold Freq min ∈ {10, 20, 40, 80, 160} to mine independent frequent substrings. The results in Figure 14 show that about 99% of the substrings are removed after hierarchical text segmentation, so that the index size decreases correspondingly (6% of the original size remains), when Freq min = 10. Other values of Freq min result in similar results. 6.4.1. Chemical Formula Search Results After Index Pruning. We observed that for the same similarity formula searches (Figure 15 ), the search results with feature selection are similar to those without feature selection for reasonable threshold values. We determine the average normalized overlap score, which we will refer to as the average correlation ratio for the top n ∈ [1, 30] retrieved formulae. This score is defined as Over n = |R n ∩ R n |/n, n = 1, 2, 3, ..., where R n and R n are the search results obtained by applying feature selection or not respectively. As expected, when the threshold values of Freq min and α min increase, the average correlation ratio decreases. The average correlation ratio increases with an increase in n. From the retrieved results, we also find that if there is an exactly matched formula, usually then it is usually returned as the first result. Thus the average correlation ratio for the top retrieved formula is not much lower than that of the top two retrieved formulae. Also, we can see from these curves that a low threshold value of Freq min can keep the curve flat and result in a high average correlation ratio for smaller n, while a low threshold value of α min can increase the average correlation ratio for the whole curve. and α min = 0.9, more than 80% of the retrieved results are the same for all cases, and 75% of the features are removed, which is both efficient and effective. Reducing the feature space results in reduced memory consumption and query processing times.
Chemical Entity and Document Search
Chemical Name Search Results After Index Pruning.
For similarity name searches, we generate a list of 100 queries using chemical names selected randomly: half from the set of indexed chemical names and half from unindexed chemical names. Moreover, for substring name search, we generate a list of 10 queries using the most frequent but semantically meaningful subterms with the length 3-10 discovered in Section 6.1. We also evaluated the response times for similarity name searches, illustrated in Figure 14 . The method using HTS only requires only 35% of the time for similarity name search compared with the method using all substrings. However, we did not test the case where the index using all substrings requires more space than the main memory. In that case, we believe that the response time will be even longer.
We also show in Figure 16 that for the same query of similarity name searches or substring name searches, the search results using segmentation-based index pruning have a high average correlation ratio with respect to the result before index pruning. (We use the same average correlation ratio as used for similarity formula searches as discussed in the last subsection to compare the overlap between the results in the two cases.) We observe that for similarity name searches, when more results are retrieved, the average correlation ratios decrease. Conversely, for substring name searches, the overlap between the results in the two cases increases as more results are retrieved. When Freq min is increased, the overlaps also decrease, especially for substring name searches. Overall, we found that the pruned indexes significantly reduce storage requirements while preserving the quality of the search results.
Term Disambiguation in Document Search.
To test the ability of our approach for term disambiguation in documents, we indexed 5325 PDF documents crawled from the digital library of the Royal Society of Chemistry.
20 Then, we designed 15 queries of chemical formulae. We categorized them into three levels based on their ambiguity, (1) hard (He, As, I, Fe, Cu) , (2) . We compared our approach with the traditional approach using keyword matching by analyzing the precision of the top-20 returned documents. The precision is defined as the percentage of returned documents that really contain the query formula in the chemical sense. Lucene 21 is used for the traditional approach. We also evaluated generic search engines (Google, Yahoo, and MSN) using those queries to demonstrate the ambiguity of terms. Since the documents indexed by different search engines are different, the results of general-purpose search engines are not directly comparable with our results and that of Lucene. The results illustrate that ambiguity exists and domain-specific search engines are desired and can improve performance.
From Figure 17 , we can observe (1) the ambiguity of terms is very serious for short chemical formulae, (2) results (obtained on February 20, 2007) from Google and Yahoo are more diversified than those obtained from MSN, and (3) our approach outperforms the traditional approach based on Lucene, especially for short formulae.
CONCLUSIONS AND FUTURE WORK
Disambiguating chemical entities from abbreviations, acronyms, and other text is a challenging problem especially for short chemical names, such as OH, He, As, I, NIH, etc. We evaluated classification algorithms based on SVMs and CRFs for chemical entity tagging and used multilevel stacked CRFs to address this task. Experiments show that the stacked CRFs performed well, and that our techniques outperformed known entity extractors such as GATE and Oscar3 on our dataset. We proposed efficient index pruning schemes to support partial and fuzzy searches for chemical formulae and chemical names. Experiments illustrated that most of the discovered subterms in chemical names using our algorithm, IFSM, have semantic meanings. Our HTS method for automatic chemical name segmentation worked well on examples obtained 12:36 B. Sun et al. Fig. 17 . Average precision in document search using ambiguous formulae.
from our dataset. Our experiments also showed that our schemes of index construction and pruning reduced the number of indexed tokens as well as the index size significantly. Moreover, the response time of similarity searches was considerably reduced. We showed that the retrieved ranked results of similarity and substring searches before and after index pruning are highly correlated. We introduced several query models for chemical name and formula searches with corresponding ranking functions. Entity fuzzy matching and query expansion among synonyms will be considered in the future.
