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This paper is concerned with vector fields on smooth compact manifolds. 
The exponential growth of solutions of the linearized equations is described 
by the already well-known Spectral Theorem applied to the induced linear 
flow on the tangent bundle. The spectrum of the tangent bundle flow is compared 
to the two secondary spectra obtained by first taking the spectrum of the bundle 
of tangent spaces to an invariant submanifold and second, the spectrum of an 
induced flow on an arbitrary complementary bundle to the latter. The relationship 
among the three spectra is studied and it is shown that whenever these secondary 
spectra are disjoint then an invariant complementary bundle can be found. The 
results have implications in the theory of perturbation of invariant manifolds. 
The problem is studied in the setting of skew-product dynamical systems and 
the results are applicable to block triangular systems of ordinary differential 
equations. 
I. INTR~DLJCTIOK 
The primary objective in this paper is to introduce the concept of the spectrum 
of a compact submanifold Y in a Riemannian manifold M, where Y is an 
invariant set in the flow u generated by a CXvector field V on M. Roughly 
speaking the spectrum describes the exponential growth rates of solutions of the 
vector field V in the vicinity of Y. The theory we shall describe here is based 
upon the notion of the spectrum of a linear skew-product flow r on a vector 
bundle 8, a theory which was developed in [26]. In this setting the vector 
bundle d is the tangent bundle TM restricted to the base space Y, and the flow 
n is the linearized Aow induced on TM by the vector field V. The bundle 8 is 
an invariant set for m. Also the tangent bundle .S = TY is another invariant 
set, and & is a subbundle of &‘. Now let N denote any complementary sub- 
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bundle of Z in 8. For example if one uses the Riemannian structure on J, the 
subbundle M can be chosen to be the orthogonal complement sl. The flow 7 
then induces a flow xN on M. We shall let r+ denote the restriction of z to 8’ 
and rr, is called the tangential part of r. Similarly the flow rN is called the 
normal part of 7r. Each of the three linear skew-product flows ‘I, zT and rN has a 
spectrum 2, .& and & which we describe in Section IV. We will show that none 
of these three spectra depend on the choice of the complement N. In Section 1’ 
we will show that in general one has Z C Zr u C, . Furthermore if the flow on Y 
is chain recurrent, or if ZT n & = 0, then one can show that Z = & u .ZN . 
Finally we show that if Z7 n & = 2;, then the flow in has an invariant com- 
plementary subbundle. 
These relationships are especially useful because it is known that each of the 
three spectra is simply the union of a finite number of closed non-overlapping 
intervals, [26]. Furthermore associated with each spectral interval is a nontrivial 
invariant subbundle in the respective bundle 8, 8 or ,v. In our main result 
(Theorem 1) we also show a simple relationship between these invariant sub- 
bundles for the flow CT on d and those generated by z-= and z-N . 
The study of exponential growth rates of solutions has a long history in the 
theory of differential equations, going back to Liapunov. As a result one can find 
precursors of our theory in many papers. A representative, but not complete, 
list is [l-34]. Additional references can be found in [3, 4, 12, 311. Some theories 
concerning the perturbation of invariant manifolds [12, 15,231 and some recent 
results in bifurcation theory [30] can be formulated in terms of this spectral 
theory. 
As mentioned above, we shall develop our theory here for linear skew- 
product flows on vector bundles. In this way our theory not only applies to the 
study of invariant submanifolds of a flow, but also to block triangular differential 
systems of the form 
24’ = A(t)24 + B(t)v, 
v’ zzz D( t)v. 
This application is discussed in Sections VII and VIII, where it is shown that 
the equality ,Z = ZT u & can fail to hold when the normal and tangential 
spectra are not disjoint and the associated flow on Y is not chain recurrent. 
II. LINEAR SKEW-PRODUCT FLOWS 
Let d be a vector bundle over a base space Y with projection p. This means 
that B and Y are topological spaces and that the following hold: 
(1) p: d 4 Y is a continuous mapping of d onto Y. 
(2) For eachy E Y, the fibre g(y) = p-l(y) is a vector space. 
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(3) For each y E Y, there is an open set U containing y, a vector space X 
and a homeomorphism 
cp-l(U)+ x x u 
of p-i(U) onto X x U, which can be represented in the form 
where T,, is a linear isomorphism of the fibre d(y) onto X. (Here we assume that X 
is finite dimensional, i.e., X = R”, or P, and that Y is a metric space.) 
:VotutionaZ co~entioa. In statement (3) we adopt a notational convention 
which is convenient for many purposes. A point in d is denoted by an ordered 
pair (2, y) where y E Y and x is a vector in the fibre b(y). In this case the projec- 
tion p is simply p(z, y) = y. Statement (3) is then the precise way of starting 
that a vector bundle d is “locally” a product space. 
Let d be a vector bundle over a base space Y with projectionp. A subset Z C 8 
is said to be a subbzcndle of E if Z? itself is a vector bundle over Y with projection 
map p ! JP = restriction of p to Z. One can show that Z c & is a subbundle 
of B if and only if the following three conditions hold: 
(1) Z is a closed subset of 8. 
(2) For each y E Y the fibre 
=@(y> = {x E @f(y): (x,y) Em 
is a linear subspace of b(y). 
(3) The function dim Z(y) is constant on each component of Y; cf. [28]. 
The simplest vector bundle is a topological product space d = X x Y where 
X is a (finite dimensional) linear space and Y is a metric space. A more com- 
plicated example occurs when Y is a smooth submanifold of a smooth manifold 
M, both without boundaries. Let TM be the tangent bundle of M, that is, 
TM is the usual union of the tangent spaces T,M = TM(y) and let p: TM---f M 
be the projection that maps each TM(y) onto the base point y. Let 
6’ = 0 TM(y) 
YEY 
be the restriction of the tangent bundle to the base space Y and consider the 
subbundle of d given by .%? = TY = tangent bundle of Y. Let JV be a sub- 
bundle of 8 that is complementary to %. Then d = 2 + N, as a Whitney 
sum, i.e., 
(1) k”(y) n Z(y) = (0) for ally E Y, 
(2) 8(y) = s(y) + N(y) for ally E Y. 
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This complementary bundle .N is not unique (when X f b, 6s) and we shall 
discuss this point further. 
In our definition of a vector bundle we do allow the dimension of the fibres 
b(y) to vary. However, it is easily seen that, over each component of I’, the 
function dim b(y) is constant. The dimension of a vector bundle dim d is 
defined to be the max{dim b(y): y E Y} whenever this maximum exits. When 
the base space Y is connected, one then has dim d = dim b(y) for all y E Y. 
Let d be a vector bundle over the base space Y with projection map p. 
A mapping i? & --f d is said to be a projector if 
(1) p is continuous, and 
(2) for each y E Y, there is a linear projection P(y) in d(y) such that 
&,Y) = FYY)X,Y) 
for all (x, y) E b. In other words, P agrees with P(y) in the fibre b(y), and it is 
a linear projection. If P is a projector on tp, then the 
range P = 9 = ((x, y) E 6: P(y)x = x}, 
null space P = JV‘ = ((x, y) E b: P(y)% = 0) 
are complementary subbundles of b, that is, G%‘(y) n A”(y) = (0) and E(y) = 
WY) f J-(Y) f or all y E I’. Conversely if .# and V are two complementary 
subbundles in B, then there is a unique projector P on d such that 99 = V 
and .N = S. See [28] for more details. 
Flows. Let W be a topological space and let R denote the real numbers. A 
$o~ on W is a continuous mapping 7~ W x R -P W that satisfies 
(1) 7r(w, 0) = w, 
(2) n+(W, s), t) = ?T(W, s + t) 
for all w E W and s, t E R. 
Let rr be a flow on Wand u a flow on Y. A mapping q: W -+ Y is said to be 
a homomorphism if 
(1) q is a continuous mapping of W onto Y, and 
(2) q commutes with the flows, i.e., 
d4% a = 4lw 0 
for all w E W and t E R. (We shall denote this phenomenon by writing 4: 
( W, r) - (Y, U) is a homomorphism.) 
Let rr be a flow on a vector bundle d with base space Y and projection p. The 
flow rr is said to be a skew-productyow on d if there is a flow a on Y such that the 
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projection p: (8, z) -+ (Y, u is a homomorphism. It is convenient to use the ) 
notational convention introduced above where p(x, y) = y. Let (x, y) E d 
and let u denote the flow on Y. Then p: (8, rr) --+ (Y, U) is a homomorphism if 
and only if 7~ can be represented in the form rr = (q, u) where 
and p;(x, y, t) is in the fibre B(u(y, t)). Let us abbreviate u(y, t) = y * t. This 
skew-product flow w is a linear skew-product jIo~ if in addition the mapping 
x + @(Y, t)x = T(X,Y, t) 
is a linear mapping from the fibre b(y) to the fibre C(y * t). 
A skew-product flow ?r = (p, u) is said to be smooth if for each (x, y) E 8, the 
function (p(x, y, t) is differentiable at t = 0 and the mapping 
(x9 Y) - (& dx, y, t) It=lj ,y) 
is a continuous mapping of d into itself. (Note that we do not require a(y, t) 
to be differentiable. This is important for some applications.) 
III. LOCAL COORDINATES INDUCED BY AN INVARIANT SUBBUNDLE 
Let r = (v, u) be a linear skew-product flow on a vector bundle d over a 
base space Y. Let %’ be an invariant subbundle. Let JV denote any complemen- 
tary subbundle of .% in C and let P denote the unique projector on 8 with 
range = JV and null space = ti. In this section we shall describe a suitable 
system of local coordinates induced by Z’ (and JV), and we will show how the 
flow rr can be represented in terms of these coordinates by using an appropriate 
variation of constants formula. In the case that d = X x Y is a product space, 
the proofs can be found in [25, Part III]. However, since the proofs carry over, 
almost verbatim, to the general vector bundle 8, we shall omit the detailed 
arguments. 
For (x, y) E JV we define x,(x, y, t) by 
77$x, y, t) = &r(x, y, t)) = (P(Y . t) P)(? Y* 0, Y .f)* 
Since X is an invariant set for rr, the mapping z-~ is a linear skew-product flow 
on JV. Let p’N and ON be defined by 
(PN(% Y, t) = P(Y . t) 4% Y, q; WY, 4 = P(Y * t) q(r, t). 
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Then the flow rrN , which we shall call the novmaljocu induced by r on JV, can 
be represented by 
The restriction of the flow v to the invariant subbundle A? defines a flow on 
&‘. We shall denote this restriction by ~-r and we shall call it the tangentialjow 
induced by n on A?. This flow rrr can be represented as 
T&c, y, t) = (q+, y, t), y . t) = (@T(Y% t)x, Y .t), 
where vr(x, y, t) = ~(x, y, t) for (x, y) E X. The linear transformation &(y, t) 
agrees with @(y, t) on X(y), i.e. %(y, t) = WY, 0 I =@(Y). 
Now let (x, y) E d and define v = P(y)x and II = x - P(y)x. Then 
(x,y) = (u+ qy) = (%Y) i (fJ,Y) 
is the unique decomposition of (x, y) into the sum of two vectors (u, y) E 2’ and 
(a, y) E N. The corresponding solutions ~(zc, y, t) and V(V, y, t) admit similar 
decompositions. Since A?’ is invariant under ZT one has (P(u, y, t), y . t) E X 
for all t E R, whenever (u, y) E s. This means that one can write 
where A( y, t) is a linear transformation from .X?(y) to ti(y * t). Clearly one 
must have A(y, t) = @r(y, t). Similarly one has 
dc Y, t) = qy, t>a + D(y, t)o, 
where B(y, t): M(y) + Z(y . t) and D(y, t): A’(y) --f M(y * t) are linear 
transformations. Then 
P(Y * t) &J, Y, t) = P(Y . t) WY, t)v + P(Y - t) D(Y, Go 
= 0 t D(y, t)w 
since B(y, t)v E Null space (P(y . t)) and D(y, t)z: E Range(P(y . t)). Hence 
one has D(y, t) = ~&(y, t). 
If one writes x in the vector form x = (E), then the above paragraph can be 
summarized by using matrix notation and writing 
?J(X,Y, 4 = @(Y, t)x = @i(Y, t) (Z) 
= 
( 
A(Y, t>u i- NY, thJ = 4Y, t> WY, 4 u 
D(y, t>s 1 ( 0 D(y, t) )( 1 D . 
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In other words, one has the local representation 
(3-I) 
where @r(y, t) = A(y, t) and $,(y, t) = D( y, t). 
We shall call any linear skew-product flow r on a vector bundle d that can be 
represented in the form (3.1), f or some choice of local coordinates (t), a block 
triangular system. It follows then that every invariant subbundle 2 gives rise 
to a block triangular system (3.1) Th a ere u E 2(y), c E X(y) and JV” is some 
complementary bundle of H in 8. !Uoreover the converse is also true. If there is 
a projector P on E such that, in terms of the local coordinates u E .9?(y) and 
p? E X(y), where W and &” denote the range and null space of p, the flow rr 
can be represented as a block triangular system (3.1) then the null space J” 
is an invariant subbundle for rr and the range 92 is a complementary subbundle. 
If @(y, t) can be represented in the form (3.1) u Th ere the linear transformation 
B vanishes, i.e., if @(y, t) has the form 
where u E 2(y) and v E M(y), then we shall call the flow r a block diagonal 
system with respect to the local coordinates (t). The following proposition is 
now immediate: 
LEMMA 1. Let A? and .N be complementary subbundles in d and let 7~ be a 
linear skew-product j&w on 6. Then T is a block diagonal system with respect 
to coordinates u E Z’(y) and v E JV( y) if and only if both &? and N are invariant 
sets for r. Furthermore, in this case, the induced normal flow 7~~ on A’- agrees with 
the flow rr. 
Next let us assume that rr is a smooth linear skew-product flow on a vector 
bundle & with an invariant subbundle 2 and complementary bundle JV. Also 
let (3.1) be the representation of n as a block triangular system. Since x is 
smooth, the derivative 
exists, and b(y) is a linear transformation from X(y) to Z(y). Furthermore, 
the mapping 6: JV + 8 defined by 
4% Y> = (b(Yh Y) 
is continuous. The following lemma is now immediate: 
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LEMMA 2. Let m be a smooth linear skew-product Jlow on a vector bundle d 
with compact base space I’. Let H be an invariant subbundle of T of let ~4’ be a 
complementary subbundle. Let b(y) be given by (3.3). Then there is a real constant M 
satisfying ( b( y)l < M for ally E I;: 
Let n be a linear skew-product flow on a vector bundle 6. For each h E R 
define rA by 
rA(x, y, t) = (e+v(x, Y, t), Y . 4 
Then it is easily seen that z,+ is also a linear skew-product flow on 8. Further- 
more any subbundle S in 8 is z-invariant if and only if it is n,,-invariant for 
every h E R. Define QA by 
OA( y, t)x = e-%p(x, y, t) = e-W( y, t)x. 
Assume that S is an invariant subbundle of 7r and let N be a complementary 
subbundle. Let (3.1) be the representation of r as a block triangular system 
and define A,, , B,, and DA by 
A,(y, t) = e-AtA(y, t), 
DA( y, t) = e-AtD( y, t), 
Bdr, t) = e+B(y, 4 
Then it is easily seen that the representation of rA as a block triangular system 
is given by 
Furthermore, if in addition, rr is a smooth linear skew-product flow, then the 
function b(y) given by (3.3) also satisfies 
b(Y) = ; BA(Yl t) It+ (3.4) 
for every A E R, since B( y, 0) = 0 for all y E 1’. 
The following lemma is proved in [25, Part III]. 
LEMMA 3. Let T be a smooth linear skew product flow on a vector bundle B 
and let X be an invariant .subbundle with complementary subbundle .N. Let (3.1) 
be the representation of in as a block triangular system. For x E b(y) let x = u + a 
where u E 3Ea( y) and v E N(y). Furthermore let ut and vlt be respectively the u- and 
v-coordinates of the time evolution of the solution 
@,dy, t)x = e+&x, y, t) = ut + ot , 
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where ut E Z(y . t) and wt E .N(y . t). Then one has 
ut = A,(Y, t) [u + Lt @(y, s) b(y .s) WY, 4~ ds], 
vt == D,(y, t)o. (35) 
IV. THE SPECTRUM 
Let 71 = (p, u) be a linear skew-product flow on a vector bundle 8 with base 
space Y. \Ve shall assume for the remainder of this section that Y is compact 
and connected. As defined above, rrA is the linear skew-product flow given by 
T~(x, y, t) = (@,(y, t)x, y . t) = (e-%(x, Y, t), Y - 6 
where h E R. We shall say that the linear skew-product flow rrn admits an exponen- 
tial dichotomy on Y if there is a projector P = p,, on 8 and positive constants K 
and OL such that 
I @dy, 0 P,+(Y) @?(Y, 41 d K@+), s ,< h 
i %(y, t>P - PA(y)] @?(Y, 41 d Ke-a(s-t), t < s, 
for ally E Y. In this case, the range of p,, is precisely the stable set 9A , where 9A 
is defined by 
.YA = {(x, y) E 6: 1 @Jy, t)x 1 -+ 0 as t + + co}, 
and the null space of p,, is the unstable set Q,, , where @,, is defined by 
When 751 admits an exponential dichotomy on Y, the sets 9* and %A are com- 
piementary subbundles of 8. Whether rrA admits a dichotomy or not, the sets Sp, 
and %,, are invariant sets for TI and for rr, , for every p E R. 
The collection of all X E R for which nA admits an exponential dichotomy on Y 
is called the resolvent set of ?T and is denoted by ~(8, TIT). The complement of 
~(8, Z-) is called the spectrum of n on 8 and we denote this set by Z(&, x). The 
following Spectral Theorem is proved in [26]: 
THEOREM A. Let 7r = (p, u) be a linear skew-product frow on a vector bundle 6 
over a compact connected base space Y. Assume that dim &’ = n 3 1. Then the 
spectrum Z(E, r) is the union of k nonoverlapping nonetnpty compact intervals 
x(6, T) = (J [ai , bt], 
i-1 
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where 1 < k < n. Furthermore associated with each spectral interval [ui , bi] 
there is an invariant subbundle < of 6 with dim 9 1 = ni where 
(1) 1 <qforl <i,<kandn,+...Tnh.=n, 
(2) K(y) CT V;(y) = {O}for ally E E’when i + j, 
(3) 6(y) = T(y) A ... + $‘i(y)for allyE Y. 
(4) *y;: = L?, n “11, whenever CL? A E ~(8, 7~) 
and (CL, A) CJ X(6, rr) = [ai , bi]. 
The invariant subbundle 9: is called the spectral subbundle associated with 
the spectral interval [ai , bJ. As a result of statement (4), we see that for each 
y E Y the linear space Vi(y) consists of those vectors zc E B(y) for which x = 0, 
or (when x # 0) for which lim sup, or lim inf, as t -+ A- cc, or -,r=, of 
t-l log I p;(“? Y, t); 
lie in the interval [ai , bJ, i.e., the growth rates of ~(x, y, t) lie in the spectral 
interval [ai , bi]. 
We shall require some necessary and sufficient conditions for an exponential 
dichotomy later. In order to describe these conditions we first define the bounded 
set 
BA = {(x, y) E 8: sup I @n(y, t)x 1 < co} 
fER 
and the zero section ~9~ = {(x, y) E &: IV = 01. 
We shall need the concept of chain recurrence, which is defined in [6, 261. 
(Also see the notion of pseudo-orbit in [36].) The following theorem is proved 
in [25]: 
THEOREM B. Let 7~ = (v, u) be a linear skew-product flow on a vector bundle 
8 with a compact connected base space Y and let M denote the union of the minimal 
sets in Y. Let h E R. Then the following statements are valid: 
(1) IfAep(cF, T), thengA = c?,, 
(2) If aA = 6, and dim yA(y) is constant for y E M, then h E ~(8, 7). 
(3) If L@A = c.F(l and the flow u on Y is chain-recurrent, then h E ~(6, z-). 
In particular ifg,, = 8, and Y is a minimal set then h E ~(6, n). 
V. THE SPECTRA OF AN INVARIANT SUBBUNDLE 
Let ST = (p, 0) be a linear skew-product flow on a vector bundle & with base 
space Y, and assume that Y is a compact connected metric space. Let Z’ be an 
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invariant subbundle of rr and let JV denote a complementary subbundle. 
Let + and ‘ids denote the tangential and normal flows induced by rr on &’ and N, 
respectively. The Spectral Theorem A applies to each of the flows, (6, z-), 
(#, z-~) and (Jr/-, .TT~). In particular each of the spectra Z(Q, rr), Z(Z, nr) and 
Z(N, rN) is the finite union of nonoverlapping compact intervals and the 
number of such intervals is bounded, respectively, by dim 6, dim 2’ and 
dim JV. 
Even though the given subbundle 2’ may have many complementary sub- 
bundles J’, the following result shows that the spectrum Z(Jr/-, rN) does not 
depend on the choice of the subbundle N. 
LEMMA 4. Let N and &? be two complementary subbundles to 9 and let rx 
and nM denote the corresponding induced frows on .N and A!, respectively. Then 
2+v, Z-N) = qdd!, 7rM). 
Proof. Let p, and P, denote the projectors on 6 with range P, = JV, 
range FM = &! and 
null space PN = null space PM = Z. 
Since & and .N are both complementary to .X it follows that the restrictions 
PM I .N and pN 1 &? are bundle isomorphisms. Consequently one has pMpN = 
PM and &jNpM = P, . Furthermore these restrictions commute with the 
induced flows mN and rrM . Indeed if x E N(y) and u = x - P&)x then 
u E S(y). Also one has 
PM(Y . t) 9)&Y, t) = WY . t) PN(Y - 4 d% Y, 4 
= pM(Y - t, pi& . tk’(PM(Y)X, Y, t) + &, Ys t)] 
= pM(Y ’ t> pdY * t, dpMbh YI t, + 0, 
since X is invariant. Since P,P, = PM one has 
PhdY * 4 P)i& YT t> = PM(Y * t) PPdY)~, Yv 4 
= P)M(PM(Y)X, Ys t)m 






Since PM 1 JV: JV +-A is a flow homomorphism it follows immediately that 
L’(N, rN) = Z(&, rM). We omit these details. Q.E.D. 
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Throughout the remainder of this section we shall make the following 
STANDING HYPOTHESIS. Let T = (q~, U) be a smooth linear skew-product 
jlow on a vector bundle d with compact, connected metrizable base space I’. Let s 
be an invariant subbundle for T and let J1’ be ajxed complementary subbundle to X. 
Let + and nN denote the tangential and normal fEows induced by T on X and N, 
respectively, and let 2(8, rr), 2(&?, zT) and ~T(JV, z-J denote the spectra of these 
three flows. 
For h E R we let 7;T,A and nN,A denote the respective flows 
IT&, y, t) = (e-At@T(y, t)x, y * t) = (A(y, tb, y .t>, 
~+Jx, y, t) = (e-“%(y, t)x, y . t) = (4(y, t)x, y . t) 
on 2 and A’, where A,(y, t) and D,(y, t) are defined in Section III. Also 
9T.A 3 @T,A 7 sl T.A > 9t.n > %.n and 9~1.n will denote the respective stable set, 
unstable set and bounded set for rrT,A and rrN,A . We can now prove the following 
result: 
THEOREM 1. Under the Standing Hypothesis OM has 
Moremwr, if h E p(X, nT) n p&V, rN), then h E ~(8, z-) and 
dim 9, = dim 9r,A + dim yNSA 
dim 92,, = dim @=*A + dim QNBA 
Proof. Let A E p(.%, nr) n p(M, rrN). Then the two flows ‘Tr,,, and nN,A 
admit exponential dichotomies on Y. This means that there are projectors pT,,+ 
and pN,A on S? and ,fl and positive constants K and 01 such that the following 
inequalities hold: 
1 AA(y, t) PTvA(y) &‘(y, s): < Ke-“(t-s), s .< t, P-1) 
; AJy, t)[ZT - PT,A(y)] A:‘(y, s)i -G Kehmt), t < s, (5.2) 
; L&(-v, t) P,,,(y) D;‘( y, s)/ < Ke-‘(‘-‘), s < t, (5.3) 
I D,(y, t)[ZN - PNJy)] W(y, s)l ,( Ke-‘L(S-f), t < s, (5.4) 
for all y E Y, where IT and IN denote the identity maps on H(y) and H(y), 
respectively. Recall that 
9N,A = range PNSi\ , 9lNSA = null space PNSA ,
%,, = range p~.A , cs! T.A = null space PT,A . 
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Let b be given by (3.3) and (3.4) and define the transformational on 9N,A formally 
by &x, Y) = (L(Y)x, Y), where 
where (x, y) E YNsA . We will now show that L maps 9N,A into X. First note that 
since (x, y) E 9&,, one has 
I Q~J, 4x I d K i x I e-“8, s 2 0, 
by (5.3). Kext observe that ( b(y . s)i < M for s > 0 by Lemma 2. Furthermore 
(5.2) implies that 
and consequently the integral in (5.5) exists. Hence ,? is well defined on SPN,* 
and (clearly) L(y)x is linear in X. Since 
-%)x E range([lT - P~.h(Y)l) = nu11 space(PT,A(y)) 
it follows that L(y).r E @r,n(y) C A?(y), i.e., J? maps YN,, into .%?. 
Now choose u E 9T,A(y) and w E 9N,A(y) and with L = (L)y set 
Since (u + Lo) E .8(y) and w E M(y), it follows from Lemma 3 that ut and nt 
represent he time-evolution of the u and w coordinates of the solution e-W(y, t) 
(u + Lw + w). In other words one has 
e-“Q(y, t)(u + Lw + w) = ut + 0, , teR. 
Since w E sPN,A(y), it follows from (5.3) that 
I wt I = I MY, t)w I B K I w I e-at 
for all t 3 0. On the other hand, ut can be rewritten as 
4 = 4Y3 t)u + J)* NY, t) PTA(Y) mr, 4 4Y .s) WY, s>w ffs 
- 
s r, &(Y> ~)[IT - PT.A(Y)l A?(Y, $1 b(Y ’ S> &(Ys S)W ds. t 
148 SACKER AND SELL 
since 1 b(y * S) Dh(y, S) u ) < K-v 1 ZJ / esmS for 5 >, 0, it follows from standard 
arguments [7, pp. 80-811 that ut - 0 as t -+ + CO. Hence e-%D(y, t) 
(U + LV + W) -+ 0 as t -+ + a3 and consequently 
(u + La + z) E 2qy). 
We have shown that the mapping 
G(y): (u, v) -+ (u + Lv +- v) 
is a linear transformation of spT,*(y) @ spN,l(y) into YA(y). Since (24 + L(y)v) E 
X(y) and s EM(~), we see that the mapping G(y) is one-to-one. We will now 
show that range(G(y)) = 9Q). Let (x, y) E Y* and write x = u f z, where 
u E 2(y) and w E X(y). Then by Lemma 3 one has e-“@(y, t)x = ZQ + V~ ,
where ut and nt satisfy (3.5). Since 1 e-+D(y, t)x I -+ 0 as t -+ fco, it follows 
from (3.5) that ( nt 1 -+ 0 as I --f fco. Hence w E 9N,r\(y) and by (5.3) one has 
1 vt 1 = i D,(y, t)o / < K ( o ) e-at, t 3 0. 
Now define J by u” = u - L(y)o. Then ut becomes 
Uf = A,(y, t) [c + L(Y)z: + If C(Y, 4 NY * s) D,(Y, #J ds] 
= A,(y, t)c + j-t -4,(y, t) PT.A(Y) A?(Y, 4 bb .s) WY, 4~ ds 
0 
- j-X f&b, Wr - PT,dy)l Ah’(yv 4 WY . 4 DAY, s)z’ ds. t 
Once again one has 1 b(y * s) DA(y, s)a ] ,< KM 1 w I emaS for s > 0 and con- 
sequently the two integrals above tend to 0 as t -+ + co; cf. [7, pp. SO-811. Since 
( Ut ( = 1 e-Af@(y, t)x - vt 1 + 0 as t + + co, 
it follows that I A,( y, t)C 1 -+ 0 as t + + co and therefore 5 E &,,(y). Hence 
u T -c = ii + L(y)e, f o = G(y)&, o), 
i.e., G(y) is surjective. This completes the proof that 
drm Sp, = drm .Yr,, + drm YN,, (5.7) 
whenever X E p(&‘, +) n p(Jy; nTN). 
A similar argument can be applied to study the connection between @ren , 
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42 NJ and *A - Without going into details, one shows that the mapping 
H(y): (u, w) + u + M(y)o $ w, 
where 8: % N,A + Z is given by fi(z, y) = (M(y)o, y) and 
low = j’ P&) A;‘(~~, S) b(y . S) &ty, S>V ds, 
--Jo 
is a linear isomorphism of +?~r.~(y) @ %(h.,h(y) onto eA(y) for every y E Y. 
Consequently for X E p(Z, nr) n p(.N, rN) one has 
dim @A = dim %r,A + dim %N,, . (54 
Next we claim that BA = gO. Indeed if (x, y) E B, then the solution e-At@(y, t)x 
is bounded for all t E R. Let x = u + o be the decomposition of x into vectors 
u E A?‘(y) and w E X(y) and let e-“@(y, t)x = ut + w, be the time-evolution 
of this solution given by Lemma 3. It then follows that both 1 z+ 1 and ) wt ) 
are bounded for all t E R. Since h E p(J, niTN) it follows from Theorem B(1) 
that w = 0. Consequently it follows from (3.5) that ut = A,(y, t)u. Since 
h E ~(2, nr) it follows, again from Theorem B(l), that u = 0, whence x = 0 
and g,, = &‘a . Next we note that (5.7) implies that dim yA(y) is constant for 
y E Y. Consequently Theorem B(2) implies that h E ~(8, r). Q.E.D. 
We will show below that the equality 
can fail to hold. However, if the flow n has some additional structure one can 
prove that (5.9) is valid. Before doing this let us prove the following three lemmas: 
LEMMA 5. Assume that the Standing Hypothesis is satisfied. Then one has 
ii E p(8, %) a i&?*,n = so and gNpA = Jo. 
Proof. Since ~r,~ is the restriction of gA to Z one has ar,A C aA . Since 
h E ~(8, n) one has aA = 8s by Theorem B(1). Hence ~%r,~ = X0. 
In order to show that a!N,A = A$, we choose (wO, y) E @!N,n . Then wt = 
4(y, t) w0 is bounded in t and (by Lemma 2) b( y * t) 4( y, t) w0 is also bounded 
in t. Next define ut by 
ut = f t AA(Y, t)PTA(Y) A?(Y, 4 YY * 4 WY, 4 00 ds -m 
- s = A,(Y, W - PT,A(Y)I A?(Y, 4 &Y .4 4(y> 4 wo ds. t 
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Because of (5.1) and (5.2) it is easy to verify that each of the above integrals 
exists and that the function z+ is bounded in t. Furthermore it also follows that ut 
can be represented in the form 
ut = h(y, t) [uo + St A&‘, s) b(y . s) D,(y, s) w,, ds]. - 
0 
By Lemma 3 one has 
and consequently the solution Ql(y, t)(uo + ~~‘0) is bounded in t. Since gI = Q, 
one has U, = er, = 0. Hence gN,* = MO . Q.E.D. 
LEMMA 6. Assume that the Standing Hypothesis is satisfied. Then one has 
or equivalently 
Proof. First assume that h E p(X, Z-T) n ~(8, n). Then the functions 
dim -ul,( y) and dim 9,,,(y) are constant over Y. Furthermore one has .G& = MO 
by Lemma 5. Now let K be any minimal set in Y and consider the restrictions 
of the linear skew-product flows V, z-r and nN to the vector bundles d jK, 
X IK and JV lK which are formed by restricting 8, Z and M to the new base 
space K. One then has aN (*,A = (JV IK)O and by Theorem B(2), /\ E p(M fK , 57~). 
It then follows from Theorem 1 that 
(5.11) 
for all y E K, i.e., dim 9N,1(y) is constant over K. Now this argument applies 
to every minimal set K Z I’. Since the right side of (5.11) is constant for y E Y, 
we see that dim 9,,,(y) is constant for y E M, where M is the union of all 
minimal sets in Y. Consequently by Theorem B(2) one has A E p(J, 7rN). A 
similar argument applies when we assume that h E p(Jcr, 7rN) n ~(8, zr) and we 
conclude that (5.10) is valid. Q.E.D. 
The following result is an immediate corollary of the last lemma. 
LEMMA 7. tit 1 be a spectral interval in z(s, TT) (or z(&, 7rN)). Assume 
that I is disjoint from z(J, wN) (or z(8, nT)). Then 1 is a spectral interwal in 
.w, 4 
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Remark. In the case described in Lemma 7 one can also show that the two 
invariant spectral bundles corresponding to the interval I have the same dimen- 
sion. 
We now have the following result. 
THEOREM 2. Assume that the Standing Hypothesis is satisfied. Then a sujicient 
condition for 
.qd, 7r) = qie, 7rT) u Z(Jv-, TN) (5.12) 
is either of the following three conditions: 
(A) The flow o is chain recurrent on 1’. 
(B) Z(.%, q) n Z(.k”, TV) = 0. 
(C) & has an invariant complementary subbundle JZ. 
Proof. Because of Theorem 1 it will suffice to show that 
x E ~(6 4 3 X E P(% nTT) n ~(4 nN>. 
Let A E ~(8, n). Then by Lemma 5 one has 
aT.A = 6 and 9& = Jr/-, . (5.13) 
(A) If the flow (T on Y is chain recurrent, then it follows from (5.13) and 
Theorem B(3) that X E p(#, T+) r\ p(X, rrN). 
(B) If Z(&‘, +) n Z(JcT, T&! = (2, then it follows from Lemma 7 that 
;5(&‘, rrr) c Z(d, rr) and Z(M, mN) C Z(‘(b, z-). Hence (5.12) is valid. 
(C) Now assume that .% has an invariant complementary bundle .M. 
Because of Lemma 4, there is no loss in generality in assuming that it is this 
bundle .M that satisfies the Standing Hypothesis. Then the flow rrN on JV is the 
restriction of 7~ to JV. Let h E ~(8, r). One then has following Whitney sum 
representation 8 = Sp, + ‘9/h = Z + M. For each y E Y we can find linear 
subspaces X,(y) and X&(y) in &‘(y) and M(y), respectively, so that 
Since 9A = 9A n E and since &’ and JV” are invariant, it follows from (5.13) 
and [25, Part II, Lemma 61 that 
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Similarly one has 4?,+(y) = %r.A(y) + 9PN,,(y). It follows then that dim (X,(y) +- 
XN(y)) = 0. Since this holds for each y E Y one has h E ~(2, +) n p(J”, 7rN). 
Q.E.D. 
The condition of disjointness 
of the tangential and normal spectra occurs elsewhere in the literature. We shall 
discuss the history of this concept later. At this point we shall derive an interesting 
consequence of the disjointness condition. 
THEOREM 3. Assume that the Standing Hypothesis is satisjied and that one has 
Then there exists an invariant complementary subbundle JX for X. 
Proof. This fact is a simple consequence of the Spectral Theorem A and 
Theorem 2. Let [ai , bi], 1 < i < K, be an enumeration of the spectral intervals 
in Z(&‘, r). Define the sets 
A = [i: [ai , bi] C Z(S’Y, no)), 
B = {i: [ai, bj] c z(-N, ~TN)}- 
Since Z(C?, Z-) = Z(.%, T+) u t=(Jlr, TV) and Z(.%, +) n Z(N, nN) =: ,G, it 
follows that {A, B} forms a partition of the set (l,..., K}. Now let K denote the 
spectral subbundle of CC’ associated with the spectral interval [ai , bj]. We now 
leave it as an exercise to verify first that H = J&s K , and second that JZ = 
ZiEA 6 satisfies the conclusions of the theorem. Q.E.D. 
Remark. As noted in Section III, when H has an invariant complementary 
bundle .&‘, then CT is a block diagonal system with respect to local coordinates 
II E X(y) and z’ E&(Y). 
VI. SPECTRA OF AN INVARIANT SUBMANIFOLD 
Let 34 be a smooth n-dimensional manifold without boundary. (The manifold 
M need not be compact.) Let TM denote the tangent bundle to M. Let V denote 
a smooth vector field on M and let cr denote the local flow on M generated by v. 
This means that o(y, t) is the unique noncontinuable solution of 
Y’ = V(Y), Y(O) = Y 
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on M. If M is compact, then D is a global flow, i.e., every motion o(y, t) is 
defined for all t E R. 
Let Y be a smooth, compact, connected submanifold of M of dimension k 
and assume that Y is an invariant set of the flow u. This means that for every 
y E Y the vector V(y) is tangent to Y at the point y, i.e., V(y) E T,M. Let 6’ 
denote the subset of the tangent bundle TM consisting of 
Then E is a vector bundle over Y and dim b(y) = it = dim M for all y E Y. 
Furthermore d is an invariant set in the induced linearized flow on TM. We shall 
denote the induced linearized flow restricted to E by ‘TT. Thus in our usual 
convention we have 
where a(y, t) = y * t and ‘p are solutions of the initial value problems 
Y’ = UY), Y(O) = Y (Y E n 
x’ = W(y * t)x, x(0) = x (x E b(y)) 
and DV(y . t) d enotes the linear part of V evaluated along the trajectory y . t. 
We let &’ denote the tangent bundle TY. Then ti is a vector bundle over Y 
with dii s(y) = k = dim Y for all y E Y. Furthermore 2 is an invariant 
set for the linear skew-product flow n, i.e., .X is an invariant subbundle in 8. 
Next let .N be a complementary subbundle to 2. For example, if I has an 
inner product1 (a, .), compatible with the topology on B then one could choose 
.N to be the orthogonal complement .N = X1. The theory of Section V is now 
applicable to this situation. The three spectra 
are called, respectively, the spectrum, the tangential spectrum and the normal 
spectrum of Y. The tangential spectrum 2(X, r-r) describes the exponential 
growth rates between pairs of solutions in Y itself. The normal spectrum 
Z(&, n) describes the growth rates in the vicinity of Y. The various spectral 
bundles Vi , which are described in Theorem A, give the precise location of the 
initial data for which the corresponding solution of the linearized equation has 
exponential growth rate in the &h-interval; cf. [26]. 
Let us now look at an illustrative example of a flow on a four-dimensional 
manifold M4, which arises from a suitable Anosov flow. 
1 Such an inner product could be generated by a given Riemannian structure on M; 
cf. [11-J. 
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EXAMPLE. We begin with the Anosov diffeomorphism on T’, the two- 
dimensional torus generated by the mapping y = Ax, where 
(;;) = (; :,(;;) (mod 1). 
The eigenvalues for this mapping are h = (3 f 5192 and the associated 
elgenvectors are 
As is well known [18], the periodic points of A are dense in T2. Over each point 
in T* the unstable manifold is Span(e,) and the stable manifold is Span(es). 
The spectrum of A, as we defined it above, is formed by finding the solution 
or and cr2 of the equations eui = A, , i = 1,2, which is 
u1 e= 0.962, u2 + -0.962. 
(Since AIA2 = 1 one has aI + u2 = 0.) 
By taking the suspension of the mapping y = Ax, one gets an Anosov flow 
on a 3-manifold Ms. Recall that iM3 can be identified as the collection of all 
I = (x, s) where x = (x1 , x2) E R2, s E R1 and where (x, s) = (a, J) if and only 
if 2 = Anx and 0 = s + n for some integer 11. The differential equation on 1&P 
for the Anosov flow has the form z’ = F(z) or 
x; =.f& , x2 I s), 4 =f2(x1 , x2 9 4 s’ = 1. (6.2) 
The spectrum of this flow on M3 is the set {ur , - ur , O]. 
Now consider the four-dimensional manifold Ma == M3 x s1. Introduce the 
coordinates w = (z, B), where x E M3 and 0 E S. Consider the differential 
system on M4 given by 
2’ = F(a) + h(2, 8, u), 
8’ = iu sin fi + g(z, 8, p), 
where a: and TV are real parameters, and h and g are smooth functions that satisfy 
h(2, 0,O) = 0, I g(2,4 p)l = OfI fl I’). 
Then at p = 0, there is an invariant manifold Y = Ma given by ~9 = 0. The 
SPECTRUM OF AN INVARIANT MANIFOLD 155 
induced flow on this manifold is the Anosov flow and consequently the tangential 
spectrum is 
& = +Jl , -01 9 0) 
and the normal spectrum is & = {a). Thus if (Y $L’, one has Z = {cu, al , 
-01 3 01. 
If we require further that 1 (Y ) > or then we can apply [4, 141 to conclude 
that for all ~1 sufficiently small there exists a family of smooth manifolds Y, 
varying continuously in p with Y,, = Y. From the Spectral Perturbation 
Theorem [26, p. 3421 there exist three disjoint compact spectral intervals IU+, 
Iuo, I,- such that the tangential spectrum ZT,r of Y, satisfies .Zr,, = I,,- u I,” u 
I,-, 0 E IuO, I,- c (t E R: t < 0} and I,+ C {t E R: t > O]. It follows that the 
induced flow on Y,, is an Anosov flow for TV sufficiently small. 
Remark. The argument used in the above example generalizes. If Y is a 
compact invariant submanifold of a flow on a manifold M and the tangential 
spectrum has the form 
.z=I-uIOuI+, 
where I-, I0 and I+ are disjoint compact sets with 0 E IO, I0 = an interval, I- C 
{t E R: t < 0}, I+ C {t E R: t > 0} and the dimension of the invariant spectral 
subbundle associated with IO is 1, then the flow on Y is an Anosov flow. The 
Perturbation Theorem [26, p. 4321 insures that a small perturbation of the flow 
on Y is also an Anosov flow, which is known [3, 311. 
VII. BLOCK TRIANGULAR DIFFERENTIAL SYSTEMS 
The theory of Section V applies to another important class of problems, 
namely, linear differential equations with block triangular coefficient matrices. 
In this case one starts with a linear equation x’ = M(t)x, where M(t) is a block 
triangular matrix 
and A, B and D are respectively (m x m), (II x m) and (n x n) matrices for each 
t E R. The vector x belongs to Rm+n. 
As we have seen elsewhere [25], the linear equation x’ = AZ(t)x generates a 
linear skew-product flow r on a space X x 46, where 9 is a suitable space of 
matrix valued functions and ME St. More precisely we assume that 9 is a 
compact, translation-invariant set. The invariance means that if ~ME$ and 
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7 E R, then &17 E 9 where J&(t) = &.!(T +- t). For every ME 9 and s E X 
we let c+, M, t) denote the solution of the initial value problem 
X’ = M(t)x, x(0) = x. 
We assume further that the given topology on 5 is such that the mapping 
n-(X, al, T) = (q+, l+f, 71, -W) (7.1) 
is continuous. In this case n is the desired linear skew-product flow. See [25] for 
more details. 
If we assume, as we do, that M is block triangular, then there is no loss in 
generality in assuming that 9 consists entirely of block triangular matrices of the 
same form. 
The differential system x’ = M(t)x becomes 
u’ = A(t)24 - B(t)v, 
(7.2) 
v’ zzz WV, 
where x = (,“), u E P and v E R n. It is easily seen that the fundamental solution 
Qi(M, t) has the same block triangular form, and thus the linear skew-product 
flow (7.1) is a “block triangular system” in the sense defined in Section III. 
The invariant subbundle .8? is 
s’f = (R” x (0)) x 9. 
.4n initial vector .x = ($) lies in Z(M), ME $, if and if v = 0. The flow %r 
on JP is simply 
where @(A, t) is the fundamental solution of u’ = A(t)u, and M = (,” i). 
The associated normal subbundle is 
A’- = ((0) x Rn) x 9. 
An initial vector x = (t) lies in N(M), ME 9, if and only if u = 0. The induced 
normal flow rrN on A’” is given by 
dv, M 4 = (QYD, T)V, MA, 
where @(D, t) is the fundamental solution of v’ = D(t)v and M is given above. 
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The linear skew-product flow rr given by (7.1) is “smooth” and the variation 
of constants formula (3.5) takes on the classical form 
ut = %(A, t) [u + Lt !ql(A, s) B(s) @n(D, s)c ds], 
Z’t = @,(D, t)v, 
(7.3) 
where @,(A, t) = e-W(A, t) and OA(D, t) = e-W(D, t). 
Theorems 1,2 and 3 are now applicable to the system (7.2). In particular one 
has .Z C Zr u ZN where .E, 2;. and Z, denote the spectra of z, 7rr and mN , 
respectively. In the next example we show that the equality 
can fail if none of the sufficient conditions of Theorem 2 are satisfied. 
EXAMPLE. For 7, t E R define the (2 x 2) matrix-valued function 
W(t) = 
( :, -$ t ’ 
(-; ;,, t < 
-71 
-T. 
In the space L,,l,, the hull 9 = H(M,,) = Cl{M,: T E R) is compact. It is this 
space 9, with the L,,r,,,- topology, which is the base space of our linear skew- 
product flow. It is not difficult to see that 
.F = A(M,,) u Q(M,) u (MT: T E R}, 
where A(M,,) and Q(M,) are the alpha and omega limit sets of MO . Furthermore 
4%) and J-G%) consist of two constant coefficient matrices, viz., 
For M E 9 and x E R* we let 
TT(X, M, T) = (p(x, J,f, 4 MJ 
denote the motion through (x, M). Let .?Z denote the spectrum of the flow V. 
Let A, D and B be defined by MO = (f %), then 
A(t) = 1-i: t > 0, D(t) = I-;; t > 0, t < 0, t < 0, 
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and B(t) = 1. Furthermore one has 
where h E R. Therefore it follows from (7.3) that 
Ut = e’l-A’t * + ; _ e(-l-Alf; ) 
I I 
vt = &“-mv 
for t > 0, and for t < 0 one has 
v Ut = &-‘-AH u _ - + e’l-A’” 
I I 2 ;, 
vt = e(l-M$. 
(7.4) 
(7.5) 
FACT 1. Z = (--l}u{l}. 
In order to prove this we first fix X satisfying - 1 < h < 1. In this case it 
follows from (7.4) that ut and ZQ are bounded for t 3 0 if and only if IL + ~12 = 0. 
From (7.5) it follows that ut and e, are bounded for t < 0 if and only if II - 
v/2 = 0. Consequently the bounded set ~,@I&,) is trivial, i.e., BA(M,,) = (0). 
It follows that for every translate M, one has Bn(M7) = (O}. Also one has 
gA(lM-) = gfh(M+) = (0). Thus one has 8, = (0) x 9. Since the exponential 
dichotomies over A(,%&) and 0(&&J are compatible, it follows from Theorem 
B(2) that X is in the resolvent p. In a similar way one can show that if X < - 1, 
or h > 1, then h E p. Therefore one has .Z C (--I} u {I}. Finally if h = A1 one 
can see that $?A # (0) x P, and consequently it follows that .Z = (-1) u (I}. 
The tangential flow rr is given by nr(u, n/r, T) = (@(A, T)U, A!&) and the normal 
flow nN by n,(v, A& T) = (@(D, +, MJ. Th e o f 11 owing fact is easily verified. 
FACT 2. & = EN = [-I, I]. 
Hence one has Z # .Zr u ZN . 
Remark 1. The last example leads to other consequences. Specifically it is 
shown in [24] that there is a connection between the above spectral theory, and 
the Massera-SchZffer theory of admissibility and the classical theory of the 
Fredholm index. 
2. In the last example we see that the boundary of Zr , I?&, lies in Z. 
It is not difficult to show in general that one has a.& C .X. Also one can show 
that if I is any component of Zr u ZN then Z n I # .@ .
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Note added in puoof. After this manuscript was completed we became aware of the 
following related papers: (1) C. CHICONE AND R. SWANSON, J. Differential Equatiuns 36 
(1980), 28-40. (2) C. CHICONE AND R. SWANSON, Spectral theory for linearizations of 
dynamical systems, J. Differential Equations (in press). (3) R. SWANSON, The spectrum 
of vector bundle flows with invariant subbundles (preprint). 
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