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Abstract - - -Th is  paper attempts to give a practical method to compute global periodic solutions 
of autonomous Hamiltonian systems of arbitrary finite order. The proposed numerical method is 
based on continuation of solutions branching from equlibrium points and requires no iterations. 
Moreover, during computation f one-parameter families of periodic orbits, their possible bifurcations 
are determined as well. 
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INTRODUCTION 
The purpose of this paper is to present a computational method to find global periodic solutions of 
Hamiltonian systems. The problem under consideration was initially motivated by some studies in 
quantum chemistry [1], where the semiclassical pproximation was used and solutions of the time- 
independent Schr6dinger equation were related to periodic orbits of the corresponding classical 
system. The proposed numerical approach, however, does not depend on a specific form of the 
Hamiltonian, and can be applied to similar problems arising in mechanics, physics, and chemistry. 
There are a great number of mathematical investigations devoted to periodic solutions of 
Hamiltonian systems. These studies developed the theory from both local and global points 
of view, and provided much information concerning the existence of periodic orbits, and their 
possible bifurcations [2-5]. However, practical determination of periodic solutions of arbitrary 
Hamiltonian systems remains a numerical problem. 
The Hamiltonian systems and their solutions possess pecific properties imposing certain re- 
strictions on application of popular numerical methods. For example, periodic solutions cannot 
be computed by long-time calculations assuming approach to stable periodic orbits, because the 
Hamiltonian systems are not dissipative. Moreover, it is desirable to use energy-conserving u- 
merical schemes and avoid long-time computations at all, keeping in mind, the growing numerical 
error results from the chaotic nature of the solutions. On the other hand, it is these specific fea- 
tures of the Hanfiltonian systems that help to simplify the numerical algorithm as compared 
with direct application of shooting methods or other numerical methods of finding zeroes of the 
Poincar~ map. 
The main idea is to compute not an isolated periodic orbit, but one-parameter families of 
such solutions. Notice that stationary solutions are periodic solutions as well, and can be used 
as the initial points for subsequent continuation with respect o some parameter. This idea is 
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not new [6], but is especially fruitful in the case of Hamiltonian systems, because some technical 
details of realization can be made analytically. The theoretical basis for this approach is provided 
by the Lyapunov center theorem, asserting existence of one-parameter families of periodic solu- 
tions branching from a stationary point, if the corresponding linearized system possesses pure 
imaginary eigenvalues, and the nonresonance ondition holds. Although in our unified approach, 
possible bifurcating periodic solutions are computed irectly, the nonresonance ondition is es- 
sential. Moreover, some analog of the nonresonance ondition for the global periodic solutions is 
assumed. More precisely, it is supposed that the identity eigenvalue of some matrix, similar to 
the monodromy matrix, is only two-fold. 
STATEMENT OF  THE PROBLEM 
Consider an autonomous Hamiltonian system 
p$ = ~Hq,  
qt = Hp, 
where p, q E R n, H : R 2'~ --* R is sufficiently smooth and the subscripts denote differentiation 
with respect o the corresponding variables. This system can be represented as 
zt = Jg~, (1) 
where 
and I is the identity matrix in R n. The problem is to find global solutions of system (1) such 
that z(t + T)  = z(t) for some period T. 
The basic idea is to look for one-parameter families of periodic solutions instead of isolated 
solutions. To realize this approach, we have to introduce a parameter, choose an initial point at 
the family, and propose a continuation algorithm. 
Let z0 be a stationary solution of system (1): 
g~ (z0) = 0. 
Although the stationary solution can be considered as a periodic one, it cannot be directly used as 
the initial periodic orbit for the following two reasons: not every stationary point is a bifurcation 
point, and the period T is not specified. 
Let us change the variable z, introducing a vector x and a parameter #, 
z = zo + #X. 
Notice that the problem has no natural parameter. The energy E = H(z )  - H(zo) being constant 
for every solution seems to be a natural choice, but the Hamiltonian H(p, q) = p2+ q2 shows that 
a parameter proportional to the square root of the energy is more suitable. The same is true for 
every nondegenerate stationary point. 
Now we have the problem of computing periodic solutions x(t, #) and their periods T(#) that 
are differentiable with respect to # and such that xt ~ 0. It is convenient to input the period T into 
the system of equations making the change of the time variable v = t /T .  After all transformations, 
the problem takes the form 
dx 
d'~ = T f  (x, #) ,  (2) 
z (o) = x (1 ) ,  
where f (x ,  #) is a sufficiently smooth function of x and #. 
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CONTINUATION OF PER IODIC  ORBITS  
Let us assume that at some value of #, there exists a one-periodic solution of system (2). 
Differentiating this system with respect o #, we get 
dxt' = T Df  xg + T , f  4- Tf~,, (3) 
d'c 
where Df  is the Jacobi matrix. Denoting T Df  by A, we introduce a fundamental matrix W(T) 
of the system of ordinary differential equations 
dW 
- AW. 
dr 
Then every solution of the system of equations (3) can be presented as 
X•(T)=W(r )  w- i (0 )x . (0 )+ w- l (s ) (T~, f  +Tf . )ds  . (4) 
Because we look for a family of periodic solutions, the periodicity condition x.(0) = xu(1 ) 
should be imposed, giving simultaneously with (4) the equation for determination f x.(0) and T~. 
Solving this equation and integrating with respect o #, we would get the periods and the pos- 
sibility to reconstruct the periodic orbits by integrating with respect o time T from the initial 
vector x(0, #). 
Let us introduce the matrix P = W(1)W-t(0)  and the vector y being the solution of the 
Cauchy problem 
dy = Ay + T f~,, 
dr 
y(O) = o. 
Because the vector f - f (X (T ,  lz), [~) is a periodic solution of the homogeneous equations derived 
from (3), explicit integration in the expression (4) can be made resulting in the equation 
x•(O) = Px~,(O) + T~f(O) + y(1), (2) 
where f(0) denotes f(x(0, #),/~). 
REMARK 1. The matrix P is similar to the monodromy matrix. 
REMARK 2. Practical computation of the matrix P can be carried out by taking into account he 
information concerning f: if we set the initial value for the fundamental matrix to the identity 
matrix, then replacing its k th column by f(0) (k is chosen so that I f k (o ) l  ~- max i Ifi(0)l), only 
2n - 1 columns of the fundamental matrix have to he computed. 
Now consider the properties of the matrix P more precisely. The matrix A can be presented 
as a product of the matrix J in (1) and a symmetric matrix. It can be easily shown that this fact 
implies the matrix (W- i  J) T is a fundamental matrix as well. As a consequence, the matrix P is 
a symplectic matrix [7], and the row vector I1 = fT(0) J is a left eigenvector f P corresponding 
to the identity eigenvalue. Because f(0) is a right eigenvector f P corresponding to the identity 
eigenvalue and the matrix product / i f (0)  = 0, the identity eigenvalue of the matrix P is at least 
two-fold (a comprehensive survey of these and related topics can be found in [8,9]). 
Let us accept he following assumption. 
Main Assumption 
The identity eigenvalue of the matrix P is only two-fold. 
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REMARK 3. To ensure this assumption holds in the course of computations ofperiodic solutions, 
numerical calculations of the spectrum of the matrix P can be carried out. Another advantage 
of parallel computation of the eigenvalues i  the possibility to determine bifurcations of periodic 
orbits when some eigenvalues approach the unit circle. 
Let us return to equation (5). According to the main assumption, the kernel of the linear 
operator corresponding to the matrix P - I is one- or two-dimensional. To ensure the solvability 
of equation (5) with respect o x~,(0) and Ti,, we have to show that the matrix product of any 
left eigenvector f the matrix P corresponding to the identity eigenvalue by the remaining terms 
is zero. As indicated above, llf(O) = 0 and technical calculations prove that the analogous 
result/ly(1) -- 0 is true. If there exists a second left eigenvector 12 corresponding to the identity 
eigenvalue, then the multiplication gives a solvable quation for T~, (/2f(0) ~ 0). 
Now we have a solvable system of n, linear algebraic equation for (n + 1), unknown vari- 
ables x~,(0) and T~,. To ensure a unique solution, we have to impose two additional relations. 
Because the vector f(0) is tangent to the periodic orbit at the point x(0, #), the natural direction 
to move to another periodic orbit corresponding to another value of p is orthogonal to f(0): 
(z,, (o ) , / (o ) )  = o, 
where the brackets denote the inner product. Further, let us recall that the parameter #is chosen 
so that H(zo + lzx) - H(zo) = E(p), where E(#) is some known function of #. Differentiating 
this identity with respect o #, we get the required additional equation for x~,(0). Moreover, it 
can be proven that the appended equations are independent of the equations (5). 
REMARK 4. For numerical solution of the resulted system of linear algebraic equations, it is 
convenient to reduce the matrix to the square form by deleting one of the linearly dependent 
rows. The best candidate for deletion is the (n - k) th row (due to Ill_k[ = maxi [/1[). 
IN IT IAL  PER IODIC  ORBITS  
Let us return to the question of how to choose initial periodic solutions to begin computations. 
Presenting the system of equations (2) near a stationary point for small # as 
dx 
d'~ = TJHzz (z0) x + high-order terms, 
x(O) = x(1), 
we get at p = 0, the system of ordinary differential equations with a constant matrix. This 
system possesses periodic solutions if the spectrum of the matrix JHzz(zo) contains pure imagi- 
nary eigenvalues 4-/o;1 . . . .  , =l:iwm. Thus, the candidates for initial periods and periodic solutions 
are T = 2~r and x(v, O) = eZ~irra, where rs is the right eigenvector corresponding to the eigen- 
0)  a 
value iws. Now the continuation algorithm can be directly applied if the main assumption holds. 
It is evident hat in the considered case, the main assumption is equivalent to the nonresonance 
condition, wj/w, is not an integer for j ~ s. 
REMARK 5. If the Hamiltonian of the special form 
H (p,q) = ~t~)~,p......_A, + V (q) 
2 
is considered, the eigenvalue problem reduces to computation of the spectrum of the Hessian 
matrix of the potential V(q). Namely, pure imaginary eigenvalues of the matrix JHzz correspond 
to positive eigenvalues w~,... ,w2m of the matrix Vqq. This means that periodic solutions can 
bifurcate only from saddle points or local minimal of the potential. 
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IMPLEMENTATION 
The proposed method of computation ofperiodic solutions and of Hamiltonian systems involves 
numerical calculations of both linear algebraic and nonlinear equations, the matrix eigenvalue 
pl:oblem, and the Cauchy problem for systems of ordinary differential equations. Solution of all 
these problems can be implemented independently using appropriate numerical methods. The 
algorithm can be outlined as follows (in the brackets, the numerical methods actually used in 
numerical experiments, are mentioned). 
(1) Find the stationary solutions of equation (1) (the Powell hybrid method [10]). 
(2) Solve the eigenvalue problem for the matrix derived by linearization at the chosen sta- 
tionary point (reduction to Hessenberg form and the QR algorithm in the general case; 
Hausholder reduction and the QL algorithm in the case mentioned in Remark 5). 
(3) Choose an admissible initial periodic solution to continue. 
(4) Integrate numerically with respect o the parameter #the system of ordinary differential 
equations for x(0, #). To derive the functions on the right-hand sides in these equations~ 
the fundamental matrix W and the vector y have to be computed over the interval T E [0, 1] 
with subsequent solution of the system of linear algebraic equations (embedded Runge- 
Kutta method ue to Dormand and Prince [11]; Caussian elimination). 
~n conclusion, some disadvantages of the method should be mentioned. First, possible sec- 
ondary bifurcations are only detected, but not resolved automatically. More precise consideration 
of bifurcations could help to study some resonant cases as well. Second, the method is unable to 
compute the families of periodic solutions isolated from stationary points (these periodic solutions 
can be considered as a result of hard bifurcations). But in these cases, one can use a homotopy 
of the Hamiltonian from a simpler one. 
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