Abstract. We present a computational approach for finding all integral solutions of the equation y 2 = 1 k + 2 k + · · · + x k for even values of k. By reducing this problem to that of finding integral solutions of a certain class of quartic equations closely related to the Pell equations, we are able to apply the powerful computational machinery related to quadratic number fields. Using our approach, we determine all integral solutions for 2 ≤ k ≤ 70 assuming the Generalized Riemann Hypothesis, and for 2 ≤ k ≤ 58 unconditionally.
1. Introductioń E. Lucas [18] proved that the diophantine equation
has only the solutions x = y = 1 and x = 24, y = 70. Schäffer [20] furthered this work by studying the more general equation
The main result of this work was a proof that the only positive integers (k ≥ 1, q > 1) for which this equation has infinitely many solutions are (k, q) ∈ {(1, 2), (3, 2) , (3, 4) , (5, 2)}.
Schäffer also made the following Conjecture 1.1 ([20] ). Let k and q > 1 be positive integers, with (k, q) not in the above list. Then apart from the solution (x, y) = (24, 70) when k = q = 2, the only solution to equation (2) is the trivial solution x = y = 1.
In recent years there have been numerous papers on this topic (see [2] , [3] , [7] , [10] , [22] ). The interested reader may wish to refer to the notes at the end of chapter 10 in [21] .
In a recent paper [4] , the authors prove the following
The dependence of Theorem 1.2 on the GRH is due to our algorithm's use of a conditional subexponential algorithm for computing the regulator of a real quadratic field [11] . This is explained in more detail on Section 5
Reduction to a family of quartic diophantine equations
We begin by following the argument in [19] . For k > 0, we define S k (x) to be the polynomial
It is well known that for k even, (k + 1)S k (x) = B k+1 (x), where B k+1 (x) represents the k + 1-st Bernoulli polynomial (see [8] for details on Bernoulli numbers and polynomials). Suppose that k ≥ 2 is even, and that (x, y) is a positive integer solution to y 2 = S k (x). From the above remark we have
where B i (i ≥ 0) is the ith Bernoulli number. Define d k to be the minimal positive integer such that d k (k + 1)S k (x) has integer coefficients. It follows that
with f (X) a polynomial with integer coefficients. Therefore, x = au 2 with u ≥ 1, a ≥ 1 square-free, and a divides (k + 1)d
we deduce that x − 1 = cw 2 , where w ≥ 1, c ≥ 1 is square-free, and c also divides
We now wish to deduce a similar result for the integer 2x − 1. We will use the following two properties of Bernoulli polynomials (i ≥ 1):
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and so, by applying the above properties, we obtain
Define e k to be the smallest positive integer such that
i is a polynomial with integer coefficients in the variable (2X − 1). Therefore, as above, we obtain
where g(X) is a polynomial with integer coefficients. Therefore, 2x−1 = bv 2 , where v ≥ 1, b ≥ 1 is square-free, and b is a product of primes which are divisors of the integers
For future reference, we will define the set of primes C k to be those odd primes which divide any one of the integers in (4). Let Z = 2x − 1, ω = abc, and W = 2uvw, then (Z, W ) is an integer point on the elliptic curve
Thus, the problem now reduces to finding all integer points on all possible curves of the form (5), where ω ranges over the square-free integers composed of primes in A k ∪ C k . It is well known that this can be accomplished in several ways, the most efficient likely being the implementation of Gebel, Pethö, and Zimmer [9] . The problem here is that the size of the sets A k and C k and the size of their elements grow very quickly with k, thereby requiring not only the diophantine resolution of many elliptic curves but, more importantly, curves whose defining parameters are indeed quite large. The main point in the present paper is to provide an alternative approach. With a, b, c, u, v, w as defined above, let d = ac and z = 2uw. Then (X, Y ) = (v, z) is a point on the quartic curve
Equation (6) has been studied in considerable detail. We state two theorems on its solubility which will provide the basis for our algorithm to solve equation (3) . The first theorem can be found in [6] , while the second can be found in [1] . 
Lemma 3.1 ([6]). Let d denote a square-free positive integer, and let
T + U √ d denote the minimal solution to the equation X 2 − dY 2 = 1. For k ≥ 1, let T k + U k √ d = (T + U √ d) k . If (X, Y ) = (v, z) is a solution to X 4 − dY 2 = 1, then v 2 = T 1 or v 2 = T 2 . T 1
The algorithm
In this section we describe an algorithm based on the results of the previous section for finding all integer points (X, Y ) on those curves b 2 X 4 − dY 2 = 1, as b and d range over the set of square-free integers composed of primes in C k and A k , respectively. The bottleneck in the algorithm is easily seen to be the computation of the minimal solution to the Pell equation X 2 − dY 2 = 1. Once this has been computed for a given value d, the remaining computations are completed with relative ease. We remark that the steps involved in the algorithm are in some ways dictated by properties of solutions to Pell equations, and so the interested reader may wish to consult [15] or [23] for further details. 
, so except for small values of d it is usually infeasible to compute T and U explicitly. However, given a sufficiently accurate approximation of log η, and explicit representation of η called a compact representation can be computed in polynomial time [5] . This compact representation has the form
For our purposes, having a compact representation of η is almost always sufficient. Indeed, unless a solution of b 2 X 4 − dY 2 = 1 is actually found, we only need to know T and U modulo various primes, a computation which can be carried out very efficiently using the methods in [14] once a compact representation has been obtained.
To compute log η, we first compute an approximation of R = log ε d , the regulator of
with ν ∈ {1, 2, 3, 6} (see, for example, [13] ) we can easily compute a compact representation of η from ν and R. Computing the regulator R is in fact the most time-consuming part of the algorithm. The best unconditional algorithm has complexity O(d 1/5+ε ) [16] , [12] , but for values of d > 10 20 , this is much too inefficient. For these values of d, we used the subexponential algorithm described in [11] .
Once a compact representation of η has been computed, the next step is to compute [23] ), so we only have to compute T l mod p for each l|(p−(d/p))/4 and take β(p) to be the smallest such l for which T l ≡ 0 (mod p). Given the compact representation of η, we can use the methods of [14] to compute T mod p. Using the identities T 2n = T , and W = (Z 3 − Z)/w, which can in turn be tested as to whether a solution of (3) has been found. In general, computing T l explicitly is infeasible, but once again we use compact representations to solve this problem. In the vast majority of cases, especially for large values of d, we expect that T l will not be a square. Thus, we expect that computing the Legendre symbol (T l /p) for a number of small primes p will eventually yield a value of −1, demonstrating that T l is not square. For this test, we only need T l mod p for each prime p; again, the methods described in [14] can be used for this purpose. If we have tried 30 primes p and we get (T l /p) = 1 for each of them, then we assume that T l is in fact square and are forced to compute it explicitly, which was in practice a rare occurrence (only occuring for small values of T l ).
Computational results
We have implemented Algorithm 4.1 from the previous section and used it to numerically verify Conjecture 1.1 for 2 ≤ k ≤ 70. Our code is written with the C++ library LiDIA [17] and compiled with the GNU g++ complier version 2.91.66. The program was run on an 800 MHz Pentium processor running Linux. The entire computation took just over 11 days. Complete listings of the sets A k and C k , and all the integral points found on the curve (5) can be found in Table 2 and Table 3 in Appendix A. For each point in Table 3 , we list the values of k for which that point was found. The only solutions of (3) we found were the trivial solution for each value of k, and for k = 2 the anomalous solution x = 24, y = 70.
Because the correctness of the subexponential algorithm described in [11] for computing R is conditional on the Generalized Riemann Hypothesis, the correctness of our results is also conditional for those values of k which made use of this algorithm. In practice, the subexponential algorithm does return a multiple of the regulator, but in order for the values of β(p) to be correct, it is necessary that the value returned is the actual regulator so that η is the fundamental solution of Pell's equation.
In our implementation, we used the subexponential algorithm to compute R whenever d > 10 20 and the unconditional baby step-giant step variant of complexity O(d 1/5+ε ) [16] , [12] otherwise. For k ≤ 34 there were no values of d > 10 20 , so these results are unconditionally correct. For 36 ≤ k ≤ 58, we were forced to use the subexponential algorithm to compute some of the regulators, but we were nevertheless able to verify unconditionally that these regulators were correct. Given a multiple S of the regulator produced by the subexponential algorithm, we first verify that R > S 2/3 using a baby step-giant step algorithm. Then, for each prime p such that S/p > S 2/3 , we verify that S/p is not also a multiple of R by checking that the ideal closest to S/p from O d is not O d . Both stages of the algorithm take time O(S 1/3 ) and, assuming that S = R, we get an overall run time of O(d 1/6+ε ) for verifying that the value produced by the subexponential algorithm is indeed the regulator. This method for unconditionally computing r is the subject of ongoing research, and will be described in more detail in a forthcoming paper.
In Table 1 As mentioned earlier, we were successful in removing the dependence on the GRH from our results for k ≤ 58. Although we spent as much as 3.75 days verifying our results for a single k value, even this would not have been possible without the new O(d 1/6+ε ) method mentioned above. Extending this part of the computation would also be difficult. For k ≤ 58, we had to compute regulators unconditionally for d values with as many as 39 decimal digits. To do the same for k = 60 would require handling d values with up to 51 decimal digits, a computation which currently appears to be out of reach with the available methods.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use A. Appendix Table 2 contains the complete sets A k and C k described in Section 2. Table 3 contains all the integral points found on the elliptic curve (5) during the course of our computations. For each point in Table 3 , we list the values of k for which that point was found. 
