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GLOBAL SOLUTIONS OF A SURFACE QUASI-GEOSTROPHIC FRONT EQUATION
JOHN K. HUNTER, JINGYANG SHU, AND QINGTIAN ZHANG
Abstract. We consider a nonlinear, spatially-nonlocal initial value problem in one space dimension on
R that describes the motion of surface quasi-geostrophic (SQG) fronts. We prove that the initial value
problem has unique local smooth solutions under a convergence condition on the multilinear expansion of
the nonlinear term in the equation, and, for sufficiently smooth and small initial data, we prove that these
solutions are global.
Contents
1. Introduction 2
2. Preliminaries 4
2.1. Para-differential calculus 4
2.2. Fourier multipliers 7
3. Reformulation of the equation 12
3.1. Expansion of the equation 12
3.2. Para-linearization of the equation 13
4. Energy estimates and local well-posedness 18
5. Global solution for small initial data 24
6. Sharp dispersive estimate 26
7. Scaling-Galilean estimate 29
8. Nonlinear dispersive estimate 30
8.1. Cubic resonances 31
8.2. High frequencies 33
8.3. Low frequencies 33
8.4. Nonresonant frequencies 36
8.5. Near the space resonances 40
8.6. Space resonances 42
8.7. Space-time resonances 44
8.8. Higher-degree terms 45
Appendix A. Alternative formulation of the SQG front equation 47
References 48
Date: August 24, 2018.
JKH was supported by the NSF under grant number DMS-1616988.
1
2 JOHN K. HUNTER, JINGYANG SHU, AND QINGTIAN ZHANG
1. Introduction
In this paper, we prove the existence of global smooth solutions of the following initial value problem
ϕt(x, t) +
∫
R
[
ϕx(x, t) − ϕx(x+ ζ, t)
]{ 1
|ζ| −
1√
ζ2 + [ϕ(x, t)− ϕ(x + ζ, t)]2
}
dζ = 2 log |∂x|ϕx(x, t),
ϕ(x, 0) = ϕ0(x),
(1.1)
where ϕ : R × R+ → R is defined for x ∈ R, t ∈ R+, and log |∂x| is the Fourier multiplier operator with
symbol log |ξ|. Our main result is stated in Theorem 5.1.
This initial value problem describes front solutions of the surface quasi-geostrophic (SQG) equation
θt + u · ∇θ = 0, u = ∇⊥(−∆)−1/2θ, (1.2)
where (−∆)−1/2 is a fractional inverse Laplacian on R2, and ∇⊥ = (−∂y, ∂x). The SQG equation arises as
a description of quasi-geostrophic flows confined to a surface [38]. After the incompressible Euler equation,
it is the most physically important member of a family of two-dimensional active scalar problems for θ with
a divergence-free transport velocity u = ∇⊥(−∆)−α/2θ and 0 < α ≤ 2. The case α = 2 gives the vorticity-
stream function formulation of the incompressible Euler equation [40], while α = 1 gives the SQG equation.
The SQG equation is also of interest from an analytical perspective because it has similar features to the
three-dimensional incompressible Euler equation [10]; in both cases, the question of singularity formation
in smooth solutions remains open. The SQG equation has global weak solutions [41, 43], and, as for the
Euler equation, non-unique weak solutions of the SQG initial value problem may be constructed by convex
integration [3]. The SQG equation also has a nontrivial family of global smooth solutions [6].
By SQG front solutions, we mean piecewise-constant solutions of (1.2) with
θ(x, y, t) =
{
θ+ if y > ϕ(x, t),
θ− if y < ϕ(x, t),
where θ+ and θ− are distinct constants, in which θ has a jump discontinuity across a front located at
y = ϕ(x, t). Here, we assume that the front is a graph and do not consider questions about the breaking or
filamentation of the front.
We contrast these front solutions with SQG patches, in which
θ(x, y, t) =
{
θ+ if (x, y) ∈ Ω(t),
0 if (x, y) /∈ Ω(t),
where Ω(t) ⊂ R2 is a simply-connected region with compact closure and smooth boundary. Contour dynamics
equations for the motion of patches in SQG, Euler, and generalized SQG (with arbitrary values of 0 < α ≤ 2)
are straightforward to write down, although they require an appropriate regularization of a locally non-
integrable singularity in the Green’s function of (−∆)α/2 when 0 < α ≤ 1. Local well-posedness of the
contour dynamics equations for SQG and generalized SQG patches is proved in [7, 11, 21]. The boundary
of a vortex patch in the Euler equation remains globally smooth in time [1, 8, 9], but this question remains
open for SQG patches. Splash singularities cannot occur in a smooth boundary of an SQG patch [22], while
numerical results suggest the formation of complex, self-similar singularities in a single patch [45], and a
curvature blow up when two patches touch [13]. Singularity formation in the boundary of generalized SQG
patches has been proved in the presence of a rigid boundary when α is sufficiently close to 2 [36, 37], and a
class of nontrivial global smooth solutions for SQG patches is constructed in [4, 5, 26].
When 1 ≤ α ≤ 2, additional problems arise in the formulation of contour dynamics equations for fronts
as a result of the slow decay of the Green’s function and the lack of compact support of θ. Regularized front
equations, including (1.1), are derived in [29]. Unlike the front equations with α 6= 1, the SQG front equation
SQG FRONT EQUATION 3
requires both ‘ultraviolet’ and ‘infrared’ regularization to account for both the failure of local integrability
and the slow decay of the SQG Green’s function in the contour-dynamics equations. This regularization
leads to the logarithmic derivatives in (1.1), rather than the fractional derivatives that occur for generalized
SQG fronts. Local well-posedness for spatially-periodic SQG front-type equations is proved in [44] for C∞
solutions by a Nash-Moser method, and in [18] for analytic solution by a Cauchy-Kowalewskimethod. Almost
sharp fronts, across which θ is continuous, are studied in [12, 17, 19, 20].
The local well-posedness of a cubically nonlinear approximation of (1.1) for spatially periodic solutions
ϕ(x, t), with x ∈ T = R/2πZ, is proved in [30]. In this paper, we consider the fully nonlinear equation (1.1)
on R. The problem on R differs from the problem on T in two respects. First, the logarithmic multiplier
log |ξ| is unbounded at low frequencies, which does not occur on T where ξ ∈ Z\ {0} is discrete and nonzero.
Second, the linearized equation provides some dispersive decay on R, which allows us to get global solutions.
The general strategy for proving the global existence of small solutions of dispersive equations is to prove
an energy estimate together with a dispersive decay estimate. Energy estimates for (1.1) in the usual Hs-
Sobolev spaces lead to a logarithmic loss of derivatives [29]. However, as shown in [30] for spatially periodic
solutions of the cubic approximation, we can obtain good energy estimates in suitably weighted Hs-spaces
by para-linearizing the equation.
The proof of the dispersive estimates is more delicate. The linear part of the equation provides at most
t−1/2 decay for the L∞-norm of the solution, but this is not sufficient to close the global energy estimates for
the full equation, so we need to analyze the nonlinear dispersive behavior in more detail. We do this by the
method of space-time resonances introduced by Germain, Masmoudi and Shatah [23, 24, 25], together with
estimates for weighted L∞ξ -norms — the so-called Z-norms — developed by Ionescu and his collaborators
[14, 15, 16, 32, 33, 34, 35].
Our main reference is [14]. In that paper, the authors prove global well-posedness for a generalized SQG
front equation. The linearized dispersion relation of that equation is τ = ξ|ξ|1−α, where 0 < α < 1. The
linearized equation ϕt = ∂x|∂x|1−αϕ commutes with a scaling vector field x∂x + (2 − α)t∂t, which provides
a key ingredient in the dispersive estimates. The SQG equation considered here corresponds to the limiting
case α = 1, and its linearized dispersion relation is τ = 2ξ log |ξ|. The linearized equation ϕt = 2 log |∂x|ϕx is
not scale-invariant, but it has a combined scaling-Galilean invariance and commutes with the scaling-Galilean
vector field (x+ 2t)∂x + t∂t.
Our Z-norm estimates in Section 8 involve a detailed frequency-space analysis. The most difficult part
is the estimate of the cubically nonlinear terms. In most regions of frequency space (see Figure 8.1), these
terms are nonresonant, and we can use integration-by-parts in either the spatial frequency variables or time
to estimate the corresponding oscillatory integrals. We decompose the region near a resonant frequency
into an annulus and an inner disc (see Figure 8.2) whose radius decreases sufficiently rapidly in time to get
the needed time decay, and use the method of modified scattering to account for the nonlinear, long-time
asymptotics of the solutions [31, 42].
This paper is organized as follows. In Section 2, we collect some fundamental facts and estimates that
we use later. In Section 3, we expand and para-linearize the nonlinear terms in the evolution equation.
In Section 4, we derive the weighted energy estimates and state the local existence and uniqueness result
Theorem 4.3. In Section 5, we state the global existence result Theorem 5.1. Sections 6–8 carry out the
three key steps in the proof of global existence: linear dispersive estimates; scaling-Galilean estimates; and
nonlinear dispersive estimates.
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2. Preliminaries
2.1. Para-differential calculus. In this section, we state several lemmas for the Fourier multiplier opera-
tors
L = log |∂x|, |D|s
with symbols log |ξ| and |ξ|s, respectively, that follow from the Weyl para-differential calculus. Further
discussion of the Weyl calculus and para-products can be found in [2, 9, 28, 46].
We denote the Fourier transform of f : R→ C by fˆ : R→ C, where fˆ = Ff is given by
f(x) =
∫
R
fˆ(ξ)eiξx dξ, fˆ(ξ) =
1
2π
∫
R
f(x)e−iξx dx.
For s ∈ R, we denote by Hs(R) the space of Schwartz distributions f with ‖f‖Hs <∞, where
‖f‖Hs =
[∫
R
(1 + ξ2)s|fˆ(ξ)|2 dξ
]1/2
.
Throughout this paper, we use A . B to mean there is a constant C such that A ≤ CB, and A & B
to mean there is a constant C such that A ≥ CB. We use A ≈ B to mean that A . B and B . A. The
notation O(f) denotes a term satisfying
‖O(f)‖Hs . ‖f‖Hs
whenever there exists s ∈ R such that f ∈ Hs. We also use O(f) to denote a term satisfying |O(f)| . |f |
pointwise.
Let χ : R → R be a smooth function supported in the interval {ξ ∈ R | |ξ| ≤ 1/10} and equal to 1 on
{ξ ∈ R | |ξ| ≤ 3/40}. If f is a Schwartz distribution on R and a : R×R→ C is a symbol, then we define the
Weyl para-product Taf by
F [Taf ] (ξ) = 1
2π
∫
R
χ
( |ξ − η|
|ξ + η|
)
a˜
(
ξ − η, ξ + η
2
)
fˆ(η) dη, (2.1)
where a˜(ξ, η) denotes the partial Fourier transform of a(x, η) with respect to x. For r1, r2 ∈ N0, we define a
normed symbol space by
M(r1,r2) = {a : R× R→ C : ‖a‖M(r1,r2) <∞},
‖a‖M(r1,r2) = sup
(x,ξ)∈R2

r1∑
α=0
r2∑
β=0
|ξ|β∣∣∂βξ ∂αx a(x, ξ)∣∣
 .
If a ∈M(0,0) and f ∈ Lp, with 1 ≤ p ≤ ∞, then Taf ∈ Lp and
‖Taf‖Lp . ‖a‖M(0,0)‖f‖Lp.
In particular, if a ∈ M(0,0) is real-valued, then Ta is a self-adjoint, bounded linear operator on L2.
Next, we prove some commutator estimates.
Lemma 2.1. Suppose that f ∈ Hs(R), a ∈ M(1,0), and b, xb ∈M(0,0). Then
‖[L, Ta]f‖Hs . ‖a‖M(1,0)‖f‖Hs−1 , (2.2)
‖[x, Tb]f‖Hs . (‖b‖M(0,0) + ‖xb‖M(0,0))‖f‖Hs , (2.3)
‖[x, L]f‖H˙s . ‖f‖H˙s−1 if s ≥ 1. (2.4)
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Proof. 1. We shall prove that
LTav = TaLv + TDaD
−1v +O(TD2aD−2v).
Indeed, by the definition of Weyl para-product, we have for ξ 6= 0 that
F [LTav] (ξ) = 1
2π
log |ξ|
∫
R
χ
( |ξ − η|
|ξ + η|
)
a˜(ξ − η, ξ + η
2
)vˆ(η) dη
=
1
2π
∫
R
log |ξ − η + η|χ
( |ξ − η|
|ξ + η|
)
a˜(ξ − η, ξ + η
2
)vˆ(η) dη.
(2.5)
If (ξ, η) belongs to the support of χ(|ξ − η|/|ξ + η|), then∣∣∣∣ξ − ηη
∣∣∣∣ ≤ 29 . (2.6)
To prove this claim, we use the fact that
|ξ − η| ≤ 1
10
|ξ + η| (2.7)
on the support of χ(|ξ − η|/|ξ + η|) and consider two cases.
• If |ξ + η| ≤ |η|, then |ξ − η| ≤ |η|/10, so∣∣∣∣ξ − ηη
∣∣∣∣ ≤ 110 < 29 .
• If |ξ + η| > |η|, then ξη > 0, so |ξ − η| = ∣∣|ξ| − |η|∣∣, and can we rewrite (2.7) as∣∣|ξ| − |η|∣∣ ≤ 1
10
(|ξ|+ |η|),
which implies that
9
11
|ξ| ≤ |η| ≤ 11
9
|ξ|,
and (2.6) follows in this case also.
Using the Taylor expansion
log |ξ − η + η| = log |η|+ log
∣∣∣∣1 + ξ − ηη
∣∣∣∣
= log |η|+ ξ − η
η
+O
( |ξ − η|2
η2
)
in (2.5), we get that
F [LTav] (ξ) = 1
2π
∫
R
[
log |η|+ ξ − η
η
+O
( |ξ − η|2
η2
)]
χ
( |ξ − η|
|ξ + η|
)
a˜
(
ξ − η, ξ + η
2
)
vˆ(η) dη
= F
[
TaLv + TDaD
−1v +O(TD2aD−2v)
]
(ξ),
and (2.2) follows directly from the assumption on a.
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2. To prove (2.3), we compute that
F [x, Tb]f = −i∂ξT̂bf − T̂b(xf)
= −i∂ξ 1
2π
∫
R
χ
( |ξ − η|
|ξ + η|
)
b˜
(
ξ − η, ξ + η
2
)
fˆ(η) dη
+
1
2π
∫
R
χ
( |ξ − η|
|ξ + η|
)
b˜
(
ξ − η, ξ + η
2
)
i∂ηfˆ(η) dη
=
−i
2π
∫
R
χ
( |ξ − η|
|ξ + η|
)
∂ξ
[
b˜
(
ξ − η, ξ + η
2
)]
fˆ(η)
+ ∂ξ
[
χ
( |ξ − η|
|ξ + η|
)][
b˜
(
ξ − η, ξ + η
2
)]
fˆ(η) dη
+
1
2π
∫
R
χ
( |ξ − η|
|ξ + η|
)
b˜
(
ξ − η, ξ + η
2
)
i∂ηfˆ(η) dη.
We rewrite the first integral above as∫
R
∂ξ
[
χ
( |ξ − η|
|ξ + η|
)
b˜
(
ξ − η, ξ + η
2
)]
fˆ(η) dη
=
∫
R
(∂ξ1 + ∂ξ2)
[
χ
( |ξ1 − η|
|ξ2 + η|
)
b˜
(
ξ1 − η, ξ2 + η
2
)]
fˆ(η) dη
∣∣∣
ξ1=ξ2=ξ
=
∫
R
(2∂ξ1 + ∂η)
[
χ
( |ξ1 − η|
|ξ2 + η|
)
b˜
(
ξ1 − η, ξ2 + η
2
)]
fˆ(η) dη
∣∣∣
ξ1=ξ2=ξ
=
∫
R
2∂ξ1
[
χ
( |ξ1 − η|
|ξ2 + η|
)
b˜
(
ξ1 − η, ξ2 + η
2
)]∣∣∣
ξ1=ξ2=ξ
fˆ(η) +
[
χ
( |ξ − η|
|ξ + η|
)
b˜
(
ξ − η, ξ + η
2
)]
∂ηfˆ(η) dη
Therefore
F [x, Tb]f = −i
2π
∫
R
2∂ξ1
[
χ
( |ξ1 − η|
|ξ2 + η|
)
b˜
(
ξ1 − η, ξ2 + η
2
)]∣∣∣
ξ1=ξ2=ξ
fˆ(η) dη
=
−i
π
∫
R
sgn(ξ − η)
|ξ + η| χ
′
( |ξ1 − η|
|ξ2 + η|
)
b˜
(
ξ1 − η, ξ2 + η
2
)
fˆ(η)
+ χ
( |ξ − η|
|ξ + η|
)
∂ξ1 b˜
(
ξ1 − η, ξ2 + η
2
)∣∣∣
ξ1=ξ2=ξ
fˆ(η) dη,
and (2.3) follows.
3. Taking Fourier transforms, we get that
F
(
[x, L]f
)
= −i∂ξ[log |ξ|fˆ(ξ)]− log |ξ|(−i∂ξ fˆ(ξ)) = − i
ξ
fˆ(ξ),
and (2.4) follows. 
Finally, we give an expansion of |D| acting on para-products (cf. [39]).
Lemma 2.2. If a(x, ξ) ∈M(3,0), f ∈ Hs(R) and s ∈ R, then
|D|sTaf = Ta|D|sf + sTDa|D|s−2Df + s(s− 1)
2
T|D|2a|D|s−2f +O(T|D|3a|D|s−3f),
where Da means that the differential operator D acts on the function x 7→ a(x, ξ) for fixed ξ, and similarly
for |D|2a and |D|3a.
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Proof. By the definition of Weyl para-product
F(|D|sTaf)(ξ) = |ξ|s 1
2π
∫
R
χ
( |ξ − η|
|ξ + η|
)
a˜
(
ξ − η, ξ + η
2
)
fˆ(η) dη
=
1
2π
∫
R
|ξ − η + η|sχ
( |ξ − η|
|ξ + η|
)
a˜
(
ξ − η, ξ + η
2
)
fˆ(η) dη,
where a˜ denotes the partial Fourier transform of f in the first variable. On the support of χ
(|ξ − η|/|ξ + η|)
we have that ∣∣∣∣ξ − ηη
∣∣∣∣ ≤ 29 ,
and, using the Taylor expansion
|ξ − η + η|s = |η|s
∣∣∣∣1 + ξ − ηη
∣∣∣∣s
= |η|s
(
1 + s
ξ − η
η
+
s(s− 1)
2
(ξ − η)2
η2
+O
( |ξ − η|3
η3
))
in the expression for F[|D|sTaf], we get
F[|D|sTaf](ξ)
=
1
2π
∫
R
|η|s
(
1 + s
ξ − η
η
+
s(s− 1)
2
(ξ − η)2
η2
+O
( |ξ − η|3
η3
))
χ
( |ξ − η|
|ξ + η|
)
a˜
(
ξ − η, ξ + η
2
)
fˆ(η) dη
= F
[
Ta|D|sf + sTDa|D|s−2Df + s(s− 1)
2
T|D|2a|D|s−2f +O(T|D|3a|D|s−3f)
]
(ξ),
which proves the lemma. 
2.2. Fourier multipliers. Let ψ : R→ [0, 1] be a smooth function supported in [−8/5, 8/5] and equal to 1
in [−5/4, 5/4]. For any k ∈ Z, we define
ψk(ξ) = ψ(ξ/2
k)− ψ(ξ/2k−1), ψ≤k(ξ) = ψ(ξ/2k), ψ≥k(ξ) = 1− ψ(ξ/2k−1), (2.8)
and denote by Pk, P≤k, P≥k the Fourier multiplier operators with symbols ψk, ψ≤k, ψ≥k, respectively. It is
easy to check that
‖ψk‖L2 ≈ 2k/2, ‖∂ξψk‖L2 ≈ 2−k/2. (2.9)
We will need the following interpolation lemma, whose proof can be found in [35].
Lemma 2.3. For any k ∈ Z and f ∈ L2(R), we have
‖P̂kf‖2L∞ . ‖Pkf‖2L1 . 2−k‖fˆ‖L2ξ
[
2k‖∂ξfˆ‖L2ξ + ‖fˆ‖L2ξ
]
.
We will also use an estimate for multilinear Fourier multipliers proved in [27]. Before stating the estimate,
we introduce some notation. Let s1, . . . , sm > 0. We define the W
(s1,...,sm)-norm of a function f : Rm → C
by
‖f‖W (s1,...,sm) =
(∫
Rm
(1 + ξ21)
s1 · · · (1 + ξ2m)sm |fˆ(ξ1, . . . , ξm)|2 dξ1 · · · dξm
)1/2
, (2.10)
and denote by W (s1,...,sm)(Rm) the space of functions with ‖f‖W (s1,...,sm) <∞.
We remark that the space W (s1,...,sm) is an algebra for s1, . . . , sm > 1/2, and if f, g ∈ W (s1,...,sm), then
‖fg‖W (s1,...,sm) . ‖f‖W (s1,...,sm)‖g‖W (s1,...,sm) .
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Figure 2.1. An illustration of the frequency-region used in Lemma 2.6. Left: without the cone
condition. Right: with the cone condition in the first quadrant.
Given κ ∈ L∞(Rm), we define a multilinear operator Mκ acting on Schwartz functions f1, . . . , fm ∈ S(R)
by
Mκ(f1, . . . , fm)(x) =
∫
Rm
eix(ξ1+···+ξm)κ(ξ1, . . . , ξm)fˆ1(ξ1) · · · fˆm(ξm) dξ1 · · · dξm. (2.11)
We fix a test function ρ ∈ C∞c (Rm) that is supported on {ξ ∈ Rm : 12 < |ξ| < 2} such that
∑
j∈Z ρ(2
jξ) = 1
for ξ 6= 0 and define
Aκ = sup
j∈Z
‖κjρ‖W (s1,...,sm) ,
where κj(ξ) = κ(2
jξ). We then have the following multilinear estimate [27], which we state in the one-
dimensional case for simplicity.
Lemma 2.4. Suppose that 1 < p1, . . . , pm ≤ ∞, 0 < p <∞, and s1, . . . , sm > 1/2 satisfy
1
p1
+
1
p2
+ · · ·+ 1
pm
=
1
p
,
∑
k∈J
(
sk − 1
pk
)
> −1
2
for every nonempty subset J ⊂ {1, 2, . . . ,m}. If κ ∈ L∞(Rm) and Aκ <∞, then
‖Mκ‖Lp1×···×Lpm→Lp . Aκ.
We will apply this lemma with p1 = p2 = 2, and, for convenience, we take s1 = s2 = s3 = 1/2 + ǫ, where
ǫ is a small positive number.
Next, we prove an estimate for multilinear symbols that arise in our analysis of (1.1), which will be used
in conjunction with Lemma 2.4 in Section 8. We begin by introducing a cone condition that is illustrated in
Figure 2.1.
Definition 2.5. A function b ∈ C∞c (R2) satisfies the cone condition if the support of b(η1, η2) in each
quadrant is included in a cone which has its apex on |η1| = |η2| in the corresponding quadrant and lies on
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one side of the line |η1| = |η2|. That is, for each i, j ∈ {0, 1}, there exist ξ, ϑ ∈ R+ such that
(supp b) ∩
{
(η1, η2) ∈ R2 : (−1)iη1 ≥ 0 and (−1)jη2 ≥ 0
}
⊂
{
(η1, η2) ∈ R2 :
∣∣∣∣(η2 − (−1)jξ)− (−1)i+j (η1 − (−1)iξ)∣∣∣∣ ≥ ϑ ∣∣∣η1 − (−1)iξ∣∣∣}.
Lemma 2.6. Let
ν1(η1, η2) =
b(η1, η2)
log |η1| − log |η2| , ν2(η1, η2) =
b(η1, η2)
(log |η1| − log |η2|)2 ,
where b ∈ C∞c (R2). If
supp b ⊂
{
(η1, η2) ∈ R2 : |η1|2 + |η2|2 ≤ R2 and
∣∣|η1| − |η2|∣∣ > δ} , (2.12)
where 0 < δ ≪ 1 and R > 0, then for any 0 < ǫ≪ 1
‖ν1‖W (1/2+ǫ,1/2+ǫ) . Rδ−2(1+ǫ), ‖ν2‖W (1/2+ǫ,1/2+ǫ) . R2δ−(3+2ǫ).
Furthermore, if b also satisfies the cone condition in Definition 2.5 with parameters ξ, θ ∈ R+, then
‖ν1‖W (1/2+ǫ,1/2+ǫ) .
1
ϑ
|ξ|δ−(1+ǫ), ‖ν2‖W (1/2+ǫ,1/2+ǫ) .
1
ϑ
|ξ|2δ−(2+2ǫ).
Proof. We divide the region (2.12) into eight parts by the two axes and the lines |η1| = |η2| (see Figure 2.1).
It suffices to estimate the W (1/2+ǫ,1/2+ǫ)-norms of ν1, ν2 in the region R1, since we can sum the norms in
each octant. To do this, we carry out a dyadic decomposition in R1 which is illustrated in Figure 2.2.
Figure 2.2. An illustration of the covering of R1 by dyadic cells Rk,m for the proof of
Lemma 2.6. The integer k labels the distance from the singular line |η1| = |η2|, and m
labels translates of cells with a given value k. The shaded region illustrates the relevant
cells when b satisfies the cone condition.
We use ⌊x⌋ to denote the floor function (the largest integer less or equal to x) and ⌈x⌉ to denote the
ceiling function (the smallest integer greater or equal to x). We choose any point (ξ, ξ) with 0 < ξ < R, and
fix
j = ⌊log2 |ξ|⌋.
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Let
Rk,m = R1 ∩
{
(η1, η2) ∈ R2 :
∣∣∣∣∣∣∣η1 − 2k−1/2(m+√22(j−k) − 1)∣∣∣
+
∣∣∣η2 − 2k−1/2(m− 2 +√22(j−k) − 1)∣∣∣∣∣∣∣ < 2k−1/2
}
,
where k,m ∈ Z are chosen so that the sets Rk,m cover supp b. Since
(1 + y21)
1/2+ǫ(1 + y22)
1/2+ǫ . 1 + |y1|2+4ǫ + |y2|2+4ǫ,
and b is a smooth function, we can estimate the W (1/2+ǫ,1/2+ǫ)-norm of ν1 on Rk,m in terms of∫
R2
(
1 + |y1|2+4ǫ + |y2|2+4ǫ
)∣∣∣∣ ∫
Rk,m
b(η1, η2)
log |η1| − log |η2|e
−i(η1y1+η2y2) dη1 dη2
∣∣∣∣2 dy1 dy2
.
∫
R2
∣∣∣∣ ∫
Rk,m
b(η1, η2)
log |η1| − log |η2|e
−i(η1y1+η2y2) dη1 dη2
∣∣∣∣2 dy1 dy2
+
∫
R2
|y1|2+4ǫ
(|y1|+ 1)4(|y2|+ 1)2
∣∣∣∣(|y1|+ 1)2(|y2|+ 1)∫
Rk,m
b(η1, η2)
log |η1| − log |η2|e
−i(η1y1+η2y2) dη1 dη2
∣∣∣∣2 dy1 dy2
+
∫
R2
|y2|2+4ǫ
(|y2|+ 1)4(|y1|+ 1)2
∣∣∣∣(|y2|+ 1)2(|y1|+ 1)∫
Rk,m
b(η1, η2)
log |η1| − log |η2|e
−i(η1y1+η2y2) dη1 dη2
∣∣∣∣2 dy1 dy2
. 22j−(4ǫ+2)k.
Here, to obtain the last inequality, we rescale the integration variables (η1, η2) so as to transform the region
Rk,m into R1,1, rescale (y1, y2) to obtain a uniformly constant integral, and compute the resulting scaling
constant.
Similarly, for the W (1/2+ǫ,1/2+ǫ)-norm of ν2 on Rk,m, we have∫
R2
(
1 + |y1|2+4ǫ + |y2|2+4ǫ
)∣∣∣∣ ∫
Rk,m
b(η1, η2)
(log |η1| − log |η2|)2 e
−i(η1y1+η2y2) dη1 dη2
∣∣∣∣2 dy1 dy2
.
∫
R2
∣∣∣∣ ∫
Rk,m
b(η1, η2)
(log |η1| − log |η2|)2 e
−i(η1y1+η2y2) dη1 dη2
∣∣∣∣2 dy1 dy2
+
∫
R2
|y1|2+4ǫ
(|y1|+ 1)4(|y2|+ 1)2
∣∣∣∣(|y1|+ 1)2(|y2|+ 1)∫
Rk,m
b(η1, η2)
(log |η1| − log |η2|)2 e
−i(η1y1+η2y2) dη1 dη2
∣∣∣∣2 dy1 dy2
+
∫
R2
|y2|2+4ǫ
(|y2|+ 1)4(|y1|+ 1)2
∣∣∣∣(|y2|+ 1)2(|y1|+ 1)∫
Rk,m
b(η1, η2)
(log |η1| − log |η2|)2 e
−i(η1y1+η2y2) dη1 dη2
∣∣∣∣2 dy1 dy2
. 24j−(4ǫ+4)k.
In the absence of the the cone condition, there exist m1,m2 ∈ Z such that
supp b ⊂
j⋃
k=⌊log2 δ⌋
m2⋃
m=m1
Rk,m.
In the layer {Rk,m : m1 ≤ m ≤ m2}, which has distance O(2k) to the singular set {(η1, η2) : |η1| = |η2|},
there are O(2−k) small squares, so m2 −m1 = O(2−k). Summing the W (1/2+ǫ,1/2+ǫ)-norms on each of the
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Rk,m, we then get that
‖ν1‖W (1/2+ǫ,1/2+ǫ) .
j∑
k=⌊log2 δ⌋
m2∑
m=m1
2j−(1+2ǫ)k
.
j∑
k=⌊log2 δ⌋
2j−(2+2ǫ)k
. Rδ−(2+2ǫ),
and
‖ν2‖W (1/2+ǫ,1/2+ǫ) .
j∑
k=⌊log2 δ⌋
m2∑
m=m1
22j−(2+2ǫ)k
.
j∑
k=⌊log2 δ⌋
22j−(3+2ǫ)k
. R2δ−(3+2ǫ).
(ii) If b satisfies the cone condition with parameters ξ, θ ∈ R+, then we have
supp b ⊂
j⋃
k=⌊log2 δ⌋
m2⋃
m=m1
Rk,m,
where
m1 =
⌊
2−k+1/2ξ − 2
ϑ
−
√
22(j−k) − 1
⌋
, m2 =
⌈
2−k+1/2ξ +
2
ϑ
−
√
22(j−k) − 1
⌉
.
We then compute that
‖ν1‖W (1/2+ǫ,1/2+ǫ) .
j∑
k=⌊log2 δ⌋
m2∑
m=m1
2j−(1+2ǫ)k
.
j∑
k=⌊log2 δ⌋
ϑ−12j−(1+2ǫ)k
. |ξ|δ−(1+2ǫ)ϑ−1,
and
‖ν2‖W (1/2+ǫ,1/2+ǫ) .
j∑
k=⌊log2 δ⌋
m2∑
m=m1
22j−(2+2ǫ)k
.
j∑
k=⌊log2 δ⌋
ϑ−122j−(2+2ǫ)k
. |ξ|δ−(2+2ǫ)ϑ−1,
which completes the proof of the lemma. 
Lemma 2.7. Let
ν(η) =
b(η)
η
,
where b(η) ∈ C∞c (R). If supp b ⊂ [δ, ς ], where 0 < δ < ς and δ ≪ 1, then for any 0 < ǫ≪ 1
‖ν‖W (1/2+ǫ) . δ−(1+ǫ).
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Proof. We use the similar idea as in the proof of Lemma 2.6 and carry out a dyadic decomposition of the
interval [δ, ς ]. We let Rk = [2
k, 2k+1] for k ∈ [m1,m2] ∩ Z where m1 = ⌊log2 δ⌋ and m2 = ⌈log2 ς⌉. Then the
collection {Rk : m1 ≤ k ≤ m2} covers supp b.
In each Rk, we estimate the square of the W
(1/2+ǫ)-norm of ν as∫
R
(1 + |y|1+2ǫ)
∣∣∣∣ ∫
Rk
b(η)
η
e−iηy dη
∣∣∣∣2 dy . ∫
R
∣∣∣∣ ∫
Rk
b(η)
η
e−iηy dη
∣∣∣∣2 dy + ∫
R
1
1 + |y|3−2ǫ
∣∣∣∣|y|2 ∫
Rk
b(η)
η
e−iηy dη
∣∣∣∣2 dy
.
∫
R
∣∣∣∣ ∫
Rk
b(η)
η
e−iηy dη
∣∣∣∣2 dy + ∫
R
1
1 + |y|3−2ǫ
∣∣∣∣ ∫
Rk
b(η)
η3
e−iηy dη
∣∣∣∣2 dy
. 2−(2+2ǫ)k.
We then have
‖ν‖W (1/2+ǫ) .
m2∑
k=m1
2−(1+ǫ)k . δ−(1+ǫ).

3. Reformulation of the equation
3.1. Expansion of the equation. In this section, we expand the nonlinearity in the SQG front equation
ϕt(x, t) +
∫
R
[
ϕx(x, t)− ϕx(x + ζ, t)
]{ 1
|ζ| −
1√
ζ2 + [ϕ(x, t) − ϕ(x+ ζ, t)]2
}
dζ = 2 log |∂x|ϕx(x, t) (3.1)
for fronts with small slopes |ϕx| ≪ 1. As we will show, (3.1) can be rewritten as
ϕt(x, t)−
∞∑
n=1
cn
2n+ 1
∂x
∫
R2n+1
Tn(ηn)ϕˆ(η1, t)ϕˆ(η2, t) · · · ϕˆ(η2n+1, t)ei(η1+η2+···+η2n+1)x dηn
= 2 log |∂x|ϕx(x, t),
(3.2)
where ηn = (η1, η2, . . . , η2n+1), and
Tn(ηn) =
∫
R
∏2n+1
j=1 (1− eiηjζ)
|ζ|2n+1 dζ, cn =
√
π
Γ
(
1
2 − n
)
Γ(n+ 1)
. (3.3)
We remark that cn = O(n
−1/2) as n→∞.
In fact, if we expand the nonlinearity in (3.1) around ϕx(x, t) = 0, we obtain that∫
R
[
ϕx(x, t)− ϕx(x+ ζ, t)
|ζ| −
ϕx(x, t)− ϕx(x+ ζ, t)√
ζ2 + (ϕ(x, t) − ϕ(x + ζ, t))2
]
dζ
= −
∞∑
n=1
cn
∫
R
[
ϕx(x, t)− ϕx(x+ ζ, t)
] · [ϕ(x, t) − ϕ(x + ζ, t)]2n
|ζ|2n+1 dζ
= −
∞∑
n=1
cn
2n+ 1
∂x
∫
R
[
ϕ(x, t)− ϕ(x + ζ, t)
|ζ|
]2n+1
dζ.
Writing
fn(x) =
∫
R
[
ϕ(x)− ϕ(x + ζ)
|ζ|
]2n+1
dζ, ϕ(x) =
∫ ∞
−∞
ϕˆ(η)eiηx dη,
we have
fn(x) =
∫
R2n+1
Tn(ηn)ϕˆ(η1)ϕˆ(η2) · · · ϕˆ(η2n+1)ei(η1+η2+···+η2n+1)x dηn,
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which gives (3.2).
In the appendix, we evaluate the integrals in (3.3) and show that we can write (3.2) in the alternative
form
ϕt + ∂x

∞∑
n=1
2n+1∑
ℓ=1
(−1)ℓ+1dn,ℓϕ2n−ℓ+1∂2nx log |∂x|ϕℓ
 = 2 log |∂x|ϕx, (3.4)
where the constants dn,ℓ are given by (A.3). We will not use (3.4) in this paper, however, since it makes
sense classically only for C∞-solutions and does not make explicit the fact that, owing to a cancelation of
derivatives in (3.4), the multilinear flux of degree 2n+ 1 involves at most first-order derivatives of ϕ.
Isolating the lowest degree nonlinear term, which is cubic, we can also write (3.1) as
ϕt +
1
2
∂x
{
ϕ2 log |∂x|ϕxx − ϕ log |∂x|(ϕ2)xx + 1
3
log |∂x|(ϕ3)xx
}
+N≥5(ϕ) = 2 log |∂x|ϕx, (3.5)
where N≥5(ϕ) denotes the nonlinear terms of quintic degree or higher
N≥5(ϕ) = −
∞∑
n=2
cn
2n+ 1
∂x
∫
R2n+1
Tn(ηn)ϕˆ(η1, t)ϕˆ(η2, t) · · · ϕˆ(η2n+1, t)ei(η1+η2+···+η2n+1)x dηn. (3.6)
Equation (3.5) will be used in Section 8 in order to carry out nonlinear dispersive estimates, where the main
difficulty is controlling the slowest decay in time caused by the lowest degree nonlinearity.
3.2. Para-linearization of the equation. In this section, we para-linearize the SQG front equation (3.2)
and put it in a form that allows us to make weighted energy estimates. This form extracts a nonlinear term
L(TBlog[ϕ]ϕ) from the flux that is responsible for the logarithmic loss of derivatives in the dispersionless
equation.
First, we state an estimate which shows that we can distribute derivatives on each factor of ϕ in the
multilinear terms. This estimate is not sharp, but it is sufficient for our needs below.
Lemma 3.1. Let Tn be defined by (3.3) for n ∈ N. Then
|Tn(ηn)| ≤ 4
2n+1∏
j=1
|ηj |+ 2 for all ηn ∈ R2n+1.
Proof. Splitting up the integral and using a Taylor expansion, we have
|Tn(ηn)| ≤
∫
R
∏2n+1
j=1 |1− eiηjζ |
|ζ|2n+1 dζ ≤
∫
|ζ|<2
2n+1∏
j=1
|ηj | dζ +
∫
|ζ|>2
22n+1
|ζ|2n+1 dζ ≤ 4
2n+1∏
j=1
|ηj |+ 2.

Next, we use Weyl para-differential calculus to decompose the nonlinearity in (3.1). In the following, we
denote by C(n, s) a positive constant depending only on n and s, which may change from line to line.
Proposition 3.2. Suppose that ϕ(·, t) ∈ Hs(R) with s > 4 and ‖ϕ‖W 3,∞ + ‖Lϕ‖W 3,∞ is sufficiently small.
Then (3.1) can be written as
ϕt + ∂xTB0[ϕ]ϕ+R = L
[
(2− TBlog[ϕ])ϕ
]
x
, (3.7)
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where the symbols B0[ϕ] and Blog[ϕ] are defined by
Blog[ϕ](·, ξ) =
∞∑
n=1
Blogn [ϕ](·, ξ), B0[ϕ](·, ξ) =
∞∑
n=1
B0n[ϕ](·, ξ),
Blogn [ϕ](·, ξ) = −F−1ζ
[
2cn
∫
R2n
δ
(
ζ −
2n∑
j=1
ηj
) 2n∏
j=1
(
iηjϕˆ(ηj)χ
( (2n+ 1)ηj
ξ
))
dηˆn
]
,
B0n[ϕ](·, ξ) = F−1ζ
[
2cn
∫
R2n
δ
(
ζ −
2n∑
j=1
ηj
) 2n∏
j=1
(
iηjϕˆ(ηj)χ
( (2n+ 1)ηj
ξ
))
·
∫
[0,1]2n
log
∣∣∣∣ 2n∑
j=1
ηjsj
∣∣∣∣dsˆn dηˆn].
(3.8)
Here, cn is given by (3.3), δ is the delta-distribution, χ is the cutoff function in (2.1), ηˆn = (η1, η2, . . . , η2n),
and sˆn = (s1, . . . , s2n). The operators TBlog[ϕ] and TB0[ϕ] are self-adjoint and their symbols satisfy the
estimates
‖Blog[ϕ]‖M(0,0) .
∞∑
n=1
C(n, s)|cn|‖ϕ‖2nW 2,∞ ,
‖B0[ϕ]‖M(0,0) .
∞∑
n=1
C(n, s)|cn|
(
‖Lϕ‖2nW 2,∞ + ‖ϕ‖2nW 2,∞
)
,
(3.9)
while the remainder term R satisfies
‖R‖Hs . ‖ϕ‖Hs

∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
) , (3.10)
where the constants C(n, s) have at most exponential growth in n.
Proof. We define
fn(x) =
∫
R2n+1
Tn(ηn)ϕˆ(η1)ϕˆ(η2) · · · ϕˆ(η2n+1)ei(η1+η2+···+η2n+1)x dηn.
In view of the commutator estimate (2.2), we only need to prove that
∞∑
n=1
cn
2n+ 1
∂xfn(x) = ∂xTB0[ϕ]ϕ+ ∂x[(TBlog[ϕ])Lϕ] +R,
where R satisfies (3.10), and to do this it suffices to prove for each n that
cn
2n+ 1
∂xfn(x) = −∂xTB0n[ϕ]ϕ− ∂x[(TBlogn [ϕ])Lϕ] +Rn,
‖Rn‖Hs . C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
)
‖ϕ‖Hs .
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By symmetry, we can assume that |η2n+1| is the largest frequency in the expression of fn. Then
cn
2n+ 1
∂xfn(x) = cn∂x
∫
|η2n+1|≥|ηj |
for all j=1,...,2n
Tn(ηn)ϕˆ(η1)ϕˆ(η2) · · · ϕˆ(η2n+1)ei(η1+η2+···+η2n+1)x dηn
= cn∂x
∫
R
∫
|ηj |≤|η2n+1|
for all j=1,...,2n
Tn(ηn)ϕˆ(η1)ϕˆ(η2) · · · ϕˆ(η2n)ei(η1+η2+···+η2n)x dηˆnϕˆ(η2n+1)eixη2n+1 dη2n+1
= cn∂x
∫
R
∫
|ηj |≤|η2n+1|
for all j=1,...,2n
Tn(ηn)
2n∏
j=1
[
χ
(
(2n+ 1)ηj
η2n+1
)
+ 1− χ
(
(2n+ 1)ηj
η2n+1
)]
ϕˆ(ηj)
ei(η1+η2+···+η2n)x dηˆnϕˆ(η2n+1)e
ixη2n+1 dη2n+1.
(3.11)
Next, we expand the product in the above integral, and consider two cases depending on whether a term in
the expansion contains only factors of χ or contains at least one factor 1−χ. In the first case, the frequency
η2n+1 is much larger than all of the other frequencies, and we can extract a logarithmic derivative acting on
the highest frequency; in the second case at least one other frequency is comparable to η2n+1, and we get a
remainder term by distributing derivatives on comparable frequencies.
Case I. When we take only factors of χ in the expansion of the product, we get the integral
cn∂x
∫
R
∫
|ηj |≤|η2n+1|
for all j=1,...,2n
Tn(ηn)
2n∏
j=1
χ
(
(2n+ 1)ηj
η2n+1
)
ϕˆ(ηj)e
i(η1+η2+···+η2n)x dηˆnϕˆ(η2n+1)e
ixη2n+1 dη2n+1.
(3.12)
From (3.3), we can write Tn as an integral with respect to sn = (s1, s2, . . . , s2n+1),
Tn(ηn) = −
∫
R
sgn ζ
∫
[0,1]2n+1
2n+1∏
j=1
iηje
iηjsjζ dsn dζ
= i(−1)n+1
( 2n+1∏
j=1
ηj
)∫
[0,1]2n+1
∫
R
(sgn ζ)e
i
(∑2n+1
j=1 ηjsj
)
ζ
dζ dsn
= 2(−1)n
( 2n+1∏
j=1
ηj
)∫
[0,1]2n+1
1∑2n+1
j=1 ηjsj
dsn
= 2
( 2n∏
j=1
(iηj)
)∫
[0,1]2n
log
∣∣∣∣1 + 2n∑
j=1
ηj
η2n+1
sj
∣∣∣∣− log ∣∣∣∣ 2n∑
j=1
ηj
η2n+1
sj
∣∣∣∣ dsˆn
= 2 log |η2n+1| ·
2n∏
j=1
(iηj)− 2
( 2n∏
j=1
(iηj)
)∫
[0,1]2n
log
∣∣∣∣ 2n∑
j=1
ηjsj
∣∣∣∣dsˆn
+
( 2n∏
j=1
(iηj)
)∫
[0,1]2n
log
∣∣∣∣1 + 2n∑
j=1
ηj
η2n+1
sj
∣∣∣∣dsˆn.
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Substitution of this expression into (3.12) gives the following three terms
cn∂x
∫
R
∫
|ηj |≤|η2n+1|
for all j=1,...,2n
Tlogn (ηn)
2n∏
j=1
χ
(
(2n+ 1)ηj
η2n+1
)
ϕˆ(ηj)e
i(η1+η2+···+η2n)x dηˆnϕˆ(η2n+1)e
ixη2n+1 dη2n+1,
(3.13)
cn∂x
∫
R
∫
|ηj |≤|η2n+1|
for all j=1,...,2n
T0n(ηn)
2n∏
j=1
χ
(
(2n+ 1)ηj
η2n+1
)
ϕˆ(ηj)e
i(η1+η2+···+η2n)x dηˆnϕˆ(η2n+1)e
ixη2n+1 dη2n+1,
(3.14)
cn∂x
∫
R
∫
|ηj |≤|η2n+1|
for all j=1,...,2n
T≤−1n (ηn)(ηn)
2n∏
j=1
χ
(
(2n+ 1)ηj
η2n+1
)
ϕˆ(ηj)e
i(η1+η2+···+η2n)x dηˆnϕˆ(η2n+1)e
ixη2n+1 dη2n+1,
(3.15)
where
Tlogn (ηn) = 2 log |η2n+1| ·
2n∏
j=1
(iηj),
T0n(ηn) = −2
( 2n∏
j=1
(iηj)
)∫
[0,1]2n
log
∣∣∣∣ 2n∑
j=1
ηjsj
∣∣∣∣ dsˆn,
T≤−1n (ηn) = 2
( 2n∏
j=1
(iηj)
)∫
[0,1]2n
log
∣∣∣∣1 + 2n∑
j=1
ηj
η2n+1
sj
∣∣∣∣ dsˆn.
We claim that the terms (3.13) and (3.14) can be rewritten as
− ∂xTBlogn [ϕ]Lϕ+R1 and − ∂xTB0n[ϕ]ϕ+R2, (3.16)
where R1 and R2 satisfy the estimate (3.10). Indeed,
F [∂xTBlogn [ϕ]Lϕ](ξ) = −2cniξ
∫
R
χ
( |ξ − η|
|ξ + η|
)
log |η|
∫
R2n
δ
(
ξ − η −
2n∑
j=1
ηj
)
2n∏
j=1
(
iηjϕˆ(ηj)χ
(2(2n+ 1)ηj
ξ + η
))
dηˆnϕˆ(η) dη,
while the Fourier transform of (3.13) is
2cniξ
∫
R
∫
|ηj |≤|η2n+1|
for all j=1,...,2n
δ
ξ − 2n+1∑
j=1
ηj
 log |η2n+1| · 2n∏
j=1
χ
(
(2n+ 1)ηj
η2n+1
)
(iηj)ϕˆ(ηj) dηˆnϕˆ(η2n+1) dη2n+1.
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The difference of the above two integrals is
2cniξ
∫
R2n+1
δ
ξ − 2n+1∑
j=1
ηj
 log |η2n+1| · [In 2n∏
j=1
χ
(
(2n+ 1)ηj
η2n+1
)
(iηj)ϕˆ(ηj)
− χ
( |ξ − η2n+1|
|ξ + η2n+1|
) 2n∏
j=1
(
iηjϕˆ(ηj)χ
(2(2n+ 1)ηj
ξ + η2n+1
))]
dηˆnϕˆ(η2n+1) dη2n+1,
(3.17)
where In is the function which is equal to 1 on {|ηj | ≤ |η2n+1|, for all j = 1, . . . , 2n} and equal to zero
otherwise.
When ηn satisfies
|ηj | ≤ 1
40
1
2n+ 1
|η2n+1| for j = 1, 2, . . . , 2n, (3.18)
we have In = 1 and χ
(
(2n+1)ηj
η2n+1
)
= 1. In addition, since ξ =
∑2n+1
j=1 ηj , we have
|ξ − η2n+1|
|ξ + η2n+1| =
∣∣∣∣∣ 2n∑j=1 ηj
∣∣∣∣∣∣∣∣∣∣ 2n∑j=1 ηj + 2η2n+1
∣∣∣∣∣
≤
1
40 |η2n+1|
(2− 140 )|η2n+1|
=
1
79
<
3
40
,
2(2n+ 1)|ηj |
|ξ + η2n+1| ≤
1
20 |η2n+1|
(2− 140 )|η2n+1|
=
2
79
<
3
40
,
so
χ
( |ξ − η2n+1|
|ξ + η2n+1|
)
= 1, χ
(2(2n+ 1)ηj
ξ + η2n+1
)
= 1.
Therefore the integrand of (3.17) is supported outside the set (3.18), and there exists j1 ∈ {1, . . . , 2n},
such that |ηj1 | > 140 12n+1 |η2n+1|. Since |η2n+1| is the largest frequency, we see that |ηj1 | and |η2n+1| are
comparable in the error term. Therefore, the Hs-norm of (3.17) is bounded by
‖ϕ‖HsC(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
)
.
It follows that (3.13) can be written as in (3.16). A similar calculation applies to (3.14).
The symbols Blogn [ϕ] and B
0
n[ϕ] are real, so that TBlogn [ϕ] and TB0n[ϕ] are self-adjoint. Again, without loss
of generality, we assume |η2n| = max1≤j≤2n |ηj | and observe that∫
[0,1]2n
log
∣∣∣∣ 2n∑
j=1
ηjsj
∣∣∣∣ dsˆn
= log |η2n|+
∫
[0,1]2n−1
{( 2n−1∑
j=1
ηj
η2n
sj
)
log
∣∣∣∣1 + 1∑2n−1
j=1
ηj
η2n
sj
∣∣∣∣+ log ∣∣∣∣1 + 1∑2n−1
j=1
ηj
η2n
sj
∣∣∣∣− 1}dsn−1
= log |η2n|+O(1).
Thus, using Young’s inequality, we obtain from (3.8) the estimate (3.9), where the constants C(n, s) have at
most exponential growth in n.
To estimate the third term (3.15), we observe that on the support of the functions χ
(
(2n+1)ηj
η2n+1
)
, we have
|ηj |
|η2n+1| ≤
1
10(2n+ 1)
.
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Since sj ∈ [0, 1], a Taylor expansion gives∣∣∣T≤−1n (ηn)∣∣∣ .
[∏2n
j=1 |ηj |
] [∑2n
j=1 |ηj |
]
|η2n+1| .
Therefore the Hs-norm of (3.15) is bounded by C(n, s)|cn|‖ϕ‖Hs‖ϕ‖2nW 2,∞ , where C(n, s) has at most expo-
nential growth in n.
Case II.When there is at least one factor of the form 1−χ in the expansion of the product in the integral
(3.11), we get a term like
cn∂x
∫
R
∫
|ηj |≤|η2n+1|
for all j=1,...,2n
Tn(ηn)
ℓ∏
k=1
[
1− χ
(
(2n+ 1)ηjk
η2n+1
)] 2n∏
k=ℓ+1
χ
(
(2n+ 1)ηjk
η2n+1
)
(3.19)
ϕˆ(ηj)e
i(η1+η2+···+η2n)x dηˆnϕˆ(η2n+1)e
ixη2n+1 dη2n+1,
where 1 ≤ ℓ ≤ 2n is an integer, and {jk : k = 1, . . . , 2n} is a permutation of {1, . . . , 2n}.
1− χ
(
(2n+1)ηj1
η2n+1
)
is compactly supported on
|ηj1 |
|η2n+1| ≥
3
40(2n+ 1)
.
By assumption, η2n+1 has the largest absolute value, so
3
40(2n+ 1)
|η2n+1| ≤ |ηj1 | ≤ |η2n+1|,
meaning that the frequencies |ηj1 | and |η2n+1| are comparable. Using Lemma 3.1, we can bound the Hs-norm
of (3.19) by
‖ϕ‖Hs
( ∞∑
n=1
C(n, s)|cn|‖ϕ‖2nW 2,∞
)
,
and the proposition follows. 
4. Energy estimates and local well-posedness
In this section, we prove an a priori estimate for the initial value problem (1.1), which is stated in
Proposition 4.1. As noted in the introduction, standard Hs-estimates do not close, so we introduce a
weighted energy E(s).
If ‖TBlog[ϕ]‖L2→L2 < 2, then (2 − TBlog[ϕ]) is a positive, self-adjoint operator on L2. We can therefore
define homogeneous and nonhomogeneous weighted energies that are equivalent to the Hs-energies by
E(s)(t) =
∫
R
|D|sϕ(x, t) ·
(
2− TBlog[ϕ]
)2s+1
|D|sϕ(x, t) dx, E˜(s)(t) =
s∑
j=0
E(j)(t). (4.1)
For simplicity, we consider only integer norms with s ∈ N.
In the following, we use F to denote an increasing, continuous, real-valued function, which might change
from line to line.
Proposition 4.1. Let s > 4 be an integer and ϕ a smooth solution of (1.1) with ϕ0 ∈ Hs(R). There exists
a constant C˜ > 0, depending only on s, such that if ϕ0 satisfies∥∥TBlog[ϕ0]‖L2→L2 ≤ C, ∞∑
n=1
C˜n|cn|
(
‖ϕ0‖2nW 3,∞ + ‖Lϕ0‖2nW 3,∞
)
<∞
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for some constant 0 < C < 2, then there exists a time T > 0 such that∥∥TBlog[ϕ(t)]‖L2→L2 < 2, ∞∑
n=1
C˜n|cn|
(
‖ϕ(t)‖2nW 3,∞ + ‖Lϕ(t)‖2nW 3,∞
)
<∞
for all t ∈ [0, T ], and
d
dt
E˜(s)(t) ≤ (‖ϕ‖W 3,∞ + ‖Lϕ‖W 3,∞)2F (‖ϕ‖W 3,∞ + ‖Lϕ‖W 3,∞) E˜(s)(t), (4.2)
where E˜(s) is defined in (4.1), and F (·) is an increasing, continuous, real-valued function such that
F
(‖ϕ‖W 3,∞ + ‖Lϕ‖W 3,∞) ≈ ∞∑
n=0
C˜n|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
)
. (4.3)
Before proving this proposition, we first state a lemma.
Lemma 4.2. Suppose that s > 4 is an integer. If ϕ is a smooth solution of (3.7) and ψ ∈ C1t L2x, then
∂t(2− TBlog[ϕ])sψ = (2− TBlog[ϕ])sψt − s(2− TBlog[ϕ])s−1T∂tBlog[ϕ]ψ +R2(ψ),
where the remainder term satisfies
‖R2(ψ)‖H1 . ‖ψ‖L2
( ∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
for constants C(n, s) with at most exponential growth in n.
Proof. Since s is an integer, we can calculate the time derivative as
∂t(2− TBlog[ϕ])sψ = T∂tBlog[ϕ](2 − TBlog[ϕ])s−1ψ + (2− TBlog[ϕ])T∂tBlog[ϕ](2− TBlog[ϕ])s−2ψ
+ · · ·+ (2− TBlog[ϕ])s−1T∂tBlog[ϕ]ψ + (2− TBlog[ϕ])sψt.
Using (3.9), we have the commutator estimate∥∥∥[∂tBlog[ϕ], (2 − TBlog[ϕ])]f∥∥∥
H1
. ‖f‖L2
( ∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
.
By taking f = (2−TBlog[ϕ])s−2ψ, (2−TBlog[ϕ])s−3ψ, . . . , (2−TBlog[ϕ])ψ and applying the commutator estimate
repeatedly, we obtain the conclusion. 
Proof of Proposition 4.1. By continuity in time, there exists T > 0 such that
∞∑
n=1
C˜n|cn|
(
‖ϕ(t)‖2nW 3,∞ + ‖Lϕ(t)‖2nW 3,∞
)
<∞ for all 0 ≤ t ≤ T .
We apply the operator |D|s to equation (3.7) to get
|D|sϕt + ∂x|D|sTB0[ϕ]ϕ+ |D|sR = ∂xL|D|s
[
(2− TBlog[ϕ])ϕ
]
. (4.4)
Using Lemma 2.2, we find that
|D|s
[
(2− TBlog[ϕ])ϕ
]
= 2|D|sϕ− |D|s(TBlog[ϕ]ϕ)
= 2|D|sϕ− TBlog[ϕ]|D|sϕ+ sT∂xBlog[ϕ]|D|s−2ϕx +R2,
where
‖∂xR2‖L2 .
 ∞∑
n=1
C(n, s)|cn|‖ϕ‖2nW 3,∞
 ‖ϕ‖Hs−1 .
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Thus, we can write the right-hand side of (4.4) as
∂xL|D|s
[
(2− TBlog[ϕ])ϕ
]
= ∂xL
[
(2− TBlog[ϕ])|D|sϕ+ sT∂xBlog[ϕ]|D|s−2ϕx
]
+R3
= L
{
(2 − TBlog[ϕ])|D|sϕx − T∂xBlog[ϕ]|D|sϕ− sT∂xBlog[ϕ]|D|sϕ
}
+R3
= L
{
(2− TBlog[ϕ])|D|sϕx − (s+ 1)T∂xBlog [ϕ]|D|sϕ
}
+R3,
where
‖R3‖L2 .
( ∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
‖ϕ‖Hs .
Applying (2−TBlog[ϕ])s to (4.4), and commuting (2−TBlog[ϕ])s with L up to remainder terms, we obtain
that
(2− TBlog[ϕ])s|D|sϕt + (2− TBlog[ϕ])s∂x|D|sTB0[ϕ]ϕ
= L
{
(2 − TBlog[ϕ])s+1|D|sϕx − (s+ 1)(2− TBlog[ϕ])sT∂xBlog[ϕ]|D|sϕ
}
+R4
= ∂xL
{
(2− TBlog[ϕ])s+1|D|sϕ
}
+R5,
(4.5)
where ‖R5‖L2 .
(∑∞
n=1 C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
‖ϕ‖Hs .
By Lemma 4.2, with ψ = |D|sϕ, the time derivative of E(s)(t) in (4.1) is
d
dt
E(s)(t) = −
∫
R
(2s+ 1)|D|sϕ · (2− TBlog[ϕ])2sT∂tBlog[ϕ]|D|sϕdx
+ 2
∫
R
|D|sϕ · (2− TBlog[ϕ])2s+1|D|sϕt dx+
∫
R
R2
(|D|sϕ) |D|sϕdx. (4.6)
We will estimate each of the terms on the right-hand side of (4.6), where the second term requires the most
work.
Equation (3.7) implies that
‖ϕxt‖L∞ .
∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
)
,
so the first term on the right-hand side of (4.6) can be estimated by∣∣∣∣∫
R
(2s+ 1)|D|sϕ · (2 − TBlog[ϕ])2sT∂tBlog[ϕ]|D|sϕdx
∣∣∣∣
.
( ∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
‖ϕ‖2Hs .
Using Lemma 4.2, we can estimate the third term on the right-hand side of (4.6) by∫
R
R2
(|D|sϕ) |D|sϕdx . ( ∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
‖ϕ‖Hs‖ϕ‖Hs−1 .
To estimate the second term on the right-hand side (4.6), we multiply (4.5) by (2 − TBlog[ϕ])s+1|D|sϕ,
integrate the result with respect to x, and use the self-adjointness of (2− TBlog[ϕ])s+1, which gives∫
R
|D|sϕ · (2 − TBlog[ϕ])2s+1|D|sϕt dx = I + II + III,
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where
I = −
∫
R
|D|sϕ · (2 − TBlog[ϕ])2s+1|D|s∂xTB0[ϕ]ϕdx,
II =
∫
R
(2 − TBlog[ϕ])s+1|D|sϕ · ∂xL(2− TBlog[ϕ])s+1|D|sϕdx,
III =
∫
R
(2 − TBlog[ϕ])s+1|D|sϕ · R5 dx.
We have II = 0, since ∂xL is skew-symmetric, and
III .
( ∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
‖ϕ‖2Hs ,
since ‖R5‖L2 .
(∑∞
n=1 C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
‖ϕ‖Hs and (2−TBlog[ϕ])s+1 is bounded on L2.
Term I estimate. We write I = −Ia + Ib, where
Ia =
∫
R
|D|sϕ · (2 − TBlog[ϕ])2s+1∂xTB0[ϕ]|D|sϕdx,
Ib =
∫
R
|D|sϕ · (2 − TBlog[ϕ])2s+1∂x[TB0[ϕ], |D|s]ϕdx.
By a commutator estimate and (3.9), the second integral satisfies
|Ib| .
( ∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
‖ϕ‖2Hs .
To estimate the first integral, we write it as
Ia = Ia1 − Ia2 ,
where
Ia1 =
∫
R
|D|sϕ · [(2 − TBlog[ϕ])2s+1, ∂x]
(
TB0[ϕ]|D|sϕ
)
dx,
Ia2 =
∫
R
|D|sϕx · (2− TBlog[ϕ])2s+1
(
TB0[ϕ]|D|sϕ
)
dx.
Term Ia1 estimate. A Kato-Ponce commutator estimate and (3.9) gives
|Ia1 | .
( ∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
‖ϕ‖2Hs .
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Term Ia2 estimate. We have
Ia2 =
∫
R
(
TB0[ϕ]|D|sϕ
)
· (2− TBlog[ϕ])2s+1|D|sϕx dx
=
∫
R
(
TB0[ϕ]|D|sϕ
)
·
{
∂x
(
(2− TBlog[ϕ])2s+1|D|sϕ
)
−
[
∂x, (2− TBlog[ϕ])2s+1
]
|D|sϕ
}
dx
= −
∫
R
∂x
(
TB0[ϕ]|D|sϕ
)
· (2 − TBlog[ϕ])2s+1|D|sϕdx
−
∫
R
(
TB0[ϕ)]|D|sϕ
)
·
[
∂x, (2− TBlog[ϕ])2s+1
]
|D|sϕdx
= −
∫
R
(
TB0[ϕ]|D|sϕx +
[
∂x, TB0[ϕ]
]
|D|sϕ
)
· (2 − T 2Blog[ϕ])2s+1|D|sϕdx
−
∫
R
(
TB0[ϕ)]|D|sϕ
)
·
[
∂x, (2− TBlog[ϕ])2s+1
]
|D|sϕdx.
(4.7)
Using commutator estimates and (3.9), we get that∥∥∥∥[∂x, TB0[ϕ]] |D|sϕ∥∥∥∥
L2
.
( ∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2W 3,∞ + ‖Lϕ‖2W 3,∞
))
‖ϕ‖Hs ,∥∥∥∥[∂x, (2− TBlog[ϕ])2s+1] |D|sϕ∥∥∥∥
L2
.
( ∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
‖ϕ‖Hs ,∥∥∥∥∂x [(2− TBlog[ϕ])2s+1, TB0[ϕ]] |D|sϕdx∥∥∥∥
L2
.
( ∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
‖ϕ‖2Hs .
Since TB0[ϕ] is self-adjoint, we can rewrite (4.7) as
Ia2 = −Ia2 +R6,
with
|R6| .
( ∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
‖ϕ‖2Hs ,
and we conclude that
|Ia2 | .
( ∞∑
n=1
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
))
‖ϕ‖2Hs .
This completes the estimate of the terms on the right hand side of (4.6). Collecting the above estimates
and summing the corresponding inequalities for E(j) over 0 ≤ j ≤ s, we obtain that
d
dt
E˜(s)(t) ≤ (‖ϕ‖W 3,∞ + ‖Lϕ‖W 3,∞)2F (‖ϕ‖W 3,∞ + ‖Lϕ‖W 3,∞) ‖ϕ‖2Hs , (4.8)
with
F
(‖ϕ‖W 3,∞ + ‖Lϕ‖W 3,∞) ≈ ∞∑
n=0
C(n, s)|cn|
(
‖ϕ‖2nW 3,∞ + ‖Lϕ‖2nW 3,∞
)
.
We observe that there exists a constant C˜(s) > 0 such that C(n, s) . C˜(s)n. The series in (4.3) then
converges whenever ‖ϕ‖W 3,∞ + ‖Lϕ‖W 3,∞ is sufficiently small, and we can choose F to be an increasing,
continuous, real-valued function that satisfies (4.3).
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Finally, since ‖2 − TBlog[ϕ0]‖L2→L2 ≥ 2 − C, and ‖Blog[ϕ](·, t)‖M(0,0) and F
(‖ϕ‖W 3,∞ + ‖Lϕ‖W 3,∞) are
continuous in time, there exist T > 0 and m > 0, depending only on the initial data, such that
‖2− TBlog[ϕ(t)]‖L2→L2 ≥ m for 0 ≤ t ≤ T .
We therefore obtain that
m2s+1‖ϕ‖2Hs ≤ E˜(s) ≤ 22s+1‖ϕ‖2Hs ,
so (4.8) implies (4.2). 
Proposition 4.1 leads to the following local existence, uniqueness and breakdown result.
Theorem 4.3. Let s > 4 be an integer. Suppose that ϕ0 ∈ Hs(R) satisfies
‖TBlog[ϕ0]‖L2→L2 ≤ C,
∞∑
n=1
C˜n|cn|
(
‖ϕ0‖2nW 3,∞ + ‖Lϕ0‖2nW 3,∞
)
<∞
for some constant 0 < C < 2, where C˜ is the same constant as the one in Proposition 4.1. Then there exists
a maximal time of existence 0 < Tmax ≤ ∞ depending only on ‖ϕ0‖Hs , C, and C˜ such that the initial value
problem (1.1) has a unique solution with ϕ ∈ C([0, Tmax);Hs(R)). If Tmax <∞, then either
lim
t→Tmax
∞∑
n=1
C˜n|cn|
(
‖ϕ(t)‖2nW 3,∞ + ‖Lϕ(t)‖2nW 3,∞
)
=∞ or lim
t→Tmax
∥∥TBlog[ϕ(·,t)]∥∥L2→L2 = 2. (4.9)
Proof. By Sobolev embedding, we have ‖ϕ‖W 3,∞ . ‖ϕ‖Hs and ‖Lϕ‖W 3,∞ . ‖ϕ‖Hs , so we obtain from (4.2)
that
d
dt
E(j)(t) . F
(
[E˜(s)(t)]1/2
)
[E˜(j)(t)]2.
Thus, there exists a time T > 0 such that E(s)(t) is bounded when t ∈ [0, T ]. Therefore, by standard
arguments using Galerkin approximations [47], there is a unique solution ϕ ∈ C([0, T ];Hs(R)).
By applying Gro¨nwall’s inequality to (4.2), we get that
E˜(s)(t) ≤ E˜(s)(0) exp
[∫ t
0
(‖ϕ(τ)‖W 3,∞ + ‖Lϕ(τ)‖W 3,∞)2F
(‖ϕ‖W 3,∞ + ‖Lϕ‖W 3,∞) dτ
]
, (4.10)
where F is given by (4.3). It follows from the local existence result that the solution can be continued so
long as ‖2− TBlog[ϕ(t)]‖L2→L2 remains bounded away from zero, and
∞∑
n=1
C˜n|cn|
(
‖ϕ(t)‖2nW 3,∞ + ‖Lϕ(t)‖2nW 3,∞
)
remains bounded, so the breakdown criterion (4.9) follows. 
The front equation is invariant under (x, t) 7→ (−x,−t), so the same result holds backward in time. As
in [30], one could use a Bona-Smith argument to prove that the solution depends continuously on the initial
data, but we will not carry out the details here.
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5. Global solution for small initial data
Beginning with this section, we address the global well-posedness of (1.1) with small initial data. From
now on, we fix the following parameter values
s = 1200, r = 4, ι = 10−3, p0 = 10
−4. (5.1)
We denote by
S = (x+ 2t)∂x + t∂t (5.2)
the scaling-Galilean vector field that commutes with the linearized equation, and recall that |D|−(1−ι) is the
Fourier multiplier operator with symbol |ξ|−(1−ι). We also introduce the notation
h(x, t) = e−2t∂x log |∂x|ϕ(x, t), hˆ(ξ, t) = e−2itξ log |ξ|ϕˆ(ξ, t) (5.3)
for the function h obtained by removing the action of the linearized evolution group on ϕ. When convenient,
we write h(·, t) = h(t), ϕ(·, t) = ϕ(t). Our global existence theorem is as follows.
Theorem 5.1. Let s, r, ι, p0 be defined as in (5.1). There exists a constant 0 < ε ≪ 1, such that if
ϕ0 ∈ Hs(R) satisfies
‖|D|−(1−ι)ϕ0‖L2 + ‖ϕ0‖Hs + ‖x∂xϕ0‖Hr ≤ ε0
for some 0 < ε0 ≤ ε, then there exists a unique global solution ϕ ∈ C([0,∞);Hs(R)) of (1.1). Moreover,
this solution satisfies
‖|D|−(1−ι)ϕ(t)‖L2 + ‖ϕ(t)‖Hs + ‖Sϕ(t)‖Hr + ‖x∂xh(t)‖L2 . ε0(t+ 1)p0 ,
where S is the vector field in (5.2) and h is defined in (5.3).
Given local existence, we only need to prove the global a priori bound. In order to do this, we introduce
the Z-norm of a function f ∈ L2(R), defined by
‖f‖Z =
∥∥∥(|ξ|+ |ξ|r+3)fˆ(ξ)∥∥∥
L∞ξ
, (5.4)
and prove the global bound by use of the following bootstrap argument.
Proposition 5.2 (Bootstrap). Let T > 1 and suppose that ϕ ∈ C([0, T ];Hs) is a solution of (1.1), where
the initial data satisfies
‖|D|−(1−ι)ϕ0‖L2 + ‖ϕ0‖Hs + ‖x∂xϕ0‖L2 ≤ ε0
for some 0 < ε0 ≪ 1. If there exists ε0 ≪ ε1 . ε1/30 such that the solution satisfies
(t+ 1)−p0
(
‖|D|−(1−ι)ϕ(t)‖L2 + ‖ϕ(t)‖Hs + ‖Sϕ(t)‖Hr + ‖x∂xh(t)‖L2
)
+ ‖ϕ‖Z ≤ ε1
for every t ∈ [0, T ], then the solution satisfies an improved bound
(t+ 1)−p0
(
‖|D|−(1−ι)ϕ(t)‖L2 + ‖ϕ(t)‖Hs + ‖Sϕ(t)‖Hr + ‖x∂xh(x)‖L2x
)
+ ‖ϕ‖Z . ε0.
We call the assumptions in Proposition 5.2 the bootstrap assumptions. To prove Proposition 5.2, we need
the following lemmas, some of whose proofs are deferred to the next sections.
Lemma 5.3 (Sharp pointwise decay). Under the bootstrap assumptions,
‖ϕ(t)‖L∞ + ‖∂r+1Lϕ(t)‖L∞ . ε1(t+ 1)−1/2.
Lemma 5.4. Under the bootstrap assumptions,
(t+ 1)−p0‖|D|−(1−ι)ϕ(t)‖L2 . ε0.
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Proof. Applying the operator |D|−(1−ι) to (3.7), we obtain
(|D|−(1−ι)ϕ)t + i
2
H|D|ι
{
TB0[ϕ]ϕ+ R˜
}
= iH|D|ιL(2− TBlog[ϕ])ϕ
where H is the Hilbert transform with symbol −i sgn ξ. Multiplying this equation by |D|−(1−ι)ϕ and taking
the integral with respect to x, we find that
d
dt
∥∥|D|−(1−ι)ϕ∥∥2
L2x
. F (‖ϕ‖W 2,∞)(‖ϕ‖W 3,∞ + ‖Lϕ‖W 3,∞)2(‖Lϕ‖L2 + ‖ϕ‖L2)‖|D|−(1−ι)ϕ‖L2 ,
where F is a positive increasing continuous real-valued function.
Interpolation and integration in time then gives∥∥|D|−(1−ι)ϕ(t)∥∥
L2
. ‖|D|−(1−ι)ϕ0‖L2 +
∫ t
0
F (‖ϕ(τ)‖W 2,∞)
(‖ϕ(τ)‖W 3,∞ + ‖Lϕ(τ)‖W 3,∞)2 ‖ϕ(τ)‖Hs dτ.
Using the bootstrap assumptions and Lemma 5.3, we find that
‖|D|−(1−ι)ϕ0‖L2 . ε0,
F (‖ϕ(τ)‖W 2,∞) . 1,
‖ϕ(τ)‖W 3,∞ + ‖Lϕ(τ)‖W 3,∞ . (t+ 1)−1/2ε1,
‖ϕ(τ)‖Hs . (t+ 1)p0ε1,
and the result follows, since ε31 . ε0. 
Lemma 5.5 (Scaling-Galilean estimate). Under the bootstrap assumptions,
(t+ 1)−p0‖Sϕ(t)‖Hr . ε0.
Lemma 5.6. Under the bootstrap assumptions,
(t+ 1)−p0(‖ϕ(t)‖Hs + ‖x∂xh(t)‖L2) . ε0.
Proof. Recall the energy estimate (4.10)
E˜(s)(t) . E˜(s)(0)e
∫ t
0
F (‖ϕ(τ)‖W2,∞ )(‖ϕ(τ)‖W3,∞+‖Lϕ(τ)‖W3,∞ )
2 dτ .
From Lemma 5.3, we have
F (‖ϕ(τ)‖W 2,∞) . 1,
‖ϕ(τ)‖W 3,∞ + ‖Lϕ(τ)‖W 3,∞ . (t+ 1)−1/2ε1.
which implies that
E˜(s)(t) . ε20(t+ 1)
Cε21 ,
so once ε21 ≪ p0, we have
(t+ 1)−p0‖ϕ‖Hs . ε0.
It follows from (5.3), the definition of S, and (3.1) that
ξ∂ξhˆ(ξ, t) = ξe
−2itξ log |ξ|
(−2it(log |ξ|+ 1)ϕˆ(ξ, t) + ∂ξϕˆ(ξ, t))
= ξ∂ξϕˆ(ξ, t)− (2itξ − 1)ϕˆ(ξ, t)− tϕˆt(ξ, t)− tN (ϕˆ(ξ, t))− ϕˆ(ξ, t)
= −Ŝϕ(ξ, t)− ϕˆ(ξ, t)− tN (ϕˆ(ξ, t)),
(5.5)
where N (ϕˆ(ξ)) denotes the Fourier transform of the nonlinear term in (3.1). By the bootstrap assumptions,
Lemma 5.3, and Lemma 5.5 we then find that
(t+ 1)−p0‖x∂xh(t)‖L2 . ε0.

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Lemma 5.7 (Modified dispersive estimate). Under the bootstrap assumptions, the solution of (1.1) satisfies
‖ϕ(t)‖Z . ε0.
Proposition 5.2 then follows by combining Lemmas 5.4–5.7.
6. Sharp dispersive estimate
In this section, we prove Lemma 5.3. To this end, we first prove a dispersive estimate for the linearized
evolution operator et∂x log |∂x| defined in (5.3). We recall that Pk is the frequency-localization operator with
symbol ψk defined in (2.8).
Lemma 6.1. For t > 0 and ϕ0 ∈ L2, we have the linear dispersive estimates
‖e2t∂x log |∂x|Pkϕ0‖L∞ . (t+ 1)−1/22k/2‖ϕˆ0‖L∞
ξ
+ (t+ 1)−3/42−k/4
[
2k‖∂ξϕˆ0‖L2ξ + ‖ϕˆ0‖L2ξ
]
, (6.1)
‖e2t∂x log |∂x|Pkϕ0‖L∞ . (t+ 1)−1/2max{1, 2k/2}‖ϕ0‖L1, (6.2)
and, if ϕ0 is sufficiently smooth, then
‖e2t∂x log |∂x|ϕ0‖L∞ . (t+ 1)−1/2‖|ξ|1/2ϕˆ0‖L∞
ξ
+ (t+ 1)−3/4
[
‖|ξ|3/4∂ξϕˆ0‖L2ξ + ‖|ξ|
−1/4ϕˆ0‖L2ξ
]
. (6.3)
Proof. Using the inverse Fourier transform, we can write the solution as
e2t∂x log |∂x|Pkϕ0 =
∫
eixξ+2i(ξ log |ξ|)tψk(ξ)ϕˆ0(ξ) dξ.
Since
∂ξe
ixξ+2i(ξ log |ξ|)t = [ix+ 2it(log |ξ|+ 1)]eixξ+2i(ξ log |ξ|)t, (6.4)
we can integrate by parts to get
‖e2t∂x log |∂x|Pkϕ0‖L∞ =
∥∥∥∥∫ eixξ+2i(ξ log |ξ|)tϕˆ0(ξ)ψk(ξ) dξ∥∥∥∥
L∞
=
∥∥∥∥∫ 1[ix+ 2it(log |ξ|+ 1)]∂ξeixξ+2i(ξ log |ξ|)tϕˆ0(ξ)ψk(ξ) dξ
∥∥∥∥
L∞
=
∥∥∥∥∥
∫
eixξ+2i(ξ log |ξ|)t∂ξ
(
1
[ix+ 2it(log |ξ|+ 1)] ϕˆ0(ξ)ψk(ξ)
)
dξ
∥∥∥∥∥
L∞
=
∥∥∥ ∫ eixξ+2i(ξ log |ξ|)t( −2it
ξ[ix+ 2it(log |ξ|+ 1)]2 ϕˆ0ψk(ξ)
+
1
[ix+ 2it(log |ξ|+ 1)]ψk(ξ)∂ξϕˆ0(ξ) +
1
[ix+ 2it(log |ξ|+ 1)] ϕˆ0(ξ)ψ
′
k(ξ)
)
dξ
∥∥∥
L∞
.
1. If |ix+ 2it(log |ξ|+ 1)| & (t+ 1), we use (2.9) and get
‖e2t∂x log |∂x|Pkϕ0‖L∞ . 1
(t+ 1)
∫ ∣∣∣ξ−1ϕˆ0ψk(ξ) + ψk(ξ)∂ξϕˆ0 + ϕˆ0(ξ)ψ′k(ξ)∣∣∣ dξ
.
1
(t+ 1)
[
2−k‖ϕˆ0‖L2‖ψk‖L2 + ‖∂ξϕˆ0‖L2‖ψk‖L2 + ‖ϕˆ0‖L2‖∂ξψk‖L2
]
.
1
(t+ 1)
[
2−k/2‖ϕˆ0‖L2 + 2k/2‖∂ξϕˆ0‖L2 + 2−k/2‖ϕˆ0‖L2
]
.
2−k/2
(t+ 1)
[
2k‖∂ξϕˆ0‖L2 + ‖ϕˆ0‖L2
]
.
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Then (6.1) follows when (t+ 1)−1 . 2k. Otherwise, when t+ 1 . 2−k, we have
‖e2t∂x log |∂x|Pkϕ0‖L∞ . 2k‖ϕˆ0‖L∞
ξ
. (t+ 1)−1/22k/2‖ϕˆ0‖L∞
ξ
.
2. Next we prove estimates for the case when |ix+ 2it(log |ξ|+ 1)| ≪ (t+ 1). Let
ξ±0 = ±e−1−x/2t
be the solutions of x + 2t(log |ξ| + 1) = 0. Since ψk is supported in an annulus with radius around 2k, we
only need to consider the case when |ξ±0 | ≈ 2k and ψk is supported on the neighborhood of the stationary
phase point ξ±0 . We decompose the integral and estimate it as∣∣∣∣∫
R
eixξ+2i(ξ log |ξ|)tϕˆ0(ξ)ψk(ξ) dξ
∣∣∣∣ . ∑
l≤k+N
[
|J+l |+ |J−l |
]
,
with
J±l =
∫
R
eixξ+2i(ξ log |ξ|)tϕˆ0(ξ)ψk(ξ)1±(ξ)ψl(ξ − ξ±0 ) dξ,
where 1± is the indicator function supported on R± and N is large enough that the support of ψk is covered
by the set
⋃
l≤k+N{ξ | ψl(ξ − ξ±0 ) = 1}.
When 2l ≤ 2k/2(t+ 1)−1/2, we have
|J±l | . 2l‖ϕˆ0‖L∞ ≤ 2k/2(t+ 1)−1/2‖ϕˆ0‖L∞ .
When 2k/2(t+ 1)−1/2 ≤ 2l ≤ 2k+N , since |ξ − ξ0| ≈ 2l and |ξ0| ≈ 2k, we get the estimate
x+ 2t(log |ξ|+ 1) = 2t log
∣∣∣∣ ξξ0
∣∣∣∣ ≈ 2t log ∣∣∣∣1± 2l2k
∣∣∣∣.
Using (6.4) and integration by parts, we have
|J±l | .
2k−l
(t+ 1)
∫
R
(|∂ξϕˆ0(ξ)| + 2−l|ϕˆ0(ξ)|)ψl(ξ − ξ±0 ) dξ
.
2k−l
(t+ 1)
‖ϕˆ0‖L∞ + 2
k− l2
(t+ 1)
‖∂ξϕˆ0‖L2.
Then we take the sum of Jl over 2
l ≥ 2k/2(t+ 1)−1/2 to get the estimates (6.1) and (6.3).
3. To prove the last assertion (6.2), we write eit∂xLPkϕ0 = ϕ0 ∗Gk, with
Gk = c
∫
R
eitξ log |ξ|+ixξψk(ξ) dξ.
By (6.1), we obtain
‖Gk‖L∞ . (t+ 1)−1/22k/2 + (t+ 1)−3/42k/4 = (t+ 1)−1/22k/2(1 + (t+ 1)−1/42−k/4).
If (t+1)2k ≥ 1, then ‖Gk‖L∞ . (t+1)−1/22k/2. If (t+1)2k < 1, that is k < 0, then ‖Gk‖L∞ . (t+1)−1/2.
Therefore, ‖G‖L∞ . (t+ 1)−1/2max{1, 2k/2}, which implies (6.2). 
Now we are able to complete the proof of Lemma 5.3.
Proof of Lemma 5.3. We divide the proof into two parts: we first prove the localized version for high fre-
quencies
2(r+2)k‖Pkϕ‖L∞ . ε1(t+ 1)−1/2. (6.5)
and then prove that
‖ϕ‖L∞ . ε1(t+ 1)−1/2. (6.6)
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Lemma 5.3 then follows immediately from
‖L∂r+1x ϕ‖L∞ .
+∞∑
k=−∞
|k|2(r+1)k‖Pkϕ‖L∞
=
0∑
k=−∞
|k|2(r+1)k‖Pkϕ‖L∞ +
+∞∑
k=1
k2−k2(r+2)k‖Pkϕ‖L∞
. ‖ϕ‖L∞
0∑
k=−∞
|k|2(r+1)k +
+∞∑
k=1
k2−kε1(t+ 1)
−1/2
. ε1(t+ 1)
−1/2.
To prove (6.5), we write P ′k := P[k−2,k+2], and recall the definition of h in (5.3). It follows from Lemma
6.1 that
‖Pkϕ(t)‖L∞ . (t+ 1)−1/22k/2‖P̂ ′kh(t)‖L∞ξ + (t+ 1)−3/42−k/4
[
2k‖∂ξP̂ ′kh(t)‖L2ξ + ‖P̂ ′kh(t)‖L2ξ
]
For localized frequencies, we can rewrite the bootstrap assumptions as
2k‖∂ξP̂ ′kh(t)‖L2ξ + ‖P̂ ′kh(t)‖Hs . ε1(t+ 1)
p0 ,(
2k + 2(r+3)k
)
‖P̂ ′kh(t)‖L∞ξ . ε1.
Therefore, we have
‖Pkϕ(t)‖L∞ . (t+ 1)−1/2
(
2(5/2+r)k + 2k/2
)−1
ε1 + (t+ 1)
−3/42−k/4ε1(t+ 1)
p0 ,
which implies that
2(r+2)k‖Pkϕ(t)‖L∞ . (t+ 1)−1/2ε1 + (t+ 1)−3/42(r+7/4)kε1(t+ 1)p0 .
It is clear that (6.5) holds if (t+1) ≥ 25(r+7/4)k. When (t+1) ≤ 25(r+7/4)k, we must have k ≥ 0. Combining
(6.2) and Lemma 2.3, we have
2(r+2)k‖Pkϕ(t)‖L∞ . 2(r+2)k(t+ 1)−1/22k/2‖Pkh‖L1
. 2(r+2)k(t+ 1)−1/22−k/2‖P̂kh(t)‖1/2L2ξ [2
k‖∂hˆ‖L2ξ + ‖Pkh‖L2]
1/2
. 2(r+2)k(t+ 1)−1/22−k/2−sk/2−rk/2‖Pkϕ(t)‖1/2Hs ε1/21 (t+ 1)p0/2
. (t+ 1)−1/2ε12
(r+2)k−k/2−sk/2−rk/2+5(r+7/4)p0k
. (t+ 1)−1/2ε1,
which proves (6.5).
As for (6.6), when k ≥ 0, we have
‖Pkϕ‖L∞ . 2−k2(r+2)k‖Pkϕ‖L∞ . 2−k(t+ 1)−1/2ε1.
Thus, we only need to prove the decay for |ξ| < 1. Let P(a,b) denote the projection operator onto frequencies
{ξ : a < |ξ| < b}. We consider the following two cases.
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• If (t + 1)−1 < |ξ| < 1, then we use (6.3), Sobolev embeddings, interpolation inequalities, and the
bootstrap assumptions to get
‖P((t+1)−1,1)ϕ‖L∞ . (t+ 1)−1/2‖|ξ|1/2hˆ‖L∞ξ + (t+ 1)−3/4
[‖|ξ|3/4∂ξhˆ‖L2ξ + ‖|ξ|−1/4hˆ‖L2ξ]
. (t+ 1)−1/2‖h‖H2 + (t+ 1)−1/2‖|ξ|∂ξhˆ‖L2ξ + (t+ 1)−3/4‖||D|−1/2h‖
1/2
L2 ‖h‖1/2L2
. (t+ 1)−1/2ε1.
• When |ξ| < (t+ 1)−1, we have
‖P(0,(t+1)−1)ϕ‖L∞ . ‖ϕˆ‖L1ξ(|ξ|<(t+1)−1) . ‖ϕˆ‖L2(t+ 1)−1/2 . ε1(t+ 1)−1/2.
This completes the proof of Lemma 5.3. 
7. Scaling-Galilean estimate
In this section, we prove the scaling-Galilean estimate in Lemma 5.5.
First, we summarize some commutator identities for the scaling-Galilean operator S defined in (5.2) and
L = log |∂x|. The straightforward proofs follow by use of the Fourier transform and are omitted.
Lemma 7.1. Let ϕ(x, t) be a Schwartz distribution on R2 such that Lϕ(x, t) is a Schwartz distribution.
Then
[S, ∂x]ϕ = −∂xϕ, [S,L]ϕ = −ϕ, [S, L∂x]ϕ = −ϕx − L∂xϕ,
[S, ∂t]ϕ = −2∂xϕ− ∂tϕ, [S, ∂t − 2L∂x]ϕ = −∂tϕ+ 2L∂xϕ.
Next, we prove the weighted energy estimate for Sϕ.
Proof of Lemma 5.5. Applying S to equation (3.7) and using Lemma 7.1, we get
(Sϕ)t − 2L∂x(Sϕ) + ∂xTB0[ϕ]Sϕ+ L[TBlog[ϕ]Sϕ]x + SR = commutators,
where the commutators include ∂x[S, TB0[ϕ]]ϕ, [S, ∂x]TB0[ϕ]ϕ, [S, L∂x]
(
TBlog[ϕ]ϕ
)
, L∂x
(
[S, TBlog[ϕ]]ϕ
)
.
By the commutator estimate Lemma 2.1 and (3.9), we obtain that when k ≤ r,
‖∂x[S, TB0[ϕ]]ϕ‖Hk . F (‖Lϕ‖W 2,∞ + ‖ϕ‖W 2,∞)(‖Lϕ‖W 2,∞ + ‖ϕ‖W 2,∞)‖ϕ‖Wk+1,∞‖Sϕ‖Hr
. F (‖Lϕ‖W 2,∞ + ‖ϕ‖W 2,∞)(‖Lϕ‖W 2,∞ + ‖ϕ‖W 2,∞)2‖Sϕ‖Hr ,
‖[S, ∂x]TB0[ϕ]ϕ‖Hk = ‖ − TB0[ϕ]ϕ‖Hk . F (‖Lϕ‖W 2,∞ + ‖ϕ‖W 2,∞)(‖Lϕ‖W 2,∞ + ‖ϕ‖W 2,∞)2‖ϕ‖Hk ,∥∥[S, L∂x](TBlog[ϕ]ϕ)∥∥Hk = ∥∥(TBlog[ϕ]ϕ)x + L∂x(TBlog[ϕ]ϕ)∥∥Hk
. F (‖Lϕ‖W 2,∞ + ‖ϕ‖W 2,∞)(‖Lϕ‖W 2,∞ + ‖ϕ‖W 2,∞)2(‖ϕ‖Hk+1 + ‖Lϕ‖Hk+1),∥∥∥∥L∂x([S, TBlog[ϕ]]ϕ)∥∥∥∥
Hk
. F (‖Lϕ‖W 2,∞ + ‖ϕ‖W 2,∞)(‖Lϕ‖W 2,∞ + ‖ϕ‖W 2,∞)2‖Sϕ‖Hr .
Thus, the evolution equation for Sϕ can be written as
(Sϕ)t + ∂xTB0[ϕ]Sϕ +RS = L
[
(2− TBlog[ϕ])Sϕ
]
,
where the remainder RS satisfies
‖RS‖Hr . (‖ϕ‖W r+1,∞ + ‖Lϕ‖W r+1,∞)2‖Sϕ‖Hr .
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As in (4.1), we define a weighted energy for Sϕ by
E
(j)
S (t) =
∫
R
|D|jSϕ(x, t) ·
(
2− TBlog[ϕ]
)2j+1
|D|jSϕ(x, t) dx, j = 0, 1, · · · , r,
E˜
(k)
S (t) =
k∑
j=0
E
(j)
S (t)
and repeat similar estimates to the ones in the proof of Proposition 4.1 to get
d
dt
E
(j)
S (t) . (‖ϕ‖W r+1,∞ + ‖Lϕ‖W r+1,∞)2‖Sϕ‖2Hj
By Lemma 5.3, we find that
d
dt
E
(j)
S (t) . ε
2
1(t+ 1)
−1E˜
(j)
S (t),
so
E˜
(j)
S (t) . ε
2
0(t+ 1)
p0 .
The lemma then follows from the equivalence of E˜
(r)
S and ‖Sϕ‖Hr when ‖2 − TBlog[ϕ]‖L2→L2 is bounded
away from zero. 
8. Nonlinear dispersive estimate
In this section, we prove the estimate in Lemma 5.7 for the Z-fnorm ‖ϕ‖Z defined in (5.4).
When |ξ| < (t+ 1)−p0 , Lemma 2.3 gives
|(|ξ|+ |ξ|r+3)ϕˆ(ξ, t)|2 . (|ξ|+ |ξ|r+3)2|ξ|−1‖ϕˆ‖L2ξ(|ξ|‖∂ξϕˆ‖L2ξ + ‖ϕˆ‖L2ξ)
. (|ξ|+ |ξ|r+3)‖ϕ‖L2(‖Sϕ‖L2 + ‖ϕ‖L2)
. ε20.
Let p1 = 10
−6. When |ξ| ≥ (t+ 1)p1 , Lemma 2.3 gives
|(|ξ|+ |ξ|r+3)ϕˆ(ξ, t)|2 . |ξ|+ |ξ|
r+3
|ξ|s ‖ϕ‖Hs(‖Sϕ‖L2 + ‖ϕ‖L2)
. |ξ|r+3−sε20(t+ 1)2p0
. ε20.
Thus, we only need to consider the frequency range
(t+ 1)−p0 ≤ |ξ| ≤ (t+ 1)p1 . (8.1)
In the following, we fix ξ in this range.
Taking the Fourier transform of (3.5), we obtain
ϕˆt +
1
6
iξ
∫∫
R2
T1(η1, η2, ξ − η1 − η2)ϕˆ(ξ − η1 − η2)ϕˆ(η1)ϕˆ(η2) dη1 dη2 + N̂≥5(ϕ) = 2iξ log |ξ|ϕˆ, (8.2)
where
T1(η1, η2, η3) = −η21 log |η1| − η22 log |η2| − η23 log |η3| − (η1 + η2 + η3)2 log |η1 + η2 + η3|
+
{
(η1 + η2)
2 log |η1 + η2|+ (η1 + η3)2 log |η1 + η3|+ (η2 + η3)2 log |η2 + η3|
}
,
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with
∂η1 [T1(η1, η2, ξ − η1 − η2)] = −2
{
η1 log |η1| − (η1 + η2) log |η1 + η2|
+ (ξ − η1) log |ξ − η1| − (ξ − η1 − η2) log |ξ − η1 − η2|
}
,
∂η2 [T1(η1, η2, ξ − η1 − η2)] = −2
{
η2 log |η2| − (η1 + η2) log |η1 + η2|
+ (ξ − η2) log |ξ − η2| − (ξ − η1 − η2) log |ξ − η1 − η2|
}
.
As proved in Lemma A.4 of [29], the function T1 satisfies the inequality
|T1(η1, η2, η3)| . |ηmin1 ||ηmin2 | log
(
1 +
∣∣∣∣ηmax2ηmin2
∣∣∣∣) for all η1, η2, η3 ∈ R \ {0}, (8.3)
where (ηmin1 , ηmin2 , ηmax2 , ηmax1) is a permutation of (η1, η2, η3, η1 + η2 + η3) such that
|ηmin1 | ≤ |ηmin2 | ≤ |ηmax2 | ≤ |ηmax1 |.
This sharp estimate for T1 indicates a cancelation of derivatives in the cubic term that is stronger than the
one given by Lemma 3.1.
Recall that we define h = e−2t∂x log |∂x|ϕ by (5.3). Then, from (8.2), we find that hˆ satisfies
hˆt +
1
6
iξ
∫∫
R2
T1(η1, η2, ξ − η1 − η2)eitΦ(ξ,η1,η2)hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2) dη1 dη2
+ e−2itξ log |ξ|N̂≥5(ϕ) = 0,
(8.4)
where
Φ(ξ, η1, η2) = 2(ξ − η1 − η2) log |ξ − η1 − η2|+ 2η1 log |η1|+ 2η2 log |η2| − 2ξ log |ξ|. (8.5)
We want to estimate (|ξ|+ |ξ|r+3)|hˆ(t, ξ)| for ξ in the range (8.1) and t ∈ [0, T ]. To this end, we only need
to show that the integrals
I1 =
∫ T
0
ξ(|ξ|+ |ξ|r+3)
∫∫
R2
T1(η1, η2, ξ − η1 − η2)eitΦ(ξ,η1,η2)hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2) dη1 dη2 dt, (8.6)
I2 =
∫ T
0
(|ξ|+ |ξ|r+3)e−2itξ log |ξ|N̂≥5(ϕ) dt (8.7)
are bounded uniformly with respect to ξ and T , and to do this we need to show that the nonlinear terms in
the evolution equation decay sufficiently rapidly in time to give estimates that are integrable with respect
to t on R+.
In the following, we will first estimate the cubic term (8.6). The more straightforward estimate of the
higher-degree remainder (8.7) is given in Section 8.8.
8.1. Cubic resonances. The first and second order partial derivatives of Φ in (8.5) with respect to η1, η2
are
∂η1Φ = 2 log |η1| − 2 log |ξ − η1 − η2|, ∂η2Φ = 2 log |η2| − 2 log |ξ − η1 − η2|,
∂2η1Φ =
2
η1
+
2
ξ − η1 − η2 , ∂
2
η1η2Φ =
2
ξ − η1 − η2 , ∂
2
η2Φ =
2
η2
+
2
ξ − η1 − η2 .
Time resonances occur when Φ(ξ, η1, η2) = 0 and the time-frequencies of the Fourier components match,
while space resonances occur when Φη1(ξ, η1, η2) = Φη2(ξ, η1, η2) = 0 and the group velocities match. We find
that the space-time resonances, where both occur simultaneously, correspond to η1 = η2 = ξ, η1 = −η2 = ξ,
and η1 = −η2 = −ξ. In addition, there is a space resonance at η1 = η2 = ξ/3. For fixed ξ ∈ R, we denote
these resonance points in the (η1, η2)-plane by
R1 = (ξ, ξ), R2 = (ξ,−ξ), R3 = (−ξ,−ξ), R4 = (ξ/3, ξ/3).
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We introduce constant parameters
a1 = −0.249, a2 = −0.374, a3 = −0.42, q1 = −0.49, q2 = −0.2 (8.8)
and, for fixed ξ, define
δ(t) = (t+ 1)a3µ, (t) = (t+ 1)q1µ, ̺(t) = (t+ 1)q2µ, µ = min
{ |ξ|
10
, 1
}
.
Since 0 > a1 > a2 > a3, we have
(t+ 1)a1µ ≥ (t+ 1)a2µ ≥ (t+ 1)a3µ.
We decompose the (η1, η2)-plane as illustrated in Figure 8.1, with a partition around the low frequencies
that is shown in Figure 8.1, and a partition around each of the resonance points that is shown in Figure 8.2.
For i = 1, 2, 3, 4 and j = 1, 2, 3, we define the near-resonant sets Ai, Bi, D
j
i by
Ai =
{
(η1, η2) : |(η1, η2)−Ri| ≤ µ
}
,
Bi =
{
(η1, η2) : |(η1, η2)−Ri| ≤ δ(t)
}
,
D1i =
{
(η1, η2) : (t+ 1)
a1µ ≤ |(η1, η2)−Ri| ≤ µ
}
,
D2i =
{
(η1, η2) : (t+ 1)
a2µ ≤ |(η1, η2)−Ri| ≤ (t+ 1)a1µ
}
,
D3i =
{
(η1, η2) : (t+ 1)
a3µ ≤ |(η1, η2)−Ri| ≤ (t+ 1)a2µ
}
,
(8.9)
and we define the high-frequency set by
Q =
{
(η1, η2) ∈ R2 : max{|η1|, |η2|, |ξ − η1 − η2|} > (1 + 2|ξ|)(t+ 1)λ
}
,
where λ = 10−3.
We define the low-frequency sets by L = L1 ∪ L2 ∪ L3, with
L1 = {(η1, η2) ∈ Qc : |η1| < (t)},
L2 = {(η1, η2) ∈ Qc : |η2| < (t)},
L3 = {(η1, η2) ∈ Qc : |η1 + η2 − ξ| < (t)},
and
L12 = L1 ∩ L2, L13 = L1 ∩ L3, L23 = L2 ∩ L3.
We also define the sets Xij to be X-shaped neighborhoods of Lij with radius µ(t+ 1)q2 ,
X12 = {(η1, η2) ∈ L1 ∪ L2 :
√
|η1|2 + |η2|2 < ̺(t)},
X13 = {(η1, η2) ∈ L1 ∪ L3 :
√
|η1|2 + |η2 − ξ|2 < ̺(t)},
X23 = {(η1, η2) ∈ L2 ∪ L3 :
√
|η1 − ξ|2 + |η2|2 < ̺(t)}.
and (see Figure 8.1)
L01 = L1 \ (X12 ∪X13), L02 = L2 \ (X12 ∪X23), L03 = L3 \ (X13 ∪X23).
We further define the exterior sets, away from the resonant, high, and low frequencies, by
Ξ = Qc \
( 4⋃
i=1
Ai
)
\
( 3⋃
i=1
Li
)
,
Ξ1 =
{
(η1, η2) ∈ Ξ : |η2 − ξ| > µ/10, and |2η1 + η2 − ξ| > µ/10
}
,
Ξ2 = Ξ \ Ξ1.
Then {Q,Ξ, A1, A2, A3, A4,L01,L02,L03, X12, X13, X23} covers R2.
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By use of a partition of unity, we only need to estimate the integrals∫ T
0
ξ(|ξ|+ |ξ|r+3)
∫∫
R2
d(ξ, t)b(η1, η2)T1(η1, η2, ξ − η1 − η2)eitΦ(ξ,η1,η2)hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2) dη1 dη2 dt,
(8.10)
where, d(ξ, t) is a smooth cut-off function compactly supported on a small neighborhood of
{(ξ, t) : (t+ 1)−p0 < |ξ| < (t+ 1)p1},
and b is a smooth cut-off function compactly supported on a small neighborhood of each domain. In the
following, we use bQ, bΞ, bAj , bL0i , bXij to denote cut-off functions for the subscripted domains.
In the following, we will estimate the integral (8.10) on each subset of the (η1, η2)-plane. In Section 8.2, we
estimate the integral on Q for high frequencies. In Section 8.3, we estimate the integral on the low-frequency
regions Li. The integrals for L0i can be bounded by the Z-norm and one low-frequency term, while the
integrals for Xij can be bounded by the Z-norm and two low-frequency terms. In Section 8.4, we estimate
the integral on Ξ, away from the space resonance points, using oscillatory integral estimates with respect to
the frequency variables together with multilinear estimates to get sufficient time decay. In Section 8.5, we
estimate the integral in the annuli Ai \ Bi about the resonance points. In this part, we use the time decay
from the oscillatory integral estimates, but we pay the price of a worse estimate for the symbol, which is
singular at the resonance points. We compensate for this by using the shrinking of the inner radius of each
annulus in time. In Section 8.6, we estimate the integral in a shrinking disc B4 about the space resonance
point by an oscillatory integral estimate with respect to the time variable and use of the equation to eliminate
the time-derivative of the solution. Finally, in Section 8.7, we estimate the integral on shrinking discs Bj
about the space-time resonance points, which requires the introduction of a phase correction to account for
the long-time, modified scattering of the waves.
8.2. High frequencies. We first estimate the integral on the set Q.
We can estimate the nonlinear terms above by using Lemma 2.4, with the L∞-norm placed on the lowest
derivative term. There are, in total, r+6 = 10 derivatives shared on three factors of ϕ. Thus, we can ensure
that the lowest derivative term has at most has three derivatives, with or without a logarithmic derivative.
Therefore, using Lemma 5.3 and the bootstrap assumptions, we obtain the estimate∣∣∣∣(|ξ|+ |ξ|r+3)|ξ| ∫∫
R2
bQT1(η1, η2, ξ − η1 − η2)eitΦ(ξ,η1,η2)hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2) dη1 dη2
∣∣∣∣
. t(r+7−s)λ‖ϕ‖L2(‖ϕ‖W 3,∞ + ‖Lϕ‖W 3,∞)‖ϕ‖Hs
. ε31(t+ 1)
2p0−1/2−1.1,
which is integrable with respect to t.
8.3. Low frequencies. In this subsection, we estimate (8.10) around the sets L1,L2 and L3. First, we
consider the sets L0j , then we consider Xjk.
If b = bL01 , then |η1| is the smallest element of {|η1|, |η2|, |ξ − η1 − η2|, |ξ|}. For definiteness, we suppose
that |η2| ≤ |ξ − η1 − η2| and define
L0,a1 = {(η1, η2) ∈ L01 : |ξ| ≤ |ξ − η1 − η2|}, L0,b1 = L01 \ L0,a1 .
The other cases can be discussed similarly.
34 JOHN K. HUNTER, JINGYANG SHU, AND QINGTIAN ZHANG
Figure 8.1. Left: An illustration of the different regions of the (η1, η2)-plane when ξ > 0. The
three points (ξ, ξ), (ξ,−ξ), (−ξ, ξ) correspond to space-time resonances and (ξ/3, ξ/3) corresponds
to a space resonance. Their neighborhoods are denoted by A1, A2, A3, and A4, respectively. The
blue belt is the neighborhood of ∂η1Φ = 0, while the pink belt is the neighborhood of ∂η2Φ = 0.
The region Q corresponds to high frequencies, the green belts to low frequencies, and Ξ to the
remaining frequencies. Right: The decomposition of the low frequencies. The light green belts are
the L0i and the dark green X-shape regions are the Xij .
Around the set L0,a1 , |η1| ≤ min{|η2|, |ξ|} ≤ max{|η2|, |ξ|} ≤ |ξ − η1 − η2|. By (8.3), we have
|ξ(|ξ|+ |ξ|r+3)T1|
. |ξ(|ξ|+ |ξ|r+3)| · |η1||η2| log
(
1 +
(1 + 2|ξ|)(t+ 1)λ
min{|η2|, |ξ|}
)
. (t+ 1)λ(r+3)|ξ − η1 − η2||η1||η2| log
(
1 +
(1 + 2|ξ|)(t+ 1)λ
min{|η2|, |ξ|}
)
.
Ho¨lder’s inequality then implies that (8.10) is bounded by∫ T
0
∫∫
R2
∣∣∣d(ξ, t)bL0,a1 (η1, η2)(t+ 1)(r+3)λ|η1|2−ι log
(
1 +
(1 + 2|ξ|)(t+ 1)λ
min{|η2|, |ξ|}
)
[|ξ − η1 − η2|hˆ(ξ − η1 − η2)] · [|η1|−(1−ι)hˆ(η1)] · [|η2|hˆ(η2)]
∣∣∣ dη1 dη2 dt
.
∫ T
0
‖|η1|−(1−ι)hˆ(η1)‖L2η1
(∫ (t)
0
|η1|2(2−ι) dη1
)1/2
‖ϕ‖2Z(t+ 1)(r+4)λ log(1 + t) dt
.
∫ T
0
ε31(t+ 1)
2p0+(r+4)λ+(2.5−ι)q1 dt
.
∫ T
0
ε31(t+ 1)
−1.2 dt,
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which is uniformly bounded with respect to T .
Around the set L0,b1 , we have |η1| ≤ |η2| ≤ |ξ − η1 − η2| ≤ |ξ| and |ηmin2 | = |η2|. By (8.3),
|ξ(|ξ|+ |ξ|r+3)T1|
. (t+ 1)(r+4)λ|η1||η2| log
(
1 +
|ξ|
|η2|
)
. (t+ 1)(r+4)λ|η1||η2|max
{
1,
∣∣∣ log( |ξ||η2|
) ∣∣∣}
. (t+ 1)(r+4)λ|η1|0.9999|η2|max
{
1,
∣∣ log |ξ|∣∣, |η2|0.0001∣∣ log |η2|∣∣}
. (t+ 1)(r+4)λ|η1|0.9999|η2|(t+ 1)0.0002λ.
(8.11)
From the definition of L01, we have |ξ − η1 − η2| ≥ ̺(t), and by Ho¨lder inequality, (8.10) is bounded by∫ T
0
∫∫
R2
∣∣∣d(ξ, t)bL0,b1 (η1, η2)(t+ 1)(r+4)λ+0.0002λ|η1|1.9989|ξ − η1 − η2|−1
[|ξ − η1 − η2|hˆ(ξ − η1 − η2)] · [|η1|−0.999hˆ(η1)] · [|η2|hˆ(η2)]
∣∣∣ dη1 dη2 dt
.
∫ T
0
‖|η1|−0.999hˆ(η1)‖L2η1
(∫ (t)
0
|η1|1.9989·2 dη1
)1/2
‖ϕ‖2Z(t+ 1)(r+5.0002)λ[̺(t)]−1 dt
.
∫ T
0
ε31(t+ 1)
2p0+(r+5.0002)λ+2.4989q1−q2 dt
.
∫ T
0
ε31(t+ 1)
−1.015 dt
which is uniformly bounded with respect to T .
If b = bX13 , then either (a) |ξ − η1 − η2| . ̺(t) and |η1| ≤ (t); or (b) |ξ − η1 − η2| . (t) and |η1| ≤ ̺(t).
We denote the corresponding integration regions by Xa13 or X
b
13, respectively. In the following, we estimate
the integral around Xa13. The estimate for X
b
13 is similar.
For Xa13, we find from (8.11) and Ho¨lder’s inequality, that (8.10) is bounded by∫ T
0
∫∫
R2
∣∣∣d(ξ, t)bXa13 (η1, η2)(t+ 1)(r+4)λ|η1|1.9989|ξ − η1 − η2|0.999(t+ 1)0.0002λ
[|ξ − η1 − η2|−0.999hˆ(ξ − η1 − η2)] · [|η1|−0.999hˆ(η1)] · [|η2|hˆ(η2)]
∣∣∣ dη1 dη2 dt
.
∫ T
0
‖h‖2
H˙−(1−ι)
‖h‖Z
(∫ (t)
0
|η1|1.9989×2 dη1
)1/2 ∣∣∣∣∣
∫ ̺(t)
0
|ξ − η1 − η2|0.999×2 d(ξ − η1 − η2)
∣∣∣∣∣
1/2
(t+ 1)(r+4)λ+0.0002λ dt
.
∫ T
0
ε31(t+ 1)
2p0+(r+4)λ+2.4989q1+1.499q2+0.0002λ dt
.
∫ T
0
ε31(t+ 1)
−1.5 dt,
which is uniformly bounded with respect to T .
The integrals for to X12 and X23 can be estimated in a similar way.
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8.4. Nonresonant frequencies. Next, we estimate (8.6) in Ξ. Since (8.6) is symmetric in (η1, η2) and
(Ξ1,Ξ2), we may assume that (η1, η2) ∈ Ξ1. The case when (η1, η2) ∈ Ξ2 is similar.
By the mean value theorem, we have
|∂η1Φ| = |2 log |η1| − 2 log |ξ − η1 − η2|| ≥
2min{|ξ − η2|, |ξ − η2 − 2η1|}
max{|η1|, |ξ − η1 − η2|} ≥
2µ
max{|η1|, |ξ − η1 − η2|} .
If bΞ1 is a smooth cut-off function for the region Ξ1, then it suffices to estimate
(|ξ|+ |ξ|r+3)
∫∫
R2
iξdbΞ1T1(η1, η2, ξ − η1 − η2)eitΦ(ξ,η1,η2)hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2) dη1 dη2
= (|ξ|+ |ξ|r+3)
∫∫
R2
iξdbΞ1
[
T1(η1, η2, ξ − η1 − η2)
it∂η1Φ(ξ, η1, η2)
]
∂η1e
itΦ(ξ,η1,η2)hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2) dη1 dη2
= (|ξ|+ |ξ|r+3)
∫∫
R2
ξeitΦ(ξ,η1,η2)∂η1
[
dbΞ1
(
T1(η1, η2, ξ − η1 − η2)
t∂η1Φ(ξ, η1, η2)
)
hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2)
]
dη1 dη2
= W1 +W2 +W3 +W4,
where
W1 = (|ξ|+ |ξ|r+3)
∫∫
R2
dbΞ1ξe
itΦ(ξ,η1,η2)∂η1
[
T1(η1, η2, ξ − η1 − η2)
t∂η1Φ(ξ, η1, η2)
] [
hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2)
]
dη1 dη2,
W2 = (|ξ|+ |ξ|r+3)
∫∫
R2
dbΞ1ξe
itΦ(ξ,η1,η2)
[
T1(η1, η2, ξ − η1 − η2)
t∂η1Φ(ξ, η1, η2)
] [
∂η1 hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2)
]
dη1 dη2,
W3 = (|ξ|+ |ξ|r+3)
∫∫
R2
dbΞ1ξe
itΦ(ξ,η1,η2)
[
T1(η1, η2, ξ − η1 − η2)
t∂η1Φ(ξ, η1, η2)
] [
hˆ(ξ − η1 − η2)∂η1 hˆ(η1)hˆ(η2)
]
dη1 dη2,
W4 = (|ξ|+ |ξ|r+3)
∫∫
R2
d∂η1bΞ1ξe
itΦ(ξ,η1,η2)
[
T1(η1, η2, ξ − η1 − η2)
t∂η1Φ(ξ, η1, η2)
] [
hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2)
]
dη1 dη2.
(8.12)
We will estimate these terms by use of the multilinear estimate in Lemma 2.4.
(I) Estimate of W2 and W3. The estimates for W2 and W3 are similar, and we only estimate W2 here.
Thus, we want to estimate the L∞ξ -norm of∫∫
R2
d(ξ, t)bΞ1(η1, η2)e
itΦ(ξ,η1,η2)
[
T1(η1, η2, ξ − η1 − η2)
∂η1Φ(ξ, η1, η2)
] [
∂η1 hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2)
]
dη1 dη2. (8.13)
We decompose T1 as
T1 =
7∑
j=1
T1,j ,
T1,j = −η2j log |ηj |, for j = 1, 2, 3, T1,4 = −(η1 + η2 + η3)2 log |η1 + η2 + η3| = −ξ2 log |ξ|,
T1,5 = (η1 + η2)
2 log |η1 + η2|, T1,6 = (η1 + η3)2 log |η1 + η3|, T1,7 = (η2 + η3)2 log |η2 + η3|,
and denote by W j2 the integral for W2 in (8.12) with T1 replaced by T1,j .
First, consider the case j 6= 4. We want to estimate the L∞ξ -norm of the integral in (8.13) with T1 replaced
by T1,j . In order to do this, it suffices to estimate the L
1
x-norm of the inverse Fourier transform∫∫∫
R3
eixξd(ξ, t)bΞ1(η1, η2)e
itΦ(ξ,η1,η2)
[
T1,j(η1, η2, ξ − η1 − η2)
∂η1Φ(ξ, η1, η2)(ξ − η1 − η2)
]
[
(ξ − η1 − η2)∂η1 hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2)
]
dη1 dη2 dξ.
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Making the change of variable η3 = ξ− η1− η2, we can write the above integral as a trilinear operator of the
form (2.11) acting on (∂ηhˆ, hˆ, hˆ),∫∫∫
R3
eix(η1+η2+η3)dbΞ1e
itΦ(η1+η2+η3,η1,η2)
[
T1,j(η1, η2, η3)
∂η1Φ(η1 + η2 + η3, η1, η2)η3
] [
η3∂η3 hˆ(η3)hˆ(η1)hˆ(η2)
]
dη1 dη2 dη3,
whose symbol is
d(η1 + η2 + η3, t)bΞ1(η1, η2)e
itΦ(η1+η2+η3,η1,η2)
[
T1,j(η1, η2, η3)
2(log |η1| − log |η3|)η3
]
.
According to Lemma 2.4, this trilinear operator is bounded on L2×L2×L∞ → L1 if its symbol is bounded
in W (1/2
+,1/2+,1/2+). Since W (1/2
+,1/2+,1/2+) is an algebra, we can bound the norm of the symbol by∥∥∥∥∥dbΞ1eitΦ(η1+η2+η3,η1,η2)
[
T1,j(η1, η2, η3)
2(log |η1| − log |η3|)η3
]∥∥∥∥∥
W(1/2
+,1/2+,1/2+)
.
∥∥∥(dbΞ1)1/3T1,j∥∥∥
W(1/2
+,1/2+,1/2+)
∥∥∥∥(dbΞ1)1/3 12 log |η1| − 2 log |η3|
∥∥∥∥
W(1/2
+,1/2+,1/2+)∥∥∥∥(dbΞ1)1/3 1η3
∥∥∥∥
W(1/2
+,1/2+,1/2+)
Notice that for j 6= 4 each term T1,j depends on at most two different variables. Thus,∥∥∥(dbΞ1)1/3T1,j(η1, η2, η3)∥∥∥2
W(1/2
+,1/2+,1/2+)
.
∫
R3
∣∣(dbΞ1)1/3T1,j∣∣2 + ∣∣∂2η1((dbΞ1)1/3T1,j)∣∣2 + ∣∣∂2η2((dbΞ1)1/3T1,j)∣∣2 + ∣∣∂2η3((dbΞ1)1/3T1,j)∣∣2 dη1 dη2 dη3.
Since the smooth function bΞ1 is compactly supported and each term T1,j here has the expression of the
form η2 log |η|, ∣∣∂2ηkT1,j∣∣2 is integrable and∫
R3
(dbΞ1)
1/3
∣∣∂2ηkT1,j∣∣2 dη1 dη2 dη3 . (t+ 1)4λ,
and ∫
R3
(dbΞ1)
1/3
∣∣T1,j∣∣2 dη1 dη2 dη3 . (t+ 1)8λ.
By Lemma 2.6, ∥∥∥∥(dbΞ1)1/3 12 log |η1| − 2 log |η3|
∥∥∥∥
W(1/2
+,1/2+,1/2+)
. (t+ 1)2p1µ−3, (8.14)
and by Lemma 2.7∥∥∥∥(dbΞ1)1/3 1η3
∥∥∥∥
W(1/2
+,1/2+,1/2+)
. (t+ 1)2λ[(t)]−1 = µ−1(t+ 1)q1+2λ ≤ (t+ 1)q1+2λ+p0 . (8.15)
Therefore ∥∥∥∥∥dbΞ1eitΦ(η1+η2+η3,η1,η2)
[
T1,j(η1, η2, η3)
2 log |η1| − 2 log |η3|
]∥∥∥∥∥
W(1/2
+,1/2+,1/2+)
. µ−3(t+ 1)4λ+2p1 .
We recall from (5.5) that
‖ξ∂ξhˆ(ξ)‖L2ξ . ε0(t+ 1)p0 .
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By Lemma 2.4,
‖W j2 ‖L∞ . µ−3(t+ 1)−1+6λ+(r+6)p1 [(t)]−1‖Sϕ‖Hr‖ϕ‖Hs(‖Lϕ‖W 3,∞ + ‖ϕ‖W 3,∞)
. ε31(t+ 1)
−1− 12+5p0+6λ+(r+6)p1+q1+p0 = ε31(t+ 1)
−1.0034,
which is integrable with respect to t.
For j = 4, we see that T1,4 depends only on ξ, and we write the integral (8.13) with T1 replaced by T1,4
as
|ξ|2 log |ξ|
∫∫
R2
dbΞ1e
itΦ(ξ,η1,η2)
[
1
(ξ − η1 − η2)∂η1Φ(ξ, η1, η2)
] [
(ξ − η1 − η2)∂η1 hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2)
]
dη1 dη2.
So we need to estimate the integral∫∫∫
R3
eix(η1+η2+η3)dbΞ1e
itΦ(η1+η2+η3,η1,η2)
[
1
η3∂η1Φ(η1 + η2 + η3, η1, η2)
] [
η3∂η3 hˆ(η3)hˆ(η1)hˆ(η2)
]
dη1 dη2 dη3,
with the symbol
d(η1 + η2 + η3, t)bΞ1(η1, η2)e
itΦ(η1+η2+η3,η1,η2)
[
1
2 log |η1| − 2 log |η3|
]
.
By (8.14), (8.15) and Lemma 2.4, we have the estimate
‖W 42 ‖L∞ . µ−3(t+ 1)−1+6λ+(r+6)p1 [(t)]−1‖Sϕ‖Hr‖ϕ‖Hs(‖Lϕ‖W 3,∞ + ‖ϕ‖W 3,∞)
. ε31(t+ 1)
−1− 12+5p0+6λ+(r+6)p1−q1+p0 = ε31(t+ 1)
−1.0034,
which is integrable with respect to t.
(II) Estimate of W4. Using Lemma 2.6 and Lemma 2.4, we have
‖W4‖L∞ . µ−3(t+ 1)−1+4λ+(r+6)p1‖ϕ‖Hr‖ϕ‖Hs(‖Lϕ‖W 3,∞ + ‖ϕ‖W 3,∞)
. ε31(t+ 1)
−1− 12+5p0+4λ+(r+6)p1 ,
which is integrable with respect to t.
(III) Estimate of W1. We first calculate the symbol
∂η1
T1(η1, η2, ξ − η1 − η2)
∂η1Φ(ξ − η1 − η2)
= − 1
log |η1| − log |ξ − η1 − η2| ·
{
η1 log |η1| − (η1 + η2) log |η1 + η2|
+ (ξ − η1) log |ξ − η1| − (ξ − η1 − η2) log |ξ − η1 − η2|
}
−
1
η1
+ 1ξ−η1−η2
2(log |η1| − log |ξ − η1 − η2|)2 ·
{
− η21 log |η1| − η22 log |η2| − ξ2 log |ξ|
− (ξ − η1 − η2)2 log |ξ − η1 − η2|+ (η1 + η2)2 log |η1 + η2|
+ (ξ − η2)2 log |ξ − η2|+ (ξ − η1)2 log |ξ − η1|
}
= κ1(η1, η2, ξ − η1 − η2)− κ2(η1, η2, ξ − η1 − η2)
2
,
where
κ1(η1, η2, η3) = −η1 log |η1| − (η1 + η2) log |η1 + η2|+ (η2 + η3) log |η2 + η3| − η3 log |η3|
log |η1| − log |η3| ,
and
κ2(η1, η2, η3) = T1(η1, η2, η3)
1
η1
+ 1η3
(log |η1| − log |η3|)2 .
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Since ‖W1‖L∞
ξ
. ‖F−1W1‖L1 , it suffices to consider the following trilinear Fourier integral operator∫∫∫
R3
eixξdbΞ1 |ξ − η1 − η2|(1−ι)|η1|(1−ι)
· ∂η1
[
T1(η1, η2, ξ − η1 − η2)
∂η1Φ(ξ, η1, η2)
] [
ϕˆ(ξ − η1 − η2)
|ξ − η1 − η2|(1−ι)
ϕˆ(η1)
|η1|(1−ι) ϕˆ(η2)
]
dη1 dη2 dξ,
and we need to estimate∥∥∥dbΞ1 |η3|(1−ι)|η1|(1−ι)κ1∥∥∥
W(1/2
+,1/2+,1/2+) ,
∥∥∥dbΞ1 |η3|(1−ι)|η1|(1−ι)κ2∥∥∥
W(1/2
+,1/2+,1/2+) .
Using the following algebraic inequality in the definition (2.10) of the W (1/2
+,1/2+,1/2+)-norm,
(1 + y21)
1/4+(1 + y22)
1/4+(1 + y23)
1/4+ . 1 + |y1|+ |y2|+ |y3|+ |y1y2|+ |y2y3|+ |y3y1|,
we see that to estimate ‖dbΞ1κi‖
W(1/2
+,1/2+,1/2+), it suffices to estimate the L
2-norm of the functions
|η3|(1−ι)|η1|(1−ι)κi, ∂η1(|η3|(1−ι)|η1|(1−ι)κi), ∂η2(|η3|(1−ι)|η1|(1−ι)κi), ∂η3(|η3|(1−ι)|η1|(1−ι)κi),
∂η1∂η2(|η3|(1−ι)|η1|(1−ι)κi), ∂η1∂η3(|η3|(1−ι)|η1|(1−ι)κi), ∂η2∂η3(|η3|(1−ι)|η1|(1−ι)κi).
on the set
Ξ∗1 =
{
(η1, η2, η3) : (η1, η2) ∈ Ξ1 and (t+ 1)−p0 ≤ η1 + η2 + η3 ≤ (t+ 1)p1
}
.
By direct calculation, we find that each term is in L2(Ξ∗1), with norms can be bounded by (t+1)
3p0+8λ+2p1 .
For example, after taking out theW (1/2
+,1/2+,1/2+)-norm of 1/(log |η1| − log |η3|)2, we can estimate the most
singular term by(∫∫∫
Ξ∗1
∣∣∣∂η1∂η3(|η1|−ι|η3|(1−ι)T1)∣∣∣2 dη1 dη2 dη3) 12
.
(∫∫∫
Ξ∗1
∣∣∣∣ T1|η1|1+ι|η3|ι
∣∣∣∣2 dη1 dη2 dη3) 12 + (∫∫∫
Ξ∗1
∣∣∣|η1|(1−ι)|η3|(1−ι)∂η1∂η3T1∣∣∣2 dη1 dη2 dη3) 12
+
(∫∫∫
Ξ∗1
∣∣∣∣ |η1|(1−ι)∂η1T1|η3|ι
∣∣∣∣2 dη1 dη2 dη3) 12 + (∫∫∫
Ξ∗1
∣∣∣∣ |η3|(1−ι)∂η3T1|η1|1+ι
∣∣∣∣2 dη1 dη2 dη3) 12 .
We can use (8.3) to estimate the first term on the right(∫∫∫
Ξ∗1
∣∣∣∣ T1|η1|1+ι|η3|ι
∣∣∣∣2 dη1 dη2 dη3) 12 . (t+ 1)4λ.
The second and the third terms can also be estimated by (t+1)4λ. As for the last term, the factor 1/|η1|2(1+ι)
is not integrable at η1 = 0, but we get a cancelation from ∂η3T1. By direct computation, we have that
∂η3T1 = −2
[
η3 log |η3|+ (η1 + η2 + η3) log |η1 + η2 + η3| − (η1 + η3) log |η1 + η3| − (η2 + η3) log |η2 + η3|
]
,
and by L’Hoˆpital’s rule that
lim
η1→0
∂η3T1
|η1| 23
= lim
η1→0
4
3
|η1| 13
[
log |η1 + η2 + η3| − log |η1 + η3|
]
= 0,
so it follows that (∫∫∫
Ξ∗1
∣∣∣∣ |η3|(1−ι)∂η3T1|η1|1+ι
∣∣∣∣2 dη1 dη2 dη3) 12 . (t+ 1)4λ.
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We then have the estimate
∣∣∣ ∫
R
eixξ(|ξ|+ |ξ|r+3)
∫∫
R2
dbΞ1ξt
−1∂η1
T1(η1, η2, ξ − η1 − η2)
∂η1Φ(ξ − η1 − η2)
[
ϕˆ(ξ − η1 − η2)ϕˆ(η1)ϕˆ(η2)
]
dη1 dη2 dξ
∣∣∣
. (t+ 1)−1+3p0+8λ+(r+6)p1‖ϕ‖2H−(1−ι)‖ϕ‖L∞
. ε30(t+ 1)
−1.5+(r+6)p1+5p0+8λ.
which is integrable with respect to t.
Figure 8.2. The frequency space partition near the space-time resonances R1, R2, R3,
and space resonance R4.
8.5. Near the space resonances. In this subsection, we estimate the integral on an annulus Ai \Bi about
each of the space resonance points Ri, i = 1, 2, 3, 4. We can improve the decay estimate obtained in the last
subsection by choosing the inner radius to decay in time and will prove this claim by an iteration argument.
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As illustrated in Figure 8.2, we decompose Ai \Bi into three annuli Dji as in (8.9), and further decompose
each Dji into two parts,
Dj,11 :=
{
(η1, η2) ∈ Dj1
∣∣ |η2 − ξ| ≥ |η1 − ξ|},
Dj,21 :=
{
(η1, η2) ∈ Dj1
∣∣ |η2 − ξ| ≤ |η1 − ξ|},
Dj,12 :=
{
(η1, η2) ∈ Dj2
∣∣∣∣ η2 + ξη1 − ξ ∈ (−∞,−3) ∪ (−1,∞)
}
,
Dj,22 :=
{
(η1, η2) ∈ Dj2
∣∣∣∣ −3 < η2 + ξη1 − ξ < −1
}
,
Dj,13 :=
{
(η1, η2) ∈ Dj3
∣∣∣∣ η2 − ξη1 + ξ ∈ (−∞,−13) ∪ (1,∞)
}
,
Dj,23 :=
{
(η1, η2) ∈ Dj3
∣∣∣∣ −13 < η2 − ξη1 + ξ < 1
}
,
Dj,14 :=
{
(η1, η2) ∈ Dj1
∣∣∣∣ |η2 − ξ3 | ≤ |η1 − ξ3 |
}
,
Dj,24 :=
{
(η1, η2) ∈ Dj1
∣∣∣∣ |η2 − ξ3 | ≥ |η1 − ξ3 |
}
.
The η2 resonance is dominant in D
j,1
i , and we carry out an oscillatory integral estimate with respect to η1,
while the η1 resonance is dominant in D
j,2
i , and we carry out an oscillatory integral estimate with respect
to η2.
In the region Dj,1i , after integration by part with η1, we obtain four terms which are the same as the ones
in (8.12), with a cut-off function b = bj,1i that is compactly supported in a neighborhood of D
j,1
i . For W2
and W3, we want to estimate ∥∥∥dbj,1i 12 log |η1| − 2 log |η3|
∥∥∥
W(1/2
+,1/2+,1/2+) .
The singular set is {(η1, η2) ∈ Ξ | |η1| = |ξ − η1 − η2|}, which consists of two straight lines. The closer line
to the set Dj,11 and D
j,1
3 is η2 = ξ, whereas the closer line to the set D
j,1
2 and D
j,1
4 is 2η1 + η2 = ξ. The
distance from Dj,11 to {(η1, η2) ∈ Ξ | η2 = ξ} is of the order µ(t+ 1)aj , j = 1, 2, 3. The same order holds for
the distance from Dj,12 to {(η1, η2) ∈ Ξ | 2η1+ η2 = ξ}, and the distance from Dj,13 to {(η1, η2) ∈ Ξ | η2 = ξ}.
Then by Lemma 2.6∥∥∥∥dbj,1i 12 log |η1| − 2 log |η3|
∥∥∥∥
W(1/2
+,1/2+,1/2+)
. (t+ 1)p1 [µ(t+ 1)aj ]−(1+2ǫ).
Since Ai \ Bi is away from the singular set of T1(η1, η2, η3), the function bj,1i T1(η1, η2, η3) is smooth, so
we have∥∥∥∥dbj,11 T1(η1, η2, η3)2 log |η1| − 2 log |η3|
∥∥∥∥
W(1/2
+,1/2+,1/2+)
.
∥∥∥∥dbj,11 12 log |η1| − 2 log |η3|
∥∥∥∥
W(1/2
+,1/2+,1/2+)
‖dbj,11 T1(η1, η2, η3)‖
W(1/2
+,1/2+,1/2+)
. (t+ 1)3p1 [µ(t+ 1)aj ]−(1+2ǫ).
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Then by Lemma 2.4, and using the shrinking support of the cutoff function bj,1i , we have∣∣∣∣∣(|ξ|+ |ξ|r+3)
∫∫
R2
db
j,1
i ξe
itΦ(ξ,η1,η2)
[
T1(η1, η2, ξ − η1 − η2)
t∂η1Φ(ξ, η1, η2)
] [
∂η1 hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2)
]
dη1 dη2
∣∣∣∣∣
. t−1(t+ 1)(r+6)p1‖bj,1i ϕˆ‖L2‖Sϕ‖Hr‖ϕ‖W 3,∞(t+ 1)−aj(1+2ǫ)
. ε31(t+ 1)
−1.5+p0+(r+6)p1+0.5aj−1−aj(1+2ǫ).
Similarly, for the term W1, we have∣∣∣∣∣(|ξ|+ |ξ|r+3)
∫∫
R2
db
j,1
i ξe
itΦ(ξ,η1,η2)∂η1
[
T1(η1, η2, ξ − η1 − η2)
t∂η1Φ(ξ, η1, η2)
] [
hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2)
]
dη1 dη2
∣∣∣∣∣
. t−1(t+ 1)(r+7)p1‖bj,1i ϕˆ‖L2‖bj,1i ϕˆ‖L2‖ϕ‖L∞(t+ 1)−2aj(1+ǫ)
. ε31(t+ 1)
−1.5+2p0+(r+7)p1+aj−1−2aj(1+ǫ).
By (8.8), we see that the right-hand sides of the above inequalities are integrable with respect to t for
i = 1, 2, 3, 4 and j = 1, 2, 3.
The estimates for Dj,2i follow by the same argument.
8.6. Space resonances. In this subsection, we estimate the integral on B4.
When (η1, η2) ∈ B4, a Taylor expansion gives
Φ(ξ, η1, η2) = Φ(ξ, ξ/3, ξ/3) + ∂η1Φ(ξ, ξ/3, ξ/3)(η1 − ξ/3) + ∂η2Φ(ξ, ξ/3, ξ/3)(η2 − ξ/3) + Err
= −2ξ log 3 + Err
where |Err| . [δ(t)]2|ξ| .
We can expand T1/Φ around (ξ, ξ/3, ξ/3) as
T1(η1, η2, ξ − η1 − η2)
Φ(ξ, η1, η2)
=
(
1
2
− 2 log 2
3 log 3
)
ξ +O
(∣∣∣∣η1 − ξ3
∣∣∣∣2 + ∣∣∣∣η2 − ξ3
∣∣∣∣2
)
. (8.16)
After writing
eiτΦ(ξ,η1,η2) =
1
iΦ(ξ, η1, η2)
[
∂τe
iτΦ(ξ,η1,η2)
]
,
and integrating by parts with respect to τ , we get that∫ t
1
iξ
∫∫
R2
bB4T1(η1, η2, ξ − η1 − η2)eiτΦ(ξ,η1,η2)hˆ(τ, ξ − η1 − η2)hˆ(τ, η1)hˆ(τ, η2) dη1 dη2 dτ
=
∫ t
1
ξ
∫∫
R2
bB4
T1(η1, η2, ξ − η1 − η2)
Φ(ξ, η1, η2)
[
∂τe
iτΦ(ξ,η1,η2)
]
hˆ(τ, ξ − η1 − η2)hˆ(τ, η1)hˆ(τ, η2) dη1 dη2 dτ
= J1 −
∫ t
1
J2(τ) + J3(τ) dτ,
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where
J1 =
∫∫
R2
bB4ξ
T1(η1, η2, ξ − η1 − η2)
Φ(ξ, η1, η2)
hˆ(τ, ξ − η1 − η2)hˆ(τ, η1)hˆ(τ, η2)eiτΦ(ξ,η1,η2) dη1 dη2
∣∣∣τ=t
τ=1
,
J2(τ) = ξ
∫∫
R2
bB4
T1(η1, η2, ξ − η1 − η2)
Φ(ξ, η1, η2)
eiτΦ(ξ,η1,η2)∂τ
[
hˆ(τ, ξ − η1 − η2)hˆ(τ, η1)hˆ(τ, η2)
]
dη1 dη2,
J3(τ) = ξ
∫∫
R2
∂τbB4
T1(η1, η2, ξ − η1 − η2)
Φ(ξ, η1, η2)
eiτΦ(ξ,η1,η2)hˆ(τ, ξ − η1 − η2)hˆ(τ, η1)hˆ(τ, η2) dη1 dη2.
For any τ > 1, we have from the bootstrap assumptions that∣∣∣∣(|ξ|+ |ξ|r+3)∫∫
R2
bB4ξ
T1(η1, η2, ξ − η1 − η2)
Φ(ξ, η1, η2)
hˆ(τ, ξ − η1 − η2)hˆ(τ, η1)hˆ(τ, η2)eiτΦ(ξ,η1,η2) dη1 dη2
∣∣∣∣
.
∣∣∣∣(|ξ|+ |ξ|r+3)∫∫
R2
bB4ξ
2hˆ(τ, ξ − η1 − η2)hˆ(τ, η1)hˆ(τ, η2)eiτΦ(ξ,η1,η2) dη1 dη2
∣∣∣∣
+ (|ξ|+ |ξ|r+3)
∫∫
R2
bB4 [δ(t)]
2|ξ|
∣∣∣hˆ(τ, ξ − η1 − η2)hˆ(τ, η1)hˆ(τ, η2)eiτΦ(ξ,η1,η2)∣∣∣ dη1 dη2
. ‖h‖Hs‖h‖2Z[δ(t)]3/2 + ‖h‖Hs‖h‖2Z[δ(t)]7/2
. ε31(t+ 1)
p0 [δ(t)]3/2 + ε31(t+ 1)
p0 [δ(t)]7/2
. ε31.
After taking the time derivative, the term J2 can be written as a sum of three terms.∫∫
R2
bB4T1(η1, η2, ξ − η1 − η2)
1
iΦ(ξ, η1, η2)
eiτΦ(ξ,η1,η2)∂τ hˆ(τ, ξ − η1 − η2)hˆ(τ, η1)hˆ(τ, η2) dη1 dη2,∫∫
R2
bB4T1(η1, η2, ξ − η1 − η2)
1
iΦ(ξ, η1, η2)
eiτΦ(ξ,η1,η2)hˆ(τ, ξ − η1 − η2)∂τ hˆ(τ, η1)hˆ(τ, η2) dη1 dη2,
and ∫∫
R2
bB4T1(η1, η2, ξ − η1 − η2)
1
iΦ(ξ, η1, η2)
eiτΦ(ξ,η1,η2)hˆ(τ, ξ − η1 − η2)hˆ(τ, η1)∂τ hˆ(τ, η2) dη1 dη2.
Notice that by the bootstrap assumptions and Lemma 5.3∥∥∥∥∫∫
R2
ξT1(η1, η2, ξ − η1 − η2)eitΦ(ξ,η1,η2)hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2) dη1 dη2
∥∥∥∥
L∞ξ
.
∥∥∥∥∥∂x
{
ϕ2 log |∂x|ϕxx − ϕ log |∂x|(ϕ2)xx + 1
3
log |∂x|(ϕ3)xx
}∥∥∥∥∥
L1
. ‖ϕ‖2Hs‖ϕ‖W 3,∞
. ε31(t+ 1)
2p0−
1
2 .
Therefore,∣∣∣∣(|ξ|+ |ξ|r+3)∫∫
R2
bB4ξ
T1(η1, η2, ξ − η1 − η2)
Φ(ξ, η1, η2)
eiτΦ(ξ,η1,η2)∂τ [hˆ(τ, ξ − η1 − η2)hˆ(τ, η1)hˆ(τ, η2)] dη1 dη2
∣∣∣∣
. ‖h‖Z‖hˆτ‖L∞
ξ
‖h‖Z[δ(τ)]2
. ε51(τ + 1)
2p0−
1
2 [δ(τ)]2
. ε31(τ + 1)
2p0−1.34,
which is integrable with respect to t.
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For the term J3, by the definition of B4, we can choose the partition of unity properly such that bB4
compactly supported in D34, and |∂τbB4 | . (τ +1)a2µ. The area of its support is of the order of [µ(τ +1)a2 ]2.
Then, using (8.16), we get that
|(|ξ|+ |ξ|r+3)J3(τ)| . (τ + 1)3a2‖ϕ‖3Z . ε31(τ + 1)−1.1,
which is integrable in time.
8.7. Space-time resonances. In this subsection, we estimate the integral in the neighborhood B1∪B2∪B3
of the space-time resonances. In this region, we need to modify the phase function, but this does not affect
the Z-norm, which is insensitive to phase changes in ϕˆ.
From the equation (8.4), we know that
hˆt + e
−2itξ log |ξ|N̂≥5(ϕ)
=− 1
6
iξ
(∫∫
Q
+
∫∫
B4
+
∫∫
Ξ
+
∫∫
B1
⋃
B2
⋃
B3
+
∫∫
L
)
T1(ξ, η1, η2)e
itΦ(ξ,η1,η2)hˆ(ξ − η1 − η2)hˆ(η1)hˆ(η2) dη1 dη2.
Define
Θ(t, ξ) = −2tξ log |ξ|+ πξδ
2
6
∫ t
0
[T1(ξ, ξ, ξ) +T1(ξ, ξ,−ξ) +T1(ξ,−ξ, ξ)]|ϕˆ(τ, ξ)|2 dτ,
and
vˆ(t, ξ) = eiΘ(t,ξ)ϕˆ(t, ξ).
Then
vˆt = e
iΘ(t,ξ)[ϕˆt + iΘtϕˆ] = U1 + U2 + e
iΘ(t,ξ)N̂≥5(ϕ), (8.17)
where
U1 = e
iΘ(t,ξ)
{
− 1
6
iξ
(∫∫
Q∪B4∪Ξ∪B1∪B2∪B3∪L
)
T1(ξ, η1, η2)ϕˆ(ξ − η1 − η2)ϕˆ(η1)ϕˆ(η2) dη1 dη2
+
iπξδ2
6
[T1(ξ, ξ, ξ) +T1(ξ, ξ,−ξ) +T1(ξ,−ξ, ξ)]|ϕˆ(t, ξ)|2ϕˆ(t, ξ)
}
,
U2 = vˆ(ξ, t)
[πiξδδt
3
∫ t
0
[T1(ξ, ξ, ξ) +T1(ξ, ξ,−ξ) +T1(ξ,−ξ, ξ)]|ϕˆ(τ, ξ)|2 dτ
]
.
The coefficient of vˆ in the bracket in the term U2 is purely imaginary, so it follows from (8.17) that
d
dt
|vˆ|2 = ¯ˆvU1 + U¯1vˆ + eiΘ(t,ξ)N̂≥5(ϕ)¯ˆv + e−iΘ(t,ξ)N̂≥5(ϕ)vˆ.
We estimate U1 in this subsection, and we take care of the term e
iΘ(t,ξ)N̂≥5(ϕ) in next subsection.
The estimate for
eiΘ(t,ξ) · 1
6
iξ
(∫∫
Q
+
∫∫
B4
+
∫∫
Ξ
+
∫∫
L
)
T1(ξ, η1, η2)ϕˆ(ξ − η1 − η2)ϕˆ(η1)ϕˆ(η2) dη1 dη2
follows directly from subsections 8.2–8.4 as above. We only need to estimate the term
1
6
∫∫
B1
⋃
B2
⋃
B3
iξT1(ξ, η1, η2)ϕˆ(ξ − η1 − η2)ϕˆ(η1)ϕˆ(η2) dη1 dη2
− iπξδ
2
6
[T1(ξ, ξ, ξ) +T1(ξ, ξ,−ξ) +T1(ξ,−ξ, ξ)]|ϕˆ(τ, ξ)|2ϕˆ(τ, ξ).
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In B1,∣∣∣∣∣(|ξ|+ |ξ|r+3)16 iξ
∫∫
B1
dT1(ξ, η1, η2)ϕˆ(ξ − η1 − η2)ϕˆ(η1)ϕˆ(η2)− dT1(ξ, ξ, ξ)|ϕˆ(τ, ξ)|2ϕˆ(τ, ξ) dη1 dη2
∣∣∣∣∣
.
∣∣∣∣(|ξ|+ |ξ|r+3)16 iξ
∫∫
B1
∣∣∣d∂η1 [T1(ξ, η1, η2)ϕˆ(ξ − η1 − η2)ϕˆ(η1)ϕˆ(η2)] (ξ − η1)∣∣∣
+
∣∣d∂η2 [T1(ξ, η1, η2)ϕˆ(ξ − η1 − η2)ϕˆ(η1)ϕˆ(η2)](ξ − η2)∣∣ dη1 dη2∣∣∣∣
. ε21‖ϕ‖Hsδ5/2 + ε21‖Sϕ‖Hrδ5/2
. ε31(t+ 1)
p0δ5/2
. ε31(t+ 1)
−1.05+p0 ,
which is integrable with respect to t.
The estimate for B2 and B3 follow by a similar argument.
8.8. Higher-degree terms. In this subsection, we estimate the higher-degree nonlinear terms (8.7).
By (3.6), we have∫ T
0
∥∥∥(|ξ|+ |ξ|r+3)e−2itξ log |ξ|N̂≥5(ϕ)∥∥∥
L∞ξ
dt
.
∞∑
n=2
|cn|
2n+ 1
∫ T
0
∥∥∥∥ξ(|ξ|+ |ξ|r+3)∫
R2n+2
Tn(ηn)ϕˆ(η1, t)ϕˆ(η2, t) · · · ϕˆ(η2n+1, t)ei(η1+···+η2n+1−ξ)x dηn dx
∥∥∥∥
L∞ξ
dt.
Therefore, it suffices to estimate the multilinear Fourier integral operator
N2n+1(ϕ) =
∫
R2n+1
Tn(ηn)ϕˆ(η1, t)ϕˆ(η2, t) · · · ϕˆ(η2n+1, t)ei(η1+···+η2n+1)x dηn.
We divide this integral into two parts, with |ηmax| > (t+1)−0.4 and |ηmax| ≤ (t+1)−0.4, and estimate them
separately.
Case 1. When |ηmax| > (t+ 1)−0.4. We rewrite the multiplier as∫
R2n+1
Tn(ηn)∏2n+1
j=1 (1 + η
2
j )
(1− ∂2x)ϕ
∧
(η1, t)(1− ∂2x)ϕ
∧
(η2, t) · · · (1− ∂2x)ϕ
∧
(η2n+1, t)e
i(η1+···+η2n+1)x dηn.
Its symbol satisfies
Tn(ηn)∏2n+1
j=1 (1 + η
2
j )
∈ W ( 12+ǫ,..., 12+ǫ)(R2n+1), (8.18)
where ǫ is a sufficiently small positive number. Considering the definition of W (
1
2+ǫ,...,
1
2+ǫ)(R2n+1) and the
inequality
(1 + y21)
1
2+ǫ(1 + y22)
1
2+ǫ · · · (1 + y22n+1)
1
2+ǫ . 1 + |y1|(1+2ǫ)(2n+1) + |y2|(1+2ǫ)(2n+1) + · · ·+ |y2n+1|(1+2ǫ)(2n+1),
to prove (8.18), we only need to prove that
Tn(ηn)∏2n+1
j=1 (1 + η
2
j )
∈ L2(R2n+1), and ∂n+1ηk
Tn(ηn)∏2n+1
j=1 (1 + η
2
j )
∈ L2(R2n+1), ∀k = 1, . . . , 2n+ 1. (8.19)
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Indeed, by Lemma 3.1,∣∣∣∣∣∣ Tn(ηn)∏2n+1j=1 (1 + η2j )
∣∣∣∣∣∣ . C˜n
2n+1∏
j=1
|ηj |
(1 + η2j )
(
1 +
1
|ηmax|
)
∈ L2(R2n+1).
For any integer 1 ≤ k ≤ 2n+ 1, the derivative
∂n+1ηk
Tn(ηn)∏2n+1
j=1 (1 + η
2
j )
consists of terms like
∂lηkTn(ηn)∂
n+1−l
ηk
1∏2n+1
j=1 (1 + η
2
j )
, (8.20)
with 0 ≤ l ≤ n+ 1. We shall prove that the term (8.20) is in L2(R2n+1).
∂lηkTn(ηn) =
∫
R
∏2n+1
j=1,j 6=k(1 − eiηjζ)
|ζ|2n+1 (−(iζ)
leiηkζ) dζ
As in the proof of Lemma 3.1, we divide the integral into two parts, with |ζ| < 1 and |ζ| > 1. By estimating
each part, we obtain
|∂lηkTn(ηn)| . C˜n
∏
|ηj |+ 1,
where the product is taken over the largest 2n+ 1− l terms in {|η1|, . . . , |ηk−1|, |ηk+1|, . . . , |η2n+1|}.
By direct calculation, we have∣∣∣∣∣∣∂n+1−lηk 1∏2n+1j=1 (1 + η2j )
∣∣∣∣∣∣ . 1∏2n+1j=1 (1 + η2j ) .
So ∣∣∣∣∣∣∂lηkTn(ηn)∂n+1−lηk 1∏2n+1j=1 (1 + η2j )
∣∣∣∣∣∣ . 1∏2n+1
j=1
√
1 + η2j
∈ L2(R2n+1),
which proves (8.19), and therefore (8.18).
By Lemma 2.4, and the fact that |ξ| . |ηmax|, we have
‖(|ξ|+ |ξ|r+3)N2n+1(ϕ)
∧
‖L∞ξ . ‖ϕ‖2Hs‖ϕ‖2n−1W 3,∞ . ε2n+11 (t+ 1)2p0−n+0.5.
Since n ≥ 2, the right-hand-side above is integrable with respect to t.
Case 2. When |ηmax| ≤ (t+1)−0.4, each ϕˆ(ηj , t) is compactly supported inside [−(t+1)−0.4, (t+1)−0.4].
Since |Tn| .
∏
ηj 6=ηmax
|ηj |, (the product of 2n terms without ηmax), we have
‖(|ξ|+ |ξ|r+3)N2n+1(ϕ)
∧
‖L∞
ξ
. ‖ϕ‖2n+1Z (t+ 1)−0.4(2n+1).
When n ≥ 2, the right-hand-side is integrable with respect to t.
Finally, collecting all of the estimates in the above sections, we get that ‖ϕ‖Z . ε31 . ε0, which completes
the proof of Lemma 5.7.
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Appendix A. Alternative formulation of the SQG front equation
We first prove an algebraic identity that will be used in deriving (3.4).
Lemma A.1. Let N > 1 be an integer, then for any p ∈ [1, N − 1] ∩N and any ηj ∈ R, j = 1, 2, . . . , N , we
have
N∑
ℓ=1
∑
1≤m1<m2<···<mℓ≤N
(−1)ℓ(ηm1 + ηm2 + · · ·+ ηmℓ)p = 0. (A.1)
Proof. A general term in the expansion of left-hand-side of (A.1) looks like
ηα11 η
α2
2 · · · ηαNN , (A.2)
with nonnegative integers α1, α2, . . . , αN satisfying
α1 + α2 + · · ·+ αN = p.
It suffices to show the coefficients of (A.2) is zero. Let M denote the number of nonzero terms in the list
(α1, α2, . . . , αN ). By assumption, it is clear that 1 ≤ M ≤ N − 1. Using multinomial theorem, we see that
the coefficient of (A.2) is(
p
α1, . . . , αN
)
·
N−M∑
j=0
(−1)M+j
(
N −M
j
)
=
(
p
α1, . . . , αN
)
· (−1)M (1− 1)N−M = 0.

To compute Tn(ηn) in (3.3), we first expand the product
ℜ
2n+1∏
j=1
(1 − eiηjζ) = 1 +
2n+1∑
ℓ=1
∑
1≤m1<m2<···<mℓ≤2n+1
(−1)ℓ cos ((ηm1 + ηm2 + · · ·+ ηmℓ)ζ)
=
2n+1∑
ℓ=1
∑
1≤m1<m2<···<mℓ≤2n+1
(−1)ℓ+1
[
1− cos ((ηm1 + ηm2 + · · ·+ ηmℓ)ζ)] .
We replace the integral over R in (3.3) by an integral over R \ (−ǫ, ǫ), where ǫ ≪ 1, and decompose the
expression for Tn into a sum of terms of the form∫
ǫ<|ζ|<∞
1− cos(ηζ)
|ζ|2n+1 dζ =
∫
ǫ<|ζ|≤1/|η|
1 +
∑n
j=1
(−1)j(ηζ)2j
(2j)! − cos(ηζ)
|ζ|2n+1 dζ +
∫
|ζ|>1/|η|
1− cos(ηζ)
|ζ|2n+1 dζ
−
n∑
j=1
(−1)jη2j
(2j)!
∫
ǫ<|ζ|≤1/|η|
1
|ζ|2n−2j+1 dζ
= Cn,1η
2n −
n∑
j=1
(−1)jη2j
(2j)!
∫
ǫ<|ζ|≤1/|η|
1
|ζ|2n−2j+1 dζ + o(1),
where
Cn,1 =
∫
|θ|≤1
1 +
∑n
j=1
(−1)j(θ)2j
(2j)! − cos(θ)
|θ|2n+1 dθ +
∫
|θ|>1
1− cos(θ)
|θ|2n+1 dθ
is some constant that depends only on n.
48 JOHN K. HUNTER, JINGYANG SHU, AND QINGTIAN ZHANG
We have
n∑
j=1
(−1)jη2j
(2j)!
∫
ǫ<|ζ|≤1/|η|
1
|ζ|2n−2j+1 dζ = C
ǫ
n,2η
2n +
n−1∑
j=1
Cj,ǫn,3η
2j + Cn,4η
2n log |η|,
where
Cǫn,2 =
n−1∑
j=1
(−1)j+1
(n− j)(2j)! + 2
(−1)n+1 log ǫ
(2n)!
, Cj,ǫn,3 =
(−1)jǫ2j−2n
(n− j)(2j)! , Cn,4 = 2
(−1)n+1
(2n)!
.
Thus, we conclude that∫
ǫ<|ζ|≤1/|η|
1− cos(ηζ)
|ζ|2n+1 dζ =
(
Cn,1 − Cǫn,2
)
η2n −
n−1∑
j=1
Cj,ǫn,3η
2j − Cn,4η2n log |η|.
We use these results in the expression for Tn and take the limit as ǫ → 0+. The singularity at ǫ = 0 does
not enter into the final result because of the cancelation in Proposition A.1, and we find that
Tn(ηn) = 2
(−1)n+1
(2n)!
2n+1∑
ℓ=1
∑
1≤m1<m2<···<mℓ≤2n+1
(−1)ℓ(ηm1 + ηm2 + · · ·+ ηmℓ)2n log
∣∣ηm1 + ηm2 + · · ·+ ηmℓ∣∣ .
It follows that
fn = 2
(−1)n
(2n)!
2n+1∑
ℓ=1
(
2n+ 1
ℓ
)
(−1)ℓϕ2n−ℓ+1∂2n log |∂|(ϕl).
Therefore, we conclude that∫
R
[
ϕx(x, t)− ϕx(x+ ζ, t)
|ζ| −
ϕx(x, t)− ϕx(x+ ζ, t)√
ζ2 + (ϕ(x, t) − ϕ(x+ ζ, t))2
]
dζ
= −
∞∑
n=1
2cn(−1)n
Γ(2n+ 2)
∂x
{ 2n+1∑
ℓ=1
(
2n+ 1
ℓ
)
(−1)ℓϕ2n−ℓ+1(x, t)∂2nx log |∂x|
(
ϕl(x, t)
)}
=
∞∑
n=1
2n+1∑
ℓ=1
(−1)ℓ+1dn,ℓ∂x
{
ϕ2n−ℓ+1(x, t)∂2nx log |∂x|
(
ϕl(x, t)
)}
,
where
dn,ℓ =
2
√
π∣∣Γ (12 − n) ∣∣Γ(ℓ+ 1)Γ(2n+ 2− ℓ)Γ(n+ 1) > 0. (A.3)
Using this expansion in (3.1) gives (3.4).
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