We discuss algorithms for the computation of the steady state features of PH/PH/l queues with bounded batch arrivals or batch services. Many characteristic quantities such as the mean and variance of queue length in continuous time, the mean waiting time, the waiting probability, etc. are obtained in computationaJIy tractable forms. We also show various numerical values.
Introduction
In most of all studies on the queueing systems with batch arrivals or services, it has been assumed that the interarrival time distribution or the service time distribution was exponential. Then we shall consider here a batch arrival queue denoted by PH [X] !PH!l , in which the distributions of interarrival and service times are of phase type. We only discuss the case that consecutive batch sizes are independent, and have the common probability {gi}' 1 ~ i ~ K , with mean g, where K is the largest index for which gK > O.
And we also consider a batch service queue denoted by PH!PH [Y] !l. The batch service discipline is one introduced by Bailey [1] . A server can serve up to K customers simultaneously. At each service epoch, the first K customers in the queue may be received their services. If the queue length is shorter than K, all customers in the queue are served.
Preliminaries
In this section, we prepare some notations and basic properties related to matrices and phase type distributions.
We denote by I the identity matrix, by 0 the zero matrix, by 0 the zero vector, and by e the column vector with all entries equal to 1.
In the later discussions we will frequently use Kronecker products of matrices (e.g.,Bellman [2] ). Let X = (X ij ) and the «i-l)my + k)th row and in the «j-l)n y + ~)th column is XijYk~.
Now we examine some basic properties of a phase type distribution F(x).
Suppose that F(x) is represented by a continuous time Markov chain on the state space {0,1,2, ... ,m} with the initial probability vector 
The pair (~, Q) is called a representation of F(o). We can show that the moments ~k" k ~ 1, about the origin all exist and are given by the formula (2.4) for k ~ 1
Examples:
(a) For the exponential distribution with parameter A, the matrix Q is given by given by (2.6) with a = (1,0, .
•. ,0) 
~_
We denote the invariant probability vector of Q by ~,which we may write in the partitioned form {~, ~l"'" ~i""} ,where ~ is M-vector and ~i ' i ~l , are MN-vectors.
The component xO,h of ~ is the stationary probability that, at an arbitrary time epoch t, the queue is empty and the arrival process is in
i ~ I, is the stationary probability that there are i of the vector x.
-~ customers in the system, the service process is in the j-th phase, 1 ~ j ~ N, and the arrival process is in the h-phase,
Let l be the real number such that 
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where Co Neuts [9] shows that a class of infinite, block-partitioned, stochastic matrices has a matrix-geometric invariant probability vector of the form Let us define some matrices and vectors given by
Y. Baba
Then the stochastic matrix P is written by
The stochastic matrix P is modified block tri-diagonal. We can see that the dimensions of the matrices
respectively, the matrices E, F, G are square and of order MN, ~ is a M-vector and ~i (i ~ 1) are MNK-vectors. Then the steady state equations with respect to P are given by
We define the sequence of matrices {R(n), n ~ O} by
Neuts [9, 12] showed that if the stochastic matrix H E + F + G is irreducible, the sequence {R(n)} converges to a matrix R ~ 0, which satisfies (3.8)
Therefore the invariant vector solve the linear system of equations given by (3.10)
will be got if we can
Since sp(R) < 1, the inverse matrix (I -R)-l exists. Further, the matrix (I -R)-l is strictly positive for R is irreducible.
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Next we shall consider the steady state equations with respect to ~i (i ~ 0). These equations are given by (3.11)
In order to get the moments of system size, we introduce the vector generating function satisfies the equation
Rearranging (3.12), we have
In deriving the moments of system size, some explicit expressions of the derivatives of the Perron-Frobenius eigenvalues and the associated eigenvalues of the matrix A(z) may be necessary.
For Izl ~ 1, the matrix A(z) has the Perron-Frobenius eigenvalue o(z) uniquely. Let ~(z) and y(z) be the corresponding right and left eigenvectors such as
The following relations are assumed to be hold.
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We deno~e by A(j)(Z) the matrix obtained by differentiating j times each entry of A (z).
We have to prepare the following.
Theorem 3.1 [5] . The derivatives <5(j)(1), !!.(j) (1) , y'(j) (1), j ~ 0, may be computed recursively for each j. These recursion formulae are follows.
(3.16)
u (1) (1) and for j ~ 2
where Il is the square matrix of order MN, and each row of it is ~. 0
We want to derive the first two moments of the system size, i.e., we shall deduce the formulae for computing ~(l)(l)~ and ~(2)(1)~. Let us recall the equation (3.13):
If let z tend to l, we get Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
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Differentiating (3.13) once with respect to z yields z -+ 1. we get
and. ~(1) (l)IT = (~(1)(1)~)~ Therefore (3.21) becomes
Using (3.19) and (3.22). we have the following theorem. 
-~lB~ Letting z + 1 and using L'Hospita1's rule, we have (3.23) after some tedious computations.
Differentiating (3.25) twice with respect to z and rearranging the terms, we get
Letting z +1 and using L'Hospita1's rule, we have (3.24) after tedious computations. 0
The higher factorial moments of the system size can be computed in the same manner but the formulae become uninspiring1y complicated. Thus they will not be shown here. 
Neuts [9, 12] shows that if the stochastic matrix E = B + C + D is irreducible, the sequence {R(n)} converges to a matrix R ~ 0, which satisfies 
If we introduce the vector generating function ~(z)
(izi ~ 1), we have
using (4.6). From (4.8), we obtain the next theorem. 
Proof: Differentiating (4.8) with respect to z once and twice, we have (4.11)
and (4.12)
Letting z + 1 and multiplying ~ on the right, we obtain (4.9) and (4.10).
D
Similarly to Theorem 3.3, we have the waiting probability of an arriving customer as follows. Fig. 4 .1, the larger the variation coefficients of the interarrival and the service time distributions, the longer the mean waiting time. It is also found that, in the light traffic case, the larger the service batch size, the longer the mean waiting time, but, in the heavy traffic case, the larger the service batch size, the shorter the mean waiting time, if the interarrival time distribution, the service time distribution, and the traffic intensity p are fixed. In Fig. 4 .2, it is found that the waiting probability depends on the service batch size. However, in the light traffic case, the larger the variation coefficients of the interarrival time distribution and the service time distribution, the larger the waiting probability, but, in the heavy traffic case, the larger the variation coefficients of the interarrival time distribution and the service time distribution, the smaller the waiting probability, if the service batch size is fixed and only when K 2:, 2. 
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