Background
mortality, so predicting mortality using extreme temperatures alone would cause frequent false positive results.
Regression models based on daily death and temperature explained only 8 per cent of the variance in summer mortality and 7 per cent of the variance in winter mortality. The models based on excess deaths and temperature explained 20 per cent of the variance in excess mortality in summer, but only 1 per cent of the variance in excess mortality in winter.
Conclusion
There is a weak but significant relationship between temperature and mortality in both the summer and winter months. While in winter mortality does increase as it gets colder, winter mortality is variable and high mortality can occur on relatively mild days. Similarly, in the summer high temperatures are often associated with relatively increased mortality, but a single hot day does not always lead to excess deaths. Daily mortality cannot be predicted from temperature alone: the prevalence of influenza in winter and factors such as air pollution in summer should also be considered. 
Introduction
In England and Wales more deaths occur in winter than in summer, with summer mortality typically being low and stable. Excess winter mortality (EWM) is calculated by comparing the number of deaths occurring in winter with the number occurring in a non-winter period. A previous analysis compared methods of calculating EWM using different winter and non-winter periods (Johnson and Griffiths, 2003) . However, The Office for National Statistics (ONS) currently uses the same method as the World Health Organisation Regional Office for Europe (WHO, 2010) to produce its annual EWM figure and index (see Box 1). This is a simple way to assess mortality levels over the winter as a whole and allows comparisons to be made with previous years. The EWM index can be used to compare numbers of excess deaths between sexes, age groups, regions and countries.
Box 1 Standard ONS method for calculating excess winter mortality (EWM)
The standard method defines the winter period as December to March, and compares the number of deaths that occurred in this winter period with the average number of non-winter deaths occurring in the preceding August to November and the following April to July:
EWM = Dec to Mar deaths -((Aug to Nov deaths + Apr to Jul deaths) / 2)
The EWM index is calculated as the number of excess winter deaths divided by the average non-winter deaths expressed as a percentage:
EWM Index = (EWM / average non-winter deaths) x 100
The EWM index is normally presented with 95 per cent confidence intervals, which are calculated as:
EWM index ± 1.96 x (EWM Index / √ EWM) Johnson and Griffiths (2003) reported that in England and Wales between 1950 and 1999 the months from December to March had above average daily mortality; November and April had average mortality; and May to October had below average mortality -compared to the average daily mortality for the entire period. This supports the ONS method of calculating EWM based on a winter period defined as December to March. The definition of a non-winter period is somewhat less clear. Johnson and Griffiths showed that if mortality is unusually high in November or April (or in any of the non-winter months), estimates of EWM are actually reduced, as the autumn and spring months are included in the non-winter comparison period. This is a limitation of the current method of measuring EWM. A second drawback is that the current method does not account for the long-term declining trend in mortality in England and Wales. The final disadvantage of the current method is its timeliness. In order to produce EWM figures, the numbers of deaths occurring in the subsequent four months (April to July of the current year) are needed. This means that EWM figures cannot be published until the following autumn. A method which could produce estimates of EWM more quickly would be welcomed by users.
Although mortality during the summer months is generally low, during heatwaves mortality increases, though not to the level of winter mortality (Johnson et al., 2005) . The standard ONS method for calculating excess summer mortality is the number of observed deaths during a specific heatwave period minus the baseline expected mortality (average of the number of deaths during the same period over the previous five years).
This article reports research carried out to inform possible alternative methods of describing seasonal mortality in relation to extremes of temperature. In particular, since different methods are currently used to assess excess winter mortality and heatwave related mortality, we aimed to find out whether a single method can be used to measure all seasonal mortality in relation to temperature. The findings are intended to help inform policy responses to extreme temperature events and facilitate further research into the causes of seasonal mortality. In order to do this the project investigated whether there are temperatures above or below which excess deaths occur and explored whether it is possible to predict reliably how many deaths would occur at extreme temperatures.
Background
Heatwave mortality (Rooney et al., 1998) . In their review of the relationship between heat and mortality, Basu and Samet (2002) suggest that this is because people with pre-existing respiratory, and/or cerebrovascular diseases are more susceptible to death during heatwaves. This may be because thermoregulation can be impaired in the elderly and the chronically ill, making them more vulnerable to overheating (Department of Health, 2010) .
Winter mortality
Excess winter mortality varies widely within Europe; in England and Wales there were 36,450 excess deaths in the winter of 2008/09, which amounts to 24 per cent more deaths in winter compared to the non-winter period (ONS, 2010) . A study by Healy (2003) showed that in 14 European countries between 1988 and 1997 the winter increase ranged from 10 to 28 per cent. During this time period England and Wales both had slightly higher than average EWM (19 and 17 per cent respectively). This study showed that Finland, a country with very cold winters, had the lowest EWM, and Portugal, a country with milder winters, had the highest EWM. Consistent with this, the Eurowinter group found that percentage increases in mortality per 1°C fall in temperature below 18°C were greater in warmer European regions (for example Athens) than in colder regions (for example North Finland). This demonstrates the need to consider extremes of temperature in relation to country-specific temperature distributions, because absolute temperature alone cannot explain EWM.
Research suggests that EWM is higher in countries that take fewer precautions against the cold, both indoors and outdoors. For instance, a relationship has been found between EWM and measures of the thermal efficiency of homes, such as the percentage of houses that have cavity wall insulation (Healy, 2003) . It has also been found that areas with older properties and areas where homes had a low indoor temperature have higher EWM from cardiovascular disease (Wilkinson et al., 2001) . The Eurowinter group (1997) reported that compared to people living in countries with cold winters, those from warmer countries were less likely to wear warm protective clothing, like hats, in cold weather. They were also more likely to remain inactive whilst outdoors. One study found that cold-related mortality in working age men was lower for unskilled occupations than for any other social class. The authors suggested this was because the internal heat produced from manual work protected these men from cold-stress (Donaldson and Keatinge, 2003) .
As with heatwave mortality, conditions directly relating to cold, such as hypothermia, are not the main cause of excess winter deaths. The majority of additional winter deaths are caused by cerebrovascular diseases, ischaemic heart disease and respiratory disorders (The Eurowinter group, 1997). In contrast, there is very little seasonal variation in conditions such as cancer (Johnson and Griffiths, 2003) . The cold can have various physiological effects, which may lead to death in vulnerable people. The Eurowinter group (1997) noted that cold causes haemoconcentration, which leads to thrombosis; and that cold can also lower the immune system's resistance to respiratory infections. Additionally, the level of influenza circulating in the population increases in winter; and in vulnerable groups, such as the elderly or those with pre-existing health problems, influenza can lead to life-threatening complications, such as bronchitis or secondary bacterial pneumonia (HPA, 2010) .
In common with heatwave mortality, much higher excess winter mortality is seen in the elderly population than in younger people. Consequently, measures that aim to reduce EWM, such as winter fuel payments (DirectGov, 2010) and flu vaccinations (NHS, 2010) are targeted at older people.
Methodology
The analysis presented here uses two main sources of data: temperature data supplied by the Met Office Hadley Centre and ONS mortality data.
Temperature data
The Met Office Central England Temperature (CET) dataset was used to identify extreme temperatures from 1998 to 2007. The dataset contains daily and monthly temperatures, which are representative of a roughly triangular area of the UK enclosed by Lancashire, London and Bristol. The weather stations used to compile CET are chosen from the UK surface station network to be as consistent as possible with those used historically. The data are then adjusted to ensure consistency with the historical series (Parker et al., 1992) .
Mortality data
Data on deaths occurring in England and Wales on each day from 1993 to 2007 were extracted from the death registrations database held by ONS.
Statistical techniques used Measuring actual and expected mortality
Firstly, an exploratory analysis of mortality patterns in England and Wales was carried out. Descriptive statistics for monthly deaths and graphical analyses of the relationship between mortality and temperatures were produced.
Following preliminary analyses (not reported here) least squares regression was found to be the best method for estimating expected deaths based on the same period in the previous five years. Therefore, in the following sections least squares regression was used to predict expected mortality. Excess mortality was calculated as the difference between the expected mortality and the observed number of deaths on any given day.
Identifying statistically significant increases in daily deaths
Daily deaths from 1993 to 2007 were used, which enabled 10 years of excess mortality values for each month to be estimated (January 1998 to December 2007). Average daily deaths were calculated for each month in each year from January 1993 to December 2006 (that is the average number of deaths on each day in January 1993, February 1993 … to December 2006). The expected average daily deaths for a month were predicted with least squares regression using the previous five years' averages. This formed a distribution of 10 years excess daily deaths for each month -around 300 values. The mean and standard deviation of the excess daily deaths were then calculated for each month from these distributions. The excess mortality data were then normalised by subtracting the mean and dividing by the standard deviation. The normalised data were tested against the normal [N(0,1)] distribution to identify days with statistically significant excess mortality. The test statistic was adjusted using the Bonferroni method to correct for multiple significance tests (see Field, 2009 for an explanation of the Bonferroni method). An example calculation can be found in Annex A.
Once days with statistically significant excess mortality were identified, the temperatures on these dates were examined.
Identifying extreme temperatures
Central England Temperature (CET) data from 1993 to 2007 were used to identify extreme temperatures (ET) from 1998 to 2007. As with deaths, normalised temperatures were tested against the normal distribution to identify which were statistically significant. Daily mean temperatures were compared to the distribution of temperatures in the month over the last 10 years.
Probability of excess mortality
The probability of seeing a temperature as extreme as that which actually occurred on each day was calculated. An example calculation can be found in Annex B. In each month, the temperature probabilities were compared for days with significant excess mortality and the average for all other days.
Comparison with heatwave thresholds
In a previous analysis of summer mortality, heatwave periods were defined as when the maximum daily CET exceeded average values between 1971 and 2000 by 8°C (Johnson et al., 2005) . Given that temperatures have risen during this period, daily temperatures that are in line with this increasing trend may be high compared to a 30-year average, meaning that too many heatwaves will be identified. Therefore a slightly different definition was used here: daily maximum CETs were compared to the 10-year average for the month. The number of excess deaths and the probability of seeing mortality as extreme as this on each identified heatwave day were then examined to determine how useful this definition of a heatwave was.
Regression Deaths and temperature
Firstly, regression analyses were carried out, regressing daily deaths against daily temperatures. Since the relationship between mortality and temperature is not linear, two sets of regression analyses were performed: one for the summer period (June to August) and one for the winter period (December to February). Previous research suggests there is a lag effect in winter (The Eurowinter group, 1997), meaning that cold temperatures do not cause an immediate increase in deaths, instead mortality peaks several days later. Therefore the temperature was lagged to allow the impact on deaths the following day, two days on, up to seven days on. In effect the deaths were regressed against the temperature on the previous day, and two days before, up to seven days before.
Excess mortality and temperature
In a second analysis, daily excess mortality was regressed against temperature to explore the relationship. Excess mortality was calculated using the least squares regression method described in section 1. Since five years of data were needed to calculate excess mortality on a given day, only data from 1998 to 2007 were used in this part of the analysis. This regression analysis was repeated separately for summer and winter periods. The significance of several different lag periods was tested in the winter analysis. Daily deaths in December and January are significantly higher than during the rest of the year, and the numbers of deaths in these months is also much more variable. On average there were 1,337 deaths in summer and 1,699 in winter. Figure 1 shows that temperatures are highest in July and August and lowest in December, January and February. Mean temperature °C Number of deaths Figure 2 shows that the relationship between temperature and mortality is not linear. The curve can be described as J shaped, as deaths are lowest when temperatures are average (around 15°C), highest at colder temperatures, but also increase at extremely hot temperatures. Moreover, the scatterplot clearly shows there is much greater variability in mortality when mean temperatures fall below about 11°C.
Results

Mortality patterns in England and Wales
Identifying excess mortality
Five days with statistically significant excess mortality were identified (see Table 2 ). The largest excess mortality occurred on 31 December 1999, when there were more than 900 extra deaths. In addition, the method identified excess mortality for three separate periods coinciding with extremely hot weather. More than 400 excess deaths occurred on both the 10 and 
Identifying extremes of temperature
We found that temperatures were less volatile than deaths. Only one extreme temperature event (relative to the monthly average) was identified: on 18 October 1998 the mean CET temperature was 0.1°C, but the average temperature in October was 11.1°C. However, this unseasonably cold weather was not related to an excess mortality event.
Probability of excess mortality
We compared the probabilities of extreme temperatures occurring for the five days identified as having significant excess mortality, with the average temperature probabilities all other days. Relatively extreme temperatures occurred on all summer days with excess mortality, but on millennium eve temperatures were not unusually cold. However, the minimum probabilities on days with no excess mortality are always much lower than the average probability on excess mortality days. That is, more extreme temperatures were seen on days with no excess mortality, hence false positives would proliferate if using temperature to predict significant excess mortality. 
Comparison with heatwave thresholds
Twenty five heatwave days (in 14 separate periods) were identified where daily maximum CETs exceeded the 10-year average for the month by 8°C. However, a number of the heatwaves identified occurred in spring or autumn, and although the temperatures were hot for that time of year, they were not hot in absolute terms. So, with the exception of 27 May 2005, they did not cause excess mortality. Therefore only summer heatwaves are presented in Table 4 . Of the summer heatwaves identified, just over half were associated with higher levels of mortality, shown by the fact that the probability of mortality being as high as was seen on those days was below 0.05.
This method identified two of the excess mortality days shown in Table 3: 19 June 2000 and 19 July 2006. The hottest day of the August 2003 heatwave (09 August) was also identified, but the two days with statistically significant excess mortality (10 and 11 August) were not identified as heatwave days, as they were slightly cooler (although minimum night time temperatures were actually hotter on 10 and 11 August). 
Regression Deaths and temperature
The relationship between daily mortality and mean, minimum and maximum daily temperatures was explored using regression analysis, but only the strongest relationships are reported here.
In summer the regression equation was: Deaths = 1200.6 (12.4) + 6.6 (0.6) * temperature Although the model shows that temperature significantly predicts mortality, it only explains 7 per cent of the variance in winter mortality.
Excess mortality and temperature
The regression analysis was repeated using excess mortality regressed on temperature. For summer, excess mortality is zero when the maximum temperature is 20.7°C.
In summer the regression equation was:
Excess mortality = -203.0 (13.6) + 9.8 (0.7) * Maximum Temperature 1 This model shows that for each 1°C increase in maximum CET above 21°C, 10 excess deaths occur. Although the model shows that temperature significantly predicts mortality, it only explains 20 per cent of the variance in excess summer mortality.
In winter the regression equation was:
Excess mortality = -2.4 (9.5) -6.5 (2.3) * Minimum Temperature (lag 4) 1 For winter, the relationship between temperature and excess mortality was most significant at lag 4 (temperature four days earlier). This means that excess mortality is zero when the minimum temperature is -0.4°C. This model suggests that for each 1°C decrease in minimum CET below -0.4°C, seven excess deaths occur. This amounts to a 0.4 per cent increase on average winter mortality. Although the model shows that temperature significantly predicts mortality, it only explains 1 per cent of the variance in excess winter mortality.
Discussion
Heatwave mortality
The analysis identified surprisingly few days with statistically significant excess mortality. Four out of the five excess mortality days coincided with very hot weather. During the August 2003 heatwave CETs peaked at 32.8°C on 9 August, and a large number of excess deaths were seen on the following two days. Temperatures on 9 August 2003 were classed as a heatwave since the maximum daily CET exceeded average values between 1971 and 2000 by more than 8°C. The temperature on this day also reached the thresholds that were later put in place in the Heatwave Plan for England (30ºC during the day and 15ºC overnight). Similarly, in the July 2006 heatwave, CETs exceeded 30°C for two consecutive days on 18 and 19 July, and a peak in deaths was seen on 19 July. Both of these heatwaves have been reported in previous articles (Johnson et al., 2005 and Office for National Statistics, 2006) . The short lag periods seen during these two heatwaves is consistent with other studies (Basu and Samet, 2002) .
Unexpectedly, more than 300 excess deaths occurred on 19 June 2000. Investigation showed that 18 June was the hottest day of the year, with CETs reaching 29.4°C, and temperatures remained hot on 19 June. The media reported that on 19 June, 58 illegal immigrants suffocated to death in the back of a lorry in Dover (BBC, 2000) . Although this tragic event affected death registration statistics on this date, excess deaths were still statistically significant even when these deaths were excluded.
Of the summer heatwave days identified by this research (where daily maximum CET exceed the 10-year average by 8°C), only about half had unusually high mortality. Additionally, the two days with the highest mortality during the August 2003 heatwave were not the hottest days of that period and did not meet this heatwave threshold. This suggests that it is important to consider the days immediately following a heatwave, as excess mortality does not always occur on the hottest day. The first regression model found that a 1°C increase in temperature above 21°C was associated with an extra seven deaths, whilst the second model suggested an extra 10 deaths. However, the regression models only explained between 8 and 20 per cent of the variance in summer mortality, which may be because other factors, such as air pollution, are associated with summer mortality. For example, Rooney et al. (1998) found that up to 62 per cent of the excess mortality in England and Wales during the 1995 heatwave may have been attributable to concurrent increases in air pollution (ozone, nitrogen dioxide and particulates). More recent research from 90 US cities found a 0.21 per cent increase in mortality from non-external causes per 10-μg/m3 increase in PM10 at lag 1 (Dominici et al., 2003) .
Health Protection agency (HPA) analysis of deaths in England during the summer of 2006 (when a heatwave occurred) showed that there were 75 extra deaths for each degree of temperature elevation (Health Protection Agency, 2006) . This is higher than the 7 to 10 extra deaths estimated by the current research, suggesting that the model underestimates mortality. This difference is possibly due to the fact that the relationship between temperature and mortality is weaker in the 10 years of data we studied, compared with summer 2006 alone. A further explanation is that the relationship between mortality and temperature may not be linear at extremes of temperature, where mortality may increase more sharply. This is not captured by the linear regression performed in this analysis.
Winter mortality
The only winter day with statistically significant excess deaths was millennium eve (31 December 1999), which had the largest number of excess deaths of any day. This date was not exceptionally cold -the minimum CET was 3.4°C, and CETs had not dropped below freezing on any day in the previous week. However, weekly GP consultation rates for influenza-like illness were high, and epidemic influenza activity (according to the current HPA threshold) was seen in the first and second week of January 2000 (Goddard et al., 2000) .
Analysis of cause of death showed that only 20 people died from influenza itself. However, influenza is rarely certified as the underlying cause of death, but can lead to life-threatening complications such as pneumonia (Curwen et al., 1990) . The current research found that more people died from diseases of the respiratory system like bronchopneumonia, pneumonia and chronic airways obstruction on millennium eve, compared with the rest of the year. Furthermore, there was no increase in suicides on millennium eve (which might have been expected given the significance of the date). Therefore it is likely that the excess mortality seen on millennium eve is due to high levels of influenza circulating in the population.
Weekly consultation rates for influenza and influenza-like illness (Royal College of General Practitioners Weekly Returns) show that the largest influenza epidemic in recent times in England and Wales occurred in the winter of 1989/90. High levels of influenza were also seen in the winters of 1993 /94, 1996 /97, 1998 /99 and 1999 /2000 (Goddard et al., 2000 . These seasonal influenza epidemics coincide with years which had high levels of excess winter mortality, with the exception of 1993/94. In contrast, the winter of 1995/96 was particularly cold, and although excess winter mortality was higher than years with milder winters, it was not as high as years with influenza epidemics.
It is perhaps surprising that there were no other winter days with significant excess mortality. This may be because we are comparing daily mortality to the monthly average. Since mortality in the summer months is generally low and stable, and because the effects of heatwaves are more immediate, more of these excesses were identified in summer months. Mortality in the winter months was too variable to identify excess deaths using this method. The effect of cold on mortality is more gradual and has longer lasting effects than heatwaves (Analitis et al., 2008) . So increases in deaths may be spread over a period of weeks, rather than days, meaning we are less likely to see individual days with exceptionally high mortality.
The method used in this research only identified five days with statistically significant excess mortality. Using the same method to look for days with statistically significant temperature extremes only identified one day. Moreover, the temperature on this day was only extreme relative to October and was not exceptionally cold in absolute terms. The known heatwaves of August 2003 and July 2006 were identified as unusual, but not significant temperature extremes. This suggests that these methods cannot be used to reliably identify extremes of temperature that are important to public health.
As expected, this research found a relationship between mortality and temperature three to seven days before in winter. The mortality data used in the current study is all cause mortality. The lag of three to seven days is slightly longer than found in other studies (The Eurowinter group, 1997). Additionally, the relationship was not as strong as expected. For example, Curwen and Devis (1988) found a correlation of -.76 between the number of excess winter deaths and the mean winter temperature, once the effects of winter influenza deaths had been controlled for. The regression analyses in the current study explained 7 per cent (first regression) and 1 per cent (second regression) of the variance in winter mortality. The difference between these two models is partly due to the fact that the first regression is predicting deaths, whereas the second model is predicting excess deaths, after some of the seasonal effects of mortality have been removed. In addition, because the second regression model required five years of data to predict excess mortality, only data from 1998 onwards was used. The first regression used data from the whole time period, 1993 onwards.
In contrast, Curwen and Devis (1988) modelled excess winter deaths between 1949 and 1985 and found a model including winter temperature, influenza deaths, and a time factor explained 88 per cent of the total annual variance in excess winter deaths. This again highlights the importance of influenza incidence to winter mortality.
The current study found that for each 1°C decrease in mean CET below 5°C, 21 extra deaths occur (a 1.2 per cent increase based on the average number of daily deaths in winter), which is broadly similar to previous findings. The Eurowinter group (1997) found that mortality in London increased by 1.4 per cent for each 1°C decrease in mean temperature below 18°C. Aylin et al. (2001) estimated that there was a 1.5 per cent higher odds of dying in winter for each 1°C decrease in mean temperature below the 10-year national average in Great Britain.
Limitations and further research
An important limitation of this research is that it focused only on temperature and did not take into account the impact of influenza on winter mortality. Further research would need to include influenza incidence data (for example from GP consultations) in the regression model. Future studies could also investigate including additional variables such as age, sex and cause of death. This may elucidate whether temperature has a more direct impact on mortality for certain subgroups (for example elderly people), or for certain causes of death (such as respiratory diseases). In addition, a more complex regression model could also take into account any nonlinear relationship between mortality and temperature that may exist.
One concern is that the relationship between mortality and temperature may be weaker with national level data (Central England Temperatures and England and Wales deaths), compared with local area data. This issue was illustrated during the August 2003 heatwave, when deaths in London increased by 42 per cent, compared with 17 per cent in England overall, possibly due to the nocturnal urban heat island in London (Johnson et al., 2005) . Consequently, further studies will also need to examine the relationship between temperature and seasonal mortality at a local level.
This research has concentrated on temperature on a single day and how this relates to mortality on that day or on some day in the future (using lags). However, further research could examine whether hot or cold periods sustained over a period of days (or weeks) are more important for mortality than a single extremely hot or cold day. Additionally, it would be useful to investigate whether the rate of change in temperature is important.
When searching for days with statistically significant mortality, the Bonferroni procedure was used to correct for multiple tests. However, this could be seen as a conservative approach, as days with clinically important increases in deaths (for example, 20 per cent more deaths than expected) were not identified using this method. This was particularly the case in the winter months due to the variability of mortality in winter.
Conclusion
This research has explored the relationship between temperature and mortality, in order to inform possible alternative methods of describing seasonal mortality. We identified five days with statistically significant excess mortality. Of these, four days occurred during very hot weather (three during known heatwaves) and one occurred in the winter during an influenza epidemic.
There was a weak significant relationship between temperature and mortality in both the summer and the winter, and temperature only explained a small proportion of the variance in mortality. This means that in winter, although mortality does tend to increase as it gets colder, this is not necessarily the case. Daily mortality in winter is very variable, and high levels of mortality can occur on relatively mild days. Similarly in summer, although several days of extremely high temperatures are usually associated with increased mortality, a single hot day does not always lead to excess deaths.
Consequently, we conclude that daily mortality cannot be predicted from temperature alone. Previous research suggests that this is because excess seasonal mortality is strongly influenced by the prevalence of influenza in winter, and to a lesser extent factors such as air pollution in summer. Excess mortality on 1 January 2000 763
Average daily excess mortality in January -63.06
Standard deviation of daily excess mortality in January 291.98
Normalised value for excess mortality on 1 January 2000 2.83
Probability of normalised value 0.005
Five per cent critical value after Bonferroni correction 3.80
1 Calculated using least squares regression on the last five years of data.
The probability of normalised excess mortality (EM) was calculated as 2(1 -Φ[EM]), where Φ(Z) is the probability that a random selection from the Gaussian normal (N(0,1)) distribution is less than Z.
For example: The number of expected daily deaths in January 2000 (calculated using the least squares regression on the last five years of data) was 2,035. The observed numbers of deaths on 01 January 2000 was 2,798. Therefore the excess mortality on 01 January 2000 was 763 (2,798 -2,035). The mean and standard deviation of daily excess mortality in January (1998 to 2007) were -63.06 and 291.98 respectively. Therefore the normalised value for excess mortality on 01 January 2000 was 2.83: (763 --63.06) / 291.98 = 2.83. So the probability of seeing excess mortality this extreme on 01 January 2000 was 0.005: 2(1 -Φ [2.83]) = 2 (1 -0.9977) = 2 x 0.0023 = 0.005. This means that there was less than a 1 per cent chance of seeing excess mortality as extreme as this. However, the test statistic was adjusted using the Bonferroni method to correct for multiple significance tests (approximately 300 tests -30 days per month for 10 years of data). This means the probability would need to be less than 0.000167 (2 x (0.025 / 300)) before it was statistically significant. So the 5 per cent critical value after Bonferroni correction was 3.80, and because 2.83 is less than the critical value of 3.80, the excess mortality was not statistically significant. So in the above example, although there was a small probability of seeing excess mortality of 763 in January, it was not statistically significant excess mortality.
