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Abstract
The application of sentiment analysis as a method for the automatic categorisation of opinions
in text has grown increasingly popular across a number of domains over the past few years. In
particular, health services have started to consider sentiment analysis as a solution for the task
of processing the ever-growing amount of feedback that is received in regards to patient care.
However, the domain is relatively under-studied in regards to the application of the technology,
and the effectiveness and performance of methods have not been substantially demonstrated.
Beginning with a survey of sentiment analysis and an examination of the work undertaken
so far in the clinical domain, this thesis examines the application of supervised machine learning
models to the classification of sentiment in patient feedback. As a starting point, this requires
a suitably annotated patient feedback dataset, for both analysis and experimentation. Following
the construction and detailed analysis of such a resource, a series of machine learning exper-
iments study the impact of different models, features and review types to the problem. These
experiments examine the applicability of the selected methods and demonstrate that model and
feature choice may not be a significant issue in sentiment classification, whereas the type of
review that the models train and test across does affect the outcome of classification. Finally, by
examining the role that responses play in the patient feedback process and developing the idea
of incorporating the inter-document context provided by the response into the feedback classi-
fication process, a recalibration framework for the labelling of sentiment in ambiguous texts for
patient feedback is developed.
As this detailed analysis will demonstrate, while some problems in performance remain
despite the development and implementation of the recalibration framework, sentiment analysis
of patient feedback is indeed viable, and achieves a classification accuracy of 91.4% and F1
of 0.902 on the gathered data. Furthermore, the models and data can serve as a baseline to
study the nature of patient feedback, and provide a unique opportunity for the development of
sentiment analysis in the clinical domain.
I dedicate this thesis to
the memory of my father,
Robert H. Smith
(1946-2010)
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CHAPTER 1
INTRODUCTION
1.1 Sentiment analysis in healthcare
Healthcare is an important, but sensitive, aspect of our everyday well-being. Over the course
of our lives, we will undoubtedly have some form of interaction with a health service. While
common ailments can be treated in a prescribed manner with uniform processes, healthcare is
a highly personal service. Dependent on condition and the resources available to treat it, the
outcome of a patient’s experience with a health service can greatly vary. A treatment can go
extremely well and a high standard of care can be received or a treatment can go very badly, and
the standard of care may be below what is reasonably expected. Ideally, a high standard of care
would be preferable, but there are many factors, some unknown, that can affect how a patient
reacts to their experience with a health service provider. Thankfully, given good or bad patient
experiences, there are a variety of mechanisms in place to handle and collect their feedback
about the health service.
The role of patient feedback in a publicly funded health service such as the NHS is vital. The
comments that are received are not only important in boosting the morale of all staff involved in
the care-giving process, but also for indicating where improvements need to be made to enhance
the standard of care that is provided.
In 2012, the Prime Minister of the United Kingdom announced a method to improve patient
care in England (GOV.UK, 2012): the Friends and Family test (FFT). This was a simple metric,
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based upon a single question that was asked to determine whether a patient would recommend
the health service to their friends and family if they required similar care. This test was imple-
mented in a number of services provided by the NHS, including, maternity wards, dentists and
accident and emergency departments across the UK. Having initiated this mechanism in April
2013, by February 2015 the FFT had received five million responses (NHS England, 2015).
While this only covers a fraction of all patients that were treated in the NHS over that period,
this is still a substantial amount of feedback regarding a single service.
The responses that were collected indicated on a five-point scale how likely a patient was
to recommend the service, ranging from extremely unlikely to extremely likely. Given the
resulting recommendation, some trusts asked a follow-up question to find out further details
about what in particular a patient liked and disliked, and if they had any advice to give. However,
this follow-up question was not a requirement to the test, and not all trusts implementing the FFT
metric followed up on the initial response in order to request specific details about a patient’s
opinion.
Where follow-up questions were asked and collected, some trusts used sentiment analysis
software to identify trends in the resulting verbatim feedback (NHS England, 2014). This was
not used by all trusts however, as some collected responses using paper-based feedback, which
required manual transcription before analysing the feedback. As transcription of handwritten
text is a relatively time-consuming job, often requiring many transcribers to interpret and man-
ually input the verbatim comments into a database, this limited the ability for the software to
analyse some of the comments.
Despite a number of the involved trusts using software to quantitatively examine the verba-
tim comments, the review document of the FFT (NHS England, 2014) indicated that at a high
level sentiment analysis was being treated with heed, as the effectiveness and accuracy of the
methods in the clinical domain had not been proven. This is understandable given the fairly
limited work carried out examining the classification of sentiment in documents from the clin-
ical domain. However, as society communicates in an ever increasing digital manner, and with
the expectation that the NHS will experience a growth in the number of online comments it
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receives, the task of manually analysing each verbatim item of feedback becomes increasingly
more challenging. Automated sentiment analysis provides one potential solution to this issue,
but this field is still developing and maturing, and underlying issues exist that limit the perfor-
mance of sentiment classification algorithms. One of the major overlapping research questions
between the work in sentiment analysis and that in the clinical domain is to what extent can sen-
timent analysis reliably be carried out on a document set of patient feedback? In this thesis we
address this overarching research question by thoroughly examining a number of related sub-
questions to determine the level of applicability of sentiment analysis to the patient feedback
domain.
1.2 Context in sentiment analysis
State-of-the-art approaches to the classification of clinical documents into their respective sen-
timents have focused on the investigation of the application of a variety of machine learning
methods for the given task (Greaves et al., 2013; Xia et al., 2009). Results of these studies
show promise, yet all admit that if the state of the art is to be improved, then context must be
considered in the classification process, particularly in the medical domain (Denecke & Deng,
2015).
Context is important in sentiment analysis as it can be used to clarify the sentiment of a
document. For example, where a sentiment is conveyed implicitly, perhaps through the use of
objective medical terminology regarding the health status of a patient or the side effects of a
treatment, then the context of the document can be used to guide the classification process and
suggest that there is a sentiment present within its contents.
Context can often be gleaned by examining the company a word keeps (Firth, 1957), but
sometimes this does not fully resolve the problem nor obtain the context that is necessary to
adequately determine the sentiment conveyed in a document. Denecke & Deng (2015) suggest
that to fully interpret the sentiment articulated by documents in the medical domain, context
should be considered beyond the boundary of the document. Currently, examined systems do
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not make this consideration as machine learning techniques applied to sentiment classification
to yield state-of-the-art results in the clinical domain only regard a review in isolation during
the classification process, hence limiting the scope of the classification.
In this thesis, we examine the potential for introducing an external and related context to the
classification process that goes beyond the document boundary. The nature of current datasets
limits the ability to use related documents to give context to a particular document, and con-
sequently use such contextual information to recalibrate classifier output, as typically reviews
don’t tend to have relevant, context-bearing documents given in close proximity. We exam-
ine the case where a context can be introduced through a healthcare provider’s response to an
instance of patient feedback, and investigate the extent to which the classifier output can be
recalibrated where the initial document classification may be incorrect, with the intention of
producing a more accurate and robust standard of sentiment classification in the clinical do-
main.
1.3 Research questions
Patient opinion is an informal yet valuable metric that can be used to determine the standard and
quality of care provided by a health service. However, to analyse any type of feedback requires
a time-consuming manual examination to read and aggregate the viewpoints of many different
patients to establish the aspects of the patient experience that require improvement.
This thesis will focus on the use of supervised machine learning techniques to automate the
process of accurately classifying an item of patient feedback by the sentiment that it conveys.
A dataset of real-world patient feedback, the NHS Choices Sentiment Dataset (NCSD), is
compiled to train the supervised machine learning approaches about the way that sentiment is
conveyed in patient feedback. This dataset is also used as a test bed to evaluate the applicability
of the examined machine learning approaches. In the NCSD, the instances of patient feedback
data are split into four separate documents that are all linked by a unique comment identifier:
verbatim comments from the patient detailing their likes, dislikes and advice, and a correspond-
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ing response to the review from the health service provider. The NCSD is unlike other sentiment
analysis datasets that typically contain a collection of reviews, consisting of only a single review
field (Pang et al., 2002; Blitzer et al., 2007; Maas et al., 2011). Such reviews may still contain
the likes, dislikes and advice of an author intermingled within the course of a review document.
However, by having these respective elements of a reviewer’s opinions explicitly separated from
one another, a classifier can be trained on the explicit positive and negative items of feedback,
and any sentiment that is conveyed in the advice.
The separator between the fields therefore poses an interesting theoretical issue in the do-
main of sentiment analysis: namely, how is sentiment communicated and does the type of
document make a difference when training a supervised machine learning classifier. Both form
part of an item of feedback, but the split suggests that the sub-documents may be requested for
different purposes. The likes and dislikes are focused descriptions of a patient’s high-level ex-
perience with the health service that clearly are associated with positive or negative sentiments.
The advice, on the other hand, is less constrained in the sentiment that should be conveyed
in this field, and often the advice is an extension of the likes and dislikes, elaborating on the
salient aspects of the experience. Three review types can be distinguished from the separated
fields: (a) those containing only likes and dislikes (Type 1), (b) those containing only free-form
text giving a summary or advice (Type 2), and (c) a combination of likes, dislikes and advice
(Type 3). With these in mind, over the course of this thesis the applicability of these different
types of review document for sentiment analysis is examined, and the question of whether one
type of review is able to generate a model of sentiment in user reviews that is better than the
others. Thus far, state-of-the-art methods developed for the sentiment classification of clinical
documents have not examined the effect of different review types. This therefore leads to the
construction of the first research question examined in this thesis:
• To what extent does review type affect the outcome of the sentiment classification of
patient feedback?
The Type 1 and Type 2 reviews can be seen as serving two distinct purposes related to the
discourse function of the texts. Type 1, conveying the likes and dislikes of the patient can be
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viewed as performing an expressive discourse function. Type 2 on the other hand, a less con-
strained field labelled advice, can be seen as attempting to change aspects of the health service,
and can be seen as conveying a persuasive discourse function. The two distinctly convey a sen-
timent however, yet perform different acts in their utterance. This therefore leads to the question
of whether the different discourse functions have an effect on the overall classification perfor-
mance. Again, state-of-the-art methods for the sentiment classification of clinical documents
have not examined the affects of training and testing across review type. This therefore leads to
the second research question that we investigate in this work:
• To what extent does training a model on a document set that serves a different, but related,
purpose to that of the test data affect the performance of supervised machine learning
classifiers trained for the sentiment classification of patient feedback?
The type of language used in the review is not the only factor that can affect the outcome
of sentiment classification; of course, the choice of supervised machine learning algorithm will
have a role in the outcome of classification. Throughout the literature, different supervised ma-
chine learning approaches have been applied to the problem of sentiment classification, across a
number of different domains (Bobicev et al., 2012; Blitzer et al., 2007; Pang et al., 2002). This
has lead to variations in the suggested suitability of classification algorithms. In comparison to
social media, or film and product reviews, patient feedback is a field that has not received as
much focus within the sentiment classification literature. Therefore, the applicability of clas-
sification algorithms that perform well in other domains for sentiment analysis must also be
studied in the scope of this study to ascertain their applicability. This leads to the third research
question that will be answered by this thesis:
• To what extent does classifier choice affect the outcome of the sentiment classification of
patient feedback?
Following on from this question, there is another factor that tends to limit the performance
of machine learning classifiers applied to the problem of sentiment classification in text: the
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choice of feature upon which the classifier is trained and tested. As we are dealing with discrete
linguistic data, the feature choice requires a conversion process into a form that a classification
algorithm is able to use. Many potential features have been proposed in the machine learning
literature which contribute to classifier performance (Sebastiani, 2002). It is unclear which
may be most suited to the choice of classifier and also the classification of sentiment in clinical
documents. This generates the fourth research question that this thesis will examine:
• To what extent does the choice of feature representation affect the outcome of the senti-
ment classification of patient feedback?
The first four questions focus on the type of review data, the classifier choice and the feature
choice when examining the sentiment of a document in the clinical domain. However, there
are additionally prevalent problems that are of a more implicit nature in sentiment classifica-
tion: namely how to deal with language that does not convey sentiment in an explicit manner.
In examples of this implicit usage, words that are typically representative of a particular senti-
ment are used in unconventional ways in order to introduce a different meaning to that which
appears to be presented by the lexical items of a review, and therefore, the review conveys an
unexpected sentiment. This covers instances of metaphor, humour and irony in language that
current systems struggle to deal with when the domain is not limited or constrained (Maynard
& Greenwood, 2014).
These problems typically rely on huge knowledge bases (Schulder & Hovy, 2014) in order
to cope with the chance occurrence of these linguistic structures. However, one potential clue
to the use of these constructs is the context within which they are used. Context can be internal
or external to a document, and where a context forms part of an implicit dialogue, which is
the case for reviews, then a response or reply to the comment is able to act as a source of
context for the given review. The NCSD does not only contain structured patient feedback, but
also an organisation response from the health service. By responding to what a reviewer has
written, through the wording of their reply, the responder reveals insights into the sentiment
of the original review. The sentiment that is echoed in the response is of importance to the
classification process, and the approach that is developed in this thesis is to our knowledge one
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of the first to examine the use of review responses in a sentiment classification framework. To
test the hypothesis that a review response can be used to recalibrate the outcome of the sentiment
classification of patient feedback, we construct the final research question that will be examined
in this thesis:
• To what extent can a review response be used to improve the classification results of a
collection of patient feedback?
1.4 Methodology
Much of the work in this thesis is discussed with reference to the development of a functional
sentiment classification system. The system provides a generic structure for classifying multiple
instance based document sets by the sentiment of a specified document, and while tested on
patient feedback data, is not at all restricted to the classification of documents in this domain.
The system was developed using the Java programming language and used a number of off the
shelf libraries to aid the classification process.
The first set of experiments explores the choice of classification model, feature, and data
type for classifying patient feedback data by the sentiment that it conveyed. This component is
developed to learn from a training set, and apply the learned model to classify an unseen test set.
The system incorporates a cross-validation procedure to ensure consistency in results across all
possible data. Evaluation of the variables is carried out with respect to the NCSD.
The second set of experiments examines the role of professional responses in recalibrating
the output of an initial supervised sentiment classifier. Again, this uses the NCSD dataset to
evaluate our proposed approach as to our knowledge no other comparable datasets have been
made available for public use.
1.5 Contributions
Given the research questions, this thesis makes the following contributions to knowledge:
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1. When classifying patient feedback by the sentiment that it conveys, choice of supervised
machine learning model is not a significant issue. Extensive experimentation on a number
of models does not yield one particular classification model that is significantly better than
the others, although the Multinomial Naı¨ve Bayes classification model consistently ranks
as one of the best performing models.
2. When classifying patient feedback by the sentiment that it conveys, choice of docu-
ment representation and feature weighting for training and testing the supervised machine
learning models is not a significant factor, although the use of lower-case stemmed words
is consistently ranked as one of the best textual feature representations used.
3. The type of review used for classifying the sentiment of patient feedback is not a signifi-
cant issue. Classification models trained and tested on reviews of the same type tend to be
able to classify sentiment to a comparable degree across all review types. A comparable
degree of classification can also be achieved by only considering the final sentences of a
review in the classification process.
4. When training and testing across review type the overall performance of sentiment classi-
fication is negatively affected. In particular, if we associate the review types with specific
functions of discourse, the results of the experiments in this thesis indicate that training
and testing across datasets with differing discourse functions is detrimental to classifica-
tion performance.
5. Given the presence of a contextual document, a novel approach is developed whereby the
outcome of the sentiment classification of patient feedback is able to be recalibrated with
significant increases in overall classification performance.
The development of these contributions has led to the following resulting products:
1. A recalibration system that increases the performance of sentiment classification in text
given a contextual document using a probabilistic thresholding procedure.
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2. A dataset of patient feedback for sentiment analysis annotated with both polarity and
review type information.
3. An annotated dataset of organisational responses to patient feedback, which is used in the
recalibration framework.
1.6 Thesis structure
This chapter has presented the motivation for this thesis and the methodology that has been
used. The remainder of this thesis is organised as follows:
Chapter Two discusses the different approaches to sentiment analysis, and how the devel-
opment of the field has branched off to tackle the task of sentiment classification in the clinical
domain. This chapter lays the groundwork for the thesis and the motivation for approaching the
task of classifying patient feedback from a supervised machine learning perspective.
With this in mind, Chapter Three describes the development of the NCSD, details the anno-
tation process, and finally, gives a corpus analysis of the patient feedback. The analysis confirms
the suitability of the data for sentiment classification, and in Chapter Four experiments to ex-
amine the applicability of different models, features and review types to the classification of
sentiment in patient feedback. This highlights the ability to classify the sentiment of such text,
but the issue of implicit and contextual polarity still remains. In Chapter Five, we discuss the ap-
proaches that have been developed to tackle the problem of context in sentiment classification,
and we propose a framework to recalibrate classifier outcome given a relative context, discussed
in Chapter Six. Finally, in Chapter Seven, we conclude and describe avenues for future work.
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CHAPTER 2
LITERATURE REVIEW
Introduction
In this thesis, we consider the application of computational sentiment analysis techniques to
patient feedback. In forming this literature review, relevant books, theses, journals, and the pro-
ceedings of conferences and workshops in the computational linguistics and machine learning
domains were examined, with a particular focus on the work on the topic of sentiment classifica-
tion. Resulting from this, in this chapter, a review of the state of the art in sentiment analysis is
given, detailing the different methodological approaches developed to tackle the problem. The
review of these techniques concludes with a discussion of the drawbacks experienced by current
methodologies, which in turn, motivates the remainder of the thesis. The final section of the
chapter then gives a review of the work on sentiment analysis that has been specifically applied
to the clinical domain. This section discusses the literature from two perspectives, the classifi-
cation of biomedical texts, and the classification of patient feedback. It is the latter sub-field of
the domain that is the focus of this thesis.
2.1 Sentiment Analysis
This thesis is concerned with the task of sentiment analysis, sometimes referred to by the
moniker, opinion mining (Liu, 2015). Sentiment analysis is a task derived from text classifi-
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cation, so by way of inheritance, sentiment analysis follows a similar problem scope: given a
set of documents, assign each document in the set to an appropriate category that reflects the
sentiment conveyed. While text classification may answer the question ‘what topic is mentioned
in this document?’, sentiment analysis answers the question ‘what attitude is conveyed in this
document?’ Attitude is a type of affective state, defined by Scherer (1984) as the “relatively
enduring, affectively coloured beliefs, preferences, and predispositions towards objects or per-
sons”. Examples of attitudes given by Scherer are liking, loving, hating, valuing and desiring.
These can be grouped into higher-level, relative sentiments: positive and negative.
This ability to classify a document by the sentiment it conveys is desirable in a number of
different application settings. In particular, it is desirable for the activity of decision making.
For example, if we are faced with the choice of buying a new camera, yet are not an expert,
then specialist advice can help us come to a decision. As businesses have left the high-street,
the ability to talk to someone about buying a new camera has somewhat shrunk. However,
as e-commerce websites, such as Amazon, have matured, they have adapted to the needs of
the consumer by providing the ability for customers to leave reviews regarding a product they
have purchased. Faced with the choice of many cameras, and many more reviews per camera,
digesting and understanding the reviews of all the cameras in order to make a decision about
which camera is most suitable for you can be a mammoth task. Seminal work in sentiment
classification looked to solve this problem by providing a mechanism for extracting the pros
and cons from online reviews and giving a succinct overview (Liu et al., 2005).
Looking at this example from a different angle, companies that are either currently selling
cameras or seeking to produce a new camera can use a similar sentiment analysis process to
find out what a subset of consumers like and dislike about aspects of cameras that are currently
on the market. Previously, a time consuming process was required to find this information out
through in-depth consumer surveys, however now this is a matter of computational power and
presentation techniques. This process can go beyond the analysis of the views of a group of
people about certain products, to examine the general sentiment of movie reviews (Scheible
& Schu¨tze, 2013), the stock market (Nguyen & Shirai, 2015) and even attempt to predict the
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outcome of elections (Chung & Mustafaraj, 2011). Where there is an extractable opinion from
a textual data source, there is the ability to apply sentiment analysis techniques to evaluate the
sentiment that it conveys.
To enable these applications to come to fruition, the internet has been an important driving
force. Previous research in computational linguistics focussed on the development of specif-
ically constrained linguistic problems whereby an algorithm would work for a developed set
of examples. Expanding such examples to larger test sets would be difficult due to the diffi-
culty of data distribution. The internet has alleviated this problem. Web crawlers have helped
to develop datasets, and increasing network speeds have aided in corpus distribution. It is the
relative amount of content that is generated daily that has contributed to the uptake of larger and
more complex corpora. This constant flow of data through social networks, such as Twitter, has
pushed forward the development of datasets and enabled the progression of approaches to sen-
timent analysis. Approaches to sentiment classification can at a high level broadly be grouped
into approaches that rely on the development and study of the sentiment lexicon such as early
work in the field developed by Hatzivassiloglou & McKeown (1997) and those that attempt to
learn patterns of sentiment expression from annotated data, which can be traced back to early
work such as that of Pang et al. (2002) and Dave et al. (2003).
Many approaches seek to classify the sentiment at the document level, that is, what senti-
ment the document in its entirety is conveying. However, at a lower, more fine-grained level,
are the works in sentiment analysis that aim to determine the opinion holder in a text (Bethard
et al., 2006), or the identification of the targets of opinions in a text, often referred to as aspect-
based sentiment analysis (Pontiki et al., 2015). Although both the high and low-level tasks
differ in their granularity of classification, at their core is the data used for classification and
the categories of sentiment that classification algorithms use to guide the sentiment analysis
process.
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2.1.1 Categories of sentiment
The most common approach to sentiment classification is to categorize a document into a single
category from the set {positive, negative}. This is often referred to as the binary sentiment
categorisation problem (Pang et al., 2002). However, this implies that there must be a polarity
associated with a document, which is not always the case. Due to this, a third category, neutral,
is sometimes included to make sentiment classification a multi-class classification problem (Hu
et al., 2013b; Koppel & Schler, 2006). However, the neutral category has been found to be a
highly problematic category to classify a document into, as differentiating between a document
conveying a neutral opinion and one that does not convey an opinion at all can be difficult to
distinguish (Kim & Hovy, 2004). Some works in the literature also include the category of
sarcasm amongst the basic categories as an orientation of sentiment (Maynard & Greenwood,
2014; Liebrecht et al., 2013; Pustejovsky & Stubbs, 2012), although this is a questionable and
potentially skewed category for classification due to the implied contempt that may be present.
Beyond a coarse-grained labelling scheme such as the binary described above, efforts have
been made to annotate and classify the sentiment of a document set on a fine-grained scale in
an attempt to aid the ranking or comparison of multiple reviews (Pang & Lee, 2005; Snyder
& Barzilay, 2007). Using a scale from +5 for extremely positive to -5 for extremely negative,
with a labelling of 0 being neutral, Taboada et al. (2011) annotate the adjectives, adverbs, nouns
and verbs of a multi-domain review corpus to construct a sentiment lexicon. While initially
admitting this fine-grained scale is somewhat arbitrary, inter-annotator agreement and dictionary
comparison studies validate the robustness of such a scale. One particular benefit of such a fine-
grained scale for sentiment annotation is where the polarity of a word is altered by a negator.
In the coarse-grained case, this would simply flip the polarity, but this lacks the subtle effects
of a negating word. Taboada et al. (ibid.) describe the effects of negating the word excellent.
This is initially labelled as +5, but preceding this with not when using the flipping approach
would alter the polarity to -5, which does not seem consistent with other words labelled as
extremely negative, such as atrocious. The notion of shift negation is able to be applied in such
a fine-grained labelling scheme, whereby a valence is shifted by 4 instead, thereby preserving
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the nuances of the negator.
Related categorisation schema
In addition to the sentiment classes that have been applied to the classification problem, there
are several related categorisation schema that have also been proposed that have been shown to
be both relevant and potentially beneficial to sentiment analysis. The first is the classification of
documents as subjective or objective (Volkova et al., 2013; Abdul-Mageed et al., 2011; Riloff
& Wiebe, 2003). Some see this as a precursor to the sentiment classification problem, as lin-
guistic expressions of sentiment are typically personal to the writer, and exhibit the speaker’s
private state, so by filtering out objective parts of a document, the task of sentiment analysis is
supposedly simplified (Wiebe et al., 2004). However, Scheible & Schu¨tze (2013) have argued
that this notion is not optimal for sentiment analysis, as although objective statements do not
directly exhibit the private state of an author, they may still have an associated sentiment due to
the connotational qualities of the content.
Datasets for sentiment classification
Given the choice of class structure for sentiment classification, the next important considera-
tion is the data that will either be used as a starting point to develop a sentiment lexicon or to
train a supervised machine learning model. Datasets differ from work to work, however there
are some which tend to be popular in the literature sentiment analysis, and are almost defin-
ing of the nature of the task in the scope of their respective domains. These datasets can be
grouped into those containing consumer reviews of products (McAuley & Leskovec, 2013b;
Jindal & Liu, 2008; Blitzer et al., 2007), films (Pang & Lee, 2005) and restaurants (Ganu et al.,
2009); stock market analysis data (Bollen et al., 2011), news headlines (Strapparava & Mihal-
cea, 2007), meeting dialogues (Somasundaran, 2010), political debates (Carvalho et al., 2011;
Thomas et al., 2006) and Twitter data (Ghosh et al., 2015; Li, 2014; Maynard & Greenwood,
2014), amongst others.
15
2.2 Computational approaches to sentiment classification
Sentiment analysis can be formalised as a classification task, and in doing so, machine learning
methods can be applied as a potential computational solution to the problem. A subset of
machine learning methods make use of training data to learn how sentiment is expressed, which
then leads to the formation of classification parameters and rules in a model that can be applied
to unseen documents in order to classify them by the sentiment that they convey. This approach
is referred to as the supervised approach.
The opposing approach that can be used to classify the sentiment of a document does not
learn directly from training data, but instead, employs the use of an already formed knowledge
base to identify the presence of sentiment-bearing words in a text and consequently classifies
a document using a method that takes into account the information provided by the resource.
This type of approach can often be referred to as the unsupervised approach (Liu, 2012), and
the resource that forms the basis for classification using this method is a sentiment lexicon.
2.2.1 Unsupervised approaches
Hu et al. (2013a) suggest that unsupervised approaches to sentiment classification are preferable
due to the expense of acquiring sentiment labels for unlabelled data. Due to this, they define
the unsupervised method as one that relies on a pre-defined sentiment lexicon to calculate the
sentiment conveyed in a given document. Therefore, a focus of the unsupervised approach to
sentiment classification is the construction of a suitable lexical resource for the task.
Sentiment lexicon compilation
A lexicon in this work is defined as a digital file containing a vocabulary of the language.
It follows then that a sentiment lexicon is a digital file containing the vocabulary of words
and phrases that each have an associated polarity. Work in sentiment analysis has led to the
generation of a number of sentiment lexicons spanning a number of domains, and the process
of sentiment classification using these resources is dependent upon the presence or absence of
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words or phrases from the lexicon’s vocabulary in a document. The general approach to using
the lexicon in classifying a document is to use it as a point of reference, and given this resource,
calculate the sum of the sentiment bearing words or phrases in a document in order to label the
document with the resulting predominant sentiment, as described in the work of Palanisamy
et al. (2013), for example. The application of the resource will be discussed further in the
following subsection.
The main differences that can be found between sentiment lexicons are the number of terms
that they contain, the variety of terms that they contain, and the level of detail that they give in
regards to the sentiment of a particular word in a given lexicon. For example, some lexicons
focus on compiling a list of words with certain parts-of-speech, such as adjectives (Hatzivas-
siloglou & McKeown, 1997), some focus on only those words that appear to be subjective and
polarity inducing, irrespective of part-of-speech (Wilson, 2008b), and others attempt to cover
the whole vocabulary of a language (Esuli & Sebastiani, 2006). It is the varying methods of
generation that leads to these differences between sentiment lexicons.
Three approaches to building sentiment lexicons have been discussed in the literature: man-
ual lexicon derivation using human annotators (Stone, 1966; Wilson & Wiebe, 2005; Pen-
nebaker et al., 2007), dictionary-based methods that use a lexical database such as WordNet
(Miller, 1995), whereby words are grouped into sets of cognitive synonyms that can be tra-
versed to form a sentiment lexicon (Baccianella et al., 2010), and finally, corpus-based methods,
that given a set of seed terms, will explore the surrounding context of the seed’s usage within
a corpus to determine additional terms that may share its sentiment (Lu et al., 2011; Zhang &
Liu, 2011).
The corpus-based approach is a data driven procedure for sentiment lexicon generation that
observes and considers the word distribution in a number of relevant corpora when building
a sentiment lexicon. One of the earliest approaches that used a corpus-driven approach to
sentiment lexicon development was undertaken by Hatzivassiloglou & McKeown (1997), who
constructed a system that observed conjunctions of adjectives in a corpus to determine their
respective semantic orientation. They tested their approach to lexicon development using the
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Wall Street Journal corpus to extract a set of adjectives that appeared 20 times, removing those
with no semantic orientation, and labelling the remainder as positive or negative. This cre-
ated a seed set of 657 and 679 positive and negative adjectives respectively which was used to
search for conjoined sentiment bearing adjectives that while not as frequent, were still poten-
tially sentiment-bearing. The concept of finding and using an appropriate seed set for sentiment
lexicon generation was further studied by Turney (2002), who developed a lexicon by observing
word co-occurrences with the seed terms poor and excellent in a corpus derived from the once
popular AltaVista search engine, whereby polarity was determined using the NEAR operator
that returned relative sentiment-bearing terms within a fixed window.
The concept of using a set of seed terms to create a lexicon has been used in recent years
as a corpus-driven approach to tune existing sentiment resources to new domains. For example,
Mohammad et al. (2013) extended this method by observing tweets that contained a hashtag, a
word in a tweet that denotes a particular topic or sentiment, that was based upon seeds derived
from the synonyms listed for the words positive and negative in Roget’s Thesaurus, to generate a
Twitter sentiment lexicon for the classification of English tweets. Klebanov et al. (2013) worked
on expanding a generic sentiment lexicon using a pivot-based paraphrasing and crowdsourcing
method for use in classifying student essays that resulted in classification accuracy improvement
of up to 15%, yielding an accuracy of 64.400%. The approach was also used to annotate the
polarity of new words emerging in Chinese (Huang et al., 2014).
The corpus-based seeding method has also been recently used to develop multilingual senti-
ment lexicons for the sentiment analysis of Standard Arabic through use of machine translation
techniques in conjunction with a number of Standard Arabic corpora (Eskander & Rambow,
2015; Mohammad et al., 2015), and to assign intensity scores to a sentiment lexicon (Sharma
et al., 2015) by applying a similar technique to an intensity corpus (Pang & Lee, 2005) using
seeds from a generic sentiment lexicon (Liu et al., 2005).
The dictionary-based approach to sentiment lexicon generation differs to the corpus-based
approach by focusing on an existing lexical resource such as WordNet (Miller, 1995), and in
doing so traverses different link-types in the given electronic dictionary in order to derive a
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sentiment lexicon. One example is described by Esuli & Sebastiani (2005), who examine the
definitions of words in WordNet to derive a sentiment lexicon. Similar to the corpus-based
approaches, a seed set of positive and negative words is used to iterate over the lexical relations
to generate the sentiment lexicon. This is expanded in further work (Esuli & Sebastiani, 2006)
to produce the publicly available SentiWordNet lexicon, and further expanded again using a
random walk of WordNet in later work (Baccianella et al., 2010) to produce refined sentiment
scores in the SentiWordNet 3.0 sentiment lexicon. Kamps et al. (2004) take a similar approach
to develop a sentiment lexicon whereby word polarity is determined by the link distance in
WordNet from the seed words good and bad. Hu & Liu (2004) develop a similar approach
to Esuli & Sebastiani (2005); however, as well as traversing the adjective synonym links of
WordNet, antonym links are also traversed when constructing a domain independent sentiment
lexicon.
Velikovich et al. (2010) developed a graph propagation framework to semi-automatically
construct sentiment lexicons that combines the best of the dictionary-based and corpus-based
approaches to lexicon construction. Instead of relying on the traversal of an existing lexical
resource such as WordNet, in their work, a graph is built from co-occurrence statistics generated
from 4 billion English web pages. This led to the formation of a resource that included a range
of phrases including spelling variation, slang and multi-word expressions, that are not included
in a number of previously derived sentiment lexicons.
Recently, this approach of combining the dictionary-based and corpus-based approach to
lexicon generation (Velikovich et al., 2010) has been used to create sentiment lexicons for
136 major languages (Chen & Skiena, 2014). These resources were created using a graph-
propagation technique that started with English sentiment lexicons (Esuli & Sebastiani, 2006;
Liu et al., 2005) and through examination of a knowledge graph constructed from Wiktionary,
the use of the Google Translate API, examination of transliterative links in closely related lan-
guage pairs, and WordNet, the resources were able to be created. The more commonly spoken
languages such as French and Polish yielded sizeable lexicons, containing 4,653 terms and
3,533 terms respectively, but languages that have not got a significant online presence in the
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resources, such as Quechua or Amharic, only have minimalistic lexicons, of size 47 and 46
respectively. It remains to be seen whether these resources can produce adequate levels of
classification performance in the given languages.
The final approach to sentiment lexicon generation is the manual approach. This approach
can be seen as the most-time consuming approach to lexicon generation due to the logistical
requirements involved in managing the annotators and ensuring the quality of the annotated re-
source, but for a specific domain, this approach can be seen as the most reliable and thorough
method for lexicon construction (Schneider & Dragut, 2015). The first general purpose senti-
ment lexicon, the General Inquirer, was developed by Stone (1966) using the manual approach.
This resource contains 11,788 words that have a positive or negative labelling, and this resource
has been used as a basis for the examination of the coverage of newly generated sentiment
lexicons (Hu et al., 2013a).
However, more recent work in the literature has shown that lexicons can be manually cre-
ated in a way that is not overly expensive or time-consuming. Mohammad (2010) develop an
emotion lexicon manually using a labour force consisting of five annotators on Amazon’s Me-
chanical Turk platform1, for less than $500, with a first run taking approximately 9 days to
manually annotate and produce a lexicon of 14,182 terms.
Classification methods using a sentiment lexicon
Given a sentiment lexicon, an unsupervised approach to sentiment classification would use this
as the basis of the classification. For example, Bollen et al. (2011) use the OpinionFinder lex-
icon (Wilson et al., 2005a) to determine the ratio of negative to positive terms in a tweet, and
assign the greater ratio as the overall labelling of the tweet. OpinionFinder contains informa-
tion regarding whether a positive or negative term weakly or strongly conveys a polarity, and
collectively by selecting these parameters for the terms, a lexicon of 2718 positive words and
4912 negative words was used by Bollen et al. (2011) in the classification process. Hu et al.
(2013a) define this as the traditional lexicon-based method whereby the presence of a positive
1https://www.mturk.com
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word in a document receives a +1, and a negative word receives a -1, and the overall score is
the summation of scores of all words in a document. Salah (2014) further define this as the
averaging of counting of the sentiment-bearing terms identified by the lexicon.
O’Connor et al. (2010) also use the OpinionFinder resource, but they simplify the traditional
lexicon-based method scoring as they are looking at tweet data, which they argue should be
treated differently as the average document length they were dealing with was only 11 words,
by labelling a tweet as positive if one or more positive words were present, and negative if
one or more negative words was present. This resulted in some tweets being allowed to be
both positive and negative, but as they were not considering classification accuracy but only the
average sentiment of all tweets on a given day in relation to a topic, this appeared to work well
for them.
The method of summing scores based on those assigned by a sentiment lexicon is extended
by Choi & Cardie (2009) to examine and make use of the terms that explicitly alter the overall
sentiment of a document, an algorithm that they name the Vote & Flip algorithm. In this pro-
cedure, words such as not are encoded in the lexicon with attached functionality that can affect
the overall score of a phrase in a document if found. Using their method in tandem with the
polarity lexicon developed by Wilson & Wiebe (2005) and the General Inquirer (Stone, 1966),
this approach is shown to significantly improve classification accuracy (p < 0.01) on a test
set of 400 documents from 64.2% accuracy when the method is not used, to 67.0% when it is
applied.
2.2.2 Supervised approaches
The opposite of the unsupervised approach to sentiment classification is the supervised ap-
proach. Given a set of documents with associated sentiment category labels, the supervised
approach to sentiment classification takes advantage of a subset of machine learning techniques
to determine the likely set of rules or parameters that will form the basis of a learned classifica-
tion function that can be used to automatically categorise unseen documents by the sentiment
that they convey.
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In this process, the labelled document set that forms the input is important in ensuring a
robust model is learned. This does not totally eradicate human intervention however. Typically,
human annotators will be required to label the document set appropriately prior to its input to
the machine learning method, or at least confirm the robustness of any labels that may already
be associated with a given dataset. This labelled document set is known as the gold-standard,
and in learning a model, this is the label set that the model aims to achieve when classifying the
documents. Increasingly, the labelling for the gold-standard is achieved in efficient and novel
ways, such as webcrawling for data from relevant review sites (McAuley & Leskovec, 2013a).
In formalising the task of sentiment analysis as a supervised machine learning problem, we
refer to the formal definition given by Manning et al. (2008) here for clarity.
As input, the learning process requires a document space X, a set of training documents
D = {d1, d2, . . . , dn}, where n represents the number of training documents, and a set of classes
C = {c1, c2, . . . , ck}, where k represents the number of classes. The output of the algorithm for
each di is a projected class c 2 C. The aim is then to learn an optimal classification function  
that accurately captures the mapping of the members of a document’s set to classes for both D
and future unseen documents:
  = X! C (2.1)
The supervised learner that takes D as input and returns   is referred to as  . Despite this
formal difference, the learning method and the derived classifier are often referred to with the
same name.
Given the learning of a classification function fromD, we are able to experiment with unseen
data, which we will refer to as the test set. This can be used to evaluate the performance of  .
Evaluation metrics for   will be detailed in relation to the relevant experiments that are run in
this thesis, discussed section 4.4.1 of Chapter 4.
As well as the formalism of the learning process, we should also consider the representation
of each document d. In order to map documents to the categories that represent them, each
document should be represented in a computable manner. To enable this, each document in
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the training set is transformed into a vector of features, whereby d = (w1, w2, . . . , wn). Each
dimension, denoted by wi, encodes various document attributes such as word presence, word
frequency, n-gram combinations, and so on.
Given this formalisation of a supervised machine learning classifier for sentiment classifi-
cation, we will now give an overview of the supervised machine learning algorithms that have
been applied to the task of sentiment classification, and discuss the performance of each classi-
fication model in turn.
Naı¨ve Bayes for sentiment classification
Due to the intuitive motivation and speed of classification (Lewis, 1998), the Naı¨ve Bayes (NB)
classification model is one of the more frequently used models in the sentiment classification
literature. When training, the NB classifier does not overfit the training data, meaning a reliable
classification model should be generated given a suitable input (Ng & Jordan, 2001). However,
the NB model is naı¨ve in the sense that each feature for text classification is assumed to be
independent of all other features. In assuming independence, the presence of a feature has no
impact on the probability of another feature also being a member of the document vector. This
is counter-intuitive to the workings of natural language, whereby meaning is derived from the
company a word keeps (Firth, 1957). The independence assumption may seem flawed when
considering its role in text classification, yet it has performed well in a number of classification
tasks (Sebastiani, 2002).
In the sentiment analysis literature, Wiebe et al. (1999) were one of the first to examine the
application of a variation of the NB classifier, the multivariate Bernoulli model, to the task of
subjectivity classification. This model achieved an accuracy of 72.17%, and led the way for
other researchers to apply the NB classifier to sentiment classification tasks. For example, Pang
et al. (2002) demonstrated that when using a unigram feature set constructed from the words
that appeared at least four times in a 1400 document corpus, an NB classifier was able to achieve
a three-fold cross-validated accuracy of 78.7% when attempting to classify movie reviews.
More recently, Liu et al. (2014) examined the effects of modal verbs on the sentiment clas-
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sification of product reviews. Results showed that the NB model outperformed an unsupervised
lexicon-based approach and a support vector machine classifier trained for the same task.
Also, the classifier has been applied to the classification of sentiment in tweets (Talbot et al.,
2015; Gamallo & Garcı´a, 2014; Dermouche et al., 2013), where it has been found to outper-
form other supervised machine learning methods, including again, the support vector machine
classification model.
Support vector machines for sentiment classification
The support vector machine classification (SVM) model was developed by Vapnik (1995) and
gained popularity in the text classification literature due to the work of Joachims (1998). It is
based on the principle of structural risk minimization (Vapnik, 1995). This concept aims to find
a hypothesis that will yield the lowest possible error when classifying a given data set. SVMs
implement this idea by finding the hypothesis that minimizes the boundaries of true error, and
in the process, learns a linear threshold function. It does so through the use of a kernel function,
that maps non-linear data into linear space in order to create a decision boundary (Joachims,
2002).
In the sentiment analysis literature, Pang & Lee (2005) experiment with three permutations
of the basic SVM for sentiment rating prediction. They experiment with the One-vs-all ap-
proach (Rifkin & Klautau, 2004), a methodology used for multiclass SVM classification. This
is formulated as n separate binary classifiers, each competing to classify the test data with
the most appropriate labelling given the greatest signed distance from the generated decision
plane. Second, they experiment with a support vector regression approach, also used by Wil-
son et al. (2004) to detect strong and weak opinion clauses. Finally, they experiment with a
metric-labelling approach, that attempts to use instance and label similarity to penalise the ini-
tial classifier if it attempts to classify similar instances with differing labels. Accuracies of the
given setups range from approximately 36% to 75% over four different datasets, and finds that
the one-vs-all approach was significantly weaker than the others approaches when classifying
review ratings.
24
Whitelaw et al. (2005) investigated the use of an SVM classifier to automatically categorise
the movie review dataset developed by Pang et al. (2002). Instead of the typical positive and
negative document distinction that a sentiment classifier is trained upon, in their work, Whitelaw
et al. (ibid.) investigate the use of a taxonomy of appraisal group features that are based on
Appraisal Theory (Martin & White, 2005). The choice of the SVM classifier appears to be
somewhat of an arbitrary decision, however results confirm that an accuracy of 90.2% is able to
be achieved when the classifier is trained on a lexicon of appraisal group features. These consist
of attribute values over a set of appraisal group taxonomies.
SVMs have been used for a number of subtasks in the sentiment classification literature.
They have been implemented for cross-language sentiment classification (Wan, 2009) to good
effect, and sarcasm detection in the domain of sentiment analysis of tweets (Gonza´lez-Iba´n˜ez
et al., 2011). Jindal & Liu (2006) implement an SVM classifier to categorise comparative
sentences into four types, which is shown to perform competitively in comparison to an NB
classifier.
State-of-the-art results have been achieved using an SVM classifier trained with a linear
kernel for the task of short message classification (Mohammad et al., 2013) on the SemEval
2013 Sentiment Analysis in Twitter task (Nakov et al., 2013). Using this classification model,
their approach achieved an F1 of 0.889 on a tweet phrase contextual polarity disambiguation
subtask, and F1 of 0.690 on a tweet classification subtask. Other works that focused on the
classification of tweets in the literature were also able to achieve competitive results (Karanasou
et al., 2015; Jaggi et al., 2014).
Logistic regression for sentiment classification
Logistic regression (LR) is a discriminative classification model that determines the most dis-
tinctive features for classifying a text (Ng & Jordan, 2001). It is sometimes referred to as
maximum entropy modelling (Manning et al., 2008).
In the sentiment classification of social media comments, it performs comparably to an
SVM in classification experiments, achieving 58.5% accuracy, and significantly outperforms
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an NB classifier (Thelwall et al., 2010). In a multi-domain customer review classification task,
Xia et al. (2011) also find that the SVM and LR classifiers perform comparably, each achiev-
ing approximately 85% accuracy over a number of experiments. This comparative behaviour
between SVM and LR was similarly discussed by Wang & Manning (2012). On review data
from restaurants, laptops and hotels, Hamdan et al. (2015) develop an LR model that achieves
a maximum accuracy of 85.54% when classifying data from the hotel domain.
LR models have also been applied to the sentiment classification of tweets. Alhessi &
Wicentowski (2015) attempt the ternary sentiment classification task (Rosenthal et al., 2015)
using a logistic regression model trained with a one-vs-all configuration. They achieve an above
average F1 of 0.584 on the task, but they do not outperform the task winner (Hagen et al., 2015),
who achieved an F1 of 0.648.
Random Forests for sentiment classification
The random forest (RF) classifier is an ensemble classification method that combines the pre-
diction of a series of decision trees trained on different subsets of the training data, known as
bagging, in order to carry out classification (Breiman, 2001).
In the sentiment classification literature, it is relatively underused in comparison to a tech-
nique such as support vector classification, despite its ability to overcome the overfitting effects
of that some classifiers may exhibit. It has been found to outperform other supervised models,
such as decision tree and logistic regression, in the classification of both sentiment in social me-
dia posts (Zhang et al., 2011) and online forum messages (Ofek et al., 2013). In a comparison
with some commercial sentiment classification tools, such as Alchemy1 and Lymbix2, an RF
classifier yields significant improvements in classification performance, with a 9% increase in
accuracy over the commercially available tools (Cieliebak et al., 2014). Using the random forest
method on the SemEval Twitter sentiment classification task (Rosenthal et al., 2015), Uzdilli
et al. (2015) achieve an F1 of 0.626.
1http://www.alchemyapi.com
2http://www.lymbix.com
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Deep learning for sentiment classification
LeCun et al. (2015) define deep learning as the process of developing computational models
that consist of a number of processing layers, each of which is able to learn multiple abstract
representations of a data set. With each level of abstraction, the deep learning process is able
to model intricate structures and determine the important aspects of the input data that are
discriminative when used in a classification task, such as sentiment analysis.
In particular, the convolutional neural network or ConvNet (LeCun et al., 1998) has been
adapted and applied to the problem of sentiment classification. This neural network model
applies convolving features to each layer of the network, a process that has proven useful in
other areas of natural language processing, such as semantic parsing for question answering
(Yih et al., 2014).
Using this technique, Kim (2014) trains a convolutional neural network for a number of
sentence-level classification tasks, including the binary sentiment classification of sentences
in the movie review dataset (Pang & Lee, 2005) and the customer review dataset (Hu & Liu,
2004). On both datasets, the application of the convolutional neural network was able to pro-
duce state-of-the-art accuracy results of 81.5% and 85.0%, respectively. This method improves
on previously applied deep learning techniques to the task such as the matrix-vector recursive
neural network technique (Socher et al., 2012), that achieved an accuracy of 79.0% on the
movie review classification task, and Zhou et al. (2014), who develop a semi-supervised hy-
brid deep-belief network consisting of a number of hidden layers that are constructed using
restricted Boltzmann machines, who achieve an accuracy of 72.2% on the movie dataset. Con-
volutional neural network have also achieved an accuracy of 86.4% when attempting to classify
the sentiment of Twitter data (dos Santos & Gatti, 2014).
Poria et al. (2015) further examine the application of a deep convolutional neural network
trained on a corpus for multi-modal sentiment analysis of short video clips. Combining textual,
visual and audio features, they achieve an accuracy of 86.27% on a dataset of 447 short videos
(Morency et al., 2011), in which a person talking utters a single sentence that either conveys a
positive or negative sentiment.
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While reporting strong performances on a number of classification tasks, deep learning can
potentially be a computationally complex approach to classification, with model development
and application potentially spanning weeks (Ciresan et al., 2010). This is not desirable, es-
pecially when other modes of classification that perform comparably, such as the previously
discussed approaches, are able to perform training and evaluation significantly faster. Due to
this, the work in this thesis will focus on the aforementioned machine learning models.
Ensemble methods for sentiment classification
Ensemble learning as an approach to classification combines several classifiers in order to form
a potentially more discriminative classification model (Rokach, 2010). This method has gained
some traction in the sentiment classification literature due to its ability to correctly classify in
unison what individual classification models may potentially misclassify on their own. How-
ever, it is not as widely investigated as the models that we have previously discussed in this
section, as a single model can still be a complex entity to decipher when attempting to analyse
any misclassifications that it produces.
Ensemble learners differ from each other based upon not only the selection of classification
models, the base learners, that are combined in an ensemble, but also the method of combination
that is applied to them. Common approaches to combination include bagging (Papakonstanti-
nou et al., 2014), boosting (Dubout & Fleuret, 2014) and stacking (Li et al., 2015). Bagging
trains a number of base learners on bootstrapped training data and applies a voting protocol to
determine the overall classification outcome (Breiman, 1996). Boosting follows a similar con-
cept to bagging; however, the base learners are trained upon weighted versions of the training
set, whereby the weightings are dependent on the base learner’s past individual performance
on the classification task (Zhang et al., 2014). The last method, stacking, aims to reduce the
error rate in classification through a process that splits the training data, then trains several
base learners on the first part, and tests these base learners on the second part, and finally uses
the predictions as the inputs to train a further, potentially more discriminative model (Wolpert,
1992).
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Using a bagging technique, Andreevskaia & Bergler (2008) develop an ensemble classifi-
cation system that combines the output of an unsupervised lexicon-based system with an SVM
classifier trained on in-domain data using a weighted voting technique. Examining the perfor-
mance of this system shows classification improvements over the application of the classifi-
cation techniques individually over four separate domains, leading to a maximum accuracy of
78.0% and F1 of 0.88 on the product review domain (Hu & Liu, 2004).
Ensemble methods have also been examined for state-of-the-art natural language processing
challenges. For example, Hagen et al. (2015) develop a meta-classifier for the SemEval 2015
Twitter classification task (Rosenthal et al., 2015) that is an ensemble of the previous years best
classifiers on a similar sentiment classification task in the same domain. By taking the four pre-
vious best-performing systems, three from 2013 and one from 2014, each was reimplemented
to yield a confidence score for classifying an instance into a particular category, either posi-
tive, negative or neutral. In the work of Hagen et al. (ibid.) the confidence scores for a given
class from each of the classifiers is averaged to determine the relevant classification, yielding
state-of-the-art results on the 2015 task, with an F1 of 0.648. Wicentowski (2015) also apply an
ensemble of 23 classifiers to the same task, that were mainly different variations of the standard
machine learning classifiers discussed previously in this section. Using a weighted voting pro-
tocol on the combination of the classifier’s outputs, achieved an F1 of 0.619 on the sentiment
classification task.
2.2.3 Challenges
At training time, the data used by supervised machine learning approaches to sentiment classifi-
cation can introduce a number of dependencies to the learned model that may prove challenging
when categorising documents by the sentiment conveyed, and could have the ability to nega-
tively affect a system’s classification performance.
The first of these types of dependencies, explored by Engstro¨m (2004), is topic dependency.
In her work, she draws focus to the fact that training and testing data for sentiment classifica-
tion typically discusses a single topic, such as film reviews, which makes it difficult to verify
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whether classification features are related to general sentiment conveyance in text, and not just
the topic of the documents being classified. In experiments on news articles of varying topi-
cality, financial documents, and mixed articles from various subject domains, the assumption
of topic dependence in sentiment classification using the linear SVM classifier was confirmed
when drops in accuracy were found when training and testing across the three datasets. To
overcome the problem of topic dependency in sentiment classification, a hand-coded list of
sentiment words was investigated, but found to only introduce a data-sparsity issue when used
in combination with the SVM classification model, and results using this approach were still
worse in across topic classification than within.
The second of the dependencies formed by sentiment classifiers posed with the challenge
of classifying data from varying sources is the broader problem of domain dependency. This
expands upon the issue of a sentiment classifier being biased towards the topic that it is trained
upon by examining the effects of different domains when classifying sentiment across data from
distinct document sets from different sources, such as product reviews to news articles. Aue &
Gamon (2005) examine this problem with respect to four domains: film reviews, book reviews,
product support service data and knowledge base data. The work establishes that cross-domain
classification on the aforementioned domains is generally poor, and emphasizes the fact that do-
main differences in sentiment conveyance are substantial to the point where a classifier trained
on one domain is barely able to produce results that surpass the arbitrary baseline in another do-
main. The work notes that the difficulty of sentiment classification in different domains varies
widely, with film reviews achieving the best accuracy using an SVM classifier trained on the top
20,000 n-gram features calculated using the log-likelihood ratio (90.45%), and the knowledge
base web survey data yielding an accuracy of 77.34%. In attempting to solve the issue, the
best approach was found to combine data from the target domain into the classification process
using an NB classifier trained using the expectation maximization algorithm, which performed
significantly better than merely combining all the training data from all the domains, or using
an ensemble of classifiers for the task.
Since the work of Aue & Gamon (2005), a number of articles in the literature have tack-
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led the issued of domain dependency in sentiment classification with respect to a benchmark
Amazon dataset developed by Blitzer et al. (2007). This dataset consists of reviews from four
domains: books, electronics, kitchen and DVDs. Work on this dataset to minimize the transfer
loss across domains have investigated the use of methods including spectral feature alignment
(Pan & Yang, 2010), a sentiment thesaurus that is sensitive to multi-domain sentiment (Bolle-
gala et al., 2011), a join sentiment topic model (He et al., 2011), and a deep learning approach
(Glorot et al., 2011). Each has had increasing degrees of success in minimizing the transfer
loss that occurs in cross-domain classification, and the last paper was able to yield marginal
increases on the in-domain transfer for some of the domains when tested on the benchmark
dataset.
The third dependency that classifiers trained for sentiment analysis may be subject to is a
temporal dependence. This dependence is likely to be associated with classifiers trained on
social media data whereby the sentiment in regards to a topic has the potential to change over
time. Read (2005) examines the phenomenon when classifying film reviews in the Polarity 1.0
dataset (Pang et al., 2002). A classifier is first trained and tested on reviews taken from the
years leading up to 2002 , and then trained again on film reviews with the same distribution
collected from the years 2003 and 2004. A temporal dependence was confirmed when drops in
classification accuracy were recorded across the two datasets. Although this appears to suggest
temporal dependency, it is not clear whether this drop could be attributed to other aspects, such
as differences in author style amidst the training data.
The fourth dependency that sentiment classifiers may be sensitive to is genre dependency.
Genre is very much an influential factor on the written style of a document, and so it follows
that training and testing a sentiment classifier across documents of different genres should lead
to negative effects in the outcome of classification due to this dependency. Mejova & Srinivasan
(2012) examine the effects of genre while controlling for the effects of variable topic in blogs,
tweets and reviews. Results found in experiments using a logistic regression classifier with
ngram features, whereby n was limited to three. Reviews were found to generalise well to
classify sentiment in Twitter and in blogs, with tweets following as a source of training data
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that was able to generalise well. While other researchers found that the combination of data
from mixed source across domain didn’t yield improvements in classification (Aue & Gamon,
2005), it was found to do so in the cross-genre experiments.
These dependencies are problematic for sentiment classification going forward, as it ei-
ther forces the scope of sentiment classification to be very narrow, or requires data intensive
approaches to enable classifiers to suitably generalize. One specific dependency that is not dis-
cussed in the literature, but would undoubtedly affect the outcome of sentiment classification,
is a document set that contains documents with different purposes, what we shall refer to as the
document or review type, that a classifier is trained and tested upon. In such a case, a set of
documents in the review genre may belong to a single domain, such as cars, discuss a single
topic, such as steering wheels, at a single time point in time, but the review type that is used to
train a learned model has the potential to affect classifier performance. For example, one review
may list a reviewer’s likes and dislikes, while another review may instead be attempting to give
advice. Both have the potential to convey sentiment within the review, but we hypothesise that
sentiment would be communicated differently across the different types of review. This has not
been explicitly examined in the literature and so this thesis will examine this problem further
when considering the task of sentiment classification in the clinical domain.
2.3 Sentiment Analysis in the Clinical Domain
Thus far, this chapter has given an overview of the literature on general approaches to sentiment
classification. In this section, the work focusing on the research and development of sentiment
analysis in the clinical domain will be discussed. This work can largely be examined by the
type of document that sentiment analysis methods are developed to classify: biomedical texts
or instances of patient feedback. An examination of the work that focuses on these two types
of document demonstrates that the traditional definition of sentiment requires expansion and
clarification to understand what it means for a clinical document to be positive or negative,
which is discussed in the final subsection.
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2.3.1 Analysis of biomedical texts
Biomedical texts detail the interaction between a patient’s health issues and the methods used to
treat them. A biomedical text describes whether a treatment was successful or unsuccessful at
dealing with an illness, and how this treatment has affected the state of the patient. These doc-
uments can therefore be subject to automatic analysis with sentiment classification techniques
to generate summaries of the relative polarities that a biomedical document conveys about a
particular drug or patient type. Documents for evaluation focus on the use of article abstracts
scraped from PubMed1 or Clinical Evidence2, or specialised medical document repositories
such as MIMIC II3.
Biomedical texts are used by evidence-based medicine practitioners to ensure the best-
possible decisions can be made based that upon the outcome of clinical research. However,
the large number of biomedical texts often makes the task overwhelming. This can be allevi-
ated through the use of sentiment analysis tools to enable the generation of a polarity based
summary regarding the usage of a drug or treatment from a set of clinical outcomes in the
biomedical texts. For example, Niu et al. (2005) developed a system to classify the polarity of
clinical outcomes in medical texts that attempted to answer clinicians questions detailing how
effective a particular treatment was. In their work, a clinical outcome could be positive, neg-
ative, neutral or simply yield no outcome. An SVM classifier was trained to classify a set of
documents from the Clinical Evidence website into one of the four classes. Using a combina-
tion of unigram, bigram, change phrases, negators and category features, the best classification
accuracy of 79.4% was achieved. Of the features used, change phrases relating to an increas-
ing or decreasing fluctuation in clinical values were found to be useful indicators of sentiment
that boosted classifier performance. Despite this relative boost, experiments were not cross-
validated, so an uneven class distribution could have caused a skew in the resulting classifier
performance. However, Sarker et al. (2011) also use a SVM classifier trained with a similar
feature set on a different dataset trawled from PubMed and the Journal of Family Practice to
1http://www.ncbi.nlm.nih.gov/pubmed/
2http://clinicalevidence.bmj.com/
3http://www.physionet.org/mimic2/
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achieve a similar accuracy of 74.9%. Despite working on a smaller dataset, the neutral category
is not considered for manual annotation in their work. Results of manual annotation between
four annotators produced a Fleiss’ Kappa of 0.706, indicating that there is agreement beyond
chance between the mutual documents the annotators labelled and that the categories were well
defined.
In a similar vein to the outcome-focussed classification of medical abstracts, Deng et al.
(2014) classify the sentiment in the clinical narratives given by physicians and nurses. These
documents express the professional opinions and judgements about the health of a patient as op-
posed to the academic nature of published biomedical documents that were the basis of previous
work. Again, sentiment analysis is not undertaken in the traditional sense and in this work it
refers to the information on the health status of a patient or the seriousness of a symptom, where
polarity is relative to status changes such as an improvement in a patient’s health. The texts are
first POS tagged and compared to a subjectivity and sentiment lexicon. A linguistic analysis
in this work shows that traditional sentiment analysis resources do not provide total coverage
for of adjectives and adverbs that are used in biomedical documents. Owing to this, the results
of sentiment analysis are fairly poor by use of traditional lexicons alone. Deng et al. (2014)
conclude that more sophisticated methods may be required in order to handle anomalies such
as typos in nurses letters, and context for phrases such as blood pressure decreased when using
lexicon based approaches.
Suicide notes have also been the subject of a biomedical sentiment classification task to de-
termine suicide susceptibility (Pestian et al., 2012). Suicide notes were classified into a choice
of sixteen categories describing the emotions present in the notes. Multiple approaches were
applied, and the best F1 achieved was 0.6139 by (Yang et al., 2012) using a voting proto-
col alongside an ensemble classification method combining SVM, NB and Maximum Entropy
classifiers.
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2.3.2 Analysis of patient feedback
As well as its application in evidence-based medicine, sentiment analysis has also been applied
to the discussions, views and concerns that patients leave in various forms of feedback. Unlike
biomedical texts, the content of patient feedback does not necessarily focus on the success rate
of a treatment, but rather on the more general patient experience, given from the patient’s per-
spective. Hence, patient feedback can be likened to more traditional data sources for sentiment
analysis, such as product reviews. The source of patient feedback data tends to be specialist pa-
tient feedback portals, such as PatientOpinion1 and RateMDs.com2 or medical forums focussing
on particular medical issues such as IVF3.
The suitability of online patient feedback data is studied by Hopper & Uriyo (2015). In
their work, a corpus of reviews of gynaecologists from RateMD.com is examined. This was
an exploratory study into the applicability of automatic sentiment analysis, in particular, ob-
serving time between complaints to predict when the next complaint will occur. They found
that there was a 97.97% agreement between the labels that RateMD.com users gave to their
own comments and separate, blind labellings given to the same set of comments by the study’s
authors. They therefore conclude that the use of such data for sentiment classification is com-
plimentary to the assumptions of a group of manual annotators, and therefore is suitable for the
development of models for classifying reviews of gynaecologists in particular.
When considering the methods applied to classify the sentiment of patient feedback, tradi-
tional methods from text classification and sentiment analysis have been applied. For example,
the lexicon-based approach to the sentiment analysis of patient feedback is a widely discussed
technique in the literature. Goeuriot et al. (2012) develop such a lexicon for sentiment analy-
sis in the clinical domain. They first merge SentiWordNet 3.0 (Baccianella et al., 2010) and a
precompiled subjectivity lexicon developed by Wilson & Wiebe (2005). Following this, using
a corpus-based approach for keyword extraction, they augment the merged lexicon with salient
words from reviews in a drug expert forum. This procedure produced 1446 additional terms,
1https://www.patientopinion.org.uk
2https://www.ratemds.com/
3http://www.ivf.ca/forums
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of which 1142 are not in the merged general sentiment lexicon. The lexicon forms the basis
for a vote-flip sentiment labelling process. This process counts all positive and negative words
present in a review to find the predominant polarity and given the presence of negation words
then flips the predominant sentiment. However, application of this algorithm to a test set of
25,000 comments leads to a low accuracy, less than 50%, which they in part attribute to the
presence of neutral comments, those that do not explicitly convey a sentiment, in the test set.
It could be argued, however, that the original sentiment lexicons are more suited to processing
review sentiment as opposed to comments made by patients about healthcare services, whereby
the in-domain terminology used to express sentiment may differ slightly to its expected tradi-
tional usage.
Another lexicon-based approach is developed by Sokolova & Bobicev (2013) to examine the
sentiment of posts on an IVF medical forum. They argue that the traditional positive-negative
categorisation is not sufficient for the classification of medical posts and therefore propose the
categories of encouragement, gratitude, confusion, facts and facts that convey encouragement
for classification. In their study, they annotated a set of medical forum posts on infertility.
Of the 752 texts annotated, 150 were annotated as uncertain. They found that typical senti-
ment lexicons, SWN and WNA, did not provide significant coverage and so they developed a
lexicon, HealthAffect. This was developed using an adapted version of the Pointwise Mutual
Information Turney (2002) algorithm that considers unigrams, bigrams and trigrams where the
frequency was greater than five in the medical texts as candidates for use in the final lexicon.
Using an NB classifier in conjunction with HealthAffect, they achieve a precision of 0.527, a
recall of 0.541 and an F1 of 0.518 for the six-class classification task. This proves to be sig-
nificantly better than using WordNetAffect alone (precision = 0.322, recall = 0.350 andF1 =
0.303), and the choice of NB classifier was found to be significantly better than the k-nearest
neighbours classification approach, which yielded a precision of 0.377, recall of 0.376 and an
F1 of 0.340 when using the HealthAffect lexicon.
Machine learning based approaches have also been developed to classify patient feedback
by the sentiment expressed. Xia et al. (2009) develop a multi-step classification approach to
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opinion mining in patient feedback. Their approach is based on the hypothesis that sentiment
and topic are related. They give the example that where a patient comments about the parking of
a hospital, these comments are going to be negative. They use a dataset of 1200 items of patient
feedback from Patient Opinion. Due to the assumption that topic and sentiment are related, by
first applying a topic classifier and then a sentiment classifier to a test set, they observe an F1
score of 0.77 in comparison to 0.656 for the single step approach.
Cambria et al. (2012) also observe data from Patient Opinion in their work. They develop
combined emotion and polarity categorisation framework they refer to as sentic categorisation
to capture patient-reported outcome measures (PROMs). Using a variety of lexicon and unsu-
pervised clustering based techniques, they claim to be able to exploit the semantics of patient
opinions to aggregate and evaluate a patient’s health status. Evaluation claims to yield 91.0%
accuracy on a dataset of 2000 posts from PatientOpinion, although other metrics are not given.
When testing the system on LiveJournal blog posts, detection of posts with a happy mood yield
F1 score of 0.82, and sad 0.74. It is not noted whether these posts were from the clinical domain.
Georgiou et al. (2015) examine the difficulty of analysing sentiment in the healthcare do-
main, and find the use of the NB algorithm to be better than the commercially available senti-
ment analysis platforms, Semantria1 and TheySay2. They report an average accuracy of 82.4%
using four-fold cross-validation, however the dataset only contains 137 documents, and the data
is highly skewed towards the negative category. The ability to detect sarcasm was also exam-
ined, and again, they found that the NB classifier was found to yield superior performance to
commercially available software that claimed to be able to do this task.
Greaves et al. (2013) investigate the application of supervised machine learning classifiers
to categorise sentiment in a subset of the NHS Choices data. They examined three areas on a
binary scale: if a patient thought a hospital was clean, if a patient thought they were treated with
dignity, and if the patient would recommend the hospital, based upon the unstructured patient
comment3.
1https://www.lexalytics.com/semantria
2http://www.theysay.io
3These qualities were not asked for on the website after 2010, and were therefore not available in the data we
used.
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The work of Greaves et al. (ibid.) gives a comparison between the results of traditional
paper-based survey results and the accuracy of the machine learning classifiers trained for
sentiment analysis. The comparison examined three aspects of the surveys: whether the pa-
tient thought the hospital was clean or dirty, whether they were treated with dignity or not and
whether they would recommend the hospital. Results of the machine learning classifiers tested
were compared to the paper based survey results using the Kappa statistic and the Spearman
correlation coefficient. The best Kappa statistic of inter-rater reliability was found to be be-
tween 0.4 and 0.74, depending on the quality compared when using an MNB classifier. Also
when using this approach, the Spearman correlation coefficients were between 0.37 and 0.51,
highlighting a weak to moderate association between the machine learning model’s predictions
and the outcome of the paper based survey.
The results of the machine learning experiments carried out by Greaves et al. (ibid.) demon-
strate that the use of the MNB classifier yielded the best performance when classifying the over-
all rating of a patient review. When using the MNB model for classification, the accuracy was
88.6% and F1 was 0.89, with the results for the decision tree, bagging and SVM approaches
ranking behind this method. Similar classification tasks into the classes of cleanliness and dig-
nity also followed this results trend.
The work is able to make use of the implicit notion that if a patient says they would recom-
mend a hospital, they are then implying a positive sentiment, and conversely if not a negative
sentiment, therefore automatically extracting a nominal categorisation. This is similar to a num-
ber of approaches that automatically scrape reviews with rating information from web pages.
Greaves et al. (ibid.) note that this eliminates a responder bias being formed in regards to the
comment. However, in this thesis, we argue that where no quantitative rating is left alongside a
comment, we must look to other sources of information for rating induction.
One weakness of the approach Greaves et al note is that without context it is difficult to clas-
sify phrases such as ‘cup of tea’. This is not commonly used in many domains, and therefore
does not incite a sentiment-bearing reaction. A system developed for general sentiment classi-
fication would not be able to handle this. Context must be sought from relevant, yet external
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information to the utterance that is being classified. This thesis proposes a potential solution to
incorporating such information into the classification process.
Sentiment analysis has also been applied to patient review data from other sources. Sharif
et al. (2014) develop a rich feature framework, that is tested on both forum posts from the Ask a
Patient website and a set of pharmaceutical tweets that they refer to as Pharma. The framework
that they develop is feature rich in the sense that it uses a wide range of sources to construct
the feature representations used to train an SVM ensemble, including baseline features such
as n-grams, semantic features based upon WordNet mappings, emotion-related features from
SentiWordNet and AffectWordNet, and finally domain specific features that focus on medical
entities in a text. In combination, on the Ask a Patient data, an accuracy of 78.2% is achieved,
and 79.73% accuracy is achieved on the Pharma data. The sentiment of public health related
tweets is also studied by Bobicev et al. (2012), and results mimic that of the Pharma data study,
achieving an accuracy of 82.4% using an NB classifier with features that are consistent with the
class labels of the training data. Ali et al. (2013) also examined the classification of medical
forum posts using an NB, SVM and LR classifier, however the best-performing model, the
LR, only achieved an F1 of 0.685, with a precision of 0.688 and a recall of 0.686, when using
lemmatization features.
The analysis of communities of patients and the feedback that they give in online forums
has also been studied. In particular, sentiment analysis has been applied to classify posts and
determine changes in thread sentiment in an online community of cancer survivors (Qiu et al.,
2011; Biyani et al., 2013; Ofek et al., 2013; Portier et al., 2013).
Beyond the classification of sentiment in patient feedback, the classification of emotion in
patient forum posts has also been analysed by Melzi et al. (2014). With more categories to
classify the posts into, this is naturally a more difficult task, and Melzi et al. (ibid.) cite the lack
of consensus between the sixty annotators who took part in the initial labelling of the data as
a difficult aspect. This trend followed in machine learning experiments that were ran using an
SVM classifier: the best F1 for the multiclass experiments was 0.258 and for a positive-negative
classification experiment 0.657.
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Another aspect of analysis amongst communities of patients is the degree of influence that
they have on one another (Zhao et al., 2014). A metric that captures the degree of influence
is developed that observes the nature of sentiment-bearing interactions between patients, and
if the sentiment of the original poster is determined to change, then a high degree of influence
is applied to the users who replied. Results of experimentation highlight that a higher positive
sentiment in the reply is found to be indicative of a greater positive change in the originator’s
sentiment.
2.3.3 Expression of sentiment in the clinical domain
The concept of sentiment is a loosely defined notion that centres upon the expression of polarity
in a text. When considering how a text may convey a sentiment in the clinical domain however,
as we have shown in the previous two sections, what constitutes a positive or negative sentiment
expression in text varies dependent on the type of text that is being considered in the clinical
domain and therefore needs elaboration and refinement. One such example is the expression of
sentiment in a clinical document discussing drug usage effects, which is not typically encoded
into a generic knowledge base and therefore is not as simple to computationally determine the
sentiment of a document. Denecke & Deng (2015) capture the following characteristics of
sentiment that may be exhibited in documents from the clinical domain:
• The change in the health status of a patient e.g., improving, worsening.
• The effect of medical conditions on a patient e.g., benign tumour
• The certainty of a patient’s medical condition or ability to treat e.g., unsure.
• The outcome of medical treatment on a patient e.g., removed the cyst.
• Opinions on aspects of interaction with the health service e.g., caring nurse.
These five aspects exhibit elements that are somewhat unique to the clinical domain. It is
unlikely that a general purpose lexicon will incorporate specific clinical terminology such as
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benign tumour, or label this phrase correctly. For this reason, the remainder of the thesis will
focus on the ability for supervised machine learning methods to model the sentiment conveyed
by patient feedback, in respect of different types of patient review, and apply the developed
methods to unseen documents to verify their robustness.
Summary
In this chapter, a review of the relevant literature in the field of sentiment analysis has been un-
dertaken, and state-of-the-art approaches to the problem have been discussed. While a number
of solutions partially solved the problem, currently proposed techniques for sentiment classifi-
cation are found to have weaknesses, and the review of the literature in the field culminates with
a discussion of the problematic dependencies that sentiment classifiers learn in training. Such
problematic dependencies include the issue of review type dependency, which is an issue that
to our knowledge has not been examined in the literature, and so, this will be further examined
over the course of this thesis, with suitable methods being proposed to overcome this difficulty.
The second section of the literature review examines the work on the development of sen-
timent classification techniques to classify texts in the clinical domain. In examining and dis-
cussing this work, we find that sentiment analysis has been used to summarise and analyse
sentiment in biomedical texts, but primarily the literature has focused on the analysis of patient
feedback from sources such as social media, forums and health provider pages. Supervised
machine learning methods have been used in the literature to classify such data, and this family
of techniques yields a higher standard of classification than using unsupervised approaches to
the problem. However, no consensus can be found over a preferred supervised machine learn-
ing classification method to use for sentiment classification in the patient feedback domain.
Therefore, through extensive experimentation, this will be explored further in Chapters 4 and 6.
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CHAPTER 3
DATA ANNOTATION AND ANALYSIS
Introduction
This chapter will first describe the nature of the data that we are examining in this thesis. Patient
feedback data is little studied in the field of sentiment analysis, and so in this chapter, the domain
will be described, sources for patient feedback will be identified, and the structure of patient
feedback will be defined, along with the role of organisational responses to the feedback.
We will then describe the annotation process of the NCSD. Unlike the Type 1 reviews,
the Type 2 reviews do not have an explicitly labelled sentiment. Therefore, the first phase of
the annotation is carried out on a subset of the Type 2 reviews from the NCSD. As we will
discuss, the organisational responses to the reviews may be indicative of the overall sentiment
of a patient feedback instance. To test this assumption, the responses to the subset of the Type
2 reviews that are manually labelled are also subject to a rigorous annotation process for the
sentiment that the organisation response is replying to. A comparison between the annotated
feedback and response documents reveals a substantial degree of agreement between Type 2
review sentiment and the sentiment that the related response appears to be replying to, which
gives us confidence in investigating the use of responses in automatically classifying a review’s
sentiment, a topic that we will discuss in future chapters of this thesis.
Following the discussion of the annotation process, a corpus analysis is carried out on the
reviews and responses in the NCSD that examines the linguistic similarities and differences
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between Type 1 and Type 2 reviews, the content and structure of positive and negative patient
feedback, and the language that is used by an organisation when responding to an item of pa-
tient feedback. A frequency analysis highlights similarities in reviews of differing sentiments
from Type 2 reviews, indicating that similar topics are being discussed but from different points
of view. A part-of-speech analysis is incorporated into the corpus analysis that highlights the
higher frequency of adjective and proper noun use in positive reviews compared to negative
reviews, but also the more frequent use of verbs and adverbs in negative reviews. Finally, the
most representative terms of the patient feedback are examined in a keyness analysis. Three
stages are carried out in the keyness analysis: first, a comparison to the British National Corpus
(BNC), followed by a keyness analysis between review types, and finishing with a keyness anal-
ysis between positive and negative items of patient feedback. Results of the keyness analysis
follow the trends of the part-of-speech analysis, and reveal that adjectives are commonly used
markers of positive sentiment in patient feedback, whereas the markers of negative sentiment
are somewhat more subtle. A corpus analysis of the responses finds that they are useful indi-
cators of comment sentiment, and within them, there are commonly used, stereotypical aspects
that are explicit markers of original comment sentiment that could be useful if factored into the
sentiment classification process of patient feedback.
It should be noted that throughout this chapter, highly frequent or keywords discussed in
each section will be italicised.
3.1 Patient feedback data
The rapid development of the internet as a medium for interaction has enabled its users to share
their judgements, beliefs and experiences through easy to use, socially curated websites (Lee &
Ma, 2012). This has generated vast amounts of opinion-bearing review data that is of interest to
large companies and market researchers (Duan et al., 2008). This data is typically unstructured
and requires relevant natural language processing techniques to give interpretable structure to
the data. In the sentiment classification literature, the focus has been on customer reviews as
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these discuss the positives and negatives of company specific products and enable actionable
insights to be discovered through a process of opinion mining (Pang & Lee, 2008). While cus-
tomer reviews enable companies to tweak their product lines and respond to criticisms, thereby
protecting their margins, there are far more essential reviews online that could be used to im-
prove a person’s standard of life; namely patient feedback (Trigg, 2011).
In this section, we give an overview of the aspects of patient feedback data relevant to this
thesis. We discuss the information available in patient feedback, how the feedback may be
structured, and the online sources where patients are able to share their views and browse the
experiences of others.
3.1.1 Domain description
The Picker Institute (2015) gives a concise description of patient feedback:
“Patient feedback consists of the views and opinions of patients and service users
on the care they have experienced”.
In the field of sentiment analysis, this is a relatively understudied domain when compared
to the domains of product or film reviews. However, as data has gradually become more open
and accessible in similar ways to film and product reviews, this domain has shown the potential
for its use in developing sentiment classification techniques.
This domain is quite unlike other data studied in sentiment analysis in the way that people
view and interact with it. For example, if a film review is bad, the chances are that someone
will not see that film. Similarly, if reviews are positive, this will positively affect the number of
people seeing the film, and the box-office profits. These effects can also be produced in patient
feedback, but having an illness or injury is unlike the interest to watch a film, and will, therefore,
be treated in a different, somewhat more serious manner.
For these reasons, the feedback will undoubtedly be rich in opinion, which makes the do-
main enticing for the development of sentiment classification algorithms. As previous work has
shown, this is true, and hence modelling such data is a challenge for current techniques.
44
The domain of patient feedback is fixed in its nature, again making it attractive data for
sentiment classification. Classifiers that are trained do not need to worry so much about training
on data that is heterogeneous, and therefore too shallow, thereby generating weak models. The
overall domain of patient feedback is the healthcare system, and the content of a review will
tend to focus on a small collection of aspects associated with this. Given a patient reviewing his
GP practice, the number of aspects that can be discussed in a review is limited to the uniform
process that is undertaken when attending a surgery. The only individual aspects will come from
the subjective interactions of the patient during that time. This would not be the case in blog
posts or tweets, whereby a multitude of different topics could be the subject of the document.
Additionally, the metadata associated with the review, such as time and place, anchor the review
to a particular real life entity. This, in turn, makes the feedback actionable: enabling a feasible
decision process to be taken post review by those within the health service reviewing the review,
or by someone browsing the reviews attempting to find the best place to seek medical treatment.
In addition to the feedback being actionable, a discourse can be generated given an initial
review. Given the feedback, a management representative can respond to the feedback, either
clarifying or seeking clarification on aspects mentioned in the initial review. This response
mechanism seems to be unique to the online feedback where the company is providing the
services, such as Trip Advisor, however, it is not always incorporated into the sentiment analysis
process. As this thesis will explore, the response can be used to gauge the sentiment of the
review or to clarify ambiguous instances of opinion conveyance, where a model may not have
detected the presence of polarity in a document.
Just as the domain is fixed, the perspective of a patient feedback document is also fixed: it
is written from the author’s viewpoint. News stories may feature interviews with many peo-
ple, who may give differing versions of a story, hence perspective analysis is required in such
cases, or question answering technology to answer the question: who said what? Similarly, a
movie review may contain discussions or snippets from a film that convolute the overall review
(Scheible & Schu¨tze, 2013). Such tasks are beyond the scope of this thesis. We instead focus
on the analysis of a single reviewer’s viewpoint in the clinical domain.
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3.1.2 Sources for online patient feedback
In this thesis, we build upon the definition of the Picker Institute (2015) and define an item of
patient feedback as a text-based document that contains the opinions, judgements and sugges-
tions of a patient or family member regarding their experiences with a given health provider. We
also restrict the location of the patient feedback to be online, although it is clear that paper-based
alternatives do exist. As the topic of these review sites is quite specific to patient feedback, their
number is somewhat limited but large enough for distinctions between the sites to be made. We
briefly describe three prominent sources for patient feedback:
• Health-provider review site: Health-providers such as the NHS have set up websites
(http://www.nhs.uk) that enable users to look up their symptoms and get general medi-
cal advice. A layer of interactivity has been added to these sites that allow users to post
comments describing their experiences and rate their time with the NHS. These are ag-
gregated by practice, and lead to a summary of the service being given. As the NHS is
publicly funded, the data is available for download under an Open Government License1
that enables the data to be adapted and used for research purposes.
• Patient review sites A patient review site is a website whose main purpose is to act as a
platform to collect and publish patient feedback with the implication that such a venture is
for transparency purposes. Examples of patient review sites are http://www.patientopinion.org
and http://www.iWantGreatCare.org and http://www.gp-patient.co.uk. The focus of a pa-
tient review site is the submission and viewing of user-generated content which tends to
highlight individual stories and patient experiences. Patient review sites also allow in-
teraction with the health providers by sending the stories to the relevant staff, which in
turn may generate a response, and furthermore change the patient experience into a more
interactive one with a follow-up discourse with a professional.
• Community support sites: Online support forums provide a basis for communication
that focus on a particular disease (http://csn.cancer.org) or aspect of healthcare, such as
1http://www.nationalarchives.gov.uk/doc/open-government-licence/version/
3/
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Figure 3.1: Types of patient feedback structure
pregnancy (http://www.mumsnet.com). The focus of these sites is discussion, as opposed
to directly reviewing a particular aspect of healthcare. This makes the process of com-
menting a little less structured than a review submitted through a web form, that limits
the accurate mining of opinion posts.
3.1.3 Structure of patient feedback
The format of online patient feedback tends to follow the general structure of online reviews.
The general structure is dictated by the fields of an online web form through which a review is
submitted. However, as a given, forms will be tailored to the particular area of the health service
that the patient is reviewing, so for a hospital patient, a location or specialist may be the topic
of the web form. When studying the structure of the files of the NCSD, we found that fields
for patient feedback consist of a combination of the following fields: likes, dislikes and advice.
Figure 3.1 gives a diagrammatic overview of the structure of patient feedback.
• Type One is a two field review, whereby a reviewer lists what they liked in one field,
and what they disliked in another. This distinction is useful when distinguishing between
aspects of care that have an associated positive or negative sentiment. The structure of
comments in these fields may vary. For example, sometimes only a list of aspects is given,
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whereas sometimes a full, structured review is given in these fields.
• Type Two is a single field review that gives a general overview of the patient’s experi-
ence. The sentiment of the review should be explicit from what is written in the text, but
sometimes a star rating is also given alongside the review. This is not always the case,
however, due to multiple sentiments being expressed in this type of review. This type
tends to be associated with any advice that a patient may want to give.
• Type Three is a three field review; a combination of formats one and two. The likes and
dislikes are relative to type one, and the advice relating to type two. Despite being entitled
advice, the type two review can be an in-depth analysis of a particular aspect of care or
can be used to compare and contrast what was initially detailed in the likes and dislikes,
and generally conclude the review.
Each type introduces a different layering of information to the review process which in turn
can be used in different aspects of the sentiment analysis process. Type one gives a high-level
summary of a patient’s opinions, clearly discriminated by the two fields that have distinct, op-
posing polarities. Terms used in type one reviews which may not have a prior polarity associated
with them now convey an implicit sentiment due to the field membership. In comparison, type
two reviews typically give a more detailed review than type one, however, the overall document
polarity may not always be distinct from the content, and so a star rating may be relied on to
infer the overall attitude of a document. This can be problematic, with a 3-star rating either
implying an average review, or a review that has examples of polar extreme instances within the
document, but averaging does not yield a polar extreme score. Type three provides a holistic
approach to sentiment analysis systems. Both types one and two are combined in the type three
reviews, and in turn, provides a deeper level for analysis.
3.1.4 Organisation response to patient feedback
Typically the process of leaving a review on a website is an isolated process. A reviewer leaves
their feedback about a product on a website such as amazon.com or their review of a film (rot-
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Figure 3.2: The organisational response function in patient feedback
tentomatoes.com) and the site aggregates the scores of the product or film to give it an overall
rating. This is fine where the entity is static; that is the product is a physical consumable. How-
ever, for a service, a review left in isolation is not adequate. Take for example tripadvisor.com.
Hotels can be reviewed on this site, but this is only one side of the multi-faceted review process.
Trip Advisor also acts as a portal for hoteliers to respond to the reviews, enabling a feedback
loop whereby a hotel indicates that they take customer service seriously (TripAdvisor, 2014).
The response mechanism also forms a significant part of the feedback process on the NHS
Choices feedback portal. Figure 3.2 demonstrates the function of the response. It gives the
opportunity to respond to a number of aspects of the initial item of patient feedback, whether
they be the positive comments, the negative comments, or any advice that the review may be
attempting to give. The following response is given in the NCSD:
NHS: Thank you for such positive feedback. We aim to provide a holistic approach to patient
care and are pleased that you have had such a good experience with us.
Without seeing the feedback that the above response is replying to, it is clear that the review
left by the patient expressed a positive sentiment. Similarly, the below comment is indicative of
a negative sentiment being expressed in the patient’s feedback:
NHS: I am sorry to hear you are not satisfied with the level of service you have experienced. We
have taken on board your comment and have programmed the check in screen to tell you
your expected waiting time at the point you check in.
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While not being sources of opinions themselves, the responses reply in such a way that is
indicative of the sentiment of the original comments. This mirroring of sentiment provides an
alternative source to determine a patient’s viewpoint, but this approach has not been considered
before in the sentiment classification literature. The context that the response gives will be
discussed further in Chapter 5.
3.2 NHS Choices Dataset
In January 2010, the UK Government launched https://data.gov.uk as a portal to ac-
cess open government data. Amongst the 19,000 datasets covering data from a number of
government departments, is the NHS Choices dataset1. The dataset contains hospital ratings,
hospital comments and related responses, and GP comments and responses which are available
as three separate XLS files.
Although the overall hospital ratings hold interesting statistical data regarding the likelihood
of recommendation for each hospital in the UK, it is the comments and response data that is
relevant to this thesis. Each spreadsheet contains a number of rows, each corresponding to
a separate item of patient feedback, and a number of columns, representing the metadata of
the feedback. Of the metadata, the likes, dislikes, advice and organisation responses were
extracted. After extraction, the corpus contained 125, 671 machine readable documents that
were converted to UTF-8 text files and stored verbatim in a PostgreSQL database. There are
around 11, 750, 000 words in the dataset and the total number of word types across the different
review types was 67, 749. An overview of the data is given in Table 3.1. All data used in this
thesis is available for use by other researchers as a download from http://www.cs.bham.
ac.uk/˜pxs697/datasets/.
1https://data.gov.uk/dataset/england-nhs-nhschoices-organisations-hospitals\
-patient-comments
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Files Number of word tokens Number of word types
Type 1 reviews 32,963 2,151,165 30,670
Type 2 reviews 46,433 5,748,409 51,189
Organisation responses 46,275 3,856,557 26,315
Total 125, 671 11,750,131 67, 749
Table 3.1: NCSD statistics
3.3 Annotation
Current datasets for evaluating sentiment classifiers, while valuable to the development of the
field, are not applicable to our proposed recalibration framework. Most relevant to our work is
the forum data set (Murakami & Raymond, 2010). However, this is too general for the purposes
we are examining due to deviation in discourse topic. Therefore, a dataset has been developed
for sentiment classification with the related documents that are required for the response recal-
ibration framework. Unlike other online reviews used to investigate the potency of sentiment
classification algorithms, this dataset does not contain a user ranking or score to accompany
their comment. An annotation phase is therefore required in order to use the documents as an
evaluation dataset for our algorithms.
3.3.1 Annotation Process and Schema
The type 2 reviews and the organisation responses were annotated in accordance with the fol-
lowing annotation schema. Each text was first read by the author of this thesis and labelled on
the basis of the predominant sentiment of the text as follows below. The annotation process
was accommodated through the development of a custom annotation interface programmed in
Java to retrieve comments from the PostgreSQL database, and to write the associated labelling
choice given by the annotator back to the database. Each comment was revealed to the anno-
tator in an iterative manner and no context was given to the review or the response; only the
text in focus was presented for annotation, along with a labelling choice. The annotator would
select a labelling by entering either 1 (positive), -1 (negative), 0 (neutral), 2 (mixed positive) or
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-2 (mixed negative). The criteria for selecting a particular labelling sentiment is detailed in the
following subsection.
Type 2 Review Annotation Scheme
• Positive: Use this annotation if the text seems to be communicating a positive sentiment
in the body of the text.
• Negative: Use this annotation if the text seems to be communicating a negative sentiment
in the body of the text.
• Neutral: Use this annotation if the text does not seem to be communicating an opinion.
• Mixed Positive: Use this annotation if the text seems to be communicating a mixture
of sentiments, however, the predominant sentiment is positive. This document may be
comparing and contrasting a number of features in the text, but the conclusion will have
a positive stance.
• Mixed Negative: Use this annotation if the text seems to be communicating a mixture
of sentiments, however, the predominant sentiment is negative. This document may be
comparing and contrasting a number of features in the text, but the conclusion will have
a negative stance.
Organisation Response Annotation Scheme
• Positive: Use this annotation if the text appears to be responding to a positive comment
that has been submitted to the NHS Choices website.
• Negative: Use this annotation if the text appears to be responding to a negative comment
that has been submitted to the NHS Choices website.
• Neutral: Use this annotation if the text appears to either be irrelevant or not be responding
to any particular comment that has been submitted to the NHS Choices website.
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• Mixed Positive: Use this annotation if the text appears to be responding to a mixed pos-
itive comment posted to the NHS Choices website. There may be a mixture of positive
and negative entities responded to, but overall the stance of the response will be positive.
• Mixed Negative: Use this annotation if the text appears to be responding to a mixed
negative comment posted to the NHS Choices website. There may be a mixture of positive
and negatives entities responded to, but overall the stance of the response will be negative.
3.3.2 Annotation results
A subset of 4,059 type 2 reviews and their related responses were annotated with their expressed
sentiments, and sentiments that they were responding to, at the document-level. The reviews
contained 254,611 words, of which 10,325 were unique. Corresponding responses contained
403,315 words, of which 9,115 were unique. Despite a larger average document size, the re-
sponse vocabulary was smaller than the comment vocabulary, indicating a possible constraint
on the vocabulary used for responses.
An initial pass of the type 2 reviews highlighted that document-level sentiment was not
merely a binary positive or negative sentiment, but often weighed up mixed sentiments before
giving a conclusion. Due to this observation, the data was initially annotated with the five-class
annotation scheme, defined above. This includes neutral, mixed-positive (labelled in the table
as +2) and mixed-negative categories (labelled in the table as -2). The mixed categories denote
that varying sentiments are present in the document, but one sentiment is more salient than the
other.
Results of this annotation are presented in table 3.4. Given the annotations, the agreement
between the categories of the reviews and their responses is calculated using Cohen’s kappa
coefficient (Cohen, 1960). Between all categories of the reviews and responses  = 0.4294,
but observing only the positive and negative labellings of the reviews and responses there is
an increase in agreement, whereby  = 0.761, a good level of agreement. This agreement
is indicative of the level to which the sentiment expressed in a comment is mirrored and ac-
knowledged in a related response. The result that skews the agreement statistic is the positively
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labelled Type 2 reviews that are responded to in a negative fashion. This can be attributed to a
response replying to a comment posited in the dislike section of the Type 1 review. These are
not indicative of incorrect labelling however, but a response that responds to a Type 1 review
instead. Due to the low agreement between the five classes of the reviews and the responses,
the experiments in Chapters 4 and 6 only make use of the positive and negative annotated type
2 reviews and responses, and do not include the neutral or mixed sentiment comments.
The annotation was carried out by the author of this thesis, but to ensure reliable annota-
tions, an inter-rater study was undertaken by a colleague with a computer science background.
A subset of 100 type 2 comments annotated by the author were selected with a distribution of
50 positive comments and 50 negative comments only, as these would be the classes for cate-
gorisation used in the classification experiments. Agreement between the annotations was high,
with no explicit disagreements in labelling, but uncertainties regarding four comment labelled
as positive and seven labelled as negative were raised. A common theme of recommendation
was found in all eleven comments. For example, one of the positive comments that the rater
was unsure about was the following:
I recommend this practice because of the service I have received and from the dentist I am
lucky to have found. I cannot judge any other dentist at this practice which I have not had
dealings with.
The rater brought up the point that the uncertainty arose from the fact that the positive sen-
timent in this short type two review was conveyed in quite a neutral manner. The issue of
recommendation being a key indicator of positive feedback was discussed, and it was decided
that such comments should remain in the dataset with a positive labelling for recommendation.
Similarly, it was decided that comments that suggested not recommending a practice or hospital
should also be included as negatively labelled reviews. These uncertainties can be viewed as
examples of implicitly conveyed sentiments, which despite having been problematic for senti-
ment classification in the past (Greene & Resnik, 2009), should not be disregarded as they are
valid modes of sentiment conveyance in the patient feedback domain.
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Sentiment Label Review Example
Positive
Although I could not attend I was very impressed with the
practice ’open house morning’ for patients to make
suggestions. And even more amazing the fact that so many
of the things suggested have been speedily put in place!
well done!
Negative
The doctor I saw yesterday was unhelpful and at the time,
felt very cruel with a complete lack of empathy and as I’ve
since confirmed, inaccurate in their statements. There were
no positive suggestions or help offered to me and I was
basically told to go away and live with it. It’s not the first
time the doctors have been dismissive and unhelpful and I
should have known better really and tried to ask for the
visiting doctor. I would never recommend this surgery and
we shall be moving to another surgery as soon as possible,
something we have been considering for some time. I just
wish we’d done it sooner.
Neutral
These comments do not relate to a particular visit to the
surgery but represent an overall view (which is shared by
my husband) as to how this surgery operates.
Mixed Positive
I am very happy with my dentist they are very polite and
the care and treatment is good, just a shame about the
reception staff.
Mixed Negative
The doctors is an average old fashioned practice and you
get adequate health care but beware if you make any kind
of complaint the care you get reduces to ’just enough’
patient care
Table 3.2: Verbatim sample type 2 reviews with their associated sentiment label.
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Sentiment Label Response Example
Positive
What great comments. We will strive to maintain high
standards!
Negative
Thank you for bringing your concerns to the attention of
the practice. The practice is committed to providing a high
quality, patient-focused service. Complaints and comments
from patients are taken very seriously, as we want every
patient to feel satisfied with the services we provide. If you
would like to contact the surgery we would be happy to
look at your concerns in more detail.
Neutral
Thank you very much for your comments which are being
carefully considered by the clinical teams.
Mixed Positive
Thank you for taking the time to post a comment, it is
always nice to receive positive feedback and is much
appreciated. I am sorry that you had to make a second visit
but I hope everything is sorted out for you now. However,
if you have any problems please do not hesitate to contact
me.
Mixed Negative
Thank you for your comments, we are pleased that you
find the GP and staff helpful. With regards to online
appointments, this is a problem which we are aware of and
are working with our clinical system supplier to rectify. As
it is their website unfortunately we are dependent on them
to fix the issue but we are keeping in close touch with
them, this appears to be a national problem.
Table 3.3: Verbatim sample organisational responses with their associated sentiment label.
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SResponse
-2 -1 0 +1 +2
-2 3 139 6 5 12
-1 8 2,022 92 33 117
SComment
0 0 153 25 102 44
+1 4 251 83 671 187
+2 1 68 1 15 17
Table 3.4: Comment-response sentiment label confusion matrix. Category key: -2 = mixed-
negative, -1 = negative, 0 = neutral, +1 = positive, +2 = mixed-positive.
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3.4 Data Analysis
The patient feedback data studied in this thesis are inherently text-based, and hence methods
that are able to study the qualities of a text-based dataset are the subject of this section.
Hunston (2011) proposes that corpus linguistics methods are appropriate for examining the
evaluative qualities of a text. While this approach may generalise the subtleties of evaluative
content, Hunston demonstrates that it is possible to use the methods associated with corpus
linguistics to examine evaluative documents. Corpus linguistics concerns the collection and
study of language in electronic texts (McEnery & Hardie, 2011). This form of analysis is
therefore well suited to the study of sentiment conveyance in text, where certain words may
be used in different contexts, thereby altering the sentiment which they convey. We find this
approach particularly appropriate for studying language usage in the NCSD, and therefore in
this chapter, we shall apply a number of corpus linguistic procedures to analyse the evaluative
qualities of the NCSD.
This process of data analysis using techniques from corpus linguistics will be undertaken
using AntConc 3.2.4m (Anthony, 2011). This tool enables the examination of concordance,
cluster, collocate, word frequency and corpus keywords. The first stage of the corpus analysis
will be to use AntConc to compile frequency lists of the respective sections of the corpus. Fol-
lowing a process of part-of-speech tagging, tag frequency will be discussed. Finally, keyword
analysis will be carried out, examining the words that distinguish the NCSD from a standard
reference corpus of written British English, the British National Corpus (Leech, 1992), here-
after referred to as the BNC. Although AntConc is able to cluster the data, we will not examine
the data using this technique as the domain is already restricted, and general themes can be
revealed from the other analyses. Details of the relevant stages of the data analysis will be
discussed further in the following subsections.
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3.4.1 Frequency analysis of patient feedback
As Partington (1998) notes “the main sort of corpus-based research into lexis using corpora in-
vestigates the frequency of words.” Frequency analysis is a commonly employed method from
corpus linguistics that is used to quantitatively describe a document set and is useful in de-
veloping meaning representations wherever the frequency of a term may be an insightful and
discriminating factor, such as information retrieval, text categorisation or sentiment analysis.
Full text is undoubtedly a far richer and more informative representation of meaning, but the
analysis of a collection of complete texts lacks a robust method for straightforward comparison
without significant loss of structure of a text (Kilgarriff, 1996b). For this reason, frequency
analysis will be a starting point for investigating whether different review types exhibit differ-
ent modes of sentiment conveyance, potentially making one type of review more appropriate
for the sentiment classification of patient feedback. Typically, frequency analysis generates a
ranked list of word tokens. The word tokens in the frequency list can consist of a single word,
a unigram consisting of a mixture of upper and lowercase alphabetic characters, or clusters of
words, typically limited to bigrams and trigrams. The frequency analysis presented in the fol-
lowing sections will focus on only examine unigram frequencies. Bigram frequencies were also
examined but were not found to yield any more insightful information about the nature of the
data than unigram frequencies alone. After an initial pass of the data, reported in section 3.5,
stop words were removed and all characters were converted to lower-case in order to normalise
the approach to compiling the frequency lists.
Alongside the tokens reported in a frequency analysis, either observed frequencies or nor-
malised frequencies can be reported. Observed frequencies are the total number of occurrences
of a word, whereas the normalised frequency is the number of occurrences of a word per a cer-
tain amount of words. We choose a factor of a thousand as the normalising factor with which to
calculate and report normalised word token frequencies.
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3.4.2 Key word in context analysis
A concordance or key word in context (KWIC) analysis enables the observation of the “com-
pany a word keeps” (Baker et al., 2006). Given a search term, a concordance analysis returns
a list of strings, centred on the search term, with a context window of words either side of the
search term. This enables the context to be sorted and allows a user to view and distinguish a
word’s usage scenarios. However, this method is problematic due to the possibility of an over-
whelming result set when searching for frequent terms in a corpus. Sinclair (1999) suggests
limiting the results to a size of 30 lines, analysing this, and repeating until no further word
usages can be determined.
In this chapter, KWIC analyses will be interspersed with the other analyses of the data.
These will be used to illustrate the nature of particular keywords, and highlight their usage in
the patient feedback domain.
3.4.3 Part-of-speech tagging
Following a frequency analysis of the corpus, the distribution of the part-of-speech (POS) tags
across the different sections of the corpus will be examined. A difference in part of speech
usage could indicate a difference in writing style and a potentially different way of conveying
sentiment across review types, just as differences in word patterns can be used to differentiate
between speech and written text (Biber, 2009), for example.
As the data is submitted verbatim, the corpus initially contains no part of speech tags.
TagAnt is used to tag the documents (Anthony, 2015). To tag each document in the corpus,
TagAnt uses the TreeTagger algorithm (Schmid, 1994). TreeTagger is a probabilistic POS tag-
ger, based on the implementation of decision trees to tag ambiguous terms. It is competitive
with state-of-the-art taggers, achieving approximately 96% accuracy on data from the Penn-
Treebank corpus.
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3.4.4 Keyness analysis
While frequency analysis has its benefits in determining the usage of popular terms, high fre-
quency words such as closed class words may not necessarily be representative of the subject of
the corpus. Instead, an investigation into the words that are most representative of the content
of the documents in a corpus, irrespective of high frequency terms that do not contribute to the
overall meaning of a document, should be carried out. A word is ‘key’ if the frequency of its
appearance is found to be significantly higher in the main corpus than in a reference corpus.
To calculate and rank the keyness of a word a number of potential significance tests that have
been proposed. Amongst these, the log-likelihood and  2 tests are suggested in the literature
(Rayson & Garside, 2000). The latter has been found to be unreliable at high word frequencies
(Kilgarriff, 1996a) or frequencies of occurrence lower than five (Dunning, 1993). The log-
likelihood measure is therefore used to calculate a word’s keyness. The log-likelihood statistic
(LL) is first computed by defining a contingency table of word frequencies. The definition for
the calculation of LL as presented by Rayson & Garside (2000) is repeated here for reference.
Table 3.5: Contingency table for corpus word frequencies
Corpus One Corpus Two Total
Freq. of word a b a + b
Freq. of other words c - a d - b c + d - a - b
Total c d c + d
The values of a and b are referred to as the observed value O. Given the observed value, an
expected value E is calculate as follows, where Ni is the total number of words in corpus i:
Ei =
Ni
P
iOiP
iNi
(3.1)
By equating the values from Table 3.5 into the above equation, we may calculated E for
each corpus as follows:
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E1 =
c⇥ (a+ b)
(c+ d)
(3.2)
E2 =
d⇥ (a+ b)
(c+ d)
(3.3)
Following the calculation of the expected values, the LL is then calculated as follows:
  2 ln  = 2
X
i
Oi ln
✓
Oi
Ei
◆
(3.4)
Using this equation and substituting the relevant values of O and E into this, the LL of a
given word is then calculated as follows:
LL = 2((a⇥ ln( a
E1
)) + (b⇥ ln( b
E2
))) (3.5)
The log-likelihood statistic is calculated in this way for each word in the NCSD in com-
parison to a reference corpus. The resulting LL values are ranked, and the higher scores are
indicative of words that are used unusually more frequently than the reference corpus.
The keyness analysis is run with both an external reference corpus, the BNC, and also
within the NCSD, using contrasting review types and review polarities as a reference corpus.
When comparing to the external reference corpus, the BNC, review types and polarities are
compared to the written BNC frequency list, compiled by Laurence Anthony. This consists
of approximately 334, 660 word types and 85, 887, 272 word tokens, spanning texts from a
number of genres that are deemed to be representative of written British English. As our corpus
is of a specific genre that is not necessarily represented in the BNC, this analysis should yield
representative terms that are not typically used in everyday written British English, such as
clinical terminology, and the analysis should also highlight terms that are particularly related to
positive and negative patient feedback.
Despite the potential insights that can be revealed by running a keyness analysis, it is not
without its shortcomings. The analysis ranks the keywords by their log-likelihood score, and
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so the highest score could be taken to be the most representative word of the corpus under
examination. However, if we are specifically examining the sentiment of review documents
and find the highest ranking keywords for a subcorpus of documents conveying a particular
sentiment, it would be unwise to assume that the sentiment is the only one that a given keyword
may ever convey. The keyness analysis should be treated as indicating the words that have a
higher association with a particular sentiment than the other. However, we cannot dismiss the
fact that in certain contexts, the opposing sentiment may still be conveyed.
3.5 Frequency analysis
3.5.1 Results: Type 1 reviews
The most frequent unigrams used in patient feedback are first examined. Frequency analysis is
performed on the 32,963 Type 1 reviews, consisting of 2,151,165 tokens of which 30,670 are
unique.
Table 3.6 gives an overview of the most frequent words used in all Type 1 reviews. What is
immediately obvious is the number of closed class terms that offer little information character-
ising information about the dataset as a whole. There are four entities mentioned in this table:
staff, time, appointment and hospital. These could be seen as generalising the comments, but on
the surface, these do not convey a sentiment that can be gleaned about the dataset. In fact, the
only token that does have sentiment-bearing connotations in the most frequent terms of Type 1
reviews is the token care; however, it is unclear whether this is used as a noun or a verb. To gain
a better insight, a frequency list of the posts tagged as positive or negative would better describe
the sentiment-bearing assets of the Type 1 reviews.
Table 3.7 shows the most frequent tokens from the positive and negative dataset subsets, re-
spectively. In an initial construction of this list, a number of high frequency terms that conveyed
little about the sentiment of the reviews, such as the and they, were present. Due to this, a stop-
word list is used to filter the frequency list. Stop words may play vital roles in the structure of a
sentence, however, they do not give much as to the way of the topic or sentiment of a document.
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Therefore, to clarify what the general topics of the positive and negative topics of the Type 1
review are, all stopwords are removed. The stoplist used is a list of 571 common terms from the
SMART information retrieval system (Buckley, 1985). This forms a basis for stopwords used
in the Rainbow (McCallum, 1996) system that in turn is the stop list used in Weka, that are used
for the machine learning experiments in this thesis. In order to use this stoplist, all data was
treated as lower case, and normalised frequencies per thousand tokens are in turn calculated in
respect of all tokens being treated as lower case also.
In Table 3.7 it is striking to see the similarities between the most frequent unigrams of the
positive and negative Type 1 reviews. From the positive word list only the unigrams friendly,
treatment, good, helpful, treated, excellent, nurses, made, service, professional, feel and dentist
did not appear in the negative word list. Likewise, from the negative wordlist only the unigrams
patient, patients, told, waiting, wait, reception, people, appointments, hours, back, phone and
times did not appear in the positive word list. There is an overlap for the unigrams appointment,
care, day, doctor, doctors, gp, hospital, nurse, practice, staff, surgery, time and ward. Of course,
due to space limitations, this only shows an analysis of the top twenty-five most frequent terms,
and all unigrams do feature in the corresponding sentiment’s list, albeit with a lower frequency
ranking.
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Table 3.6: Top 50 tokens from all Type 1 reviews. Frequencies normalised per 1000 tokens
(PTW).
Unigram Freq. PTW Unigram Freq. PTW
the 91814 42.681 this 13389 6.224
and 77009 35.799 it 13282 6.174
to 75240 34.976 as 12575 5.846
I 66180 30.765 you 11157 5.186
was 47038 21.866 are 11118 5.168
a 43662 20.297 all 10616 4.935
of 30379 14.122 an 10552 4.905
in 28397 13.201 i 9401 4.370
my 25944 12.060 been 9300 4.323
for 23126 10.750 time 9095 4.228
have 21336 9.918 but 8978 4.174
that 19464 9.048 would 8615 4.005
with 18092 8.410 appointment 7744 3.600
is 17066 7.933 care 7387 3.434
staff 16528 7.683 by 7211 3.352
on 16292 7.574 t 7089 3.295
me 16116 7.492 when 7027 3.267
The 15949 7.414 so 6928 3.221
at 15196 7.064 from 6872 3.195
not 15054 6.998 n 6825 3.173
had 14591 6.783 hospital 6758 3.142
very 14326 6.660 could 6503 3.023
be 14099 6.554 there 6423 2.986
they 14049 6.531 who 6245 2.903
were 13835 6.431 about 5710 2.654
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Table 3.7: Top 25 unigrams from positive and negative Type 1 reviews. Frequencies normalised
per 1000 tokens (PTT). Italicized terms are unique to a particular sentiment in these lists.
POSITIVE NEGATIVE
Unigram Freq. PTT Unigram Freq. PTT
staff 12570 28.666 staff 4974 14.609
care 5762 13.140 appointment 4434 13.023
hospital 5280 12.041 time 4328 12.711
time 4813 10.976 patients 3341 9.812
ward 3796 8.657 told 3110 9.134
friendly 3777 8.613 doctor 2806 8.241
appointment 3429 7.820 hospital 2660 7.812
surgery 3416 7.790 waiting 2627 7.715
doctor 3374 7.694 surgery 2151 6.317
treatment 3242 7.393 day 2046 6.009
good 3191 7.277 patient 2015 5.918
helpful 2935 6.693 care 1962 5.762
practice 2795 6.374 ward 1797 5.278
doctors 2789 6.360 nurse 1685 4.949
treated 2630 5.998 wait 1630 4.787
excellent 2533 5.777 reception 1618 4.752
nurses 2485 5.667 people 1615 4.743
day 2403 5.480 gp 1577 4.632
nurse 2324 5.300 appointments 1551 4.555
made 2302 5.250 hours 1538 4.517
service 2208 5.035 doctors 1534 4.505
professional 2186 4.985 practice 1525 4.479
feel 2141 4.883 back 1507 4.426
dentist 1902 4.338 phone 1375 4.038
gp 1889 4.308 times 1353 3.974
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3.5.2 Results: Type 2 reviews
Similar to the Type 1 frequency analysis, the removal of stopwords is more revealing of overall
comment sentiment. In Table 3.10 good, work, excellent, feel, great, recommend, experience,
nurses, ward and friendly all feature highly in the positive Type 2 comments, whereas the words
appointment, told, gp, back, day, waiting, pain, make, reception and left are all unique to the
twenty-five most frequent unigrams used in the negative Type 2 reviews.
The list of unique, high-frequency terms is somewhat similar to that of Type 1. This could
suggest similarities in word usage, which would indicate that training a sentiment classifier
on reviews of either type may not be detrimental to model generation due to the similarities
in vocabularies. However, there are subtle differences that appear. For example, recommend
appears frequently in the positive comments of Type 2. These types of comments are free-form
by nature and are not restricted to only discussing a patient’s positive or negative viewpoints.
A recommendation is used to indicate the best course of action. While it appears 6.568 per
thousand tokens in the Type 2 dataset, it only appears 0.434 times per thousand tokens in the
Type 1 positive dataset, indicating the more descriptive and less suggestive nature of Type 1
reviews.
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ell looked after. I coudldn’t recommend it more. It made the experien
my knowledge to which i would recommend someone. Sorry for bad punctu
clean. I would wholeheartedly recommend the SCBU facility.”
thanks to all and I certainly recommend this hospital to all. John B
d with dignity and respect. I recommend the Cobalt for any procedure
d my stay of 8 days and would recommend this part of the hospital to
theatre staff. I would highly recommend having a child here they are
nd comfortable life. I would recommend St. Albans hospital to all my
provided. I would definately recommend F4 and the preoperative care
g to put me at ease. Cannot recommend highly enough.”
judgement was sound. I would recommend her to anyone. Once our bab
Table 3.8: A sample of concordance lines for recommend
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Table 3.9: Top 50 tokens from all Type 2 reviews. Frequencies normalised per 1000 tokens
(PTT).
Unigram Freq. PTT Unigram Freq. PTT
the 239990 41.749 you 30826 5.363
to 207066 36.021 very 30755 5.350
I 196765 34.229 The 29820 5.188
and 196387 34.164 were 29223 5.084
a 122479 21.307 an 29105 5.063
was 120828 21.019 are 26874 4.675
in 76703 13.343 all 26109 4.542
of 75924 13.208 but 25818 4.491
my 73692 12.820 been 25760 4.481
for 64426 11.208 would 23551 4.097
have 58981 10.260 t 22839 3.973
that 54090 9.410 n 21664 3.769
with 47788 8.313 time 21449 3.731
had 44731 7.781 appointment 20558 3.576
is 44195 7.688 so 20443 3.556
me 43946 7.645 i 20376 3.545
on 43562 7.578 by 19796 3.444
at 41356 7.194 from 18661 3.246
not 39240 6.826 care 18534 3.224
they 38497 6.697 hospital 17876 3.110
this 38490 6.696 there 17223 2.996
it 37235 6.477 when 17156 2.984
be 35000 6.089 who 16808 2.924
as 33469 5.822 no 16740 2.912
staff 32314 5.621 do 16136 2.807
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Table 3.10: Top 25 unigrams from positive and negative Type 2 reviews. Frequencies nor-
malised per 1000 tokens (PTT).
POSITIVE NEGATIVE
Unigram Freq. PTT Unigram Freq. PTT
staff 386 26.687 appointment 838 12.984
hospital 255 17.630 time 750 11.621
care 206 14.242 doctor 745 11.543
practice 185 12.790 told 708 10.970
good 181 12.514 surgery 707 10.955
surgery 145 10.025 staff 677 10.490
service 124 8.573 practice 575 8.909
time 111 7.674 patients 550 8.522
work 109 7.536 hospital 522 8.088
excellent 107 7.398 gp 455 7.050
feel 105 7.259 dentist 372 5.764
great 105 7.259 care 362 5.609
patients 102 7.052 patient 344 5.330
doctors 97 6.706 doctors 339 5.253
recommend 95 6.568 back 333 5.160
experience 93 6.430 day 323 5.005
treatment 93 6.430 treatment 318 4.927
doctor 92 6.361 service 312 4.834
nurses 92 6.361 people 306 4.741
people 89 6.153 waiting 299 4.633
ward 85 5.877 pain 295 4.571
patient 84 5.808 nhs 287 4.447
nhs 83 5.738 make 266 4.122
dentist 81 5.600 reception 266 4.122
friendly 75 5.185 left 262 4.060
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3.5.3 Results: Feedback responses
As well as the different types of feedback that are present in the NCSD, the frequency of words
in the responses is calculated. By observing the results of a frequency analysis of the responses,
the role of the response in the patient feedback process is characterised.
Table 3.11 lists the fifty most frequent words used in the responses. The ranking list consists
of a number of frequently used stopwords, but content words such as staff, patients, feedback
and care that are representative of the clinical domain of the reviews also rank highly in the list.
Words that differentiate the ranked list to those of the Type 1 and Type 2 reviews are the words
thank, feedback, sorry and contact. These mark the interactive nature of the response, thanking
the user for leaving feedback, apologising for a negative experience, and encouraging further
contact with the user.
Table 3.12 show the most frequent words from the subset of annotated positive and negative
responses. When a positive comment is received, the responses appear to mirror the tone of the
comment. It does so by using the terms: positive, kind, pleased, happy and good. When some
terms are isolated from their context, the term appears questionable in the high-frequency list.
For example, a KWIC analysis of the term taking displays that it is frequently collocated with
the phrase the time to the right and thank you for to the left. If the term passed is considered,
without context it seems peculiar, but a KWIC analysis shows that this is typically used in the
phrase passed on, when indicating that an item of feedback has been sent to the appropriate
staff member to notify them that their good work has been recognised.
In the negative frequency list, the term appointment features regularly. This potentially
highlights the relevance of the response in responding to what has initially been complained
about. Relevance is an important characteristic of responses, and we shall build upon this
insight in developing a method to improve sentiment classification in the presence of a relevant
response.
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Table 3.11: Top 50 tokens from all responses. Frequencies normalised per 1000 tokens (PTT).
Unigram Freq. PTT Unigram Freq. PTT
to 185052 47.984 will 26118 6.772
the 163750 42.460 patients 26085 6.764
you 119949 31.103 feedback 22375 5.802
and 99117 25.701 time 22110 5.733
your 79685 20.662 very 21062 5.461
for 68476 17.756 can 20539 5.326
that 62549 16.219 not 19347 5.017
of 53978 13.996 staff 18569 4.815
we 52670 13.657 as 18177 4.713
a 51680 13.401 us 17926 4.648
are 50449 13.081 experience 16784 4.352
our 48509 12.578 like 16000 4.149
We 45432 11.780 practice 15514 4.023
have 43512 11.283 contact 15468 4.011
on 38547 9.995 patient 14891 3.861
with 38411 9.960 so 14825 3.844
in 37969 9.845 service 14782 3.833
I 36840 9.553 or 14724 3.818
is 36182 9.382 do 14619 3.791
this 33058 8.572 care 14387 3.731
be 30006 7.781 it 14228 3.689
comments 29355 7.612 all 14203 3.683
Thank 29164 7.562 sorry 14089 3.653
would 28104 7.287 about 13943 3.615
at 26119 6.773 been 13236 3.432
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Table 3.12: Top 25 unigrams from positive and negative responses to patient feedback. Fre-
quencies normalised per 1000 tokens (PTT).
POSITIVE NEGATIVE
Unigram Freq. PTT Unigram Freq. PTT
comments 674 48.784 patients 2622 21.340
feedback 428 30.978 practice 2575 21.016
positive 392 28.372 patient 2493 20.347
time 371 26.852 comments 1750 14.283
staff 324 23.451 service 1506 12.292
taking 311 22.510 contact 1483 12.104
kind 300 21.714 experience 1308 10.676
experience 275 19.904 feedback 1204 9.827
practice 265 19.180 time 1177 9.606
team 250 18.095 nhs 1155 9.427
care 223 16.140 manager 1086 8.864
pleased 211 15.272 staff 1079 8.806
patient 200 14.476 appointments 1028 8.390
patients 196 14.187 care 992 8.097
service 184 13.318 discuss 956 7.803
hospital 183 13.246 surgery 911 7.435
passed 159 11.508 appointment 901 7.354
hear 155 11.219 concerns 797 6.505
provide 126 9.120 team 743 6.064
manager 125 9.048 provide 657 5.362
received 125 9.048 hospital 654 5.338
happy 124 8.975 improve 624 5.093
nhs 117 8.468 day 620 5.060
comment 115 8.324 hear 597 4.873
good 114 8.251 pals 583 4.759
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3.6 Part-of-speech analysis
From the results of the frequency investigation for the positive and negative Type 1 reviews,
it is apparent that different parts of speech have sentiment-bearing connotations. For example
from the positive reviews, the adjectives friendly, good, helpful, excellent and professional are
all indicative of a positive sentiment. There are no frequent adjectives in the negative frequency
list, but nouns make up the core of the unique unigrams in the twenty-five most frequent list,
for example, patient, reception, hours, phone and times. We, therefore, examine the frequency
of part-of-speech tags in the dataset to examine this further.
As both Hunston (2011, p. 3) and Liu (2010, p. 26) note, sentiment-bearing words often
fall into the categories of adjectives and adverbs. Given this reasoning, the frequency of these
parts-of-speech in the respective review types in patient feedback is observed. Nouns may have
connotational associations with particular sentiments (Feng et al., 2013), and verbs have also
been found to be indicative of emotion in text (Simancˇı´k & Lee, 2009), so we also examine
these. Modal verbs exhibit qualities of speculation and suggestion, which in turn affect the
overall sentiment label of a document, so the distribution of these in the dataset is also observed.
Figure 3.3 displays the distribution of the aforementioned parts-of-speech across the sub-
sections of the NCSD. The distribution is normalised per thousand tokens to aid comparison.
Comparing only Types One and Two, the distributions seem quite similar. However, Figure 3.4
shows that between sentiments, there are differences between the part of speech distributions.
It appears that proper nouns and adjectives are more frequent per thousand tokens in positive
reviews, but nouns, adverbs, verbs and modals are more frequent in negative feedback. This
will be explored in more depth in the following sections by carrying out a frequency analysis of
specific parts of speech interspersed with KWIC analyses.
3.6.1 Adjective distribution
Adjectives are traditionally studied in the literature as the primary source of a document’s polar-
ity (Hatzivassiloglou & McKeown, 1997). However, they are notoriously domain and context
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Figure 3.3: Normalised distribution of POS tags across review type
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dependent. For this reason, Table 3.14 shows the most frequent positive and negative adjectives
across Type 1 and Type 2 reviews. Between the review types, the lists tend to mimic each other,
so from observation of a frequency list alone, a conclusion cannot be drawn that there are any
adjectives that may be associated strongly with a particular review type.
There are examples in the table of an adjective frequently appearing in both the positive and
negative reviews of Type 1. This list includes good, first, other, same, medical, able, many, last
and next. Only good seems to have explicit positive connotations, whereas the other adjectives
are seemingly neutral until the context is observed. However, its use under both contexts is
interesting. In the positive reviews good tends to be collocated with work and very. In negative
reviews, good is negated with not and collocates with service and practice. Here the adjective
surrounding context of good effects the overall sentiment that is conveyed. The unique words
are better indicators of sentiment: for example friendly, helpful and excellent, and rude, long
and difficult.
The most frequent negative adjectives do not appear to be overwhelmingly negative. Wrong,
rude, difficult and busy stand out as negative terms, whereas the terms other, more and same, for
example, require a context to determine the negative sentiment that they are helping to convey.
Other is used in the context of negative reviews from other patients, and more is used when
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Figure 3.4: Normalised distribution of POS tags across review sentiment
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requesting improvements: i.e the receptionist could have been more friendly. Same refers to a
negative experience re-occurring and the patient being unhappy with this.
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ddressed could make it into a good one. I hope someone will reco
understanding and best of all good humour. I attended A& E
Keep up the good work!
ring visiting hours are not a good idea. It clearly stated that
sured that they’ll be in very good hands
be worried. I found it a very good experience. Every member of s
Please dont ever lose the good focus that you have it makes
ess it makes. This is not a good image when entering the build
Not a good practice at all. Wasn’t appro
Table 3.13: A sample of concordance lines for good
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Table 3.14: Most frequent positive adjectives across reviews
POSITIVE NEGATIVE
Type 1 Type 2 Type 1 Type 2
friendly good other other
good great more more
helpful excellent rude rude
excellent helpful good good
professional friendly same same
first best first medical
great other next new
other happy long last
caring many available first
clean professional able many
efficient first only wrong
polite medical many due
best wonderful medical next
happy more new long
same lovely better able
fantastic able difficult bad
medical grateful due old
able big busy few
much same last different
many fantastic different better
last much few available
lovely possible wrong private
pleasant last poor poor
nice amazing least own
next brilliant own patient
whole caring patient several
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Thanks to all the staff from the receptionists, nursi
om the receptionists, nursing staff , surgeon and anthestist as we
as well as all the background staff for making it work so well.
is a big thank you to all the staff involved in their care : Card
was very efficient. All the staff I encountered were friendly a
ents being slightly deaf, the staff seem to think by shouting at
solute madness of making what staff there is there redundant, the
ing with a sanity bullet. The staff do nothing but moan and moan
de and egotistical members of staff just to top it off. its not a
early two months Very rude staff who serve food
Table 3.15: A sample of concordance lines for staff
3.6.2 Noun distribution
The most frequent nouns are reported in Table 3.16. The table shows that irrespective of review
type or review sentiment there is an overlap in the most frequent nouns that are used. For exam-
ple, Table 3.15 shows concordance lines for the entity staff. This noun displays this property;
being the most frequent noun for both positive review types, and for Type 1 of the negative
reviews, and it ranks fifth in the Type 2 negative reviews.The table shows that it is the surround-
ing context of the term staff that is more indicative of sentiment. This example can also be
expanded to cover other nouns in the data. Given this common usage of nouns irrespective of
review type or review sentiment, this confirms the assumption that it may not be advisable to
observe noun usage to automatically determine the sentiment of a document.
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Table 3.16: Most frequent nouns across reviews
POSITIVE NEGATIVE
Type 1 Type 2 Type 1 Type 2
staff staff staff appointment
care hospital appointment time
time care time surgery
hospital practice patients doctor
appointment surgery doctor staff
surgery service hospital patients
treatment time surgery practice
doctor patients day hospital
ward treatment Nothing GP
practice experience care dentist
doctors work people treatment
day people nurse day
nurses doctors ward service
service nurses hours people
nurse dentist patient doctors
experience NHS appointments pain
dentist doctor GP care
GP GP practice NHS
team day reception appointments
patients team times nurse
times years treatment patient
reception patient pain reception
years ward room i
amp thanks doctors hours
way appointment phone phone
patient anyone nothing way
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3.6.3 Verb distribution
The twenty-five most frequent verbs are reported in Table 3.18. Given the descriptive nature of
a review, was is the most frequent verb across all review types and sentiments. There is little
variation between the lists to differentiate review type and associated sentiment.
Among the most frequent verbs of the positive Type 2 reviews are recommend and im-
pressed. These may be indicative of the free-form nature of Type 2, enabling users to discuss
in depth their opinions and advice. Positive Type 2 reviews also feature both Thank and thank
as high-frequency verbs. Thank does not appear in the positive Type 1 reviews, however. Inter-
estingly, while positive Type 1 reviews essentially denote what a patient liked or disliked, this
also appears to extend to Type 2 reviews, with the inclusion of the verb like. In contrast with
this, dislike does not appear in the negative Type 2 reviews, indicating that perhaps more subtle
mechanisms are being utilised when describing the actions associated with negative feedback.
In fact, it is difficult to deduce a negative connotation from observing the negative verbs alone.
Waiting is perhaps the closest to a clear negative sentiment, with the implication that somebody
was waiting for something to occur.
The verb that appears to be the key to revealing a patient’s sentiment is felt. In the feedback,
the pattern felt JJ where JJ belongs to a list of polarity bearing adjectives. Concordance
examples are given in Table 3.17.
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me know what was going on. I felt so relieved when it was done
e, they came to visit and you felt cared for, and that you could
se of the care I received. I felt very well looked after and kn
Consultants were brilliant i felt really well looked after. Eve
I moved hospitals because I felt with such a strong team of ex
interest in me as a person. I felt like an inconvenience. Actual
tually, it wasn’t just that I felt like a burden, when I suggest
it was my fault alone that I felt so uncomfortable. I should
ormed and making decisions. I felt I was left uninformed for a g
nship between ward staff . It felt more that people were unwilli
Table 3.17: Concordance lines for felt
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Table 3.18: Most frequent verbs across review types
POSITIVE NEGATIVE
Type 1 Type 2 Type 1 Type 2
was was was was
were have is is
have is be be
is are had have
had be are had
are were have are
be had have been
been been been have
have have were were
am am get get
has Thank did am
did has waiting do
treated do do see
get recommend see has
see feel told told
seen thank being did
being done has go
do being am being
made did go said
given like given waiting
feel get seen told
waiting see said do
went seen do going
go treated wait make
say go told went
felt impressed make s
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3.7 Keyness Analysis
In this section, the results of a keyness analysis carried out on the NCSD are given. A word
is key if it is found to occur significantly more frequently in the main dataset in comparison
to its frequency value in a reference dataset when using the log-likelihood measure. There is a
significant difference in the frequency of words in two corpora to a significance of p < 0.0001
where a log-likelihood value > 15.13. In the tables of this section, only the twenty-five words
with the highest log-likelihood values are displayed that indicate what the most discriminating
terms could be.
Table 3.19 summarises the keyness analyses that are carried out with respect to the main and
reference corpora. First, keywords are determined in comparison to the BNC reference corpus.
The BNC is a hundred-million word corpus of both written and spoken contemporary British
English. Using this corpus should distinguish the words that are used unusually frequently in
the patient reviews in comparison to a corpus of general English usage. Next, the keywords
found between different review types of the same sentiment are detailed in order to determine
any significant differences between reviews and the way that sentiment is conveyed using the
different types. Finally, a keyness analysis is carried out using a dataset of one sentiment as
the main dataset, and the opposing sentiment’s dataset as the reference; for example, the main
dataset will be the positive reviews, and the reference dataset the negative reviews. This is
used to determine any words that may be significant indicators of sentiment. In doing so, this
should improve upon the results of the frequency analysis alone, as these were not satisfactory
in yielding discriminating terms.
3.7.1 Comparison with the BNC
Results of a keyness analysis, using the BNC as the reference corpus are shown in Tables 3.20
and 3.21. Results indicate that the topic of the NCSD is indeed healthcare, indicated by key
terms NHS, doctor and treatment, amongst others.
The domain is further reinforced by overlapping key terms between the positive and nega-
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Table 3.19: Main and reference corpora used in the keyness analyses
Main Corpus Reference Corpus
Positive T1 & T2 BNC
Negative T1 & T2 BNC
Type 1 Type 2
Type 2 Type 1
Positive T1 & T2 Negative T1 & T2
Negative T1 & T2 Positive T1 & T2
tive review types: these include hospital, ward, surgery, GP and appointment. The overlapping
words I, my, me and was are also found to be key in comparison to terms of the BNC, which in-
dicates that irrespective of sentiment, patient reviews are written from a first-person perspective,
and describe a patient’s personal experiences.
The remainder of the keywords that are discovered when comparing to the BNC that do
not overlap are good indicators of review sentiment in the clinical domain. For example, the
positive keywords friendly, care, helpful, treatment, excellent and thank are all good indicators
of a positive document sentiment. At first sight, there are some words in the negative unique
keyword list that may not make sense without observing the keyword in context. For example
the word reception may appear to convey no sentiment out of context; however, it is frequently
collocated with staff and area, followed by a negative description of it. Also, when the word
told is used, it tends to describe a situation where a patient was told something incorrect, that
caused them great confusion or annoyance. These words are not typical to a sentiment lexicon,
however, nor a more subtle connotation lexicon.
3.7.2 Type 1 versus Type 2 keyword analysis
A keyness analysis between Type 1 and Type 2 reviews (Table 3.22) exposes the tendency for
Type 1 reviews to focus on objects and their descriptions, such as clean ward and Type 2 reviews
to discuss the people involved in the patient feedback process: I, him, her.
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Table 3.20: Over-represented words in all positive comments, calculated using the log-
likelihood ratio with respect to the BNC reference corpus.
Type 1 Type 2
Keyword Freq. Log-likelihood Keyword Freq. Log-likelihood
i 44550 79727.743 i 1507 2773.538
staff 12570 64766.269 staff 386 2099.707
my 18595 53297.619 my 606 1766.12
very 11512 29009.521 thank 209 1419.056
hospital 5280 23391.265 hospital 255 1383.33
ward 3796 23040.377 surgery 145 1108.121
friendly 3777 21707.133 very 353 860.465
surgery 3416 21437.245 practice 185 825.225
care 5762 21330.321 care 206 825.017
was 29066 21043.436 dentist 81 801.828
me 9882 20719.246 recommend 95 733.235
appointment 3429 19343.712 nurses 92 633.681
helpful 2935 17452.203 gp 74 596.414
doctors 2789 14843.329 doctors 97 572.304
nurses 2485 14787.977 excellent 107 571.592
doctor 3374 14699.808 nhs 83 544.716
dentist 1902 14173.219 ward 85 517.516
nurse 2324 12690.731 helpful 73 446.016
gp 1889 12512.402 n 98 443.82
treatment 3242 12506.677 thanks 81 430.041
treated 2630 11685.894 friendly 75 404.244
excellent 2533 11592.581 me 244 400.19
thank 2435 11293.413 doctor 92 390.261
n 2689 11101.667 all 366 371.066
caring 1880 10891.574 have 481 364.61
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Table 3.21: Over-represented words in all negative comments, calculated using the log-
likelihood ratio with respect to the BNC reference corpus.
Type 1 Type 2
Keyword Freq. Log-likelihood Keyword Freq. Log-likelihood
i 31031 48637.137 i 7232 13564.857
appointment 4434 28418.644 my 2467 6543.591
my 10854 25398.228 appointment 837 5829.309
n 4253 22444.969 surgery 708 5326.638
staff 4974 20196.297 n 853 4818.988
surgery 2151 13081.18 doctor 746 3906.263
doctor 2806 12513.993 gp 457 3787.902
patients 3341 12327.193 dentist 372 3474.001
waiting 2627 11606.488 me 1446 2923.269
gp 1577 10779.656 staff 676 2397.194
me 6258 10750.433 practice 574 2101.259
appointments 1551 10017.56 told 708 2032.907
hospital 2660 9806.674 am 654 2010.46
ward 1797 9735.283 hospital 522 1993.812
reception 1618 9383.158 patients 551 1929.882
nurse 1685 9085.236 doctors 339 1788.303
patient 2015 8195.905 appointments 259 1764.226
quot 889 7967.782 receptionist 201 1721.355
was 18209 7950.98 nhs 285 1675.507
told 3110 7911.559 rude 215 1618.345
nothing 2929 7662.292 they 1984 1571.554
dentist 1014 7428.439 reception 265 1565.917
receptionist 998 7395.706 quot 123 1478.412
rude 1093 7389.251 have 2101 1408.868
doctors 1534 7362.971 patient 348 1390.715
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There is a high proportion of adjectives in Type 1 keyword list. Friendly, helpful, profes-
sional, clean, exceptional, efficient, caring, polite, nice, pleasant, modern, good and so on are
all highly ranked when comparing the Type 1 dataset to Type 2. There is also a high proportion
of entities mentioned in Type 1 reviews, which is to be expected as the aspects that patient’s
liked and disliked are distinctly requested in this type of review field. For example, staff, recep-
tion, attitude, practice, parking, communication, midwives, and facilities.
A number of key pronouns are found in Type 2 reviews. I, she, he, her, we, his, him, and my
all demonstrate the more personal approach of Type 2 reviews, as opposed to the aspect based
content present in Type 1 reviews. The descriptive element of Type 2 reviews is shown through
the high use of terms relating to time and recency of an ailment or treatment: recently, weeks,
later, today, last, years, ago.
The comparison of the top twenty-five keywords for Type 1 and Type 2 reviews shows that
Type 1 reviews may communicate sentiment in a more traditional, explicit manner, whereas the
Type 2 reviews may communicate sentiment in a more implied manner. A keyness analysis
comparing document of positive and negative sentiment should show how this differs between
review polarities.
3.7.3 Positive vs negative keyness analysis
Results of the positive and negative review keyness analysis (Table 3.23) bring together what has
been discussed so far in characterising the positive and negative instances of patient feedback.
The caring, kind and professional nature of the NHS is highlighted in the positive reviews,
whereas the rude staff and waiting times for appointments seem to all be aspects of the NHS
that could or should be improved, highlighted by the key terms of the negative reviews.
Again, what is highlighted by the polarity-based keyness analysis is the openness of a re-
viewer to praise a service, but to hedge their criticisms, or frame them in a non-explicit manner.
This could be a detrimental factor when using lexicon-based approaches to the sentiment classi-
fication of patient feedback, as an in-domain lexicon may not account for the non-explicit way
in which a negative sentiment is conveyed in the patient feedback domain.
88
Table 3.22: Over-represented words in both Type 1 and Type 2 comments, calculated using the
log-likelihood ratio with respect to comments of the opposite type.
Type 1 Type 2
Keyword Freq. Log-likelihood Keyword Freq. Log-likelihood
nothing 4962 2815.585 she 18774 493.342
staff 17544 1194.276 he 15876 414.171
friendly 4006 923.356 i 217141 297.523
improved 782 519.976 said 8157 265.27
very 15102 507.298 her 13961 260
were 13842 502.028 had 45450 229.516
liked 434 484.593 told 15894 221.452
helpful 3350 403.666 we 20816 214.791
everything 1991 402.123 now 8418 204.453
clean 1657 378.75 t 22972 197.121
the 107784 324.767 review 1185 169.104
reception 3330 303.599 recently 2908 165.542
patients 5003 272.728 reviews 816 164.517
treated 3214 246.744 will 8879 159.83
professional 2406 223.199 then 12523 151.413
polite 1203 221.745 n 21917 150.798
food 1392 218.742 again 7926 147.363
attitude 1067 212.148 back 9760 146.72
exceptionally 299 200.814 him 5213 145.87
waiting 4023 195.064 his 7409 136.59
environment 424 194.084 another 6943 131.639
efficient 1241 179.717 weeks 6555 128.637
exceptional 491 177.859 has 13332 125.519
times 2890 168.037 my 84662 118.097
communication 798 162.443 went 7556 116.784
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Table 3.23: Over-represented words from both positive and negative comments, calculated
using the log-likelihood ratio with respect to comments from the opposing sentiment forming
the reference corpus.
Positive Negative
Keyword Freq. Log-likelihood Keyword Freq. Log-likelihood
and 52699 4022.591 not 11358 1652.12
friendly 3852 3489.464 be 10096 1469.781
very 11865 3280.243 told 3818 1118.49
thank 2644 2656.372 it 10951 998.844
all 9493 2521.107 patients 3892 972.095
staff 12956 2471.725 t 5236 861.398
excellent 2640 2104.785 n 5106 858.498
helpful 3008 1890.355 should 2444 763.309
professional 2240 1646.62 no 4524 760.893
were 9954 1597.144 or 3799 744.674
caring 1920 1420.515 that 12674 686.424
care 5968 1418.928 waiting 2926 630.364
well 3148 1216.294 more 3061 562.47
always 3129 1200.552 is 10967 551.518
team 1794 1100.142 could 4483 546.869
thanks 1123 1072.161 to 44075 531.942
treated 2678 1004.162 do 4262 526.419
efficient 1171 982.927 if 4106 513.232
ease 1007 958.31 appointment 5271 500.686
kind 1367 911.361 improved 681 453.503
fantastic 1034 886.402 get 4016 447.872
good 3372 864.524 need 2022 423.827
was 29683 855.468 said 1649 404.225
impressed 867 790.725 there 5081 395.988
clean 1425 760.43 rude 1308 390.373
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are passed on to the relevant staff in general surgery at Stamfor
haring your comments with all staff at the hospital. Thank you
rd work and dedication of our staff . Your kind comments have been
r feedback to the appropriate manager for their attention. However,
ave raised this with the ward manager and sister so that your conce
forwarded to the appropriate manager for their attention. If y
Table 3.24: Sample concordance lines for staff and manager
3.7.4 Results of keyword analysis: Feedback responses
Having investigated the language used by different review types and different review polarities,
the key terms in the organisation responses are observed. Keywords emerging from a keyness
analysis in comparison to the BNC are shown in Table 3.25. Keywords characterising responses
that acknowledge comments of both sentiments include the terms: thank, comments, your, feed-
back, we, practice, experience and patient. These appear to be used as a matter of protocol,
irrespective of sentiment and enable a polite response to be constructed regarding the topic of
the feedback.
Positive key verbs include taking, passed and hear, which are often found in the phrases
thank you for taking the time, your kind words have been passed on, and it’s great to hear from
you. The tone of the negative verbs is somewhat more formal, however, advising further contact
in order to discuss a patient’s concerns regarding the service.
The use of pleased in the positive responses indicate the satisfaction in a positive patient
experience that is acknowledged in a response, whereas sorry indicates a general empathy with
a negative scenario that a patient has discussed in their review. A KWIC analysis of staff
indicates that positive comments tend to be passed on to the staff, whereas negative comments
are passed on to a manager.
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Table 3.25: Over-represented words in both positive and negative comments, calculated using
the log-likelihood ratio with respect to the BNC reference corpus.
Positive Negative
Keyword Freq. Log-likelihood Keyword Freq. Log-likelihood
thank 795 7605.362 we 8446 22997.042
comments 674 6764.229 patient 2530 16713.187
your 1336 6559.339 you 8483 15721.483
feedback 428 4892.067 your 4874 15646.656
you 1609 4431.672 our 4217 14575.326
positive 392 2976.903 patients 2642 14253.145
we 920 2461.077 practice 2572 13960.925
our 495 1762.218 comments 1750 12885.204
staff 324 1723.749 feedback 1201 10387.576
taking 311 1658.778 email 857 9256.557
pleased 211 1595.108 sorry 1458 8919.426
kind 300 1553.469 thank 1353 8412.461
practice 265 1422.585 appointments 1026 8280.878
experience 275 1390.74 contact 1480 7897.833
team 250 1271.39 surgery 913 6325.741
patient 203 1253.179 please 1210 6041.022
care 223 974.322 discuss 956 5525.993
patients 198 934.566 appointment 903 5485.031
hospital 184 922.529 service 1509 5179.989
very 351 921.707 experience 1306 4998.691
for 1003 869.998 concerns 796 4830.964
passed 159 858.125 manager 1086 4649.683
hear 155 805.759 to 15418 4395.808
time 371 741.586 website 386 4327.41
regarding 101 736.293 gp 529 3963.248
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3.8 Discussion
Prior to the corpus analysis of the NCSD presented in this chapter, the general traits of online
reviews in this domain were discussed in section 3.1. In examining the most frequent terms,
the distribution of the parts of speech and the key terms of the subsets of the NCSD, the corpus
analysis discussed and examined the content, writing style and polarity evoking entities that are
characteristic of patient feedback. In doing so, we demonstrate how this domain differs slightly
to the traditional sentiment analysis domains such as product reviews.
When considering the writing style of patient feedback, a keyness analysis confirms the
assumption that both types of review are written in the first-person. This is demonstrated by
the highest ranked keyword, I, that is found when calculating keyness in reference to the BNC
written corpus. Both my and me are also found to be key, further reinforcing that the reviews
focus on the first-person experience. This is not surprising given the general assumption that a
review document aims to give the reviewer’s personal opinion, but when comparing the NCSD
to Pang and Lee’s movie review dataset, despite the movie reviews being from the perspective
of the reviewer, I is found to occur significantly more frequently in the NCSD than in the movie
review dataset.
Common themes in the NCSD are found when comparing the respective review types to the
BNC. The entities that are repeated across both the positive and negative review can be grouped
into the overarching categories of people, place and action. The people group includes the
terms: staff, nurse, doctor, dentist, gp and receptionist. The location group includes: hospital,
practices, surgery, ward, appointment and reception. As well as the key entities, we can also
group the key terms by the action performance they suggest, and the description of the experi-
ence. Actions include: care, service, treat, told and thank. Positive adjectives include excellent,
helpful and friendly, whereas one of the higher ranked negative key adjectives is rude.
A comparison of the positive and negative reviews highlights which entities may be dis-
cussed more with regard to a particular sentiment. Observing the results of the frequency anal-
ysis of nouns in Table 3.16, a high overlap in the most frequent terms is apparent, suggesting
that differing opinions about entities are discussed in the feedback. A keyness analysis com-
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paring the positive and negative datasets is found to be more discriminative than the frequency
list in determining key entities to a given polarity of review. For example, Table 3.23 shows
that from the people group, staff and team tend to be associated with positive reviews; whereas
patients tend to be associated with the negative reviews. There are no locations among the high
ranking key positive terms, but for the negative, the appointment appears to be associated with
a negative sentiment.
The positive and negative frequency and keyness comparison also highlights the concise, de-
scriptive nature of the positive reviews, in comparison to what appears to be a lack of obviously
negative terms in the negative key list. Adjectives dominate the positive keywords: friendly, ex-
cellent, helpful, professional and so on can all be used to distinguish the positive reviews from
the negative. However, verbs such as told, do, need, get and improved, and the modals could
and should, all rank highly and seem to characterise the negative feedback. This suggests that
the way patients structure a review is potentially different to other domains. Patients are more
than happy to compliment and do so in an open form. However, negative feedback is given in a
more subtle manner, with not so many openly negative terms, but instead, describes actions and
suggestions related to the actions.
So, what are the implications for this dataset if it were to be used for training and testing
sentiment classification models? First, it is clear that the data is sentiment-bearing, and is
therefore suitable for the training and testing of a sentiment classification system. Second,
although suitable, sentiment is conveyed in unconventional ways, particularly in Type 2 negative
reviews. Given this, a traditional sentiment lexicon such as SentiWordNet (Esuli & Sebastiani,
2006) may not be suitable as a resource for the classification of patient feedback by sentiment for
the above traits. A traditional sentiment lexicon contains a list of terms with a score or labelling
representing a polarity, so given a review, a lookup process matches words from the document
to those in the lexicon, and assigns a score or labelling to the words. A function to map the
scores or labels to an overall document sentiment is then applied. The quality of the lexicon
often dictates the accuracy of the approach. A general purpose lexicon may provide general
coverage, but may be grossly inaccurate when dealing with obscure or niche domains, whereby
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sentiment may be conveyed in a non-traditional manner, such as the patient feedback domain.
This leads us to the final point, which is that if we are to robustly undertake sentiment analysis
in the clinical domain, instead of a lexicon-based approach, a method that learns from the given
data may be preferable. For this reason the following chapter examines the applicability of such
machine learning methods to classify patient feedback by the sentiment that it conveys.
3.9 Discourse Function
The split in the review types studied in this thesis poses an interesting linguistic problem regard-
ing the effects of the purpose of a review on the use of supervised machine learning classifiers
trained for sentiment analysis. The Type 1 review expresses positive and negative aspects of
a patient’s healthcare, whereas the Type 2 field was used for a reviewer to give their advice
regarding their experience. Both offer a different purpose: the likes and dislikes an opinion, and
the advice a recommendation regarding the good and bad aspects of their patient experience.
Despite this difference in function, both convey a positive or negative sentiment and therefore
can be appropriately classified by a computational process. Reviews tend to offer a combination
of the two, for example, plot highlights and recommendations in a film review, or aspects and
a conclusion in a product review. However, the split enables another aspect of patient feedback
to be considered in the sentiment classification: the discourse function.
The purpose of an utterance has long been discussed in the linguistics literature (Wittgen-
stein, 1953; Austin, 1962; Searle, 1976). We base our definition of discourse function on that
proposed by Kinneavy (1969), who argues that the aim of discourse is to produce an effect in
the average reader or listener for whom the communication is intended. This could be to share
how one is feeling, or perhaps to persuade them. These two discourse functions fall into the
expressive and persuasive categories, respectively. Kinneavy also includes two other discourse
functions, informative and literary, in his theory of discourse (Kinneavy, 1971).
To illustrate his theory, Kinneavy represents the components of the communication process
as a triangle, with each vertex representing a different role in the theory. This is somewhat sim-
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Reality
Signal
DecoderEncoder
Figure 3.5: The communication triangle (Kinneavy, 1969)
ilar to the schematic diagram of a general communication system that is proposed by Shannon
(1948). The three vertices of the triangle are labelled as the encoder, the decoder and the reality
of communication. The signal, the linguistic product, is the medium of the communication tri-
angle. The encoder is the writer or speaker of a communication, and the decoder is the reader
or listener.
3.9.1 Expressive
In communication, when the language product is dominated by a clear design of the encoder to
discharge his or her emotions, or to achieve his or her own individuality then it can be stated
that the expressive discourse function is being utilised (Kinneavy, 1971). In this thesis, we
take expression to be communicated through text. Since the discourse function is in effect the
personal state of the encoder, there is naturally an expressive component in any discourse. We,
however, narrow this definition to only observe explicit examples of the expressive discourse
function in text.
We decompose the general notion of emotions that are conveyed to be valenced reactions,
as either a positive or negative polarity based label. There is little consensus as to the set of
emotions that humans exhibit, however methods have been put forward to extend these polarities
into the realm of emotions (Ortony et al., 1988; Smith & Lee, 2012), so there is the potential
for future work to extend this.
The components of expressive discourse when explicitly expressed are often trivial to iden-
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tify. Utterances beginning with the personal pronoun I followed by an emotive verb often
pertain to the expressive discourse function being utilised if they are succeeded by an additional
emotion bearing component. Much research in sentiment analysis has observed the expressive
discourse function (Mullen & Collier, 2004; Bloom et al., 2007; Dermouche et al., 2013).
3.9.2 Persuasive
Persuasion attempts to perform one or more of the following three actions: to change a decoder’s
belief or beliefs, to gain a change in a decoder’s attitude, and to cause the decoder to perform a
set of actions (Miller, 2002).
Sentiment can be viewed as a key component in persuasion, yet it is no trivial feat to de-
fine what a positive persuasive utterance is. We define what we shall call contextual and non-
contextual persuasive utterances. First, let us observe the non-contextual persuasive utterances.
An example of a positive persuasive utterance is: You should give him a pay rise. Taking this
utterance alone, it is clear that the encoder of the signal is attempting to persuade the decoder to
give someone more money for their work, which can be understood to be attempting to elicit a
positive action from the decoder, for the benefit of the target of the utterance. However, despite
being positively-valenced for the person the utterer is referring to, the utterer may be articulat-
ing this viewpoint with a general annoyance around the fact that the person has not received a
pay rise. In such a case, there are conflicting sentiments at play between utterer and target, and
hence there is a division between the contextual or non-contextual sentiment of an utterance,
and the mood of the utterer. In this work, sentiment is considered in reference to the evaluation
of an entity in a text, although it is acknowledged that sentiment can be understood from the
mood of the utterer.
To contrast this, we must demonstrate a non-contextual negative persuasive utterance. For
example, take the utterance Please fire him. Here the encoder is attempting to stop the intended
target of the utterance from working, by persuading the decoder to ensure they cease working,
which is typically seen as something negative (at least in Western societies). The utterer again
may be happy when generating this utterance, but due to the negative connotations associated
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with losing one’s job, this utterance is taken to be negative.
We must also consider the class of persuasive utterances that we describe as contextual
persuasive utterances. Again, the determined sentiment refers the content of the utterance, and
not the underlying attitude of the utterer. An example of such an utterance is: Please give me a
call. At first glance, this utterance lacks a clear sentiment. However, if we precede this with the
sentence Great work!, the above persuasive utterance becomes positive. If instead, we precede
the initial persuasive utterance with the sentence You’ve messed up., our seemingly emotionless
persuasive utterance becomes negative. This agrees with the view of Hunston (2011), that
indicating an attitude towards something is important in socially significant speech acts such as
persuasion and argumentation.
Summary
This chapter began with a description of the patient feedback domain in order to highlight the
fundamental differences between patient reviews and other types of review used for sentiment
classification. This led to a discussion of the structure of patient reviews, and the organisation
responses that are adjoined to the patient comments in the NCSD. These appear to highlight
the dominant sentiment of the feedback but do so in a more constrained manner, which is
appealing for machine learning approaches to sentiment classification. In order to justify that
the responses and feedback are suitable sources of data for investigation, in this chapter, we
detailed the annotation study and corpus analysis that was carried out on the NCSD.
The annotation process labelled both Type 2 reviews and the relevant organisation responses,
and an agreement study found a substantial level of agreement between the sentiment of the
reviews and their responses. Results of the data analysis using corpus linguistic techniques
highlighted the aspect-based review style of the Type 1 reviews, in comparison to a more patient-
focused review in the Type 2 feedback. Positive reviews tend to be explicit in verbalising
the sentiment of the reviewer, whereas negative reviews tended to be more cautious in their
approach, conveying sentiment in a less-confrontational and polite manner. While this may
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seem problematic, the review responses were shown to be a viable source of for determining
review sentiment, which we will investigate in the latter chapters of this thesis. Given the
suitability of this dataset for the task of sentiment classification, the following chapter uses the
annotated data as a resource for training and testing a number of supervised machine learning
classifiers.
99
CHAPTER 4
AUTOMATIC SENTIMENT CLASSIFICATION OF
PATIENT FEEDBACK
Introduction
Sentiment analysis has been undertaken in a number of domains, but the applicability of the
task using different review types in the clinical domain has not been critically examined from a
supervised machine learning perspective. The task, if successful, would enable health providers
to aggregate and analyse a multitude of data in a swift and convenient manner, paving the way
for automated decision-making systems.
This chapter examines the applicability of supervised machine learning techniques to the
classification of sentiment in patient feedback. At the beginning of this thesis a number of
research questions were posed that would examine the extent to which the choice of data, model
and feature could affect the performance and outcome of sentiment classification. These were
posed to determine if one or a collection of the examined methods can be deemed to be more
suitable than others when classifying the sentiment of patient reviews in this domain. We find
that while trends emerge when experimenting with the different approaches, we are rarely able
to reject the null hypothesis that no statistically significant differences can be found between a
majority of the methods, although consistently high performing methods are noted.
This chapter is organised as follows: in section 4.1 we discuss the motivation for examining
the applicability of machine learning to sentiment classification in the clinical domain. Section
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4.2 discusses the methodology that we will undertake to investigate the relevant hypotheses.
Section 4.3 describes our implementation using the Weka toolkit and section 4.4 presents and
evaluates the results. The results of a misclassification analysis are given in section 4.5, and the
chapter concludes in section 4.6 with an investigation into the classification of patient reviews
using only their final sentences, which proves competitive.
4.1 Motivation
Traditionally, patient feedback has been submitted through paper forms rather than in a digital
way. However, this trend has gradually changed, and websites such as NHS Choices and Patient
Opinion provide interactive portals where feedback can be left. Unlike some review sites, where
data is not made available for research purposes, through data.gov.uk, patient feedback data
has been made available to the general public. These sites pose no demographic constraints
upon the user, and so a wide subset of the English population are able to leave comments,
leading to a linguistically diverse dataset representative of those with different backgrounds.
This is an ideal dataset to capture the variation in everyday language use in relation to the topic
of the patient experience. It is also a dataset that will guarantee a variation in the expression of
sentiment due to the differences in experiences that people encounter when undergoing medical
treatment.
The difference between how sentiment is communicated in patient feedback and other do-
mains such as film and product reviews make it challenging to use currently trained models
for analysing the sentiment of a patient review. Using a generic sentiment lexicon (De Smedt
& Daelemans, 2012) for the task of the sentiment classification of patient feedback resulted in
an accuracy of just 56.42% for binary sentiment categorisation into the categories positive and
negative. The technique using this lexicon assigns scores to words that are highly indicative of
sentiment in a document, such as adjectives and adverbs. The sum of the scores is then calcu-
lated based upon the sentiment-bearing terms that are identified in a document. This accuracy
is low for a binary sentiment classification task and highlights the fact that relying on a general
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purpose lexicon for the task of sentiment classification in a domain that expresses sentiment in
quite a specific way, such as in patient feedback, should be avoided. Approaches that adapt a
lexicon to a domain could be examined, but such work would form the basis of a whole other
strand of research on the lexical tuning of sentiment lexicons for use in the clinical domain,
which is not the intended focus of this thesis.
Instead, this thesis focuses on the use of supervised machine learning techniques for the
classification of sentiment in patient feedback to categorise data as either positive or negative.
Such techniques are able to successfully learn models of sentiment conveyance from in-domain
data and have successfully been applied to domains such as film (Pang et al., 2002) and product
reviews (Blitzer et al., 2007). However, little work has thoroughly examined the application of
supervised machine learning classifiers to learn models of sentiment based upon the different
structures of patient feedback to our knowledge, as we discuss in the literature review in Chapter
2. Therefore, the application of a number of supervised machine learning classifiers that have
been used in the literature, in combination with a number of different linguistic features and
feature weights are tested in order to investigate the most effective approach to the sentiment
classification of patient feedback.
4.2 Experiment Methodology
In this section, we will discuss the methodological approach to examining the research ques-
tions set out at the start of this thesis. The methodology follows that of Pang et al. (2002)
who were one of the first to examine the effects of machine learning classifiers on the task of
sentiment classification, and their methodology stands as one that has been replicated through-
out the literature. In this, they develop a dataset with uniform class distribution and perform
cross-validation to examine the performance of supervised machine learning classifiers for the
sentiment classification of film reviews. Given this approach, different aspects of the task of
sentiment classification can be examined by varying the data type, the classification model, and
the choice of feature, as we will discuss in this section.
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The first research question concerns the sub-types of document that a review can hold, and
whether one type of review structure from the sub-types is preferable to use for the training
of supervised machine learning models that will be applied to the classification of sentiment
into the categories of positive and negative in clinical document sets. The NCSD provides an
appropriate document set for this purpose. The reviews in the NCSD are divided into several
sub-types, which can be used in the experiments that aim to answer this question.
Three similar machine learning experiments were set up to investigate this first question.
The first experiment received a document set of Type 1 reviews as input to the 10-fold cross-
validation of several supervised machine learning algorithms. The second experiment used the
same collection of supervised machine learning algorithms in a 10-fold cross-validation process,
except in these runs a document set consisting only of Type 2 reviews was given as input to the
experiments. The third experiment examined Type 3 reviews, a combination of the types 1 and
2, for the machine learning experiments. Again, the same set of supervised machine learning
algorithms were tested using a 10-fold cross-validation procedure.
In undertaking these experiments we are attempting to reject the null hypothesis that a vari-
ety of classifiers perform approximately the same when applied to the different types of review.
If the null hypothesis cannot be rejected, then we can conclude that the examined classifiers are
able to learn sentiment regardless of document type, and one document type is not more suited
to sentiment classification than another. Evaluation metrics for sentiment classification at the
document level used in a number of works in the sentiment classification literature (Greaves
et al., 2013; Liu, 2012) are implemented in this thesis to evaluate classifier performance. These
include the metrics of accuracy, kappa, precision, recall and F1, each of which is detailed further
in section 4.4.1.
To test if the null hypothesis is true, the results of each classifier trained with no feature
engineering will be compared; that is only boolean feature weights with no term removal, low-
ercasing, or stopword removal will be considered in order to perform the analysis. This could
be performed across the variety of feature engineering techniques we employ to evaluate RQ3,
however, as there are a large combination this would convolute the analysis and may not produce
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a reliable comparison.
If the null hypothesis is shown to be false, what should be demonstrated is that one of the
three experiment sets, trained and tested on one of the review types, produces better classifica-
tion performance than the other two. It could also be the case that one of the experiment types
exhibits poorer performance than the other two, signifying the possible inappropriateness of the
review type for sentiment classification.
To examine the stability of classifier performance highlighted in the null hypothesis the
results on the respective datasets will be ranked over each of the experiments, and results will
be compared to measure the performance of the review types. The Friedman and Nemenyi tests
will be used for this purpose, which we discuss further in section 4.4.
The second research question considers the choice of classifier for sentiment classification
in the patient feedback domain. In the literature, a number of different supervised machine
learning models have been applied to the problem of sentiment classification. While it would
be appealing to test all possible supervised machine learning algorithms, this is beyond the
scope of this thesis. However, in answering this research question the intention is to examine
some of the most commonly used supervised machine learning algorithms for the task of senti-
ment classification and discern any differences that may arise in classification performance due
to classifier choice. All models tested have theoretical differences in their approach to statistical
classification, therefore no assumption is made that all classifiers will perform equally. How-
ever, it is expected that one, or a group of classifiers may consistently perform better than the
others.
Five classifiers, from the text classification and sentiment analysis literature are chosen for
the experiments, each having previously shown to perform competitively, as discussed in the
literature review: Naı¨ve Bayes (NB), multinomial Naı¨ve Bayes (MNB), support vector machine
(SVM), logistic regression (LR), and random forests (RF). The text in boldface following each
classifier name will be used when reporting the results in section 4.4. The research question
aims to discern which of these is best suited to the sentiment analysis of patient feedback. A
comparison will be made when no feature engineering has been applied to the input document
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set; that is only boolean weighting with no term manipulation is applied. Classifier performance
for each review type will be evaluated using the accuracy, kappa and F1 metrics.
This question will initially be restricted to only data from review types 1, 2 and 3 for the
experiments, and will be exclusively trained and tested on data of the same type. However, as
we shall see, classifier choice is important in answering question RQ4, where classifiers will be
trained and tested on review data of a different type.
Research question three examines the effects of feature engineering on the performance of
sentiment classification. The literature has shown that significant gains in classifier performance
can be made through the use of combinations of different features and weighting schemes.
It is therefore of interest to determine if this holds when classifying the sentiment of review
documents in the clinical domain.
Following on from research question two, the best-performing classifier that used boolean
features only for classification will be used as a baseline to determine what feature engineering
methods are able to improve the performance of sentiment classification. This will be examined
across the experiments for review types 1, 2 and 3, and also for the cross-type classification
experiments. As well as reporting results for the best-performing single classifier, we will also
be aware that feature engineering may boost the performance of previously tested classifiers
that did not perform the best on the boolean baseline. Any instances where this was the case
will be reported.
In their current representation, the text documents in the NCSD were not in a suitable format
for use in the machine learning experiments. The documents were required to be converted into
suitable document vector representations in order to be considered as input for the training and
testing phases of the experiments. A document vector consists of a set of attributes representing
word occurrence information from the text strings of a document. Prior to the construction of
the document feature vectors, the following preprocessing steps were applied to all the data
used in the experiments in this chapter:
• Tokenisation: Only strings consisting of alphabetic characters are taken as features for
each document vector; any others are removed.
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• Attribute threshold: Feature vectors will consist of a maximum of a thousand attributes.
For example, this will be the most common strings following the stop word removal
phase, or the most common word-stems following stop word removal and stemming.
Given the completion of the preprocessing, we choose to experiment with four document
weighting schemes that have been successfully used in the sentiment analysis literature. Abbre-
viations in bold-type will be used to report the relevant result for the given feature variation in
section 4.4:
• Boolean features (bool) whereby the presence or absence of a term in a document is
represented as a boolean variable. Word frequency is ignored, and a marker 1 is given for
a word frequency of 1 or more, and 0 if not. This is also referred to as a binary weighting
(Paltoglou & Thelwall, 2010).
• Word count (wc): The frequency of a word in a document is marked in the document
vector. This is sometimes referred to as term frequency in the literature (Paltoglou &
Thelwall, 2010) as it also extends to the frequency of words stems.
• Term Frequency - Inverse Document Frequency (tfidf): Calculated as log(1 + fij) ⇤ fij ⇤
log(NDocs/NiDocs) where fij is the frequency of word i in the instance of document j,
and NDocs is the total number of documents and NiDocs is the number of documents in
which word i appears.
• Normalised document length (normalise): Normalise the word frequencies of a docu-
ment to take into account the length of a document.
An initial run through of the experiments with unigram features that varied the type of
attribute weight did not result in one type of weight being clearly any better than the others when
performing sentiment classification of patient feedback. When computing the average rank, the
boolean weighting appears to be the most successful, for type one data, TF-IDF for type two
data, and normalised word frequency for type three data. However, no significant difference
is found between the usage of the different weighting types. In the literature, the boolean
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weighting scheme has been successfully used for sentiment analysis (Paltoglou & Thelwall,
2010; Pang et al., 2002) and text classification (Schneider, 2004), but other schemes such as term
frequency have also been found to be successful too (McCallum et al., 1998). As the boolean
weighting requires minimal computation and hence shorter processing times, this weighting
type is chosen when varying the following document attributes:
• Lower case tokens (lower): Case is normalised before adding to the document vector as
an attribute.
• Stopword removal (lower-stop): A list of 571 generic stopwords developed byMcCallum
(1996) are removed from the document before determining the vector attributes. This
follows a process of lower-casing the documents.
• Minimum term frequency: This minimum threshold represents the number of times a
term must appear per class in order to be included as an attribute in the document’s feature
vector. In our experiments, this is set to 1 (bool), 5 (min5) and 10 (min10). The feature
vectors for min5 and min10 use a boolean weighting.
• Word stem (lower-stem): Considers a word stem as an attribute in the document’s feature
vector. Stems are determined using the Lovins Stemmer (Lovins, 1968).
Finally, research question four tackles a novel problem in the sentiment analysis litera-
ture. While previous studies have examined the generalizability of classifiers across domain
(Bollegala et al., 2011; Engstro¨m, 2004), and others have examined the effects of sentiment
classification across different genres of document (Kessler et al., 1997), we examine the effects
of different document types on sentiment classification within the clinical domain. Types 1
and 2 offer different purposes in their respective types, yet a reader is able to infer a sentiment
through what is written, regardless of format. Therefore, we examine whether it is possible to
train on Type 1 documents and test on a document set of Type 2 reviews, and vice versa, without
degradation to classifier performance.
We hypothesise that training across the document types will lead to a degradation in per-
formance due to the function of the documents differing. Type 1 documents are supposed to
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highlight the aspects of the patient’s experience that they liked or disliked, and serve as a sum-
mary of the sentiment. Type 2 documents, on the other hand, are longer in length and have a
larger vocabulary, and give a more descriptive insight into the patient’s experience.
These could be shown to correlate with the description of discourse function proposed
by Kinneavy (1969), that the Type 1 reviews form part of the expressive discourse function,
whereas Type 2 reviews are used for a persuasive discourse function. There is some degree of
overlap between the two categories, as documents of both discourse function are able to convey
a sentiment. The difference in discourse function could be associated with the difference in
vocabulary, as was examined in the previous chapter, so despite both exhibiting similar traits
by conveying a sentiment, training and testing across these document types will probably be
to the detriment of a given classifier. If this is the case, then this has wider implications on
the practical application of sentiment analysis and the effects of discourse function on classifier
performance.
To evaluate this research question, two more experimentation frameworks will be set up:
one that trains on type 1 documents and tests on a document set of type 2, and one that trains
on type 2 documents and tests the learned model on a document set of type 1 documents. The
same five learning algorithms that we applied to the previous experiments will be applied here,
along with the choice of features. The baseline will be a boolean feature set as before. We
will compare the outcomes of the accuracy, kappa and F1 performances with the outcomes for
experiments tested on the type 1, 2 and 3 data. A lower performance across these metrics will
suggest a degradation in performance and a confirmation of the hypothesis.
The number of documents used for these experiments from each subsection of the NCSD
were balanced. Relative information detailing the subsections is summarised by Table 4.1. Type
3 experiments used a combination of type 1 and type 2 data, with the overall document labelling
being that of the type 2 advice annotation.
To summarise, five overarching experiments will be run. Abbreviations in bold type will be
used to denote the results of the particular training and testing combination in section 4.4:
T1: Train on type 1 reviews and test on type 1 reviews.
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Corpus DN W Davglength Wuniq.
Type 1
Positive 750 47875 62 4869
Negative 750 50676 67 5411
Type 2
Positive 750 44527 59 4587
Negative 750 97408 129 7391
Table 4.1: Type 1 & 2 experiment data statistics. DN is the number of documents, W is the
number of words,Davglength is the average document length in words, andWuniq. is the number
of unique words for the given data subset.
T2: Train on type 2 reviews and test on type 2 reviews.
T3: Train on type 3 reviews and test on type 3 reviews.
C1: Train on type 1 reviews and test on type 2 reviews.
C2: Train on type 2 reviews and test on type 1 reviews.
For each of the five experiments, five machine learning models will be evaluated: Naive
Bayes, multinomial Naive Bayes, support vector machine, random forest and logistic regres-
sion. For each of these models, different word vector representations of the review documents
with different attribute weighting schemes will be examined. We limit this to the list previously
mentioned in this section. There are other word vector representations that could have been
combined, however, we limit our experiments to minimalistic representations in order to study
their individual effects upon the outcome of sentiment classification.
4.3 Implementation
The experiments in this chapter are developed to investigate the effects of different review for-
mats in the clinical domain on the outcome of machine learning models applied to classify
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patient feedback as either conveying a positive or negative sentiment at the document level. The
experiments are implemented in the Weka machine learning environment (Hall et al., 2009).
Each review document is stored in a separate text file, each of which is then stored in a direc-
tory with a relative polarity naming: positive or negative. These are converted to the desired
input for Weka, the attribute-relation-format-file (ARFF) through an inbuilt conversion tool. In
this document, instances are stored as a string datatype with a nominal sentiment class label. To
run the supervised classification algorithms over the data to train and test the models, the string
instances must be converted to a word vector that represents the word occurrence information
of documents in the NCSD . A StringToWordVector filter is applied to each document instance
to complete the conversion procedure. During this process, attribute filtering techniques can be
applied in order to examine the effects of different feature representations on the final classifi-
cation outcome. The string to word vector filtering techniques discussed in section 4.2 are all
available through the Weka API.
The results of applying Weka’s StringToWordVector filter to the two example documents
‘The surgery was terrible’ and ‘The nurse was great’, for example, would be the following word
vector representation:266666664
The nurse surgery was great terrible . . . label
1 0 1 1 0 1 . . . neg
1 1 0 1 1 0 . . . pos
. . . . . . . . . . . . . . . . . . . . . . . .
377777775
The elements in the top row of the word vector denote the document attributes. In the
above example, the document attributes are unigrams. In our experiments, we also examine the
effects of other attribute representations, such as word stems. In the case of such experiments,
following the application of the Lovins stemming algorithm (Lovins, 1968), the unigrams would
simply be replaced in the header row by the appropriate words stems.
The above example shows the insertion of only two sample document instances into an
example word vector, however, if more documents were to be added to the vector, as would
probably be the case for a word vector used to train a supervised machine learning model, new
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column attributes may be added to the vector depending on whether the attribute in question
was not present in the word vector, and new documents would be inserted after the bottom-
most row. The potential for additional elements to be added to the word vector are denoted in
the above vector through use of the . . . notation. The attributes in the given examples are shown
in an order which highlights the potential overlap of words in different documents, and how a
word vector represents this for different documents. The ordering in a practical example would
not necessarily be as easily comprehended, so we have simplified this for clarity in the above
example.
Below the attributes of the header row, the values contained in each cell are numeric and
represent an attribute weighting. In the above examples, these are boolean values; a one de-
notes the presence of an attribute in the original document whereas a zero denotes its absence.
However, these numeric values may take on different types of weight, for example, they might
represent the frequency of an attribute in a document or the frequency of the attribute normalised
by dividing by the length of the document that it appears in.
The last column of the vector denotes the document instance category labelling; for the
sentiment classification task at hand, this nominal value may be pos, denoting a document
conveying a positive sentiment, or neg, for a document denoting a negative sentiment. This
is a requirement for classification using Weka, whereby the class attribute must be in the final
column of the word vector. When presenting a document for classification, this class attribute
labelling is left blank initially, and an appropriate labelling is assigned given the application of
a trained classification model.
During the experiments, a baseline word vector is constructed for the classifiers in order
to compare the effects of other feature combinations on the sentiment classification of patient
feedback. The baseline word vector is constructed with as little feature engineering as possible
so as to maintain as much of the original language use as possible for comparison. The word
vector consists of unigram document attributes, with a boolean weighting scheme, whereby
case information is retained. The retention of this information could be viewed as irrelevant
to the expression of sentiment in a document, however as the words contribute to the structure
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of the document and enable the coherent utterance of sentiment-bearing terms, these are then
left in the word vector for as features. The terms that feature in the vector have a minimum
frequency of 1, and weightings are not normalised in respect of document length. This is the
simplest feature set with which the experiments are approached, and in section 4.4, results will
be reported in respect of what is achieved when using this baseline word vector.
Following from this baseline, features are altered so as to examine their potential effects on
classification outcome. Each feature listed in the previous section will alter the baseline in one
or more specific ways.
4.4 Evaluation
4.4.1 Evaluation metrics
In this section, we define the metrics that can be used to evaluate and compare sentiment classifi-
cation methods. Evaluation metrics are defined in order to objectively state the relative strengths
and weaknesses of a classifier in relation to other classification algorithms. Evaluation is per-
formed on unseen data, whereby unseen means that the test data has not been used to train the
classifier, as this would provide a source of bias to the classifier and over-exaggerate its ability
to generalise to classify unseen documents. Additionally, constraints may be loosened to allow
a document to belong to more than one class, but for this work, documents are restricted to a
single class labelling per document.
The metrics that are used for text classifiers are similar to those used for information re-
trieval (Manning et al., 2008): accuracy, precision, recall, F1 and error rate. If the classification
Predicted
System positive System negative
Actual
Gold positive True Positive (TP) False Negative (FN)
Gold negative False Positive (FP) True Negative (TN)
Table 4.2: Example confusion matrix.
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problem is binary, that is there are only two classes to classify documents into, then we can
produce a 2 by 2 confusion matrix that details the true positives (TP), true negatives (TN), false
positives (FP) and false negatives (FN) from the output of classification. Figure 4.2 shows an
example confusion matrix that would be produced given an evaluation procedure carried out on
test data. Using the confusion matrix, evaluation metrics are defined as follows:
Accuracy =
TP + TN
TP + FP + TN + FN
(4.1)
Precision =
TP
TP + FP
(4.2)
Recall =
TP
TP + FN
(4.3)
F1 =
2⇥ Precision⇥Recall
Precision+Recall
(4.4)
 =
Ao   Ae
1  Ae (4.5)
Accuracy is the basic measure of a supervised machine learning model’s classification per-
formance. However, datasets may be skewed and contain a large number of documents in one
class, meaning any trivially constructed classifier could achieve high accuracy knowing this
fact alone. Therefore, observing the precision or recall are preferable in order to discriminate
between classification algorithms. The choice of either metric is application dependent, but
viewing both is helpful. However, when one of these metrics performs well this often comes at
the detriment of the other (Buckland & Gey, 1994). Due to this, the weighted harmonic mean,
the F1 of the two values is often observed. The Kappa statistic  (Cohen, 1960) factors in the
possibility of chance agreement between classifier outcome and the gold-standard labelled test
data (Artstein & Poesio, 2008; Carletta, 1996), where Ao is the observed agreement, and Ae
is the expected agreement, calculated by summing the joint probability of the gold-standard
label and the classification label over all possible labels. Interpretations of the resulting Kappa
statistic value are presented in Table 4.3.
When evaluating a classifier, data is split into a training and a test set. For example the
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Kappa Statistic Strength of Agreement
< 0.00 Poor
0.00 - 0.20 Slight
0.21 - 0.40 Fair
0.41 - 0.60 Moderate
0.61 - 0.80 Substantial
0.81 - 1.00 Almost Perfect
Table 4.3: Kappa statistic interpretations (Landis & Koch, 1977)
training set may be the first three-quarters of the data, and the test set the final quarter of the
data. However, the class distribution of the final quarter may drastically differ to that of the first
three-quarters, and so results from these experiments could give a misrepresentation of classifier
performance. Therefore we can vary where the split occurs i.e after the second quarter or the
third quarter when dividing training and test set. This process is called cross-validation and it
is used to minimise bias in classifier evaluation. We run 10-fold cross validated experiments to
examine the performance of the given classification methods.
Our work takes inspiration from the work of Greaves et al. (2013), who ran a number of
experiments to examine the performance of sentiment classifiers on NHS patient feedback data.
Their work makes notable contributions to the field, and so far as the literature is concerned,
their work represents the current state of the art as they examine a number of different machine
learning models over the course of their experiments. However, no claims are made about the
performance of the classification models, or whether any of the examined methods significantly
outperform any of the others, and so may be found to be preferable when constructing a classi-
fication system for potential future practical purposes. For this reason, we choose to go beyond
a basic suggestion about classifier suitability, and through the use of a robust statistical test, we
examine whether one or a series of methods may be preferable for the sentiment classification
of patient feedback. This requires a test that is able to simultaneously compare a number of
variables to make a claim regarding the significance of the examined methods, which will be
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discussed in the following section.
In taking inspiration from the work of Greaves et al. (2013), we can also compare our results
to those that were previously achieved in their work. While both of our investigations share the
same domain, as the data used in their paper was not available, our datasets differ slightly in
both size and review type. A distinction is not drawn between review types by Greaves et al.
(2013), and the data used is able to examine other assets of patient feedback that we did not
have access to, such as cleanliness ratings and overall comment ratings. These differences are
inherent due to the time period from which the data resides: our dataset is from 2012 to 2014,
while their dataset is from the years of 2008 to 2011. The datset used in their experiments is also
significantly larger than our dataset, using 20,214 comments for training and testing classifiers,
in comparison to the 3,000 used in our experiments. The best-performing classifier from their
work, that we shall use as a baseline for comparison, was the multinomial Naı¨ve Bayes model,
achieving an accuracy of 88.6% and F1 of 0.89. This result was achieved using only one round
of cross-validation. To ensure the integrity of our results, we perform 10-fold cross validation
for our given classification experiments.
4.4.2 Friedman Test
The Friedman test will be used to examine the significance of the results (Friedman, 1937). Sim-
ilar to the analysis of variance method for comparing multiple test results (Fisher, 1932), the
Friedman test is a non-parametric method that can be used to determine any significant differ-
ences between multiple datasets used to classify sentiment with multiple classifiers. Its default
mode is to check for equivalence between outcomes, but beyond a critical value, it indicates
whether significant differences in classification have occurred. Given k related samples, either
review type, classification model or feature choice, these are ranked over N repetitions of the
experiment, varying different review types of classification models to yield the rank rji , where
rji for example is the rank of the jth of k classification models on the ith of the N datasets. The
null hypothesis assumes the related samples to be equivalent, and so the average ranks over the
repetitions should be equal. The Friedman statistic T , equivalent to  2 with k   1 degrees of
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freedom is defined as follows:
T =
12
Nk(k + 1)
kX
j=1
 
NX
i=1
rji
!2
  3N(k + 1) (4.6)
Iman & Davenport (1980) argue that this statistic is too conservative, and propose a more
liberal test for significance:
F =
(N   1)T
N(k   1)T (4.7)
which can then be compared with usual tables for the F-distribution at (k   1) and (k  
1)(N 1) degrees of freedom. We use this more liberal version that can be compared with the F-
distribution to calculate significance. If significant differences are found, a posthoc method can
be applied to determine which datasets yielded significantly different classifications outcomes.
By implementing the improved Friedman test (Iman & Davenport, 1980), we are able to use the
Nemenyi test to compare the datasets for any significant differences in performance.
4.4.3 Nemenyi Test
The Friedman test is unable to determine exactly which variables significantly differ, so a
posthoc test enables the discovery of the significantly different variables. The Nemenyi test
(Nemenyi, 1963) is used for this purpose. A significant difference is assumed if the representa-
tive average ranks differ by at least the critical difference, calculated as follows:
CD = q↵
r
k(k + 1)
6N
(4.8)
where q↵ is the critical value to a confidence level ↵ of 0.05, based upon the studentized
range statistic divided by
p
2 (Demsˇar, 2006).
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4.4.4 Critical difference diagram
The results from each experiment are tabulated and presented in Appendix B, and summarised
in this section through the use of a number of critical difference diagrams. This technique,
introduced by Demsˇar (2006) enables the results of the comparison of multiple variables to be
shown in an intuitive and compact way and is suited to the demonstration of the performance of
one variable in comparison to a set of other variables. This work has been used in the sentiment
classification literature where a number of experiment variables, such as classifiers, are required
to be compared with one another (Smailovic´ et al., 2014). In this visualisation, the axis plots the
average ranks of the variables being studied, which in our case are the review types, classifiers
and features. The axis has been reversed, so the worst rank is one the left of the axis and the
best on the right. This diagram joins variables together through the use of a bold horizontal line
in order to highlight that there are no significant performance differences between the given
variables. Above the axis, the length of the horizontal line represents the critical difference that
is used to compare classification performance. Any value that falls outside the critical differ-
ence range when classifiers are compared can be assumed to perform significantly differently
from the other classifiers. The diagram caption will give the critical difference value (CD) at a
confidence level of ↵ = 0.05.
To calculate the Friedman and Nemenyi statistics, and to generate the critical difference
diagrams, the Orange toolkit (Demsˇar et al., 2013) is used. All statistics from which the critical
difference diagrams are generated, and also from which the baseline results are reported, are
given in Appendix B.
4.4.5 Baseline comparison
Before we investigate whether any of the classification models examined in this thesis perform
significantly better than another through the use of the Friedman and Nemenyi tests, we will
first compare the classification performance to the established baselines. We have selected two
baselines for the experiments in this chapter.
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The first is the baseline for each classifier with a unigram feature representation and a
boolean feature weighting. This is the most basic supervised machine learning setup for senti-
ment classification (Pang et al., 2002), and hence serves as a suitable baseline for comparison
in each of the experiments.
In Table 4.4, classifier accuracy results are given in respect of each classifier’s baseline con-
figuration. Results show that given changes to the representation of a document’s feature vector,
classification accuracy results are able to surpass that of the baseline for all classifiers over all
review types. Notable improvements over each classifier’s baseline can be seen in particular for
type 2 reviews, where the NB classifier accuracy improves by 6.312%, from a baseline accu-
racy of 69.547% to 75.859%when normalising the feature weights be the document length. The
best accuracy result is reported for type 2 reviews using the MNB classifier, with an increase
of 1.348% from 82.722% to 84.070%. Examining the features that gave rise to the maximum
classification accuracies, six came through normalisation of the term-weights by the document
length, and eleven came through the use of lowercasing the unigrams in combination with a
stemming procedure.
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The second baseline is a comparison to the state-of-the-art work on sentiment classification
of patient feedback by Greaves et al. (2013). The best-performing classifier from their work was
the multinomial Naı¨ve Bayes model using lower-cased unigram features. They did not discuss
what term weighting scheme was used. In their work, relative to our evaluation metrics, only the
accuracy and F1 results are reported for their experiments, as 88.6% and 0.89 respectively (pre-
cision of figures given as reported). Table 4.5 shows how this compares to the best-performing
configuration of each classifier examined in this chapter.
Table 4.5: Comparison of each classifier to the best-performing classifier of Greaves et al.
(2013)
Classifier Type Configuration Accuracy (%) F1
MNB (Greaves et al., 2013) N/A lower 88.6 0.89
NB 1 lower 82.336 0.834
MNB 1- 2 lower-stem 84.436 0.853
SVM 1 normalised 80.655 0.823
RF 1 lower-stem 82.064 0.828
LR 1 lower-stem 80.473 0.815
In comparison to the work of Greaves et al. (2013), no classification configuration examined
in this chapter surpasses the results that they achieved. Despite similar model configurations,
the only notable difference between the experiments discussed in this chapter and theirs is the
amount of data used for the experiments. They used a dataset of 20, 214 comments for their
experiments. In comparison, our dataset only spanned to 1,500 comments per type. From this,
we can conclude that if we had access to more annotated data for experimentation, then perhaps
results could have matched or surpassed those achieved in their work.
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Figure 4.1: RQ1 review type rank accuracy performance comparison (CD = 1.482)
Figure 4.2: RQ1 review type rank Kappa performance comparison (CD = 1.482)
Figure 4.3: RQ1 review type rank F1 performance comparison (CD = 1.482)
4.4.6 Review type
The first research question investigated the extent to which the type of review affects the per-
formance of supervised machine learning classifiers trained for the task of sentiment classifi-
cation in the clinical domain. Overall, the mean classification accuracy for the review types
was 78.575%. By individual review type, the mean accuracies were as follows: AccT1 =
80.229%, AccT2 = 77.710% and AccT3 = 77.788%. Despite the mean accuracy of T1 being
1.653% higher than the overall mean accuracy, the average ranks shown in Figure 4.1 show that
the data type with the highest average rank was T3. Calculating significance using the corrected
Friedman test showed that there was not a significant difference between the classification accu-
racies (F2,8 = 0.166, ns). The overall mean Kappa value was 0.571, and by type, the means were
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T1 = 0.604,T2=0.554 and T3 = 0.558. The NB classifier produced a difference of 0.277 be-
tween T1 and T3. Again, calculating significance using the corrected Friedman test showed that
there was not a significant different between Kappa values (F2,8 = 0.166, ns). Finally observing
the F1 scores, the overall mean F1 was 0.793. Individually F1T1 = 0.817, F1T2 = 0.783 and
F1T3 = 0.779. The highest average ranking review type was T1, but there was no significant
difference between F1 scores for different review types (F2,8 = 0.166, ns).
Results demonstrated that no review type is more suited or preferable for the classification
of sentiment in text than another when a boolean document representation is used, so the null
hypothesis cannot be rejected given the data. We can conclude from this that given a choice of
review types, there is not a preferable type to use for sentiment classification, and other factors
may be more influential to the outcome of sentiment analysis than review type alone.
4.4.7 Classifier choice
Figure 4.4: RQ2 classifier rank accuracy performance comparison (CD = 3.522)
Figure 4.5: RQ2 classifier type rank Kappa performance comparison (CD = 3.522)
The second research question examined the extent to which the classifier choice affected
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Figure 4.6: RQ2 classifier type rank F1 performance comparison (CD = 3.522)
the performance of supervised machine learning classifiers trained for the task of sentiment
classification in the clinical domain. The overall classification performance means were Acc =
78.576%,  = 0.571 and F1 = 0.793. The best classification accuracy was achieved with the
MNB classifier on the Type 2 reviews (AccT2 = 82.722%), and the worst was achieved with
the NB classification model (AccT3 = 67.370%). These results were mimicked by the Kappa
and F1 statistics. The corrected Friedman test showed that there was not a significant difference
between the classifier outcomes across all data types (F4,8 = 5.499, p < 0.05). The MNB and
RF classification algorithms consistently rank higher than the other methods, but do not perform
significantly better than any others for the given data sets. We can therefore conclude that for
the examined classifiers, the choice of algorithm will not significantly affect the outcome of
sentiment classification, although there is a tendency for the MNB and RF outperform the other
classifiers.
4.4.8 Choice of feature representation
The third research question examines the performance of the features and weightings individ-
ually over the three review types, and results from the classification of the documents using
different features for each of the three review types is reported. The overall mean accuracy
across data types is 78.533%, overall mean Kappa is 0.571, and overall mean F1 is 0.791.
T1 produced the greatest mean accuracy (AccT1 = 79.224%) and within this, the lowercase
boolean feature produced the greatest mean accuracy (Acclower = 80.882%). TF-IDF is the
best feature weight for T2 reviews (Acctfidf = 78.568%) and for T3 was normalised score
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term-weighting (Accnormalise = 78.813%). When observing the Kappa statistic, the lowercase
feature is the highest ranked for T1 (lower = 0.618), for T2 the lower-stem is the best feature
(lower stem = 0.572), and for T3 the normalised boolean weight feature is the best-performing
feature (normalise = 0.596). The F1 follows a similar trend, with the lowercase features per-
forming the best for T1 (F1lower = 0.822), TF-IDF for T2 (F1tfidf = 0.796) and normalised
feature weighting for T3 (F1normalise = 0.802).
We are only able to reject the null hypothesis when observing the F1 measure for the T1
reviews (F8,32 = 2.380, p < 0.05). In this case, the lowercase boolean feature is highlighted
as performing significantly better than a lower-case with stop words removed feature vector.
However, no other significant differences can be determined. With the remainder of the ex-
periments that explore the effect of feature selection upon the classification of sentiment in
the clinical domain, average ranks are consistent for some features as previously shown. This
would suggest that of the tested features, one will not significantly improve the performance
of the supervised machine learning models trained for sentiment classification over a standard
binary feature representation in this domain. However, some features such as lowercasing and
normalised weightings may be more useful than others on particular review types.
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Table 4.6: Key for feature abbreviations in the critical difference diagrams for the feature choice
experiments.
Abbreviation Detail
bool Boolean term weighting.
lower
Lower case strings with boolean
weighting.
lower-stem
Lower case word stem strings with
boolean weighting.
lower-stop
Lower case strings with stopwords
removed with boolean weighting.
min5
A minimum term frequency of 5
with boolean weighting.
min10
A minimum term frequency of 10
with boolean weighting.
normalise
Attribute weighting normalised
relative to document length.
tfidf
Term frequency - inverse document
frequency term weighting.
wc Word count term weighting.
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T1
Figure 4.7: RQ3 feature choice rank (T1) accuracy performance comparison (CD = 5.372)
Figure 4.8: RQ3 feature choice rank (T1) Kappa performance comparison (CD = 5.372)
Figure 4.9: RQ3 feature choice rank (T1) F1 performance comparison (CD = 5.372)
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T2
Figure 4.10: RQ3 feature choice rank (T2) accuracy performance comparison (CD = 5.372)
Figure 4.11: RQ3 feature choice rank (T2) Kappa performance comparison (CD = 5.372)
Figure 4.12: RQ3 feature choice rank (T2) F1 performance comparison (CD = 5.372)
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T3
Figure 4.13: RQ3 feature choice rank (T3) accuracy performance comparison (CD = 5.372)
Figure 4.14: RQ3 feature choice rank (T3) Kappa performance comparison (CD = 5.372)
Figure 4.15: RQ3 feature choice rank (T3) F1 performance comparison (CD = 5.372)
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4.4.9 Cross-discourse results
Figure 4.16: RQ4 review type rank accuracy performance comparison (CD = 2.728)
Figure 4.17: RQ4 review type rank Kappa performance comparison (CD = 2.728)
Figure 4.18: RQ4 review type rank F1 performance comparison (CD = 2.728)
The final research question concerns the extent to which training on a document with a
different review type to the review that the model will be tested on affects the outcome of
sentiment classification. We evaluate this hypothesis by comparing the cross-type experiments
with the within type experiments discussed in section 4.4.6. The overall mean accuracy for the
five classifiers over the five types of review experiment is 75.540%, and individually the mean
accuracies of C1 and C2 areAccC1 = 75.490% andAccC2 = 66.485% respectively. The overall
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mean Kappa is 0.510 and F1 is 0.754. The Kappa statistic is especially poor for all classifiers
experimenting on the C2 data, with NB = 0.113.
The data is not sufficient to reject the null hypothesis in this case when observing accuracy
(F4,16 = 3.463, p < 0.05), however when observing the F1 score of the classifiers over the
datasets the model that is trained and tested on Type 1 reviews significantly outperforms the
model that was trained with Type 2 data and tested on Type 1 data (F4,16 = 3.692, p < 0.05) .
No significant differences can be detected amongst the other data types with the data that were
examined. This significant difference would suggest that Type 2 data may not be as well suited
to sentiment classification as originally imagined. However, as Figures 4.16 and 4.17 show, the
Type 3 review structure, the combined Type 1 and Type 2 obtains an average rank slightly above
that of Types 1 and 2, however again the difference is not significant.
4.5 Misclassification Analysis
While the classification performance was adequate, in comparison with other text classification
experiments the results were far from perfect. A large number of experiments were performed in
the previous sections, and to evaluate the misclassifications of all would lead to much confusion.
Therefore, we focus on the misclassifications of an MNB classifier with boolean features on
Type 2 reviews, one of the best-performing experiments.
In total, of the 260 misclassifications that were made, 92 positive reviews were incorrectly
classified as negative, and 168 negatives reviews were classified as positive. The average length
of the negative misclassified files was 42.60 (min = 1, max = 393, SD = 52.352) words, and the
average length of the positive misclassified files was significantly more at an average of 128.75
(min = 5, max = 825, SD = 144.221) words.
Two problems are exposed in the misclassification analysis: the probabilities of terms cal-
culated in the training phase and the effect of spelling errors. Take the following verbatim
comment, whose correct labelling is negative:
“very bad experience Simple communicaton”
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In Table 4.7, the attributes are assigned the following probabilities when training the MNB
classifier:
Table 4.7: Probabilities of a word given the class associated with the input “very bad experience
Simple communicaton”
Attribute Negative Positive
bad 0.001 7.762E-4
experience 0.002 0.003
simple 2.113E-4 1.350E-4
very 0.004 0.008
communication 5.284E-4 1.345E-4
The first error in classification is exposed with the words experience and very. Given the
usage of these terms in the training data, these are given a higher association value with the
positive class than the negative class, resulting in the misclassification of the document.
The second error in the document is the incorrectly spelt word communicaton. Spelling
correction is not applied to the input, but if it were, an appropriate weighting could have tipped
the balance of classification into the correct negative class, and hence helped label the document
appropriately.
An examination of the word good in the Type 2 reviews indicates another potential reason
for misclassification. Nine reviews that contain the word good from the negative reviews were
incorrectly labelled as positive. Good can be assumed to be a positive word, but in the misclas-
sifications, five of the instances of the word are preceded by a linguistic construct that negates
the positive sentiment of good. Such constructs are difficult to encode in supervised machine
learning classifiers. Attempts have been made to incorporate the negating function into the ma-
chine learning process by altering the features to indicate that these were under the influence
of having been negated, for example, by changing prefixing all affected terms with the prefix
NOT- (Pang et al., 2002). However, these features were found to have negligible effects on the
overall outcome of classification, despite the major shift in sentiment that they indicate.
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The problems found in this misclassification analysis are innate to supervised machine learn-
ing and are non-trivial problems to tackle. However, there is the potential that a process that
could consider the classification of a related document may be of use in reconsidering the given
prediction made by a classification model where there may be ambiguity in the overall labelling
of a document, for example, where spelling errors or sentiment shifters were present when in
the review instance that was being classified. We will discuss this in the following chapter.
4.6 Sentiment classification using final sentences
Type 2 reviews are substantially longer than Type 1 reviews. In turn, the reviewer’s sentiment
that translates to the overall document sentiment can get lost in a mixture of linguistic con-
structs, such as negations and contrasting phrases that form the core of a review. However, what
becomes apparent from analysis of the review text is that the final sentence tends to summarise
the reviewer’s overall sentiment. This is a summary of a document and is quite typical of natural
discourse (Goldstein et al., 1999).
Becker & Aharonson (2010) undertake two psycholinguistic experiments to demonstrate
that the most salient part of a review for computing overall document sentiment is the final
sentence. While the distribution of review labellings of participants between whole reviews and
last sentences show similarities, the average latency time for labelling given the final sentence
was found to be significantly shorter than when examining other isolated sentences of a text,
which Becker & Aharonson conclude implies a computational efficiency for review polarity
given the final sentence only. While this indicates psycholinguistic feasibility, this is based on
an underlying human comprehension, which is not necessarily mimicked in a computational
system. However, the computational studies that have examined the use of final sentences
for sentiment classification tend to support this result when considering the role of sentiment in
different domains. For example, Beineke et al. (2003) examine the use of positional information
to generate sentiment summaries. They find that the final 5% of a review enables the generation
of particularly useful summaries due to the richness of sentiment-bearing terms. Similarly, Pang
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& Lee (2004) find that the last sentence of a review is more indicative of document sentiment
than an introductory sentence and therefore is a useful feature that can be used for the polarity
classification of movie reviews using supervised machine learning models. In experiments using
both an NB and SVM classifier, use of the final sentence only in classification as opposed to the
first sentence yielded significant improvements in classification accuracy, from approximately
59% to 66% for the NB, and 56% to 64% when using the SVM. They note that this behaviour
is to be expected when classifying film reviews as authors tend to describe the plot in the first
part of a review and tend to conclude with their clearly stated opinions. We believe that this
could be the general case for reviews, and expand this notion also to patient feedback, whereby
patients describe their treatment in the first part of a type 2 review and conclude with how they
felt the procedures went, clearly notifying the reader whether a good or bad experience was
had. Mukras (2009) find that in two review corpora on actors and motor vehicles, there is a
consistent sentiment richness, a notion based on the frequency of sentiment-bearing terms, in
the latter part of a review. Despite this consistency, in the actor corpus, there is also richness
near the beginning, and the vehicle corpus in the main body. It is unclear of the polarity of
the sentiment richness, and whether there is an overlap or discussion of different aspects that
the reviewer has different opinions towards. Finally, Biyani et al. (2013) examine the use of
last sentence only features in the polarity classification of posts in a cancer survivors network.
They identify unique posts types, which either offer direct or indirect emotional support in
the forums and show that extracting features for classification from the final sentences yields
increases, albeit minimal, in classification precision and recall.
Table 4.8 gives examples of sentences that begin and conclude positive and negative reviews
from the type 2 sub-corpus. The length of each review is variable, with an average of 23.460
words per final sentence and 24.783 per first sentence. These lengths may seem unnaturally
high for a single review sentence, however, the identification of a sentence in a review can be
error-prone due to shortcomings in tokenisers or because of sentences in a given text failing to
be concluded with a full stop. Some documents, for instance, insisted on using semi-colon’s
to end sentences, which would be ignored by a sentence tokeniser, or lack a space between the
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full-stop and the proceeding start of a new sentence which again would be ignored.
Given reviews that have no associated star rating, we question whether classifying only
the final sentence of a review is a better feature type to use as opposed to the document as a
whole. Doing so would result in a compressed document representation that was still represen-
tative of the overall document sentiment while requiring a smaller feature vector. We experi-
ment with the best-performing classifier from the Type 2 reviews, the MNB classifier, with the
best-performing feature representation: the lower cased, boolean feature representation with
a maximum feature vector size of 1,000 terms per class. This experiment set up resulted in
the following when using the full length reviews: accuracy = 84.073%,  = 0.681, precision =
0.884, recall = 0.818 and F1 = 0.842. This will be used as a baseline for this experiment set.
Given the results of Pang & Lee (2004), we hypothesise that classification using final sen-
tences only will be competitive with classification when using a complete document. Based on
the aforementioned work we also hypothesise that final sentence only classification will yield
better results than classification using the first sentence of a review only. As review length is
variable, we do not examine other single sentences from a document review.
The results shown in Table 4.9 for first and final sentence classification are not better than
those achieved when considering a complete document in calculating a feature vector for clas-
sification. However, these are competitive, and highlight that while more detail may lead to
increased classification accuracy, kappa and overall F1, a competitive result can be achieved
from a document of patient feedback a fraction of the size. Considering the average document
length for a type 2 review is 96.122 words, a document length some 76% shorter in length is
able to produce results within 4% accuracy and .05 F1 when the final sentences are used.
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Table 4.8: Sample first and final sentences of type 2 reviews
Sentiment First Sentence Final Sentence
Positive
I took myself into A &
E via taxi one morning
three months ago with
severe stomach pains.
My life was saved.
I waited two weeks to
see a Breast Specialist.
A very clean hospital
displaying a friendly
atmosphere.
Negative
I was initially referred
to the NHNN
Autonomic Unit in
Easter 2010.
I understand that it is a
busy hospital but I
think this is appalling
and an unacceptable
length of time to be left
without any proper
treatment.
I went to A& E after a
visit to the fracture
clinic for a replacement
of a lost thumb splint
which is required for
my broken thumb.
Did not represent the
NHS in a good light
whatsoever.
135
Table 4.9: Results of classification when using the whole review, the first sentence, and the final
sentence only with the MNB classifier.
Whole Review First Sentence Final Sentence
Accuracy (%) 84.073 76.409 80.110
 0.681 0.524 0.597
Precision 0.884 0.765 0.807
Recall 0.818 0.764 0.801
F1 0.842 0.764 0.804
Summary
This chapter evaluated the ability for sentiment classification to be undertaken on a collection
of patient feedback documents with varying review structures. Given the NCSD, we examined
four research questions, each pertaining to an aspect of sentiment classification. Experiments
related to the research questions were developed to determine the structure of review data that
is best suited to sentiment classification, the supervised learning model that is best suited to
the task, the best feature type for the task, and whether cross-type learning was a possibility in
this domain. Our evaluation ranked the variables and highlighted potential trends in the results,
but experiments using the Friedman test and the post-hoc Nemenyi test rarely rejected the null
hypothesis that a particular model, feature or review type produced significantly better results
than any other. We can take this as a positive result, despite no significant model being found.
The choice of model, feature and data structure can be left in the hands of the user, and they may
instead prefer to experiment with the trade-off between model performance and computational
efficiency instead.
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CHAPTER 5
SENTIMENT CLASSIFICATION IN CONTEXT
Introduction
In natural language processing, the context of a text can be used to help clarify its meaning. By
definition, the context of a text immediately precedes or follows it, where in the scope of this
thesis a text is defined as a word or a document. As both sentiment and meaning are interlinked,
determining and suitably understanding the context of a text is an important step in calculating
its sentiment.
In this chapter, we review the role of context in the task of sentiment analysis and how this
has been examined in the literature. We first demonstrate the context-sensitive nature in which
sentiment is conveyed at the document level and how this poses problems for a system that is
developed for the task of sentiment classification. We demonstrate that this task is in fact highly
context dependent and similar to other open problems in natural language processing, such as
word sense disambiguation. Given this relationship, we question whether methods for word
sense disambiguation could be applied to the polarity disambiguation task of document-level
sentiment classification. Knowledge-based and corpus-based approaches are examined, which
leads us to conclude that a hybrid approach that operates at the document level may be suitable
for our purposes.
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5.1 Rules for opinion identification
Put simply, the task of identifying opinions in a text can be approached by formalising a set
of rules. In the computational sentiment analysis literature, such rules have been developed
by Ding et al. (2008) and Liu (2010), which were expanded in further work by Liu (2012).
The proposed sets of rules consider the compositional semantics of lexical items that lead to
a particular sentiment being conveyed and in turn can be used to identify a given sentiment.
These rules operate at a level of abstraction above a base lexical level and require suitable
knowledge of word combinations to operate correctly. These rules are concise, yet cannot
model the intricacies of language that limit the classification of sentiment in text. The rules for
simple sentiment identification are presented in Backus-Naur Form:
hPOSITIVEi |= hPi (5.1)
hPOSITIVEi |= hPOi (5.2)
hPOSITIVEi |= sentiment-shifter hNi | hNi sentiment-shifter (5.3)
hPOSITIVEi |= sentiment-shifter hNEi | hNEi sentiment-shifter (5.4)
hNEGATIVEi |= hNi (5.5)
hNEGATIVEi |= hNEi (5.6)
hNEGATIVEi |= sentiment-shifter hPi | hPi sentiment-shifter (5.7)
hNEGATIVEi |= sentiment-shifter hPOi | hPOi sentiment-shifter (5.8)
The above eight rules form the basis for a sentiment classification system. The productions P
and N denote an atomic positive and an atomic negative expression, whereby, as will be ex-
panded in later rules, the expressions may be a word or phrase. PO and NE are positive and
negative sentiment-bearing expressions that are composed of multiple expressions in combina-
tion. The sentiment shifters stated perform the role of inverting the sentiment expression they
appear alongside. For example, a sentiment shifter in combination with N or NE will result
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in a positive sentiment. Liu (2012) explains that the shift function is an abstract notion that
may appear lexically before or after a sentiment expression, but does not include this in the
rules, so here we have expanded the rules appropriately to incorporate this. Polanyi & Zaenen
(2006) give examples of sentiment shifters for English, whereby negators, such as not, or modal
auxiliaries, such as could or should, flip the scope of the sentiment being expressed.
The positive and negative atomic expressions are defined as follows:
hPi |= positive-sentiment-word-or-phrase (5.9)
hPi |= desirable-fact (5.10)
hPi |= within the-desired-value-range (5.11)
hPi |= produce a-large-quantity-or-more resource (5.12)
hPi |= produce no,-little-or-less waste (5.13)
hPi |= consume no,-little-or-less resource (5.14)
hPi |= consume a-large-quantity-of-or-more waste (5.15)
hNi |= negative-sentiment-word-or-phrase (5.16)
hNi |= undesirable-fact (5.17)
hNi |= deviate-from the-desired-value-range (5.18)
hNi |= produce no,-little-or-less resource (5.19)
hNi |= produce some-or-more waste (5.20)
hNi |= consume a-large-quantity-of-or-more resource (5.21)
hNi |= consume no,-little-or-less waste (5.22)
Rules 6.9 to 6.22 demonstrate the formation of positive and negative atomic expressions. These
can loosely be grouped into the categories of words that: (a) convey sentiment, (b) exhibit
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desirability of fact or a value range, and (c) the business-leaning rules concerning production
and consumption of what is deemed to be a resource or waste. At the core of most sentiment
classification systems are the rules 6.9 and 6.16, which are used to identify the sentiment of
a recognised atomic expression in a text. Despite the general form of the rule, differences
between system performances occur when the knowledge source that contains the sentiment-
bearing words and phrases differ.
Difficulties start to arise when considering how to develop the remainder of the rules given
above as what is a desirable or undesirable objective statement is unintentionally and somewhat
ironically, subjective. For example, the statement: the nurses worked quickly may imply a
positive opinion about the nurses, but also may be interpreted as a negative statement depending
on the quality of care that the surrounding context of the statement implies.
The identification of resources and waste, and actions that consume or produce these re-
quires specific in-domain construction, often from a domain expert. Such rules may be highly
precise, but the payload of constructing such rules may not be consistent with the time required
to create them given their nature.
The rules for combined sentiment expressions and potential sentiment items are defined as
follows:
hPOi |= decreasing hNi | increasing hPi (5.23)
hNEi |= decreasing hPi | increasing hNi (5.24)
hPOi |= no-decreased-quantity-of hNPIi | increased-quantity-of hPPIi (5.25)
hNEi |= no-decreased-quantity-of hPPIi | increased-quantity-of hNPIi (5.26)
hNPIi |= negative-potential-item (5.27)
hPPIi |= positive-potential-item (5.28)
PO and NE are defined as sentimental expressions that are composed of many constituent ex-
pressions that include either an increasing or decreasing atomic sentiment expression (6.23-
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6.24) or an increased or decreased quantity of a potential sentiment-bearing item (6.25-6.28).
An example of an NPI or PPI is a noun, such as “cost” or “waiting time” that alone convey no
sentiment, but given the context of a preceding positive or negative adjective, they enable the
production of a sentimental expression.
5.1.1 Difficulties
It seems reasonable to assume that the application of all of the aforementioned rules in union
should lead to a functional sentiment classification system. However, Liu openly admits a cen-
tral flaw: these rules, in particular, the atomic sentiment expressions, may appear in potentially
innumerable lexical forms and so are difficult to list and therefore recognise. If a computational
system is unable to recognise the lexical form of a rule then the sentiment of a text cannot be
appropriately determined. Given this conclusion, a system with a robust knowledge base with
a full coverage, constructed with the given rules in mind, should enable a sound and functional
computational approach to sentiment analysis to be developed.
However, it is difficult to anticipate the way in which a knowledge source may adequately
handle conflicts in the rule usage. For example, given the utterance ‘more doctors are needed’ a
distinct lack of a resource is implied, and therefore a negative evaluation of the situation should
be attached to the utterance. Given the aforementioned rules, if we were to apply rule (6.23)
PO |= increasinghP i, in combination with rule (6.9) or (6.28) whereby the term doctor is a
member of a subset of positive or potentially positive words, then an overall positive sentiment
would be deduced by this system, which is an incorrect labelling in the case of this example.
This highlights just one of the shortcomings in a rule-based approach to sentiment classifica-
tion whereby category polarity assignments may inadvertently cause problems if not handled
appropriately.
As well as this, figurative uses of language in a text being classified by the given rules
would be problematic. Sarcasm is a problem throughout sentiment analysis that is detrimental
to classification outcomes (Riloff et al., 2013). It is a linguistic phenomenon that relies on the
flaunting of common communicative expectations, so what appears positive on the surface and
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could be identified so by the opinion identification rules is in fact intended as negative, and
what seems to be a negative document is in fact intended to be positive. Liu (2012) finds that
sarcastic utterances are present but relatively infrequent in online reviews, however, in online
debates, it is a much more common feature and requires appropriate handling. In tweet data,
Maynard & Greenwood (2014) find that in a small corpus of sarcastic tweets, 75% of the data
refers to extra-contextual sarcastic elements that require additional knowledge sources to the
tweet alone in order to identify the tweet polarity.
The two problems that we have discussed in this section: the flexible sentiment categories in
text and the handling of figurative language, are currently difficulties that are purely computa-
tional. We are able to handle these occurrences with little difficulty, yet find that incorporating
our cognitive processes into a system to handle such phenomena is relatively complex. The key
to unlocking the relative sentiment under these conditions would appear to be understanding the
context with which an utterance containing either or both of these elements is given. Therefore
when attempting to handle both of these problems computationally, we should consider how
contextual features can be used to help automatically determine the sentiment of a document.
5.2 Polarity disambiguation
The task of disambiguation in natural language processing, in particular, word-sense disam-
biguation (WSD) is a major, unsolved challenge. It affects the outcome of tasks, such as pars-
ing, information retrieval and relative to this thesis, sentiment classification. These tasks are all
related to the problem of word sense disambiguation as a meaning or sense of a word can often
differ given its usage within different contexts.
Included in the sense of a word, among other aspects of meaning, is the prior polarity that
is associated with a given word. As discussed previously, the polarity of words in a review
document contribute to the overall polarity of the review, but occasionally the compositional
rules required to identify the polarity of an expression do not operate as intended, leading to
misclassified documents as was shown in the previous section. The problem of malfunctioning
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rules can be blamed on the shifting polarity of some words that when used in a particular context
change its overall polarity, which links this task back to that of word-sense disambiguation.
General approaches that have been proposed for the task of word-sense disambiguation can
be grouped into two major approaches: knowledge-based and corpus-based (Montoyo et al.,
2005). Each defines and uses context in a different way.
Knowledge-based approaches to word sense disambiguation use machine-readable dictio-
naries to give context to the words that are to be disambiguated. Methods that make use of
the knowledge-based approach attempt to count the overlap between dictionary definitions and
the context words of the given node word (Lesk, 1986), the construction of word-sense vec-
tors (Wilks, 1990) and the use of semantic relations provided by resources such as WordNet to
disambiguate a given word (Mihalcea & Moldovan, 1999). These methods, while robust, do
make the assumption that the knowledge source has been appropriately annotated and also has
appropriate coverage of the particular domain that it is to be used in.
Corpus-based approaches use machine learning methods to learn the context that a word
appears in within a corpus and train a classifier given this knowledge. As with machine learning
approaches to sentiment classification, this relies on suitably annotated sense-data in order to
develop the models.
The aforementioned methods operate on the word level, as this can be seen as the level at
which meaning is conveyed, so meaning can be determined by examining the individual words
of a document. In combination, however, words produce a document-level meaning. Attempt-
ing to generate a knowledge source for all possible combinations of words and documents that
acts as a document level lexicon is infeasible due to the potential combinations of words given
a grammar of a language. This makes the notion of a document sense somewhat unrealistic.
Despite this, the overall polarity of a document can be determined, as is shown by the rich back
catalogue of work on review classification (Pang & Lee, 2008). Following from this there is
a possibility that context can be used to guide the calculation of the polarity of a document,
and there is the potential that word-sense disambiguation methods may be able to be adapted
to document-level polarity annotation. We explore this further in the following sections of this
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chapter.
5.3 Sentiment in context
In this section, the various approaches to using context in the task of sentiment classification
will be outlined and discussed. Returning to the idea of knowledge sources in sentiment classifi-
cation, a sentiment lexicon is a list of words with a prior positive or negative sentiment labelling.
When using this in a system that matches the words from the lexicon to words in a document,
the sentiment of the words in the document is influenced by the surrounding context, whereby
in a particular context the word may have the opposite sentiment to that listed in the lexicon, or
no sentiment at all (Wilson et al., 2005b).
This has a profound effect on the construction of resources for sentiment classification.
The phenomena of contextual sentiment was first examined by (Hatzivassiloglou & McKeown,
1997) when attempting to computationally determine the semantic orientation of adjectives.
Their work focused on the concept of sentiment consistency in text, whereby given a seed set of
adjectives with known polarity any adjectives conjoined to the seeds in the text by a conjunction
such as and should communicate the same polarity as the seed. This concept was used to ex-
pand a seed set into a knowledge source for sentiment analysis. Kanayama & Nasukawa (2006)
discuss the benefits of sentiment consistency, but note that the context window of only con-
joined terms used in the previous work is limited. Therefore, they examine both intra-sentential
sentiment consistency and inter-sentential sentiment consistency that adjacent sentences offer.
The inter-sentential approach is found to be competitive with the intra-sentential approach for
developing a lexicon of polar terms. Ding et al. (2008) further examine the challenge posed by
words that are both domain and context dependent, and find that attempting to tackle the do-
main specificity of words is insufficient alone for sentiment classification considering intra and
inter-sentential context, as terms such as long and small require contextual information in order
to classify correctly. Inter-sentence information is also used to build probabilistic models that
can classify sentiment (Sadamitsu & Yamamoto, 2008). Lexical cohesion based approaches are
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also used to expand the scope of terms in a graph in order to give additional context to individual
terms (Devitt & Ahmad, 2007).
Building on methods proposed for corpus-based WSD, Akkaya et al. (2009) adapt these
methods to show that disambiguating the word sense of subjective terms is an important ele-
ment of polarity classification. Using a combination of subjective annotated data and an SVM
classifier, subjective word sense disambiguation is shown to be more successful than WSD,
implying the applicability of the machine learning approach to polarity disambiguation.
Pang & Lee (2004) proposed a graph-based approach for polarity classification that operates
on the intra-sentential level. In this approach, they first extracted the subjective sentences from
a review. This was first carried out by training an NB classifier to detect subjective portions of
a document. This proved fruitful for polarity classification, with results improving on using the
whole review text as features for classification. This initial approach assumed that sentences
operate in isolation from one another, despite intuitions indicating otherwise.
To incorporate context and improve the performance of the method, the degree of proximity
between sentences was calculated by implementing the constraint that nearby sentences will
share the subjective or objective properties of its neighbours. Given a threshold T , specifying
the maximum distance any two sentences can be separated by, a distance function f(d) is then
applied that determines the degree of influence a sentence has in respect of potential decreasing
proximity. The distance functions f(d) = 1, e(1 d), and 1/d2 are all experimented with, where
the best accuracy score is taken given the application of each individual function, but no claims
are made as to the optimal function in these experiments. A weighting factor c where c 2 [0, 1]
at intervals of 0.1 is additionally applied in order to control the degree of influence. A higher
value of c makes it unlikely that sentences in close proximity will be classified differently.
In order to incorporate the contextual information of nearby sentences, the sentences of a
review were transformed into a graph-based model. From this, a minimum-cut formulation was
applied to the document graph to split the document into subjective and objective sentences.
Sentences from the document were represented as the graph’s nodes and edge weights between
the nodes denoted a level of association between the sentences. A cut of the graph would parti-
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tion the nodes of the graph into two distinct sets, and these sets would have an associated cost
value based upon the sum of the edge values crossed when partitioning the graph. A minimum
cut for the graph is then defined as that which yields the minimum cost when partitioning the
graph into two distinct sets of nodes. Further details of the method are given in their paper, but
relevant to this thesis is a non-increasing function that was calculated to detect the influence of
a nearby sentence in respect of the potential decreasing proximity. In this function, an associ-
ation score between sentences was calculated where the distance between two sentences was
considered to be proximal if it was less than a threshold T , where T 2 1, 2, 3. This yielded
encouraging results for classifying reviews by polarity, but further improvements were returned
when incorporating contextual information through a minimum-cut method applied in order to
incorporate the contextual information of nearby sentences.
This model was shown to be effective for sentiment classification and was adapted by sev-
eral other works that attempt to tackle the problem (Wilson & Wiebe, 2005). Due to the data
with which these experiments have been undertaken, and their review based instances, these
researchers have naturally only used the minimum-cut formulation between sentences in a doc-
ument to classify a document by an overall stance that is taken. Sentiment, however, does not
stop at the utterance boundary.
5.4 Inter-document context
The context provided by the words and sentences in a document are not the only points of refer-
ence that can be used when computationally determining the sentiment of a text. In the previous
examples, words were observed to give the contexts of other words and likewise, sentences were
used to determine the context of other sentences. However, the sentiment labelling process for
reviews tends to be applied at the document level, whereby the polarity expressed by the doc-
ument is summarised by a positive or negative labelling. The question that is therefore posed
and examined in this section is whether the sentiment of one document can be used as a given
context for another document.
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Often documents that are given as input to sentiment classification systems appear in iso-
lation. This is particularly relative to individual review documents that are used as test beds
for the development of sentiment classification algorithms. By in isolation, we mean that the
documents are written without a clear relationship to another document. For example, an online
review is a standalone document that does not necessarily need to be produced as a part of a
dialogue or discourse. Given this, the meaning should be clear from the content of the docu-
ment on its own. However, a system to determine the polarity of a document may still struggle
if a poor knowledge source that has not encountered certain lexical items in training, or where
contextual word and sentence features within the document are insufficient to determine the
overall review sentiment or are possibly misleading.
Taking online reviews as standalone documents may have been a sound assumption to make
for earlier works in the field of sentiment classification, such as those by Pang & Lee (2004);
however, the way in which online reviews are now submitted and interacted with has evolved.
Now, given an online review, a chain of comments may follow the original review. These
responses are indicative to the reviewer that their review has been acknowledged, and that others
agree or disagree with their opinion. For example, the following exchange of comments may
occur on an online review site for a GP’s surgery between the reviewer A and the respondee B:
A: Considering the long queues of people, thank you for the time you gave me.
B: Thank you for your comment. It is always nice to get good feedback and we do try our
best to offer the best possible service we can.
A supervised machine-learning classifier may struggle when attempting to assign a senti-
ment category label to the patient A’s review, as the review presents contrasting sentiments.
Here, the queue in the utterance is described as ‘long’, which in this context has negative con-
notations due to the long wait that is implied. Following this phrase, the expressed sentiment
shifts, with the patient now giving thanks for the service provided to her. The main sentiment
of the text is defined by the latter segment of the utterance in this example. Computational ap-
proaches have been proposed to address the nature of contextual valence shifters, but these are
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typically rule-based, and therefore non-trivial to augment. Unless prior data is suitably anno-
tated, and an example features in the training data, which in a unique case such as this may be
unlikely, a supervised machine-learning approach to this may not adequately capture the shift
in sentiment.
While some machine learning approaches may struggle to accurately classify the patient’s
review when it is treated as an isolated document, the response clearly indicates the polarity
of the review. An inter-document context is presented here whereby through the presence of
the response, a sentiment can be inferred about the original review. We can liken this effect
to a sentence level phenomenon described by Somasundaran (2010): “If two sentences are
close to each other in time, it is likely that they belong to the same discourse context, thereby
increasing the likelihood that the opinions in them are related”. No assumptions are made as
to the interlocutors involved in the discourse, only that there is a likelihood of overlap in the
discourse context of their utterances. While this operates at the sentence level, we believe that
this assumption can also be expanded to the document level, under the presence of particular
relationships and constraints.
5.4.1 Constraints
As shown in section 6.1, high-level rules for opinion identification provide a strong theoretical
basis for opinion identification in text but can be inaccurate in practice due to the lack of a
context. Due to this, both Asher et al. (2008) and Somasundaran (2010) have developed an
unintentionally complimentary linguistic schema that considers rules for identifying opinion in
text given a set of discourse constraints.
Somasundaran defines relations between the targets of opinions and the relationship between
opinion bearing utterances. Opinions are related through identification of opinion frames, com-
promising of three item tuples: these contain the polarities of the two utterances and the target
of opinion that connects them. An interlocutor may present a reinforcing opinion or a non-
reinforcing opinion in what they say of write, each of which contributes to the resulting polarity
of the utterance. In the proposed framework, rules for calculating an overall stance given the
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presence of two polarity bearing expressions and a relationship between the opinions can be
either reinforcing or non-reinforcing:
1. Reinforcing discourse-level opinion relations:
(a) < +,+, same >
(b) <  , , same >
(c) < +, , alt >
(d) <  ,+, alt >
2. Non-reinforcing discourse-level opinion relations:
(a) < +, , same >
(b) <  ,+, same >
(c) < +,+, alt >
(d) <  , , alt >
These rules capture the expression of opinion at the discourse level. A same target relation
indicates that the targets of opinion are related, while alternative is indicative of the fact that
the opinions relate to different entities in the discourse. Combinations of these rules lead to
an overall stance being revealed. The stance is clear for rules 1(a) and 1(b), however in the
reinforcing relations of 1(c) and 1(d), it is unclear of the overall sentiment that will be assigned
in light of the different focus in topic. Similarly, for the non-reinforcing relations, rules 2(a) and
2(b) appear to be weighing up the pros and cons of an opinion target, while 2(c) and 2(d) seem
to indicate that positive or negative aspects of different opinion targets are being mentioned in
a discourse.
Asher et al. (2008) in a similar vein investigate the effects of rhetorical relations on opin-
ion expression. An opinion can belong to one of the categories of either advise, judgement,
sentiment, or reporting. Each is subdivided into further subcategories of expression.
149
Rhetorical relations between opinions belong to one of five categories: correction, contrast,
support, result and continuation. These relations describe how various opinion expressions are
combined into either a strengthening (support, continuation, result) or weakening (contrast, cor-
rection) relationship for opinion expression. However, the proposed scheme is only applicable
to an utterance from a single speaker or author, and is not developed with generalisation across
instances where there may be more than one author or speaker in communication with each
other.
These approaches lend themselves well to sentiment classification in a discourse, as in turn
taking during a discourse, an interlocutor will either reinforce his own opinions or refute the
opinions of others, which can be modelled given the proposed relations of the two schemes.
Somasundaran’s approach enables the polarity to be tracked over numerous utterances, limited
to a ten sentence window. The work considers multiple discourse participants but does not
attempt to determine a global polarity of the discourse.
Constraining the context of a discourse to only the utterance of a single interlocutor is justi-
fied by the assumption that sentences belonging to the same speaker are more likely to be related
through the notion of an opinion frame than sentences that belong to different interlocutors in a
discourse. However, given the constraint between different discourse participants that they were
involved in discussing the same topic, then it may be justifiable to assume that these constraints
could also be used across the participants for determining the global sentiment.
5.4.2 Relationships
The relationships between groups of documents must be considered in order to determine their
suitability in yielding a context. For example, Agrawal et al. (2003) study the behaviour of indi-
viduals in an online newsgroup forum to examine whether they support or oppose a discussion
topic. They find that a characteristic behaviour of those in the newsgroup is that users more
often reply to a post that they disagree with. Using this heuristic, they apply a partitioning algo-
rithm to a user interaction graph to group those exhibiting similar stances on an issue. In doing
so, they argue that the agreeing or disagreeing link behaviour is more important than the text
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of each post, which contradicts the typical assumptions of work in automated text classification
and sentiment analysis. Results from their experiments showed significant improvements when
only considering the links of a network, as opposed to classifying the stance of a document
using its text as the main feature of classification. They demonstrate that both the NB and SVM
supervised classification models perform poorly. However, this could be attributed to the size
of the dataset used to train the classifiers, which only takes documents from approximately fifty
authors, and no details are given about the number of tokens or document lengths. Similar ex-
periments dispute this claim (Murakami & Raymond, 2010) and highlight the relevance of the
text of an utterance in classifying stance on a similar dataset, but their approach uses a rule-
based classification system as opposed to the machine learning models used by Agrawal et al.
(2003).
The general position of users in online debates can be computed by examining the local
information, the remarks between one another, in relation to a central topic. Murakami &
Raymond (2010) use two heuristics to compute a user’s stance in a debate: (1) users either
comment directly about the central topic of the debate, stating whether they support or oppose
the motion and (2) users respond to other users remarks thereby through local agreement or
disagreement with other users they indirectly support or oppose a proposed topic. As agreement
can be voiced in both a direct or indirect manner, this makes computing a user’s stance difficult
when analysing the surface syntactic form of the remarks for sentiment classification.
To compute a user’s stance, Murakami and Raymond (ibid.) consider the content of a remark
alongside a graph of the utterance structures in relation to one another in a debate. The first step
they use to infer support or opposition is to compute the degree of disagreement between any
two users by taking the link structure and text of their adjacent replies and using this to calculate
link weight between nodes, the users, in a network. The second step is to apply a maximum cut
method to the network in order to split the users into two disjoint sets based upon the maximum
sum of the links. This is computed under the assumption that when the disagreement is higher,
link weighting will be higher and two groups of users with opposing positions will naturally
emerge.
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The degree of disagreement is calculated by finding a reaction coefficient. This is defined as
a function of two users r(i, j). Given this, a comment and its reply are assigned a local position
label: agree, disagree, neutral. The reaction coefficient between participants is then defined
as:
r(i, j) = ↵Ndisagree(i, j) +  Nneutral(i, j) +  Nagree(i, j)
where Nopinion(i, j) represents the number of remark pairings with a particular opinion as
the local label between the participants i and j, and ↵,   and   are predefined weights, where
↵ = 1, 0.5     > 0 and 1 <   < 0. To calculate the reaction coefficient between pairs, a rule-
based agreement classifier alongside a machine-translation based sentiment analysis system is
applied. Results of opinion classification showed moderate levels of precision but low recall.
In summary, the work of Murakami & Raymond (2010) shows that the proposed method of
observing the local positions of users as opposed to looking at the global scale and aggregating
user’s opinions is beneficial to overall stance classification where there are multiple participants.
Their results show significant improvements over that of Agrawal et al. (2003).
Despite this, their work is not without potential drawbacks. Despite a reply being directed
at a particular remark, it often contained opinions about the main topic. While not directly
stating this, these could possibly be in disagreement with what the labelling process finds to be
the label. For example, a user may disagree with a previous poster due to the irrelevance of a
remark, yet still, support the overall position.
However, what this paper reinforces is that when a user is faced with a series of comments
on a website, they will typically respond to the comment that is most relevant to them. Here
the content of the original comment is important in determining the overall sentiment of the
response. Based upon the relationship information, can the focus of the problem be reversed
and can the response be used to identify the sentiment of the original comment? In the work on
forums and newsgroup interaction, without knowing the context of the reply, this would appear
to be difficult. However, in certain situations, the response is limited in such a way that it can
contain vital context that indicates the overall sentiment of users’ interactions.
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5.4.3 User Interactions
Using a social network as a basis for experimentation, Leskovec et al. (2010) examine the posi-
tive and negative connections that form between users. Here, the theories of balance and status
are applied to users in a social network. Balance theory, formulated originally by Heider (1946),
explores the notions of signed edges in triangular relationships between three individuals. The
signed edges of a triangle represent either a positive or negative relationship between individ-
uals. In combination in a triangle with three positively signed edges, this represents the notion
that a friend of my friend is also my friend, and if there are two negatively signed edges, and
one positive, a friend of my enemy is also my enemy.
Status theory, introduced by Leskovec et al. (2010), is based on the observation that a signed
link fromA toB could imply a status hierarchy betweenA andB. If there is a positively signed
link from A to B then this could mean that A thinks that B has a higher status than they do.
Conversely, a negative link from A to B could mean that A believes that B has a lower status
than they do. These views are not limited by level and can be propagated through a directed
graph.
These two theories, however, produce contradictory links when there is a positive link be-
tween A and B and B and C and one is trying to predict the polarity of the sign between A
and C. Balance theory dictates that there should be a positive link, whereas status theory would
create a negative link.
5.4.4 Reciprocation
Given the user interactions, Leskovec et al. (2010) examine directed links between two users,
based on the presence of a dialogue between the two; referred to in their work as a reciprocal
link. The dialogue may have conveyed the same sentiment from both participants, or differing
sentiments from each participant in the dialogue. They find that balance theory can be widely
observed when there are examples of link reciprocation. However, approximately 4% of the
edges studied reciprocate an existing link. Table 5.1 outlines edge reciprocation statistics from
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Epinions Count Probability
P (+|+) 38,415 0.969
P ( |+) 1,204 0.031
P (+| ) 1,192 0.692
P ( | ) 560 0.308
Wikipedia Count Probability
P (+|+) 2,509 0.945
P ( |+) 145 0.055
P (+| ) 193 0.706
P ( | ) 80 0.294
Table 5.1: Table from Leskovec et al. (2010) detailing edge reciprocation statistics. The proba-
bility P (X|Y ) gives the probability of edge X reciprocating edge Y .
Epinions and Wikipedia.
In Table 5.1, the probability of a positive edge being reciprocated is found to be at least
0.945. The probability of a negative edge being reciprocated is somewhat lower, 0.294 for the
Wikipedia network and 0.308 for Epinions. The interesting finding is that given a negatively
signed initial edge, the responding edge has a relatively high probability of being positive. For
Epinions, this is 0.692 and 0.706 for Wikipedia, which is shown to be indicative of the status
theory coming to fruition.
This work introduces the concept of polarity flowing through a network in a concise formal-
ism, but it does not consider how user utterances may be used in expressing a particular signed
opinion about another user.
West et al. (2014) extend the ideas of Leskovec et al. (2010) by developing a model that pre-
dicts an individual’s opinion of another from the signed social network that they are embedded
in by considering user utterances alongside network structure. Using the same theories from so-
cial psychology of social balance and social status, triangular networks in a graph are identified
that are used to predict the polarity of opinion of one user in respect of another. The Wikipedia
administrator request data is used for experimentation, alongside a corpus of Congressional de-
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bates (Thomas et al., 2006). The sentiment signal is strong within the Wikipedia dataset but is
difficult to interpret in the Congressional data due to noise and a lack of directionality. If there
were some way to introduce a specific directionality to the problem and to reduce the noise,
then this would enable a more accurate computation of the expressed sentiment in the data.
Miller et al. (2011) investigates the phenomenon of sentiment flow in blog posts, and posits
the question: “does the sentiment of one post influence the sentiment of its immediate neigh-
bours?”
In their method, the sentiment score for each post is calculated by observing the relevant
scores from two sentiment lexicons: SentiWordNet (Baccianella et al., 2010) and the General
Inquirer lexicon (Stone, 1966). By labelling the posts, they are able to examine how sentiment
cascades through linked posts in a network. When a parent node is objective, the child node
exhibits objective qualities, and similarly, when a parent node is subjective, the child is also. As
more posts are added to a post thread and the depth increases, findings show that a sentiment
tends to become more ingrained and polarised, which supports the notion that sentiments are
reinforced from one post author to another.
An alternative analysis of sentiment flow is taken by Nalisnick & Baird (2013), who analyse
the sentiment dynamics of dialogue in Shakespeare’s Hamlet. For each character participating
in an act, the sentiment of the character’s dialogue is calculated and assumed to be directed at
the character immediately following the current speaker. This assumption has limitations, as the
topic of sentiment may not necessarily follow from speaker to speaker in a dialogue. However,
classification results based on this assumption are encouraging.
Somasundaran et al. (2007) develop a system to perform sentiment classification of the
dialogue recorded in a corpus of meeting data. The opinion classification of each turn in the
corpus is not solely dependent upon the local features, the text of an utterance, but also on the
class labels of related opinions and whether the links are reinforcing or non-reinforcing. Local
information is considered in the scope of global links between utterances when classifying the
sentiment. In this framework, information flows between sentiment-bearing text spans. By
applying a process of iterative classification, the polarity of previously unknown or ambiguous
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sentiment-bearing utterances may be labelled using the contextual knowledge of target links.
For this to work, a manual annotation process for not only opinions but also the linking of
the targets of opinions and the opinion frames. There are clear benefits of taking into account
the contextual, neighbourhood information when classifying sentiment. This was based on a
graph-based collective classification framework Bilgic et al. (2007).
Mukherjee & Liu (2013) also examine the role of agreement and the reciprocation of senti-
ment between users in an online forum and responses to online reviews. Through the develop-
ment of a clustering and ranking technique, relevant multi-word expressions are discovered that
generate a lexicon of agreement and disagreement terms, AD-sentiment expressions. In combi-
nation with an SVM classifier and a range of feature selection techniques to determine the over-
all interaction between a pair of users as either agreeing or disagreeing. The AD-expressions
are found to be the most useful features for classifying an interaction as agreeing or disagreeing,
as would be expected in such a task. They yield statistically significant improvements over a
baseline that doesn’t incorporate the proposed features.
Pair interactions of at least twenty turns are used as the data source for expression extraction
in the hope that a rich dataset of AD-sentiment-expressions would be developed. While valid,
this seems arbitrary, and discounts shorter interactions that may be just as rich in content. This
is also dismissive of more concise dialogues between users, that come to an agreement resolu-
tion in a more efficient manner, which could even occur in the smallest possible dialogue, the
minimal two turn utterance structure.
In classifying a pair interaction as either agreeing or disagreeing, Mukherjee and Liu (ibid.)
concatenate the interactions between authors into a single document and then classify the in-
teractions as a single document. This seems rational, but agreeing and disagreeing, despite the
argument put forward that they are extensions of sentiment, in this case, are sentiment inde-
pendent. One can agree or disagree with someone either willingly or begrudgingly. By will-
ingly agreeing, a positive sentiment will be exchanged between the two authors, while agree-
ing begrudgingly, despite an underlying agreement on a particular topic, a negative sentiment
will be conveyed overall. Due to this, the observation of Mukherjee and Liu (ibid.) that AD-
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expressions are an extension of the traditional sentiment classification framework cannot hold,
but are weakly correlated linguistic constructions.
The issue of sentiment classification is carefully circumnavigated in this instance. The prob-
lem with the sentiment transaction in a dialogue is that it is notoriously implicit at times. How-
ever, while much research in sentiment analysis has been undertaken to tackle the ambiguities
that sentiment conveyance in natural language poses, few have looked to contextual features of
multiple, related documents.
5.5 Responses as Context for Reviews
The literature reviewed so far has highlighted the use of context at the document level. In this
section, we will examine further sources of context for sentiment classification.
Mukherjee (2014) introduces the notion of different types of review response or comment
expressions (C-Expressions) on social networking sites, that he categorises as follows:
1. Thumbs-up - conveying a positive sentiment towards the given review.
2. Thumbs-down - conveying a negative sentiment towards the given review.
3. Question
4. Answer Acknowledgement
5. Agreement
6. Disagreement
Out of the six categories of C-Expression, four intuitively exhibit sentiment-bearing qual-
ities: thumbs-up, thumbs-down, agreement and disagreement. The categories question and
answer acknowledgement are not restricted to conveying only a single polarity. Questions tend
to be posed in order to gain a clarification, and answer acknowledgement tends to be associated
with the positive thanking act. The C-Expressions that are examined are used to generate a
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term lexicon, words of which are consequently used as features for comment response classi-
fication of a randomly selected 2000 document set using an SVM classifier. C-Expressions in
combination with maximum entropy priors are shown to yield the best classification results.
During the process of manual sentiment annotation in this study, C-Expression labels were
found to be overlapping in some instances. For example: the sentiment of a Thumbs-Down
and Disagreement C-Expression overlapped, and the Thumbs-Up and Acknowledgement and
Question did so too. No reported overlap of thumbs up with agreement is cited, which correlates
with the findings of Agrawal et al. (2003) that responders mainly reply to commenters that they
disagree with.
Mukherjee views these categories as independent to the problem of sentiment classification
and so does not attempt to use the labellings of a C-Expression to improve sentiment classifi-
cation of the original review, although he notes that they are good indicators of the quality of a
review. Mukherjee focuses on product reviews as part of his study, and so these categories are
limited by the domain. However, service reviews, such as patient feedback, offer one more type
of C-Expression that augments the set: the professional response that we discussed in previous
chapters.
5.5.1 Responses to Patient Feedback
Given the work of Mukherjee, it becomes apparent that related documents can provide a context
for computational approaches to sentiment classification. The NHS Choices website is neither
a forum nor a social network; however, it does have an interactive element to it. When posting
a review to the site, the reviewer is able to receive a response, visible on the website, which
responds to the content of the original review. In the corpus analysis in Chapter 4, we gave an
analysis of the distribution of terms in the responses, to which key terms emerged following
a keyness analysis. It was apparent that the responses were revealing of a sentiment that was
related to the content of the review. Therefore, comment responses on the surface appear to be
viable sources of sentiment context with which to classify patient reviews.
Perspective is key to the use of the response in the classification of review sentiment. The
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review is written from the perspective of the reviewer, and the response is written from the
perspective of the responder. In constructing a relevant response, the author of the response
attempts to understand the review from the perspective of the reviewer. Therefore, the response
must be constructed in such a way so as to acknowledge the sentiment that the reviewer conveys
in their feedback. If this holds to be true, a sentiment analysis system can only benefit from the
perspective offered by such a response.
The challenge is then to incorporate these responses into the classification process. One
way would be to only classify the response, and then base the classification of the review on the
labelling of the response, thereby ignoring the content of the document as carried out in previous
work (Agrawal et al., 2003). This method has been shown to be naive (Murakami & Raymond,
2010) however, and incorporating the textual features of both the review and the response into
the classification process may be preferable. Unlike other work, we are not considering a social
network or multiple postings in a forum, but only a single, professional response to a review.
Therefore, graph-based division methods would not be applicable in this instance. A better
scheme would be to classify the texts individually and compare the labellings to determine if
the review label requires changing.
The responses submitted to the review by the healthcare providers can be regarded as profes-
sional responses, which may feature bias in favour of the health service provider, and therefore
not act as reliable indicators of review sentiment. For example, playing down the severity of
a complaint or potentially not responding to it at all in the reply. In these cases, the context
offered by the response may be minimal. These should not be used as contextual documents in
classification, and the relabelling process should be sensitive to this where possible.
If we were to take a probabilistic approach, so only taking the response polarity into account
when the review labelling had a low confidence associated with it, then do we could use the
response label as the review label. In such an instance, only if the confidence is low would
the outcome be recalibrated. The review labelling confidence would be low if the words in the
document had not been seen before, or a document of mixed sentiment had been given as input.
So the contextual labelling in such a case would provide a stabilising factor.
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Similarly, labels may only be commuted if the response confidence is above a given thresh-
old and the review classification labelling below a given threshold. There is a requirement that
the classifier is confident in the labelling of the response for it to be of any use. Chapter 6 will
discuss the process of recalibration using the review and response labellings in further detail.
Summary
This chapter has discussed the consequences of context on sentiment classification. Rules for
opinion identification were shown to be insufficient where the prior polarity of a sentiment
expression changed under a given context. This is likened to the challenge of word-sense dis-
ambiguation, and the applicability of these to disambiguating word or sentence sentiment is
examined. As sentiment classification operates on the document level, we pose the question
of whether these methods can be expanded to the disambiguation of document-level sentiment
labelling. Previous work on modelling constraints and relationships for sentiment classification
are examined, and important works highlighted. In the setting of classifying patient feedback,
we find that using the response to a document may prove to be a useful feature in the review’s
classification. In the next chapter, we examine this intuition further.
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CHAPTER 6
SENTIMENT CLASSIFICATION VIA A
RESPONSE RECALIBRATION FRAMEWORK
Introduction
A probabilistic classification model outputs the likelihood of a document belonging to a given
class. In the binary sentiment classification task, a likelihood greater than 0.5 for a category
will assign this polarity as the document-level classification. However, a likelihood of 0.51 is
potentially no more useful than a non-biased coin-toss in assigning a polarity to a document
and may, therefore, lead to errors in classification. A class confidence greater than 0.5, but
substantially lower than 1.0 could occur in the instance that document features convey implicit
or ambiguous sentiment. Therefore, a method to recalibrate the classifier outcome would be
advantageous if it were to correctly classify the sentiment of a document.
In this chapter, we examine approaches to the recalibration of probabilistic classification
models in the presence of context-bearing documents. Three recalibration protocols are pro-
posed and a framework is developed to investigate the application of these conventions on the
NCSD. Experimental results reveal significant improvements in classification accuracy over
baseline classification methods.
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6.1 Motivation
Probabilistic classification models are among the standard supervised machine learning ap-
proaches that have been applied to the task of sentiment classification of text (Pang et al., 2002).
Given an unlabelled document, a trained probabilistic model is able to determine an appropriate
labelling in relation to a given confidence for the proposed labelling. In the two-class sentiment
classification problem, a labelling confidence that is greater than 0.5 will lead to a particular
sentiment being attached to the input document. However, it is questionable whether a clas-
sifier confidence output of 0.51, for example, is sufficiently suitable for the application of any
given label. Such a low confidence poses a problem for sentiment classification that could lead
to documents being labelled incorrectly to the detriment of a sentiment analysis system. Even
some of the higher likelihoods that are still less than 1.0 are indicative of doubt in labelling
A low classifier confidence in sentiment analysis may be produced due to inherent linguis-
tic difficulties that plague systems developed for natural language processing. For example,
documents where a sentiment is conveyed implicitly, ambiguously, or in a sarcastic manner
can cause problems for machine learning approaches to sentiment classification. Methods have
been proposed to deal with such facets of language in sentiment analysis. These tend to focus
on hand-crafted lexicons (Balahur et al., 2011) or intra-document contextual cues (Greene &
Resnik, 2009) to disambiguate the polarity of a document. We propose a method that takes
into consideration related documents in the classification process and duly adjusts classification
output using a sentiment recalibration framework.
Typical data used to test sentiment classification algorithms consists of a set of isolated
documents that convey a sentiment. Amongst others, online reviews are a popular dataset for
sentiment analysis algorithm evaluation (Mukherjee & Liu, 2012). Usually, a sentiment classifi-
cation system will take a document set as input and given an algorithm will classify the polarity
of each text. Many different algorithms have been proposed for this purpose, but the general
evaluation procedure remains the same. The NCSD is related to the online review domain, but
alongside a reviewer’s comment, the NCSD contains a document that relates to the review com-
ment, the management response. These acknowledge and respond to the content of the review,
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and take into account the sentiment of the comment in the wording of the response. This is of
particular use in the medical domain, whereannas Denecke & Deng (2015) note, when people
are discussing issues in the clinical domain, language use tends to be more implicit and conser-
vative in order to avoid a misunderstanding that could lead to rash actions or judgements being
made. A mechanism that could determine the context of what is being said through an external
knowledge source, such as a response, may be useful for this purpose.
Hunston (2011) argues that the concept of evaluation is an “ideology that is shared by writer
and reader” and “takes place within a social and ideological framework.” The reader and writer
may not necessarily agree on a sentiment-bearing proposition, but the reader’s interpretation of
the writer’s opinion is an important notion that underpins sentiment analysis. Inter-annotator
agreement studies (Wilson & Wiebe, 2005; Wilson, 2008a; de Kauter et al., 2015) have been
undertaken in order to demonstrate some semblance of agreement with notions of sentiment and
its conveyance in text; a judgement on what the annotators mutually believe the writer’s true
sentiment was in light of their review. If this annotated data is used as training data, systems
are then developed to spot identifiers of sentiment based on sentiment expressions in text that
annotators have mutually agreed on. In such a system, common knowledge introduced through
annotation is an indicator of a shared value system. This can be taken a step further. Instead
of just allowing a discrete, potentially binary annotation for labelling sentiment-bearing doc-
uments, the annotator could instead be given the ability to give more detail on their thoughts
that motivate their annotation and allow them to give a detailed response to the initial comment.
This response should mimic the rating of the initial comment, but also, be more explicit about
the sentiment of the original comment. Now, this process could go on ad infinitum, with anno-
tators annotating annotations. In this study, we choose to cap the level of annotation to just one
for the present study, but this is something that could be explored further.
Our proposed method takes into account external but relevant documents during the senti-
ment recalibration process. We use these documents to make adjustments to classifier outputs,
in an adjustment and correction phase. To our knowledge, this is the first work in sentiment
classification to attempt the recalibration of a sentiment classifier given relevant documents.
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We attribute this ability to the format and depth of the dataset used in this thesis, the NCSD.
Currently examined approaches to recalibration may typically rely on Platt scaling or bin-
ning methods. Platt scaling trains a logistic regression model on the output of an SVM clas-
sifier, enabling the production of posterior classification probabilities (Platt, 1999). Binning is
another calibration method that is particularly effective for classification (Zadrozny & Elkan,
2001). Such recalibration methods focus on statistical methods of recalibrating classifier output.
However, when dealing with related natural language documents, we can use inferences from
the content of the related text to guide the recalibration process. Therefore, we propose the use
of the response to recalibrate the labelling of the initial comment. This takes a response directed
at a comment and uses the outcome of its classification as a starting point for recalibration. We
discuss in further detail the recalibration protocols in the following sections.
Work on bagging in sentiment classification is somewhat related to our work (Dai et al.,
2011; Nguyen et al., 2013). Bagging trains a number of models on a similar set of training
data. During classification, each model then classifies the given instance, and a voting protocol
labels the instance with the majority label suggested. However, our framework does not train
multiple classifiers, although there is the potential for the framework to be extended to incorpo-
rate this. Instead, a related document is used to guide and recalibrate the outcome of the initial
classification. Our method does not suffer from the issue of low classifier trustworthiness, as we
will demonstrate in the response classification baselines. The need for further methods; such as
stacking (Wolpert, 1992), which is a method that combines multiple classification models and
is applied where low classifier trustworthiness is an issue, can therefore be eliminated.
6.2 Research Question
The following research question will be examined in this chapter:
RQ5: To what extent can a review response be used to improve the classification results of a
collection of patient feedback?
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In the previous chapter, the argument that a response attaches a context to a review was
presented. In Chapter 3, the vocabulary of the responses was shown to be more concise than
that of the reviews. Additionally, in this chapter, high frequency and key terms were found to be
indicative not of the response sentiment, but the sentiment of the review. The constrained nature
of the responses may indicate that in the clinical domain these may be suitable for recalibrating
review labelling given low likelihood labelling.
This question will be answered by developing an experimental framework to test the hy-
pothesis that review responses can be used to recalibrate the outcome of a classifier trained to
categorise a document set of reviews by their sentiment. Results that improve upon a baseline
would indicate that improvements can be yielded. Multiple classifiers will be tested upon the
best performing feature set from Chapter 4.
In order to approach this research question, In this work, four assumptions are made regard-
ing the initial review comment and its relative response:
1. The responder has read the review.
2. The responder responds to both the content and sentiment of the review.
3. The manner that a responder replies to a negative review differs from the way that they
reply to a positive review.
4. The difference in response can be used to identify the sentiment of the review.
By making these assumptions, an experimental framework can be developed to evaluate the
recalibration potential that responses have for the task of sentiment analysis.
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Algorithm 1 Recalibration framework
global variables
mlAlgo, global var1
end global variables
function FRAMEWORK(D)
C,R EXTRACTSUBDOCS(D)
comTrainingData, comTestData SPLIT(C)
respTrainingData, respTestData SPLIT(R)
mlAlgo SELECTMLALGORITHM
comModel  TRAINCLASSIFIER(comTrainingData)
respModel  TRAINCLASSIFIER(respTrainingData)
RECALIBRATE(comModel, comTestData, respModel, respTestData)
6.3 Methodology
To examine the research question, an experimental framework was developed to evaluate the
recalibration protocols. The framework is described at a high level in Algorithm 1, and in this
section, the experimental framework will be detailed further.
The FRAMEWORK first requires a document set D as input. In the case of our experiments,
input is the NCSD. From this, the two main document sets for the experiments are extracted:
the review comments C and their responses R. These are then further split into training sets
consisting of 75% of the input data, comTrainingData and respTrainingData, and the re-
maining documents form the test sets, comTestData and respTestData. Following this, the
machine learning algorithm for that particular iteration of the evaluation is chosen. A global
variablemlAlgo is set by the method SELECTMLALGO to one of the three supervised machine
learning algorithms selected for experimentation: Naive Bayes (NB), Multinomial NB (MNB)
or support vector machine with Platt scaling to produce a probabilistic output (SVM). These
are chosen on the basis of the results of Chapter 4. While classification models exhibited little
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statistical difference in overall performance, examination of the rankings shows that the MNB
method consistently performed highly in previous experiments, and the SVM and NB models
ranked as two of the poorer learning algorithms when classifying patient feedback by the sen-
timent conveyed. The latter two models were chosen in order to determine the potential for
recalibration to improve the performance of these classification models to compete with the top
ranking MNB classifier. Classification models are invoked using the Weka Toolkit (Hall et al.,
2009). The chosen classifier is stored in the global variable as it remains constant throughout
that particular run of the experiment, where it is used in both the TRAINCLASSIFIER method
in the framework, and the CLASSIFY function of the recalibrate methods that will be discussed
later in this section. Two classification models, comModel and respModel are then trained
using the selected classification method and the respective training data. These models, and the
respective test data sets are then passed to the RECALIBRATE method to undergo appropriate
recalibration through the application of the proposed recalibration protocols.
6.3.1 Protocol overview
Incorporated into the classification framework is the RECALIBRATE function. The following
three recalibration protocols are proposed for examination through this method:
1. Probabilistic threshold recalibration: we experiment with the transference of response
labels to their corresponding reviews at varying comment labelling confidence levels as
defined by the experimental framework threshold. We transfer the label if the comment
labelling confidence is at or below the experimental framework threshold.
2. Strong probabilistic threshold recalibration: this follows the above protocol of trans-
ferring the response label to the comment. However, in this version an additional con-
straint is imposed, and the label is transferred from the response to the review only if the
labelling confidence of the classified response is greater than or equal to the confidence
of the labelling of the review.
3. Document similarity recalibration: the label is transferred from the response to the
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review if a level of document similarity is exhibited between the response and review.
Classification confidence levels are not considered when applying this protocol due in
order to study the effects of document similarity independently of the effect of classifier
confidence.
These are detailed further in the following subsections.
6.3.2 Probabilistic threshold recalibration protocols
Algorithm 2 Probabilistic threshold recalibration protocol
function RECALIBRATE(comModel, comTestData, respModel, respTestData)
threshold 0.5
while threshold  1.0 do
for all c, r 2 comTestData, respTestData do
CONF(c) CLASSIFY(comModel, c)
CONF(r) CLASSIFY(respModel, r)
if CONF(c)  threshold then
SENT(c) SENT(r)
EVALUATERECALIBRATION(comTestData)
threshold threshold+ 0.01
Classifier confidence is an important aspect of sentiment analysis. The probability of a label
being assigned to a document with a certain category is just as important as the labelling itself.
A label may be assigned, but a weak confidence could be associated with the labelling decision.
In this scenario, an external but relevant source of information regarding the sentiment of the
document could be used to recalibrate the outcome of the initial classification where review
labelling was not fully confident.
Algorithm 2 formalises this notion of classifier recalibration given the possibility of low
classification confidence. The RECALIBRATE method for the probabilistic threshold recalibra-
tion protocol is therefore developed to investigate whether the response labelling can be used to
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improve the performance of the standard machine learning models applied to the task of sen-
timent classification in the clinical domain. It is not known at what confidence level classifier
recalibration would be effective, hence in this protocol, the method steps through each potential
confidence value, starting at the minimum confidence value of 0.50 for a particular review la-
belling, and iterating through steps of 0.01 to a maximum confidence value of 1.0. For each step,
referred to as threshold in algorithm 2, all test data is classified using the CLASSIFY method by
applying the classification model stored in the global variablemlAlgo of the framework. If it is
found that the confidence of the labelling of the review comment, CONF(c), is less than or equal
to the threshold value, then the sentiment label of the response, SENT(r), is used to replace the
initial sentiment labelling of the comment, SENT(c). The performance of the recalibration is
then evaluated using the EVALUATERECALIBRATION method in the last call of each iteration
of the while loop.
This process changes when implementing the strong probabilistic threshold recalibration
protocol; detailed in Algorithm 3. In this, not only is there a requirement that CONF(c) is less
than or equal to the threshold value of the current iteration, but also that the confidence of the
response labelling, CONF(r) is also greater than or equal to CONF(c).
Both protocols rely on the outcome of the response classification being reliable. The agree-
ment study in Chapter 3 between comment sentiment and response sentiment yields  = 0.761,
a good level of agreement. This agreement is not any higher as a number of positive com-
ments are replied to by responses that appear to acknowledge an aspect of negative sentiment.
However, this begs the question of whether a stronger probability is required to recalibrate the
comment sentiment, hence the formation of the strong probabilistic threshold recalibration pro-
tocol.
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Algorithm 3 Strong probabilistic threshold recalibration protocol
function RECALIBRATE(comModel, comTestData, respModel, respTestData)
threshold 0.5
while threshold  1.0 do
for all c, r 2 comTestData, respTestData do
CONF(c) CLASSIFY(comModel, c)
CONF(r) CLASSIFY(respModel, r)
if CONF(r)   CONF(c) AND CONF(c)  threshold then
SENT(c) SENT(r)
EVALUATERECALIBRATION(comTestData)
threshold threshold+ 0.01
6.3.3 Document similarity recalibration protocol
One of the assumptions made when applying the previous probabilistic thresholding recalibra-
tion protocol is that the response is always relevant to the review that it is replying to. However,
this notion of relevance between review and response is not guaranteed. In the exchange, as
with most natural dialogue, no constraints exist stipulating that the reply must respond to any
of the points introduced in the review. Responses of this nature may just have been given as a
formality, and due to this, the content of the response may not be indicative of the responder
having acknowledged the feedback given in the review. The nature of the lack of relevance in a
responder’s utterance has been discussed in some detail by Grice (1970) and Ginzburg (2010),
and they propose that a lack of relevance may be indicative of an unwillingness to address the
prior utterance.
In the recalibration framework, we examine the use of the response as a recalibrating factor
for the review classification. A generic response such as the one discussed above is not indica-
tive of comment sentiment, and would be of little use as a recalibrating factor. However, figure
6.1 shows a review-response pair, whereby the review sentiment is ambiguous. In this example,
the response clarifies the sentiment of the review in its wording. It makes the sentiment clear
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Review Sentiment:Ambiguous
The nurses really gave it their all.
Response Sentiment:Positive
Thank you for your kind comments about the nurses, we are pleased that you feel
this way. They always give it their all!
Figure 6.1: Example review and response whereby the response is indicative of the review’s
sentiment.
through the phrases kind comments and we are pleased. Importantly, there is a lexical overlap
between the review and the response on the phrases the nurses and it their all that indicates the
potential for a shared sentiment. Therefore, we investigate the possibility that if the response
shows signs of similarity to the review, then it should be used for recalibrating a classification
choice. A computational concept of relevance between a response and review has not before
been explored so it is unknown what level of similarity is required for appropriate recalibration.
The thresholding framework proposed for the previous probabilistic protocol is therefore of use
in investigating this concept.
In search, relevance is characterised as the similarity between a query and the documents
of the search space (Manning et al., 2008). The greater the overlap between the query and the
documents, the higher the likelihood that the documents are topically relevant to the query. This
intuition frames relevance as the ability to compute the lexical similarity between texts. Lex-
ical similarity is often studied from the perspective of an information retrieval (Strzalkowski,
1995), plagiarism detection (Chong & Specia, 2012) or authorship attribution task (Luyckx &
Daelemans, 2008) in natural language processing, and not the perspective of inter-document
correspondence. We make the assumption that if the review and response exhibit traits of lex-
ical similarity, then the response, as it is generated following the submission of the review, is
relevant. If it is relevant, then we can also assume that it is responding to the sentiment of the
review, as this is inherent to the nature of the review response.
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The cosine similarity (Mihalcea et al., 2006) and Greedy String Tiling (GST) (Wise, 1993)
algorithms have been used to compare document similarities for the measurement of text reuse
(Clough et al., 2002) and semantic similarity between documents (Pilehvar et al., 2013). Both
approaches are able to output a value denoting the level of surface similarity between docu-
ments. By examining the similarity between a review and a response, we are not explicitly
looking to retrieve or determine the source of a text, but only determine that the response ad-
dresses the review. The GST algorithm is flexible to the transposition of strings in a document
but limited enough so that the order of words in a document is not lost when determining simi-
larity, unlike the cosine similarity approach.
Given two documents, A and B, the GST algorithm computes the longest matching sub-
strings between them. It does this through a process of tiling, whereby a tile is a unique match
of a substring from A with a substring from B. Through a process of iteratively scanning and
comparing the words of each document to find maximal matching patterns, once a tile is found,
it is marked and cannot be used in further comparisons. Importantly, a minimum-matching
length can be declared when initialising the GST algorithm to indicate that tiles must be of at
least a certain length. Any tiles below this set length are then ignored and do not contribute to
the overall similarity calculation. For example, setting the minimum-matching length to two
will mean that all tiles of length one, single words, will be ignored if they are found to be
maximal matching substrings. The GST algorithm is defined in algorithm 4.
The GST algorithm begins with an empty list, matches, that will eventually hold any
matching tiles that are found. The variable lengthOfTokensT iled is also initially set to
zero. During the body of the main loop, the variable maxMatch is assigned the value of the
minimumMatchLength. This could change of over the course of the algorithm, but the main
loop terminates ifmaxMatch is found to still match theminimumMatchLength at the end of
the main loop’s body. Two inner for loops then iterate over the tokens of the first document P ,
and the second document T , if these are unmarked. Tokens are marked when they are found to
appear in a tile, and these cannot be used for further matches. Within these for-loops, if a token
Pp is found to match a token Tt and both are unmarked, the inner while-loop attempts to match
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Algorithm 4 Greedy string tiling algorithm
function GREEDYSTRINGTILING(P, T,minimumMatchLength)
matches {}
lengthOfTokensT iled 0
repeat
maxmatch minimumMatchLength
for all UNMARKED(Pp) 2 P do
for all UNMARKED(Tt) 2 T do
j  0
while Pp+j == Tt+jAND UNMARKED(Pp+j) AND UNMARKED(Tt+j) do
j  j + 1
if j == maxMatch then
matches matches  MATCH(p, t, j)
else if j > maxMatch then
matches {MATCH(p, t, j)}
for all MATCH(p, t,maxMatch) 2 matches do
if NOTOCCLUDED then
for j  0,maxMatch  1 do
MARKTOKEN(Pp+j)
MARKTOKEN(Tt+j)
lengthOfTokensT iled lengthOfTokensT iled+maxMatch
untilmaxMatch == minimumMatchLength
Figure 6.2: Greedy String Tiling Algorithm (Wise, 1993)
the longest possible token sequence until it is no longer possible to match any further, due to
a difference in tokens occurring, or a marked token being discovered in the sequence. Follow-
ing this, if the length of the sequence is found to be equal to the current value of maxMatch,
then that match forms a triple MATCHES(p, t, j), where p and t are the starting indices of the
matching tokens in their respective documents, and j is the length of the match. However, if j
is found to be greater than the current value of maxMatch, matches is re-initialised as a new
list holding only the current match of maximally discovered length. This process should find
the longest match for that run of the for-loops.
Following the completion of the first set of for-loops to determine the maximal-matches for
the given pass of the algorithm, a second for-loop is used to investigate whether any of matching
token strings held inmatches occludes a token stored in a tile that was created earlier. If it is the
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case that the observed match triple doesn’t, then all tokens in that match are marked. Following
this process, the variable lengthOfTokensT iled is increased by the value of maxMatch for
each non-occluding match.
This process continues until maxMatch equals the predefined minimumMatchLength,
when the program terminates.
On completion of the GST algorithm, a final length of the list of tokens tiled can be accessed.
This can be used to calculate a numerical level of similarity between A and B. Similarity can
be calculated on the basis that a similarity value of 0 indicates that the two document strings
were not equivalent, and a similarity of 1 indicates that the document strings were equivalent.
Following this heuristic, Prechelt et al. (2000) calculates a similarity value that takes into ac-
count the coverage of the tiles in respect to the length of the documents that are being compared
for similarity:
sim(A,B) =
2 · coverage(tiles)
|A|+ |B| (6.1)
coverage(tiles) =
X
match(a,b,length)2tiles
length (6.2)
where sim(A,B) is the similarity score between A and B, coverage(tiles) is a numerical
value denoting the sum of the length of all the tiles that are found, and match(a, b, length) is
a representation of a tile, and is a triple denoting an association between identical substrings of
A and B, starting at position a in A and b in B, where both matching substrings are of the same
length.
Clough (2003, p.138) suggests calculating a containment score in respect of the coverage of
the tiles in comparison to the length of document B:
containment(A,B) =
2 · coverage(tiles)
|B| (6.3)
Again, this yields a value between 0 and 1, but in this case, instead of being normalised
by the sum of both lengths, this metric would calculate the proportion of tiles detected in the
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Similarity:0.058
Review
if the practice wishes to continue to offer an online repeat prescription re-
quest service , i suggest they do something to ensure that the system works.
Response
thank you for adding a comment about our practice . we are pleased that you
rate the care provided by our medical staff as excellent. we are sorry that you
encountered a problem with the online repeat prescription service . it would
help us if you could contact our manager joy hancock directly so that we can
investigate what went wrong in this instance. we are currently overhauling our
website from scratch. this should make it much more user-friendly and should
reduce the possibility of any such errors happening. we are also in the middle of a
major refurbishment and extension project at the surgery. this will result in more
space for patients and staff, extra consulting rooms and improved disabled access
and facilities. there will also be a pharmacy on the ground floor of the extension.
we hope that this will improve the overall experience for patients at our surgery.
thanks again for your comment.
Figure 6.3: An example tiling with a low similarity between the response and the review.
response, and hence for the work in this thesis, gives a more appropriate value that denotes the
relevance of the response to the review based upon the level of document similarity.
Despite the similarity score being capable of falling between 0 and 1, it is unlikely that
a response would exactly mirror the language of a response, and yield a ‘perfect’ similarity
score of 1.0. An initial pass over the data using the GST with a minimum-matching length of 1
yields a range of scores from 0 to 0.5. Due to this, we define low similarity as a score less than
0.1, a mid-level similarity between 0.1 and 0.3, and a score denoting a high level of similarity
sitting between 0.3 and 0.5. Examples of review-response pairings that exhibit these different
similarity levels are given in figures 6.3 to 6.5.
The order preserving nature and flexibility of the GST algorithm are desirable traits when
calculating relevance between response and review, and due to this we implement a simple
version in the document similarity protocol that calculates the similarity score that normalises
175
Similarity:0.154
Review
going to the dentist is never a pleasant experience but i would have no hesi-
tation in recommending this dentist, they are without doubt the best i have visited
over the years.
Response
dear patient, on behalf of the practice team i would like to thank you so much
for your lovely comments that you have made about our practice. it was really
nice to see that although attending the dentist is not the most pleasant of ex-
periences, we were able to make your visit as comftable as possible. we look
forwarding to seeing you again soon.
Figure 6.4: An example tiling with a mid-level similarity score between the response and the
review
the length of the tiles by the length of the response document.
Algorithm 5 outlines the document similarity protocol and follows a similar logical flow
to the algorithms proposed for the probabilistic threshold recalibration methods. However, in-
stead of the threshold being instantiated at 0.50, in this protocol it is instead instantiated at
0.0. The same 0.01 increments still apply, and the function iterates until a value of 1.0, for
completeness. The central loop iterates over all of the test documents, and the method CALCU-
LATEDOCUMENTSIMILARITY takes a comment and its adjoining response and calculates the
level of similarity using a call to the GST method described previously that given the length
of the tiles is able to produce a similarity score. SIMSCORE is used to represent the resulting
similarity score between c and r. If this is found to be greater than or equal to the current thresh-
old value of that particular iteration then SENT(c) is replaced by the labelling SENT(r). At the
end of each iteration of the outer loop, the method EVALUATERECALIBRATION monitors the
performance of the recalibration protocol at the given threshold value. Results are recorded and
presented graphically in the following section.
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Similarity:0.402
Review
visited for my pill check and after waiting an hour i was seen by the nurse
in the waiting area as they had someone booked in who needed a lengthy
consultation. telephoned today on the advice on nhs direct for an urgent
appointment for my 2 year old son who has recently been in hospital and
had been unwell for nearly a week (having already been seen by the hospital and
walk in centre as we can never get an appointment ) to be told they were fully
booked and could do nothing. the staff are unhelpful and i have been told that
they are required to keep back a certain number of appointments every day for
emergencies and would have thought a 2 year old with recent health issues and
on the advice on a medical worker would have fallen under this category.
Response
we are very sorry for your experience on trying to get an appointment
for your 2 year old son .we apologise that you were kept waiting for your
appointment.we do aim as a surgery to provide the best level of care and
services to our patients. we do welcome feeedback both positive and negative. we
do in the majority of occassions see children under the age of 4 years on the
day . please do make an appointment with the surgery senior gp manager to
discuss this further should you wish.
Figure 6.5: An example tiling with high similarity score between the response and the review.
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Algorithm 5 Similarity threshold recalibration protocol
function RECALIBRATE(comModel, comTestData, respModel, respTestData)
threshold 0.0
while threshold  1.0 do
for all c, r 2 comTestData, respTestData do
SIMSCORE(c, r) CALCULATEDOCUMENTSIMILARITY(c, r)
if SIMSCORE(c, r)   threshold then
SENT(c) SENT(r)
EVALUATERECALIBRATION(comTestData)
threshold threshold+ 0.01
6.4 Evaluation
Each of the experiments will be compared to a baseline method that consists of the particu-
lar classification model under consideration with no recalibration applied to it. Results from
the recalibration experiments will be tested for statistical significance using the McNemar test
(McNemar, 1947) that examines the marginal homogeneity of the classifiers for equality; that
is, whether the recalibration protocols are able to produce fewer errors when examining the
differences between the baseline and the recalibrated methods. We adapt the description given
by Dietterich (1998) of the McNemar test for machine learning to refer to the baseline classi-
fier and a given a classifier that has undergone recalibration. In his description of the test, the
following four values are first observed:
1. The number of documents misclassified by both classifiers (n00)
2. The number of documents misclassified by the baseline classifier but correctly classified
during recalibration (n01)
3. The number of documents misclassified during recalibration but correctly classified by
the baseline classifier (n10)
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4. The number of documents correctly classified by both the baseline classifier and the re-
calibrated classification outcome. (n11)
Given these values, the McNemar statistic is then calculated as follows:
(|n01   n10|  1)2
n01 + n10
(6.4)
The value yielded from the test is compared to the  2 distribution table with one degree
of freedom, where p < 0.01. If the calculated McNemar statistic is greater than 6.635, the
null hypothesis that the recalibrated method and the baseline classifier perform comparably can
be rejected. Baseline results for comparison in the evaluation of the experiments are shown
in table 6.3, and in figures 6.6 to 6.25, these are represented by the olive, horizontal lines for
comparison.
6.4.1 Response classification
To demonstrate the relative simplicity in which responses can be classified to an adequate de-
gree, a simple rule-based classification system using a lexicon of fourteen words that identify
the sentiment the response is replying to. The lexicon was generated through a manual selection
process following a keyword analysis procedure, detailed in Chapter 3. Reducing some of these
words to their stems, shown in Table 6.1, a recall value of 0.900 is achieved. The response
sentiment label is compared to the gold-standard labelling of the advice, producing an accuracy
of 63.341%.
Following this, the reliability of response classification is examined using supervised clas-
sification models. This incorporates a ten-fold stratified cross-validation in the Weka toolkit
to determine the results of response classification using the NB, MNB and SVM supervised
learning models. Results are reassuring, and exceed those achieved in Chapter 4 for review
classification. We discussed the traits of the responses in Chapter 3, but to reiterate, the rela-
tively focused vocabulary of the responses given the number of documents contributes to this
result. The responses do not tend to deviate from their given scripts and therefore supervised
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Table 6.1: Positive and negative word stems used to identify sentiment-sensitive responses
Positive Negative
apprecia* apolog*
deligh* sorr*
posit* sad*
good* improv*
kind* unhapp*
pleased serious*
concern
discuss
Table 6.2: Response baseline classification results (+1 = positive -1 = negative)
Accuracy Precision Recall F1
NB +1 0.906 0.749 0.909 0.821
NB -1 0.906 0.97 0.905 0.937
MNB +1 0.944 0.841 0.94 0.888
MNB -1 0.944 0.981 0.945 0.963
SVM +1 0.951 0.884 0.913 0.899
SVM -1 0.951 0.973 0.963 0.968
learning models fair well when the training and test data are similar. Table 6.2 shows the results
of response classification using the aforementioned supervised machine learning models. The
best accuracy is 0.951, achieved using the SVM classification model. These results show the
reliability of classifying the responses and the high degree of accuracy when using these labels
for review classification recalibration.
6.4.2 Results: Probabilistic threshold recalibration
Figures 6.6 to 6.10 report the results of the first recalibration protocol, probabilistic threshold
recalibration.
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Table 6.3: Type 2 review baseline classification results (+1 = positive -1 = negative)
Accuracy Precision Recall F1
NB +1 0.676 0.883 0.645 0.7454
NB -1 0.676 0.436 0.761 0.554
MNB +1 0.860 0.911 0.898 0.904
MNB -1 0.860 0.727 0.756 0.741
SVM +1 0.816 0.901 0.841 0.870
SVM -1 0.816 0.628 0.746 0.682
Results highlight an improvement in classifier accuracy as the probability threshold in-
creases for all learning models tested. All start the recalibration process at the threshold value,
but gains can be found at various threshold value beyond a probability threshold of 0.51. The
MNB instantly improves on classification accuracy, and it remains above the baseline for the
remainder of the iterations, reaching a peak at 0.88 of 91.408%, which corresponds to an F1
of 0.902. The SVM does not improve upon the baseline until a confidence of 0.58, and peaks
at 0.98, with an accuracy of 86.300%, before results decrease at greater probability thresholds.
The NB crosses the baseline at a confidence of 0.51 and rapidly increases in accuracy from
0.713 at a confidence of 0.99 to 0.856 at a full relabelling when all labels are used for recalibra-
tion.
The precision results for the negative class shows similar traits to the accuracy results,
whereby all models show considerable improvements, highlighted in Figure 6.8, with recali-
bration pushing both the NB and SVM results beyond the MNB baseline. However, this comes
at the cost of the positive precision, where minimal improvements over each classifier’s respec-
tive baseline are yielded (figure 6.7). The recall results for each classifier shows significant
improvements for the positive class for each model over its respective baseline, whereas, for
the negative class, recall results cluster around each classifier’s respective baseline, with results
dropping as the probability threshold reaches 1.0, as shown in figures 6.9 and 6.10.
The number of candidates for recalibration increases as the probability threshold increases,
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Figure 6.6: Graph of sentiment accuracy results given classifier confidence.
and the number increasing drastically as the probability threshold tends towards 1.0 (Figure
6.11). At the beginning of the recalibration process, the ratio of relabelled instances that cor-
rectly relabel the review sentiment is relatively high for each model, shown in figure 6.12, but
as more candidates for recalibration are introduced as the probability threshold increases, the
success ratio decreases to approximately 0.9 for all examined models.
If we test all models for significance against the baseline results using the McNemar Test,
we find that for the MNB classifier between the probability thresholds of 0.54 and 0.99 there is
a significant increase in classification performance beyond the baseline values (p < 0.01). For
the NB classification model, a significant increase in classification performance is not reached
until the 0.78 threshold, and significant increases continue as the threshold tends towards 1
(p < 0.01). For the SVM model, two zones are found where statistically significant increases
in performance beyond the baseline method occur: between 0.73 and 0.81, and 0.84 to 0.99
(p < 0.01).
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Figure 6.7: Graph of positive class precision results given classifier confidence.
0.5 0.6 0.7 0.8 0.9 1
0.4
0.6
0.8
1
Probability Threshold
C
la
ss
ifi
ca
tio
n
Pr
ec
is
io
n
Sentiment Negative Precision Given Classifier Confidence Thresholding
NB MNB SVM NB Baseline MNB Baseline SVM Baseline
Figure 6.8: Graph of negative class precision results given classifier confidence.
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Figure 6.9: Graph of positive class recall results given classifier confidence.
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Figure 6.10: Graph of negative class recall results given classifier confidence.
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Figure 6.11: Relabelling candidates given varying classifier confidence thresholds.
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Figure 6.12: Relabelling success rate given varying classifier confidence thresholds.
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6.4.3 Results: Strong probabilistic threshold recalibration
The strong response classification experiments impose a constraint that labelling of the com-
ment can only be used for recalibration from the response classification if and only if the re-
sponse classifier confidence is equal to or higher than that of the comment classification of a
given instance. The constraint appears to give a stabilising quality to the outcome of sentiment
classification of the reviews.
Comparing figures 6.6 and 6.13, the strong probabilistic threshold yields a substantially
smoother gradient to the curve in comparison to the general probabilistic threshold experiments.
However, in the strong probabilistic threshold, the steep ascent of the NB classifier appears to
have been lost by imposing this constraint, and the accuracy barely surpasses the baseline. The
maximum accuracy yielded is found using the MNB model, and is 89.893% at a threshold of
1.0, which does not outperform the 91.408% achieved at a threshold of 0.88 using the same
model for the probabilistic threshold recalibration protocol.
Comparing the precision and recall results shown in figures 6.14 to 6.17 to the results from
the first protocol, the strong probabilistic threshold recalibration protocol does not tend to yield
results that are better than those of the first protocol. As shown in figure 6.16, positive recall
does not tail off at higher probabilities for the SVM model in the strong probabilistic threshold
recalibration, whereas for positive class recall shown in figure 6.7 for the normal probabilistic
threshold calibration, it does.
When comparing the number of candidates available for the strong probabilistic threshold
recalibration protocol shown in figure 6.18 to the standard protocol, the NB classifier does not
yield as many candidates as the other models. For example, at a probability threshold of 0.99,
there are 79 candidates for recalibration, given the constraints of this protocol, compared to
362 for the MNB model, and 234 for the SVM classification model. Moving to a threshold of
1.0, the NB jumps to 597 candidates, the MNB to 637, and the SVM to 733. This indicates
the relative confidence of the SVM in its classification, with only 11 potential response labels
having a confidence less than the confidence labels of the comments. Despite this, as shown in
figure 6.19, the success ratio is still competitive at a high probability threshold despite the influx
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Figure 6.13: Graph of sentiment accuracy results given strong classifier confidence.
of extra potential recalibrating response labels.
Comparing the methods to the baseline classification methods, the results again tend to
mirror those of the probabilistic threshold recalibration protocol. However, there is a slight dif-
ference in results from the MNB model whereby use of the strong probabilistic recalibration
protocol significantly increases the performance over the baseline method where the probability
threshold is 1.0, which is not the case in the standard probabilistic threshold recalibration pro-
tocol. This is as in the current protocol the accuracy is 1.19% higher than the first protocol. The
results from the NB model follow those of the first protocol, reaching a significant improvement
at a probability threshold of 0.78 and carrying on until the threshold reaches 1.0 (p < 0.01). The
SVM models also follow the same trend of the first protocol, where the two zones of significant
improvement to the classifier performance over the baseline is achieved between 0.73 and 0.81,
and 0.84 to 0.99 (p < 0.01).
While a stricter overall protocol than the first protocol, the application of the strong prob-
abilistic threshold does not yield better results than the initially proposed protocol, although
statistically significant improvements above the baseline can be seen throughout the aforemen-
tioned results.
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Figure 6.14: Graph of positive class precision results given strong classifier confidence.
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Figure 6.15: Graph of negative class precision results given strong classifier confidence.
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Figure 6.16: Graph of positive class recall results given strong classifier confidence.
0.5 0.6 0.7 0.8 0.9 1
0.4
0.6
0.8
1
Probability Threshold
C
la
ss
ifi
ca
tio
n
R
ec
al
l
Sentiment Negative Recall Given Strong Classifier Confidence Thresholding
NB MNB SVM NB Baseline MNB Baseline SVM Baseline
Figure 6.17: Graph of negative class recall results given strong classifier confidence.
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Figure 6.18: Relabelling candidates given varying strong classifier confidence thresholds.
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Figure 6.19: Relabelling success rate given varying classifier confidence thresholds.
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6.4.4 Results: Document similarity recalibration
The document similarity recalibration protocol was applied to determine whether a level of
lexical similarity between a review and its response could be a reliable indicator of shared doc-
ument sentiment, and hence could be used as a recalibrating factor for sentiment classification.
When using the GST algorithm to determine a level of relevance between response and review,
it is unclear what value of minimum-matching length (MML) may be appropriate for the task.
We initially experiment with two values for the MML: 1 and 2. Accuracy results when using
an MML of 2 are shown in figure 6.20, and when using MML1 are shown in figure 6.21. An
MML of 1 is the least discriminative approach when using the GST algorithm, which leads to
a higher similarity score being produced, and hence a greater range is given when setting this
parameter to 1. At an MML of 2, the GST algorithm is slightly more discriminative in its ap-
plication of the GST algorithm, only producing matching tiles of mutual phrases that are two
words or more in length. Common bigrams are less frequent than common unigrams between
a response and its review, leading to a smaller range of similarity values. Due to this lack of
diversity, experimental results are examined in respect of an MML of 1.
At an MML of 1, accuracy results for all models exceed their respective baselines. At simi-
larity thresholds (the stepped threshold value in Algorithm 5) of 0.01 to 0.02, the recalibration
of the NB model causes the results from this classifier to exceed the SVM baseline yielding
the accuracies 84.811% and 83.737% respectively. Between threshold value of 0.04 to 0.07,
accuracy results for the SVM classifier are within approximately 1% of the MNB baseline. The
MNB performs strongly, yielding a maximum accuracy of 88.710% at a similarity of 0.06, be-
fore tailing off to the baseline at a similarity of 0.2, and dipping below the baseline slightly, a
drop of approximately 1% over the range of similarity scores, between 0.23 and 0.36
The precision and recall trajectories imitate the results given in the previous protocols. Posi-
tive precision results show that the MNB exceeds the baseline classification results between the
values of 0.03 and 0.36, reaching a maximum precision result for this protocol, 0.924 , at a sim-
ilarity of 0.1. Recalibration of the NB classifier is beneficial, with results between the threshold
values of 0.07 to 0.16 exceeding all baselines and the precision results for the recalibrated MNB
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classifier, reach a maximum positive precision of 0.930 at similarity threshold 0.09. The SVM
classifier does not yield positive precision results that exceed its baseline, and results tend to this
from a starting value of 0.845. The SVM classifier performs somewhat better when examining
the negative precision (figure 6.23) and positive recall (figure 6.24) results. In both cases, the
SVM model exceeds both the MNB classifier and its baseline, yielding a maximum negative
precision of 0.847, at a similarity of 0.01, and a maximum positive recall result of 0.965, also
at a similarity of 0.01. The NB classifier does not benefit from recalibration to the extent of
the SVM model when observing these metrics, but improvements are made over its baseline
between similarity threshold of 0.01 to 0.1. However, the NB model is able to benefit from the
results of recalibration when examining the negative recall results (figure 6.25), surpassing the
recalibrated MNB results, and achieving a maximum negative recall result of 0.863, between
the similarity threshold of 0.09 and 0.12.
The relabelling success rate given the document similarity recalibration protocol is greater
than 0.9 for the MNB and NB models, for all similarity thresholds where a level of similarity
is detected, and for the SVM model, when the similarity threshold is greater than 0.03 (figure
6.26). When the similarity threshold passes the value of 0.4, all classifiers report near perfect
relabelling success. However, there are few candidates for relablelling beyond this threshold, as
figure 6.27 shows.
When attempting to reject the null hypothesis that recalibration has no significant effect on
the outcome of sentiment classification, the recalibrated SVM and NB classification models
using the currently discussed protocol yields statistically significant improvements (p < 0.01)
over their respective baseline classification models. The NB classifier achieves an accuracy
of 84.811% at a similarity of 0.01, and statistical significance remains until a similarity of
0.09. The SVM also achieves statistical significance in the same range of similarity values and
achieves a peak accuracy of 85.394% at a similarity score of 0.09. The MNB classifier does not
yield statistically significant improvements, as the error rate between the baseline MNB classi-
fier, and the recalibrated classifier is found to yield a comparable number of misclassifications
per model.
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Figure 6.20: Graph of sentiment accuracy results given similarity of review and response (MML
= 2).
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Figure 6.21: Graph of sentiment accuracy results given similarity of review and response (MML
= 1).
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Figure 6.22: Graph of positive class precision results given similarity of review and response
(MML=1).
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Figure 6.23: Graph of negative class precision results given similarity of review and response
(MML=1).
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Figure 6.24: Graph of positive class recall results given similarity of review and response
(MML=1).
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Figure 6.25: Graph of negative class recall results given similarity of review and response
(MML=1).
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Figure 6.26: Relabelling success rate given varying similarity thresholds (MML=1).
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Figure 6.27: Relabelling candidates given varying classifier similarity thresholds. This is model
independent for the similarity protocol, hence there is only a single line on this particular graph.
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6.5 Discussion
The results across the different protocols demonstrate that the recalibration of classification out-
come given the presence of a related document can be achieved, and is successful in yielding
positive increases in performance over a baseline method that does not apply any recalibration
techniques. The best result is achieved using the first protocol, probabilistic threshold recali-
bration, using the MNB classification model. Recalibration using this protocol yields a 5.4%
increase in accuracy over baseline results, and this improvement over the baseline is found to
be statistically significant (p < 0.01). This result suggests that for a given sentiment analysis
task where a document for classification has a related response, then the probabilistic threshold
recalibration would be effective. In particular, a range of threshold values was identified for this
particular model to yield statistically significant results over a classification model that doesn’t
use a recalibration protocol, of 0.54 to 0.99. Particular values in this range, at the probabil-
ity thresholds of 0.88 and 0.89 were both found to yield the best performance for the MNB
model. This would suggest that when attempting to determine what recalibration protocol may
be preferable to use, then purely on the basis of the protocol that yields the highest accuracy,
then the probabilistic recalibration protocol would be a strong contender.
However, recalibration can be viewed as the process of improving a weak classification
model to make it competitive with stronger performing models. In this case, a criterion for se-
lecting the best recalibration protocol may be the protocol that yields the largest improvements
in performance. Using this criterion, the document similarity protocol may be deemed an ap-
propriate protocol to yield the best performance due to its ability to increase the outcome of
classification for the NB and SVM models. While accuracy results offer a similar increase to
the probabilistic thresholding recalibration method, the increases in precision and recall are for
these supposed weaker models where the document similarity recalibration protocol shows its
strengths, on a class by class basis.
In the results, there are a number of times when results increase dramatically in a single
step. This can be seen in figure 6.6, for example, where the NB classification accuracy goes
from 71.371% at a threshold of 0.99, to 85.618% when the threshold is 1.0. Also for the
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document similarity protocol with the NB classifier, a steep gradient to the results curve can be
seen when the accuracy drops from 85.618%, at 0.0, to 75.538%, at a similarity of 0.06. At
a probability of 1.0 in the probabilistic threshold recalibration protocol, all response labels are
used to recalibrate the outcome of review classification. Similarly in the document similarity
protocol, at a threshold of 0.0, where all review-response pairings either contain no computed
similarity, or a calculated level of document similarity, then, again, all response labels are used
to replace the initial review labellings. In some cases, for example, for the accuracy of the NB
classifier, when all response labels replace the review labellings, this is the best accuracy for
the NB classifier over all of the increments of the recalibration framework. In this case, the
recalibration protocol can be viewed as defunct, as it need not be applied to get this result; all
that is required is the replacing of the review labels with the response labels.
In chapter four a number of classification methods were examined that were not subject to
the application of the recalibration protocols. In that chapter, classifier choice was examined
using a ranking test for significance, the Friedman test. In this test, classifier performance was
examined over different review types, and results showed that over the different review types,
classifiers performed comparably. In the experiments of this chapter, only a single review type,
the type 2 review, is the basis for experimentation. Due to this, the Friedman test would not
be able to be suitably applied. The aim of this chapter is to yield improvements in sentiment
classification, and improvements can be verified with respect to a baseline. What we see in
this chapter, is that in comparison to the baseline methods, all of the recalibration methods are
able to yield statistically significant improvements when examined using the McNemar test.
The recalibration methods are able to make use of methods based on the notion of recalibration
labelling with low classifier confidence, or only recalibrating where there is a level of similarity
between response and review. This is a form of correction that standard machine learning
methods have not before utilised, as a document set structured like the NCSD has not been
examined in this way before. What can be seen is that when recalibration for one classification
model is successful, it is on the whole, also successful for the other observed methods. This
causes a near consistent ranking of the algorithms, with the MNB as the most successful model,
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followed by the SVM and then the NB model. The experiments were carried out with the same
classification model acting as both the review and the response classifier. It may be of interest to
see if the best performing response classification model, the SVM, could have been used as the
response classifier for all experiments, and whether this would yield comparable improvements
for all the review classification models.
In the experiments, three recalibration protocols were evaluated that largely fall into either
the classes of probabilistic recalibration methods or a document-similarity based method. The
latter works at the document text level, and the former works at the classifier confidence levels.
While the two approaches are fundamentally different in their approach to recalibration, there is
the possibility that the two could complement one another. For example, not only could a label
confidence be at a certain threshold, but it could also be stipulated that an element of document
similarity could also be required to be present in order for recalibration to occur. However,
due to the overall lower performance of the document similarity recalibration protocol, there is
the potential that combining methods would not be fruitful, and errors from one recalibration
method may propagate when combining both, leading to an overall decrease in performance.
While three methods for classification recalibration given a response were examined, there
is also the potential for variations of the currently examined methods to be developed in future
work. For example, a static response classification confidence threshold could be imposed
which must be surpassed initially before it can be of use for recalibration. Similarly, a classifier
confidence threshold could be imposed prior to document similarity classification. Additional
protocols could also examine document metadata, such as the length of time between review
and response, or the global sentiment of a particular aspect of the health service and whether
this aspect was mentioned in either the review or the response.
Finally, comparing our results to the work of Greaves et al. (2013) on the sentiment classifi-
cation of patient feedback, the best performing method in their experiments, the MNB classifier,
achieved an accuracy of 88.6% and an F1 of 0.89 (figures in their work are only given to 1 and
2 decimal places respectively). Using the probabilistic thresholding recalibration framework,
results of our experiments achieve an accuracy of 91.4% and an F1 of 0.902, yielding state-of-
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the-art results for sentiment classification in the patient feedback domain.
Summary
In this chapter, we have examined the role of classifier recalibration for the task of sentiment
analysis in patient feedback. The proposed recalibration framework considered acknowledged
sentiment in a comment response to recalibrate classifier output. The experimental framework
examined three methods for recalibration, two probabilistic and one similarity based. We found
that all classifiers exhibited improvements in classification performance when subject to recal-
ibration over varying probability thresholds. Results suggest that the MNB classifier is most
suited to the recalibration methods, and yields the best performance, with a 5.4% increase in
classification accuracy over the baseline, resulting in an accuracy of 91.4% and F1 of .902. The
proposed recalibration approach is suitable where a dataset contains a number of related docu-
ments, similar to a dialogue, and there is the possibility that this method could be expanded in
an iterative fashion to discourse data with suitable sentiment annotations.
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CHAPTER 7
CONCLUSIONS
Patient feedback forms part of an informal yet vital metric to determine the way in which a
health service is handling its care processes and how it is being perceived by the patients that it
treats. As the volume of feedback grows due to the increased ease and familiarity with which
feedback can be submitted almost instantaneously through web forms and mobile phone appli-
cations, there is a need to apply computational methods to deal with the bulk of the data. This
data that a health provider receives could be used in many ways: it could be used to change pro-
cesses in a department, or to inform clinical decisions, or to keep the relevant staff motivated
through the knowledge and recognition shown that the care they give is not going unnoticed by
those who benefit from it.
This thesis was conceived to examine the application of sentiment analysis to the patient
feedback domain. Following extensive experimentation, the work detailed in this thesis has
found that the choice of supervised machine learning algorithm or feature representation is not a
significant factor in developing an automatic classification system to handle the task. In contrast
to this, the type of data that is used to train and test a sentiment classification system for patient
feedback was found to have a significant effect on the classification performance and results
suggest that in particular, training across review types can be detrimental to a system’s overall
performance. The study has also sought to determine whether context can be incorporated into
the classification process, particularly through the use of the equivalent of annotator rationale, a
review response. Recalibration methods developed to incorporate a review’s response into the
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classification process led to significant improvements in sentiment performance over a baseline
method, yielding an accuracy of 91.4%, which while not perfect, exceeds the performance of a
number of current systems.
Liu (2012) concludes his study on the topic of sentiment analysis and opinion mining by
stating that he does not see a silver bullet solution to sentiment classification occurring in the
near future. Despite this, he suggests that work in sentiment classification should examine
a large number of diverse application domains in order to contribute gradually to a general
solution to the problem. This thesis examines and develops a number of approaches to the
classification of sentiment-bearing documents from the patient feedback domain, and in doing
so, takes a step towards achieving this goal.
7.1 Contributions
In the following subsections, the contributions of this thesis are recapped in relation to each of
the research questions that this thesis sought to answer.
7.1.1 The effects of classifier choice
The empirical work reported in this thesis shows that the choice of supervised machine learn-
ing classification model does not have a significant effect on the performance of the sentiment
classification of patient feedback. Specifically, the analysis of the five supervised classifica-
tion models suggested that no single model significantly outperformed another when tested for
statistical significance using the Friedman test. However, the Multinomial Naı¨ve Bayes model
consistently ranked as one of the best-performing methods for sentiment classification, while
the Naı¨ve Bayes and Support Vector Machines approaches were amongst the poorest perform-
ing classification models.
Despite no single classifier performing significantly better than any of the other classifiers
when compared with a significance test that considered the ranking of each of the classifiers,
this result has reassuring implications for those wishing to implement a practical system to anal-
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yse the sentiment of patient feedback. The decision about which classification model to choose
is often not straightforward, especially where the sentiment classification literature reports dif-
fering performance values for the same machine learning models over a variety of different
domains. Instead, classifier selection may be made with more practical constraints in mind,
such as speed or memory requirements. In this case, the Multinomial Naı¨ve Bayes may be
preferable not only for its consistently high ranking performance, but also because over a single
run of the experiments in this thesis, the time to train the model was 0.07 seconds on a 1.3 GHz
Intel Core i5 processor with 4GB of DDR3 memory, significantly faster than training a Support
Vector Machine, which takes 4.41 seconds on the same machine.
7.1.2 The effects of feature choice
The empirical work in this thesis examined this research question by examining the application
of nine different types of feature to determine the effect of feature choice on the outcome of sen-
timent classification in the clinical domain. It was found that of the feature variations examined
using the best performing supervised machine learning model, the Multinomial Naı¨ve Bayes
classifier, that there was no significant difference in the outcome of patient feedback classifi-
cation over the examined features when using the Friedman test (p < 0.05). Again, this result
is reassuring and indicates that the choice of feature could be left to the developer of a given
system for the sentiment classification of patient feedback. The choice could instead be left to
more practical issues, such as the time to convert the document into a document vector using
the chosen feature representation.
This work examined different text pre-processing and term weighting methods. While no
significant differences were found in the outcome of sentiment classification using these differ-
ent feature representations, some were found to consistently rank better than others when tested
on different review types. For example, for Type 1 reviews, features that were lower-case with a
boolean weighting ranked as the best approach, whereas lower-casing with stop words removed
ranked as the representation that yielded the poorest results. The superior performance of the
boolean weighting confirms the assumptions outlined by Pang et al. (2002) that term presence
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information was preferable to term frequency information when using machine learning clas-
sifiers to categorise movie reviews by sentiment, and our experiments have confirmed that this
also generalises to the sentiment classification of patient feedback. This result is also indica-
tive of the positive effect that stopwords have upon sentiment classification, and suggests that
sentiment classification requires the information contained in stopwords, so it may not be ad-
visable to remove these, to yield increases in classification performance. For Type 2 reviews,
the TF-IDF term weighting yielded the best results, closely followed by a lower-case word stem
representation. It should be noted that each of the feature representations was examined inde-
pendently, but there is the possibility in this instance that the preprocessing and term weighting
scheme could be combined to yield a combined best performance. Finally, for Type 3 reviews,
term weights that were normalised by document length yielded the best performance, again
closely followed by the conversion of the text to lower-case stemmed words. Wordcount term
weights yielded the poorest results when examining this research question in respect of the Type
3 reviews, again confirming the assumptions made by Pang et al. (2002).
7.1.3 The effects of review type
The NCSD contained patient feedback in three review formats: likes and dislikes (Type 1),
advice (Type 2), and a combination of all three (Type 3). Initial experiments found that the
choice of review type does not significantly affect the outcome of sentiment classification when
training and testing across the same review type. However, training and testing across review
type, especially from Type 2 to Type 1 does have significant effects on machine learning models,
to the detriment of the performance of sentiment classification.
This was one of the few experiments whereby at a significance of ↵ = 0.05 a significant
difference in classification results was found between the performance on Type 1 data alone
and the cross-testing of training on Type 2 and testing on Type 1. This would suggest that the
type of data that is used for sentiment classification is an important issue to consider, especially
when training on Type 2 reviews and testing on the Type 1 reviews. Interestingly, training on
the Type 1 and testing on Type 2 reviews, although demonstrating relatively poor performance,
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was not found to be significantly detrimental to the overall outcome of sentiment classification.
Due to this, systems should be wary of the type of data used to train machine learning classifiers
for the classification of patient feedback by conveyed sentiment, and if possible, train on data
that is of the same type that the system will be applied to.
When considering review type in classification, the use of the final sentences of a review for
classification purposes was also examined. A final sentence summarises a review, and in doing
so also tends to summarise the overall sentiment of the review. While not being as informative
in regards to the content of the review, a test of the best performing classifier was able to yield
an accuracy of 81.33% on the final sentences of type two reviews. This is competitive with
the 84.07% accuracy that was gained when classifying the whole review, considering that a
document length a fraction of the size of the whole is able to be used to classify the whole
document’s sentiment so accurately. Where very large datasets are to be classified, such a
technique may be suitable in scaling the input documents to a size that enables classification in
a time that is practical to the requirements of the user of such software.
7.1.4 Classifier recalibration
The results of the supervised machine learning experiments were encouraging, and the classi-
fiers generally performed well. However, a misclassification analysis found that issues with the
training data, spelling errors and the implicit communication of sentiment all resulted in errors
occurring during sentiment classification. While the first two issues could potentially have been
solved through the use of more training data and a spell checker, the detection and correct clas-
sification of implicit instances of sentiment conveyance is not as straightforward a problem to
solve. Due to this, a recalibration framework was proposed to consider the context offered by a
response when determining the sentiment of a review, in order to gauge if sentiment was present
in a review where a supervised classification model struggled.
The framework incrementally investigated three recalibration protocols: probabilistic thresh-
old recalibration, strong probabilistic threshold recalibration and document similarity recalibra-
tion. The probabilistic thresholding protocol was based on the notion that if the review labelling
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confidence was low, there was a possibility of doubt in the proposed labelling, and a process
of recalibrating with a response label may either confirm that the original label was accurate,
or correct the labelling where the classification model has incorrectly classified the review, ir-
respective of the review label confidence. The strong probabilistic recalibration relabelled the
review with its own only if the response label confidence was equal to or greater than that of the
review. This constraint resulted in the examined classifiers being more selective in forming the
set of candidates for recalibration, and improvements were not yielded beyond those offered by
the first protocol, the probabilistic thresholding recalibration protocol. The final recalibration
protocol was based upon the notion of document similarity, between the review and its response.
This used the response label for recalibration only if a level of similarity between the review and
response was surpassed. Typically similarity was low, meaning that classification outcome was
only recalibrated when document similarity was between a score of 0.01 and 0.28. Significant
increases over the baseline were yielded for all machine learning methods when similarity was
considered. However, this method performed no better than a blanket recalibration of review
labellings, irrespective of the similarity between a review and its response.
Overall, review responses were found to be useful in significantly improving the classifi-
cation outcome of a collection of patient feedback by the sentiment conveyed by each of the
reviews. Results of the recalibration framework yielded a peak accuracy of 91.4% using the
probabilistic threshold recalibration protocol with the Multinomial Naı¨ve Bayes model at a
threshold value of 0.88. This is a significant increase in performance over a baseline classifica-
tion approach (p < 0.01), which highlights the benefits of the application of the recalibration
protocol where classifier confidence was not at its maximum. While this question focused on
the use of a review response labelling as a recalibrating factor for patient feedback classification,
we believe there is the potential for this to be extended to other domains for sentiment analysis
where a review has one or a number of related documents that could be used for recalibration
to improve the overall performance of the sentiment classification system.
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7.2 Future work
7.2.1 Emotion classification of patient feedback
The work in this thesis has examined techniques for the automatic classification of patient feed-
back as either conveying a positive or negative sentiment. While these categories of classifica-
tion are adequate for gleaning basic evaluative information about the content of a review, the
spectrum of human evaluation goes beyond the binary distinction of sentiment that we have
used in this thesis to span a range of emotions, each of which has the potential to be conveyed
through a text (Ortony et al., 1988). Due to this, there is the possibility that the task of sentiment
analysis that has been the focus of this thesis can be expanded to the classification of emotion
that patient feedback conveys.
When considering other domains in the sentiment classification literature, such as film re-
views, for example, it could be argued that the evaluation of emotion is not such an important
issue, aside from perhaps determining the emotions invoked by a particular film. Due to the
personal nature of healthcare, we could assume that an item of patient feedback could poten-
tially be more emotive than a movie review in what it conveys through its content. For example,
by examining and classifying instances of emotion in patient feedback, for content that conveys
perhaps anger, disgust or sadness, it may be possible for a health service to monitor and react
in a more sensitive way to the deeper insights revealed by determining such an emotion that
has been articulated by a reviewer. Additionally, a health service could examine the aspects
of patient care that are making a patient happy or joyful, and what amidst the care processes
offered to them is causing surprise, or perhaps even fear.
Coinciding with the work of this thesis, we developed a system for the automatic classifica-
tion of emotions in news headline data (Smith & Lee, 2012). In this work, the headlines were
annotated with information denoting the strength of six potential emotions conveyed through
the text. There is the potential in future work stemming from this thesis for the NCSD to be
annotated with a similar labelling scheme. This would potentially extend the current labelling
scheme, and enable the suite of supervised machine learning models to be re-evaluated within
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the scope of a more detailed annotation scheme, and the question of whether emotional analysis
of patient feedback can be robustly performed could be examined.
By extending this work to classify the emotion in patient feedback, interesting insights could
also be revealed in relation to the recalibration framework. The recalibration framework relies
on a two-way interaction between a patient and the health service, but only so far as recali-
brating where a classification system may not have initially classified the sentiment of a review
correctly. By annotating both the feedback and the response with potentially conveyed emo-
tions, the recalibration framework would have to adapt to the norms of emotive interaction. For
example, while unhappiness in patient feedback may be responded to with sorrow by a health
service provider, and happiness with joy, fear or anger may be responded to in a number of
different ways. Determining an appropriate taxonomy of emotions that fitted those conveyed
by patient feedback and the response to patient feedback, and the interactions between the two
parties would be important in such an extension of the current work.
7.2.2 Deep learning for the sentiment classification of patient feedback
The approach to the sentiment classification of patient feedback in this thesis examined the
application of supervised machine learning models trained for the task. However, the given
approaches modelled language as a bag of words in the machine learning process, and hence
details regarding syntax and semantics could possibly have been lost. The concept of deep
learning has been proposed as a solution to accurately learning the kind of functions represented
by high-level abstractions, such as languages (Bengio, 2009). The deep learning approach
attempts to model multiple levels of non-linear operations through the construction of a deep
architecture. One example of such a deep architecture is a neural network with several hidden
layers, with each modelling a particular aspect of a machine learning problem.
Deep learning has been successfully applied to natural language processing tasks such as
machine translation (Luong et al., 2015), but in relation to its application to sentiment analysis
it has produced modest improvements in classification when classifying the sentiment of film
reviews (Socher et al., 2013) using a deep learning technique known as a recursive neural tensor
208
network. This technique yielded a 5% increase in accuracy when compared to an NB classifier
trained for the same task, and 3% in comparison to an SVM model, and hence the application
of a deep learning method should yield comparable increases in the classification of patient
feedback by sentiment.
Additionally, and perhaps more interestingly, deep learning could be beneficial to the recali-
bration protocols due to the application of the deep learning architecture to model the recalibrat-
ing factor of a response. The recalibration framework could be developed further to incorporate
a deep learning architecture that not only considers the conveyance of sentiment in an isolated
document, but also the behaviour of a response in the hidden layers of a neural network-based
model.
7.2.3 Domain adaptation
This thesis focused on the sentiment analysis of patient feedback, but by no means are the
methods developed limited to only this domain. The recalibration framework was developed to
improve the standard of classification where a review potentially had related, context-bearing
documents associated with it, and patient feedback is not the only source of data with such a
structure. In the sphere of online reviews, increasingly, reviews are not isolated from responses,
and so, there are a number of potential domains where the methods developed in this thesis could
be applied. Social media sites such as Facebook, Twitter and Google+ all enable businesses to
have their own form of online presence, and in doing so, allow users to post reviews, but also
allow the businesses to post responses to the reviews. A suitable web crawler could be set up
to download data from a number of different domains, and in turn, the recalibration framework
could be examined on the crawled data.
Aside from social media, sites such as TripAdvisor have also implemented a similar feed-
back mechanism to the one used by NHS Choices; namely, where a review is given about a
particular service provider, a representative from that organisation is able to respond to the
given review. In the case of TripAdvisor, this gives the particular business owner the opportu-
nity to respond appropriately to a review, perhaps thanking a customer and clarifying any issues
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that a customer may have had. This two-way interaction can be integrated into the recalibration
framework developed in this thesis, and could potentially produce a better standard of sentiment
classification on data from the hotel and restaurant review domain. For example, Proserpio &
Zervas (2014) study the impact of management responses on a company’s online reputation.
Their study focuses on the use of TripAdvisor data for this purpose, and they collect a number
of hotel reviews and responses. They did not use any sentiment analysis techniques for the given
study, so future work could be extended to work on data such as theirs, to examine whether the
recalibration framework is able to produce state-of-the-art results on the hotel and restaurant
review domains also.
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