Abstract. The development of climate models has a long history starting with the building of atmospheric models and later ocean models. The early researchers were very aware of the goal of building climate models which could integrate our knowledge of complex physical interactions between atmospheric, land-vegetation, hydrology, ocean, cryospheric processes, and sea ice. The transition from climate models to earth system models is already underway with coupling of active biochemical cycles. Progress is limited by present computer capability which is needed for increasingly more complex and higher resolution climate models versions. It would be a mistake to make models too complex or too high resolution. Arriving at a "feasible" and useful model is the challenge for the climate model community. Some of the climate change history, scientific successes, and difficulties encountered with supercomputers will be presented.
Introduction
The history of weather and climate modeling shows that progress is often limited by access to top of the line supercomputers. Even with these powerful machines, climate simulations of 100 years or more can take thousands of processor hours. As advances in supercomputer technology increase the speed and memory of the available systems, history shows that the model complexity also grows correspondingly, with both improved and more realistic treatment of physical processes such as clouds, precipitation, convection, surface hydrology, vegetation, boundary layer interactions, ocean and sea ice model components. Of course, the modeling community can not wait for the penultimate computer before taking on useful research. Climate modelers need to make compromises in resolution, treatment of dynamics, and the level of physical process detail to include in a particular climate model. If one is too ambitious then it is possible to have a model that is too slow to run or if one is too conservative it is possible to end up with a climate model that is not state-of-the-art.
A description of the pros and cons of the various computer architectures used in climate and weather modeling can be found in the National Research Council Report titled Improving the Effectiveness of U.S. Climate Modeling (2001) . The bottom line is that all architectures have serious limitations. These limitations offer a challenge for the modelers and their computational colleagues to find a "sweet spot" for a particular computer system. The sweet spot is defined as being a reasonable and efficient use of the computer. For example if the computer program does not scale well past a certain number of processors then it does not make sense to use more than that number of processors.
Physical Processes in Climate Models
To understand the role of computer architecture in the context of climate, it is important to first describe the composition of a climate model. Present day climate models are made up of several major components of the climate system. In a sense they are now really Earth system models designed to deal with the issue of global change and the understanding of past climates. The standard components are an atmosphere model, an ocean model, a combined land-vegetation-river transport (hydrological) model, which is sometimes a part of the atmospheric model, and a sea ice model. Some of the climate models have embedded chemical cycles such as carbon, sulfate, methane, and nitrogen cycles, which are treated as additional aspects of the major components. Figure 1 below shows a schematic of the various components used in present day climate change simulations. The solar and infrared radiation, different cloud types, mountains, river hydrology, snow and soil moisture, vegetation, land cover, ocean and sea ice are interactive components for the climate system. Some versions of climate models now have interactive carbon and other geochemical cycles. One of most important additional features of present climate models is the addition of various aerosols such as dust, sea salt, sulfate, and carbon. Each of these has different sources, transport, and radiative properties which are taken into account. The recent book by Washington and Parkinson (2005) describes in detail the basic elements of climate models, the numerical methods, and examples of their use. The book has internet links for additional information. 
Resolution Requirements
Another important aspect of the climate models is the vertical and horizontal grid resolution used. The computation time of a model with high spatial resolution can take too much wall clock time to be useful for simulations of the order of 100 to 1000 years. Thus, the climate modeler must make compromises in resolution in order to perform a realistic set of simulations. Furthermore, the amount of detail in the physical and chemical processes is a crucial factor in the computing. Most modeling groups are increasing the realism of the physical processes. Early in the development of climate models the concept was to keep the physical processes quite simple. However, as we learned more about "how the climate system works", we have captured the complexity by adding more important details. Also, we learned from observational studies that we need a particular resolution to resolve a certain phenomena. For example, the oceans have small eddies and narrow current systems that must be resolved or parameterized, while in the atmosphere the most energetic waves or eddies are of a larger scale. figure, we show a rhomboidal truncation 15, which has about a 400-500 km grid size. This resolution was used mostly in the 1970s and 1980s. In the 1990s, many modeling groups used a triangular truncation of T42 (shown on the top right) with an approximately 300 km grid size. The T85 (shown on the bottom left) with a resolution of about 160 km and the T170 (shown on the bottom right) or its equivalence will likely become the norm over this next decade century. Higher resolution studies are underway but they are not likely to be used for century or longer time scale simulations because of computer limitations. Note that not only are the mountains such as the North American Rockies better resolved with increased resolution, but also other features such as the coastlines and ocean bottom. Note however that the ocean and sea ice components often use a resolution near 60 km or less in some regions. There have been some shorter-term global spectral atmospheric simulations with an approximate 10 km grid size on Japan's Earth Simulator (see http://www.es.jamstec.go.jp/esc/eng/) which shows impressive smaller scale features such as cyclones in the western Pacific region and more realistic weather frontal structures. However, such high resolutions are still beyond the reach of most modeling groups interested in performing century and longer time scale simulations. Comparable high resolution studies may be used in the future with novel finite difference or finite element dynamical core atmospheric models. Ocean and sea ice models typically use mostly finite difference methods of solution rather than spectral methods. Note that the ocean bottom is better resolved in the figure below with increased resolution. In fact, there are presently 10 km ocean simulations currently being performed on the Earth Simulator (see http://criepi.denken.or.jp/en/e_publiation/a2004/04juten15.pdf) by scientists at NCAR, the Central Research Institute of Electric Power Industry (CRIEPI) of Japan, the Naval Postgraduate School, and the Los Alamos National Laboratory (LANL). The number of grid cells was one third of a billion. They used 2048 processors of the Le Mieux computer at the NSF supported University of Pittsburgh's Supercomputing Center. Clearly these are resolution sizes we can only dream about in the climate field for global models. But the point is that in the future we can hope for such resolutions on the global scales. The interim solution for the next decade or so is to use regional climate models or models that telescope to smaller regions over certain parts of the globe. These models have some limitations near the boundaries between regional and global grids. 
Methods of Execution of Climate Models on Supercomputers
One of the most difficult issues for climate modelers is to efficiently use present day computer architectures. Two methods of integrating coupled climate models forward in time on multiprocessor computer systems are shown in schematic form in Figure 4 . In the first (top of Figure 4) , a parallel or synchronous integration method is used by many modeling groups including the NCAR Community Climate System Model (CCSM). In this approach, each model component is assigned a certain number of processors in order to integrate a simulation period of say 1 to 3 simulated hours. At the end of the 1 to 3 hours time period the components pass variables and fluxes between components through a coupler. Because the ocean has a large heat capacity, it is typically updated on a one day time period. However, because of the diurnal (day-night) cycle, the atmosphere, land and sea ice require more rapid interactions of fluxes and variables. The best performance is achieved when each of the model components completes its task at the same time. Clearly, if a component finishes its work before the others, the processors assigned to that component must wait until the slowest component is finished. A series of load balancing tests are performed to optimize the models use of the available processors. However, there will always be some imbalance because at certain times of the year and over parts of the globe, a specific component may have more or less work. Another technique that has been used is the sequential integration method used by the U.S. Department of Energy (DOE) supported Parallel Climate Model (PCM) where all processors are used for all components. They are executed in sequence (bottom of Figure 4 ). This method is reasonably straightforward, however, it has scaling limitations if, for example, a global communication of information across the whole grid is required for an elliptic type of partial differential equation solver used in an ocean model or a Legendre transform is required in a spectral atmospheric model. Some sea ice models with elastic viscous plastic dynamics have the same type of equations to solve.
The coupler is the connecting mechanism between the component models, and facilitates the exchange of information (i.e., state variables as well as radiative, heat, water and momentum fluxes). Since the components have different resolutions and mappings on the earth, a procedure that conservatively maps data from one grid to another and scales the fluxes such that total energy is conserved is required. Special computational issues with the coupler are driven by the physics of the problem, for example, the diurnal cycle. Phil Jones of LANL has developed a conservative mapping scheme that allows the use of different horizontal grid systems for model components. For example, the ocean may use a dipole horizontal grid mapping that avoids a computational pole at the North Pole and the atmosphere component may have a spherical transform grid system or a finite difference grid system. The equations are written in the generalized coordinate system with metric coefficients that take care of the grid mapping.
It is expected that in the future comprehensive, complex climate models will use a mixture of parallel and sequential integration methods depending on the type of computer that is being used. The development of climate model programs must anticipate both paradigms being built into the design. The climate community has been able to adapt their models to both vector and scalar computer architectures. One of the challenges is keeping track of changes and versions of the models as well as testing on different architectures. There are many other challenges associated with running the model on both scalar and vector platforms. The optimum coding style can be very different for different platforms and it is a function of processor scalar performance, vectorization capabilities, cache and memory hierarchy, and interconnect performance. Writing scalable, flexible, performance portable code for platforms available today and in the future is extremely difficult. In addition, the tools available such as compilers, debuggers, performance monitors, and libraries can vary greatly in quality between platforms and/or vendors. The programming language of choice is Fortran; however, there are some uses of other languages including the use of objective oriented programming. The bottom line is that climate modelers will continue do whatever is necessary to improve the performance on either scalar or vector high performance supercomputer systems.
Another innovation for software development is the Earth System Modeling Framework (ESMF) which is a collaborative interagency project to provide high-performance and flexible software infrastructure for weather and climate models. The ESMF provides a software architecture programming data structures and utilities for developing model components. (See http://www.esmf.ucar.edu/)
Final Comments
Climate modeling has had a successful history with continually improving models. The problems, limitations, and results of the model simulations have been fully discussed in the International Panel on Climate Change (IPCC) reports (see http://www.ipcc.ch/), which is an assessment of published articles. Most of the major modeling centers are addressing the very important issues of future climate change especially global warming and its impacts. Such studies are of high importance to the public and policymakers. Other climate model studies concern understanding past climate change. In the early days, small teams of scientists and computation experts developed climate models. Now, they are being developed by large "virtual" centers over the Internet involving hundreds of scientists including computational and computer experts. With the CCSM discussed earlier, formal management mechanisms exist to coordinate the distributed development effort and to decide what goes in the model and what should be the desired resolution. This new way of conducting climate-modeling research must still be sensitive to innovation and the testing of alternate methods. Another important and often neglected problem for high performance computing is how to handle the huge amount of data that flows from climate model studies. The concepts in the DOE supported Earth System Grid (http://www.earthsystemgrid.org) are addressing the very important problem of making data available to users in the broader community even if the computations are performed at multiple supercomputer sites.
Finally, there is perception by some in the computing community that climate modelers are not in touch with the computing community and that they are not using the most current methods for solving model equations on present generation of supercomputers. I believe that perception is in error. Most scientists and computational experts engaged in climate modeling have had, and continue to have, many close collaborations with their colleagues in the computational field. They continue to work together to seek the best possible computational methods and programming techniques for modern supercomputer systems. Many of 'new' ideas have already been investigated by researchers already in the community. The need for increased high-performance computing capability and access remains a very high priority especially given the increased national and international concerns about global climate change.
Summary of Key Problems with Supercomputers
I would like to point the reader to an excellent summary of the problems of the present generation supercomputers. This summary can be found in Appendix D from the Office of Science and Technology Policy 2004 report on High-End Computing Revitalization Task Force (HECRTF) (see http://www.nitrd.gov/subcommittee/hec/hecrtf-outreach/). I regard the report as an excellent analysis of problems and challenges for high performance computers that are used to solve climate modeling problems. Clearly today's supercomputers are not balanced with respect to processor performance, memory bandwidth/latency, communications bandwidth, and programming environments. Simply increasing the number of processors does not solve the problem for climate research because the overall computing system is not balanced. However, because of the pressing need for solving science problems like climate change, we should not wait for the perfect supercomputer. We must keep putting pressure on the designers and the supercomputing industry to build computer systems that can more effectively solve the equations in state-of-the-art climate models. One thing to remember is that even though we do not have "perfect" supercomputers that a great deal of excellent science has been accomplished with respect to global warming and climate change.
(See http://nationalacademies.org/onpi/06072005.pdf#search='global%20warming%20,%20academies%20 statement') The conclusion of 11 national science academies on June 7, 2005 said "there is now strong evidence that significant global warming is occurring" could not have been stated without contributions from science agencies such as the Department of Energy and the supercomputer industry that has given the science community a very valuable tool for research on climate change. 
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