A strong direct product theorem in terms of the smooth rectangle bound by Jain, Rahul & Yao, Penghui
ar
X
iv
:1
20
9.
02
63
v3
  [
cs
.C
C]
  1
9 F
eb
 20
13
A strong direct product theorem in terms of the smooth
rectangle bound
Rahul Jain
Centre for Quantum Technologies and
Department of Computer Science
National University of Singapore
rahul@comp.nus.edu.sg
Penghui Yao
Centre for Quantum Technologies
National University of Singapore
pyao@nus.edu.sg
ABSTRACT
A strong direct product theorem states that, in order to
solve k instances of a problem, if we provide less than k
times the resource required to compute one instance, then
the probability of overall success is exponentially small in k.
In this paper, we consider the model of two-way public-coin
communication complexity and show a strong direct prod-
uct theorem for all relations in terms of the smooth rectan-
gle bound, introduced by Jain and Klauck [16] as a generic
lower bound method in this model. Our result therefore im-
plies a strong direct product theorem for all relations for
which an (asymptotically) optimal lower bound can be pro-
vided using the smooth rectangle bound. In fact we are not
aware of any relation for which it is known that the smooth
rectangle bound does not provide an optimal lower bound.
This lower bound subsumes many of the other known lower
bound methods, for example the rectangle bound (a.k.a the
corruption bound) [31], the smooth discrepancy bound (a.k.a
the γ2 bound [28] which in turn subsumes the discrepancy
bound), the subdistribution bound [17] and the conditional
min-entropy bound [14].
As a consequence, our result reproves some of the known
strong direct product results, for example for Inner Prod-
uct [26] and Set-Disjointness [25, 14]. Our result also shows
new strong direct product result for Gap-Hamming Distance [8,
33] and also implies near optimal direct product results for
several important functions and relations used to show expo-
nential separations between classical and quantum commu-
nication complexity, for which near optimal lower bounds are
provided using the rectangle bound, for example by Raz [30],
Gavinsky [11] and Klartag and Regev [32].
We show our result using information theoretic arguments.
A key tool we use is a sampling protocol due to Braver-
man [5], in fact a modification of it used by Kerenidis, La-
plante, Lerays, Roland and Xiao [23].
1. INTRODUCTION
Given a model of computation, suppose solving one in-
stance of a given problem f with probability of success p < 1
requires c units of some resource. A natural question that
may be asked is: how much resource is needed to solve fk, k
instances of the same problem, simultaneously. A naive way
is by running the optimal protocol for f , k times in parallel,
which requires c·k units of resource, however the probability
of overall success is pk (exponentially small in k). A strong
direct product conjecture for f states that this is essentially
optimal, that is if only o(k · c) units of resource are provided
for any protocol solving fk, then the probability of overall
success is at most pΩ(k).
Proving or disproving strong direct product conjectures
in various models of computation has been a central task in
theoretical computer science, notable examples of such re-
sults being Yao’s XOR lemma [37] and Raz’s [29] theorem
for two-prover games. Readers may refer to [25, 14, 18] for
a good discussion of known results in different models of
computation. In the present work, we consider the model
of two-party two-way public-coin communication complex-
ity [36] and consider the direct product question in this
model. In this model, there are two parties who wish to
compute a joint function (more generally a relation) of their
input, by doing local computation, sharing public coins and
exchanging messages. The resource counted is the num-
ber of bits communicated between them. The textbook
by Kushilevitz and Nisan [26] is an excellent reference for
communication complexity. Much effort has been made to-
wards investigating direct product questions in this model
and strong direct product theorems have been shown for
many different functions, for example Set-Disjointness [25,
14], Inner Product [27], Pointer Chasing [18] etc. To the
best of our knowledge, it is not known if the strong direct
product conjecture fails to hold for any function or relation
in this model. Therefore, whether the strong direct prod-
uct conjecture holds for all relations in this model, remains
one of the major open problems in communication complex-
ity. In the model of constant-round public-coin communica-
tion complexity, recently a strong direct product result has
been shown to hold for all relations by Jain, Perezle´nyi and
Yao [18]. The work [18] built on a previous result due to
Jain [14] showing a strong direct product result for all re-
lations in the model of one-way public-coin communication
complexity (where a single message is sent from Alice to
Bob, who then determines the answer).
The weaker direct sum conjecture, which states that solv-
ing k independent instances of a problem with constant suc-
cess probability requires k times the resource needed to com-
pute one instance with constant success probability, has also
been extensively investigated in different models of commu-
nication complexity and has met a better success. Direct
sum theorems have been shown to hold for all relations in the
public-coin one-way model [21], the entanglement-assisted
quantum one-way model [20], the public-coin simultaneous
message passing model [21], the private-coin simultaneous
message passing model [15], the constant-round public-coin
two-way model [6] and the model of two-way distributional
communication complexity under product distributions [3].
Again please refer to [25, 14, 18] for a good discussion.
Another major focus in communication complexity has
been to investigate generic lower bound methods, that apply
to all functions (and possibly to all relations). In the model
we are concerned with, various generic lower bound methods
are known, for example the partition bound [16], the informa-
tion complexity [9], the smooth rectangle bound [16] (which
in turn subsumes the rectangle bound a.k.a the corruption
bound) [35, 1, 31, 24, 4], the smooth discrepancy bound a.k.a
the γ2 bound [28] (which in turn subsumes the discrepancy
bound), the subdistribution bound [17] and the conditional
min-entropy bound [14]. Proving strong direct product re-
sults in terms of these lower bound methods is a reason-
able approach to attacking the general question. Indeed,
many lower bounds have been shown to satisfy strong di-
rect product theorems, example the discrepancy bound [27],
the subdistribution bound under product distributions [17],
the smooth discrepancy bound [34] and the conditional min-
entropy bound [14].
Our result
In present work, we show a strong direct product theo-
rem in terms of the smooth rectangle bound, introduced by
Jain and Klauck [16], which generalizes the rectangle bound
(a.k.a. the corruption bound) [35, 1, 31, 24, 4]. Roughly
speaking, the rectangle bound for relation f ⊆ X × Y × Z
under a distribution µ, with respect to an element z ∈ Z,
and error ε, tries to capture the size (under µ) of a largest
rectangle for which z is a right answer for 1 − ε fraction of
inputs inside the rectangle. It is not hard to argue that the
rectangle bound forms a lower bound on the distributional
communication complexity of f under µ. The smooth rect-
angle bound for f further captures the maximum, over all
relations g that are close to f under µ, of the rectangle bound
of g under µ. The distributional error setting can eventually
be related to the worst case error setting via the well known
Yao’s principle [35].
Jain and Klauck showed that the smooth rectangle bound
is stronger than every lower bound method we mentioned
above except the partition bound and the information com-
plexity. Jain and Klauck showed that the partition bound
subsumes the smooth rectangle bound and in a recent work
Kerenidis, Laplante, Lerays, Roland and Xiao [23] showed
that the information complexity subsumes the smooth rect-
angle bound (building on the work of Braverman and Wein-
stein [7] who showed that the information complexity sub-
sumes the discrepancy bound). New lower bounds for spe-
cific functions have been discovered using the smooth rect-
angle bound, for example Chakrabarti and Regev’s [8] opti-
mal lower bound for the Gap-Hamming Distance partial func-
tion. Klauck [25] used the smooth rectangle bound to show
a strong direct product result for the Set-Disjointness func-
tion, via exhibiting a lower bound on a related function. On
the other hand, as far as we know, no function (or relation)
is known for which its smooth rectangle bound is (asymp-
totically) strictly smaller than its two-way public-coin com-
munication complexity. Hence establishing whether or not
the smooth rectangle bound is a tight lower bound for all
functions and relations in this model is an important open
question. Our result is as follows.
Theorem 1. 1 Let X ,Y,Z be finite sets, f ⊆ X×Y×Z be
a relation, and t > 1 be an integer. Let µ be a distribution
on X ×Y. Let z ∈ Z and β def= Pr(x,y)←µ[f(x, y) = {z}]. Let
0 < ε < 1/3 and ε′, δ > 0 be such that δ+22ε
β−33ε
< (1 + ε′) δ
β
.
It holds that,
Rpub
1−(1−ε)⌊ε
2t/32⌋
(f t) ≥ ε
2
32
· t ·
(
11ε · s˜recz,µ(1+ε′)δ/β,δ (f)− 2
)
.
Above Rpub(·) represents the two-way public-coin communi-
cation communication complexity and s˜rec (·) represents the
smooth rectangle bound (please refer to Section 2 for pre-
cise definitions). Our result implies a strong direct product
theorem for all relations for which an (asymptotically) opti-
mal lower bound can be provided using the smooth rectangle
bound. As a consequence, our result reproves some of the
known strong direct product results, for example for Inner
Product [26] and Set-Disjointness [25, 14]. Our result also
shows new strong direct product result for Gap-Hamming
Distance [8, 33] and also implies near optimal direct product
results for several important functions and relations used to
show exponential separations between classical and quantum
communication complexity, for which near optimal lower
bounds are provided using the rectangle bound, for example
by Raz [30], Gavinsky [11] and Klartag and Regev [32].
In a recent work, Harsha and Jain [12] have shown that the
smooth-rectangle bound provides an optimal lower bound of
Ω(n) for the Tribes function. For this function the rectan-
gle bound fails to provide an optimal lower bound since it
is O(
√
n). Earlier Jayram, Kumar and Sivakumar [22] had
shown a lower bound of Ω(n) using information complexity.
The result of [12] along with Theorem 1 (and Lemma 6 ap-
pearing in the Appendix, which relates two different defini-
tions of the smooth-rectangle bound) implies a strong direct
product result for the Tribes function.
In [23], Kerenidis et. al. introduced the relaxed parti-
tion bound (a weaker version of the partition bound [16])
and showed it to be stronger than the smooth rectangle
bound. It is easily seen (by comparing the corresponding
linear-programs) that the smooth rectangle bound and the
relaxed partition bound are in-fact equivalent for boolean
functions (and more generally when the size of output set
is a constant). Thus our result also implies a strong direct
product theorem in terms of the relaxed partition bound
for boolean functions (and more generally when the size of
output set is a constant).
Our techniques
The broad argument of the proof of our result is as follows.
We show our result in the distributional error setting and
translate it to the worst case error setting using the well
known Yao’s principle [35]. Let f be a relation, µ be a
1For a relation f with Rpubε (f) = O(1), a strong direct prod-
uct result can be shown via direct arguments [14].
distribution on X ×Y, and c be the smooth rectangle bound
of f under the distribution µ with output z ∈ Z. Consider
a protocol Π which computes fk with inputs drawn from
distribution µk and communication o(c · k) bits. Let C be
a subset of the coordinates {1, 2, . . . , k}. If the probability
that Π computes all the instances in C correctly is as small
as desired, then we are done. Otherwise, we exhibit a new
coordinate j /∈ C, such that the probability, conditioned on
success in C, of the protocol Π answering correctly in the j-th
coordinate is bounded away from 1. Since µ could be a non-
product distribution we introduce a new random variable
Rj , such that conditioned on it and XjYj (input in the jth
coordinate), Alice and Bob’s inputs in the other coordinates
become independent. Use of such a variable to handle non
product distributions has been used in many previous works,
for example [2, 13, 3, 14, 18].
Let the random variablesX1j Y
1
j R
1
jM
1 represent the inputs
in the jth coordinate, the new variable Rj and the message
transcript of Π, conditioned on the success on C. The first
useful property that we observe is that the joint distribution
of X1j Y
1
j R
1
jM
1 can be written as,
Pr
[
X1j Y
1
j R
1
jM
1 = xym
]
=
1
q
µ(x, y)ux(rj ,m)uy(rj ,m),
where ux, uy are functions and q is a positive real number.
The marginal distribution of X1j Y
1
j is no longer µ though.
However (using arguments as in [14, 18]), one can show that
the distribution of X1j Y
1
j is close, in ℓ1 distance, to µ and
I
(
X1j : R
1
jM
1
∣∣Y 1j ) + I(Y 1j : R1jM1 ∣∣X1j ) ≤ o(c), where I(:)
represents the mutual information (please refer to Section 2
for precise definitions) .
Now, assume for contradiction that the success in the jth
coordinate in Π is large, like 0.99, conditioned on success in
C. Using the conditions obtained in the previous paragraph,
we argue that there exists a zero-communication public-coin
protocol Π′, between Alice and Bob, with inputs drawn from
µ. In Π′ Alice and Bob are allowed to abort the protocol
or output an element in Z. We show that the probability
of non-abort for this protocol is large, like 2−c, and con-
ditioned on non-abort, the probability that Alice and Bob
output a correct answer for their inputs is also large, like
0.99. This allows us to exhibit (by fixing the public coins
of Π′ appropriately), a large rectangle (with weight under µ
like 2−c) such that z is a correct answer for a large fraction
(like 0.99) of the inputs inside the rectangle. This shows
that the rectangle bound of f , under µ with output z, is
smaller than c. With careful analysis we are also able to
show that the smooth rectangle bound of f under µ, with
output z, is smaller than c, reaching a contradiction to the
definition of c.
The sampling protocol that we use to obtain the public-
coin zero communication protocol, is the same as that in
Kerenidis et al. [23], which in turn is a modification of a
protocol due to Braverman [5]2 (a variation of which also ap-
pears in [7]). However our analysis of the protocol’s correct-
ness deviates significantly in parts from the earlier works [23,
5, 7] due to the fact that for us the marginal distribution of
X1Y 1 need not be the same as that of µ, in fact for some
inputs (x, y), the probability under the two distributions can
be significantly different.
2A protocol, achieving similar task, however working only
for product distributions on inputs was first shown by Jain,
Radhakrishnan and Sen [20].
There is another important original contribution of our
work, not present in the previous works [23, 5, 7]. We ob-
serve a crucial property of the protocol Π′ which turns out
to be very important in our arguments. The property is that
the bad inputs (x, y) for which the distribution of Π′’s sam-
ple for R1jM
1, conditioned on non-abort, deviates a lot from
the desired R1jM
1| (X1Y 1 = xy), their probability is nicely
reduced (as compared to Pr
[
X1Y 1 = xy
]
) in the final dis-
tribution of Π′, conditioned on non-abort. This helps us to
argue that the distribution of inputs and outputs in Π′, con-
ditioned on non-abort, is close in ℓ1 distance toX
1
j Y
1
j R
1
jM
1,
implying good success in Π′, conditioned on non-abort.
Organization. In Section 2, we present some necessary back-
ground, definitions and preliminaries. In Section 3, we prove
our main result Theorem 1. We defer some proofs to Ap-
pendix due to lack of space.
2. PRELIMINARY
Information theory
We use capital letters e.g. X,Y, Z or letters in bold e.g.
a,b,α,β to represent random variables and use calligraphic
letters e.g. X ,Y,Z to represent sets. For integer n ≥ 1, let
[n] represent the set {1, 2, . . . , n}. Let X , Y be finite sets
and k be a natural number. Let X k be the set X × · · · × X ,
the cross product of X , k times. Let µ be a (probabil-
ity) distribution on X . Let µ(x) represent the probabil-
ity of x ∈ X according to µ. For any subset S ⊆ X ,
define µ(S)
def
=
∑
x∈S µ(x). Let X be a random variable
distributed according to µ, which we denote by X ∼ µ.
We use the same symbol to represent a random variable
and its distribution whenever it is clear from the context.
The expectation value of function f on X is denoted as
Ex←X [f(x)]
def
=
∑
x∈X Pr[X = x] · f(x). The entropy of X
is defined as H(X)
def
= −∑x µ(x) · log µ(x) (log, ln repre-
sent logarithm to the base 2, e repectively). For two dis-
tributions µ, λ on X , the distribution µ ⊗ λ is defined as
(µ ⊗ λ)(x1, x2) def= µ(x1) · λ(x2). Let µk def= µ ⊗ · · · ⊗ µ,
k times. The ℓ1 distance between µ and λ is defined to
be half of the ℓ1 norm of µ − λ; that is, ‖λ − µ‖1 def=
1
2
∑
x |λ(x) − µ(x)| = maxS⊆X |λ(S) − µ(S)|. We say that
λ is ε-close to µ if ‖λ − µ‖1 ≤ ε. The relative entropy be-
tween distributions X and Y on X is defined as S(X‖Y ) def=
Ex←X
[
log Pr[X=x]
Pr[Y=x]
]
. The relative min-entropy between them
is defined as S∞(X‖Y ) def= maxx∈X
{
log Pr[X=x]
Pr[Y=x]
}
. It is easy
to see that S(X‖Y ) ≤ S∞(X‖Y ). Let X, Y, Z be jointly dis-
tributed random variables. Let Yx denote the distribution
of Y conditioned on X = x. The conditional entropy of Y
conditioned on X is defined as H(Y |X) def= Ex←X [H(Yx)] =
H(XY ) − H(X). The mutual information between X and
Y is defined as: I (X : Y )
def
= H(X) + H(Y ) − H(XY ) =
Ey←Y [S(Xy‖X)] = Ex←X [S(Yx‖Y )] . The conditional mu-
tual information between X and Y , conditioned on Z, is de-
fined as: I(X : Y |Z) def= Ez←Z[I(X : Y |Z = z)] = H (X|Z)+
H (Y |Z)−H(XY |Z) . The following chain rule for mutual in-
formation is easily seen : I(X : Y Z) = I(X : Z)+I(X : Y |Z) .
We will need the following basic facts. A very good text
for reference on information theory is [10].
Fact 1. Relative entropy is jointly convex in its arguments.
That is, for distributions µ, µ1, λ, λ1 ∈ X and p ∈ [0, 1]:
S
(
pµ+ (1− p)µ1∥∥λ+ (1− p)λ1) ≤ p · S (µ‖λ) + (1 − p) ·
S
(
µ1
∥∥λ1) .
Fact 2. Relative entropy satisfies the following chain rule.
Let XY and X1Y 1 be random variables on X ×Y. It holds
that: S
(
X1Y 1
∥∥XY ) = S(X1∥∥X)+ Ex←X1 [S(Y 1x ∥∥Yx)] . In
particular, S
(
X1Y 1
∥∥X ⊗ Y ) = S(X1∥∥X)+Ex←X1[S(Y 1x ∥∥Y )] ≥
S
(
X1
∥∥X) + S (Y 1∥∥Y ) . The last inequality follows from
Fact 1.
Fact 3. Let XY andX1Y 1 be random variables on X×Y.
It holds that
S
(
X1Y 1
∥∥X ⊗ Y ) ≥ S(X1Y 1∥∥X1 ⊗ Y 1) = I(X1 : Y 1) .
The following fact follows from Fact 2 and Fact 3.
Fact 4. Given random variables XY and X ′Y ′ on X ×Y,
it holds that
Ex←X′
[
S
(
Y ′x
∥∥Y )] ≥ Ex←X′ [S(Y ′x∥∥Y ′)] = I(X ′ : Y ′) .
Fact 5. For distributions λ and µ: 0 ≤ ‖λ− µ‖1 ≤√
S(λ‖µ).
Fact 6. (Classical substate theorem [19]) Let X,X ′
be two distributions on X . For any δ ∈ (0, 1), it holds that
Pr
x←X′
[
Pr[X ′ = x]
Pr [X = x]
≤ 2(S(X′‖X)+1)/δ
]
≥ 1− δ.
We will need the following lemma. Its proof is deferred to
Appendix.
Lemma 1. Given random variables A, A′ and ε > 0, if
‖A− A′‖1 ≤ ε, then for any r ∈ (0, 1),
Pra←A
[∣∣∣∣1− Pr[A′=a]Pr[A=a] ∣∣∣∣ ≤ εr ] ≥ 1− 2r; and
Pra←A′
[∣∣∣∣1− Pr[A′=a]Pr[A=a] ∣∣∣∣ ≤ εr ] ≥ 1− 2r − ε.
Communication complexity
Let X ,Y,Z be finite sets, f ⊆ X × Y × Z be a relation
and ε > 0. In a two-way public-coin communication proto-
col, Alice is given x ∈ X , and Bob is given y ∈ Y. They
are supposed to output z ∈ Z such that (x, y, z) ∈ f via ex-
changing messages and doing local computations. They may
share public coins before the inputs are revealed to them.
We assume that the last ⌈log |Z|⌉ bits of the transcript is
the output of the protocol. Let Rpubε (f) represent the two-
way public-coin randomized communication complexity of
f with the worst case error ε, that is the communication of
the best two-way public-coin protocol for f with error for
each input (x, y) being at most ε. Let µ be a distribution
on X × Y. Let Dµε (f) represent the two-way distributional
communication complexity of f under distribution µ with
distributional error ε, that is the communication of the best
two-way deterministic protocol for f , with average error over
the distribution of the inputs drawn from µ, at most ε. Fol-
lowing is Yao’s min-max principle which connects the worst
case error and the distributional error settings, see. e.g.,
[26, Theorem 3.20, page 36].
Fact 7. [36] Rpubε (f) = maxµD
µ
ε (f).
The following fact can be easily verified by induction on
the number of message exchanges in a private-coin protocol
(please refer for example to [5] for an explicit proof). It is
also implicit in the cut and paste property of private-coins
protocol used in Bar-Yossef, Jayram, Kumar and Sivaku-
mar [2].
Lemma 2. For any private-coin two-way communication
protocol, with input XY ∼ µ and transcript M ∈ M, the
joint distribution can be written as
Pr[XYM = xym] = µ(x, y)ux(m)uy(m),
where ux : M→ [0, 1] and uy : M → [0, 1], for all (x, y) ∈
X × Y.
Smooth rectangle bound
Let f ⊆ X ×Y ×Z be a relation and ε, δ ≥ 0. With a slight
abuse of notation, we write f(x, y)
def
= {z ∈ Z| (x, y, z) ∈ f},
and f−1(z)
def
= {(x, y) : (x, y, z) ∈ f}.
Definition 1. (Smooth-rectangle bound [16]) The (ε, δ)-
smooth rectangle bound of f , denoted by s˜recε,δ (f), is de-
fined as follows:
s˜recε,δ (f)
def
= max{s˜recλε,δ (f) | λ a distribution over X × Y};
s˜recλε,δ (f)
def
= max{s˜recz,λε,δ (f) | z ∈ Z};
s˜recz,λε,δ (f)
def
= max{r˜ecz,λε (g) | g ⊆ X × Y × Z;
Pr
(x,y)←λ
[f(x, y) 6= g(x, y)] ≤ δ};
r˜ecz,λε (g)
def
= min{S∞(λR‖λ) | R is a rectangle in X × Y ,
λ(g−1(z) ∩R) ≥ (1− ε)λ(R)}.
When δ = 0, the smooth rectangle bound equals the rect-
angle bound (a.k.a. the corruption bound) [35, 1, 31, 24, 4].
Definition 3 is a generalization of the one in [16], where it
is only defined for boolean functions. The smooth rectangle
bound is a lower bound on the two-way public-coin com-
munication complexity. The proof of the following lemma
appears in Appendix.
Lemma 3. Let f ⊆ X×Y×Z be a relation. Let λ ∈ X×Y
be a distribution and let z ∈ Z. Let β def= Pr(x,y)←λ[f(x, y) = {z}].
Let ε, ε′, δ > 0 be such that δ+ε
β−2ε
< (1 + ε′) δ
β
. Then,
Rε(f) ≥ Dλε (f) ≥ s˜recz,λ(1+ε′)δ/β,δ (f) − log
4
ε
.
3. PROOF
The following lemma builds a connection between the
zero-communication protocols and the smooth rectangle bound.
Lemma 4. Let f ⊆ X × Y × Z, X ′Y ′ ∈ X × Y be a dis-
tribution and z ∈ Z. Let β def= Pr(x,y)←X′Y ′ [f(x, y) = {z}].
Let c ≥ 1. Let ε, ε′, δ > 0 be such that (δ + 2ε)/(β −
3ε) < (1 + ε′)δ/β. Let Π be a zero-communication public-
coin protocol with input X ′Y ′, public coin R, Alice’s out-
put A ∈ Z ∪ {⊥}, and Bob’s output B ∈ Z ∪ {⊥}. Let
X1Y 1A1B1R1
def
= (X ′Y ′ABR| A = B 6= ⊥). Let
1. Pr [A = B 6= ⊥] ≥ 2−c ; 2. ∥∥X1Y 1 −X ′Y ′∥∥ ≤ ε.
3. Pr
[
(X1, Y 1, A1) ∈ f] ≥ 1− ε.
Then s˜recz,X
′Y ′
(1+ε′)δ/β,δ (f) <
c
ε
.
Proof. Let g ⊆ X × Y × Z, satisfy
Pr
(x,y)←X′Y ′
[f(x, y) 6= g(x, y)] ≤ δ.
It suffices to show that r˜ecz,X
′Y ′
(1+ε′)δ/β (g) ≤ cε .
Since Pr[A = B 6= ⊥] ≥ 2−c,
c ≥ S∞
(
X1Y 1R1A1B1
∥∥X ′Y ′RAB) (1)
≥ S(X1Y 1R1A1B1∥∥X ′Y ′RAB)
≥ Er←R1,a←A1
[
S
(
(X1Y 1)r,a
∥∥X ′Y ′)] (from Fact 2).
(2)
Since
∥∥X1Y 1 −X ′Y ′∥∥ ≤ ε,
Pr
xyr←X1Y 1R1
[f(x, y) = {z}] ≥ Pr
xy←X′Y ′
[f(x, y) = {z}]− ε
≥ β − ε. (3)
Since Pr
[
(X1, Y 1, A1) ∈ f] ≥ 1−ε, hence Pr[A1 = B1 = z] ≥
β − 2ε. Since
Pr
(x,y)←X′Y ′
[f(x, y) 6= g(x, y)] ≤ δ,
by item 2 of this lemma, we have
Prxyra←X1Y 1R1A1 [(x, y, a) ∈ g] ≥
Prxyra←X1Y 1R1A1 [(x, y, a) ∈ f ]− δ − ε ≥ 1− 2ε− δ. (4)
By standard application of Markov’s inequality on equa-
tions (2), (3), (4), we get an r0, such that
S
(
(X1Y 1)r0,z
∥∥X ′Y ′) ≤ c
ε
,
Pr
xy←(X1Y 1)r0,z
[g(x, y) 6= {z}] ≤ (δ + 2ε)/(β − 3ε)
≤ (1 + ε′)δ/β.
Here, (X1Y 1)r0,z = (X
1Y 1|(R1 = r0, A1 = z). Note that
the distribution of (X1Y 1)r0,z is the distribution of X
′Y ′
restricted to some rectangle and then rescaled to make a
distribution. Hence
S
(
(X1Y 1)r0,z
∥∥X ′Y ′) = S∞((X1Y 1)r0,z∥∥X ′Y ′) .
Thus r˜ecz,X
′Y ′
(1+ε′)δ/β (g) <
c
ε
.
The following is our main lemma. A key tool that we use
here is a sampling protocol that appears in [23] (protocol
Π′ as shown in Figure 1), which is a variant of a sampling
protocol that appears in [7], which in turn is a variant of
a sampling protocol that appears in [5]. Naturally similar
arguments and calculations, as in this lemma, are made in
previous works [5, 7, 23], however with a key difference. In
their setting
∑
m ux(m)uy(m) = 1 for all (x, y). However
in our setting this number could be much smaller than one
for different (x, y). Hence our arguments and calculations
deviate from previous works at several places significantly.
Lemma 5. (Main Lemma) Let c ≥ 1. Let p be a distri-
bution overX×Y and z ∈ Z. Let β def= Pr(x,y)←p[f(x, y) = {z}].
Let 0 < ε < 1/3 and δ, ε′ > 0 be such that δ+22ε
β−33ε
< (1+ε′) δ
β
.
Let XYM be random variables jointly distributed over the
set X ×Y ×M such that the last ⌈log |Z|⌉ bits of M repre-
sents an element in Z. Let ux :M→ [0, 1], uy :M→ [0, 1]
be functions for all (x, y) ∈ X × Y. If it holds that,
1. For all (x, y,m) ∈ X × Y ×M,
Pr[XYM = xym] =
1
q
p(x, y)ux(m)uy(m),
where q
def
=
∑
xym p(x, y)ux(m)uy(m);
2. S(XY ‖p) ≤ ε2/4;
3. I(X : M |Y ) + I(Y : M |X) ≤ c;
4. errf (XYM) ≤ ε, where
errf (XYM)
def
= Pr
xym←XYM
[(x, y, m˜) /∈ f ] ,
and m˜ represents the last ⌈log |Z|⌉ bits of m;
then
s˜recz,p(1+ε′)δ/β,δ (f) <
2c
11ε3
.
Proof. Note by direct calculations,
Pr[XY = xy] =
1
q
p(x, y)αxy, (5)
where αxy
def
=
∑
m
ux(m)uy(m);
Pr[X = x] =
1
q
p(x)αx,where αx
def
=
∑
y
p(y|x)αxy (6)
Pr[Y = y] =
1
q
p(y)αy,where αy
def
=
∑
x
p(x|y)αxy (7)
Pr[Xy = x] =
p(x|y)αxy
αx
,Pr[Yx = y] =
p(y|x)αxy
αy
(8)
Pr[Mxy = m] = ux(m)uy(m)/αxy; (9)
Pr[Mx = m] =
ux(m)vx(m)
αx
(10)
where vx(m)
def
=
∑
y p(y|x)uy(m);
Pr[My = m] =
uy(m)vy(m)
αy
, (11)
where vy(m)
def
=
∑
x p(x|y)ux(m).
Define
G1
def
= {(x, y) :
∣∣∣∣1− αxyq
∣∣∣∣ ≤ 12 and
∣∣∣∣1− αxq
∣∣∣∣ ≤ 12 and∣∣∣∣1− αxyq
∣∣∣∣ ≤ 12}; (12)
G2
def
= {(x, y) : S(Mxy‖Mx) + S(Mxy‖My) ≤ c/ε} ; (13)
G
def
= {(x, y) : Pr
m←Mxy
[
uy(m)
vx(m)
≤ 2∆ and ux(m)
vy(m)
≤ 2∆
]
≥ 1− 2ε}. (14)
We begin by showing that G1 ∩ G2 is a large set and also
G1 ∩G2 ⊆ G.
Claim 1. 1. Pr(x,y)←p [(x, y) ∈ G1] > 1− 6ε,
2. Pr(x,y)←p [(x, y) ∈ G2] ≥ 1− 3ε/2,
Alice’s input is x. Bob’s input is y. Common input is
c, ε, q,M.
1. Alice and Bob both set ∆
def
= c/ε+1
ε
+ 2, T
def
=
2
q
|M|2∆ ln 1
ε
and k
def
= log( 3
ε
(ln 1
ε
)).
2. For i = 1, · · · , T :
(a) Alice and Bob, using public coins, jointly sample
mi ←M,αi,βi ← [0, 2∆], uniformly.
(b) Alice accepts mi if αi ≤ ux(mi), and βi ≤
2∆vx(mi).
(c) Bob accepts mi if αi ≤ 2∆vy(mi), and βi ≤
uy(mi).
3. Let A def= {i ∈ [T ] : Alice accepts mi} and B def=
{i ∈ [T ] : Bob accepts mi}.
4. Alice and Bob, using public coins, choose a uniformly
random function h : M → {0, 1}k and a uniformly
random string r ∈ {0, 1}k.
(a) Alice outputs ⊥ if either A is empty or h(mi) 6=
r (where i is the smallest element in non-empty
A). Otherwise, she outputs the element in Z,
represented by the last ⌈log |Z|⌉ bits of mi.
(b) Bob finds the smallest j ∈ B such that h(mj) = r.
If no such j exists, he outputs ⊥. Otherwise, he
outputs the element in Z, represented by the last
⌈log |Z|⌉ bits of mj.
Figure 1: Protocol Π′
3. Pr(x,y)←p [(x, y) ∈ G1 ∩G2] ≥ 1− 15ε/2,
4. G1 ∩G2 ⊆ G.
Proof. Note item 1. and item 2. imply item 3. Now we
show 1. Note that (using item 2. of Lemma 5 and Fact 5)
‖XY − p‖1 ≤ ε/2. From Lemma 1 and (5), we have
Pr
(x,y)←p
[∣∣∣∣1− αxyq
∣∣∣∣ ≤ 1/2] ≥ 1− 2ε.
By the monotonicity of ℓ1-norm, we have ‖X − pX‖1 ≤ ε2
and ‖X − pY‖1 ≤ ε2 . Similarly, from (6) and (7) we have
Pr
(x,y)←p
[∣∣∣∣1− αxq
∣∣∣∣ ≤ 1/2] ≥ 1− 2ε, and
Pr
(x,y)←p
[∣∣∣∣1− αyq
∣∣∣∣ ≤ 1/2] ≥ 1− 2ε.
By the union bound, item 1. follows.
Next we show 2. From item 3. of Lemma 5,
E(x,y)←XY [S(Mxy‖Mx) + S(Mxy‖My)]
= I(X : M |Y ) + I(Y : M |X) ≤ c.
Markov’s inequality implies Pr(x,y)←XY [(x, y) ∈ G2] ≥ 1−ε.
Then item 2. follows from the fact that XY and p are ε/2-
close.
Finally we show 4. For any (x, y) ∈ G1 ∩G2,
S(Mxy‖Mx) ≤ c/ε
⇒ Pr
m←Mxy
[
Pr[Mxy = m]
Pr [Mx = m]
≤ 2 c/ε+1ε
]
≥ 1− ε (from Fact 6)
⇒ Pr
m←Mxy
[
uy(m)αx
vx(m)αxy
≤ 2 c/ε+1ε
]
≥ 1− ε (from (9) and (10))
⇒ Pr
m←Mxy
[
uy(m)
vx(m)
≤ 2∆
]
≥ 1− ε.
((x, y) ∈ G1 and the choice of ∆)
Similarly, Prm←Mxy
[
ux(m)
vy(m)
≤ 2∆
]
≥ 1 − ε. By the union
bound,
Pr
m←Mxy
[
uy(m)
vx(m)
≤ 2∆ and ux(m)
vy(m)
≤ 2∆
]
≥ 1− 2ε,
which implies (x, y) ∈ G. Hence G1 ∩G2 ⊆ G.
Following few claims establish the desired properties of
protocol Π′ (Figure 1).
Definition 2. Define the following events.
• E occurs if the smallest i ∈ A satisfies h(mi) = r and
i ∈ B. Note that E implies A 6= ∅.
• Bc (subevent of E) occurs if E occurs and there exist
j ∈ B such that h(mj) = r and mi 6= mj, where i is
the smallest element in A.
• H def= E −Bc.
Below we use conditioning on (x, y) as shorthand for “Al-
ice’s input is x and Bob’s input is y”.
Claim 2. For any (x, y) ∈ G1 ∩G2, we have
1. for all i ∈ [T ],
1
2
· q|M|2∆ ≤ PrrΠ′[Alice accepts mi| (x, y)] ≤
3
2
· q|M|2∆ ,
and
1
2
· q|M|2∆ ≤ PrrΠ′[Bob accepts mi| (x, y)] ≤
3
2
· q|M|2∆ ,
where rΠ′ is the internal randomness of protocol Π
′;
2. PrrΠ′ [Bc| (x, y), E] ≤ ε;
3. PrrΠ′ [H | (x, y)] ≥ (1− 4ε) · 2−k−∆−2.
Proof. 1. We do the argument for Alice. Similar ar-
gument follows for Bob. Note that ux(m), vx(m) ∈ [0, 1].
Then for all (x, y) ∈ X × Y,
Pr
rΠ′
[Alice accepts mi| (x, y)] = 1|M|
∑
m
ux(m)vx(m)
2∆
=
αx
|M|2∆ .
Item 1 follows by the fact that (x, y) ∈ G1.
2. Define Ei (subevent of E) when i is the smallest ele-
ment of A. For all (x, y) ∈ G1 ∩G2, we have :
Pr
rΠ′
[Bc| (x, y), Ei]
= Pr
rΠ′
[∃j : j ∈ B and h(mj) = r and mj 6= mi| (x, y), Ei]
≤
∑
j∈[T ],j 6=i
Pr
rΠ′
[j ∈ B and h(mj) = r and mj 6= mi| (x, y), Ei]
(from the union bound)
≤
∑
j∈[T ],j 6=i
Pr
rΠ′
[j ∈ B| (x, y), Ei]
· Pr
rΠ′
[h(mj) = r| (x, y), Ei, j ∈ B,mj 6= mi]
≤ T · 3q|M|2∆+1 ·
1
2k
(two-wise independence of h and item 1. of this Claim)
≤ ε. (from choice of parameters)
Since above holds for every i, it implies PrrΠ′[Bc| (x, y), E] ≤
ε.
3. Consider,
Pr
rΠ′
[E| (x, y)] = Pr
rΠ′
[A 6= ∅| (x, y)] · Pr
rΠ′
[E| A 6= ∅, (x, y)]
≥
(
1−
(
1− 1
2
· q|M|2∆
)T)
· Pr
rΠ′
[E| A 6= ∅, (x, y)]
(using item 1. of this Claim)
≥ (1− ε) · Pr
rΠ′
[E| A 6= ∅, (x, y)] (from choice of parameters)
= (1− ε) · Pr
rΠ′
[h(mi) = r| A 6= ∅, (x, y)] ·
Pr
rΠ′
[i ∈ B| i ∈ A, h(mi) = r, (x, y)]
(from here on we condition on i being the first element of A)
= (1− ε) · 2−k · Pr
rΠ′
[i ∈ B| i ∈ A, (x, y)]
= (1− ε) · 2−k · PrrΠ′ [i ∈ B and i ∈ A| (x, y)]
PrrΠ′ [i ∈ A| (x, y)]
≥ 2
3q
(1− ε) · 2−k · |M|2∆ · Pr
rΠ′
[i ∈ B and i ∈ A| (x, y)]
(using item 1. of this claim)
=
2
3q
(1− ε) · 2−k · |M|2∆·∑
m∈M
1
|M|22∆ min
{
ux(m), 2
∆vy(m)
}
·min
{
uy(m), 2
∆vx(m)
}
(from construction of protocol Π′)
≥ 2
3q
(1− ε) · 2−k · |M|2∆ ·
∑
m∈Gxy
ux(m)uy(m)
|M|22∆
(Gxy
def
= {m : ux(m) ≤ 2∆vy(m) and uy(m) ≤ 2∆vx(m)})
=
2
3q
(1− ε) · 2−k · |M|2∆ · αxy|M|22∆
∑
m∈Gxy
ux(m)uy(m)
αxy
≥ 1
3
(1− ε) · 2−k−∆ · Pr
m←Mxy
[m ∈ Gxy]
(since (x, y) ∈ G1 and (9))
≥ 1
3
(1− ε) · 2−k−∆ · (1− 2ε)
(since (x, y) ∈ G, using item 4. of Claim 1)
≥ (1− 3ε) · 2−k−∆−2.
Finally, using item 2. of this Claim.
PrrΠ′ [H | (x, y)] = PrrΠ′ [E| (x, y)] (1− PrrΠ′ [Bc| (x, y), E])
≥ (1− 4ε) · 2−k−∆−2.
Claim 3. Prp,rΠ′ [H ] ≥ (1− 232 ε) · 2−k−∆−2.
Proof.
Pr
p,rΠ′
[H ] ≥
∑
(x,y)∈G1∩G2
p(x, y) Pr
rΠ′
[H | (x, y)]
≥ (1− 4ε) · 2−k−∆−2
∑
(x,y)∈G1∩G2
p(x, y)
≥ (1− 23
2
ε) · 2−k−∆−2.
The second inequality is by Claim 2, item 3, and the last
inequality is by Claim 1 item 3.
The following claim is an important original contribution
of this work (not present in the previous works [23, 5, 7].)
The claim helps us establish a crucial property of Π′. The
property is that the bad inputs (x, y) for which the distribu-
tion of Π′’s sample for M , conditioned on non-abort, devi-
ates a lot from the desired, their probability is nicely reduced
in the final distribution of Π′, conditioned on non-abort.
This helps us to argue that the joint distribution of inputs
and the transcript in Π′, conditioned on non-abort, is still
close in ℓ1 distance to XYM .
Claim 4. Let AB and A′B′ be random variables overA1×
B1 and h : A1 → [0,+∞) be a function. Suppose for any
a ∈ A1, there exist functions fa, ga : B1 → [0,+∞), such
that
1.
∑
a,b h(a)fa(b) = 1, and Pr[AB = ab] = h(a)fa(b);
2. fa(b) ≥ ga(b), for all (a, b) ∈ A1 × B1;
3. Pr[A′B′ = ab] = h(a)ga(b)/C, where C =
∑
a,b h(a)ga(b);
4. Pra←A [Prb←Ba [fa(b) = ga(b)] ≥ 1− δ1] ≥ 1 − δ2, for
δ1 ∈ [0, 1), δ2 ∈ [0, 1).
Then ‖AB − A′B′‖1 ≤ δ1 + δ2.
Proof. Set G
def
= {(a, b) : fa(b) = ga(b)}. By condition
4, Pr(a,b)←AB [(a, b) ∈ G] ≥ 1− δ1 − δ2. Then
C =
∑
a,b
h(a)ga(b) ≥
∑
a,b:(a,b)∈G
h(a)fa(b)
= Pr
(a,b)←AB
[(a, b) ∈ G] ≥ 1− δ1 − δ2. (15)
We have∥∥AB −A′B′∥∥
1
=
1
2
∑
a,b
|h(a)fa(b)− 1
C
h(a)ga(b)|
≤ 1
2
∑
a,b
(
|h(a)fa(b)− h(a)ga(b)|+ |h(a)ga(b)− 1
C
h(a)ga(b)|
)
≤ 1
2
∑
a,b
(h(a)fa(b)− h(a)ga(b)) + 1− C
C
∑
a,b
h(a)ga(b)

(using item 2. of this claim)
≤ 1
2
 ∑
a,b:(a,b)/∈G
h(a)fa(b) + 1− C

=
1
2
(
Pr
(a,b)←AB
[(a, b) /∈ G] + 1− C
)
≤ δ1 + δ2 (from (15))
Claim 5. Let the input of protocol Π′ be drawn according
to p. Let X1Y 1M1 represent the input and the transcript
(the part of the public coins drawn fromM) conditioned on
H . Then we have
∥∥XYM −X1Y 1M1∥∥
1
≤ 10ε. Note that
this implies that
∥∥∥X1Y 1A1B1 −XY M˜M˜∥∥∥
1
≤ 10ε, where
M˜ represents the last ⌈log |Z|⌉ bits of M and A1, B1 repre-
sent outputs of Alice and Bob respectively, conditioned on
H .
Proof. For any (x, y), define
wxy(m)
def
= min
{
ux(m), 2
∆vy(m)
}
·min
{
uy(m), 2
∆vx(m)
}
.
From step 2 (a),(b),(c), of protocol Π′, Pr
[
M1X1Y 1 = mxy
]
=
1
C
p(x, y)wxy(m), where C =
∑
xym p(x, y)wxy(m). Now,
Pr(x,y)←XY
[
Prm←Mxy [wxy(m) = ux(m)uy(m)] ≥ 1− 2ε
]
= Pr(x,y)←XY [(x, y) ∈ G] ≥ 1− 8ε.
The last inequality above follows using items 3. and 4. of
Claim 1 and the fact that XY and p are ε/2-close.
Finally using Claim 4 (by substituting δ1 ← 2ε, δ2 ←
8ε,A← XY,B ←M,A′ ← X1Y 1, B′ ← M1, h← p
q
, f(x,y)(m)←
ux(m)uy(m) and g(x,y)(m)← wxy(m)), we get that∥∥X1Y 1M1 −XYM∥∥
1
≤ 10ε.
We are now ready to finish the proof of Lemma 5. Con-
sider the protocol Π′. We claim that it satisfies Lemma 4
by taking the correspondence between quantities in Lemma
4 and Lemma 5 as follows : c← (c/ε2 + 3/ε), ε← 11ε, β ←
β, δ ← δ, z ← z,X ′Y ′ ← p.
Item 1. of Lemma 4 is implied by Claim 3 since (1− 23
2
ε) ·
2−k−∆−2 ≥ 2−(c/ε2+3/ε), from choice of parameters.
Item 2. of Lemma 4 is implied since
∥∥X1Y 1 − p∥∥
1
≤∥∥X1Y 1 −XY ∥∥
1
+‖XY − p‖1 ≤ 212 ε, using item 2. of Lemma
5, Fact 5 and Claim 5.
Item 3. of Lemma 4 is implied since errf
(
X1Y 1M1
) ≤
errf (XYM) +
∥∥X1Y 1M1 −XYM∥∥
1
≤ 11ε, using item 4.
in Lemma 5 and Claim 5.
This implies
s˜recz,p(1+ε′)δ/β,δ (f) <
c/ε2 + 3/ε
11ε
≤ 2c
11ε3
.
We can now prove our main result.
Theorem 2. Let X ,Y,Z be finite sets, f ⊆ X ×Y ×Z be
a relation, and t > 1 be an integer. Let µ be a distribution
on X ×Y. Let z ∈ Z and β def= Pr(x,y)←µ[f(x, y) = {z}]. Let
0 < ε < 1/3 and ε′, δ > 0 be such that δ+22ε
β−33ε
< (1 + ε′) δ
β
.
It holds that,
Rpub
1−(1−ε)⌊ε
2t/32⌋
(f t) ≥ ε
2
32
· t ·
(
11ε · s˜recz,µ(1+ε′)δ/β,δ (f)− 2
)
.
Proof. Set δ1
def
= ε2/32. define
c
def
= 11ε · s˜recz,µ(1+ε′)δ/β,δ (f)− 2
and XY ∼ µk. By Fact 7, it suffices to show
Dµ
t
1−(1−ε)⌊ε
2t/32⌋
(f t) ≥ δ1tc.
Let Π be a deterministic two-way communication protocol,
that computes f t, with total communication δ1ct bits. The
following claim implies that the success of Π is at most (1−
ε)⌊δ1t⌋, and this shows the desired.
Claim 6. For each i ∈ [t], define a binary random variable
Ti ∈ {0, 1}, which represents the success of Π on the i-th
instance. That is, Ti = 1 if the protocol computes the i-th
instance of f correctly, and Ti = 0 otherwise. Let t
′ def= ⌊δ1t⌋.
There exists t′ coordinates {i1, · · · , it′} such that for each
1 ≤ r ≤ t′ − 1,
1. either Pr
[
T (r) = 1
]
≤ (1− ε)t′ or
2. Pr
[
Tir+1 = 1| T (r) = 1
]
≤ 1−ε, where T (r) def= ∏rj=1 Tij .
Proof. Suppose we have already identified r coordinates,
i1, · · · , ir satisfying that Pr[Ti1 ] ≤ 1−ε and Pr
[
Tij+1 = 1| T (j) = 1
]
≤
1 − ε for 1 ≤ j ≤ r − 1. If Pr
[
T (r) = 1
]
≤ (1 − ε)t′ , then
we are done. So from now on we assume Pr
[
T (r) = 1
]
>
(1 − ε)t′ ≥ 2−δ1t. Here we assume r ≥ 1. Similar argu-
ments also work when r = 0, that is for identifying the first
coordinate, which we skip for the sake of avoiding repetition.
LetD be a random variable uniformly distributed in {0, 1}t
and independent of XY . Let Ui = Xi if Di = 0, and
Ui = Yi if Di = 1. For any random variable L, define L
1 def=
(L|T (r) = 1). If L = L1 · · ·Lt, define L−i def= L1 · · ·Li−1Li+1 · · ·Lt.
Let C def= {i1, · · · , ir} . DefineRi def= D−iU−iXC∪[i−1]YC∪[i−1].
Now let us apply Lemma 5 by substitutingXY ← X1j Y 1j ,M ←
R1jM
1, p ← XjYj , z ← z, ε ← ε, δ ← δ, β ← β, ε′ ← ε′
and c ← 16δ1(c + 1). Condition 1. in Lemma 5 is im-
plied by Claim 7. Conditions 2. and 3. are implied by
Claim 8. Also we have s˜recz,µ(1+ε′)δ/β,δ (f) >
32δ1(c+1)
11ε3
, by
our choice of c. Hence condition 4. must be false and hence
errf
(
X1j Y
1
j M
1
)
= errf
(
X1j Y
1
j R
1
jM
1
)
> ε. This shows con-
dition 2. of this Claim.
Claim 7. Let R denote the space of Rj . There exist func-
tions uxj , uyj : R×M→ [0, 1] for all (xj , yj) ∈ X × Y and
a real number q > 0 such that
Pr
[
X1j Y
1
j R
1
jM
1 = xjyjrjm
]
=
1
q
µ(xj , yj)uxj (rj ,m)uyj (rj , m).
Proof. Note that XjYj is independent of Rj . Now con-
sider a private-coin two-way protocol Π1 with input XjYj as
follows. Let Alice generate Rj and send to Bob. Alice and
Bob then generate (X−j)xjrj and (Y−j)yjrj , respectively.
Then they run the protocol Π. Thus, from Lemma 2,
Pr[XjYjRjM = xyjrm] = µ(xj , yj) · vxj (rj ,m) · vyj (rj , m),
where vxj , vyj : R×M→ [0, 1], for all (xj , yj) ∈ X × Y.
Note that conditioning on T (r) = 1 corresponds to choos-
ing a subset, say S, of R×M. Let
q
def
=
∑
xjyjrjm:(rj ,m)∈S
µ(xj , yj)vxj (rj ,m)vyj (rj ,m) .
Then
Pr
[
X1j Y
1
j R
1
jM
1 = xjyjrjm
]
=
1
q
µ(xj , yj)vxj (rj ,m)vyj (rj ,m),
for (rj ,m) ∈ S and Pr
[
X1j Y
1
j R
1
jM
1 = xjyjrjm
]
= 0 other-
wise.
Now define
uxj (rj , m)
def
= vxj (rj ,m), and uyj (rj , m)
def
= vyj (rj ,m),
for (rj ,m) ∈ S and define them to be 0 otherwise. The claim
follows.
Claim 8. If Pr
[
T (r) = 1
]
> 2−δ1t, then there exists a
coordinate j /∈ C such that
S
(
X1j Y
1
j
∥∥XjYj) ≤ 8δ1 = ε24 , (16)
and
I
(
X1j : M
1R1j
∣∣Y 1j )+ I(Y 1j : M1R1j ∣∣X1j ) ≤ 16δ1(c+ 1).
(17)
Proof. This follows using Claim III.6 in [18]. We include
a proof in Appendix for completeness.
Conclusion and open problems
We provide a strong direct product result for the two-way
public-coin communication complexity in terms of an im-
portant and widely used lower bound method, the smooth
rectangle bound. Some natural questions that arise are:
1. Is the smooth rectangle bound a tight lower bound
for the two-way public-coin communication complex-
ity for all relations? If yes, this would imply a strong
direct product result for the two-way public-coin com-
munication complexity for all relations, settling a ma-
jor open question in this area. To start with we can
ask: Is the smooth rectangle bound a polynomially
tight lower bound for the two-way public-coin commu-
nication complexity for all relations?
2. Or on the other hand, can we exhibit a relation for
which the smooth rectangle bound is (asymptotically)
strictly smaller than its two-way public-coin commu-
nication complexity?
3. Can we show similar direct product results in terms of
possibly stronger lower bound methods like the parti-
tion bound and the information complexity?
4. It will be interesting to obtain new optimal lower bounds
for interesting functions and relations using the smooth
rectangle bound, implying strong direct product re-
sults for them.
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APPENDIX
Proof of Lemma 1: Let G =
{
a :
∣∣∣∣1− Pr[A′=a]Pr[A=a] ∣∣∣∣ ≤ εr},
then
2ε ≥
∑
a
∣∣∣Pr[A = a]− Pr[A′ = a]∣∣∣
≥
∑
a 6∈G
∣∣∣Pr[A = a]− Pr[A′ = a]∣∣∣
=
∑
a 6∈G
Pr[A = a]
∣∣∣∣1− Pr[A′ = a]Pr [A = a]
∣∣∣∣ ≥ Pra←A[a 6∈ G] · εr .
Thus Pra←A[a ∈ G] ≥ 1− 2r. The second inequality follows
immediately.
Proof of Lemma 3: Let c
def
= s˜recz,λ
(1+ε′) δ
β
,δ
(f). Let g be
such that r˜ecz,λ
(1+ε′) δ
β
(g) = c and
Pr
(x,y)←λ
[f(x, y) 6= g(x, y)] ≤ δ.
If Dλε (f) ≥ c− log(4/ε) then we are done using Fact 7.
So lets assume for contradiction that Dλε (f) < c−log(4/ε).
This implies that there exists a deterministic protocol Π for
f with communication c− log(4/ε) and distributional error
under λ bounded by ε. Since
Pr
(x,y)←λ
[f(x, y) 6= g(x, y)] ≤ δ,
the protocol Π will have distributional error at most ε + δ
for g. Let M represent the message transcript of Π and
let O represent protocol’s output. We assume that the last
⌈log |Z|⌉ bits of M contain O. We have,
1. Prm←M
[
Pr[M = m] ≤ 2−c] ≤ ε/4, since the total num-
ber of message transcripts in Π is at most 2c−log(4/ε).
2. Prm←M [O = z| M = m] > β − ε,
since Pr(x,y)←λ [f(x, y) = {z}] = β and distributional
error of Π under λ is bounded by ε for f .
3. Prm←M
[
Pr(x,y)←(XY )m [(x, y,O) /∈ g| M = m] ≥ ε+δβ−2ε
]
≤
β−2ε, since distributional error of Π under λ is bounded
by ε+ δ for g.
Using all of above we obtain a message transcript m such
that Pr [M = m] > 2−c and (O = z| M = m) and
Pr
(x,y)←(XY |M=m)
[(x, y,O) /∈ g| M = m] ≤ ε+ δ
β − 2ε
< (1 + ε′)
δ
β
.
This and the fact that the support of (XY | M = m) is a
rectangle, implies that r˜ecz,λ
(1+ε′) δ
β
(g) < c, contradicting the
definition of c. Hence it must be that Dλε (f) ≥ c− log(4/ε),
which using Fact 7 shows the desired.
Proof of Claim 8: The following calculations are helpful
for achieving (16).
δ1k > S∞
(
X1Y 1
∥∥XY ) ≥ S(X1Y 1∥∥XY )
≥
∑
i/∈C
S
(
X1i Y
1
i
∥∥XiYi) , (18)
where the first inequality follows from the assumption that
Pr
[
T (r) = 1
]
> 2−δk, and the last inequality follows from
Fact 2. The following calculations are helpful for (17).
δ1k > S∞
(
X1Y 1D1U1
∥∥XYDU)
≥ S(X1Y 1D1U1∥∥XYDU)
≥ E (d,u,xC ,yC)
←D1,U1,X1C ,Y
1
C
[
S
((
X1Y 1
)
d,u,xC,yC
∥∥∥(XY )d,u,xC,yC)]
(19)
=
∑
i/∈C
E
(d,u,xC∪[i−1],yC∪[i−1])
←D1,U1,X1C∪[i−1],Y
1
C∪[i−1][
S
((
X1i Y
1
i
)
d,u,xC∪[i−1],
yC∪[i−1]
∥∥∥∥∥(XiYi)d,u,xC∪[i−1],yC∪[i−1]
)]
(20)
=
∑
i/∈C
E (di,ui,ri)
←D1i ,U
1
i ,R
1
i
[
S
(
(X1i Y
1
i )di,ui,ri
∥∥(XiYi)di,ui,ri)] (21)
=
1
2
∑
i/∈C
E(ri,xi)←R
1
i ,X
1
i
[
S
((
Y 1i
)
ri,xi
∥∥∥(Yi)xi)]+
1
2
∑
i/∈C
E(ri,yi)←R
1
i ,Y
1
i
[
S
((
X1i
)
ri,yi
∥∥∥(Xi)yi)] . (22)
Above, Eq. (19) and Eq. (20) follow from Fact 2; Eq. (21)
is from the definition of Ri. Eq. (22) follows since D
1
i is
independent of R1i and with probability halfD
1
i is 0, in which
case U1i = X
1
i and with probability halfD
1
i is 1 in which case
U1i = Y
1
i . By Fact 4,∑
i/∈C
(
I
(
X1i : R
1
i
∣∣Y 1i )+ I(Y 1i : R1i ∣∣X1i )) ≤ 2δ1k. (23)
We also need the following calculations, which exhibits
that the information carried by messages about sender’s in-
put is small.
δ1ck ≥
∣∣M1∣∣ ≥ I(X1Y 1 : M1 ∣∣D1U1X1CY 1C)
=
∑
i/∈C
I
(
X1i Y
1
i : M
1
∣∣D1U1X1C∪[i−1]Y 1C∪[i−1])
=
∑
i/∈C
I
(
X1i Y
1
i : M
1
∣∣D1iU1i R1i )
=
1
2
∑
i/∈C
(
I
(
X1i : M
1
∣∣R1i Y 1i )+ I(Y 1i : M1 ∣∣R1iX1i )) . (24)
Above first equality follows from chain rule for mutual
information, second equality follows from definition of R1i
and the third equality follows since with probability half D1i
is 0, in which case U1i = X
1
i and with probability half D
1
i is
1 in which case U1i = Y
1
i .
Combining Eqs. (18), (22) and (24), and making standard
use of Markov’s inequality, we can get a coordinate j /∈ C
such that
S
(
X1j Y
1
j
∥∥XjYj) ≤ 8δ1,
I
(
X1j : R
1
j
∣∣Y 1j )+ I(Y 1j : R1j ∣∣X1j ) ≤ 16δ1,
I
(
X1j : M
1
∣∣R1jY 1j )+ I(Y 1j : M1 ∣∣R1jX1j ) ≤ 16δ1c.
The first inequality is exactly the same as Eq. (16). Eq. (17)
follows by adding the last two inequalities.
Alternate definition of smooth rectangle bound
An alternate definition of the smooth rectangle bound was
introduced by Jain and Klauck [16], using the following lin-
ear program.
Definition 3. For total function f : X × Y → Z, the ǫ-
smooth rectangle bound of f denoted srecǫ (f) is defined to
be max{sreczǫ (f) : z ∈ Z}, where sreczǫ (f) is given by the
optimal value of the following linear program.
Primal
min:
∑
W∈W
vW
∀(x, y) ∈ f−1(z) :
∑
W :(x,y)∈W
vW ≥ 1− ǫ,
∀(x, y) ∈ f−1(z) :
∑
W :(x,y)∈W
vW ≤ 1,
∀(x, y) /∈ f−1(z) :
∑
W :(x,y)∈W
vW ≤ ǫ,
∀W : vW ≥ 0 .
Dual
max:
∑
(x,y)∈f−1(z)
((1− ǫ)λx,y − φx,y)−
∑
(x,y)/∈f−1(z)
ǫ · λx,y
∀W :
∑
(x,y)∈f−1(z)∩W
(λx,y − φx,y)−
∑
(x,y)∈(W−f−1(z))
λx,y ≤ 1,
∀(x, y) : λx,y ≥ 0;φx,y ≥ 0 .
Lemma 6. Let f : X × Y → Z be a total function. Let
z ∈ Z and ε > 0. There exists a distribution µ ∈ X ×Y and
δ, β > 0 such that
s˜recz,µ
(1+ε2) δ
β
,δ
(f) ≥ log(sreczε (f)) + 3 log ε.
Proof. Let (λ′x,y, φ
′
x,y) be an optimal solution to the
Dual. For (x, y) ∈ f−1(z), if λ′x,y > φ′x,y define λ = λ′x,y −
φ′x,y and φx,y = 0. Otherwise define λ = 0 and φx,y =
φ′x,y − λ′x,y. For (x, y) /∈ f−1(z) define φx,y = 0. We note
that (λx,y, φx,y) is an optimal solution to the Dual with po-
tentially higher objective value. Hence (λx,y, φx,y) is also an
optimal solution to the Dual.
Let us define three sets
U1
def
= {(x, y)| f(x, y) = z, λx,y > 0},
U2
def
= {(x, y)| f(x, y) = z, φx,y > 0},
U0
def
= {(x, y)| f(x, y) 6= z, λx,y > 0}.
Define,
∀(x, y) ∈ U1 : µ′(x, y) def= λx,y,
∀(x, y) ∈ U2 : µ′(x, y) def= εφx,y,
∀(x, y) ∈ U0 : µ′(x, y) def= ελx,y.
Define r
def
=
∑
x,y µ
′(x, y) and define probability distribution
µ
def
= µ′/r. Let sreczǫ (f) = 2
c. Define function g such that
g(x, y) = z for (x, y) ∈ U1; g(x, y) = f(x, y) for (x, y) ∈ U0
and g(x, y) = z′ (for some z′ 6= z) for (x, y) ∈ U2. Then,
2c =
∑
(x,y)∈f−1(z)
((1− ǫ)λx,y − φx,y)−
∑
(x,y)/∈f−1(z)
ǫ · λx,y
= (1− ǫ)µ′(U1)− 1
ε
µ′(U2)− µ′(U0)
This implies r ≥ µ′(U1) ≥ 2c. Consider rectangle W .∑
(x,y)∈f−1(z)∩W
(λx,y − φx,y)−
∑
(x,y)∈(W−f−1(z))
λx,y ≤ 1
⇒
∑
(x,y)∈U1∩W
µx,y − 1
ε
∑
(x,y)∈U2∩W
µx,y −
∑
(x,y)∈U0∩W
1
ε
µx,y ≤ 1
r
⇒ ε
 ∑
(x,y)∈U1∩W
µx,y − 1
r
 ≤ ∑
(x,y)∈U2∩W
µx,y +
∑
(x,y)∈U0∩W
µx,y
⇒ ε
 ∑
(x,y)∈g−1(z)∩W
µx,y − 1
r
 ≤ ∑
(x,y)∈W−g−1(z)
µx,y
⇒ ε
 ∑
(x,y)∈W
µx,y − 1
r
 ≤ (1 + ε) · ∑
(x,y)∈W−g−1(z)
µx,y
⇒ ε
 ∑
(x,y)∈W
µx,y − 2−c
 ≤ (1 + ε) · ∑
(x,y)∈W−g−1(z)
µx,y.
Now consider a W with µ(W ) ≥ 2−c/ε3. We have µ(W −
g−1(z)) ≥ (1−ε3)ε
1+ε
µ(W ). Define β
def
= µ(U1∪U2), δ def= µ(U2).
Now,
(1− ε)rβ ≥ (1− ε)µ′(U1) ≥ 1
ε
µ′(U2) =
1
ε
rδ.
Hence we have
µ(W − g−1(z)) ≥ (1− ε
3)δ
(1− ε2)β µ(W ) ≥ (1 + ε
2)
δ
β
µ(W ).
This implies r˜ecz,µ
(1+ε2)δ/β
(g) ≥ c+ 3 log ε. This implies that
s˜recz,µ
(1+ε2) δ
β
,δ
(f) ≥ c+ 3 log ε = log(sreczε (f)) + 3 log ε.
