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Sum frequency generation (SFG) spectroscopy is an experimental technique for 
differentiating between various conformations and orientations of interfacial proteins. 
Combining a theoretical framework for SFG with molecular dynamics (MD) simulations 
provides a powerful tool for studying systems containing interfacial proteins with 
applications in cell transport, biofilms, and fermentation processes. Roeters’ method was 
used to calculate theoretical SFG responses for a variety of individual α-helix and β-sheet 
peptide secondary structures simulated using MD. Results show how the shape and 
locations of SFG amide I responses change with differences in hydrogen bonding patterns, 
peptide orientations, and SFG polarization combinations. The data presented herein 
demonstrate the utility of SFG spectroscopy for uniquely describing the orientation and 
conformation of interfacial proteins and how molecular simulation and theoretical spectral 
calculations complement this experimental technique. 
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 Proteins preform an immense number of functions that are essential to life as we 
know it. A large majority of vital cell functions are carried via the use of proteins whether 
that be by sending signals throughout the body, fighting infections, transporting nutrients, 
or catalyzing biochemical reactions. Since proteins are a crucial part of most biological 
functions, they have long been a topic of interest to researchers across many disciplines of 
science; however, researching proteins have proved challenging due to their large, intricate, 
and complex nature. Various experimental methods for characterizing the structures of 
proteins have been used throughout the years such as x-ray crystallography, NMR 
spectroscopy, and cryo-electron microscopy. These methods have the drawback of needing 
to remove the protein from its natural solvated state and being placed into a vastly different 
environment than the protein’s native one. Additionally, while these methods allow for 
data to be gathered on the components and structures of proteins, they largely lack the 
ability to do so in situ. Since the environment and surroundings of a protein greatly affect 
the structure of the protein, these methods can fall short in giving useful information in 
situations where the interfacial structure and properties of proteins are of interest (i.e. 
biomaterials, biofilms, lipid membranes, etc.). Currently, none of the over 100,000 protein 
structures stored in the Protein Data Bank were obtained from proteins while at an 
interface. A form of vibrational spectroscopy called sum frequency generation (SFG) is 
able to provide information on interfacial protein structures. This utility of SFG stems from 
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it being a second order non-linear optical spectroscopy which is also why SFG is only able 
to be used for characterization at interfaces. There is also the problem that the data 
generated from SFG experiments gives only general data about the secondary structure and 
orientation of a given protein and does not provide information on the primary structure of 
the protein. One way to tackle this problem is through the use of computers and molecular 
dynamics simulations, which provide a physics-based model of hypothetical protein 
structures. With the use of modern computing power, proteins can be modeled at interfacial 
sites with a fair degree of accuracy, and the results of such models can be directly compared 
to experimental SFG spectroscopy results.  
 The aim of this study is to further develop the practical applications of simulated 
SFG spectroscopy by exploring results generated for protein secondary structures. 
Specifically, the structures of several dozen model α-helix and β-sheet structures were 
simulated using a molecular dynamics program, and then the SFG response was calculated 
from simulated structures using a semi-empirical model established by Roeters et al1. 
Similar analyses on the applications of SFG spectroscopy with interfacial proteins have 
been performed by several different groups across the world in an attempt to better 
understand how proteins function1-11. The data generated in this study will provide a 
general α-helix and β-sheet response that can be used as a set to which experimentalists 
can compare their data. Moreover, slight differences in the responses of the structures 
studied herein will provide some clues as to why certain deviations from an ideal spectrum 
appear. The method and the information presented in this study will allow for more 
 3 
 
meaningful conclusions on the functional mechanisms of in situ interfacial proteins to be 
gleaned from SFG spectroscopy results. A more in-depth discussion on the mentioned 





Protein Structures and Functions 
 The functionality of a protein is determined not only by its chemical composition, 
but by the structure and shape the protein exhibits as well. Proteins twist and fold due to 
intermolecular and intramolecular forces within the protein and with the solvent 
environment. Even a slight change in how a protein is folded can completely negate its 
functionality causing it to be known as denatured. Proteins consist of amino acids that are 
linked together via the bonding of amino groups (–NH2) with carboxylic-acid groups (–
COOH) called a peptide bond. As such, proteins are commonly referred to as polypeptides. 
There are 20 different amino acids that all contain the above-mentioned backbone structure 
coupled to side chain R-groups. Each sidechain has different chemical properties, such as 
being hydrophilic, hydrophobic, polar, nonpolar, or charged. The sequence of amino acids 
and the subsequent forces generated by the backbone and sidechains of these amino acids 
dictates the exact shape and structure of the protein. Proteins have four classified levels of 
structure: primary structure, secondary structure, tertiary structure, and quaternary 
structure12-13. 
 The primary structure of a protein is simply the sequence of amino acids that make 
up the protein. These amino acids, as mentioned above, differ in chemical and physical 
properties depending on their side chain –R groups. Notably, the side chains vary in 
polarity which gives rise to various intermolecular and intramolecular forces. A protein’s 




C-terminus and N-terminus respectively12-13. The primary structure of a protein is a decent 
starting point to gaining understanding about the molecule, but the functionality of the 
protein is provided by the shape that the sequence induces. A protein’s secondary structure 
is defined by the local conformations within the protein backbone. The two most common 
secondary structures are known as the α-helix and the β-sheet12-13, and as such are the 
primary contributors to the response from proteins when using SFG spectroscopy. 
 The α-helix is formed by the hydrogen bonding between C=O and N-H contained 
throughout the amino acid backbone. These forces cause the protein backbone to take on a 
spiral configuration where each turn in the helix involves four amino acid residues where 
the oxygen in the C=O group of the first residue bonds with the hydrogen in the N-H group 
four residues sequentially after (i + 4 → i hydrogen bonding), though it is more accurate 
to say each turn is 3.6 residues long6, 12-14. This configuration repeats a number of times to 
form an α-helix. Another important characteristic about the α-helix is that the amino acid 
side chains are on the outside of the structure. It should be noted that other helixes can 
form, such as the 310-helix (i + 3 → i) and π-helix (i + 5 → i), but these structures are not 
as abundant as their α-helix counterpart6, 12-14. 
 β-sheets get their structure from the formation of hydrogen bonds that between C=O 
and N-H groups in different sections of the protein backbone. This structure can form 
between strands running in the same direction (parallel) or with strands running in the 




parallel counterpart due to the hydrogen bonds lining up more efficiently in that formation, 
however neither structure is considered unstable7, 12-13. Like α-helixes, β-sheets form with 
the –R group sidechains facing outside of the backbone structure. 
 The tertiary structure of a protein refers to how the entire shape of the molecule 
conforms in 3-dimensions. This level of structure is heavily dependent on the interactions 
of the amino acid side chains and is not as rigid as the previous two structural levels. This 
structure is partially dependent on the medium that the protein is in. A protein in a polar 
solvent will have a different tertiary structure than the same protein in a non-polar solvent. 
Additionally, a protein molecule in a vacuum would exhibit far less folding due to the 
absence of the interactions between the protein molecule and the solvent molecules. Most 
proteins exist in a watery environment where hydrophobic –R groups tend to fold towards 
the center of the overall protein structure where they are partially shielded from the polar 
water molecules by the more hydrophilic –R groups. Furthermore, bonds can form between 
certain side chains forming a bridge. A bridge connects two parts of the protein with the 
formation ionic bonds (as in disulfide bridges), hydrogen bonds, or through ionic dipole 
charges (as in salt bridges). Interactions between the protein and chemical entities other 
than the solvent can affect a protein’s tertiary structure. These interactions can have a 
significant impact on a protein’s ability to carry out its immediate function such as transport 
proteins that absorb and deposit minerals across a membrane. The introduction of certain 




through a particular membrane11. An array of conformations can be observed and are 
outlined by one of two common conventions referred to as CATH and SCOP12-13. 
 Finally, the quaternary structure of a protein refers to the overall shape of the 
molecule through the arrangement of the different sections, known as chains, that may be 
present in the protein. These chains can be identical (e.g. a homodimer of two proteins) or 
different (e.g. a heterodimer of two proteins) and are distinguished by groupings 
distinguished by the folding in the tertiary structure. The driving forces behind 
oligomerization are often the same as seen with the tertiary structures (salt bridging, 
hydrogen bonding, hydrophobic interactions)12-13. This quaternary structure is the final 




Protein Characterization and Vibrational Spectroscopy 
 Common methods for characterizing protein structures include nuclear magnetic 
resonance (NMR), cryo-EM, and X-ray diffraction, however these methods require that 
proteins to be in unnatural environments and in unnatural conformations (i.e. crystalline, 
highly concentrated). Because of this, these methods are mostly limited to characterizing 
the primary structures of proteins. Protein secondary structures can be characterized 
relatively in situ using vibrational spectroscopy techniques such as Fourier transform 
infrared (FTIR), Raman, and SFG spectroscopies. These methods are inherently non-
invasive and non-destructive which makes them ideal for analyzing sensitive compounds 
like proteins1-2, 4-5, 8-11, 15. These techniques involve irradiating a compound with a high-
powered light source, typically a laser, and measuring the response. FTIR utilizes infrared 
light; Raman uses visible light; SFG uses a combination of IR and visible light (see figure 
1). As the light strikes a protein, a photon is absorbed causing an excitation. When this 
excitation relaxes, a photon is released with a slightly different frequency than the absorbed 
photon. This difference in frequency is captured by a sensor, and provides information on 




Figure 1: Representation of SFG spectroscopy with SSP polarization where ωIR is the frequency of the P 
polarized IR beam, ωVis is the frequency of the S polarized visible light beam, and ωSum is the SFG response 
equal to ωIR + ωVis with S polarization. 
 
 Responses are generally recorded within certain modes of the full spectrum. The 
most common mode for analyzing proteins, and the mode of interest for this paper, is the 
amide I mode. This mode is centered around 1650-1660 cm-1, and is produced mostly from 
the stretching of C=O bonds which comprises a large portion of protein backbones. The 
response at this frequency can be affected by hydrogen bonds and other dipole interactions 
such as those found in the secondary structures of proteins1, 4, 6-7, 10-11, 15. The magnitude of 
splitting in spectroscopy responses is determined by the distance and orientation of 
hydrogen-bonds and transition-dipole interactions1, 4, 6-7, 10-11, 15. This allows for the 
orientation and relative position of certain groups to be gleaned from the responses 
generated by spectroscopy techniques, namely SFG spectroscopy. This gives rise to being 
able to determine the secondary structure1, 6-7, 10. Responses for α-helix structures tend to 
form a high intensity peak near 1650 cm-1 that is affected by the hydrogen bonding within 
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the structures1, 6, 10-11. Responses for anti-parallel β-sheet (the more commonly formed β-
sheet12) structures will typically consist of two peaks, one around 1620 cm-1 and one at a 
higher frequency around 1690 cm-1 wavenumber10-11. A comparison of peak intensities is 
used to determine the relative population of and the predominant orientation of different 
secondary structures1, 4, 6-7, 9-11, 15. 
 There are however, limitations to the use of IR and Raman spectroscopy, mainly 
being that neither can be used for in situ analysis of interfacial proteins. This is due to two 
reasons: the first being that high concentrations of a given protein which is not always a 
natural environment for proteins and secondly, responses are generated by molecules in the 
bulk solution which shields any response that could be given by the minority interfacial-
proteins.  SFG spectroscopy does not have these limitations1, 4, 6, 8-9, 11. SFG spectroscopy 
utilizes polarized IR and visible light in specific combinations of polarization labeled as 
senkrecht (S) (German word meaning perpendicular) and parallel (P). The polarization is 
labeled with respect to the lab-frame (x, y, z) described in the next section. Different 
combinations result in different SFG responses1, 6-7, 9-11, and thusly must be accounted for. 
What gives SFG spectroscopy the ability to see proteins at an interface in situ has to do 
with how the response is generated. Typically, a short laser pulse, on the scale of 
femtoseconds, is used for the visible light component, and a broader and longer pulse is 
used for the IR component2, 10. When the two beams of light strike the protein, photons are 
absorbed generating an excited state that’s proportional to the energy from the absorbed 
photon. The energies from both light sources combine to cause an elevated state of 
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excitement which, when relaxed, generates a photon at a new frequency resulting from the 
summation of the original two frequencies of the IR and visible lights. This is shown above 
in figure 1.  
Inherently, an SFG response cannot be obtained in media with inversion symmetry 
such as solvated proteins within a single medium. Therefore, it is an ideal technique to 
study interfacial proteins while ignoring effects from solution state proteins. Interfacial 
proteins play a crucial role in many biologically, medically, and industrially relevant 
processes. For example, proteins mediate the growth of bone and other inorganic structures 
in organisms ranging from the microscopic scale to humans. The proteins of interest will 
exist at some kind of interface: harmful proteins can adhere to medical implants to induce 
the formation of biofilms that can lead to infection, proteins are involved in the formation 
of foams at the air-water interface in fermentation processes, transport proteins facilitate 
the transport of minerals and nutrients across cell membranes11. Therefore, the ability of 
SFG to analyze interfacial proteins in situ is of particular interest to scientists. While SFG 
spectroscopy is a widespread method for probing protein structure and orientation at 
interfaces, the interpretation of experimental results is not always straightforward. The 
spectroscopic signal lacks molecular level detail, but with molecular simulation and careful 






Molecular Dynamics Simulations 
 Molecular simulations have become a powerful tool made feasible through modern 
computer processing power.  Engineers and researchers can use simulations to gain insight 
into hypothetical systems/processes thus reducing the need to spend time and resources on 
rigorous experimentation. For the case of investigating the behavior of complex organic 
molecules, such as proteins, molecular dynamics (MD) simulations are used.  MD 
simulations calculate the potential energy of a system of atoms through the integration of 
Newton’s equations of motions through time and space. The atoms are assumed to behave 
like classical bodies that are acted upon by a set of inter and intra molecular forces (covalent 
bonds, Van der Waals, hydrogen bonds, etc.) that are defined in what’s called a force field. 
Starting with initial values for the positions and velocities of each atom, temperature, 
pressure, and the force field, the total energy of the system can be calculated. Snapshots of 
the system are taken periodically for later analytical and visual use. This time step needs 
to be small enough that holding the velocities and forces constant does not create an 
unrealistic assumption, but large enough as to not create too many calculations for the 
computer to complete in a reasonable time-frame. Typically, these time steps are on the 
magnitude of a couple of femtoseconds. Because of the characteristic timescale of 
molecular motions, an integration timestep of 2 femtoseconds is the standard choice. Using 
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this timestep with current computing power allows for tens of nanoseconds to be simulated 
on a per day basis for systems of small proteins solvated in water16-17. 
 The first MD simulation was performed in 1950’s where the motions of a box of 
32 and 108 liquid molecules were simulated with the assumptions that each molecule 
behaved like a hard sphere. At the time, this simplified model took 30-40 hours on the 
fastest contemporary compute. Today, a similar simulation can be performed using billions 
of molecules17. However, the hard-sphere model does not give accurate predictions for 
many situations, and with considerable interest in more complicated molecular systems 
more advanced models are needed. As computing technology and simulation algorithms 
advanced, more complex and detailed models began to be used.  By the 1960’s the 
Lennard-Jones model for molecules began to be utilized17, and as time progressed, more 
advanced techniques, such as particle mesh Ewald summation (PME) and particle-particle-
mesh were introduced16-18.  
 In modern molecular dynamics, development of more accurate models focus 
primarily on algorithms. Current algorithms are based around the Verlet method for 
integrating the equations of motion. This is largely due to Verlet integration being light 
computationally while still maintaining a high degree of accuracy17, 19.  One of the main 
advantages to using this method of integration is that the error in the calculation does not 
accumulate with time as it does with other integration methods such as the Euler method19. 
However, the Verlet method does require a “startup” function in order to obtain initial 
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values for positions and velocities making the initial conditions of a simulation vital to the 
overall accuracy. Various forms of the Verlet method are used for different scenarios such 
as the Beeman method which is tailored to handle larger numbers of particles. The Runge-
Kutta  and leapfrog integration techniques are also used to a lesser extent17.   
 Despite modern computing power and relatively light weight integrating methods, 
further assumptions are needed to reduce the total number of calculations needed at each 
time step. One such assumption is the nearest-neighbor assumption. This assumes that any 
given atom is acted upon only by other atoms within a short range of it, typically in the 
range of about 1.0 to 1.5 nm, or that atom’s “nearest neighbors”. This assumption is valid 
since most forces from further away particles are largely negated by shielding from closer 
particles17. When using this assumption though it is vital to be able to accurately track the 
nearest neighbors of atoms which can become immensely laborious with macroscopic 
changes in the system such as those that may arise from concentration, pressure, and/or 
temperature gradients. Additional algorithms are used to calculate the impact of forces 
from further molecules such as particle-particle-particle mesh and PME where the atoms 
are constrained by a grid, and the forces acting upon those atoms are given a weight 
depending on their proximity. Each cell in the grid is calculated for each time step but can 
be calculated in parallel with one another making the utilization of multiple processors a 
viable way of reducing computation times17-18, 20. Due to the nature of the Ewald 
summation, periodic boundary conditions are imposed on the simulation. This can be easily 
accounted for by specifying sufficiently large boundaries as to avoid interactions with 
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duplicates of the simulated system20. The most computationally extensive aspect of MD 
simulations however, comes from the calculation of the force fields. 
 There are many different force fields that have been parameterized with varying 
degrees of accuracy in different applications, ranges of computational complexity, along 
with specific strengths and weaknesses tailored for certain situations. The force fields used 
in the simulations for this paper were AMBER99SB-ILDN21 and TIP3P22. The Assisted 
Model Building with Energy Refinement (AMBER) force field is commonly used in MD 
simulations, and is generally based on the summation of potential energies from bonds, 
bond-angles, bond torsion, and coulombic interactions from nonbonded atoms like other 
force fields17, 23. The main difference between the AMBER force fields and other force 
fields is in how it handles nonpolar hydrogens bonded to heavier atoms. AMBER force 
fields do not explicitly differentiate these, but instead conglomerates them into the 
information of the heavier atom they are bonded to17, 23. In previous iterations of AMBER 
force fields there were disagreements with the calculated torsion energy term, but that has 
been resolved in more recent iterations. AMBER99SB-ILDN is the third generation of the 
AMBER force field with improved torsional parameters in protein backbones and side 
chains compared to previous versions. It also includes improvements to parameters 
involving residues such as isoleucine, leucine, aspartate, and asparagine (ILDN) where 
deviations from empirical data were being observed in simulations17, 23. 
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 Transferable intermolecular potential with 3 points (TIP3P) is a commonly 
used model for water molecules that represents water as having three active sites with a 
point charge at each atom in addition to Lennard-Jones parameters on the oxygen atom17, 
24
. While this model is not the most accurate model for water available, it does well in 
simulating the bulk properties of water and its intermolecular interactions17, 24. TIP3P is 
also observed to work well with the AMBER force fields17, 23. More advanced models that 
use five (TIP5P) or six active sites on the water molecules do give more detailed and 
accurate representations of water, but at the cost significantly increasing the necessary 
calculations in a simulation. For this reason, the TIP3P model is most commonly used in 






 Sum frequency generation is a second-order, nonlinear, optical spectroscopy that 
utilizes polarized IR and Raman signals that combine to create a new signal. The frequency 
of this new signal is a sum of the incoming IR and Raman signals. The utility of SFG lies 
in its ability to ignore signals from bulk solutions which allows for observation of 
interfacial structures. Theoretical models for SFG have been developed and described 
through the efforts of several groups1, 6-7, 10. Since the experiment described within this 
paper utilized an adaptation of the program written by Roeters1, the methodology described 
in his works to calculate the theoretical SFG response in the amide-I spectrum will be 
outlined here. We used a modified version of Roeters’ code, written by Marcus Schwarting. 
A working preliminary version of this code can be downloaded at 
https://github.com/meschw04/vsfg-bellerphon.  
 Based on the orientation and conformation of the protein, the amide-I exciton 
Hamiltonian can be calculated for the system. This matrix describes the vibrational 
energetics of the system, and the delocalized vibrational eigenmodes can be determined by 
solving the time-independent Schrödinger equation. These eigenmodes are then used to 
determine the IR and Raman responses for the protein which are then used to determine 
the SFG response or molecular hyperpolarizability1, 6-7. It should be noted that when SFG 
is actually performed, as in not simulated, that the intensity of the SFG response develops 
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over time10, but within the simulation, the intensities of the SFG responses are normalized  
for easy comparison1. 
 
Amide-I Hamiltonian 
 The exciton amide-I Hamiltonian used in the SFG simulation program is based on 
the protein conformation stored in a PDB file. The PDB format is the primary format used 
to store the structural and conformational information of proteins in the Protein Data Bank. 
Using the atomic coordinates found within a PDB file the amide-I Hamiltonian can be 
created by analyzing the local modes and couplings between the atoms. Side-
chain/backbone-interactions are ignored in this treatment because the amide I response  is 
primarily affected by the secondary structure; side chain interactions have only a slight 
impact on SFG responses1. As such, the Hamiltonian takes the form seen in equation 1. 
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  (1) 
 Within this matrix ħ is, ωi0 is the frequency of local mode i, and κij is the coupling 
between the local modes i and j. The coupling between different modes uses two different 
models depending on if the two modes are nearest-neighbors (κi, j ± 1 or κi ± 1, j) or non-
nearest-neighbors. For nearest-neighbors the coupling values are found through density 
 19 
 
functional theory (DFT), and non-nearest-neighbor couplings are found using the 
transition-dipole coupling model (TDCM)1.  Values for the nearest-neighbor DFT 
approach are found using a parameterized heat map of the dihedral angles (ϕ, ψ)1, 15. The 
method for finding the coupling interaction values for non-nearest-neighbors involves 
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ε0 is the dielectric constant, µi and µj are the transition-dipoles of peptide bonds i and j, 
and rij is the vector connecting the two dipoles. Values for the displacements, charges, 
and charge flows were obtained from Hamm et. al15. The coordinates of the protein 
backbone atoms C, O, N, and H found in PDB files are used to calculate the transition-
dipoles1. 
 Due to the effects of hydrogen bonding, the amide I frequencies of local-modes 
need to be corrected through what is known as a red-shift which is a shift of 5 cm-1 applied 
to the eigenvalues1, 6-7, 11, 15, 25. Peptide bonds that are followed by proline residues in the 
amino acid chain require a shift of 19 cm-1 due to the nitrogen atom in the peptide bond 
being bound to a carbon atom in the proline ring-sidechain as opposed to being bonded to 
a hydrogen atom like the other residues. One option for obtaining these red-shift values is 
through the use of MD simulations, however an empirical formula adapted from Hamm et. 
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al15 for the sake of the performance of the SFG simulation. The adjusted frequency for 
residue i bonded to a proline residue and all other amides that are hydrogen-bonded are 
shown in equations 3 and 4 respectively. 
 
0 0
,i proline HB iω = Ω −δω −δω   (3) 
 
0 0
,i HB iω = Ω − δω   (4) 
Ω0 is the isolated local amide I mode, and δωproline and δωHB, i are the red-shifts used 
to correct the effects from proline residues and hydrogen bonds respectively. 
 
SFG Response 
Diagonalizing the excitonic amide-I Hamiltonian gives the delocalized vibrational 
eigenmodes which in turn gives the eigenvalues µυ of the eigenvectors cσυ of the eigenmode 
|υ›1 described in equation 5 where |σ› is the localized amide-I state of the peptide unit σ. 
 cσυ
σ
υ = σ∑   (5) 
 The IR transition-dipoles and Raman tensors are determined from the coordinates 
of the peptide backbone atoms which are found in the PDB file for the protein. Roeters 
defines the (a, b, c)-frame used for the Raman tensors αijσ for the local mode σ as the a-axis 
being perpendicular to the amide plane, and the b-axis being perpendicular to the a-axis 










 α =  
 
 
  (6) 
 The Raman tensors are transformed into the (x, y, z)-frame using the direction 





xx x aa y bb z cc
yy x aa y bb z cc
zz x aa y bb z cc
xy x x aa y y bb z z cc
xz x x aa y y bb z z cc
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  (7) 
By applying equation 5 the IR and Raman responses of eigenmode can be found 












α = α υ = α∑   (9) 
 
ˆ kµ is the electric dipole operator, ˆ ijα  is the Raman scattering operator, and kσµ  is 
the IR transition-dipole moment of peptide σ. With the values from equations 8 and 9, the 
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  (11) 
 IIR and IRaman are the intensities of the IR and Raman responses respectively, ωυ is 
the eigenvalues from the amide-I exciton Hamiltonian, ωIR is the frequency of the IR field, 
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ωlaser is the frequency of the visible light laser, ωStokes is the frequency of the Stokes field, 
and Γ is the line width of the Lorentzian. 
 The SFG hyperpolarizability, or SFG response, (2)ijkβ of mode υ is calculated by 





υ υ υβ = µ ⊗α
  (12) 
 The summation for all modes within the protein gives the hyperpolarizability for 
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  (13) 
 Since this form of the hyperpolarizability is frequency dependent it needs to be 
converted into the lab (X, Y, Z)-frame. This frame is related to the (x, y, z)-frame by three 
Euler angles (θ, ϕ, ψ). The Euler transformation is averaged over the entire molecular 
orientation distribution resulting in equation 141. 
 ( ) ( )( )(2) (2)ˆ ˆ ˆˆ ˆ ˆprotein proteinIJK ijkN X x Y y Z zχ = ⋅ ⋅ ⋅ β∑ ɶ   (14) 
 
(2) protein
IJKχ  is the nonlinear susceptibility within the lab frame and N is the number of 
molecules that contribute to the response. Depending on the polarizations of the IR and 
Raman lasers, the nonlinear susceptibility changes. There are two types of polarization 
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used for SFG which are labeled S and P. The S polarization is perpendicular to the plane 
of incidence for the IR and Raman beams, and the P polarization is parallel to this plane. 
The differences between the responses of different polarization combinations stems from 
differences in refractive indices. These differences are corrected by multiplying the 
nonlinear susceptibility factor with Fresnel factors1, 6-7. There are four polarization 
combinations that result in non-zero SFG responses from nonchiral molecules: SSP, SPS, 
PSS, and PPP1, 6-7, 10. PSP, SPP, and PPS combinations also yield non-zero SFG responses 
for chiral molecules1, 6-7, 10. The SFG calculations in this paper generated responses for the 
SSP and SPS polarization combinations because these two combinations are the most 
commonly used in experimental studies1, 10-11. As such, only the effective nonlinear 
susceptibility factors for SSP and SPS are given in equations 15 and 16. 
 
(2) (2)
1 2 3 3( ) ( ) ( )sin( )SSP YY YY ZZ YYZL L Lχ = ω ω ω ρ χ   (15) 
 
(2) (2)
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ρ + ω γ
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γ + ω ρ
  (18) 
 Lii is the Fresnel factor for beam j, ω1 is the summed frequency from ω2 and ω3 the 
Raman and IR frequencies respectively, ρ1 is the angle that the summed frequency beam is 
 25 
 
generated from the angles of incidence of the Raman ρ2 and IR ρ3, n1 is the refractive index 
in media 1, n2 is the refractive index in media 2, and γj is the refracted angle. 
 These factors are then used to calculate the intensity of the SFG response ISFG. 
Before this can be done however, we must consider the effects from off-resonant 
contributions on the SFG response which can come from high-intensity responses from 
outside of the amide-I window. With a large enough intensity, these off-resonant responses 
can influence the shape of the SFG amide-I response despite being outside of the spectral 
window1. The SFG intensity is thus given by equation 19. 
 
2(2) ORiprotein
SFG IR Raman IJK ORI I I A e
φ
∝ χ +   (19) 
 AOR is the amplitude of the off-resonant contribution and ϕOR is the phase of the off-









 A total of 30 proteins and their respective PDB files were obtained from the Protein 
Data Bank26 for use in the SFG simulations (see table 1). 20 proteins were chosen with the 
stipulation that their structure was composed of at least 80% α-helices, and the remaining 
10 proteins were chosen with the stipulation that their structure was composed of at least 
80% β-sheets. This was done so that around five examples of the respective secondary 
structure could be extracted from the PDB files in a later step. All of the proteins selected 
were a mix of large, small, cyclic, and asymmetrical. The proteins selected are all found in 
homo-sapiens as well. These specifications were chosen to give a diversity of different 
proteins, but no selection criteria other than the composition of secondary structures was 
expected have any significant impact on the results of the SFG simulations. Theoretically, 
any protein containing either α-helix or β-sheet structures would work sufficiently well.  
The dictionary of protein secondary structure (DSSP)12 program was used to 
characterize the secondary structure of each amino acid in the selected proteins. For 
proteins consisting of mostly α-helices, residue ID’s denoted with an “H” were selected in 
accordance with DSSP nomenclature designating that residue as part of an α-helix. Helical 






Table 1: Table of Proteins Used. Proteins were obtained in the form of PDB files from the Protein Data 
Bank26. Residue ID numbers represent the residues that make up the desired secondary structure excised. 
 







1IJQ27 379-392 399-414 419-434 457-481 498-514 
1U9328 62-75 129-150 19-38 153-182 191-210 
1WFM29 14-36 46-62 91-114 -- -- 
2HWZ30 5-24 34-54 62-75 84-106 128-149 
2IPK31 3-26 30-43 89-112 118-139 160-179 
2ZHR32 6-32 61-86 94-120 184-208 341-357 
3BKY33 9-23 33-52 68-84 144-163 204-219 
3CDG34 21-37 109-126 188-208 228-249 258-272 
3DVG35 9-23 34-49 62-75 131-152 193-212 
3DVN35 9-22 33-49 62-75 147-165 193-212 
 
 







2BSK36 16-32 43-71 188-272 119-148 161-176 
3BUA37 -- -- -- -- -- 
3CEQ38 217-232 238-252 256-273 382-379 446-461 
3L8I39 34-54 70-83 98-115 124-148 158-184 
3WWV40 159-205 -- -- -- -- 
4B1841 96-111 141-154 183-197 226-240 437-460 
4CQO42 1848-1865 1870-1885 1892-1915 1926-1948 1957-1981 
4F9K43 46-68 27-41 -- -- -- 
4HNM44 156-168 179-190 -- -- -- 
4JJY45 415-426 440-471 486-515 550-574 -- 
4P3946 679-702 722-740 -- -- -- 
4QMJ47 874-891 955-972 992-1005 -- -- 
4QOB48 17-27 49-60 62-75 -- -- 
4XA149 27-43 1173-1238 211-230 -- -- 
4YYH50 24-38 82-99 72-92 101-125 144-169 
5WW951 12-40 45-55 72-92 101-125 144-169 
5JTI52 1073-1088 -- -- -- -- 
5JVR53 10-46 55-65 -- -- -- 
5N7K54 452-487 500-517 520-549 -- -- 
5XBY55 9-23 28-41 -- -- -- 
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because of increased error in calculating SFG responses of structures consisting of fewer 
than 10 residues1, 6-7. Proteins consisting of mostly β-sheet structures were given the same 
treatment with the exception that residues denoted by a “G”, DSSP nomenclature for 
residues comprising a β-sheet structure, were selected. Five secondary structures were 
selected for each protein when possible. Some proteins did not contain at least five of the 
desired type of secondary structure, or they did not contain five unique secondary structures 
as was the case for some of the cyclic proteins. In total 64 α-helices and 48 β-sheets were 
selected from the 30 proteins. Once the residue ID numbers were obtained for the 
secondary structures, the PDB files were opened using the VMD program, and the chosen 
secondary structures of at least a length of 10 amino acids were excised and written to 
individual PDB files. A handful of these files were viewed in VMD to verify the files were 
created properly and did indeed contain only the desired secondary structure. SFG 
responses are reported to be affected by the orientation they are found in1, 6, 9. As such, the 
structures were then rotated about the x-axis from θ equals 0 to 180 degrees in 15-degree 
increments (see figure 2). 
 
Figure 2: Rotation of α-helix Structure 
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 The peptides containing individual secondary structures were solvated in a box of 
water where the edges of the box were at least 1 nm away from the solvated protein (see 
figures 3 and 4). This is necessary due to the periodic boundary conditions used in the 
simulation. If the edges were too close to the ends of the protein, then the protein would 
experience unnatural interactions with itself. The 1 nm distance is standard for this kind of 
simulation and provides a buffer zone of at least 2 nm for the protein which is sufficient to 
ensure the protein does not interact with itself in unnatural ways11, 56-57. Certain protein 
sidechains are charged, and thus when not balanced by oppositely charged sidechains, they 
can cause an overall net charge for the system. This net charge is incompatible with the 
PME method used for electrostatic calculations. To counter this problem, either sodium or 
chlorine ions are added to make the solution neutrally charged. The solvated proteins were 
then processed through steepest-descent energy minimization simulation in a water 
solvated system for 1000 steps using an open source software developed by Hamm15. 
Finally, the proteins were equilibrated using NPT (isobaric-isothermal) conditions with a 
reference temperature of 300K and a pressure of 1 bar for 100 ps. The AMBER99SB-ILDN 
and TIP3P force fields were used for this simulation as they have been shown to give 
relatively accurate results for this kind of system11. The equilibration simulations allowed 
for the rearrangement of hydrogen bonding both internally and with respect to the solvent. 
Because the initial structures were determined from crystal structures, the hydrogen bond 
arrangement can change dramatically. The equilibration step would ensure that there are 
less errant structural dynamics in subsequent simulations, and that the proteins are in a 
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more natural state. Both of these will help reduce error in the SFG calculations with respect 
to experimental observations in case we work with experimental collaborators in the future. 
 
Figure 3: Representation of α-helix Solvated in Water. Boundaries of the system box are at least 1 nm from 
the peptide on all sides to prevent unwanted interactions. 
 
 
Figure 4: Representation of β-sheet Solvated in Water. Boundaries of the system box are at least 1 nm from 
the peptide on all sides to prevent unwanted interactions. 
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 To calculate the SFG response of the peptides, excitonic Hamiltonian matrices were 
then generated for all of the prepared secondary structures using GROMACS56-62. These 
were then fed into a version of Roeter’s software1 that was adapted for use in Python by 
Marcus Schwarting. This program calculated the expected SFG responses for each of the 
secondary structures which were then analyzed and compared using a juPYter notebook. 





RESULTS AND DISCUSSION 
General 
 The SFG responses were calculated successfully except for peptides containing 
proline residue(s). At the time of writing this paper, the program used for the SFG 
simulations was not able to resolve the unusual bonding between sidechains and backbone 
that occurs in proline residues. Future iterations of the program will include this 
functionality. As such, the SFG responses for these peptides were omitted from the analysis 
even though their structures were probed using MD simulations. These simulated structures 
are available for future analysis when proline functionality is available. It should also be 
noted that the plotted intensity on all of the graphs presented within have been normalized 
to a value of one with arbitrary units, unless otherwise specified.   
Figure 5 shows the results for an α-helix and β-sheet structure across 180 degrees 
of rotation with the SSP polarization configuration. Looking at the plots of the various SFG 
responses makes it immediately obvious that not only the location of the primary peak, but 
the shape of the response changed with the orientation of the protein structures. This aligns 
with previous results reported in literature1, 6-8, 10-11. Some SFG responses appeared as a 
singular peak whereas others manifested as multiple peaks. These results are represented 
to some extent across all calculated SFG responses. Another interesting detail shown in 
these plots is that there is a symmetry of responses around 90 degrees of rotation. There is 
however some variation between responses that should be theoretically the same. This is 
likely due to some measure of error that is inherent in MD simulations where atomic 
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positions are not stored with precision higher than 0.001 nm. Additionally, rotations were 
performed in GROMACS, with respect to the x-axis normal to the surface, on these 
structures with low resolution, thus adding more truncation error16-17. Our experimental 
collaborators in the Weidner group (Aarhus University, Aarhus, Denmark) have reported 
skepticism from other spectroscopic groups, whom do not use SFG spectroscopy, on the 
ability of SFG spectroscopy to differentiate between unique structures at varying 
orientations. The results of the calculations presented within demonstrate the ability of SFG 
spectroscopy to differentiate between proteins at various states of conformation and 




Figure 5:SSP SFG Spectra Across 180 Degrees of Rotation for A) 
an α-helix and B) a β-sheet. 
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Formation of “Shoulders” in SFG Response Averages 
 Responses were grouped by structure, polarization combination, and orientation, 
and an averaged peak was then determined for each group along with a standard deviation. 
Figures 6 and 7 show the SFG responses for α-helical structures using an SPS polarization 
at 0 degrees and 60 degrees respectively. Looking at the two averaged peaks shows the 
difference in the typical formation of responses at the two orientations. The alpha-helices 
oriented at 0 degrees gave an average peak response at 1668 cm-1 with a slight shoulder 
forming around 1685 cm-1 whereas those oriented at 60 degrees gave an average peak 
response at 1656 cm-1 with a more pronounced shoulder forming around 1700 cm-1. With 
the way the average peaks were calculated, secondary peaks are not properly shown in the 
average. Instead of showing up as a distinct peak followed and preceded by a valley, these 
secondary peaks show as a shoulder or protrusion off the main peak. However, the presence 
of a shoulder on the averaged peak does not necessarily indicate a large presence of a lower 
intensity secondary peak. Shoulders can also form from a cluster of main peaks located 
further away from average peak in the cluster that makes up the main peak. To determine 
which shoulders are formed by secondary peaks or by clusters of peaks, one needs to look 
at the individual SFG responses that form the average. This is not immediately clear 
however when looking at figures 6 and 7. The shoulder formed in figure 6 appears to be 
due to a cluster of peaks away from the main grouping, and that the shoulder seen in figure 
7 is mostly the result of secondary peaks. Looking at plots for beta-sheets structures gives 
a little bit clearer image of the main contributors to the shoulders formed by the averages 
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due to the fewer number of results and subsequent plots present. Figure 8 shows a similar 
plot as those mentioned above, but for a beta-sheet oriented at 30 degrees generated with 
an SSP polarization combination. For this average, the shoulder appears to be mainly 
generated from secondary peaks although there is some contribution from primary peaks 
evident. In general, it appears that shoulders generated by clusters of primary peaks are 
closer in intensity to the primary average peak than shoulders generated by clusters of 










Figure 8: Averaged SSP SFG Spectra for β -sheets Oriented at 30 Degrees
 




Effects of Orientation and Polarization on Averaged Responses 
 As stated previously in this paper, and by many researchers studying applications 
of SFG spectroscopy, SFG spectroscopy provides a more detailed response than either 
Raman or IR spectroscopy individually1, 6-8, 10-11. One such detail that SFG can describe is 
the orientation of a molecule which was shown in the figures presented prior in this section.  
The averaged responses described in the previous section, also show some of the variations 
in SFG responses caused by changing the orientation of the molecule.  
 
Figure 9: Average Peak Wavenumber with Respect to Orientation A) Averaged responses of α-helix 
structures from SPS SFG over 180 degrees of rotation, B) Averaged responses of α-helix structures from 
SPS SFG over 180 degrees of rotation, C) Averaged responses of β-sheet structures from SSP SFG over 




 Figure 9 shows plots of the averaged peaks for the results of the two secondary 
structures at SPS and SSP SFG polarization. The symmetry around the 90 degrees 
orientation is shown well with the α-helix responses, but that same symmetry is not 
represented by the averaged responses for the β-sheet structures. Potential causes for this 
are discussed in the next section. For now, observations will be made using mainly the 
responses from the α-helix structures. 
 Apart from the expected symmetry, figure 9 shows that there does appear to be a 
shift in the location of the primary peaks as the orientation of the structures is changed. It 
should be noted however, that the entirety of the change from the two furthest averages 
still fall well within the about 20 cm-1 standard deviation found for all the averaged 
responses. This standard deviation likely comes from slight curves/deviations from “ideal” 
secondary structures and from error introduced by the MD simulations which was 
described earlier1, 4-11, 16-17, 25. The variations seen all fit within this 20 cm-1 standard 
deviation, and as such could be attributed to the error represented described by that standard 
deviation. The location of the main peak is also not the only difference in the SFG 
responses that manifested. The addition/subtraction of one or more secondary peaks, and 
even multiple primary peaks, was observed within the responses of the same structure at 
different orientations. A similar effect was also seen between differing polarization 
responses. Figure 10 shows a comparison of averaged responses for the two secondary 





Figure 10: Comparison of Averaged Responses for Different Orientations A) Shows the averaged 
responses for α-helix structures using SPS polarization, B) Shows the averaged responses for α-helix 
structures using SSP polarization, C) Shows the averaged responses for β-sheet structures using SPS 
polarization, D) Shows the averaged responses for β-sheet structures using SSP polarization 
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 In this representation, the shift of the average peak wavenumber due to changes in 
orientation appears miniscule, however it is easier to see the changes in shape with regards 
to orientation. As mentioned before, the averaged responses are not ideal for showing 
multi-peaked responses as those tend to manifest as “shoulders” in the averaged responses 
as opposed to actual peaks. However, this is still enough to clearly see that there is variation 
in the shape of the SFG response when the orientation of the molecule is changed. Changes 
to the shape of the responses can also be seen when the polarization used in for the SFG 
analysis is changed. This phenomenon is expected because of the contribution that the 
polarization has in the theoretical SFG calculations seen in equations 15 and 16. It has also 
been reported several times before1, 6-7, 10-11, 25. However, there is again little variation seen 
amongst the responses for the β-sheet structures.  
 
Investigation into SFG Responses from β-sheet Structures 
Further investigation into these structures revealed that the hydrogen bonds that 
held the protein backbone in the β-sheet conformation were no longer present after a short 
MD simulation. The PDB file for these structures showed that the peptides were still in the 
general shape of a β-sheet, but the segments of protein backbone were further apart than 
the structures that maintained their original shapes (see figure 11). Considering a large 
number of the β-sheet responses were not able to calculate due to containing proline 
residues, and that there were fewer of these structures selected to begin with, the averaged 
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responses were considerably skewed by these β-strand structures. The main identifier of 
the β-strand structures was the shape of the SFG responses which showed as a singular (or 
mostly singular) peak (see figure 12). This is likely because of the effects that hydrogen 
bonds have on SFG responses1, 6-7, 10-11, 25. Since the hydrogen bonds in the β-sheet 
structures are not present in the β-strand structures, the SFG responses show almost 
exclusively the response from the amide bond in the backbone of the peptides absent from 
the redshift caused by hydrogen bonding networks. The location of the peaks further 
supports this explanation. SFG responses for proteins consisting of mostly β-sheet 
structures show two large peaks around 1620 and 1675 cm-1 wavenumbers1, 4-5, 10-11, 25. The 
SFG responses presented within this paper tend to be closer to 1700 cm-1 and have only 
one peak. This indicates that the shape and location of SFG peaks is largely determined by 




Figure 12: SSP SFG Spectra of a β-strand Structure. 





 The calculated SFG responses for the individual α-helix and β-sheet secondary 
structures varied based upon several factors. Averaged values for the responses were 
determined for the two types of secondary structures at different orientations and 
polarization combinations. These averaged responses represented the presence of multiple 
peaks within the original responses through the formation of a “shoulder” off the main 
peak. While the location of the primary peaks did vary with changing peptide orientation, 
these variations were well within the calculated standard deviation of around 20 cm-1. 
Variations are expected to primarily come from the structures having slight 
curvatures/deviations from ideal secondary structures, from errors introduced by the low 
resolution of atomic positions in MD simulations, and from the assumptions used in the 
formulation of the SFG calculations. More pronounced changes were observed in the shape 
of the averaged responses for the α-helix structures. The averaged peaks for these structures 
were found at around a wavenumber of 1660 cm-1 which conforms with values published 
for SFG responses from α-helix structures. The results from the β-sheet structures however 
produced unusual spectra when compared to previously reported results for IR and SFG 
spectroscopy. The cause of this deviation is the degradation of hydrogen bonding networks 
during the MD simulation likely due to the change in local environment when the peptide 
was excised from its crystal structure. These structures, herein referred to as β-strands, gave 
responses primarily consisting of a singular peak at around 1690 cm-1 which aligns with 
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previously reported results for protein backbones that are without any hydrogen bonding 
network. The β-sheet structures that maintained their conformation gave results similar to 
those previously reported with two peaks at around 1630 cm-1 and above 1680 cm-1 
wavenumbers. Changes to the shape of the responses were also seen respective to the use 
of the particular SFG polarization combination, SSP or SPS. Overall, the results 
demonstrate the ability to differentiate among protein secondary structures and orientations 
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