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Abstract 
Through treating the high-order subsystem as a nonlinear uncertainty, this paper converts a high-order hybrid 
adaptive system to a lower-order, sampled-data,  indirect adaptive control problem through a special transformation, 
and analyzes its stability via the framework for stabilization of sampled-data systems based on its approximate 
discrete-time models. Therefore, a stability analysis framework for the adaptive control based on the characteristic 
model is proposed, and it is helpful to analyze the stability of system which applies the lower-order adaptive robust 
controller to control the high-order system. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction  
It is well known that adaptive controller is able to modify its behaviour in response to changes in the 
dynamics of the process and the character of the disturbances [1]. Traditional adaptive control algorithms 
are suitable to systems with linear parameterization structure, unknown constant or slowly changing 
parameters, they can hardly handle complex systems with multiple operating modes since it takes long 
time after every drastic change in the plant to relearn model parameters and to subsequently adjust 
controller parameters [2]. To overcome such difficulty, especially the systems with nonlinear uncertainty, 
many researchers introduced the adaptive idea into robust control to parameterize the bounding function 
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on nonlinear uncertainty, hence adaptive robust control can be designed to adaptively estimate the 
bounding function [3,4,5]. Therefore, if we can find a fixed bound or a parameterized bounding function 
for the nonlinear uncertainty, many nonlinear systems can be involved in the scope of the slowly varying 
and bounded parameter adaptive control framework. From this viewpoint, we can re-look at the 
characteristic modelling theory and attempt to analyze its stability.  
So called characteristic modelling theory and methods is an integrated and practical modelling and 
control theory based on the control-oriented design thought, was proposed by Wu in the 1990s, and 
improved gradually in the course of more than 20 years, which has already been applied successfully to 
more than 400 systems belonging to nine kinds of engineering plants in the field of astronautics and 
industry. This method applies digital control scheme and has the same structure as indirect adaptive 
control, such as the block diagram in Fig.1.  A typical procedure of controller design can be divided into 
four steps: firstly, do characteristic modeling for input-output relationship of original system, which 
usually takes the form of linear time-varying difference equations:  
2 1, 1 2, 1,k k k k k k kY f Y f Y g u+ + += + +
where 1 2( ), ( ), ( )f k f k g k are called characteristic parameters and Y , u are called characteristic 
variables; secondly, construct a bound set Ds  via the expression of characteristic parameters; thirdly, 
identify in closed loop via characteristic model and project estimated parameters to the bound set Ds ;
finally, construct the all-coefficient adaptive digital controller with estimated parameters. The related 
monograph and survey can see [6,7]. Because the closed-loop system is a very complex hybrid system, 
stability analysis is very difficult and has been absent for long time. To be brief, there are the following 
difficulties:
• Closed-loop system is a very complex hybrid system, and closed-loop stability of discrete-time system 
based on approximate model cannot be generalized to continuous-time system [8]. 
• There is a huge gap between plants which may be various complex high-order linear or nonlinear, and 
characteristic models which are the simple linear time-varying forms, so that it is difficult to analyze 
the structure-unmatched problem of identification model and plant in the present adaptive control 
framework. 
• Closed-loop system involves some typical topics such as adaptive, robust, time-varying parameters, 
nonlinearity and so on, which make analysis more difficult. 
Apparently, there are two difficulties to overcome. One is how to solve the structure-unmatched 
problem; the other is to prove the sampled-data system stability. In reponde to such difficulties, this paper 
takes a class of minimum-phase, SISO, n-order linear system with a relative degree of two as example, 
and successfully converts the high-order system to a general indirect adaptive problem through a special 
transformation,   at last analyzes the stability of sampled-data adaptive system via the framework for 
stabilization of sampled-data systems based on its approximate discrete-time models. In short, the 
contribution of this paper is that treat the high-order subsystem as a nonlinear uncertainty so as to make it 
included in the scope of the adaptive robust control theory. At last, this paper is organized as follows. In 
section 2, we present the problem statement. In section 3, we transform the high-order system into a low-
order and indirect sampled-data adaptive problem. In section 4, we complete the stability proof via the 
framework for stabilization of sampled-data systems based on its approximate discrete-time models. At 
last, in Conclusion we sum up the framework and its extension. 
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θˆ
                                                           Fig.1. structure diagram of control system  
2. Problem statement 
We consider a class of minimum-phase, SISO, n-order linear system with a relative degree of two 
modelled as follows: 
                                           
1
1 1 0
1
1 1 0
...
( )
...
m m
m
m n n
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s b s b s b
G s b
s a s a s a
−
−
−
−
+ + + += + + + +                                                             (1)
where , , 0,1,...,i ja b i n∈ =� , 0,1,...,j m= , , .n m∈�
The following assumptions will be made on (1): 
Assumption 1. The relative degree 2r =  (namely 2n m− = ).
Assumption 2. The system is minimum phase. 
Remark 1.  The system with Assumption 1 and 2, is quite general which can cover many actual plants. 
2.1. All-coefficient adaptive control law 
 Characteristic model-based all-coefficient adaptive control law consists of maintaining/tracking 
control law, feedback control law, logic integral and logic deferential control law[6,7]. For convenience 
of analysis, this paper only uses the following fundamental feedback control law: 
                  1 1 2 21 ˆ ˆ( 1) ( ( ) ( 1) ( ) ( ))ˆ ( )u k l f k y k l f k y kg k λ+ = − + ++                  (2) 
where 1 20 , 1l l< ≤  (typically golden-section ratio are selected, namely 1 20.382, 0.618l l= = ), λ is an 
adjustable parameter and 1 2ˆ ˆ ˆ( ), ( ), ( )f k f k g k  are estimated parameters. 
2.2. Adaptive law 
In contrast to traditional adaptive control methods, characteristic model-based adaptive law generally 
takes the following second-order time-varying difference equation as identification model  which is called  
characteristic model: 
                                                             ˆˆ( 2) ( ) ( )Ty k k kφ θ+ =                                                              (3)
where   ( ) [ ( 1) ( ) ( 1)]k y k y k u kφ = + + T , 1 2ˆ ˆˆ ˆ( ) [ ( ) ( ) ( )]k f k f k g kθ = T , ˆ( ) ( ) ( )k k kθ θ θ= −% . Because 
characteristic modelling transforms the complex dynamics model into the equivalently linear form, and 
characteristic parameters are assumed unknown, time-varying and inside a known bound set Ds , it is 
usual to be identified with the gradient project method of the form 
                                        
( )ˆ( ) ( 2) ( ) ( )ˆ ˆ( 1) ( )
1 ( ) ( )
ˆ ˆ( 1) [ ( 1)]
n T
n
k y k k k
k k
k k
k k
αφ φ θ
θ θ φ φ
θ π θ
⎧ + −⎪ + = +⎪⎨ +
⎪ + = +⎪⎩
T
                                       (4)
where ˆ[ ( )]n kπ θ  denotes projection operator of ˆ ( )n kθ  to a known bound set Ds  and α  denotes the 
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adaptive gain( 0 2α< < ). 
We introduce the persistence of excitation assumption to guarantee estimated parameters exponential 
convergence. 
Assumption 3. φ  is PE . 
For convenience, this paper only considers stability problem and assumes the command input is zero. 
The remainder will present a systematic analysis framework through four steps: step 1 to 4. 
3. Characteristic modeling 
The most important character of characteristic modeling is to use the low-order input-output system 
formation to equivalently represent the high-order system, therefore, in order to overcome the structure-
unmatched problem ,we will adopt a quite different means with [9] to construct the characteristic model. 
3.1. A basic lemma 
 Firstly, we introduce the following lemma. 
Lemma 1[10]：Consider the following two systems:   
                                                                ( , ) ( , ) ( , )x f t x t x g t x uϕ= + +&                                                   (5)
where ( ) ( )f t,x ,g t,x are smooth functions, ( , )t xϕ holds ( )
0
( , ) ( )
t t st x me x s dsλϕ − −≤ ∫ , u is arbitrary
input, nx∈ � , m > 0 and 0λ > .
                                                                ( , ) ( , ) ( , )v f t v t v g t v uφ= + +&                                                      (6)
where nv∈� , ( , )t vφ holds 2 1( , ) ( / )t v m c c vφ λ≤ % % and 2 1 0c c≥ >% % . If there exists controller u  such 
that system (6) is exponentially stable in compact set 1
nX ⊂ � , the closed-loop system of plant (5) and 
controller  u  is also exponentially stable in the compact set 1X .
Remark 2.  For an interconnected system comprised by subsystem A and B which are ISS respectively, 
we can transform it into a cascade system by writing the state variables of A: Ax as the function of state 
variables of B: Bx  and substituting ( )A Bx H x=  into B, then subsystem B will have the form of (5), and
2 1/m c cλ% % can be seen as the gain of Bx  to Ax . This lemma means that we can make B stable as long 
as we guarantee B absolutely stable with respect to the sector 2 1 2 1[ / , / ]m c c m c cλ λ− % % % % .
3.2. Step 1: system transformation 
According to the relative degree decomposition [11], system (1) can be written as follows 
                                                                  11 12
22 21
A A z
z A z A Bu
ξ ξ
ξ
⎧ = +⎪⎨ = + +⎪⎩
&
&                                                      (7)
where n rξ −∈ �  denotes state variable of internal dynamics, [ ]1 2 T rz z z= ∈�  denotes state variable of 
external dynamics, and 
11
0 1 2 1
0 1 0 ... 0
0 0 1 ... 0
.. .. .. .. ..
0 0 0 .. 1
... m m m
A
b b b b − ×
⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥− − − −⎣ ⎦
, 12
2
0 0
0 0
... ...
0 0
1 0
m
A
×
⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦
, 21A 's structure like 
2
0 0 ... 0
* * ... *
m×
⎡ ⎤
⎢ ⎥⎣ ⎦
,
22 2
4 2 3 1 3 3 1
0 1
( )n n n n n n n
A
b a b a b b a− − − − − − −
⎡ ⎤= ⎢ ⎥− + − −⎣ ⎦
 and 
0
m
B
b
⎡ ⎤= ⎢ ⎥⎣ ⎦
.
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By the minimum phase assumption, the subsystem ξ  is ISS (input-to-state stable) with respect to z , and 
we have  
                                                      11 11 ( ) 120( ) (0) ( ) .
tA t A t st e e A z s dsξ ξ −= + ∫                                              (8)
Because (0)ξ  is constant and arbitrary, we define 1121( ) (0)A tp t A e ξ=  and 11 ( )21 12
0
( ( )) ( )
t
A t sq z t A e A z s ds−= ∫ ,
where ( )p t  and ( ( ))q z t  are continuous and have the following features: lim ( ) 0
t
p t
→∞
=  and 
0
lim ( ) 0
z
q z
→
= .
Then substituting (8) into external dynamics (the second equation of (7)) yields 
                                                             
1 2
2 1 1 2 2
1
( ) ( )a a m
z z
z z z p t q z b u
y z
=⎧⎪ = + + + +⎨
⎪ =⎩
&
&                                                (9)
where 21 2 2 1 1 1( )a m n m n mb a b a b− − − − −= − + − , 2 1 1a m nb a− −= − .
By this means, we successfully decouple the interconnected system and convert the effect of high-order 
subsystem on input-output subsystem to the nonlinear item. To construct the characteristic model, we will 
analyze the properties of ( )p t  and ( ( ))q z t .
a) ( )p t :  Because ( )p t  is independent of z  and exponentially convergent, it can be seen as  
unmodeled dynamics and ignored in the design of controller. 
b) ( )q z : By the minimum-phase assumption, there exists 0mξ >  and 0ξλ > such that  
11 ( )( )
21 12 10 0
( ) ( )
t t t sA t sA e A z s ds m e z s dsξλξ
− −− ≤∫ ∫ .According to lemma 1  the exponential stability of such 
system can be held by establishment of absolute stability with respect to the sector [ / , / ]m mξ ξ ξ ξλ λ− .
In conclusion, after such transformation, the high-order system (1) is transformed into a cascade system 
of a second-order nonlinear system with unmodeled dynamics and a ( 2n − )-order linear system. It is 
clear that effect of internal dynamics on external dynamics has two parts: one is the effect of 0ξ , that is, 
because ξ  is stable, external dynamics is attached a stable unmodeled error ( )p t ; the other is the indirect 
effect of z history, which affect internal dynamics and produce ( )q z , and by lemma 1, this item can be 
handled by the absolute stability with respect to sector [ / , / ]m mξ ξ ξ ξλ λ− . Besides, according to the 
related stability theorems of cascade system, the original stability problem has been formulated as the 
stability of second-order nonlinear system, the structure-unmatched problem is fixed and translated into a 
sampled-data indirect adaptive problem with stable unmodeled dynamics. 
3.3. Step 2:do characteristic modeling 
In this section, we will do characteristic modelling for the relationship of input and output. There exists 
the following theorem. 
Theorem 1.  If sampling period h  satisfies certain condition, when the control requirement is position 
keeping or tracking, characteristic model of system(1) with Assumption 1,2 can be expressed with the 
following second-order difference equation: 
                                                          2 1, 1 2, 1,k k k k k k kY f Y f Y g u+ + += + +                                                (10)
where characteristic parameters have the following features: 
(1)   Characteristic parameters are functions of sampling period and characteristic variables; 
(2)  There exists a convex bound set Ds  defined as follows 
1, 1
1, 2, 2, 2
2 2
3 1, 4
| 2 | ( )
( , , ) | 1 | ( )
( ) ( )
k
k k k k
k
f h
Ds f f g f h
h g h
ε
ε
ε ε
⎧ ⎫− <⎪ ⎪⎪ ⎪= ∈ + <⎨ ⎬
⎪ ⎪< < ⎪⎪ ⎭⎩
�
where it is assumed that 0 1h< << and :iε →� �  is continuous function and the same order 
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infinitesimal  of h , 2h  respectively. 
Remark 3.  Sampling period h  satisfying certain conditions means h  should hold the sampling theorem, 
and makes the system discretized from original continuous-time system, satisfying the requirements of 
controllability and control accuracy. The same order infinitesimal and continuous conditions 
guarantee ih ε↓⇒ ↓ .
Proof.  Ignoring ( )p t , Using backward Euler approximate operator for the first equation of (9), and using 
forward operator for the second equation ，we can get the following Euler discrete-time model
                                             1, 1 1, 2, 1
2, 1 2, 1 1, 2 2, ( )
k k k
k k k k k m k
z z hz
z z h z h z hq z hb u
+ +
+
= +⎧⎨ = + + + +⎩ a a
                           (11)
Using forward-shift operator for 1, 1kz + , 2, 1kz + , and instituting 2, 2kz + into 1, 2kz + , let 1,z u  as characteristic 
variables and considering 1y z= ,we can get the following characteristic model: 
2 1, 1 2, 1k k k k k k kY f Y f Y g u+ + += + +
where 1 22 ak kf h= + ， 2 2 12 2 211 ,( )a ak kk mf h h h g hq z b+= − − + + =
By the bounding functions of ( )kq z , we can get the bound set Ds , when 1h   ,there exists continuous 
functions iε  which is the same order infinitesimal of h , such that 
2 2
1, 1 1 2, 2 1 3 1 4 1| 2 | ( , ),| 1 | ( , ), ( , ) ( , )k k kf h z f h z h z g h zε ε ε ε− < + < < <
The proof is completed. 
4. Stability analysis 
Based on the result of section 3, we can analyze the stability in the background of indirect sampled-
data adaptive control with slowly varying and bounded parameters.  
4.1. Preliminary lemma 
Lemma 2 :   For sequence { }kA  where
( )
,( ) , ( 1,... ; 1,..., ; 0,1,...)
k n n
k i jA a i n j n k
×= ∈ = = =  , suppose that 
a) Eigenvalues of kA  are inside the disk with radius (0 1)r r< < ,
b) Sequence { }kA  is bounded, and 
c) There exists a common positive definite matrix Q , such that Tk k k kA P A P Q− = − 0k∀ ≥ .
Then, the following properties are satisfied: 
1) kA is bounded and define supA k F
k
m A
→∞
= ,
2) || || ( )k FG r Qμ≤  ,where 
( )( )
( )
2
2
1
2 4 2 2
2
2 1
( )
1
n
A
n
n m r
r
r
μ
−
+ +
=
−
, and 
3) 2 ( )k A kF FG m r Q AωΔ ≤ Δ ,where   
( )( )
( )
2
2
1
2 4 2
22
2 1
( )
1
n
A
n
n m r
r
r
ω
−+ +
=
−
.
Proof can see Appendix. 
4.2. Main result 
In characteristic model-based all-coefficient adaptive control laws, golden-section feedback law is very 
strong robust, and the gradient project method is very simple and steadily convergent, both of which play 
very import roles in the characteristic modelling theory.  Their properties have been studied in [12]. Here, 
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we will analyze the stability of entire system under the result of [12]. For system (1), there exists the 
following theorem. 
Theorem 2.  There exist * 0h >  and the adjustable parameter λ ,such that, for each *(0, )h h∈ ,if the 
adaptive control law (2) and (4) are applied to the system (1) with the bound set Ds , the hybrid system  is 
globally exponentially stable. 
Proof.      (1) Step 3: stability of characteristic model 
a) Closed-loop system 
The closed-loop system comprised by feedback control law (2) and characteristic model (10) can be 
written as 
                              2 1 1, 1 2 2, 1, 1 2,ˆ ˆ(1 ) (1 )ˆ ˆ
k k
k k k k k k k k k
k k
g g
Y l f Y l f Y f Y f Y
g gλ λ+ + += − + − + ++ +
% %                          (12)
For simplicity, it can be expressed as follows 
1k k k k kW A W A W+ = + Δ
where 
1
,kk
k
Y
W
Y +
⎡ ⎤= ⎢ ⎥⎣ ⎦ 2 2, 1 1,
0 1
ˆ ˆ(1 ) (1 )
ˆ ˆ
k k k
k k
k k
A g g
l f l f
g gλ λ
⎡ ⎤
⎢ ⎥= ⎢ ⎥− −⎢ ⎥+ +⎣ ⎦
,
2, 1,
0 0
.k
k k
A
f f
⎡ ⎤Δ = ⎢ ⎥⎢ ⎥⎣ ⎦% %
Recalling the Theorem 1[12], we can choose λ  to assign eigenvalues of kA  inside the disk with radius 
* *(0 1)r r< < , then adjust *r  to raise the stability margin to offset uncertainty kAΔ . Hence, we have the 
following nominal system: 1k k kW A W+ = and error: k kA WΔ .
b) Analysis of Lyapunov function 
Define Lyapunov function 1
T
k k k kV W G W−= , where 1kG −  is a positive definite matrix, thus 
1
1( ) ( ) ( )
k k k
T T T T T T T
k k k k k k k k k k k k k k k k k k k k k
V V V
W A G A G W W G G W W A G A A G A A G A W
+
−
Δ = −
= − + − + Δ + Δ + Δ Δ (13)
It is straightforward that kVΔ  has three parts: the first part Tk k k kA G A G−  is the Lyapunov equation form of 
nominal system, then by the Theorem 1[12], there exists λ  such that eigenvalues of kA  corresponding to 
1, 2,
ˆ ˆ ˆ, ,k k kf f g  inside the disk with radius 
* *(0 1)r r< <  and define * max kr r=  to let nominal system 
(0, *)D r -stable. Without loss of generality, for every discrete-time state, let Q I=  such 
that Tk k k kA G A G I− = − , then there exists unique positive definite matrix kG  corresponding to kA  . 
The second part 1k kG G −−  can be seen as error caused by time variation of nominal system. It is note 
that || ||kA  is bounded, and assume sup || ||A k F
k
m A
→∞
=  and invoking property (2) of lemma 2, we have 
( )( )( )
( )( )
2
2
1
2 22 4 *
2*
2 1
|| || ,
1
n
A
k n
n m r
G
r
−
+ +
≤
−
so kG is also bounded. Furthermore, define ,
0
|| ||, sup || ||G k k G k
k
m G m G
≥
= = , such that , 1G km ≥ , it follows 
that 2 2|| || || ||k k G kW V m W≤ ≤ . Besides, by property (3) of lemma 2, we have 
( )( )( )
( )( )
2
2
1
22 4 *
*
122*
2 1
2 ( ) ( )
1
n
defA
k A k kn
n m r
G m A A r h
r
Oβ
−
−
+ +
Δ ≤ − =
−
where it is noted that 1 ( )k kA A O h−− = and *( )rβ  is monotonically increasing function of *r . The 
second and third part T T Tk k k k k k k k kA G A A G A A G AΔ + Δ + Δ Δ can be offset by the stability margin of the first 
part. Considering kAΔ , due to kA θΔ ≤ % , therefore,  (13) can be rewritten as 
2417Yong Wang / Procedia Engineering 29 (2012) 2410 – 24208 Yong Wang/ Procedia Engineering 00 (2011) 00 –000 
2 2
1
2 2*
, ,
( 1 2 || || || || )
( 1 ( ) ( ) 2 )
k k k k k k k k k
G k A k G k k k
V G G A G A G A W
r h m m mO Wβ θ θ
−Δ ≤ − + − + Δ + Δ
≤ − + + +% %
Due to 2 2|| || || ||k k G kW V m W≤ ≤  and 2|| ||k k
G
V
W
m
− ≥ − , thus 
2*
, ,
1
( ( ) () 2( ) )k k G k A k G k k k
G
V r V m m V
m
O h mβ θ θΔ ≤ − + + +% %
2*
1
1
(1 ( ) ( ) (2 ) .)k k G A k G k k
G
V r O h V m m m V
m
β θ θ+ ≤ − + + +% %
There exists 0 1c > , such that 
22
0
2 2 2
, 02 G k A k G A km m c c m mθ θ−≤ +% % ,and
2 22* 2
1 0
2
0 )
1
( ( ) ( ) ( )1k G Ak G k k
G
V r O h c V c m m m V
m
β θ−+ ≤ − + + + + %
Define * 201/ ( ) ( )=1 Gm r O h cρ β −− + + , we can choose suitable sampling period h  to decrease ( )O h  , and λ  to decease *( )rβ   to guarantee 1ρ < .Then we have 
21 2
1 0
2 2
0
0
( ) .G
k
k k i
k G iA i
i
V V c m m m Vρ ρ θ+ −+
=
≤ + +∑ %
Multiplying both sides of above equation by 1kρ− − , we obtain 
21 2 2 2 1
0 01
0
( )
k
k i
k G A G i i
i
V V c m m m Vρ θ ρ− − − −+
=
≤ + +∑ %
Invoking the discrete-time Bellman-Gronwall lemma [13] we have 
21 2 2 2
1 0
0
0exp( )
k
k
k G A G i
i
V V c m m mρ θ++
=
≤ + ∑( ) %
and by the hydride identification  property  theorem 3[12]
2
2 22
0
1
0
2
( , )
( , )( 1)
N N
k
k
k
k
h
c h
y
y N c p
ε εϖ= =≤ + + +∑ ∑θ% ,
Where 1 2, ,c c ϖ are positive constants， ε  is continuous function and the same order infinitesimal  of h ,
kp  is the discrete-time form of ( )p t .we have 
3 4
21 2 2
1 0
0
5exp( ( )) exp( ( )( 1))exp( )
N
k
k k
k
V V c h c h k c pρ ε ε++
=
≤ + ∑
where 2 23 0
2( ) /G A Gc c m m m ϖ= + , 4 1 02 2 2( ) /G A Gc c c m m m ϖ= + , 5 2 02 2 2( ) /G A Gc c c m m m ϖ= + .
Due to 1ρ < , there exists constant 0λ >  such that k ke λρ −= , thus 
( )3 5 422 21 0
0
exp( ( )) exp( )exp( ( ) ( 1))
N
k k
k
V V c h c p c h kε ε λ+
=
≤ − +∑
Besides, because  ( )p t is exponentially convegent, the closed-loop system (12) is globally exponentially 
stable if the following condition is satisfied 
                                                            24 ( ) 0c h cε λ− < <                                                                  (14)
In conclusion, there exists * 0h >  such that above condition can be guaranteed when *0 h h< < .
(2)  Step 4: stability of entire system 
a)   To prove continuous-time system ( 9) without ( )p t  is globally exponentially stable. 
By 1, 1 1, 2, 1k k kz z hz+ += + , it follows that 2, 1kz + is stable, therefore, system (11) is globally exponentially 
stable. Because (11) is the approximate discrete-time model of (9),  and according to Theorem 2[14] in 
the framework for stabilization of sampled-data systems based on its approximate discrete-time 
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models[14,15,16], (9) is global Lipschitz and closed-loop system (11) also meets the condition of 
Theorem 2 [14], so the exact discrete-time model of (9) without  ( )p t  is exponentially stable, and by the 
Remark 2 in [14], its continue-time system is  also exponentially stable; 
b) To prove external dynamics subsystem (9) is globally exponentially stable.  
If we see ( )p t  as external force, and invoke converse Lyapunov theorem and continuous-time B-G 
lemma, when ( )p t  is exponentially convergent, system (9) is  globally exponentially stable. 
c) To prove entire system is globally exponentially stable. 
Because the external dynamics is globally exponentially stable, and internal dynamics is minimum 
phase,  by the related theorem  (see Proposition 4.4.2 in [11]), the entire closed-loop system (1) is 
exponentially stable. 
      Now, we have proved the entire result. 
5. Conclusions 
On one hand, this paper analyzed the interconnected system, treated the coupling part ( the output of 
high-order subsystem ) as the nonlinear uncertainty , and constructed its equivalent bound in control, so 
that we can process such problem in the background of  the present adaptive control theory. On the other 
hand, it analyzed the stability of sampled-data adaptive system based on the framework for stabilization 
of sampled-data systems based on their approximate discrete-time models.  Combining the two steps, we 
can  propose a general stability analysis framework for the adaptive control based on the characteristic 
model,  which can be suitable to the nonlinear minimum-phase system ,the like MIMO system and even 
the infinite-dimension system.    
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Appendix A. Proof of Lemma 2 
(1)  Because { }kA  is a bounded sequence, there exists a constant 0L >  such that ,ki ja L< ,it follows that 
,
( ) 2
1, 1
|| || || || ( )
i j
n
k
k k F
i j
A A a nL
= =
≤ = <∑  
(2) Invoking condition (a),there exists positive definite matrix Q  such that  Tk k k kA P A P Q− = − , then  
solving kP  by the Kronecker Product yields ( ) ( ) ( ).
T T
k k kA A I I vec P vec Q⊗ − ⊗ = −
Define T Tk kM A A I I= ⊗ − ⊗ , according to condition (a), M is nonsingular, thus we have 
1( ) ( )kvec P M vec Q
−= − .By 1 1
2 2 22 2
( ) ( )k k kF FP P vec P M vec Q M Q
− −≤ = ≤ = , and 
1 1
max2
min
1
( ) ,
( )
M M
M
σ σ
− −= =
and invoking 2min 1
det( )
( )
F
n
M
M
M
σ −≥  (see [17]),we have 
                                            
22
2
11
2
m
1
in
2
1
1 ( )
( ) det( )
( )
F
nn
T
n
i
i
M
M tr MM
M M
M
σ λ
−−
−
=
≤= =
∏
                                   (15) 
Moreover, by the property of Kronecker Product: ( ) ( ) ( )ij i jA B A Bλ λ λ⊗ = . we have 
( ) ( ) ( ) 1
i jk k
M A Aλ λ λ= − where ( ) ( )
i jk k
A Aλ λ are the i -th and j -th eigenvalues of kA  respectively, 
then by ( )( )T T T T T T Tk k k k k k k k k k k kMM A A I I A A I I A A A A A A A A I I= ⊗ − ⊗ ⊗ − ⊗ = ⊗ − ⊗ − ⊗ + ⊗ ,
the eigenvalue of TMM  can be calculated by  ( ) ( ) ( ) 2 ( ) ( ) 1.T T Tij i k k j k k i k j kMM A A A A A Aλ λ λ λ λ= − +
Due to 
2
2
( )Tj k k kA A Aλ ≤  and ( ) ( )i k kA A rλ ρ≤ ≤ ,we have 4 2( ) 2 1,Tij AMM m rλ ≤ + + and the trace of 
TMM  as follows 
( )2 42 22
, 1
( ) [ ( ) ( ) 2 ( ) ( ) 1] 2 1
n
T T T
i k k j k k i k j k k
i j
tr MM A A A A A A n A rλ λ λ λ
=
= − + ≤ + +∑
At last, instituting above equations into (15) yields 
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( )( )
( )
2
2
1
2 4 2 2
1
2 2
2 1
,
1
n
A
n
n m r
M
r
−
− + +≤
−
then we can obtain the bound of kP ,Due to ( ) 1kA rρ < < and
2
2
( )Ti k k kA A Aλ ≤ ,if suppose that r
approaches 1, 1
2
M −  will tend to infinity; instead if suppose 0r = , 1
2
M −  will tend to a minimum value. 
Besides, by Tk k k kP A P A Q Q= + ≥ ,and let Q I= ,we will have kP I≥ .Then the proof of (2) is completed. 
(3)  Invoking the assumption (c),the following equations are satisfied 
T
k k k kA P A P Q− = −  and 1 1 1 1 .Tk k k kA P A P Q− − − −− = −
The first equation subtracts the second, then we have 
1 1 1 1( )
T T
k k k k k k k kA P P A A P A P− − − −+ Δ − = Δ
where 1k k kP P P −Δ = − ,continuing to process yields 
1 1 1 .
T T T
k k k k k k k k k kA P A A P A P A P A− − −Δ + Δ = Δ − Δ
Define 1 1 1
T T
k k k k k kQ A P A A P A− − −= Δ + Δ ,thus .Tk k k kA P A P QΔ −Δ = − Then it follows that 
1 1
1 1 12 2 2
( ) k k
T T
k k k k k k k kF F F
P vec P M Q M A P A A P A− − − − −Δ = Δ ≤ = Δ + Δ
and 1 1 1 1 1( )
T T
k k k k k k k k k kF F F FF
A P A A P A P A A A− − − − −Δ + Δ ≤ Δ + ,
we have  
1
1 1
12 2
( )
k k
F
k F k k kF F F
P M M Q A A A−
− −
−Δ ≤ Δ +
Instituting (15) into above equation yields 
( )( )
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2
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1
2 4 2
22
2 1
2
1
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P m Q A
r
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Δ ≤ Δ
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Then the proof is completed. 
