Abstract-In this technical note, the adaptive optimal control problem is investigated for a class of continuous-time stochastic systems subject to multiplicative noise. A novel non-model-based optimal control design methodology is employed to iteratively update the control policy on-line by using directly the data of the system state and input. Both adaptive dynamic programming (ADP) and robust ADP algorithms are developed, along with rigorous stability and convergence analysis. The effectiveness of the obtained methods is illustrated by an example arising from biological sensorimotor control.
lem is studied under relaxed assumptions. Second, we solve the robust optimal control problem for linear stochastic systems subject to nonlinear dynamic uncertainties, by using the robust ADP (RADP) technique [5] , [18] , [20] recently developed for deterministic systems. This generalization is important because it tackles the situation where the system dynamics and order are not exactly known, and also where only partial knowledge of input-state data is available for robust optimal control design. Different from existing results, in the setting of our stochastic RADP design, we conduct the robust optimality analysis from the viewpoints of small-gain theorems [9] , [21] , [30] and stochastic H ∞ theory [3] , [13] . It can be shown (see Lemma 2) that if the input-dependent noise is small enough, then the stochastic linear L 2 gain of the nominal system under the optimal control policy can be easily assigned by tuning the weighting matrices in the cost. To further illustrate the obtained results, a sensorimotor control example is presented. This example shows that our stochastic ADP method can serve as a fundamental tool to develop non-model-based optimal control design for continuous-time stochastic systems.
This technical note is organized as follows. In Section II, the system model is presented, and the optimal control problem is formulated. In Section III, the stochastic ADP algorithm is derived, along with rigorous convergence analysis. An extension to stochastic RADP design is presented in Section IV. In Section V, a sensorimotor control example is employed to show the effectiveness of the proposed method. Finally, the conclusion is drawn in Section VI.
Notations: Throughout this technical note, we use R to denote the set of real numbers. I n denotes the identity matrix of dimension n. | · | denotes the Euclidean norm for vectors, or the induced matrix norm for matrices. For a matrix
n is the i-th column of A. ⊗ indicates the Kronecker product. Denote by (Ω, F, P ) the underlying probability space [4, Chapter 1] , where Ω is a sample space, P is a probability measure, and F is a σ-field of Borel sets equipped with a nature filtration
E and L denote the expectation operator and the differential generator, respectively.
II. MATHEMATICAL PRELIMINARIES

A. System Description
Brownian motion. Denote F w t as the σ-field generated by w(s), 0 ≤ s ≤ t. Consider the system described by the following SDE:
where
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initial state x(0) = ξ is a constant; A ∈ R n×n , B ∈ R n×m , F i ∈ R m×n and G i ∈ R m×m are unknown constant matrices.
B. Basic Results in Stochastic Optimal Control
Given ξ ∈ R n , denote the cost corresponding to (1) as
is exactly observable [8] . The objective of this technical note is to find an optimal controller to minimize J (ξ; u).
Definition 1: A matrix K ∈ R m×n is called admissible, if system (1) with u = −Kx is globally asymptotically stable (GAS) at the origin in mean square, and J (ξ; u) < ∞ for all ξ ∈ R n . Suppose system (1) is mean square stabilizable [40, Definition 1], with a known admissible K 0 ∈ R n×m . This assumption makes sense if some bounds on the system matrices are known.
It has been shown in [31] that J (ξ; u) is minimized under the op-
T P * , and P * ∈ R n×n is the unique symmetric positive definite solution to the following algebraic Riccati equation:
Next, a policy iteration method is given to approximate P * and K * . Theorem 1 is a direct extension of [22, Theorem 1] .
Theorem 1: Let P k be the solution to the following matrix equation:
Then:
• K k , with k = 1, 2, . . ., are admissible;
Note that A, B, F i , and G i must be known to implement the iterative method in Theorem 1. In the following sections, stochastic ADP/ RADP methods are developed to approximate K * and P * , without using the model information.
III. ADP DESIGN FOR LINEAR STOCHASTIC SYSTEMS
A. On-Line ADP Algorithm
Consider system (1) under a control input 
where P k is defined in Theorem 1. Combining (3) and (5) leads to
Then, integrating both sides of the above equation along the trajectory of (1), we have
Here, dŵ k is assumed known and exploited for on-line learning. Of course, it is not used for feedback control design. Next, define four matrices
Using the above notations, (6) can be rewritten in a more compact form
If (7) has unique solutions of P k , B T P k , and Σ(P k ), then K k+1 can be derived directly from (4) . Now, we give the following ADP algorithm.
, and compute Θ k and Ξ k ; 3) Solve P k and K k+1 from (7) and (4), respectively. If |P k − P k+1 | <ε, whereε > 0 is a sufficiently small threshold, go to the next step. Otherwise, set k + 1 → k, and jump to 2); 4) DenoteK * = K k as an approximation to K * .
Remark 1: Similar to [16, Algorithm 1], Algorithm 1 is an offpolicy method [36, Chapter 6.5], i.e., in the k-th iteration, the control policy used to define P k is different from the control input u k used to generate the on-line trajectory. The main advantage of using offpolicy method is that adding exploration noise e k does not influence the approximation accuracy.
B. Convergence Analysis
In this section, we show that the two sequences {P k } ∞ k=0 and {K k } ∞ k=0 derived from Algorithm 1 converge to P * and K * , respectively. To begin wth, a rank condition is given in Lemma 1. The proof of Lemma 1 is similar to the proof of [16, Lemma 6] , and thus is omitted.
Lemma 1: Suppose there exists a scalarl > 0, such that for all
Then, (7) has unique solutions of P k , B T P k , and Σ(P k ). Remark 2: To ensure the satisfaction of the rank condition in Lemma 1, a bounded {F w t }-adapted exploration noise e k , such as sinusoidal signals or random noise, can be added to the system input during the learning process. Since K k is admissible for all k = 0, 1, . . ., it is easy to show that the solutions to system (1) with controller u k do not escape in finite time, with probability one.
Next, we give the convergence result for Algorithm 1. Proof: Since the conditions in Lemma 1 are satisfied, (7) has a unique solution of P k . Then, P k must satisfy (6) . Therefore, P k and K k+1 are the unique solutions to (3) and (4), respectively. Otherwise, there is another pair (P k , K k+1 ) satisfying (3) and (4), and thus (7). We know from Theorem 1 that {P k } ∞ k=0 and {K k } ∞ k=0 converge to P * and K * , respectively. This completes the proof.
IV. ROBUSTNESS TO DYNAMIC UNCERTAINTIES
A. Problem Formulation
standard Brownian motion. Denote F v t as the σ-field generated by v(s), 0 ≤ s ≤ t. Consider the class of dynamically perturbed stochastic systems described by the following SDE:
represents the state and the input-dependent noise received by the plant from the input channel; (x, z) and u are {F v t }-adapted random processes representing the state and the input of the system, respectively; Δ : 
where L is taken along the solutions to (9) . Remark 3: By (10), since
, with x as the input and Δ as the output.
Before presenting our main result on the stochastic robust optimal control, let us present a gain assignment [6] result for the x-system (9) with Δ considered as the disturbance input.
Lemma 2: Under Assumption 1, assume further
−1/2 , with Δ as the input and x as the output. Proof: By Schur complement [14, Theorem 7.7.6] 
Substituting the above inequalities into (2), one can derive
From (11), and using [13, Corollary 2.14], it follows that system (8)
−1/2 , with Δ as the input and x as the output. Indeed, if we chooseV (x) = x T Mx as the Lyapunov function candidate, then for all
for some δ > 0. This completes the proof. Theorem 3: If Assumption 1 and the conditions in Lemma 2 hold, then system (8), (9) under u = −K * x is GAS at the origin in mean square.
Proof:
. Then, by Assumption 1 and (12), we can easily derive
Using (10) and the above inequality, we easily obtain
Thus, from stochastic stability theory [1, Chapter 11.3] , one concludes that the closed-loop system (8) , (9) is GAS at the origin in mean square, under the controller u = −K * x. Remark 4: The results in this subsection can also be extended to high-order systems by using the backstepping technique [24] , [30] , [35] .
B. On-Line Stochastic RADP Algorithm
Consider system (8), (9) . Using the similar method in Section III-A, we easily have
where x is the solution to system (8) under
Then, similar to (7), it follows that:
where (8), (9) on the time interval
, and collect the on-line data. 3) Solve P k and K k+1 from (13) and (4), respectively. If |P k − P k+1 | <ε, go to the next step. Otherwise, set k ← k + 1, and go to 2). 4) DenoteK * = K k as an approximation to K * .
C. Convergence and Stability Analysis
Convergence analysis for Algorithm 2 follows the similar reasoning as in Section III-B.
Theorem 4: If the conditions in Lemmas 1 and 2 hold, then lim k→∞ P k = P * , and
are obtained from Algorithm 2. Next, the robust stability of system (8), (9) under a near-optimal controllerû * = −K * x is studied. Theorem 5: There exists aK * obtained from Algorithm 2, such that system (8) , (9) with u =û * is GAS at the origin in mean square. Proof: Since lim k→∞ K k = K * , by continuity and (11), there is aK * close enough to K * , so that
Thus, system (8) with u =û * admits a finite linear L 2 gain smaller than (C 2 α 3 + C 1 ) −1/2 , with Δ as the input and x as the output. Following the proof of Theorem 3, system (8) , (9) is GAS at the origin in mean square.
Corollary 1: Consider system (8), (9) . The cost value corresponding to the near-optimal controllerû * satisfies
for some scalar λ ∈ (0, 1). 
By the conditions of Lemma 2, there exists some constant λ ∈ (0, 1) such that
Then, for the near-optimalû (14) follows readily from (15) and (16) . This completes the proof.
V. APPLICATION TO SENSORIMOTOR CONTROL
In this section, to illustrate the proposed stochastic ADP method, we consider a biological example of human arm movement in a velocitydependent force field (VF). The model of the arm movement is given as follows [29] : dp = vdt
T denote the distance between the hand position and the origin, hand velocity, and the acceleration state, respectively; u = [u x u y ]
T is the control input; m = 1 kg is hand mass; b = 10 N · s/m is viscosity constant; τ = 0.05 s is time constant; and dw is the signal-dependent noise
where w i are independent standard Wiener processes; c 1 = 0.05, c 2 = 0.075 are noise magnitudes. The force generated by the VF is f = 0.7 13 −18 18 13
The matrices in the cost are chosen as R = 0. The hand trajectories are plotted in Fig. 1 . First, we simulate the hand movement in the null field (NF) under the initial control policy [ Fig. 1(a) ]. Then, the VF is activated without notifying the human subject. The first trial in Fig. 1(b) is cropped, since the human subject in the experiment stops before t = 0.7 s. Five independent trajectories in the VF after ADP learning are given in Fig. 1(c) . When the VF was suddenly deactivated, the after-effects of the subject behavior is clearly shown in Fig. 1(d) . It is interesting to note that our simulation results match well the experimental results in [10] and [11] . This example shows that our stochastic ADP method appears to be a suitable candidate for computational learning mechanism in the central nervous system to coordinate movements.
VI. CONCLUSIONS
This technical note has studied non-model-based, data-driven optimal control for continuous-time stochastic systems with unknown dynamics. ADP and RADP algorithms have been developed to solve the stochastic optimal control and robust stochastic optimal control problems, respectively. An extensive convergence and stability analysis for the proposed algorithms has been given. The effectiveness of the proposed algorithm has also been illustrated by a sensorimotor control example.
