Dendritic spines are the postsynaptic components of most excitatory synapses in the mammalian brain. Spines accumulate rapidly during early postnatal development and undergo a substantial loss as animals mature into adulthood. In past decades, studies have revealed that the number and size of dendritic spines are regulated by a variety of gene products and environmental factors, underscoring the dynamic nature of spines and their importance to brain plasticity. Recently, in vivo timelapse imaging of dendritic spines in the cerebral cortex suggests that, although spines are highly plastic during development, they are remarkably stable in adulthood, and most of them last throughout life. Therefore, dendritic spines may provide a structural basis for lifelong information storage, in addition to their well-established role in brain plasticity. Because dendritic spines are the key elements for information acquisition and retention, understanding how spines are formed and maintained, particularly in the intact brain, will likely provide fundamental insights into how the brain possesses the extraordinary capacity to learn and to remember. 
INTRODUCTION
In 1888, Ramón y Cajal described a series of small protrusions extending from the dendrites of chicken Purkinje cells: "[T]he surface . . . appears bristling with points or short spines . . . " (1) . Soon after Cajal's discovery of "espinas" (dendritic spines), ideas regarding dendritic spine dynamics and its contribution to the extent of neuronal structural immutability were proposed and debated. Cajal hypothesized that the function of the spine was to create more surface area on dendritic branches: " . . . [to] increase their receptive surface and establish more intimate contacts with axonal terminal arborizations" (2, 3). Although Cajal promulgated the idea that the connections between neurons would be heavily influenced both through hereditary means and on an experiential basis (3-5), his contemporaries, Demoor and Stefanowska, provided the first lines of experimental evidence to suggest that spines, or pyriform appendages, as Stefanowska referred to them, were able to change in size and shape during life and that such changes would impact neuronal connections to a variable degree (6) (7) (8) (9) .
With Sherrington's introduction of the concept of a synapse, the anatomical and physiological phenomena of neuronal connections were merged into a single term, providing more insight into the functional role of spines (10, 11) . But Cajal, Sherrington, and the other investigators of their time were limited by the technical inability to verify their theories and definitively unite the anatomical dendritic spine with the physiological synapse, let alone their inability to explore spine dynamics and its functional implications. It was not until the late 1950s that electron microscopy (EM) identified the synapse and the dendritic spine as associated structures (12, 13) . A couple of decades later, contractile actin was found to be ubiquitously present in dendritic spines, thus reinvigorating investigations into spine motility and its involvement in brain functions such as learning and memory, almost a century after spines were first discovered (14) (15) (16) (17) .
We now know that the vast majority of excitatory synapses are made on the heads of dendritic spines, which can be found on both excitatory and inhibitory neurons throughout the central nervous system and in an array of diverse species (18, 19) . Dendritic spines are highly dynamic structures, particularly during postnatal development, when enormous numbers of synaptic connections are being rapidly made (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) . As animals mature into adulthood, substantial changes in spine number and morphology may still occur during the learning process and under pathological conditions (30) (31) (32) (33) (34) (35) (36) (37) (38) (39) (40) (41) . Studies in the past several decades have shown that the structural and electrical properties of dendritic spines are critical for local signal integration and molecular compartmentalization (18, (42) (43) (44) (45) (46) . Therefore, the dynamic properties of spines, including spine turnover and changes in spine shape and motility, are vital for the development and function of neural circuits. Consequently, abnormalities of spine structures and dynamics are intimately associated with disrupted synaptic, neuronal, and higher-order brain functions. Indeed, spine abnormalities have been found in many pathological conditions, including mental illnesses and age-related neurodegenerative diseases (31, 40) .
Much of our understanding of dendritic spine dynamics, until very recently, has come predominantly from studies in fixed brain tissues, live neuronal cultures, and brain slices. Although studies of fixed or in vitro preparations have provided invaluable information on spine dynamics, it is necessary to examine changes of dendritic spines directly, in the living, intact brain, to fully appreciate the importance of spine dynamics to brain development and function. It has become possible only within the past few years to image individual dendritic spines over extended periods of time in the living mammalian brain. The advent of new technical advances, specifically, the use of twophoton microscopy (TPM), has allowed for the live imaging of fluorescently labeled synapses in the living cortex several hundred micrometers deep to the pial surface (47, 48) . In addition, the expression of green fluorescent protein (GFP) and its spectral variants in specific cell types in the brain has permitted repeated imaging of individual synaptic structures in living animals ( Figure 1) (23, (49) (50) (51) (52) (53) (54) (55) . In recent years, investigators have applied TPM imaging in GFP/YFP (yellow fluorescent protein)-expressing transgenic animals to address some of the longstanding questions related to spine dynamics.
Despite our burgeoning ability to detect changes in spine shape and number, and the distance we have traveled since Cajal, key aspects of dendritic spine plasticity and function in living animals remain unclear. For example, how do spines form? How long does a spine last in an animal? How are the development and lifetime of spines regulated by the intrinsic genetic program and experience from the The skull above a cortical region to be imaged was thinned to ∼20 μm in thickness in an area of ∼200 μm in diameter. The inset shows the blood vasculature within the square, which can be used as a landmark for repeated imaging of the same neuronal structure. (d ) Three-dimensional reconstruction of dendritic structures imaged through a thinned skull window. The inset shows a lateral view of a reconstructed imaging stack. The asterisk indicates the thinned skull, which is ∼20 μm in thickness.
(e,f ) High-magnification images of dendritic and axonal structures taken three days apart, displaying that dendritic spines and axonal boutons can be identified over time in the same animal. Panel a is modified from Reference 54 with permission, panel c is adapted from Reference 92 with permission, and panels e and f are adapted from Reference 23 with permission.
external world? What is the role of abnormal spine plasticity in various brain diseases? With an increasing number of laboratories utilizing advanced imaging techniques and an expanse in transgenic and molecular technology, the answers to these questions are finally within reach. Owing to the flourish of studies of synapse and spine dynamics in the past decade, there are a good number of reviews on spine dynamics and function in the literature (18, 19, (40) (41) (42) (43) (44) (45) (56) (57) (58) (59) (60) (61) (62) .
Here we thus focus the body of this discussion on the most recent findings on spine plasticity in vivo, with an eye toward addressing some of the aforementioned queries and suggesting a platform for future directions.
SPINOGENESIS
Dendritic spines appear early during development soon after dendritic processes are extended from neurons. From early stages of development, synaptic contacts already exist between spines and presynaptic axons, suggesting that the process of spine formation is intimately associated with the process of contact formation between neurons and the establishment of neural circuits. An important question pertaining to spine development is how spinogenesis and synaptogenesis are related to each other. The answer to this question would help forge our understanding of whether spine formation reflects some intrinsic properties of postsynaptic dendrites or if it is induced by extrinsic factors associated with presynaptic axonal terminals. Fundamentally, this kind of knowledge would shed light on the way in which we understand how synaptic connections are constructed in neural circuits. Several lines of evidence suggest that dendritic filopodia, long and thin protrusions without bulbous heads, play a pivotal role in the initial stages of spinogenesis and synaptogenesis. First, during early development, when extensive spine formation occurs, filopodia are highly abundant and undergo rapid extension and retraction within minutes to hours (19-21, 29, 57, 63-65) . Importantly, pioneering timelapse observations from neuronal cultures and brain slices have revealed that these highly dynamic dendritic filopodia initiate contacts with presynaptic axons and are occasionally transformed into spines (Figure 2) (20, 29) . Furthermore, EM studies indicate that some filopodia do not have any synaptic contacts with axons, whereas others make several synaptic contacts (66) . In addition, filopodia and spines display various degrees of motility even while they are in contact with presynaptic axonal terminals (21, 67-69). Together, these findings suggest the following sequence of events during spine/synapse formation: Dendrites produce long and thin dendritic filopodia that exhibit dynamic growth, allowing them to sample some of the nearby axons. Choosing and capturing the appropriate presynaptic axon via activitydependent or independent signaling would result in stabilization of the contact and maturation of the filopodia into dendritic spines. The absence of proper signals (or the presence of alternative ones) would result in the regression of the filopodia back into the dendritic shaft (19, 63, 65, (70) (71) (72) .
The in vivo imaging of YFP-expressing mice showing that dendritic filopodia are indeed highly dynamic and can transform into spines provides more evidence consistent with the role of filopodia in spinogenesis (Figure 2) (23, 54) . In young mice at one month of age, ∼12% of dendritic protrusions in different cortical regions are filopodia, whereas the remaining are spines. Whereas most filopodia underwent rapid turnover within 4 h, ∼15% of filopodia formed a bulbous head and persisted within the same observational period. Importantly, from the ∼15% of these newly formed spine-like protrusions, ∼40% persisted over 24 h, and ∼20% lasted more than 48 h (54). These newly persistent protrusions are morphologically indistinguishable from preexisting spines. Thus, in vivo observations, in corroboration with findings from in vitro studies, indicate that a small percentage of filopodia are transformed into more stable thin or mushroom-like dendritic spines. These findings provide further evidence that filopodia are spine precursors acting as samplers of the local synaptic neighborhood. That most filopodia do not result in spines alludes to the possibility that forming and maintaining contacts between filopodia and their appropriate axonal partners are highly selective processes.
Although the aforementioned results give credence to the theory that dynamic filopodia find their presynaptic partners and mature into spines, other modes of spinogenesis may also occur and should be considered. EM studies have shown that the formation of shaft synapses precedes the formation of spine synapses during early developmental stages (19, 66) . Furthermore, time-lapse imaging studies have found that spines can form directly from dendritic shafts rather than transitioning from filopodia (20) . These observations raise the possibility that presynaptic axons recognize the shafts of dendrites and induce the postsynaptic cell to form a dendritic spine directly in apposition to the axonal terminal (19, 66) . Such a mode of spine formation may occur particularly during early development, when highly plastic filopodia existing along axons may initiate contacts with postsynaptic dendrites (73) (74) (75) (76) . Moreover, spines may emerge independently of synaptic contact, acting as beacons for axonal terminals, which would then locate and recognize these preformed spines on dendrites and make targeted contacts. In agreement with such a scenario is the finding that in some parts of the brain, under certain conditions such as deafferentation, spinogenesis can occur in the absence of synaptogenesis (77, 78) . Thus, although there is a strong correlation between the production of postsynaptic filopodia and dendritic spines and the establishment of connections with presynaptic axonal partners, the actual relationship between these two phenomena may vary with different developmental stages and under different experimental conditions.
Although the notion that dynamic filopodia find their partners and mature into spines remains a prominent idea and an important rule of spine development, it is still unclear whether filopodia are necessary precursors of all spines or if most spines are formed without filopodial intermediaries, directly from the dendritic shaft. If all spines were evolved from dynamic filopodia, it would suggest that synaptogenesis and spinogenesis are two inseparable processes, linked together teleologically. In this case, the determining factor for forming stable spines would be whether or not a given filopodium is able to make stable synaptic contacts with an axon. Alternatively, if spines were mainly formed directly from dendritic shaft synapses, synaptogenesis and spinogenesis would be two related but independent processes governed by www.annualreviews.org • Dendritic Spine Dynamicsdistinctive mechanisms. The definitive answers to these questions require the use of combinatorial approaches for (a) simultaneously monitoring axons and dendrites at high temporal resolution as they are making contacts with each other and (b) subsequently determining whether such contacts are synaptic in nature either via highly specific synaptic markers or most incontrovertibly with EM identification. Utilizing such approaches, recent studies from developing hippocampal slices and mature cortex have shown that dendritic protrusions that have emerged from dendritic shafts form apparent synaptic contact with axonal terminals within a period of hours (79) (80) (81) . These findings provide strong evidence in support of the view that dendritic filopodia play a major, if not exclusive, role in sampling the surrounding neuropil, initiating contacts with presynaptic terminals and forming dendritic spines. Because spine formation is associated with many rounds of filopodial extension and retraction and the newly formed spines are largely eliminated within days after they are formed (19, 20, 54, 57, 65) , it appears that the formation of stable spines involves a protracted and highly selective process.
SPINE PRUNING
Shortly after Cajal initially described dendritic spines, he observed that the number of spines per unit length of a dendrite decreased toward the end of the postnatal development of the nervous system. He inferred this finding to be an indication that the connections between neurons were being altered through the removal of spines (3). This prediction, as with many of Cajal's predictions, was subsequently confirmed by more quantitative analyses of the number of synapses and spines in fixed brains from different species at varying developmental ages. Indeed, in the cerebral cortex of mammals, including that of humans, rapid synaptogenesis during early postnatal life is followed by a substantial (∼50%) loss of synapses/spines that extends through adolescence (4, 25, 27, (82) (83) (84) (85) . In adulthood the number of spines remains relatively constant until aging-related loss of synapses occurs (30, 35) . These studies suggest that in late postnatal life, neuronal circuits undergo significant reorganization mediated in large part by synapse/spine elimination. However, these findings, taken predominantly from fixed postmortem tissues, were not able to determine the dynamic behavior of spines or thus the precise nature of cortical spine loss. That is, because spines are appearing and disappearing, the decrease in overall spine number may be due to an increase in the elimination of existing spines, the addition of fewer new spines, or some combination of both.
To address this issue, dendritic spines of layer V pyramidal cells were imaged in vivo with TPM techniques. Such studies found that in young adolescent mice (one month of age), 13-20% of spines were eliminated and 5-8% of spines were formed over a two-week interval in visual, barrel, primary motor, and frontal cortices, indicating a cortex-wide loss of spines during this developmental period (Figure 3 ) (23, 54) . Consistent with this, examinations of spine dynamics in the visual and somatosensory cortices in ∼1.5-month-old mice also show a net loss of spines over one or three weeks (86) . Imaging dendrites from postnatal day 16 through day 26 in the barrel cortex showed that this net loss of spines could even have started prior to two weeks of age (87) . Furthermore, from one to four months of age, a ∼25% net loss of spines occurs as the result of a significantly higher rate of spine elimination compared with spine formation in both visual and barrel cortices (54) . Together, these observations corroborate previous studies from fixed tissues showing that synaptic density in the mammalian cortex decreases substantially from infancy until puberty (4, 25, 27, 83) . Importantly, because the degree of spine elimination is several-fold higher than that of spine formation during the period of net spine loss, these in vivo imaging studies indicate that the major reorganization of the cortex during late postnatal life involves the elimination of existing connections between neurons. The large loss of synapses occurs across different regions of the developing brain in humans and nonhuman primates, suggesting that pruning and sculpting earlyestablished synaptic connections likely are processes fundamental to the maturation of the brain.
SPINE STABILITY
Although many of the initial investigations into spine plasticity have focused on development, a time when animals are undergoing remarkable changes in shape and behavior, little is understood about the degree of spine plasticity in adulthood. Dendritic spines possess an inherent plasticity, as is evidenced by significant and rapid changes in spine number in response to environmental challenges and under pathological conditions (30-32, 34-37, 40, 88) . Nevertheless, the degree to which dendritic spines undergo remodeling in a normal and healthy adult brain remains a relative mystery. Uncovering the degree of spine mutability in size, shape, and number in the mature brain will provide important insights into how long-term information is stored (and lost) in neural circuits. For example, if most adult spines remained throughout life, memory and basic cortical functions could be stably maintained through synaptic connections that were established during development. In contrast, findings that adult spines were highly dynamic and showed a high degree of turnover over the lifetime of an animal would suggest that long-term information might instead be stored in a dynamic fashion in constantly and rapidly rewiring synaptic networks.
The first two studies using in vivo imaging of GFP/YFP-expressing dendritic spines generated fundamentally different views on the stability of spines in the adult mouse cortex (23, 53, 89, 90) . One study showed that in the adult mouse primary visual cortex (>4 months of age), spines in apical dendrites from layer V pyramidal neurons are remarkably stable, with ∼4% turnover per month (23) . If all adult spines turned over at a similar rate and the average life span of a mouse were two to three years, a substantial proportion of adult spines would persist throughout a mouse's lifetime, thus providing a potential structural basis for long-lasting infor- mation storage. However, a different study in the mouse barrel cortex suggested that spines are highly plastic in adulthood, with ∼20% of spine turnover within one day and ∼40% spine turnover within eight days (53) . Even those spines that persisted over eight days (classified as stable ones, ∼60% of the total population) continued to be eliminated at a rate of ∼16% over 22 days, which translates to a limited lifetime of this stable pool, ∼120 days (53, 89).
Because spines are mostly short-lived and may turn over multiple times in the adult cortex, this study (53) implies that the rewiring of synaptic connections is a prominent form of neural plasticity not only during development but also in mature circuits. Such a scenario, although addressing the adaptability of the adult brain, does raise the question of how long-term memory is maintained in neural circuits that undergo such rapid and extensive rewiring. Subsequent studies continue to show discrepancy over the degree of spine dynamism. Zuo et al. (54) showed that 3-5% of adult spines are formed and eliminated over two weeks in barrel, primary motor, and frontal cortices, a rate similar to that previously reported in the primary visual cortex. In addition, >70% of spines in adult barrel cortex were maintained over an 18-month interval, suggesting that the average lifetime of an individual adult spine may be ∼63 months, much longer than the entire life span of the animal (Figure 3) . In another study, Holtmaat et al. (87) found that in six-month-old mouse barrel cortex, the percentage of spines that persisted for eight days or more was ∼73%, significantly larger than that in young adult mice (∼53% at 5-11 weeks of age). This suggests that the high spine turnover previously reported in barrel cortex (53) is partly due to the use of young adult mice (6-10 weeks of age) instead of mature ones. However, although this later study showed that most adult spines can be stable over weeks, more than 20% of total spines in six-month-old mice still turn over within four days, and ∼30% of spines turn over within one month in barrel and visual cortices (87) . This work also showed that spines in barrel cortex had a significantly higher turnover rate than in visual cortex, a result different from that reported by Zuo et al. (54) . In yet another study examining spine dynamics in the visual, somatosensory, and auditory cortices, Majewska et al. (86) found that ∼85% of spines are stable over three weeks in mice starting at postnatal day 40, which is in general agreement with the view that adult spines are largely stable.
Because the contrasting results lead to contradictory views on the structural plasticity of spines in the mature brain and have different implications for information storage and maintenance in neuronal circuits, it is important to identify which factor(s) is responsible for the disparity in previous reports. Although factors such as animal age and transgenic mouse line may contribute to dissimilar findings of spine dynamics, a recent study suggests that these differences may be due primarily to the use of an open-skull glass window versus a thinnedskull window for in vivo imaging. Using the same transgenic mouse line, Xu et al. examined the impact of cranial window type utilized during in vivo imaging on adult spine dynamics in barrel cortex (91, 92) . These researchers found that spines are remarkably stable under thinned-skull windows (∼200 μm in diameter) but quite plastic under a large open-skull glass window (∼4-5 mm in diameter). In addition, the use of open-skull preparations leads to a substantial loss of spines within the first two weeks after surgery, followed by a high degree of spine turnover that lasts for at least an additional three to four weeks. Extensive glial activation was also found for at least one month after surgery under open-skull conditions, but not for thinned-skull preparations. These observations suggest that the discrepancy in adult spine dynamics is heavily, if not exclusively, influenced by the type of cranial window used for in vivo imaging (56, 91, 92 (86, 93) . Note that the above imaging studies were mainly from examinations of spines in apical dendrites of layer V pyramidal neurons in the cortex. It is difficult to say whether the observations of spine stability can be generalized to the entire dendritic tree of layer V pyramidal cells or to different neuronal types. Recent studies have shown only slightly different degrees of spine dynamics in different cell types (86, 87, 94) . Experiments in other brain areas such as the hippocampus and the olfactory bulb have demonstrated high levels of stability of adult dendritic branches and spines over hours to days (95, 96) . Imaging studies of inhibitory cortical neurons and adult-born neurons in the olfactory bulb have shown a small degree of changes in dendritic branches and spines in the mature brain (97, 98) . Thus, in various cell types and cortical layers, a large percentage of dendritic spines likely persist for the duration of an animal's life.
Moreover, although the vast majority of spines may persist throughout adulthood, spine morphology undergoes change in the living cortex both during development and in adulthood (23, 54, 86, 87) . Because spine size correlates with synaptic strength, changes in spine morphology indicate that synaptic strength can be modified without synapse turnover (24, 99) . Such alterations may be important in the rapid plasticity seen in long-term potentiation and depression (42, 62, (99) (100) (101) (102) (103) (104) (105) (106) . Thus, although most adult spines remain stable in adulthood and provide a physical substrate for long-term information storage, a small degree of spine turnover and rapid changes in synaptic strength can occur throughout life and may underlie various forms of learning and plasticity in the mature brain.
EXPERIENCE-DEPENDENT SPINE FORMATION AND ELIMINATION
A fundamental feature of the nervous system is that experience profoundly affects patterns of neuronal connectivity and behavior throughout life. It is generally believed that a functional, mature nervous system is formed from an initial pool of imprecise synaptic connections by the selective establishment of some synapses and the elimination of others based on a combination of genetics and experience. A wide variety of experimental evidence has shown that experience/neuronal activity plays a critical role in regulating synaptogenesis, particularly in developing neural circuits (22, 39, 42, 100, (107) (108) (109) (110) (111) (112) (113) (114) (115) (116) (117) (118) . For example, long-term sensory deprivation from birth continuing to young adulthood often reduces the number of synapses, whereas enriched environments during the same period increase dendritic branching and synapse number in various brain regions (32, 34, 101, 116, 117, (119) (120) (121) . In cultured brain slices, induction of long-term potentiation or electric activity can lead to a rapid outgrowth of dendritic protrusions, an increase in spine motility, and synapse formation (21, 22, 28, 122) . Conversely, induction of long-term depression and reduced neuronal activity cause shrinkage of existing dendritic spines, reduced spine motility, and a net loss in spine number (21, 102, 104, 123) . In corroboration with these findings, in vivo imaging in young rat barrel cortex has shown that dendritic filopodia and spines are highly dynamic at approximately postnatal days 10-14 and that sensory deprivation via whisker trimming significantly reduces the motility of dendritic protrusions during a brief period (postnatal days 11-13) (50). Together, these studies underscore the pivotal importance of sensory experience and patterns of neuronal activity in the dynamics of dendritic spines and synaptic connections during early stages of development.
As evidence demonstrating the role of experience in synaptogenesis during early development accumulates, it remains unclear how experience is involved during the period of substantial loss of synaptic connections. Recently, time-lapse, two-photon imaging has been used to examine the effect of sensory experience on the rates of dendritic spine elimination and formation in mouse barrel cortex during late postnatal development. By trimming all the whiskers on one side of the mouse facial pad daily, Zuo et al. (39) showed that, in young adolescence, when extensive spine loss occurs, sensory deprivation over weeks preferentially reduces the rate of spine elimination rather than the rate of formation (Figure 3) . Furthermore, as spines become increasingly stabilized in adulthood, sensory deprivation over a period of weeks has no significant effect on the rate of spine elimination or formation. Because sensory deprivation leads to a reduction in the net loss of spines during late postnatal development, experience-dependent sculpting of neuronal connectivity appears to be a major event in the reorganization of neural circuits during late postnatal development. These results resonate with studies of activity-dependent elimination of synaptic connections between spinal motor neurons and their muscle targets and between climbing fibers and Purkinje cells (113, 115, (124) (125) (126) . In the peripheral nervous system, multiple motor neurons make synaptic contacts with individual muscle cells. This initial exuberance is then pruned by competition mediated by neuronal activity (111, 115, 124, 125, 127) . Thus, experience-and activity-dependent sculpting of neuronal connectivity seems vital to the maturation of the mammalian nervous system.
All the aforementioned studies have revealed the fundamental role of experience in spine plasticity in the developing mammalian cortex. However, the degree to which experience modifies synaptic connectivity in the adult brain is still in question. Several recent studies have addressed this issue by in vivo two-photon imaging of dendritic spines after altering sensory inputs to the barrel cortex of GFP/YFPexpressing transgenic mice. Zuo et al. (39) showed that, although sensory deprivation by removing all the whiskers for two weeks had no significant effect on spine elimination and formation in adult barrel cortex (greater than four months), long-term deprivation for two months caused a small (∼3%) but significant reduction in the rate of spine elimination in adult barrel cortex. Consistent with this result, the authors also showed that trimming every other whisker in a chessboard pattern on one side of the facial pad (chessboard deprivation) over two weeks preferentially reduced spine elimination without affecting the rate of spine formation in mice from four to six weeks of age, whereas similar manipulation had no significant impact on the rates of spine elimination and formation in adult mice (39) . Thus, sensory experience continues to sculpt synaptic connections in mature neural circuits, albeit to a lesser degree as compared with the effect of sensory experience on young adolescent barrel cortex. In another study, Trachtenberg et al. (53) found that in 5-10-week-old mice, chessboard trimming over a period of four days had no effect on overall spine density but caused a substantial increase in spine turnover. A more recent study showed that in mice between two to five months of age, chessboard trimming for up to 20 days continues to alter spine dynamics without impacting spine density in barrel cortex (94) . Note again that different types of cranial windows were used for imaging experience-dependent spine dynamics and likely contributed to varying degrees of experience-dependent spine dynamics in the experiments described above. However, regardless of the differences in imaging techniques, the above studies demonstrate that under laboratory housing and sensory-deprived environments, spines are capable of forming and retracting, but only to a very limited degree, in adulthood. Such a small degree of experiencedependent spine remodeling in adult cortex may underlie the continuous adaptation of animals to their environment.
Many lines of evidence indicate that anatomical features such as dendrite-and axonbranching patterns in the developing mammals are highly sensitive to changes in the external environment and that this sensitivity decreases as animals mature into adulthood (21, 107, 108, 118, 128, 129) . The studies described above suggest that experience-dependent spine plasticity also decreases as an animal's age increases. Specifically, there appears to be a temporal window after birth and before adulthood when spine plasticity and the malleability of the nervous system progressively diminish. Thus, one important extrapolation from studies on experience-dependent spine dynamics is that the period of heightened sensitivity to experience, termed the critical period, may be intimately related to the period of heightened spine plasticity. In addition, a small degree of spine turnover does occur and can be modified by experience in the mature brain. Therefore, the adult brain must retain some capacity, the extent and degree of which are yet to be determined, to form new synapses and rewire its circuitry outside of the critical period.
GENETIC CONTROL OF SPINE FORMATION AND ELIMINATION
One major focus of research in spine plasticity is to understand how and to what degree spine formation and elimination are regulated by intrinsic genetic programs. By removing or overexpressing individual genes, studies in the past two decades have made important progresses in identifying genes that are important for regulating the number and size of dendritic spines (40, 41, 58, 130) . These genes encode a wide variety of proteins such as neurotransmitter receptors (131) (132) (133) (134) (135) (136) , adhesion molecules (130, 132, (137) (138) (139) (140) (141) , postsynaptic density proteins (81, (142) (143) (144) (145) (146) (147) (148) (149) (150) , protein kinases and phosphatases (151) (152) (153) , and actin cytoskeleton and its regulatory elements (17, 43, (154) (155) (156) (157) (158) (159) (160) (161) (162) (163) . Because spine formation is intimately associated with synaptogenesis, genes participating in synapse formation generally have varying effects on the generation of dendritic filopodia and spines. The initial formation of spines can occur in the absence of neuronal activity. Even more dramatically, as seen in the cerebellum, spines of Purkinje neurons can form in the absence of axonal terminals (77, 78) . Thus, it appears that some aspects of the ontogenesis of spines are genetically determined and do not rely on synaptic transmission.
One emerging scenario regarding the genetic control of spine plasticity is that various gene products converge to regulate actin polymerization and depolymerization in dendritic spines, leading to spine formation or elimination (40, 43, 58, 160, (162) (163) (164) (165) . Actin filaments form the main cytoskeleton of dendritic spines and underlie rapid spine motility. The Rho family of small GTPases, including RhoA, RhoB, and Rac, regulates the dynamics of the actin cytoskeleton and is an important contributor to spine formation and elimination. Overexpression or suppression of these molecules as well as their interacting proteins results in changes in the density of dendritic filopodia and spines in vivo and in vitro (146, (166) (167) (168) (169) . In addition, neuronal activity can induce extensive remodeling of the actin cytoskeleton via calcium influx through glutamate receptors of the N-methyl-d-aspartate (NMDA) and the α-amino-3-hydroxy-5-methyl-4-isoxazole propionate (AMPA) subtypes, which are highly concentrated at the postsynaptic spines (21, 39, 158, 164, (170) (171) (172) . Much evidence has shown that NMDA and AMPA receptor activation is essential for synapse formation and/or maintenance and that the calcium/calmodulindependent protein kinase II pathway at least partly mediates the effect of these receptors on actin dynamics (103, 173) .
Although substantial progress has been made in the past decades on the gene regulation of spine development and plasticity, most of the studies so far have focused on the role of individual genes in regulating spine density from a single-time-point observation. Owing to the dynamic nature of spinogenesis, it would be important to combine molecular and time-lapse imaging approaches to determine the roles of different genes and signaling pathways in various phases of spine formation and maintenance. Furthermore, gene expression is dynamically regulated in vivo, and the lack of a specific gene's product is likely to alter not only the function of a particular gene but also patterns of neuronal activity. Thus, in living animals, better temporal and spatial control of gene expression in combination with improved in vivo imaging and electrophysiology are necessary to decipher the gene regulation of spine plasticity in the future. Such knowledge would be invaluable for understanding the pathogenic mechanisms underlying brain disorders, as discussed below.
DENDRITIC SPINE PATHOLOGY IN BRAIN DISORDERS
Because spine morphology and number are intimately linked to neuronal function, altered www.annualreviews.org • Dendritic Spine Dynamicsspine structures and derangements of the rules governing spine elimination and formation are likely to have diverse detrimental effects on neural circuits and to contribute to an array of cognitive impairments. Indeed, a number of psychiatric and neurological diseases are associated with substantial alterations in either spine morphology or density. In fragile X syndrome (FXS), for example, which is the most frequent form of inheritable mental retardation (174) (175) (176) , spines are found in much higher density and display a more immature, long, and thin form. People with trisomy 21 (Down's syndrome) show decreased spine density in both the neocortex and hippocampus (177) (178) (179) (180) . Abnormal spine morphology and number also occur in other brain disorders, such as addiction, anxiety, and depression, that are often linked to environmental factors such as malnutrition, abnormal hormone levels, and chronic drug abuse (181) (182) (183) (184) . In animal models, repeated exposure to psychomotor stimulants such as amphetamine and cocaine causes increases in both the dendritic branching and spine density on apical dendrites of pyramidal cells in the prefrontal cortex as well as on medium spiny neurons of the nucleus accumbens (185, 186) . The fact that substantial alterations in spine structure or density occur in various brain diseases strongly suggests that spine dynamics are well-balanced under normal circumstances and such a balance may be vulnerable to disruption through a variety of mechanisms under different pathological conditions. Many psychiatric diseases may be viewed fundamentally as disorders of early development that either progress with age or do not manifest until early adulthood. Therefore, slight changes in spine plasticity may accumulate over time and lead to a substantial change in spine density, manifesting later in life or under specific environmental stressors. Consistent with such a view are postmortem studies on the brains of schizophrenic patients, which exhibit decreased spine density in neocortical pyramidal neurons, often in late adolescence (187) (188) (189) . Important progress has been made in the past decades toward identifying genes that may be responsible for psychiatric diseases and toward developing mouse models for mechanistic studies (190) (191) (192) (193) (194) . For example, investigators have shown that FXS is caused by a mutation of the fragile mental retardation 1 (Fmr1) gene located on the X chromosome (194) (195) (196) . The Fmr1 gene encodes a protein, the fragile X mental retardation protein (FMRP), which binds to many mRNA ligands and acts as a translational suppressor in different subcellular locations, including dendrites and dendritic spines (197) . Similar alterations in dendritic spine morphology and density and overlapping behavioral phenotypes have been found in Fmr1 knockout mice and human patients (193, 198) . These findings suggest that such a mouse model is excellent for studying the mechanisms underlying the development and expression of FXS. The challenge in the future is to determine how the lack of certain gene products, such as Fmr1, leads to aberrant spine development and maintenance and how such structural abnormalities contribute to the functional deficits seen in disease states. The ability to image synaptic structure in living animals, with repeat sampling through development and aging, will be essential to monitoring changes in synaptic structure associated with disease symptoms.
Changes in dendritic spines have also been examined in other neurological disease models such as prion disease, seizures, and ischemia (95, (199) (200) (201) . Recent in vivo imaging revealed a progressive loss of dendritic spines in a scrapie prion mouse model (199) and a rapid loss of spines in ischemia mouse models (37, (202) (203) (204) . Although moderate reduction in blood flow is not associated with immediate damage to synaptic structure, a severe stroke can cause a rapid loss of spines and dendritic swelling (37, 203) . Importantly, swelling dendrites and lost spines can recover after reperfusion of occluded vessels (37, 205) . Recent in vivo imaging has also shown that dendritic arbors in the periinfarct cortex undergo an extensive reorganization after stroke, including an increase in spine turnover and a recovery of spine density (206) . Such enhanced synaptic and circuit remodeling In vivo imaging of dendritic pathology in an Alzheimer's disease mouse model. The figure shows repeated imaging of cortical dendrites and axons (green) near an amyloid deposit (red ) in cortical layer 1 of a mouse at six months of age. Panel a shows imaging at day one, and panel b shows imaging at day three. Although most spines (blue arrows) and varicosities (asterisks) were stable over two days, some structural changes [e.g., spine loss ( yellow arrows) and varicosity formation (white arrow)] occurred near the deposits. Adapted from Reference 36 with permission.
may contribute to spontaneous recovery and behavioral improvement after ischemia. Structural changes of dendritic spines also likely play an important role in the pathogenesis of many age-related neurodegenerative diseases. This is especially true in Alzheimer's disease (AD), in which the best correlate of cognitive dysfunction is thought to be the loss of synapses as seen by immunohistochemistry and EM in postmortem tissue (207) (208) (209) . Amyloid peptide deposition, one of the pathological hallmarks of AD, is commonly associated with dystrophic neurites and synaptic loss (210, 211) . By crossbreeding a transgenic mouse model of AD with mice expressing YFPs in subsets of neurons, researchers have studied the degree and time course of synaptic disruption associated with fibrillar amyloid deposits in vivo with TPM (Figure 4) (36) . Time-lapse imaging over days to weeks revealed extensive formation and elimination of dendritic spines near the periphery of the amyloid plaques, suggesting that amyloid deposition triggers continuous remodeling of nearby neuronal structures. Furthermore, dendrites passing through or near fibrillar amyloid deposits all exhibit some degree of spine loss and reduction in shaft diameter, whereas the axons in the vicinity of the deposits develop abnormally large varicosities. This finding implies that local dendritic and axonal abnormalities associated with amyloid deposits can eventually lead to synapse loss and the breakage of dendrites and axons (36, 212, 213) . These studies suggest that the accumulation of fibrillar amyloid deposits leads to largescale and permanent disruption of synaptic connections, contributing to the cognitive decline and memory loss seen in AD.
As outlined above, neurological disorders and neurodegenerative diseases are frequently associated with aberrant spine structure and plasticity in critical brain regions. Because dendritic spines are the major sites of neuronal connections in the brain, it is not surprising that changes in spine plasticity would have a significant impact on disease pathogenesis and progression. The important issue is to determine the mechanisms underlying abnormal spine dynamics and how alterations in spine plasticity contribute to the clinical symptoms and disease progression. The answers to such questions will undoubtedly provide important insight into the onset, progression, and treatment of psychiatric and neurological diseases.
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