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there’s #bigdata on Twitter, but the politics 
of working with it are highly complicated
the bIg data moment
Data is not free, and there’s always someone out there that wants to buy it. As an 
end-user, educate yourself with how the content you create using someone else’s ser-
vice could ultimately be used by the service-provider. (Jud Valeski, CEO of Gnip, as 
quoted in Steele, 2011, para. 19)
There are significant questions of truth, control, and power in Big Data studies: 
researchers have the tools and the access, while social media users as a whole do not. 
Their data were created in highly context-sensitive spaces, and it is entirely possible 
that some users would not give permission for their data to be used elsewhere. (boyd 
& Crawford, 2012, p. 673)
Talk of Big Data seems to be everywhere. Indeed, the apparently value-free 
concept of ‘data’ has seen a spectacular broadening of popular interest, shift-
ing from the dry terminology of labcoat-wearing scientists to the buzzword du 
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jour of marketers. In the business world, data is increasingly framed as an eco-
nomic asset of critical importance, a commodity on a par with scarce natural 
resources (Backaitis, 2012; Rotella, 2012). 
It is social media that has most visibly brought the Big Data moment to 
media and communication studies, and beyond it, to the social sciences and 
humanities. Social media data is one of the most important areas of the rap-
idly growing data market (Manovich, 2012; Steele, 2011). Massive valuations 
are attached to companies that directly collect and profit from social media 
data, such as Facebook and Twitter, as well as to resellers and analytics com-
panies like Gnip and DataSift. The expectation attached to the business mod-
els of these companies is that their privileged access to data and the resulting 
valuable insights into the minds of consumers and voters will make them irre-
placeable in the future. Analysts and consultants argue that advanced statistical 
techniques will allow the detection of ongoing communicative events (natural 
disasters, political uprisings) and the reliable prediction of future ones (elec-
toral choices, consumption).
These predictions are made possible through cheap, networked access to 
cloud-based storage space and processing power, paired with advanced compu-
tational techniques to investigate complex phenomena such as language senti-
ment (Thelwall, Chapter 7 in this volume; Thelwall, Buckley, & Paltoglou, 2011), 
communication during natural disasters (Sakaki, Okazaki, & Matsuo, 2010), and 
information diffusion in large networks (Bakshy, Rosenn, Marlow, & Adamic, 
2012). Such methods are hailed as superior tools for the accurate modelling of 
social processes and have a growing base of followers among the proponents of 
“digital methods” (Rogers, 2009) and “computational social science” (Lazer et 
al., 2009). While companies, governments, and other stakeholders previously 
had to rely on vague forecasts, the promise of these new approaches is ultimately 
to curb human unpredictability through information. The traces created by 
the users of social media platforms are harvested, bought, and sold; an entire 
commercial ecosystem is forming around social data, with analytics compa-
nies and services at the helm (Burgess & Bruns, 2012; Gaffney & Puschmann, 
2012, and Chapter 5 in this volume).
Yet, while the data in social media platforms is sought after by companies, 
governments, and scientists, the users who produce it have the least degree of 
control over “their” data. Platform providers and users are in a constant state of 
negotiation regarding access to and control over information. Both on Twitter 
and on other platforms, this negotiation is conducted with contractual and 
technical instruments by the provider, and with ad hoc activism by some users. 
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The complex relationships among platform providers, end users, and a variety 
of third parties (e.g., marketers, governments, researchers) further complicate 
the picture. These nascent conflicts are likely to deepen in the coming years, 
as the value of data increases while privacy concerns mount and those without 
access feel increasingly marginalised.
Our chapter approaches Twitter through the lens of “platform politics” 
(Gillespie, 2010), focussing in particular on controversies around user data access, 
ownership, and control. We characterise different actors in the Twitter ecosys-
tem: private and institutional end users of Twitter, commercial data resellers 
such as Gnip and DataSift, data scientists, and finally Twitter, Inc. itself; and 
describe their conflicting interests. We furthermore study Twitter’s Terms of 
Service and application programming interface (API) as material instantiations 
of regulatory instruments used by the platform provider, and argue for more 
promotion of data rights and literacy to strengthen the position of end users.
twItter and the polItIcS oF platFormS
The creation of social media data is governed by an intricate set of dynamically 
shifting and often competing rules and norms. As business models change, the 
emphasis on different affordances of the platform changes, as do the charac-
teristics of the assumed end user under the aspects of value-creation for the 
company. Twitter has been subject to such shifts throughout its brief history, as 
the service adapts to a growing user community with a dynamic set of needs.
In this context, there has been a recent critique of a perceived shift from an 
‘open’ Internet (where open denotes a lack of centralised control and a divergent, 
rather than convergent, software ecosystem), towards a more ‘closed’ model with 
fewer, more powerful corporate players (Zittrain, 2008). Common targets of this 
critique include Google, Facebook, and Apple, who are accused of monopolising 
specific services, and of placing controls on third-party developers who wish 
to exploit the platforms or contribute applications which are not in accordance 
with the strategic aims of the platform providers. In Twitter’s case, the end of 
the Web 2.0 era, supposedly transferring power to the user (O’Reilly, 2005), is 
marked by the company’s shift to a more media-centric business model relying 
firstly on advertising and corporate partnerships and, crucially for this chapter, 
on reselling the data produced collectively by the platform’s millions of users 
(Burgess & Bruns, 2012; van Dijck, 2011). This shift has been realised materi-
ally in the architecture of the platform—including not only its user interface, 
but also the affordances of its API and associated policies, affecting the ability 
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of third-party developers, users, and researchers to exploit or innovate upon 
the platform. 
There have been several recent controversies specifically around Twitter 
data access and control:
  The increasing contractual limitations placed on content through instru-
ments such as the Developer Display Requirements (Twitter, 2012c), 
that govern how tweets can be presented in third-party utilities, or the 
Developer Rules of the Road (Twitter, 2012b), that forbid sharing large 
volumes of data;
  The requirement for new services built on Twitter to provide benefits 
beyond the service’s core functionality;
  Actions against platforms which are perceived by Twitter to be in vio-
lation of these rules, e.g. Twitter archiving services such as 140Kit and 
Twapperkeeper.com, business analytics services such as PeopleBrowsr, 
and aggregators like IFTTT.com;
  The introduction of the Streaming API as the primary gateway to Twitter 
data, and increasing limitations placed on the REST API as a reaction 
to growing volumes of data generated by the service; 
  The content licensing arrangements made between Twitter and com-
mercial data providers Gnip and DataSift (charging significant rates 
for access to tweets and other social media content); and
  The increasing media integration of the service, emphasising the role 
of Twitter as “an information utility” (Twitter co-founder Jack Dorsey, 
as quoted in Arthur, 2012).
In the following, we relate these aspects to different actors with a stake in 
the Twitter ecosystem.
conFlIctIng IntereStS In the twItter ecoSyStem
Lessig (1999) named four factors shaping digital sociotechnical systems: the 
market, the law, social norms, and architecture (code and data). The regulation 
of data handling by the service provider through the Terms of Service and the 
API is of particular interest in this context. As outlined above, Twitter seeks to 
regulate use of data by third parties through the Terms and the API, assign-
ing secondary roles to the law (which the Terms frequently seek to extend) and 
social norms (which are inscribed and institutionalised in various ways through 
both the interface and widespread usage conventions). 
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twItter, Inc.
Platform providers like Twitter, Inc. have a vested interest in the informa-
tion that flows through their service, and as outlined above, these interests 
have become more pronounced over time, as the need for a plausible business 
model has grown more urgent. The users’ investment of time and energy is the 
foundation of the platform’s value, and therefore growing and improving the 
service is of vital importance. In the case of Twitter, this strategy is exempli-
fied by the changes made to the main page over the years. Whereas initially 
Twitter asked playfully “What are you doing?”, this invitation has long since 
been replaced by a more utilitarian and consumer-oriented exhortation to “Find 
out what’s happening, right now, with the people and organizations you care 
about,” stressing Twitter’s relevance as a real-time information hub for busi-
ness and the mainstream media.
Twitter’s business strategy clearly hinges strongly on establishing itself as 
an irreplaceable, real-time information source, and on playing a vital part in 
the corporate media ecosystem of news propagation. Under its current CEO 
Dick Costolo, Twitter has moved firmly towards an ad-supported model of “pro-
moted tweets” similar to Google’s AdWord model. Exercising tighter control 
over how users experience and interact with the service than in the service’s 
fledgling days is a vital component of this strategy.
Data is a central interest of Twitter’s in its role as a platform provider, not 
solely because it aims to monetise information directly, but because the value of 
the data determines the value of the company to potential advertisers. Increasing 
the relevance of Twitter as a news source is crucial, while maintaining a degree of 
control over the data market that is evolving under the auspices of the company.
end uSerS
Twitter’s end users are private citizens, celebrities, journalists, businesses, 
and organisations; in other words, they can be both individuals and collectives, 
with aims that are strategic, casual, or a dynamic combination of both. What 
unites these different stakeholders is that they have an interest in being able to 
use Twitter free of charge, and that data is merely a by-product of their activity, 
but not their reason for using the platform. They do, however, have an interest 
in controlling their privacy and in being able to do the same things with their 
information that both Twitter and third-party services are able to do. While 
the Terms spell out certain rights that users have and constraints that they are 
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under, the rights can only be exercised through the API, while the constraints 
are enforced by legal means (Beurskens, Chapter 10 in this volume).
End users have diverse reasons for wanting to control their data, includ-
ing privacy concerns, impression management, fear of repressive governments, 
the desire to switch from one social media service to another, and curiosity 
about one’s own usage patterns and behaviour. Giving users the ability to exer-
cise these rights not only benefits users, but also platform providers, because 
it fosters trust in the service. The perception that platform providers are act-
ing against users’ interests behind their backs can be successfully countered by 
implementing tools that allow end users greater control of “their” information.
data traderS and analyStS
Both companies re-selling data under license from Twitter and their clients 
have interests which are markedly different from those of the company and plat-
form end users. While Twitter seeks long-term profits guaranteed by controlled 
access to the platform and growing relevance, and end users may want to guard 
their privacy and control their information while being able to use a free ser-
vice, data traders want access to vast quantities of data that allow them to model 
and predict user behaviour on an unprecedented scale. Access to unfiltered, 
real-time information (provided to them in the form of the Streaming API) is 
vital, while to their clients the predictive power of the analytics is important. 
Neither is very concerned with the interests of end users, who are treated sim-
ilarly to subjects in an experiment of gigantic proportions. Privacy concerns 
are relegated to the background, as they would reduce the quality of the ana-
lytics, and they are effectively traded for free access to the platform. What is 
also neglected is the ability to access historical Twitter data, as businesses by 
and large want to monitor their current performance, with only limited need 
to peer into the past. 
A key aim of data traders is to commodify data and to guard it carefully 
against infringers operating outside the data market. In an interview, data 
wholesaler Gnip’s CEO Jud Valeski assigned the responsibility to end users, 
recommending that they educate themselves about the public and commodi-
fied status of the data generated by their personal media use:
Read the terms of service for social media services you’re using before you complain 
about privacy policies or how and where your data is being used. Unless you are on 
a private network, your data is treated as public for all to use, see, sell, or buy. Don’t 
kid yourself. (Valeski, as quoted in Steele, 2011, para. 27)
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Two things stand out in this statement: the claim that data on Twitter is 
public, and the inference that because it is public, it should be treated as “for all 
to use, see, sell, or buy.” The public-private dichotomy applies to Twitter data 
only in the sense that what is posted there is accessible to anyone accessing the 
Twitter website or using a third-party client (with the exception of direct mes-
sages and protected accounts). But the question of access is legally unrelated to 
the issue of ownership—rights to data cannot be inferred from technical avail-
ability alone, otherwise online content piracy would be legal. In the same inter-
view, Valeski also consistently referred to platform providers such as Twitter as 
“publishers”, and warned of “black data markets”.
termS oF ServIce and apI aS InStrumentS oF regulatIon
Since its launch in March 2006, Twitter has steadily added documents that reg-
ulate how users can interact with its service. In addition to the Terms (Twitter, 
2012a), two items stand out: the Developer Rules of the Road (Twitter, 2012b) 
and the Developer Display Requirements (Twitter, 2012c), which were added to 
the canon in September 2012. Twitter’s Terms have changed considerably since 
Version 1, published when the platform was still in its infancy. In relation to 
data access, they lay out how users can access information, what rights Twitter 
reserves to the data that users generate, and what restrictions apply. Initially, 
the Terms spelled out the users’ rights with respect to their data, i.e., each user’s 
own personal content on the platform:
By submitting, posting or displaying Content on or through the Services, you grant 
us a worldwide, non-exclusive, royalty-free license (with the right to sublicense) to 
use, copy, reproduce, process, adapt, modify, publish, transmit, display and distrib-
ute such Content in any and all media or distribution methods (now known or later 
developed). (Twitter, 2012a, para. 5-1)
This permission to use the data is supplemented with the permission to pass it 
on to sanctioned partners of Twitter:
You agree that this license includes the right for Twitter to make such Content avail-
able to other companies, organizations or individuals who partner with Twitter for 
the syndication, broadcast, distribution or publication of such Content on other media 
and services, subject to our terms and conditions for such Content use. (Twitter,2012a, 
para. 5-2)
Third parties are also addressed in the Terms and encouraged to access and 
use data from Twitter: “We encourage and permit broad re-use of Content. The 
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Twitter API exists to enable this” (Twitter, 2012a, para. 8-2). However, the exact 
meaning of re-use in this context remains unclear, and reading the other above-
mentioned documents, the impression is that data analysis is not the kind of 
re-use intended by the Terms. Neither is it made explicit whether the content 
referred to is still the users’ own content or all data on the platform (i.e., the 
data of other users). Furthermore, it seems that it is no longer Twitter’s users 
who are addressed, but third parties, as no referent is given. Reference to the 
API also suggests that a technologically savvy audience is addressed, rather 
than any typical user of Twitter.
The claim of encouraging broad re-use is further modified by the Developer 
Rules of the Road, the second document governing how Twitter handles data:
You will not attempt or encourage others to: sell, rent, lease, sublicense, redistribute, 
or syndicate access to the Twitter API or Twitter Content to any third party without 
prior written approval from Twitter. If you provide an API that returns Twitter data, 
you may only return IDs (including tweet IDs and user IDs). You may export or extract 
non-programmatic, GUI-driven Twitter Content as a PDF or spreadsheet by using 
‘save as’ or similar functionality. Exporting Twitter Content to a datastore as a ser-
vice or other cloud based service, however, is not permitted. (Twitter, 2012b, para. 8)
Here, too, developers, rather than end-users, are the implicit audience. Not only 
is the expression “non-programmatic, GUI-driven Twitter Content” fairly vague, 
the restrictions with regard to means of exporting and saving the data make 
the “broad re-use” that Twitter encourages in the Terms difficult to achieve in 
practice. They also stand in contradiction to the Terms, which state that 
Except as permitted through the Services (or these Terms), you have to use the Twitter 
API if you want to reproduce, modify, create derivative works, distribute, sell, transfer, 
publicly display, publicly perform, transmit, or otherwise use the Content or Services. 
(Twitter, 2012a, para. 8-2)
Thus, only by using the API and obtaining written consent from Twitter 
is it possible to redistribute information to others. This raises two barriers—
requiring permission, and having the technical capabilities needed to inter-
act with the data—that must both be overcome, narrowing the range of actors 
able to do so to a small elite. In relation to this form of exclusion, boyd and 
Crawford (2012) spoke of data “haves” and “have-nots”, noting that only large 
institutions with the necessary computational resources will be able to com-
pete. Studies such as those by Kwak, Lee, Park, and Moon (2010) and Romero, 
Meeder, and Kleinberg (2011) are only possible through large-scale institutional 
or corporate involvement, as both technical and contractual challenges must 
be met. While vast quantities of data are theoretically available via Twitter, the 
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process of obtaining it is in practice complicated, and requires a sophisticated 
infrastructure to capture information (beyond one’s personal archive) at scale. 
Actions such as the one against PeopleBrowsr, an analytics company that 
was temporarily cut off from access to the API, support the impression that 
Twitter is exercising increasingly tight control over the data it delivers through 
its infrastructure (PeopleBrowsr, 2012). PeopleBrowsr partnered with Twitter 
for over four years, paying for privileged access to large volumes of data, but as 
a result of its exclusive partnerships with specific data resellers, Twitter unilat-
erally terminated the agreement, citing PeopleBrowsr’s services as incompat-
ible with its new business model.
concluSIon: data rIghtS and data lIteracy
Contemporary discussions of end user data rights have focussed mainly on 
technology’s disruptive influence on established copyright regimes, and indus-
try’s attempts to counter this disruption. Vocal participants in the digital rights 
movement are primarily concerned with copyright enforcement and Digital 
Rights Management (DRM), which, so the argument goes, hinder democratic, 
cultural participation by preventing the free use, embellishment, and re-use of 
cultural resources (Postigo, 2012a, 2012b). The lack of control that most users 
can exercise over data they have themselves created in platforms such as Twitter 
seems, in some respects, a much more pronounced issue. 
Gnip’s CEO Jud Valeski framed the “owners” of social media data to be 
the platform providers, rather than end users, a significant conceptual step 
forward from Twitter’s own characterisation, which endows the platform with 
the licence to reuse information, but frames end users as its owners (as cited in 
Steele, 2011). Valeski’s logic is based on the need to legitimise the data trade—
only if data is a commodity, and if it is owned by the platform provider rather 
than the individual users producing the content, can it be traded. It furthermore 
privileges the party controlling the platform technology as morally entitled to 
ownership of the data flowing through it.
Driscoll (2012) noted the ethical uncertainties surrounding the issues of 
data ownership, access, and control, and pointed to the promotion of literacy 
as the only plausible solution: 
Resolving the conflict between users and institutions like Twitter is difficult because 
the ethical stakes remain unclear. Is Twitter ethically bound to explain its internal 
algorithms and data structures in a language that its users can understand? Conversely, 
are users ethically bound to learn to speak the language of algorithms and data struc-
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tures already at work within Twitter? Although social network sites seem unlikely to 
reveal the details of their internal mechanics, recent ‘code literacy’ projects indicate that 
some otherwise non-technical users are pursuing the core competencies necessary to 
critically engage with systems like Twitter at the level of algorithm and database. (p. 4)
In the current state of play, the ability of individual users to effectively 
interact with “their” Twitter data hinges on their ability to use the API, and on 
their understanding of its technical constraints. Beyond the technical know-
how that is required to interact with the API, issues of scale arise: the Streaming 
API’s approach to broadcasting data as it is posted to Twitter requires a very 
robust infrastructure as an endpoint for capturing information (see Gaffney 
& Puschmann, Chapter 5 in this volume). It follows that only corporate and 
government actors—who possess both the intellectual and financial resources 
to succeed in this race—can afford to participate, and that the emerging data 
market will be shaped according to their interests. End users (both private indi-
viduals and non-profit institutions) are without a place in it, except in the role 
of passive producers of data. The situation is likely to stay in flux, as Twitter 
must at once satisfy the interests of data traders and end users, especially with 
regard to privacy regulation. However, as neither the contractual nor the tech-
nical regulatory instruments used by Twitter currently work in favour of end 
users, it is likely that they will continue to be confined to a passive role.
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