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Conditional Rewriting Modulo a Built-in
Algebra
Jürgen Avenhaus and Klaus Becker1
1 Motivation
Conditional equational specifications can be regarded as programs of a functional pro-
gramming language with conditional rewriting as its computation mechanism. Whereas
built-in concepts can be used in common programming languages, they usually are not
available in rewrite environments.
In the following example, which is intended to define the greatest common divisor
function over the natural numbers, it would be desirable to consider ’+’ and ’0’ as symbols
with a predefined meaning, that agrees with the common interpretation of the symbols
over the natural numbers. However, in most rewrite based specification environments
these equations would not be ”executable”.
(1) g(x, 0) = x
(2) g(0, y) = y
(3) g(x+ y, y) = g(x, y)
(4) g(x, x+ y) = g(x, y)
Built-in concepts are attractive for several reasons:
• Built-ins allow programming at a higher level of abstraction. The “basic world of
interest” can be assumed to be given, it need not be modeled in a bottom-up fashion.
• Built-ins possibly allow to gain efficiency, if appropriate built-in algorithms are
available to treat the predefined structures.
• Built-ins can increase the expressive power of equational specification environments.
By a built-in algebra we are able to describe “non-constructive” domains, as for
instance real numbers, that cannot be characterized equationally.
1Fachbereich Informatik, Universität Kaiserslautern, W 6750 Kaiserslautern, Germany, email:
avenhaus@informatik.uni-kl.de.
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The aim of this paper (for an extended version see [AvBe92]) is to present a general
approach of how to integrate predefined objects and operations into rewrite based equa-
tional reasoning. There has been done some related work by Vorobyov [Vo89] about
built-in arithmetic, by Kaplan, Choppy [KaCh89] and Walters [Wa90] about implemen-
tational aspects and Kirchner, Kirchner, Rusinowitch [KKR90] and Comon [Co92] about
equational specifications with constraints.
2 Syntax
Let Σ0+Σ1 be an “ordinary” flat functional signature enrichment. Σ0 introduces the basic
sorts and objects. The built-in structure over the basic domain is intended to be given by
a Σ0-algebra — the built-in algebra. We assume for simplicity that the sorts in S0 are not
empty. Σ1 introduces new function symbols over the basic sorts, which are intended to be
partially defined by the equations of the specification. We thus mix semantically treated
Σ0-symbols and syntactically treated Σ1-symbols. In order to allow separation between
semantically and syntactically oriented operations, we restrict the range of the variables
that occur in the equations: Variables are to be instantiated only by built-in objects resp.
Σ0-terms.
In order to design this kind of restriction, we use a suitable order sorted interpretation
Σ of Σ0 + Σ1, based on a copying process (see also [SNGM89], where the same approach




0 , the set of
symbols from F0 with an arity that is equal to 0 — the constants from F0 — resp. greater
or equal than 1.
Definition 1 Let Σ0+Σ1 = (S0, F0, D0)+(∅, F1, D1) be a flat functional signature enrich-
ment. Σ = (S, F,D) is said to be the hierarchical signature resp. order-sorted signature
induced by Σ0 and Σ1 — written Σ = Σ0 ⊕ Σ1 — iff
• S = S0 ∪ S∧0 where S∧0 = {s∧ | s ∈ S0} and
• F = F0 ∪ F1 and
• D = D0 ∪D∧ ∪Dsort where
D∧ = {f : s∧1 , . . . , s∧n → s∧ | f ∈ F
(≥1)
0 ∪ F1 and f : s1, . . . , sn → s ∈ D0 ∪D1} and
Dsort = {s < s∧ | s ∈ S0}.
Variables are introduced only for the base sorts in S0. Let V =
⋃
s∈S0 Vs be the union
of disjoint infinitary sets Vs of variables for the basic sorts. Σ-terms are defined as usual.
A conditional equation over Σ is a formula
n∧
i=1
ui = vi ⇒ u = v such that ui and vi resp.
u and v are sort compatible Σ-terms (see [SNGM89]).
Definition 2 A specification with a built-in algebra (Σ = Σ0 ⊕ Σ1, E,A) consists of a
hierarchical signature Σ induced by a flat functional signature enrichment Σ0 + Σ1, a set
E of conditional equations over Σ and a term-generated (built-in) Σ0-algebra A.
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3 Semantics
We consider a specification (Σ = Σ0⊕Σ1, E,A) with built-in algebraA. First, the meaning
of the specification is characterized denotationally. The built-in algebra A is taken into
account by EA = {u = v | A |= u = v;u, v ∈ TERM0(Σ, V )}, the set of Σ0-equations
induced by A. The algebras that capture the denotational meaning of the specification
are the order-sorted Σ-algebras that are models of E ∪EA. These algebras have a “core”,
constituted by the base elements, that contain a uniquely defined homomorphic image of
the built-in algebra A. Further, they satisfy E, but due to our hierarchical concept in the
following weak sense: Only assignments that (correctly) instantiate variables by “base
elements” have to be taken into account.
Next we present an inference system, depending on E and an additional set S of Σ-
equations, in order to define the semantics of the specification operationally. The rules of
this inference system model (R)eflexivity, (S)ymmetry, (T)ransitivity, (C)ongruence and
(E)-application (see [Ga91] for a similar approach).
(R) u = u
(S) u = vv = u
(T ) u = v, v = wu = w
(C) ui = vi
f(u1, . . . , un) = f(v1, . . . , vn)







ui = vi ⇒ u = v ∈ E, σ(ui) = σ(vi) ∈ S.
We write S E u = v to indicate that u = v can be derived from S by the above
inference rules (depending on E).
Let ∼A= ∗←→EA be the congruence relation on TERM(Σ, V ) induced by A. Note that
if e.g. x+ y = y+ x ∈ EA and f, a, b ∈ F1, then f(a+ b) ∼A f(b+ a), but not necessarily
f(a) + f(b) ∼A f(b) + f(a), as x, y cannot be instantiated by f(a), f(b).
According to the intuition that built-in equivalences are given in advance, the inductive
definition to follow starts with the congruence relation∼A. Let∼0E,A=∼A. For all Σ-terms




∼E,A is a congruence relation on TERM(Σ, V ), the congruence relation induced by E and
the built-in algebra A.
The following “Birkhoff-theorem” states the equivalence of the denotational and op-
erational semantics of the specification.
Theorem 1 Let (Σ = Σ0 ⊕Σ1, E,A) be a specification with built-in algebra A. Then for
any s, t ∈ TERM(Σ, V ), s ∼E,A t iff E ∪ EA |= s = t.
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4 Rewriting
A conditional rewrite rule over Σ is a (directed) conditional equation
n∧
i=1
ui = vi ⇒ u = v,
where all variables occuring in v, ui, vi also occur in u, and where the left hand side u is
a term of a sort in S∧0 . The latter condition, meaning that the left hand side of a rewrite
rule has to contain a new symbol, is a kind of constructor preserving property, provided
we interprete base terms as constructors. In addition, this condition assures that rewrite
rules are always sort-decreasing, i.e. sort(u) ≥ sort(v) (see [SNGM89] for the relevance
of this property).
Next we define conditional rewriting modulo the built-in algebraA, which is essentially
conditional rewriting of ∼A-equivalence classes.
Definition 3 Let R be a set of conditional rewrite rules over Σ and s, t ∈ TERM(Σ, V ).
s rewrites to t modulo A, written s −→
R/A t, iff there exist terms s
′, t′ ∈ TERM(Σ, V ),
an occurence p ∈ O(s′), a substitution σ and a rule
n∧
i=1
ui = vi ⇒ u = v ∈ R such that
• s ∼A s′, s′/p = σ(u), s′[p ← σ(v)] = t′, t′ ∼A t and







R/A σ(vi) (resp. σ(ui) ↓R/A σ(vi)).
Let R be a set of conditional rewrite rules over Σ. R is said to be Church-Rosser
modulo A iff for any s, t ∈ TERM(Σ, V ), s ∼R,A t iff s ↓R/A t. R is said to be confluent





R/A s2 (resp. s1 ←−R/A s −→R/A s2), then s1 ↓R/A s2.
The following theorem relates the operational and rewrite semantics.
Theorem 2 Let R be a conditional rewrite system over Σ. Then R is Church-Rosser
modulo A iff R is confluent modulo A.
By Newman’s lemma, if −→
R/A is terminating, then R is confluent modulo A iff R
is locally confluent modulo A. Local confluence can be tested as usual by considering
critical equations. For that reason we first generalize unification by introducing a suitable
notion of constraints in order to be able to represent the solutions of an equation in a
finite way.
A substitution σ satisfies a set S of Σ-equations modulo A resp. is an A-solution of
S iff σ(s) ∼A σ(t) for all s = t ∈ S. A constraint γ is either a finite conjunction (or set)
of Σ0-equations or one of the symbols  (“solved by every σ”) and ⊥ (“solved by no σ”).
Lemma 1 For any finite set S of Σ-equations one can compute a constraint γS such that
S and γS have the same A-solutions.
Definition 4 Let U ⇒ u = v and U ′ ⇒ u′ = v′ be two conditional rules over Σ that have
no variables in common. Let p be a position in u such that u/p is no variable. Then the
conditional equation γu/p=u′ ∧ U ∧ U ′ ⇒ u[p ← v′] = v is called a (conditional) critical
equation between the two rules.
4
Note that there exist no variable overlaps, since variables are introduced only for the
base sorts and since the left hand sides of the rules have to be of a new sort. So we do
not have to require R to be decreasing in order to prove local confluence, in contrast to
the syntactical case (see [DeOk90]).
Theorem 3 Let R be a conditional rewrite system over Σ. If all conditional critical
equations, that can be built from the rules of R, are joinable modulo A, then R is locally
confluent modulo A.
5 Termination
In this section we only sketch some ideas about how to prove termination of the rewrite
relation −→
R/A . Technical details can be found in the extended paper [AvBe92].
The equations from the example above do not induce a terminating rewrite rela-
tion modulo the natural number interpretation N , as g(x, 0) ∼N g(x + 0, 0) and hence
g(x, 0) −→
R/N g(x, 0). We change the rewrite rules (3) and (4) by adding constraints.
(3′) y  0 = true ⇒ g(x+ y, y) = g(x, y)
(4′) x  0 = true ⇒ g(x, x+ y) = g(x, y)
Now we may use the well-foundedness of the algebra N wrt.  and true and the fact,
that N |= y  0 = true ⇒ x+ y  x = true and N |= x  0 = true ⇒ x+ y  y = true,
to conclude that −→
R/N is terminating.
We capture these ideas by a suitable recursive path ordering construction [De87]. First,
conditions are divided into a constraint part and a rest part. A rewrite rule then has the
form γ ∧ C ⇒ u = v. Further, Σ0-terms are viewed as semantic units. For that reason
we introduce a new constant [u] for any Σ0-term u. The terms to be considered consist of
syntactic operators f ∈ F and semantic units [u]. The precedence, that allows to compare
such terms by recursive decomposition, is constituted by the following three parts: (i)
>∼ F , the given “syntactical precedence” that allows to compare syntactic operators, (ii)
>H= {(f, [u]) | f ∈ F, u ∈ TERM(Σ0, V )}, the “hierarchy precedence” that makes every
term of a sort in S∧0 greater than every Σ0-term, and (iii) >∼
(γ)
0
, the “semantical base
ordering system” that allows to compare semantic units.
The base ordering system provides an ordering for any constraint γ. These orderings
are assumed to satisfy some basic properties as well-foundedness and compatibility with
the congruence relation ∼A.
In the above example we can define for any γ a base ordering by >∼
(γ)
0
= {([u], [v]) |
N |= γ ⇒ u  v}, where  is the normal ordering on N .
Let >
(γ)
rpo,A be the recursive path ordering induced by the union of the above prece-
dences (for any constraint γ). This construction allows us to lift semantic properties as
compatibility with the built-in algebra A from the base orderings (over Σ0-terms) to the
recursive path orderings (over the Σ-terms).
We then obtain the following main result: If u >
(γ)
rpo,A v, ui, vi (ui = vi ∈ C) for any rule
γ ∧C ⇒ u = v, then rewriting by −→
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Based on the Syntacticity of the AC
Theory
Mohamed Adi and Claude Kirchner1
We present a new Associative-Commutative matching algorithm. It is based on the syn-
tacticity of associative-commutative theories. As shown by Tobias Nipkow, it is possible
to built a matching algorithm from a resolvant presentation of an AC theory and we have
shown how this algorithm can be improved in such a way that most redundant compu-
tations are avoided. The resulting algorithm has been implemented and, compared to
the algorithms that solve the AC-matching problem using solving of inhomogeous linear
Diophantine equations, it gives much better performance, in particular a first match is
computed several orders of magnitude faster.
1INRIA Lorraine & CRIN, 615 rue du jardin botanique, BP 101, 54602 Villers les Nancy Cedex,
France, email: Claude.Kirchne@loria.fr.
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Order-Sorted Feature Theory Unification
Hassan Ait-Kaci1
Order-sorted seature (OSF) terms generalize first-order rational terms whereby construc-
tors become partially ordered sorts, and argument positions become symbolic feature
symbols. Matching and unification are extended accordingly making OSF terms a more
versatile data structure for symbolic programming than first-order terms, where unifica-
tion is akin to inheritance among objects in object-oriented programming. In order to
obtain the functionality of the latter more adequately, one also needs the notion of class
or object template. This can be rendered very precisely as an OSF theory in the form of
a monotonic mapping from sorts to OSF terms imposing structural constraints on objects
using certain sorts. We will show how this may be done quite precisely and simply by
achieving the template effect of a class hierarchy through a remarkably efficient unification
algorithm modulo such an OSF theory. This algorithm does in effect lazy inheritance,
importing a minimal amount of information from the theory to the OSF formula being
normalized. Recursive classes, self-referring classes, and class attribute coreference are
readily accommodated. The scheme extends also to disjunctive theories.
1Digital, Paris Research Laboratory, 85 Avenue Victor Hugo, F-92563 Rueil Malmaison Cedex, France,
email: hak@prl.dec.com.
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Combination Techniques and Decision
Problems for Disunification
Franz Baader,1 Klaus U. Schulz2
Abstract. Previous work on combination techniques considered the question of how to combine
unification algorithms for disjoint equational theories E1, . . . , En in order to obtain a unification
algorithm for the union E1 ∪ . . .∪En of the theories. Here we want to show that variants of this
method may be used to decide solvability and ground solvability of disunification problems in
E1∪. . .∪En. Our first result says that solvability of disunification problems in the free algebra of
the combined theory E1∪ . . .∪En is decidable if solvability of disunification problems with linear
constant restrictions in the theories Ei (i = 1, . . . , n) is decidable. In order to decide ground
solvability (i.e., solvability in the initial algebra) of disunification problems in E1 ∪ . . . ∪ En we
have to consider a new kind of subproblem for the particular theories Ei, namely solvability
of disunification problems with linear constant restriction under the additional constraint that
values of variables are not Ei-equivalent to variables. The correspondence between ground
solvability and this new kind of solvability holds, (1) if one theory Ei is the free theory with
at least one function symbol and one constant, or (2) if the initial algebras of all theories Ei
are infinite. Our results can be used to show that the existential fragment of the theory of the
(ground) term algebra modulo associativity of a finite number of function symbols is decidable; a
similar result follows for function symbols which are associative and commutative, or associative,
commutative and idempotent.
1 Introduction and Formal Preliminaries
In recent years the rôle Robinson unification—and later unification modulo equational
theories—played in theorem proving, term rewriting, and logic programming has more
and more been taken on by constraint solving (see e.g., [Bü90, KK89, JL87, Col90]). One
advantage of constraint approaches is that it is no longer necessary to compute (a complete
set of) solutions; deciding satisfiability of the constraints is usually sufficient. Thus one
can, for example, work modulo non-finitary equational theories such as associativity.
1DFKI, Stuhlsatzenhausweg 3, 6600 Saarbrücken 11, Germany,
Email: baader@dfki.uni-sb.de.
2CIS, University of Munich, Leopoldstr. 138, 8000 Munich 40, Germany
Email: schulz@sun1.cis.uni-muenchen.de.
9
Another benefit of using a constraint approach is that it is rather natural to enhance the
expressive power by considering more general constraints than the equality constraints of
unification problems. One of the earliest of these generalizations was Colmerauer’s use
of equations and negated equations in Prolog II [Col84]. In the present paper we shall
consider solvability of this kind of equational problems (subsequently called disunification
problems) modulo equational theories.
We shall introduce a method to decide solvability of disunification problems which
contain function symbols whose properties are defined by equational theories with dis-
joint signatures. For pure unification problems, such combination methods have been
extensively studied (see, e.g., the introduction of [BS91a] for a brief overview), but until
now these approaches have not been generalized to the disunification case. We shall con-
sider two notions of solvability, solvability in the initial algebra (called ground solvability)
and solvability in the free algebra (simply called solvability). Both types of solvability
are used in the literature (see [Com90, Bü88]), but ground solvability seems to be more
interesting for most applications.
In order to stress the signature over which the terms in the formulation of a disuni-
fication problem and in the solutions of the problem may be built we shall talk about
(E,Σ)-disunification problems, where Σ is a finite superset of sig(E), the signature of E.
Such a problem is a finite set of equations and disequations
Γ = {s1 .= t1, . . . , sn .= tn} ∪ {sn+1  .= tn+1, . . . , sn+m  .= tn+m},
where s1, . . . , tn+m are Σ-terms. A solution of the (E,Σ)-disunification problem Γ is a
Σ-substitution σ such that siσ =E tiσ (i = 1, . . . , n) and sn+jσ =E tn+jσ (j = 1, . . . ,m).
A ground solution is a solution that maps all variables occurring in Γ to variable-free
Σ-terms.
The (E,Σ)-disunification problem is called elementary, if Σ = sig(E); it is a disunifi-
cation problem with constants, if Σ \ sig(E) is a finite set of constants; and it is a general
disunification problem, if no such restrictions hold.
In order to formulate our results we have to consider the following generalization of a
disunification problem with constants: an E-disunification problem with linear constant
restriction consists of two parts:
1. An (E, sig(E) ∪ C)-disunification problem Γ, where C is a finite set of constant
symbols not occurring in sig(E), and
2. a linear ordering < on C ∪ X, where X is a finite superset of the set of variables
occurring in Γ.
For a given problem of this kind, the sets Vc of variables which may not use c are defined
as Vc = {x ∈ X; x < c}, for every c ∈ C. A solution of this problem is a substitution σ
which assigns terms xσ built with variables, symbols from sig(E), and constants in C to
the variables x ∈ X, solves all equations and disequations of Γ modulo E, and has the
additional property that c does not occur in xσ for all c ∈ C and x ∈ Vc. A solution σ is
called restrictive if for all variables x ∈ X the value xσ is not E-equivalent to a variable.
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2 Main Results
Our first result says that solvability of disunification problems in the combination of
disjoint equational theories can be reduced to solvability of disunification problems with
linear constant restriction in the single theories.
Theorem 2.1 (Solvability) Let E1, . . . , En be equational theories over disjoint signa-
tures such that solvability of disunification problems with linear constant restriction is
decidable for E1, . . . , En. Then solvability of elementary disunification problems is decid-
able for the combined theory E1 ∪ . . . ∪ En.
This result is analogous to the one for unification given in [BS91a], and it depends
on a decomposition algorithm (given in [BS92]) which is very similar to the algorithm
presented in that paper. However, the proof of soundness of the method is more complex.
Corollary 2.1 (1) Let E be an equational theory such that solvability of disunification
problems with linear constant restriction is decidable. Then solvability of general E-
disunification problems is decidable.
(2) The assumptions of Theorem 2.1 are sufficient to get decidability of general disunifi-
cation problems in the combined theory.
(3) If, for E1 and E2, solvability of disunification problems with linear constant restric-
tion can be decided by an NP-algorithms, then solvability of disunification problems in the
combined theory is also NP-decidable.
For ground solvability we arrive at a distinct characterization.
Theorem 2.2 (Ground Solvability) Let Ei, i = 1, . . . , n, be equational theories over
disjoint signatures Σi, and suppose that the initial algebras T (Σi, ∅)/=Ei are infinite.
If restrictive solvability of Ei-disunification problems with linear constant restriction is
decidable for i = 1, . . . , n, then ground solvability of disunification problems is decidable
for E1 ∪ . . . ∪ En.
Sometimes the condition that the initial algebras are infinite can be dropped: we call
an equational theory F the free theory with signature Σ iff sig(F ) = Σ and =F is just
the syntactic equality of terms.
Corollary 2.2 Let Σ1, . . . ,Σn be disjoint signatures, E1, . . . , En−1 be equational theories
over Σ1, . . . ,Σn−1, and let En be the free theory with signature Σn. Assume that Σn
contains at least one function symbol of arity greater zero and one constant. Then ground
solvability of disunification problems in E1∪ . . .∪En is decidable if restrictive solvability of
Ei-disunification problems with linear constant restriction is decidable for i = 1, . . . , n−1.
The method can be applied to the combination of A, AC, ACI, and free theories.3
3An equational theory is called an A-theory iff its signature consists of a binary function symbol
h, and it contains the single axiom h(h(x, y), z) = h(x, h(y, z)) (associativity). For AC-theories, one
has an additional axiom h(x, y) = h(y, x) (commutativity), and for ACI-theories there is a third axiom
h(x, x) = x.
11
Theorem 2.3 Solvability of disunification problems is decidable for every theory which is
a disjoint combination of finitely many A-, AC-, and ACI-theories and a free theory. To
get decidability of ground solvability by our method we have to assume that the free theory
contains at least one constant symbol and one function symbol of arity greater than 0.
Since existential equational formulae can be seen as disjunction of disunification prob-
lems we have the following immediate consequence of the theorem.
Corollary 2.3 Let Σ be a signature consisting of n ≥ 1 binary function symbols h1, . . . , hn,
and at least one constant and one additional non-constant function symbol. Let An, ACn,
and ACIn respectively stand for associativity, associativity and commutativity, and asso-
ciativity, commutativity and idempotency of the function symbols hi. (1) The existential
theories of the free algebra T (Σ, Y )/=An and the initial algebra T (Σ, ∅)/=An are de-
cidable. (2) The existential theories of the free algebra T (Σ, Y )/=ACn and the initial
algebra T (Σ, ∅)/=ACn are NP-decidable. (3) The existential theories of the free algebra
T (Σ, Y )/=ACIn and the initial algebra T (Σ, ∅)/=ACIn are NP-decidable.
For AC, decidability has already been shown by Comon [Com88]. The result for A
seems to be new. There is no real hope to extend these decidability results to equational
formulae with more complex quantifier prefix. A recent result by Treinen [Tr92] shows
that already the Σ2 fragment
4 of the theory of the ground term algebra modulo A is
undecidable. For AC, Treinen shows that the Σ3-fragment is undecidable, both for the
free algebra and the initial algebra.
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A Complete and Decidable Feature Theory
Rolf Backofen and Gert Smolka1
Various feature descriptions are being employed in constrained-based grammar formalisms.
The common notational primitive of these descriptions are functional attributes called fea-
tures. The descriptions considered in this paper are the possibly quantified first-order for-
mulae obtained from a signature of features and sorts. We establish a complete first-order
theory FT by means of three axiom schemes and construct three elementarily equivalent
models.
One of the models consists of so-called feature graphs, a data structure common in
computational linguistics. The other two models consist of so-called feature trees, a
record-like data structure generalizing the trees corresponding to first-order terms.
Our completeness proof exhibits a terminating simplification system deciding validity
and satisfiability of possibly quantified feature descriptions.
1German Research Center for Artificial Intelligence Stuhlsatzenhausweg 3, D-6600 Saarbrücken 11,
Germany, email: backofen,smolka@dfki.uni-sb.de.
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Complexity Results for Difference
Unification
David A. Basin1 and Toby Walsh2
1 Introduction
In [4] we present a general procedure called difference unification for identifying differences
between two terms or formulas. Difference unification extends unification in that it decides
if terms are syntactically equal not only by giving assignments for variables but also
by computing what incompatible term structure must be removed. This incompatible
term structure, called wave-fronts is marked by sets of annotations which are used to
direct a special kind of rewriting called rippling. Rippling seeks to reduce the differences
between the terms by moving the wave-fronts “out of the way” while not disturbing the
unannotated parts of the terms.
Difference unification and rippling have proved very successful in several different areas
of mathematics: in inductive theorem proving [1, 2], summation [7], inductive completion
and normalization [4]. For example, if we wish to prove p(x) for all natural numbers
using induction, we assume p(n) and attempt to show p(s(n)). The hypothesis and the
conclusion are identical except for the successor function s(.) applied to the induction
variable n. This wave-front is marked by placing a box around it and underlining the
wave-hole the subterm contained in the hypothesis: p( s(n) ). Rippling then attempts to
move this difference out of the way leaving behind the induction hypothesis.
2 Difference unification
To specify difference unification we must be more precise about the representation of
wave-fronts and annotations. As in [3] wave-fronts are assumed to be in a normal form
in which every wave-front has an immediate subterm deleted (i.e. all wave-fronts are
one functor thick). In addition, rather than superimposing a particular representation on
terms (like the “box-and-hole” notation used in the introduction and in [2]), annotations
1Max-Planck-Institut für Informatik, Im Stadtwald, Saarbrücken, Germany. Email:basin@mpi-
sb.mpg.de
2Department of AI, University of Edinburgh, 80 South Bridge, Edinburgh, Scotland.
Email:tw@aisb.ed.ac.uk
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will be abstracted out and represented separately; this makes it much easier to specify
difference unification. Annotations will therefore be represented by the set of positions
of the wave-holes; as the wavefronts are always one functor thick, the position of the
wave-hole uniquely determines the wavefront. Positions are defined recursively as follows:
Λ is the root, and the set of positions in the term t is Pos(t) where,
Pos(f(s1, ..., sn)) = {Λ} ∪ {i.p | 1 ≤ i ≤ n ∧ p ∈ Pos(si)}
By recursion on terms it is simple to define a function skeleton(t, At) which takes a
term t and a set of annotations for that term At, and returns the unannotated part of the
term. For example, the skeleton of f(g( f(a, b) ), g(b) ) is f(g(a), b).
Difference unification is then a relation written du(s, t, As, At, σ) that satisfies the
property
σ(skeleton(s, As)) = σ(skeleton(t, At)),
where σ is a most general unifier. Note that this is rather different from the much harder
homomorphic embedding problem [6] where the substitution is applied before deleting
function symbols possibly including those introduced by the substitution. Trivially, dif-
ference unification is a generalisation of matching and unification. In [4] we give a set
of transformation rules for difference unification which we prove are sound, complete and
terminating.
3 Complexity
A naive implementation of difference unification which generates (annotations) and tests
(for unifiability) is exponential since a term of size n (n function symbols) has O(n)
interior (neither constants or variables) function symbols that can be hidden in O(2n)
different ways. It is natural to ask whether this the best that we can do, and whether
there are more tractible cases. In asking such questions we must distinguish between the
problem of generating all solutions and that of generating a solution or knowing if one
exists. The first problem is easily seen to require exponential size and space even in the
very restricted of case of ground difference matching.
Theorem 1 There are difference matching problems requiring exponential time and space.
Proof: Consider difference matching 〈s, t〉 where s = fn(a) and t = f 2n(a) (fm(a) is the
m-fold application of f to a). The solutions correspond to choosing n out of 2n occurrence
of f in t to hide. That is, (2n!)/((n!)2) which is O(2n). ✷
Problems generating exponential numbers of solutions are exceptional as they involve
unusual amount of repeated structure. In general, there are far fewer matches and uni-
fiers; so it is interesting to investigate the complexity of returning a single solution, or
determining if one exists. Below we show that, in the ground case, determining the ex-
istence of a solution to difference matching or difference unification is polynomial time
decidable. The algorithms given are based on dynamic programming and can be easily
modified to return solutions as well as indicate their existence or non-existence. After, we
show that when variables are admitted, the problem becomes NP complete.
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3.1 Ground difference matching and unification
Theorem 2 Given terms s and t we can determine if s difference matches t (s may be
annotated with skeleton t) or s difference unifies with t in polynomial time.
Proof: For difference unification, consider the following rewrite rules on pairs of terms.
〈t, t〉 → TRUE
〈a, b〉 → FALSE (for a = b and a,b atoms)
〈h(s1, ...., sk), h(t1, ..., tk)〉 → 〈s1, h(t1, ..., tk)〉 ∨ ... ∨ 〈sk, h(t1, ..., tk)〉∨
〈h(s1, ..., sk), t1〉 ∨ ... ∨ 〈h(s1, ..., sk), tk〉∨
(〈s1, t1〉 ∧ ... ∧ 〈sk, tk〉)
〈h(s1, ...., sk), t〉 → 〈s1, t〉 ∨ ... ∨ 〈sk, t〉
〈s, h(t1, ..., tk)〉 → 〈s, t1〉 ∨ ... ∨ 〈s, tk〉
If we apply these rewrite rules deterministically, given priority in the order listed above, it
is not difficult to see see that there is a rewriting of 〈s, t〉 to TRUE iff s difference unifies
with t.
Whilst naive application of these rewrite rules results in an exponential amount of
computation we can do better. In particular, if we assume some fixed maximal arity for
the functions in the signature, each reduction can be computed in constant time given
truth values for the subproblems. Without this assumption, the bound becomes linear in
the size of the two terms. Notice that there are only |s| ∗ |t| subproblems, corresponding
to the cartesian product of subterms from s and t. If we use dynamic programming to
compute these in a sensible order, or alternatively use a memo function with constant
lookup time, then the overall complexity is O(|s| ∗ |t|).
The rules are easily modified for the ground difference matching problem: change b
to a term t in the second rule, delete the 〈h(s1, ..., sn), ti〉 disjuncts in the third rule, and
delete the final rule entirely. Note that this ground difference matching algorithm can be
used to solve the homeomorphic embedding problem of one ground term into another in
polynomial time and is similar to the algorithm of [6] ✷
As a side note, observe that while the above ground difference unification algorithm
can be easily modified to yield minimal answers3, there is a trivial linear time algorithm for
determining difference unifiability although it does not give minimal answers; two terms
will difference unify iff they share at least one constant (of arity 0). In the non-ground
case, two terms will difference unify iff they share one constant or if either contains
a variable. In this respect, difference unification is, perhaps surprisingly, easier than
difference matching.
3.2 Difference unification with variables
Difference unification and all its subproblems are trivially in NP since we can guess an-
notations and then unify or match resulting skeletons in polynomial time. To show NP
completeness, we prove that when variables are added determining the existence of a
solution is NP hard.
3That is, those with the least amount of annotation necessary to ensure unifiability
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Theorem 3 Difference unifying s and t, with annotation on one and only one side is NP
hard.
Proof: Assume we only allow annotation on the second term t (i.e. delete one of the two
hiding rules). We reduce 3SAT to this restricted difference unification problem by the
following construction which has similarities to one used in [5]. Let C = {c1, c2, ..., cm}
be an instance of 3SAT over the boolean variables x1, ...., xn. We construct two terms s
and t to difference unify where s represents the clauses and t the satisfying assignments.
The term signature is as follows. Corresponding to each clause ci is the distinct ternary
function gi. We also employ the m-ary function h and the 7ary f and the constants 0
and 1. Further, let V , the set of variables be {x1, ...., xn}. We intend that the truth or
falsity of a boolean variable xi is simulated by xi = 1 and xi = 0 respectively. For each
clause cj, do the following: let x1, x2, x3 be the variables in cj. There are exactly 7 sets
of truth-value-assignments that make clause cj true. Define 7 distinct terms qj1, ...., qj7
as follows: qji = gj(b1, b2, b3) where bi ∈ {0, 1} and the assignment (b1, b2, b3) satisfies cj.
Now let sj = gj(x1, x2, x3) and tj = f(qj1, ..., qj7). Note that if sj difference unifies with
tj than a solution yields a substitution that is a satisfying assignment for clause cj.
Now form terms s and t as follows: s = h(s1, ..., sm) and t = h(t1, ..., tm). Observe
that the solution to difference matching must pick, for each j, exactly one qji to unify
with the variables in clause cj and the combination of these is a satisfying assignment.
Hence if there exists a solution, the clauses are satisfiable.
Since the reduction is trivially polynomial time computable we have shown NP-
hardness. ✷
4 Conclusions
We have shown that difference unification with variables is NP complete. Fortunately this
result is not as disappointing as it first appears. In [4], we show how minimal difference
unifications can often be found quickly (using a new search strategy called left-first search),
and that these answers are usually the ones required for rippling. The exponential factor
in difference unification is in the potentially exponential amount of annotation required;
with minimal difference unifications, we attempt to minimize the amount of annotation
returned.
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Theory reasoning ([Sti85]) means to relieve a calculus from explicit reasoning in some do-
main (e.g. equality, partial orders) by taking apart the domain knowledge and treating it
by special inference rules. In an implementation, this results in a universal “foreground”
reasoner that calls a specialized “background” reasoner for theory reasoning. More tech-
nically, the background reasoner has to implement a unification procedure for the theory.
Since for the theory we want to allow arbitrary Horn theories, the theory unification
procedure operates on the literal level rather than on the term level. We are interested
in the design of such unification procedures, which moreover take advantage of ordering
restrictions as commonly applied in the term rewriting paradigm (see [Bac91]).
2 Ordered Theory Resolution
For the foreground calculus we will use resolution. Additionally a partial ordering on
the literals is used to disallow resolving two clauses which violate certain maximality
constraints of the selected literals. The partial ordering on literals must contain a total
— but not neccessarily noetherian — ordering ‘’ on ground literals.
Then the main inference rule of our total ordered theory resolution calculus in its
ground version is as follows:
Total ordered theory resolution:
L1 ∨R1 . . . Ln ∨Rn
R1 ∨ . . . ∨Rn

if 1. {L1, . . . , Ln} is
theory-unsatisfiable.
and 2. Li is the biggest literal
wrt.  in Li ∨Ri
(for i = 1 . . . n)
1Institut für Informatik, Universität Koblenz, Rheinau 3-4, W-5400 Koblenz, Germany, Email:
peter@informatik.uni-koblenz.de.
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Lifting of the inference rules to the first order level is done with respect to the following
adaption of theory unification to our needs:
Definition 2.1 Let T be the axioms of a theory, given by a consistent set of clauses. Let
S = {L1, . . . , Ln} be a literal set. S is called T -complementary iff the clause L1 ∨ . . .∨Ln
is T -valid. A set of substitutions is called a complete set of T -unifiers for S (or short:
CSU T (S)) iff
1. for all σ ∈ CSU T (S): Sσ is T -complementary. (Correctness)
2. for all substitutions θ such that Sθ is T -complementary:
there exists a σ ∈ CSU T (S) and a substitution σ′ such that θ|var(S) = (σσ′)|var(S)
(Completeness)
This notion of theory unifier generalizes the notion of rigid E-unifier ([GNPS90]) to more
general theories than equality (see ([Bau92])).
When an additional factoring rule (it suffices to factor on maximal literals) is added,
the resulting calculus is refutational complete (see [Bau92] for a full first order version).
The problem in implementing (ordered) total theory resolution is that in general it
cannot be predicted what literals and how many variants of them constitute a contra-
dictory set. As a solution, partial theory reasoning tries to break the “big” total steps
into more managable smaller steps. For this purpose the partial ordered theory resolution
calculus needs an additional inference rule:
Partial ordered theory resolution:
L1 ∨R1 . . . Ln ∨Rn
Res ∨R1 ∨ . . . ∨Rn

if 1. {L1, . . . , Ln, Res} is
theory-unsatisfiable.
and 1’. Li  Res for some
i ∈ {1 . . . n}.
and 2. Li is the biggest literal
wrt.  in Li ∨Ri
(for i = 1 . . . n)
Condition 1 guarantees the soundness of the rule: the “residue” Res is a logical conse-
quence of {L1, . . . , Ln}. Operationally, the residue is a new subgoal to be proved. For
example, if L1 = a ≤ b, L2 = b ≤ c then by transitivity of ≤ (assume ≤ is interpreted
as a partial ordering) one possible residue is Res = a ≤ c if additionally the ordering
restriction 1.′ is satisfied.
3 Partial Unification
In the total calculus a theory-unsatisfiable literal set S = {L1, . . . , Ln} has to be found
in every inference step; the strategy for refutations in the partial calculus is to refute this
set S in a chain of partial steps, concluded by a “trivial” total step.
In every partial step a residue is computed from a subset of the input set S which is
then joined to S. There is a suitable framework at hand for expressing such refutations,
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namely unit resulting resolution ([MOW76])2. In order to apply unit resulting resolution
for our purposes we take the following view: an axiom of the theory L1 ∧ . . .∧Ln → Ln+1
is mapped to a clause L1 ∨ . . .∨Ln ∨Ln+1. Additionally the resulting clause set C has to
be closed under resolution with unit literals from C, i.e. if there exists a literal L ∈ C and
a clause L ∨C ∈ S then C ∈ C. This closure has to be carried out since in unit resulting
steps with a clause L1∨. . .∨Ln from C the n−1 literals shall be saturated by input literals
only, but not by literals from C. Thus, the potential use of literals from C in unit resulting
steps has to be carried out “before”. It should be noted that this closure can result in
infinite clause sets, as e.g. {P (a), P (x)→ P (f(x))} yields P (f(a)), P (f(f(a))), . . ..
The resulting (possibly infinite) clause set does not allow for order restricted refuta-
tions. By an order restricted refutation we mean a refutation where (speaking ground)
the resulting unit literal is smaller than the biggest premise literal. As a typical example
consider3
C = {A → B,B ∧ C → D}
Let S = {A,C,¬D}. S is unsatisfiable in the theory given by C. Furthermore suppose an
ordering with B  A  C  D. There exists a unit-resulting refutation where from A and
A → B the literal B is derived. However this inference violates the ordering restriction.
Now, this “peak” in the derivation can be detoured by a new clause that stems from a
critical pair (much like in Knuth-Bendix completion): one has to consider all overlaps of
A → B with clauses containing B in the premise, which is here B ∧ C → D. Then we
generate a new rule in the following way:
A → B
B ∧ C → D
A ∧ C → D
In general all such order-violating situations have to be considered and turned into new
rules. In order to come to finite systems more often, one needs redundancy criterion
that allow to delete clauses. Besides tautology and subsumption tests the most powerful
redundancy criterion is the following: a clause is redundant if its use in a derivation can
be simulated by a (finite) derivation using the other clauses.
The generalization to the first order level is straightforward. Concerning the ordering,
additionally to the requirements from above it must be noetherian.
In summary, by this completion technique we can combine an ordering strategy to-
gether with a unit-resulting strategy for Horn clauses — two strategies that are not
complete when naively combined. The technique means for the partial theory reasoning
calculus a combination of ordered unit resulting resolution and ordinary ordered resolu-
tion. As an example for a finite system we can mention a system for the theory of strict
orderings together with an equivalence relation.
2In unit-resulting resolution a resolvent from a n-literal clause and n − 1 or n literals is built by
simultaneously resolving upon the n − 1 or n literals against the n-literal clause. Thus the resolvent is
either a single literal or the empty clause. Unit resulting resolution is complete for Horn clauses
3Clauses are written as implications again for easier reading
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H. Chen and J. Hsiang proposed in [1] a unification algorithm for what they call ρ-terms
(with intended applications to logic programming). These terms allow to iterate terms
with one hole along fixed paths. The number of iterations is part of the syntax of the
terms and may include integer variables.
Example 1.1
Let the alphabet of functions symbols be f (binary), g (unary) and a (constant). Let
N be an integer variable. Then, in Chen and Hsiang’s formalism, Φ(f($, a), N, g(a)) is
a typical ρ-term whose instances (obtained by replacing N with an actual non-negative
integer) are g(a), f(g(a), a), f(f(g(a), a), a), . . .. The term f($, a) has one “hole” (the $)
and its iteration along the path 1 (which is the position of the hole) is allowed.
Such constructions can be useful in expressing infinite sets of terms which occur in
logic programming (see [1]) or in the Knuth-Bendix completion procedure (see [2]). In
both cases, the ability to express iterated terms can prevent the non termination of the
deduction process. Other applications are currently under investigation, for example in
unification theory (see [5])
Constructions involving more than one occurrence of an integer variable such as
f(Φ(f($, a), N, g(a)),Φ(f($, a), N, f(a, a)))
are also allowed in [1] which shows that the ρ-terms can schematize non regular sets of
ground terms and hence they are not encompassed by the study of terms with context
variables investigated in [3]. On the other hand, ρ-terms do not have the power of regular
languages; there are two restrictions in these ρ-terms: nested ρ-terms are forbidden and
the iterated part should not itself contain ρ-terms. Finally, in [1], the iterated parts and
the terms in the holes should not contain variables.
1Laboratoire de Recherche en Informatique, Bâtiment 490, Université de Paris-Sud 91405 ORSAY
cedex, France, Email: comon@lri.fr.
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Example 1.2 (see also the figure on the following page)
Φ(f($, a), N,Φ(g($),M, a)) is not a ρ-term. (Nested ρ-terms are forbidden)
Φ(f($,Φ(f($, a), N, a)),M, g(a)) is not a ρ-term (the iterated part itself should not con-
tain a ρ-term).
Φ(f(x, $), N, g(a)) is not a ρ-term (variables are not allowed in the iterated part)
Φ(f(a, $), N, g(x)) is not a ρ-term (variables are not allowed “below” the iterated part,
i.e. in the third positions of the Φ construction).
In this note we give another unification algorithm where these restrictions are dropped.
We keep however the condition that, along an iterated path there should not occur any
ρ-term. (i.e., for example, Φ(Φ(f($, a), N, g($)),M, g(a)) is still not allowed). Indeed,
without this restriction, unification becomes undecidable.
2 I-terms
Missing definitions can be found in [JK91, 4]. We assume that F is a (finite or infinite)
set of function symbols together with the arity function a. F is assumed to contain at
least one constant (i.e. a symbol of arity 0). X is an infinite set of constants (disjoint
from F ) called variables. VN is a fixed set of symbols denoting integer variables. The set
of I-terms T (also called “terms” for short) is the least set that satisfies:
f(4s) ∈ T ⇐ 4s ∈ T a(f)
x ∈ T ⇐ x ∈ X










For example, the constructions of figure 1.2 are allowed here. Of course the intended
meaning of the construction s[]Np (which is defined precisely in [4]) is to iterate the context
s[]p (i.e. the term s in which the subterm at position p has been erased) Nth times.
The main result (which can be found in [4]) is the following:
Theorem 2.1 Unification of I-terms is decidable (and finitary).
However, if iterated parts themselves are allowed to contain integer exponents along























































































































Examples of terms in T which are not ρ-terms
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PhD thesis, Univ. Paris XI, Orsay, Apr. 1992.
[6] J.-P. Jouannaud and C. Kirchner. Solving equations in abstract algebras: A rule-
based survey of unification. In J.-L. Lassez and G. Plotkin, editors, Computational
Logic: Essays in Honor of Alan Robinson. MIT-Press, 1991.
27
Negation Elimination in Equational
Formulae
Hubert Comon, Maribel Fernández 1
Terms with variables serve as a basis in many areas of computer science to denote the (pos-
sibly infinite) set of their ground instances. This is for example the case in all functional
or logic programming languages. Therefore basic operations on terms are fundamental in
many programming activities. Examples of such operations are the computation of the
greatest lower bound (unification) and the computation of the smallest upper bound (anti-
unification) of two terms. Let [[t1, . . . , tn]] be the set of all ground instances of t1, . . . , tn.
The first operation (unification) can be reflected at the level of ground instances: to unify
s and t (which are defined up to literal similarity) corresponds to the computation of
[[s]] ∩ [[t]].
Another (less well-known) operation on terms has revealed to be fundamental: the
term complement, i.e. the computation of the difference set [[t]] − [[u1, . . . , um]]. Some
applications of such computations are described in [Com91, LMM91]. This difference
cannot always be expressed as a finite set [[v1, . . . , vk]] and Lassez and Marriott gave in
[LM87] a precise characterization of the cases in which the difference is expressible within
the same formalism.
The computation of term complement, as well as unification and other operations
are actually nothing but particular cases of solving equational formulae. An equational
formula is a first-order formula constructed over a finite alphabet F of function symbols
and only one relational symbol: the equality. It has been shown that the validity of an
equational formula in the free term algebra T (F) is decidable [Mal71, CL89, Mah88],
leading to a complete axiomatization of T (F). The technique of [CL89] consists in reduc-
ing the formula (according to a set of rewrite rules) until a solved form is reached. In the
unification case, a solved form can be for example a formula x1 = t1 ∧ . . .∧xn = tn where
x1, . . . , xn are variables which occur only once. Such a solved form represents a most
general unifier in a straightforward way (see [JK91] for more information about solved
forms of unification problems). In this view, solving equational formulae encompasses
unification, as unification consists only in solving an equation s = t, but also encompasses
term complement as the computation of [[t]]− [[u1, . . . , um]] consists in solving the formula
∃Var(t),∀Var(u1, . . . , um) : x = t ∧ x = u1 ∧ . . . ∧ x = um
1CNRS and LRI, Bat. 490, Université de Paris Sud, 91405 ORSAY cedex, France, Email:
{comon,maribel}@lri.lri.fr.
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where Var(t),Var(u1, . . . , um) denote the set of variables in t and u1, . . . , un respectively.
However there are good reasons for which we would like the solved forms to have an
additional property: to involve only equations, if this is possible. More precisely, let [[φ]]
be the set of ground assignments σ to the free variables of φ such that T (F) |= φσ. We
would like that a solved form φ′ of φ does not contain any disequation whenever there
is such a formula ψ satisfying [[ψ]] = [[φ]]. Indeed, for a formula φ that satisfies these
requirements, there are finitely many substitutions θ1, . . . θk such that [[φ]] is exactly the
set of ground instances of θ1, . . . , θk. In other words, we would like to compute a finite
set of generating substitutions θ1, . . . , θk as soon as such a finite set exists. In the case
of complement problems, this implies that we compute a finite set of terms v1, . . . vk such
that [[t]]− [[u1, . . . , um]] = [[v1, . . . , vk]] as soon as such a set exists.
Good reasons for these additional requirements on solved forms are described in
[LMM91], but let us mention another motivation. Constraints systems are very useful
in logic programming languages because they provide with adequate notations for spe-
cific computation domains. In particular, strategies can be expressed using constraints
over T (F). In the same way constraints enhance both efficiency and expressiveness in
equational logic computations [KKR90]. For example, a single constrained equation can
be used in place of a huge (or even infinite) set of equations. However, the drawback
is the failure of the critical pair lemma: in any constrained version of rewriting, there
are constrained rules without critical pairs (in the classical sense) which do not define a
locally confluent rewrite system. For example, consider the constrained rewrite system R
which contains only one rule:
x = b : f(x, y)→ b
where f is a binary function symbol, b is a constant and x, y are variables. There is
no critical pair, but the system is not confluent: take for instance the term f(f(a, b), b)
where a is also a constant. There are two possible reductions leading to different terms
in normal form:
f(f(a, b), b)→ b
f(f(a, b), b)→ f(b, b)
Recent trends in rewrite systems theory undertake this problem2. A simple way for
handling the problem is to assume that every constraint can (eventually) be turned into
equations only. Indeed, this means that, when necessary, it is possible to turn the con-
strained equations into unconstrained ones. In the previous example, if the signature
F contains only the function symbols a, b and f , then x = b is equivalent in T (F) to
x = a ∨ ∃z1, z2 : x = f(z1, z2), where z1, z2 are variables. Then R is equivalent to the
system R′ containig two unconstrained rules:
f(a, y)→ b
f(f(z1, z2), y)→ b
where there is a critical pair.
2There is not any published paper yet, but the problem of constrained completion of rewrite systems
was one of the major themes of the 1st Int. Workshop on Constraint Theorem Proving, Dagstuhl, Oct.
1991.
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Of course, for constraints systems where all constraints can be turned into equations
the expressivity of equational logic is not really increased, but it is still possible to delay
expensive computations until they are necessary (with the hope that they will never be
necessary). This is widely demonstrated in [KKR90]. Now, since equational formulae
are a possible constraint language, it is worthwhile to study the ability of turning such
formulae into equations only, which is the subject of this paper.
For all these reasons, the main goal of our work is to give a terminating set of rules on
equational formulae for which the irreducible formulae do not contain disequations if they
are equivalent in T (F) or T (F)/=E to a formula which does not contain any disequation.
We solved the problem in the following cases:
1. Equational formulae in T (F). See [CF92] where a restricted version of this problem
is studied, and [Taj92] where another method of negation elimination is presented
for the general case.
2. Equational formulae in T (F)/=E when =E is the congruence generated by a permu-
tative set of equations (in Mal’cev’s sense [Mal71]). See [CF92].
3. Linear complement problems in T (F)/=AC where AC is an associative and commu-
tative theory. See [Fer92].
In the first two cases we use a procedure such as those described in [CL89] to eliminate
universal quantifiers: it is possible to transform any equational formula into a (semanti-
cally equivalent) purely existential formula. Therefore, we have only to consider purely
existential formulae. Then we use a set of transformation rules R that transforms any
existential formula φ into a disjunction of simple formulae. This set of rules is correct (it
preserves the set of solutions of φ) and terminating. The last step uses a set of transfor-
mation rules (which is inspired in the ideas of [Taj92]) to perform the inter-reduction of
simple formulae. We proved that this set of rules is terminating, correct and complete
(that is, the resulting formula does not have negation whenever there exists a positive
formula equivalent to φ).
Our results for T (F) extend easily to some quotient algebras. In order to preserve
decidability we assume that the congruence =E is generated by a permutative set of equa-
tions (in Mal’cev’s sense [Mal71] ). With such a restriction, all previous results which were
established for T (F) carry over T (F)/=E .
Linear complement problems modulo Associativity and Commutativity (AC) have
been shown decidable [KLP91]. We cannot hope much more powerful results for equa-
tional formulae in the AC case because the first order theory of a single AC function
symbol is undecidable [Tre90]. But we proved, using the same approach as for the pre-
vious cases (systems of transformation rules), that also negation elimination is decidable
for linear complement problems in AC theories.
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A Partial Solution for D-unification Based
on a Reduction to AC1-Unification
Evelyne Contejean 1
1 Introduction
It is very well-known that the notion of equation is crucial in mathematics as well as in
computer science. Unification is solving equations in some particular domains, namely
free term algebras or term algebras modulo an equational theory. Unification was first
introduced by Hebrand [2], and rediscovered by Robinson as a basic mechanism for the
resolution in first order logic [6].
On the other hand, the very old and famous 10th Hilbert problem of solving Diophan-
tine equations has been proved undecidable by Matijasevic [5]. The challenge now is to
find the maximal subsets of Peano arithmetic for which unification is decidable. A candi-
date is actually provided by the two axioms of left and right distributivity of a symbol ∗
over a symbol +. Arnborg and Tidén have shown that one-sided (left or right) distribu-
tivity has a decidable unification, whereas adding a unit element for ∗ and associativity of
+ makes unification undecidable [8]. Szabo has proved the same result when associativity
of + is added to both-sided distributivity [7].
We give a partial solution for both-sided distributivity. More precisely, we show that if
a problem does not contain any + function symbol, solvability modulo D and solvability
in the free algebra are equivalent.
Describing all solutions of a problem P , however, is more difficult. In a first step,
we show that all solutions (modulo D) are instances of the linearized form λ of the most
general unifier of P in the free algebra. Not all of them, however, are solutions. The
appropriate instances have a “top” which is an AC1 solution of the problem Pλ in the
theory where ∗ is AC1.
2 Definitions
D is the equational therory presented by
x ∗ (y + z) = (x ∗ y) + (x ∗ z) (Dl)
(x+ y) ∗ z = (x ∗ z) + (y ∗ z) (Dr)
1LRI, CNRS URA 410, Université Paris-Sud, Bât 490
91405 ORSAY Cedex, France, Email: contejea@lri.lri.fr.
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and the axioms of D are usually oriented from left to right, yielding developped normal
forms for the terms in T ({+, ∗},X ).
Definition 1 (∗-Problems and Well-balanced ∗-Problems) A ∗-equation in
T ({+, ∗},X )/D is an equation s=?D t, where s and t are terms of T ({∗},X ). A well-
balanced ∗-equation in T ({+, ∗},X )/D is an equation tσ=?D tτ , where t is a term of
T ({∗},X ) and σ and τ are two variables identifications. A ∗-problem (respectively a
well-balanced ∗-problem) is a unification problem in the algebra T ({+, ∗},X )/D in which
all equations are ∗-equations (respectively well-balanced ∗-equations).
3 General ∗-Problems
This section is devoted to the proof of our first main result: if P is a unification ∗-problem
then P is solvable modulo D if and only if it is solvable in the free algebra. Moreover
all its solutions modulo D are instances of the linearized form of its most general unifier
in the free algebra. The proof of this theorem needs some technical tools, some of which
are based on rewriting techniques. To record some information about the application of
distributive steps, we will mark “distinct” ∗ function symbols by distinct indexes. Two
occurences of ∗ in a term will be considered identical if they come from the dupplication
of a same ∗ symbol when using distributivity.
Definition 2 (Marked term) Let X be a set of variables, and I be a set of indexes.
A marked term with respect to I is either a variable x in X , or s + t where s and t are
marked terms with respect to I, or s ∗i t where s and t are marked terms with respect to
I and i is an index of I.
Indexed distributivity, called DI in the following, is a version of distributivity which
cops with marked terms. DI is presented by the indexed axioms:
xI ∗i (yJ + zK) = (xI ∗i yJ) + (xI ∗i zK) (DIl)
(xI + yJ) ∗i zK = (xI ∗i zK) + (yJ ∗i zK) (DIr)
where i is any index and the variables xI , yJ and zK can be instanciated by marked
terms. Indexed distributivity has been introduced in order to study distributivity. Hence
we would like that D and DI have the “same” equivalence classes. Unfortunately this
is not always true, but this is the case for the compatible indexations. Any term in
T ({+, ∗},X ) can be marked in such a way that the obtained term has a compatible
indexation. The obvious but useless solution is to mark all ∗ function symbols with the
same index. We introduce an ordering on indexations. Now, any term in T ({+, ∗},X )
can be marked in such a way that the obtained term has a minimal (finest) compatible
indexation. Moreover, this indexation is unique up to renaming. Minimal compatible
indexations are very usefull in order to decide when a term can be “factorized”, that is,
when an axiom of distributivity can be applied from right to left. Indeed when two ∗
function symbols are marked with the same index, such a factorization is possible, and
we show that there is no need to look at the subterms below them. This is important for
unification since the terms that have to be unified are known, but the substitution that
has to be applied in order to make them equal is a priori unknown.
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Thanks to this factorization result, we can state proposition 1 about the solutions of
∗-problems:
Proposition 1 Let P be a ∗-problem. P has a solution modulo D if and only if it has
a solution modulo the empty equational theory. Moreover if P is solvable, and if σ is a a
solution of P modulo D, then σ is an instance of the linearized most general unifier of P
in the empty equational theory λ0: σ =D λ0ρ.
4 Well-balanced ∗-Problems
Well-balanced ∗-problems always admit solutions. The most trivial one is a substitution
which maps all variables on a single variable. Hence, the question is not the solvability
of such problems, but a full description of their solutions. In [3], Kirchner and Klay
have proved that the distributivity is not a syntactic theory, by giving an infinite set
of uncomparable solutions for the very simple equation x ∗ y=?D u ∗ v. We introduce a
representation of the solutions which enables us to represent such an infinite set by a
single scheme. Actually, we cannot represent all solutions, but only the “upper part” of
each solution. Such an upper part is also a solution for a well-balanced ∗-problem.
In the following, T ({+,✷}) is called the algebra of structures. The upper part of
a term in T ({+, ∗},X ), which is in developped normal form, is the structure obtained
by replacing all ∗-headed subterms and variables by the ✷ symbol. A term can have
several developped normal forms. If we extend our notion of upper part to terms which
are not in developped normal form, we cannot ensure the uniqueness property. This
problem is solved by considering classes of structures modulo an equivalence relation
∼D derived from the equational theory D: Two structures s and t are D-equivalent if
s{✷ -→ x ∗ y} =D t{✷ -→ x ∗ y}, and this is denoted by s ∼D t. An important remark is
that if t1 and t2 are in developped normal form, there is a normal from of t1 ∗ t2 the upper
part of which is equal to t̂1{✷ -→ t̂2}, which is denoted by t̂1@t̂2. The operator @ is called
composition. The composition has some very nice properties: it is assocative, has a unit
element equal to ✷, and is compatible with D-equivalence. Moreover it is commutative
up to D-equivalence.
The quotient algebra T ({+,✷})/ ∼D has a unique decomposition property with re-
spect to the composition @, similar to the situation with natural numbers. This does not
imply, however, that it is a factorial ring. If s and t are two D-equal terms in T ({+, ∗},X )
which are in developped normal form, then their upper parts are D-equivalent. As a con-
sequence, two distinct developped normal forms of a term t have the same upper part
modulo ∼D, which is called the top of t.
All previous definitions of upper part and top extend naturally to substitutions.
Thanks to the property of uniqueness for the maximal decomposition of a structure,
we can describe all tops of the solutions of a well-balanced ∗-problem as instances of the
most general unifier of an AC1 problem.
Proposition 2 Let P be a well-balanced ∗-problem and σ a solution of P . Let ρAC1 be
the most general solution of P modulo the equational theory AC1 of ∗. Then there exists
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a semi-group homomorphism h from T ({∗},X )/AC1(∗) to T ({+,✷})/ ∼D such that
σ̂≡ ρAC1h
Conversly, let h′ be any semi-group homomorphism from T ({∗},X )/AC1(∗) to
T ({+,✷})/ ∼D. Then ρAC1h′{✷ -→ x ∗ y} is a solution of P .
There are infinitely many semi-group homomorphisms from T ({∗},X )/AC1(∗) to
T ({+,✷})/ ∼D, but ρAC1 is unique and can be used to schematize all tops of solutions
of P . By putting together proposition 2 and proposition 1, we get a description of the
solutions of any ∗-problem P .
5 Conclusion
We have introduced new tools (indexed distributivity and the algebra of structures) which
enable us to check very easily the solvability modulo D of a ∗-problem and to represent
its infinite set of solutions with a single scheme. The most surprising result is that D-
unification of ∗-problems boils down to AC1-unification. The question of course, is wether
this can be generalized to arbitrary problems. We believe it can, and based on the previous
tools, we have solved the general problem under the technical assumption that there exists
no cycle of some special form called “cycles of non-null weight” [1]. We therefore conjecture
that unification modulo distributivity is decidable, but the algorithm appears to be even
more complex than Makanin’s algorithm [4]. Moreover, it is interesting to notice that
both of them use the solutions of Diophantine equations, for solving positions equations
in Makanin’s algorithm, and for computing AC1-solutions in our algorithm.
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Many efficient algorithms have been devised to solve E-unification problems in particular
theories. As regards general E-unification, there are three basic approaches: very effi-
cient narrowing algorithms[7][10][14][13], complete procedures based on lazy-unification
[8][9][6] and more efficient ones for syntactic theories[12]. This work is concerned with
the definition of general transformation rules that subsume the topmost approaches, thus
allowing the different strategies to be used simultaneously. The mutation rule is based on
strictly resolvent conditional rewriting presentations of the theories, defined later.
Our notations are consistent with [5]. However, since we allow new variables in the
right term of the conditional rewriting systems, we must define the corresponding rewriting
rule. In our approach, conditions are restricted to conjunction of E-unification problems.
A (given) term t is a rewriting of s by the conditional rule ci | li → ri at the position p
by the substitution σ if and only if p ∈ Pos(s), s|p = lσ, t = s[rσ]p, σ ∈ UΣE(c) and
Var(l) ∪ Var(r) ⊆ Dom(σ) ⊆ Var(c) ∪ Var(l) ∪ Var(r) for some variants c, l and r of
ci, li and ri (i.e. Var(c | l → r) ∩ Var(s, t) = ∅).
2 Transformation rules for E-unification
Our approach is based on the classic rules Delete, Decompose, Coalesce and
Eliminate [11]. We must also consider Imitate , defined by Gallier and Snyder[9] for
collapsing theories. As for the mutation rule, the efficiency of the syntactic approach
comes from the resolventness of the equational presentations. We have defined a similar
property for conditional term rewriting systems. A rewriting presentation of a theory is
a (conditional) rewriting system R so that +←→E = +−→R. In fact, we always choose R
such that +−→R ⊆−→R ∗−→R,
=Λ. It means that at most one rewriting can be done before
decomposing. Such a presentation is said to be strictly resolvent and gives interesting
properties to the rules given in the first figure.2 The soundness of Delete, Decompose,
1LIFIA, Institut IMAG, 46 Avenue Felix Viallet, F-38031 GRENOBLE
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2Where σ = {x=?E xσ/x ∈ Dom(σ)}
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Mutate P ∪ {s=?E t}
=⇒ Pσ ∪ {rσ=?E tσ} ∪ cσ ∪ σ
if c | l → r is a variant of a rule of R
and σ is the most general unifier of s and l
Imitate If x ∈ Var(f(s1, . . . , sn)) then P ∪ {x=?E f(s1, . . . , sn)}
=⇒ Pσ ∪ {x1=?E s1, . . . , xn=?E sn} ∪ σ
where x1, . . . , xn are new variables and σ = {x -→ f(x1, . . . , xn)}
Coalesce, Eliminate and Imitate is well known. The proofs of the following results
can be found in [4] and [3].
Theorem 2.1 If R is a rewriting presentation of E then Mutate is sound.
Theorem 2.2 Delete, Decompose, Coalesce, Eliminate, Imitate and Mutate
preserve the set of unifiers3 when R is strictly resolvent and the control verifies the follow-
ing property: if Decompose, Imitate or Mutate is applied on a given pair of terms
then every transformation of this pair by one of these three rules must be tried concur-
rently.
Actually, the control is refined thanks to the two following properties:
• Only one orientation of s=?E t need to be considered for Mutate .
• Mutate need not be applied to the problem rσ=?E tσ generated by its previous appli-
cation (note that it implies t ∈ X , r ∈ X or Head(t) = Head(r)).
Theorem 2.3 Any non transformable problem is either an insoluble problem or a solved
form.
Theorem 2.2 and theorem 2.3 ensure that this approach results in a complete set of E-
unifiers when it terminates. In section 4, we give particular rewriting presentations that
simulate Gallier and Snyder’s complete topmost approach and Kirchner’s mutation rule
for syntactic theories. Moreover, this more general framework is suitable for theoretical
researches. For instance, the imitation rule is not efficient and does not allow emulation
of the cycle-syntactic approach to collapsing shallow theories[1].
3 Improving the imitation rule
When occur-check fails, Imitate generates a loop. Fortunately, imitation cycles are
avoided without losing completeness since they lead to equivalent problems. Moreover,
Imitate is needed only to apply axioms above an occurrence of the initial x in Gallier
and Snyder’s algorithm. This result does not hold in a non-lazy approach4. However,
we conjecture that the same restriction can be used with strictly resolvent presentations.
We proved it only when any rewriting sequence is equivalent to a strictly resolvent one
in which the highest step is done at the same position5. It is a direct consequence of the
following theorem.
3i.e. each unifier solves at least one of the concurrently generated problems
4for instance, unification of x and f(x, x) in E = {f(h(a), h(b)) 3 h(a), a 3 b}
5property verified by all the presentations we considered
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Var-Mutate P ∪ {x=?E t[x]q}
=⇒ P ∪ {t[r]p=?E x} ∪ {t|p=?E l}
if p < q and l → r is a variant of a rule of R
so that l ∈ X or Head(l) = Head(t|p)
Theorem 3.1 Let σ be a solution of x=?E t so that t|q = x, for each rewriting presentation
R of the theory, there is a position p strictly above q and a more general solution τ so
that tτ ∗−→>pR −→pl→r ∗−→≥pR ∗−→
‖p
R xτ
The previous theorem also ensures6 the completeness of the mutation rule in the
second figure when every rule of a rewriting presentation R is applied concurrently at
every position p above a chosen occurrence of x.
In addition, Decompose can be applied to t|p=?E l when l is not a variable. When
dealing with shallow theories, completeness is preserved even if considering only the
subterm-collapsing rules7 of a cycle-syntactic presentation. We are trying to restrict the
set of rules considered in the general case. Unfortunately, even rules like x → f(x) are
needed for some theories8.
4 E-unification algorithms
The most important point is that any theory E={li 3 ri} can be represented by
R = {{x ?=
E
li}|x → ri} ∪ {{x ?=
E
ri}|x → li}.
This strictly resolvent presentation simulates Gallier and Snyder’s topmost approach. As
regards the syntactic theories, R={{X=?EU}|f(X)→ g(V ),{Y=?EV }|g(Y )→ f(U)...} is
a rewriting presentation of the theory E={f(U) 3 g(V )...}, where capital letters denote
lists of arguments. Moreover, R is strictly resolvent if E is resolvent. Thus, Mutate is
more general than Gallier and Snyder’s topmost approach and Kirchner’s mutation rule.
For example, a syntactic theory can easily be merged with a non-syntactic one if they are
disjoint.
We can also use the conditions to enable mutation of the generated pair rσ=?E tσ for
a given rule (c | l → r becomes c ∪ {x=?Er}| l → x). This is particularly useful to extend
a syntactic theory. Let R be the previously defined strictly resolvent presentation of a
syntactic theory E0 and E be E0 ∪ {l ≈ r}.
Theorem 4.1 R ∪ {{x=?El, y=?Er}|x → y} ∪ {{x=?El, y=?Er}|y → x} is a strictly resol-
vent presentation of E.
The corresponding E-unification algorithm can be expressed as follow: if topmost ap-
plications of the new axiom are needed then introduce them without decomposition else
6when allowing any rewriting after the first one at position p
7∀θ ∈ Σ |lθ| > |rθ|
8for instance to solve h(x)=?E x in E={f(x) 3 x,f(h(x)) 3 x}
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apply the unique topmost step of the resolvent proof. A deterministic algorithm should
add the fact that the rightmost application of this new axiom at the root can be chosen,
thus restricting the mutations of r=?E t to conditional rules of R. A more complex pre-
sentation ensures this behavior. Let Rl→r be {{x=?El}|x → r}∪ {cσ∪{x=?Elσ}|x → dσ
so that c |g → d ∈ R and σ is the most general unifier of r and g}.
Theorem 4.2 R ∪ Rl→r ∪ Rr→l is a strictly resolvent presentation of E.
More generally, algorithms are build by searching conditions that ensure the existence
of equivalent strictly resolvent proofs. The previous example shows that bigger sets of
simpler rules often leads to more efficient algorithms.
Since unification is used to recognize the left parts, efficiency mainly depends on the
complexity of the conditions. Some theories admit a strictly resolvent presentation the
conditions of which include only E-equalities between variables. For instance, Transitivity
with Commutativity of the innermost symbol can be expressed by the following strictly
resolvent presentation:





(6) {x=?Ez, x=?Et}|(xRy)∗(zRt)→ (xRy)∗(yRy)
(7) {y=?Ez, y=?Et}|(xRy)∗(zRt)→ (xRy)∗(xRx)
It must be compared to the presentation simulating the syntactic approach:
(1’) {x1=?Ex, x2=?Ey}|x1Rx2 → yRx
(2’) {x1=?ExRy, x2=?EyRz}|x1∗x2 → (xRy)∗(xRz)
(3’) {x1=?ExRy, x2=?EyRy}|x1∗x2 → (xRy)∗(xRx)
However, useless bindings of the variables may occur when one of the arguments of ’∗’ is
a variable. We have implemented an algorithm which detects the following redundancy
and ensures that the search space is at most equal to the syntactic one:
(2)≡(4),(3)≡(5) and (6)≡(7) when the first argument is a variable
(2)≡(3) and (4)≡(5) when the second one is a variable
5 Conclusion
Mutate and Imitate define a new approach to general E-unification. Algorithms depend
mainly upon the chosen conditional rewriting presentation of the theory. An algorithm
generating efficient strictly resolvent presentation has been developed and can be found
in [3]. Conditions are restricted to equalities between variables but termination of the
completion leads to “restricted completeness”. Interesting practical results have been
obtained with the imitation rule. Improving the behavior when occur-check fails should
lead to a really efficient algorithm. We are also trying to mix the different strategies to
preserve completeness (using more complex conditions).
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While pattern matching is not a necessary requirement in symbolic or functional pro-
gramming, it is however nowadays a part of modern symbolic and functional languages
such as Mathematica [14], Axiom [11], Reduce [7], Macsyma [9], Standard ML [10] and
Miranda [12]. Actually, Mathematica delivers a more sophisticated pattern-matcher than
any of the conventional symbolic and functional languages.
AlgBench [8] is an object-oriented symbolic computation system. It provides an inter-
preter for a symbolic language and a skeleton for implementing data types and algorithms
in all areas of symbolic computation. It supports, like Mathematica, a fully functional
language with pattern-matching and term rewriting facilities. Both systems provide type-
checking at the user level as a special type of pattern matching.
On the other hand there are also relatively efficient systems that do not support the
declarative kind of programming (e.g. Maple [4]). This gives the indication that some-
times the non-declarative way is more efficient. The main reason for this is the relatively
bad efficiency of pattern matching algorithms used in existing symbolic computation sys-
tems.
The purposes presented in this paper are: First to extend the one-way pattern match-
ing to (ac-) unification for AlgBench and therefore to increase the expressive power of
its language. Second, to extend the type-constrained pattern matching by taking into
account inheritance information in the unification process from a user-defined hierarchy
of object types.
2 Extending Matching to Unification
All function definitions in AlgBench are rewrite rules, each of which has a pattern on
the left-hand side and a replacement on the right-hand side. The idea to replace in a
1Research supported by the Swiss National Science Foundation
2Institute for Theoretical Computer Science, ETH Zürich, Switzerland,
Email: grivas@inf.ethz.ch.
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term rewriting environment the pattern matching with unification, i.e. to implement
narrowing [6], is legitimate, in order to gain both the advantages of functional and logic
languages. In the unification process the pattern variables can be unified and bound to
other pattern variables. When a pattern variable is instantiated, all the variables bound
to it see its instantiation value. This is a powerful programming technique: incrementally
instantiating partial data structures.
An improved version of the Huet algorithm for standard unification presented in [13] is
implemented. Its basic concept is to build equivalence classes for subexpressions through
union-find trees [1]. Its advantage, that works with both DAG and non-DAG represen-
tation of terms, was decisive for our choice. We realized the abstract data structure of
the union-find tree as a class and the functions union and find as its methods. This is
an important conceptual difference compared to the procedural solution of [1]. The Huet
algorithm in [13] is formulated for functions and variables. Therefore we view all symbols,
strings, numbers and pattern objects as variables. When they have to be unified with
an expression, the specialized unifier for the corresponding class is called. As a result
the algorithm works also for new coming classes of pattern objects. All other composite
expressions are viewed as functions.
The improved version of the Stickel’s algorithm [5] was chosen for implementation of as-
sociative commutative unification. For the declaration of the ac-functions serves the com-
mand SetAttributes[symbol, attribute]. The attribute is called -like in Mathematica-
Flat for the associative case and Orderless for the commutative case.
A mechanism selects the right unification algorithm to be called. We distinguish at
the moment three cases: complicated expressions, simple expressions and expressions
with Flat and Orderless attributes. Later we want to support expressions that contain
subtype information. The criteria for simple versus complicated terms include the length
and the number of nested expressions within the term. In the simple case we choose the
mark and retract algorithm proposed by R. Maeder, in the case of complicated expressions
the Huet algorithm and in the case of ac-functions the Stickel algorithm.
3 Unification based on Subtyping
Subtyping is a substitutability relationship. Intuitively one type is a subtype of another
if an object of a subtype can stand in for an object of a supertype. In object-oriented
programming a subtype has all fields and operations of its supertype as well as additional
fields and operations. In other words, subtyping is the distribution of types into a gen-
eralization/specialization hierarchy. P. America [3] shows that inheritance (also called
subclassing), which deals with code sharing among classes, is not always subtyping, which
has to do with specialization in behaviour of objects. In this sense subclasses inherit the
implementation and subtypes inherit the interface.
H. Ait-Kaci and R. Nasr [2] presented a logic programming language Login, which
incorporates inheritance-based information (in form of an IS-A taxonomy) immediately
into the Huet unification algorithm. Because of our object-oriented design, we do not
need to integrate inheritance information into the matching process for the data types
provided by the system. The type checking is done automatically by the virtual function
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mechanism.
The heads of rewrite rules are interpreted in Mathematica inter alia as object types.
We implemented an AlgBench package, that creates with the subtype command an in-
heritance hierarchy and then takes into account this information for the object type
unification. The non-typed objects are unified with the kernel unifiers. We give the
user the opportunity to define inheritance hierarchies of types via a subtype command:
Subtype[list1, list2], where list1 , list2 are lists of object types. Consider the following
example:
In[1]:= Subtype[f,{g, h, i}]
In[2]:= Subtype[h, j]
In[3]:= Subtype[{g, i}, k]
In[4]:= f[x_] := x
In[5]:= g[y_] := x+y
The type extension is expressed in the definition of g, where the arguments of f are
inherited implicitly. With the subtype command we allow user-defined type hierarchies
within composite expressions, a user-defined lattice.
Definition: Two object types F,G unify iff there exists a non empty H such that H is
the greatest lower bound of F and G with the following binding list: {F→H, G→H}.
We put at the user-level the command Unify[expr1, expr2]. This means in the
previous example:
In[1]:= Unify[i[j_], g[h_]]
Out[1]= {i -> k, g -> k, h -> j}
The heads of the composite subexpressions (object types) are unified as a GLB (great-
est lower bound) lattice operation. We can do the following:
In[1]:= k[ x_f ] := x + 1
In[2]:= i[g[a,b]]
Out[2]= a + b + 1
Since there is no rule for i, the types of k, i are unified with the GLB-operation to k. The
types f, g are unified for their part to g. As there is a rule for g, we get after a couple of
rewrite steps a+b+1.
All rules of the supertype are inherited after the rules of the subtype as in the example
of the abstract logarithm function:
In[1]:= log[x_, y_] := log[x] + log[y]
In[2]:= log[x_^n_] := n log[x]
In[3]:= log[1] = 0
We specialize the logarithm function with the logarithms of base 2 (ld) and e (ln):
In[4]:= Subtype[log, {ld, ln}]
In[5]:= ld[2] = 1
In[6]:= ln[e] = 1
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If we set the query:
In[7]:= ld[2^k]
Since there is no rule for matching the pattern ld[2^k] the inherited rules are examined,
and following rewrite steps are done: ld[2ˆk] => k ld[2] => k 1 => k.
Reexamining the example at the beginning of this section, we see that we need an
extension of the subtype command, where it is specified which arguments of the subtype
are projected to the supertype: Subtype[h1[expr1], h2[expr2]]. The user gives the
arguments that have to be inherited, otherwise we select the arguments from left to right
and cut the rest:
In[1]:= f[x_] := x^2
In[2]:= Subtype[f,g] /* there is no rule for g */
In[3]:= g[a,b] /* select from left-to-right a and cut b */
Out[3]= a^2
In[4]:= Subtype[f[y_], g[x_, y_]]
In[5]:= g[a,b] /* select b and cut a */
Out[5]= b^2
We realized the above extension by producing and storing a new global rule.
4 Conclusions
The availability of several unifiers and of their selection mechanism makes the system
ampler and faster. Both one-way and two-way pattern matching are supported. The
improvement of the pattern matching operation in an object-oriented way seems to be
very appropriate.
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Counterexamples to Completeness Results
for Basic Narrowing
Eric Hamoen1
Narrowing is a generalization of term rewriting. It can be used as an algorithm to de-
termine whether two terms unify modulo a certain (C)TRS R. It can also be used as
the operational semantics for a language which integrates functional and Horn-clause
programming. Basic narrowing is a more efficient form of narrowing.
It has been conjectured that basic narrowing is complete for semi-complete TRS’s (Ya-
mamoto) and that basic conditional narrowing is complete for semi-complete orthogonal
CTRS’s (Giovannetti & Moiso). We have found counterexamples for these conjectures.
Furthermore, we show that one of the assumptions in Hoelldobler’s completeness proof
for basic conditional narrowing is incorrect and we give a way of repairing this problem.
We will give certain syntactical restrictions that make basic narrowing complete for semi-
complete TRS’s. Finally, we show that narrowing is complete for level-confluent CTRS’s
that may contain variables in the right-hand side of a rule that do not appear in its
left-hand side.
1Vrije Universiteit Amsterdam, Faculteit Wiskunde en Informatica, de Boelelaan 1081a, 1081 HV





Steffen Hölldobler,1 Josef Schneeberger,2
Michael Thielscher3
Linear logic programming is a new deductive approach which can be used to formalize
planning problems, deductive databases, object-oriented programming, etc. ([4]). Re-
cently, two other approaches for solving planning problems deductively were proposed,
namely the linear connection method [1] and a fragment of the linear logic [7]. Both
approaches are shown to be equivalent to the linear logic programming approach applied
to planning problems [9, 5]. All these approaches do not require to state frame axioms
[8, 3] explicitely. In addition, the linear logic programming approach has a well defined
semantics as it deals with standard first order logic [6].
The linear logic programming approach requires unification under an equational the-
ory which consists in the axioms of associativity, commutativity, and the existence of
a unit element. In the past twenty years, some algorithms solving unification under
associativity and commutativity have been developed (cf. [2]). However, the problems
concerning AC1-unification encountered in the linear logic programming approach show a
special structure, and the general unification algorithms perform a lot of unnecessary and
redundant computation if applied to these problems. In this paper, we define a restricted
class of terms containing an AC1-function and give efficient unification algorithms solving
AC1-matching and unification on these terms.
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steffen@intellektik.informatik.th-darmstadt.de
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The most thouroughly investigated application of linear logic programming is the field of
deductive planning. As an example, consider the situation where you are in a shopping
centre and, since you are really thirsty, you look for a lemonade. After a while you find
a vending machine where a lemonade costs 75c. In your pocket, you find a dollar note as
well as a quarter, i.e. it seems to be no problem to get the lemonade. Unfortunately, the
vending machine only accepts quarters. Nevertheless, beside the vending machine there
is a cashier which changes a dollar note into four quarters. Therefore, the desired result
can be achieved by first changing the dollar note and then to get the lemonade.
In linear logic programming, planning problems of this kind can be formalized as logic
programs by using terms for describing situations and clauses for describing operators.
For example, the initial situation of our example can be represented by the term dollar ◦
quarter where ◦ denotes a binary function.4 The logic program is based on a ternary
predicate plan (s, p, t) with the intended meaning that the plan p applied to situation
s leads to situation t . With the help of this predicate, the planning problem can be
formulated as a query to the program:
← plan (dollar ◦ quarter , P, lemonade ) (0.1)
To solve this problem, we need two clauses which formalize the operator to change a dollar
note and the operator to use the vending machine:
plan (dollar ◦ V, [change , P ′], W )
← plan (quarter ◦ quarter ◦ quarter ◦ quarter ◦ V, P ′, W ). (0.2)
plan (quarter ◦ quarter ◦ quarter ◦ V, [get-lemonade , P ′′], W )
← plan (lemonade ◦ V, P ′′, W ). (0.3)
The two clauses (0.1) and (0.2) can be resolved by using the substitution
{V -→ quarter , P -→ [change , P ′], W -→ lemonade }.
The resolvent
← plan (quarter ◦ quarter ◦ quarter ◦ quarter ◦ quarter , P ′, lemonade ) (0.4)
describes the reduced planning problem of getting a lemonade when owning five quarters.
This problem can be solved by resolving (0.4) and (0.3) with {V -→ quarter ◦ quarter ,
P ′ -→ [get-lemonade , P ′′], W -→ lemonade } which leads to the resolvent
← plan (lemonade ◦ quarter ◦ quarter , P ′′, lemonade ) (0.5)
Since the goal situation, i.e. the lemonade, is now contained within the actual situation,
we can use a termination clause which states that the planning problem is solved:
plan (X ◦ Y, [], X) ←.5 (0.6)
4Throughout the paper we use Prolog-syntax, i.e. constant as well as function symbols are written
in lower case, whereas variables are in uppercase letters.
5The constant [] denotes the empty plan.
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As resulting substitution for the variable P in (0.1) we receive the term
[get-lemonade , [change , []]].
The desired properties of the function ◦ follow from the fact that the order of the sub-
terms is irrelevant when describing a situation. Therefore, ◦ is required to be associative
and commutative. ◦ must not be idempotent, since otherwise the terms quarter ◦dollar
and quarter ◦ quarter ◦ quarter ◦ V are unifiable, i.e. one quarter will be enough to
settle any amount. Beside the function ◦ , we will use the constant ∅ to denote the
empty situation. More formally, we use an equational theory AC1 which consists in three
equations:
∀x, y, z. x ◦ (y ◦ z) = (x ◦ y) ◦ z
∀x, y. x ◦ y = y ◦ x
∀x. x ◦ ∅ = x
The equational theory is used whenever applying SLDE-resolution to the query and the
program clauses.
The situation terms used within our example only contain constants together with at
most one variable. However, this restriction is not desired in general when using linear
logic programming. For example, consider the situation in the blocksworld where block
a is on block b , block a is clear, and the robot is holding block c . This can be described
by the term on (a, b) ◦ clear (a) ◦ holding (c) . The preconditions of the operator which
allows the robot to put down a block, contain the fact that the robot is holding a block as
well as the fact that another block is clear, i.e. holding (X) ◦ clear (Y ) ◦V . This operator
can be applied in the situation above, since both terms are unifiable under AC1 using the
substitution {X -→ c, Y -→ a, V -→ on (a, b)} .
2 Problem classes
Our examples motivate a special class of unification problems modulo AC1. A significant
property of the terms which appear in our formalism is that there is at most one variable
on the level of the AC1-function ◦ . For this special purpose, the general AC1-unification
algorithms which are based on solving diophantine equations6 are too inefficient. For ex-
ample, within the blocksworld example stated above, the original algorithm of Stickel [10]
generates nine basis solution of the corresponding diophantine equation which will lead
to 29 = 512 possible solutions. Since in fact there is only one solution, 511 of them have
to be rejected.
Our example also shows that often one of the two terms to unify is ground, i.e. we have
the chance to use AC1-matching instead of unification quite often.7 Beside unification
and matching, we define a third problem class which we call restricted unification. This
problem class appears if both terms contain variables, but one of them does not contain
6I.e. linear equations with non-negative integer coefficients.
7More precisely, matching suffices in any case when the initial situation is fully specified.
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a variable on the level of the AC1-function. For example, an initial situation described
by the term
block (X) ◦ holding (X),
represents the fact that it is unknown which block the robot is holding, but beside this
uncertanity, the situation is fully specified, i.e. there are no more properties which hold
in the situation.
Adding a variable on the level of the AC1-function (see below) requires our general
AC1-unification. For example, the initial situation
quarter ◦ V
can be used to ask the query: What else do I need apart form a quarter to get a lemonade?
It turns out that for all three problem classes very efficient unification algorithms can
be formulated. More formally, we define our problem hierarchy as follows.
– An AC1l -matching problem
8 consists of two terms s1 ◦ . . . ◦ sm ◦ V and t1 ◦ . . . ◦ tn
where the tj , 1 ≤ j ≤ n , are ground and V does not occur in si , 1 ≤ i ≤ m .
– A restricted AC1l -unification problem consists of two terms s1 ◦ . . . ◦ sm ◦ V and
t1 ◦ . . . ◦ tn where V does neither occur in si nor in tj .9
– An AC1l -unification problem consists of two terms s1◦. . .◦sm◦V and t1◦. . .◦tn◦W
where V and W are different and do neither occur in si nor in tj .
3 Solutions
Our algorithms are based on unification over multisets. In the sequel, we sketch the idea
of the solution for each of our problem classes.
AC1l -matching. A substitution σ is a matcher for an AC1l -matching problem iff
σ(s1◦. . .◦sm◦V ) =AC1 t1◦. . .◦tn , where tj , 1 ≤ j ≤ n , are ground. It is easy to prove that
if σ is a solution for the AC1l -matching problem then {σs1, . . . , σsm} ⊆̇ { t1, . . . , tn} .10
Conversely, if we find a substitution θ such that { θs1, . . . , θsm} ⊆̇ { t1, . . . , tn} then the
AC1l -matching problem consisting of the terms s1◦ . . .◦sm◦V and t1◦ . . .◦tn is solvable
and the matching substitution σ can be constructed from θ as follows. Let
{ r1, . . . , rn−m} = { t1, . . . , tn} −̇{ θs1, . . . , θsm} .
Then, σ = θ|Var(s1,...,sm) ∪ {V -→ r1 ◦ . . . ◦ rn−m} .11
8The index l is used to stress that we regard special unification problems in the linear logic program-
ming approch.
9Note that the subterms tj may now contain variables.
10Multisets are depicted using the modified curly brackets { and } . Furthermore, ⊆̇ , ∪̇ , −̇ , etc. de-
note the multiset extensions of the usual set operations ⊆ , ∪ , − , etc.
11 Var(X) denotes the set of variables occurring in the syntactic object X and σ|V denotes the
restriction of the substitution σ to the variables in V .
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Let S and T be two multisets. With the previous discussion, we are now interested
in computing a complete and, if exists, minimal set Σ of substitutions such that for each
σ ∈ Σ we find that σS ⊆̇ T .12 To receive this, we use the following derivation rule.
S ∪̇ { s} , T ∪̇ { t} )
θ S , T θ = mgu (s, t)
13
Starting with the tuple S , T the derivation stops if the first multiset S is empty. Thus,
every successfull derivation leads to a resulting tuple of the form { } , T ′ and a sequence
θ1, . . . , θm .
14 Let θ = θ1 · · · θm , then θ is a solution of the subset problem defined
above. Moreover, T ′ contains the subterms which shall be bound to the variable V
in the original AC1l -matching problem. In this way, all successful derivations lead to a
coomplete and minimal set of matcher.
Restricted AC1l -Unification. Restricted AC1l -unification differs from AC1l -match-
ing in the way that both terms may contain variables. However, since again the second
term does not contain a variable on the ◦ -level, the unification algorithm for restricted
AC1l -unification problems is as the matching algorithm except that now substitutions are
applied to both multisets, i.e. we try to find substitutions σ such that σS ⊆̇σT holds.
Using a modified derivation rule
S ∪̇ { s} , T ∪̇ { t} )
θ S , θ T θ = mgu (s, t)
all successful derivations lead again to a complete and finite set of solutions. Unfortu-
nately, this set may contain non-minimal substitutions. Therefore, we have to test and,
if necessary, to remove subsumed substitutions to receive a minimal set of unifiers. We
may use some heuristics to keep the set as small as possible during computation.
AC1l -Unification. The problem of unifying two terms that both include an AC1-
variable cannot be reduced to a subset problem over multisets. However, each solution σ
of the AC1-unification problem defined by the terms s1 ◦ . . . ◦ sm ◦V and t1 ◦ . . . ◦ tn ◦W
can be interpreted as dividing the representing multisets S = { s1, . . . , sm} and T =
{ t1, . . . , tn} into two disjunctive parts S1,S2 and T1, T2 , respectively, such that we find
a most general substitution θ which unifies S1 and T1 . Let θS2 = {u1, . . . , uk} and
θT2 = { v1, . . . , vl} . Then, σ = θ ∪ {V -→ v1 ◦ . . . ◦ vl, W -→ u1 ◦ . . . ◦ uk} .
Since within AC1l -unification, the elements of the first multiset may not be unified
with an element of the second, we have to modify our derivation rule and to add a second
one. In particular, we use the following derivation rules:
S ∪̇ { s} , S1 , T ∪̇ { t} )
θ S , S1 ∪̇ { s} , θT
θ = mgu (s, t)
12The notion of a minimal and complete set of substitutions is extended in the obvious way.
13mgu denotes the most general unifier under the empty theory, i.e. the standard unification.
14Note that a successful derivation stops after exactly m applications of the derivation rule.
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S ∪̇ { s} , S1 , T
S , S1 , T
Again, a derivation stops if the first multiset is empty, i.e. the result is a triple of the
form { } , S1 , T2 . Analogous to the other problem classes we have that every successful
derivation determines a unifier of the corresponding AC1l -unification problem.
The algorithms for AC1l -matching, restricted AC1l -unification, and AC1l -unification
are implemented and used successfully within a Prolog-implementation of our linear
logic programming approach. They turned out to be very efficient, as they consider the
characteristics of the AC1-terms occurring in all applications of our linear logic program-
ming approach. The details of the algorithms as well as a proof of their correctness,
completeness, and minimality can be found in [11].
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Extensible Unification as Basis for the
Implementation of CLP Languages
Christian Holzbaur1
1 Introduction
We propose the application of user-defined, extensible unification as the basic formalism
for the implementation of constraint logic programming (CLP) languages. The close
connection between unification theory and CLP justifies the step to make this link explicit
and, particularly, operational.
The idea with extensible unification is that the user identifies the set of interpreted
functors through the provision of a signature. The unification semantics of terms built
from interpreted functors are specified by predicates, written in the language whose uni-
fication part is to be extended.
If CLP languages are implemented via extensible unification, they will inherit the
capability of being extended on the very same basis, leading to the attractive construction
of towers of (metacircular) CLP languages.
2 Extensible Unification
Extensible unification is realized by allowing for user-defined extensions to the unification
algorithm of a unification based language. By means of declarations we identify a set
of distinguished, interpreted functors. The unification semantics of interpreted functors
is made operational through the provision of a corresponding unification algorithm. To
add a catch to this classical situation, we proposed to use the language whose unification
semantics we are just about to implement for the realization of the unification algorithm
proper [5]. In terms of the low-level implementation, extensible unification can be provided
by several means. Each of the two possibilities we relate in [6], has at least the following
features:
1Austrian Research Institute for Artificial Intelligence, and
Department of Medical Cybernetics and Artificial Intelligence
University of Vienna, Freyung 6, A-1010 Vienna, Austria
Email: christian@ai.univie.ac.at.
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• We can specify the meaning of interpreted terms in a high level language where
implementation approaches specification.
• We have a substitute for ’destructive’ updates that is logically sound.
• The declarative maintenance of attributed equivalence classes, which is useful to
address global aspects in solvers and/or unification algorithms, leads quite naturally
to an object oriented approach to the task of implementing solvers that operate on
systems of equations.
To substantiate the claim about the fitness of the scheme, we made implementations of
the basic mechanism, based on SICStus Prolog, and applications thereof available to the
research community via anonymous ftp2. The provided implementations of CLP(7) and
CLP(Q) are at least as complete as other existing implementations we know of: They
solve linear equations over rational or real valued variables, cover the lazy treatment
of nonlinear equations, and use an incremental decision algorithm for linear inequalities
that detects implied equations, removes redundancies, performs projections (quantifier
elimination) and provides for linear optimization.
3 Towers of (metacircular) CLP Languages
To furnish a language with extensible unification is a decision that has an attractive,
transitive aspect: We will implement a level–n CLP language through the application of
the level–(n− 1 . . . 0) languages for the implementation (of the unification algorithm) of
the level-n language. Besides the straight forward motivation for this construction, there
is the more ambitious goal to allow for reflective reasoning in the spirit of [4].
3.1 The Tower applied to AC Unification, for Example
AC and word unification algorithms [1, 8] typically require the solution of diophantine
equations or systems thereof:
• Systems of equations over associative, commutative function symbols are abstracted
to diophantine equation systems.
• Minimal and complete word unification: Word equations are expressed by gener-
alized equations, which in turn comprise boundary relations, consisting of integer
equations and inequalities.
The steps decomposition, merging, mutation, detection of cycles, flattening, translation
to a diophantine system from [1], for example, are relatively simple symbol processing
steps, covered by the level–0 language. In a concrete setting, we could use Prolog as
level–0 language, and CLP(Z) as the next layer, in order to provide AC unification on
level–3. Solving systems of homogeneous, linear diophantine equations is the basic task
in CLP(Z). If the solutions are required to be positive, however, we can get away with
CLP(Q), thanks to a result by Domenjoud [3].
2Directory sicstus at ftp.ai.univie.ac.at
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3.2 Deciding the Satisfiability of Homogeneous Diophantine
Systems through Convex Hull Construction in CLP(Q)
Given the matrix of a system like
A =
[
4 −1 5 2 −2
−3 5 2 −1 3
]
we test whether 40 ∈ Conv(A1, . . . , A5) in order to decide whether there is a solution to
AX = 40. In CLP(Q) we can proceed as follows:





% the actual test reads:
[Clp(Q)] ?- conv_hull([ [4,-3],[-1,5],[5,2],[2,-1],[-2,3] ], [0,0]).
no
Of course we need a CLP(Q) program to execute the query against. The convex hull
of a set of vectors V is defined as:




The following CLP(Q) program implements this declaration. There is no artificial limit
on the number of vectors or their dimension. It can be used to compute the convex hull of
a set of vectors, or to test for the membership of points in the hull. The former application
is computationally hard because of the (quantifier) elimination of the λ’s [7], the latter
requires just a decision algorithm for polyhedral sets like Phase-I of the Simplex algorithm
[2].
Therefore, Domenjoud’s test 40 ∈ Conv(V1, . . . , Vk) runs efficiently in CLP(Q). We
could even partially evaluate the general convex hull program to formally derive a spe-
cialized, possibly more efficient version, that implements only the test.
conv_hull( Points, Xs) :- polytope( Xs) :-
colsums( Points, Lambdas, Xs), positive_sum( Xs, 1).
polytope( Lambdas).
colsums( [], [], []). positive_sum( [], 0).
colsums( [S0|Rest], [L|Ls], Sums) :- positive_sum( [X|Xs], X+Sum) :-
mult_row( S0, L, S1), X >= 0,
colsums_rest( Rest, Ls, S1, Sums). positive_sum( Xs, Sum).
mult_row( [], _, []).
mult_row( [X|Xs], K, [K*X|Xs1]) :-
mult_row( Xs, K, Xs1).
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colsums_rest( [], [], S1, S1).
colsums_rest( [Ps|Rest], [K|Ks], S1, S3) :-
colsum_row( Ps, K, S1, S2),
colsums_rest( Rest, Ks, S2, S3).
colsum_row( [], _, [], []).
colsum_row( [P|Ps], K, [S|Ss], [K*P+S|Ss1]) :-
colsum_row( Ps, K, Ss, Ss1).
When a system AX = 40 has solutions, we can enumerate the vertices of the λ polytope.
Although the vertices will be rational in general, they can be transformed into integer




6 4 −5 −4 −1








[0,1/3,1/6,0,1/2], % [ 0, 2, 1, 0, 3]
[0,14/37,0,11/37,12/37], % [ 0,14, 0,11,12]
[2/5,0,0,3/5,0], % [ 2, 0, 0, 3, 0]
[11/35,0,3/10,0,27/70] % [22, 0,21, 0,27]
]
Once we have S0(A), we can compute the remaining solutions to AX = 40, X ∈ Nn as
positive, rational linear combinations of independent vectors in S0(A).
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We consider unification in the polymorphically typed lambda calculus LPoly. As stated
in [2] type variables cause new problems through the possibility of type instantiation.
Assume we wanted to use the transformation system HT defined in [3] for unification
in LPoly. Then we have to face the problem that the projection rule is now infinitary
branching. So even preunification is not practical anymore.
I propose a transformation system HPT that is based on the notions of matrix ex-
panders and selectors instead of the notion of partial bindings. As a result, its search
space is only finitely branching.
2 Basic Notions
Let T0 be a set of base types and VT a set of type variables. The set of types T is
inductively defined as the smallest set containing T0 and VT such that if T1, T2 ∈ T then
(T1 → T2) ∈ T .
To define the set LPoly of polymorphically typed lambda terms, we use the usual rules
for term formation in the simply typed lambda calculus but use polymorphic types instead
of simple types. The type variables have no special meaning in term formation. They
act like type constants. The set of all type variables occurring in M is FVType(M). The
set of variables occurring in M is FV (M). The β-normal form of a term M in LPoly is
M ↓β. The η-expanded form of a term M in β-normal from is η[M ]. LPolyη is the set of
polymorphically typed lambda terms in η-expanded form.
A polymorphic substitution is a pair σ = 〈σ1, σ2〉 consisting of a substitution σ1 from
type variables to types and a substitution σ2 from free variables to terms both defined in
the usual way. The domain DOM(σ) of σ is the union of the domains of σ1 and σ2. The
identity substition ι is the pair consisting of the identity substitution ι1 on types and the
identity substitution ι2 on terms. A substitution σ is normalized if σ(F ) = σ(F )↓β for all
1Max-Planck-Institut for Computer Science, Im Stadtwald, 6600 Saarbrücken, Germany, Email:
hustadt@mpi-sb.mpg.de.
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term variables F ∈ DOM(σ). The restriction of a substitution σ to a set of variables Z,
denoted σZ, is the substitution
σZ(F ) =
{
σ(F ), if F ∈ Z
F, otherwise.
A system S is a multiset of equation where each equation is a multiset of two terms in
LPoly. A unification problem in LPoly is an ordered pair 〈σ, S〉 where σ is a type substitution
and S is a system such that DOM(σ)∩FVType(S) = ∅. The type substitution σ memorizes
the type instantiation that has to be done to get a unifier of S.
An equation M = N is in solved form in a unification problem 〈σ, S〉 if it is in the
form η[F :T ] = N for some variable F :T which occurs exactly once in U , and F :T and
N have the same type. A system S is solved if all of its pairs are solved. A unification
problem 〈σ, S〉 is solved if S is solved.
With a system S = {F1:T1 = N1, . . . , Fn:Tn = Nn} in solved form we associate a
term substitution =S>SUB = {F1:T1/N1, . . . , Fn:Tn/Nn}. This substitution is unique up
to variable renaming. With a unification problem 〈σ, S〉 in solved form we associate a
substitution =U>SUB = 〈σ, =S>SUB〉.
A normalized substitution θ is called a unifier in LPoly of two terms M and N from
LPoly iff θ(M) ←→βη θ(N) holds. θ is a unifier of a system S in LPoly iff it is a unifier
of every equation in S and it is called a unifier of a unification problem 〈σ, S〉 iff it is a
unifier of the system S and an instance of 〈σ, ι2〉.
For two types T1 and T2 there always exists a unique most general unifier mgu({T1 =
T2}).
3 The Transformation System HPT
The rules for the transformation system HPT for unification problems in LPoly are the
following. In the presentation of the rules of HPT it is assumed that all terms are kept
in η-expanded form.
Trivial removal
〈σ, {M =M} ∪ S〉 ⇒ 〈σ, S〉 HPT
Type unification
〈σ, {M = N} ∪ S〉
⇓
〈θ ◦ σ, θ({M = N} ∪ S)〉
HPT
where
• M is a term of type A and N is term of type C,
• A = C, and
• θ = mgu({A = C}).
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Head type unification
〈σ, {λxk:Ak. a:B(Mm) = λxk:Ak. a:D(Nm)} ∪ S〉
⇓
〈θ ◦ σ, θ({λxk:Ak. a:B(Mm) = λxk:Ak. a:D(Nm)} ∪ S)〉
HPT
where
• B = D,
• θ = mgu({B = D}).
Decomposition
〈σ, {λxk:Ak. a(Mm) = λxk:Ak. a(Nm)} ∪ S〉
⇓
〈σ,⋃1≤i≤m{λxk:Ak.Mi = λxk:Ak. Ni} ∪ S〉 HPT
where a is some arbitrary atom.
Variable elimination
〈σ, {λxk:Ak. F (xk) = N} ∪ S〉
⇓
〈σ, {λxk:Ak. F (xk) = N} ∪ {F/N}(S)〉
HPT
where
• F is a free variable,
• F ∈ FV (S) and F ∈ FV (N), and
• type(F ) = type(N).
Binder-Expansion
〈σ, {λxk:Ak. F (Mm) = λxk:Ak. b(Nn)} ∪ S〉
⇓
〈θ ◦ σ, η[θ({λxk:Mk. F (Mm) = λxk:Mk. b(Nn) ∪ S})]〉,
where
• F is a free variable of type (B1, . . . , Bm → A0),
• A0 is a type variable, and
• θ = {A0/(C1 → C2)} for type variables C1 and C2.
Matrix-Expansion
〈σ, {λxk:Ak. F (Mm) = λxk:Ak. b(Nn)} ∪ S〉
⇓
〈σ, {F = Q} ∪ {F/Q}({λxk:Ak. F (Mm) = λxk:Ak. b(Nn)} ∪ S)↓〉,
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where
• F is a free variable of type (B1, . . . , Bm → A0);
• b is an arbitrary atom of type type(a) = (D1, . . . , Dn → A0);
• Q is a variant of a matrix expander of type (B1, . . . , Bm → A0), i.e.
M = λ ym:Bm. G(ym, H(yl))
where G is a free variable of type (B1, . . . , Bm, B → A0), B is a type variable, and
H is a free variable of type (B1, . . . , Bl → B) with l ≤ m.
Selection
〈σ, {λxk:Tk. F (Mm) = λxk:Tk. b(Nn)} ∪ S〉
⇓
〈θ ◦ σ, {θ(F ) = Q} ∪
{θ(F )/Q}(θ({λxk:Tk. F (Mm) = λxk:Tk. b(Nn)} ∪ S))↓〉,
where
• F is a free variable of type (Bm → A0);
• b is some arbitrary atom of type (Dn → D0);
• a is some arbitrary atom of type (E1, . . . , Ek → E0), for some k and some l, k ≤ m−l,
0 ≤ l ≤ m, such that (Bl+1, . . . , Bm → A0) and type(a) have a most general unifier
θ;
• Q is a variant of a selector appropriate for type θ((B1, . . . , Bm → A0)), i.e.
Q = η[θ(λ ym:Bm. a(yl+1, . . . , ym))],
such that l ≤ m.
The transformation system HPT provides a correct and complete algorithm for uni-
fication in the polymorphically typed lambda calculus.
Theorem 1 For every unification problem U there exists a set
G = {=U ′>SUBFV (U) | U
∗
=⇒HPT U ′ and U ′ is in solved form}
which is a complete set of unifiers for U . Using some renaming substitution away
from W this set is a complete set of unifiers for U away from W .
Proof: See [1].
The search space of HPT is finitely branching. The search space of HT , in contrast,
is infinitely branching. However, although we have transformed the infinitely branching
search space into a finitely branching one, (unfortunately) we have not reduced the search
space. To this end, the idea in [2] of introducing product types should be investigated.
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Sequential Signatures (Extended Abstract)
Delia Kesner 1
An order-sorted signature Σ = (S,≤,F) consists of a partially ordered set (S,≤) of
sort symbols and a set F of function symbols equipped with sort declarations {f :
σ1 . . . σn → σ}f∈F . Order-sorted terms are constructed from Σ and sets of S-indexed
variables {Vσ}σ∈S = {xσ, yσ, zσ, . . .}σ∈S while partial order-sorted terms are also con-
structed from Σ, but each Vσ is now a singleton {Ωσ}. The quasi-ordering @ between
terms (resp. partial terms) is defined by induction on terms as: Ωσ @ tη if η ≤ σ and
f(t1 . . . tn) @ f(h1 . . . hn) if and only if ∀i = 1 . . . n, ti @ hi.
Sequentiality is a property of monotonic predicates (w.r.t the partial order @) over
partial terms, related to the possibility of systematically expanding any term step-by-step
in order to turn the predicate true. This work is concerned with the sequentiality of
sort predicates in order sorted algebras, where each sort predicate Sortδ characterizes the
partial terms of sort δ. Monotonicity of sort predicates guarantees that each time sorts
decrease, there is more and more chance to well type terms.
Substitutions are a very natural mechanism to precise the sort informations when
dealing with order-sorted terms. But in order-sorted systems, we do not only perform
substitutions in order to refine sorts, but also reductions that are the computation steps.
While substitutions always decrease the sorts of terms, reductions do not. In that case,
sequentiality of sort predicates is no more useful to perform efficient type verifications,
and this is the reason we restrict our attention to sort decreasing systems, where the sort
information of terms may only be refined along the reduction process.
For example, consider the sort-decreasing rewriting system,
R : G(x : int)→ H(x : int)
where the signature Σ contains the following declarations:
F : nat× int → σ G : int → int
H : int → nat nat < int
In this system, every well-sorted term G(t) of sort int can be reduced to a term H(t) of
sort nat, refining in this way its sort information.
1INRIA Rocquencourt, Domaine de Voluceau, BP 105, 78153 Le Chesnay Cedex and LRI and CNRS
UA 410, Bât 490, Université de Paris-Sud, 91405 ORSAY Cedex, France, Email: kesner@lri.lri.fr.
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The idea of sequentializing the type checking is that terms will need to be evaluated
as far as necessary in order to satisfy a subsort constraint. In general, a few computation
steps could be sufficient, without reducing terms to full normal forms. For example, let
t = F (G(3), G(4)). Since t is ill-sorted, we have to perform some reductions inside it
in order to get a well-typed term. If G(3) and G(4) are both the redexes selected by
the reduction strategy, the reduction of G(4) will not give more information in order
to type the term (it is not necessary), while the reduction of G(3) will be helpful (and
even necessary) for that purpose. So, G(3) has to be selected, G(3) → H(3) implies
t → t′ = F (H(3), G(4)) and t′ is now a well-sorted term, although it is not in normal
form.
Sequential sort predicates try to identify positions of terms, called directions, where
it is strictly necessary to refine the sort information in order to type those terms. Re-
duction is then performed over subterms at positions that are directions, and so wasteful
computations are avoided in this way.
The motivation to consider sort predicates over partial terms rather than terms is that
we can represent any term t as a partial term tΩ, where each redex h of sort ρ appearing
in t is replaced by an Ωρ if it has been selected by the reduction strategy. In our example,
tΩ = F (Ω
int,Ωint).
Formally, we say that a position u is a direction of a predicate Sortδ at a given partial
term t if and only if t/u is an Ω (a position where we need to perform a reduction) and
for every h such that t @ h and Sortδ(h) = true, h/u ❁ t/u. In our example the first
occurrence of Ωint in tΩ is a direction of Sortσ while the second is not. Sortδ is said to
be sequential if and only if for every partial term t such that Sortδ(t) = false but it is
compatible with δ, there is a direction of Sortδ at t. Finally, a signature Σ is said to be
sequential if and only if for every sort δ in Σ, Sortδ is sequential.
In order to decide sequentiality of sort predicates, the existence of directions at every
partial term has to be verified. In general, there is an infinite set of partial terms and
so, decidability of sequentiality becomes a non trivial problem. In this talk we provide a
decision procedure for sequentiality of signatures that searches for directions only at some
partial terms of height 1. The main theorem guarantees that this is sufficient in order to
decide the existence of directions at any term.
Finally, we provide a compilation scheme which allow to efficiently decrease the sort
information of any term. Our characterization of signatures becomes in this way a neces-
sary and sufficient condition in order to perform efficient type verifications in order-sorted
algebras.
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Narrowing and Basic Forward Closures
Stefan Kurtz1
We will consider unification problems in equational theories, i.e. theories, which can be
axiomatized by a set of universally quantified equational axioms. A very general result
in this field has been obtained by Fay (cf. [2]), who describes a universal unification
procedure, called narrowing, and proves its completeness for every equational theory that
is represented by a convergent (i.e. Church-Rosser and terminating) term rewriting sys-
tem. Technically, the narrowing algorithm combines syntactic unification and rewriting.
To perform a narrowing step on a term means to instantiate it, such that it becomes
reducible by a term rewriting rule, and then to reduce it by this rule.
Hullot (cf. [6]) presents an improved unification procedure, called basic narrowing. The
idea of this algorithm is to reduce the search space by restricting narrowing steps to
subterms not introduced by a substitution. An improvement of basic narrowing was given
by Herold (cf. [5]), who noticed, that after a basic narrowing step at a position p one can
also discard all positions, which are left of p. Herold calls this unification procedure left-
to-right basic narrowing. The corresponding narrowing relation is introduced in Definition
1.
Definition 1 Let R be a term rewriting system. Let
shadow : IN∗+ −→ P(IN∗+) and
light : IN∗+ × T (F ,V) −→ P(IN∗+)
be functions, such that
shadow(p) = {p′ | p ≤ p′ ∨ p′ E p} and
light(p, r) = {p.p′ | p′ ∈ FPos(r)},
where the relation E is the lexicographic ordering on disjoint positions. The inference rule
for left-to-right basic narrowing with R is defined as follows:
(s, ξ, P ∪ {p})
(σ(s[p ← r]), σ(ξ), (P \ shadow(p)) ∪ light(p, r)) if ∃l → r ∈ R,∃σ ∈ S :
σ =MGU(s/p, l)
1Universität Bielefeld, Technische Fakultät, Postfach 100 131, W-4800 Bielefeld 1, Germany. E-mail:
kurtz@techfak.uni-bielefeld.de.
68
Theorem 1 If R is convergent, then left-to-right basic narrowing with R is complete. ✷
This completeness result was first given by Herold (cf. [5]). A detailed proof of Theorem
1 can also be found in [7].
Forward closures are a common notion in the field of term rewriting systems (cf. [1, 4]).
They can be seen as a result of a partial evaluation process of the narrowing relation. Our
idea is to restrict this process to the basic narrowing relation, which leads to the notion
of basic forward closures.
Definition 2 The basic forward closure R+ of a term rewriting system R is defined as
follows: ξ(l′) → r ∈ R+ if and only if there is a term rewriting rule l′ → r′ ∈ R and a
left-to-right basic narrowing derivation with R from (r′, idV ,FPos(r′)) to (r, ξ, P ). ✷
Remarks: For all term rewriting systems R the following is true:
1. R+ is a term rewriting system, such that R ⊆ R+ and →∗R=→∗R+ .
2. There are term rewriting systems R, such that R+ is infinite. (Consider for example
R = {f(f(x, y), z)→ f(x, f(y, z))}.)
3. It is not decidable, if R+ is finite.
4. In general R+ is a proper subset of the forward closure of R. For the term rewriting
system R = {f(x)→ h(x, x), h(a, y)→ y, a → b}, we have R+ = R ∪ {f(a)→ a},
whereas the forward closure of R is (R+)+ = R+ ∪ {f(a)→ b}. ✷
If one uses R+ in a narrowing procedure, one can also discard all the positions, which
are introduced by the right-hand sides of the term rewriting rules, since these positions
are exhausted in the construction of the basic forward closure. This leads to left-to-right
bottom-up narrowing with R+.
Definition 3 Let R be a term rewriting system. The inference rule for left-to-right
bottom-up narrowing with R+ is defined as follows:
(s, ξ, P ∪ {p})
(σ(s[p ← r]), σ(ξ), P \ shadow(p)) if ∃l → r ∈ R
+,∃σ ∈ S :
σ =MGU(s/p, l)
✷
Theorem 2 If R is convergent, left-to-right bottom-up narrowing with R+ is complete.
✷
A detailed proof of Theorem 2 can be found in [7]. It uses the fact that every leftmost-
innermost rewriting derivation consists of a sequence of “chains”. Since each of these
“chains” can be contracted to one application of a rule from R+, it is easy to prove the
completeness, using a lifting lemma for narrowing and rewriting derivations (cf. [8]).
Notice that in a left-to-right bottom-up narrowing derivation step the set of possible
narrowing positions is decreased, which implies that left-to-right bottom-up narrowing
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with R+ terminates, if R+ is finite. This termination condition is closely related to
the termination condition for basic narrowing, which was given by Hullot in [6]. Hullot
proves: If there are no infinite narrowing derivations issuing from the right-hand sides of
the term rewriting rules, the basic narrowing algorithm terminates. We conjecture that
both termination conditions are equivalent, if R is terminating.
It is easy to see that left-to-right bottom-up narrowing with R+ is as efficient as left-to-
right basic narrowing with R. This is due to the tradeoff in non-determinism: We can
forget the positions introduced by the right-hand sides, but we have to use the extra term
rewriting rules in R+.
Example 1 Let R = {f(x) → h(x, x), h(a, y) → y, a → b}. Then we have R+ =
R∪ {f(a)→ a}. If we solve the goal by f(z) = a we get the following “narrowing tree”,
in which the thick edges are produced by left-to-right basic narrowing and the thin edges











z -→ x z -→ a





In both procedures we need two narrowing steps to produce the complete solution set
{{z -→ a}}. ✷
Notice that term rewriting systems with a finite basic forward closure are of practical
relevance in the field of code generation. In [3], for example, an efficient bottom-up
pattern matcher is described, which is based on this notion.
For a more detailed presentation of the results discussed here see [7].
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Tree Automata and Complement Problems
in AC-like Theories
Denis Lugiez and Jean-Luc Moysset 1
1 Introduction
Given an equational theory E, a term t, and a set of terms R = {t1, . . . , tn}, to solve
the complement problem t =E t1 . . . t =E tn is to find if there is a ground instance of t
which is not a ground E-instance of any of the t′is. We propose a new solution of this
problem when some functions are associative and commutative and the t′is are linear.
This solution relies on tree-automata which are powerful tools to recognize regular tree
languages. We describe some extensions to other theories and to some non-linear cases.
Moreover we extend a proof given in [3] relying on test-set for the following non-linear
case: when flattening t and the t′is, all occurrences of a non-linear variable are under the
same node.
2 Solving linear AC-complement problems
We take for granted the definitions and notions on terms, equational theories, and tree
automata.2
Our key result is surprisingly simple to state and prove:
Proposition 1 Let t be a linear term, then the set of ground AC-instances of t is a
regular tree language.
The next theorem is a straightforward consequence of the previous property.
Theorem 1 The complement problem t =AC t1∧ . . .∧ t =AC tn where the ti ′s are linear
terms is decidable.
The inductive reducibility modulo AC of a linear term t for a left-linear term rewriting
system is decidable.
1CRIN-INRIA BP 539 54506 Vandoeuvres-les-Nancy, FRANCE Email: lugiez,jmoysset@loria.fr.
2Proofs and missing definitions can be found in [4]
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What’s the trouble with non-linearity?
Before giving some applications and extensions of the previous result, we show which
problem arises when we consider non-linear terms. Let FAC consist of one symbol f ,
and let FNAC consist of two constants 0 and 1 and let t be f(x, x). Then the ground
AC-instances of f(x, x) are extremely difficult to recognize, some of these instances are
trees such that the first son and its brother are not equal, even modulo AC. For instance
f(0, f(1, f(1, 0))) and f(0, f(1, f(1, 0))) are ground AC-instances of f(x, x). To know that
a ground term (with root f) is an instance of f(x, x), one must count 0′s and 1′s and
there is no way to conclude before all 0′s and 1′s have been counted: the ground term is
an AC-instance of f(x, x) if there is an even number of 0′s and an even number of 1′s.
There is no way to design a tree automaton which can manage this. Moreover, there is a
theoretical results which proves that tree automata cannot recognize ground AC-instances
of non-linear terms: the inductive reducibility modulo AC property would be decidable,
and this property was proved undecidable [2].
3 Extending the results
Our solution to linear complement problem can be extended in several ways.
3.1 To some non-linear cases
In [1], tree-automata are extended in order to allow equality tests between brothers. This
class is closed under boolean operations and the emptiness property is decidable. We can
use this result to get decidability results for non-linear complement problems and for the
inductive reducibility modulo AC for non-left-linear term rewriting systems.
Definition 1 The non-linearity of a term is strictly restricted iff for each non-linear
variable x, there exist a position p such that all the occurrences of x occur at positions p.i
with i an integer, and the symbol at position p is not AC.
Theorem 2 The complement problem t =AC t1 ∧ . . . ∧ t =AC tn (resp. =A) where the
t′is are strictly restricted, is decidable.
The inductive reducibility modulo AC (resp. modulo A) of a strictly restricted term t
for a term rewriting system with strictly restricted left-hand sides is decidable.
Proof. Since linearity is strictly restricted, the definition and proofs in [1] need few
changes only. The syntactical equality = is replaced by =AC , moreover the automata that
are used satisfy the property if t reaches some state, then all AC-variants of t also reach
this state. Therefore the algorithm to decide the emptiness of the language accepted by
automata with equality test modulo AC is a straightforward adaptation of that of [1].
3.2 To some other theories
The previous results can be easily extended to other theories. The first one is the AC1
theory, i.e AC with unity: for each AC-symbol f , there exists a constant e such that
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f(x, e) = x. To handle this new equation, we add the rules e → qe and f(q, qe) → q
and f(qe, q) → q. The second one is the associativity theory: we simply drop the rules
handling commutativity and we introduce the rules for associativity at the right place.
Therefore we get the theorem:
Theorem 3 The complement problem t =AC1 t1 ∧ . . .∧ t =AC1 tn (resp. =A) where the
t′is are linear terms is decidable.
The inductive reducibility modulo AC1 (resp. modulo A) of a linear term t for a
left-linear term rewriting system is decidable.
This approach also works for ACI axioms,i.e for functions f which are AC and satisfy
the idempotency axioms f(x, x) = x.
3.3 Using a abstract criteria
Actually, the previous extensions follow from the general theorem:
Theorem 4 Let L be a class of tree-automata closed under the boolean operations and
such that the emptiness of the language accepted by an automa of L is decidable, let E be
a equational theory such that the set of ground E-instances of any term is the language
accepted by some A ∈ L, then the complement problem and the inductive reducibility
property in E are decidable.
This theorem reduces a difficult problem (complement modulo a theory) to a much
simpler one (prove that the set of ground E-instances of some term are recognizable) and
suggests two fruitful directions of research. The first one is to consider tree automata
which are more general than bottom-up tree automata, the second one is to design syn-
tactical criteria on the theory E which will ensure the property required on the ground
E-instances of a term.
4 Solving some non-linear AC problems
To conclude, we give the decidability of the complement problem modulo AC in a particu-
lar case: all the occurrences of a non-linear variable are under the same node, as described
in the following definition.
Definition 2 A flattened term s is restricted iff all occurrences of a non-linear variable
are under the same node.
And the the main theorem is:
Theorem 5 Let t and t′is be restricted flattened terms, then the complement problem
t =AC t1 ∧ . . . ∧ t =AC tn is decidable.
The proof generalizes the proof given in [3] in the case of one AC-symbol and constants
and it relies on test-set techniques. Tree automata provide nice and simple proofs and
test-set methods give tedious and difficult proofs. However, at the present time, we have
stronger results with test-set methods than with tree automata (but we are currently
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Complexity of E-Unification Problems
Paliath Narendran1
Complexity issues in unification have been investigated a great deal since Paterson and
Wegman published their linear-time algorithm for standard unification. E-unification, or
unification in the presence of an equational theory E, is much more complicated, most
of the problems being undecidable in general. Research has so far concentrated on two
major issues: (i) E-unifiability where one only has to check whether there exists a unifier
for the input terms, and (ii) computing a complete set of E-unifiers for terms especially
when these sets are known to be always finite. In Kapur and Narendran (1989) we briefly
surveyed the results and presented them in tabular form. The present talk updates that
survey and discusses several significant open problems.
1Institute of Programming and Logics, Department of Computer Science, State University of New
York at Albany, Albany, NY 12222, email: dran@cs.albany.edu.
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Dale Miller [1] discovered a class of λ-terms which behave almost like first-order terms
w.r.t. unification: unification is decidable and unifiable terms have most general unifiers
which are easy to compute. His results were taken up by Pfenning [3], who extended them
to the Calculus of Constructions, and by Nipkow [2] who reformulated and used them in
the context of rewrite systems over simply typed λ-terms.
The unification algorithm presented by Miller applies to quantified λ-terms and is
described informally (although rigorously); the algorithms by Pfenning and Nipkow are
formulated at a fairly high level. The purpose of this paper is to present an efficient
implementation which follows the structure of unification for first-order terms. We use
the notation of [2]. In particular the following convention is adhered to: s and t denote
terms, θ substitutions, F , G and H free variables, x, y and z bound variables, a and b
atoms (i.e. variables or constants), c constants, and ss and ts term lists. The notation
a(sn) is short for the iterated application ((. . . (a s1) . . .) sn). Binary application of λ-terms
is written s.t in order to avoid confusion with application in the programming language
used for expressing the algorithms. We follow the convention of keeping bound and free
variables disjoint. Hence the language of λ-terms is defined by the following grammar:
t = F | x | c | λx.t | (t1.t2)
Note that this grammar also allows so called “loose” bound variables as in λx.y, where y
is a bound variable without a corresponding enclosing binder. Such loose bound variables
will not normally occur in our terms, except at intermediate stages of a computation.
A term t in β-normal form is a (higher-order) pattern if every free occurrence of
a variable F is in a subterm F (un) of t such that un is η-equivalent to a list of distinct
bound variables.
Examples of higher-order patterns are F , λx.F (λz.x(z)) and λx, y.F (y, x), examples
of non-patterns are F (c), λx.F (x, x) and λx.F (F (x)). In the sequel all terms are either
implicitly assumed to be patterns or are patterns by construction.
1Institut für Informatik, Technische Universität München, Postfach 20 24 20, W-8000 München 2,
Germany. Email: Tobias.Nipkow@Informatik.TU-Muenchen.De.
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We present the development of a functional program for unification of patterns. Start-
ing with a high-level description we gradually eliminate all features which have no coun-
terpart in ordinary functional languages. Eventually we arrive at a formulation which is
directly executable. A translation of this algorithm into Standard ML is contained in an
extended version of this abstract, which is available directly from the author and which
also treats de Bruijn’s representation of λ-terms.
All algorithms are written in a mixture of simplified Standard ML and mathematics.
In particular we rely on the following basic combinator:
foldl f a [] = a
foldl f a (x :: xs) = foldl f (f(a, x)) xs
2 The first version
We start the development with two basic assumptions:
α : α-equivalent terms are identified.
η : Terms are simply typed and in η-expanded form, except for the arguments of free
variables, which are in η-normal form, i.e. bound variables.
Both assumptions are relaxed during the development.
The first algorithm is a serialization of the inference rules in [2] and is close to Miller’s
algorithm.
unif θ (s, t) = case (sθ↓β, tθ↓β) of
(λxk.F (ym), λxk.G(zn)) ⇒ flexflex(F, ym, G, zn, θ)
(λxk.t, λxk.F (ym)) ⇒ flexrigid(F, ym, t, θ)
(λxk.F (ym), λxk.t) ⇒ flexrigid(F, ym, t, θ)
(λxk.a(sm), λxk.b(tn)) ⇒ rigidrigid(a, sm, b, tn, θ)
flexflex(F, ym, G, zn, θ) = if F = G then flexflex1(F, ym, zn, θ)
else flexflex2(F, ym, G, zn, θ)
flexflex1(F, ym, zn, θ) = if m = n then fail
else {F -→ λym.H([yi | 1 ≤ i ≤ m ∧ yi = zi])} ◦ θ
flexflex2(F, ym, G, zn, θ) = let {xk} = {ym} ∩ {zn}
in {F -→ λym.H(xk)} ◦ {G -→ λzn.H(xk)} ◦ θ
flexrigid(F, ym, t, θ) = if F ∈ FV(t) then fail
else proj {ym} ({F -→ λym.t} ◦ θ) t
rigidrigid(a, ss, b, ts, θ) = if a = b orelse |ss| = |ts| then fail
else foldl unif θ (zip ss ts)
zip (x :: xs) (y :: ys) = (x, y) :: (zip xs ys)
zip [] [] = []
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proj V θ s = case sθ↓β of
λx.t ⇒ proj (V ∪ {x}) θ t
c(sm) ⇒ foldl (proj V ) θ sm
x(sm) ⇒ if x ∈ V then foldl (proj V ) θ sm else fail
F (ym) ⇒ let {zn} = {ym} ∩ V in {F -→ λym.H(zn)} ◦ θ
The free variable H is assumed to be a new variable in each instance. The conditions
m = n and |ss| = |ts| prepare the ground for untyped terms; for typed terms, m = n and
|ss| = |ts| are implied by F = G and a = b, respectively.
3 On-the-fly α-conversion
Let us now drop assumption α and take α-conversion (almost) seriously. We merely
assume that in a term λx.s, s does not contain a subterm λx.t, i.e. nested abstractions
bind distinct variables. If necessary, this assumption can be enforced by preprocessing.
unif θ (s, t) = case (sθ↓β, tθ↓β) of
(λx.s, λy.t) ⇒ unif θ (s, t{y -→ x})
(s, t) ⇒ cases θ (s, t)
cases θ (F (ym), G(zn)) = flexflex(F, ym, G, zn, θ)
cases θ (F (ym), t) = flexrigid(F, ym, t, θ)
cases θ (t, F (ym)) = flexrigid(F, ym, t, θ)
cases θ (a(sm), b(tn)) = rigidrigid(a, sm, b, tn, θ)
4 Implementing substitutions
Now we implement substitutions as association lists of variables and terms. Consequently
we replace substitutions of the form {F -→ t} ◦ θ by (F, t) :: θ. The expression sθ↓β
now becomes devar θ s, where devar is a “lazy” form of substitution application: only
in F (. . .) is F replaced by θF ; all other terms are left unchanged. Because devar is lazy,
F ∈ FV(t) becomes occ F θ t:
devar θ (F (yn)) = case assoc F θ of
Some(λxn.t) ⇒ devar θ (t{xn -→ yn})
None ⇒ F (yn)
devar θ s = s
assoc F ((G, t) :: θ) = if F = G then Some(t) else assoc F θ
assoc F [] = None
occ F θ G = (F = G) orelse case assoc G θ of
Some(s) ⇒ occ F θ s
None ⇒ false
occ F θ (s.t) = occ F θ s orelse occ F θ t
occ F θ (λx.s) = occ F θ s
occ F θ = false
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5 On-the-fly η-expansion
The following modifications remove the need to work with η-expanded simply typed terms.
This is not just relevant for applications to untyped terms. It also paves the way for
terms containing type variables which may get instantiated during unification because
such instantiations may require further η-expansions.
However, we still retain the assumption that all arguments to free variables must be
bound variables. This merely simplifies the notation and can be relaxed, for example, by
a preprocessing phase that η-normalizes the arguments of free variables.
unif θ (s, t) = case (devar θ s, devar θ t) of
(λx.s, λy.t) ⇒ unif θ (s, t[x/y])
(λx.s, t) ⇒ unif θ (s, t.x)
(s, λx.t) ⇒ unif θ (s.x, t)
(s, t) ⇒ cases θ (s, t)
devar θ s = case strip s of
(F, ys) ⇒ case assoc F θ of
Some(t) ⇒ devar θ (red t ys)
None ⇒ s
⇒ s
red (λx.s) (y :: ys) = red (s[y/x]) ys
red s (y :: ys) = red (s.y) ys
red s [] = s
strip t = let strip (f.t) ts = strip f (t :: ts)
strip t ts = (t, ts)
in strip t []
6 Pattern-matching
As a final step towards an executable algorithm we remove all occurrences of (program-
ming language) patterns of the form a(sm) in favour of the destructor strip:
cases θ (s, t) = case (strip s, strip t) of
((F, ym), (G, zn)) ⇒ flexflex(F, ym, G, zn, θ)
((F, ym), ) ⇒ flexrigid(F, ym, t, θ)
( , (F, ym)) ⇒ flexrigid(F, ym, s, θ)
((a, sm), (b, tn)) ⇒ rigidrigid(a, sm, b, tn, θ)
proj V θ s = case strip(devar θ s) of
(λx.t, ) ⇒ proj (V ∪ {x}) θ t
(c, ss) ⇒ foldl (proj V ) θ ss
(x, ss) ⇒ if x ∈ V then foldl (proj V ) θ ss else fail
(F, ym) ⇒ let {zn} = {ym} ∩ V in (F, λym.H(zn)) :: θ
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Undecidability of the Horn-Clause
Implication Problem
Jerzy Marcinkowski1 and Leszek Pacholski2
1 Introduction
In this paper we prove that the problem “given two Horn clauses H1 = (α1∧α2 → β) and
H2 = (γ1∧...∧γk → δ), where αi, β, γi, δ are atomic formulas, decide ifH2 is a consequence
of H1” is not recursive, thus solving one of the last open decidability problems concerning
formulas in pure predicate logic (i.e. without equality symbol). It follows from a result
of M. Schmidt-Schauß [6], that the problem, if a Horn clause (α → β), with α, β atomic,
implies another Horn clause, is decidable.
Problems concerning decidability of restricted classes of quantificational formulas have
been studied since the thirties by W. Ackermann, P. Bernays, J. Büchi, K. Gödel, W.
Goldfarb, Y. Gurevich, L. Kalmár, H.R. Lewis, M. Schönfinkel, H. Wang and many others
(see [2]). Recently several papers on the clause implication problem have been written by
researchers being motivated by problems in artificial intelligence. (see e.g. [6] [3]).
We use standard notation and terminology. An atomic formula is an expression of
the form Q(t1, ..., tk), where Q is a relation symbol and t1, ..., tk are terms. A literal is an
atomic formula or a negation of an atomic formula. A clause is a disjunction of literals.
A ground clause (term) is a clause (term) without variables. A clause with n literals is
called a n-clause, a unit clause is a 1-clause. A Horn clause is a clause with at most
one non-negated literal, or equivalently a formula of the form α1 ∧ α2 ∧ ... ∧ αk → β,
where α1, α2, ..., αk, β are atomic formulas. The Horn clause above a k-Horn clause.
Let A and B be two clauses. We say that A implies B, if A  B, or equivalently,
if (∀x1)...(∀xm)A → (∀y1)...(∀yn)B holds, where x1, ..., xm, y1, ..., yn are all variables in
A and B (we can and do assume, that A and B have disjoint sets of variables). The
clause implication problem is equivalent to the satisfiability problem for the set formulas
consisting of the clause A and ground unit clauses obtained by the negation of B.
A tree T is a k-tree if each non-leaf node of T has exactly k sons. We identify k-trees
with sets of words over the alphabet {1, 2, ..., k}, which are closed under prefixes, i.e. if
1Institute of Computer Science, University of WrocTlaw, Przesmyckiego 20, 51-151 WrocTlaw, Poland,
Email: jmarcink@plwruw11.bitnet.
2Institute of Mathematics, Polish Academy of Sciences, Kopernika 18, 51-617 WrocTlaw, Poland, Email:
jmarcink@plwruw11.bitnet.
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w ∈ T and v is a prefix of w, then v ∈ T . Given a tree T , we put (T )w = {v : ∃u ∈
T , u = wv}, i.e. (T )w is the subtree of T rooted at w.
It is easy to notice that to study the problem, if one Horn clause implies another, it
suffices to assume that all Horn clauses under consideration are of the form
H = (Q(Γ1) ∧Q(Γ2) ∧ . . . ∧Q(Γk)→ Q(Γ)) (1)
where Γ,Γ1,Γ2, ...,Γk are n-tuples of terms, for n being the arity of Q. Again, it is easy
to notice that we can furthermore assume, that the arity of Q is 1, so Γ,Γ1,Γ2, ...,Γk are
either variables or terms with the same main symbol.
For a given k-Horn clause H, an H-derivation is a finite labelled k-tree T , whose each
node w is labeled by a n tuple ∆(w) of constant terms (or just a constant term), and
moreover, for each inner node w of T , there exists a substitution σ, such that σΓ = ∆(w),
and σΓi = ∆(wi) for each i ≤ k.
For a set G of n-tuples of constant terms, an H-derivation T will be called a G-H-
derivation, if ∆(w) ∈ G, or ∆(w) is a constant, for each leaf w of T . In other words a
G-H-derivation for a Horn clause H given by (1) is an H-derivation from the set {Q(t) :
t ∈ G} ∪ {Q(c) : c is a constant }.
2 Regular Thue trees
In this chapter, for a given Thue system S, we introduce notions of a S-regular and of a
S-semiregular tree. For the notion of a Thue system see [5]. To fix the terminology, by a
Thue system S over an alphabet Σ we understand a finite set of symmetric productions,
i.e. a finite set of unordered pairs < u, v > of words in Σ∗. We moreover require, that
S is closed, i.e. if < u, v >∈ S, and < u,w >∈ S then < v,w >∈ S. We write S⇐⇒ to
denote that u can be obtained from v by one application of a production in S, and ∗S⇐⇒
to denote that u, v are equivalent in S.
Definition 2.1 Let S = {< ui, vi >: i ∈ I} be a finite set of productions of a Thue system
S in the alphabet {1, 2, ..., p}. We put TS = {u : u is a proper prefix of v, for some <
v,w >∈ S}.
For a set W of words over the alphabet {1, 2, ..., p}, we put ThueS(W) = {u : (∃w ∈
W)(w ∗S⇐⇒ u)}. Finally, we put THUES(W) = pr(ThueS(W )), where, for a set X , pr(X )
denotes the set of all prefixes of X . We call THUES(W), a S-Thue tree of W.
Definition 2.2 (i) Let T be a p-tree. We call a node w ∈ T , S-semiregular, if (T )wui =
(T )wvi , for each i ∈ I. We call a node w S-regular if it is S-semiregular and if TS ⊆ (T )w.
(ii) A p-tree T is S-semiregular, if every node of T is semiregular. Given a finite set
G of semiregular trees, a S-semiregular p-tree T is called G-S-regular if for each node w
of T , either w is S-regular, or (T )v is in G for some, non-necessarily proper, prefix v of
w.
Lemma 2.3 For every Thue system S and each set W of words over the alphabet
{1, 2, ..., p}, THUE(W) is a S-semiregular p-tree.
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Lemma 2.4 Every semiregular tree containing a node w contains all elements of the set
{v : w ∗S⇐⇒ v} . So, if there exists a finite semiregular tree containing w, then the set
{v : w ∗S⇐⇒ v} is finite.
Definition 2.5 We say that a closed Thue system S is good, if (TS)v = ∅, for every
< u, v >∈ S.
Definition 2.6 We denote by HS the Horn clause
Q(Γ1) ∧Q(Γ2) ∧ . . . ∧Q(Γp)→ Q(Γ),
where Q is an unary relation symbol, and
(i) Γ = g(t1, t2, . . . tp) is a term built over the language containing exactly one p-ary
functional symbol g and no constant symbols. For a word w, Γ has g in the position w
iff w ∈ TS . The variables of Γ in positions u and v are equal iff < u, v >∈ S. (ii) For
i ∈ {1, 2, ..., p}, Γi = ti.
From now on, we consider terms built from variables, a function symbol g and from a
constant c. So, a constant term is uniquely determined by the tree of its function symbols
g, so we can, and will identify constant terms with the corresponding trees. The next
lemma describes the structure of G-HS-derivation and establishes a duality between terms
and HS-derivations.
Lemma 2.7 (i) If the root of an HS-derivation D is labeled by a constant term ∆, then
for each node w of the derivation, we have ∆(w) = (∆)w.
(ii) If the root of a G-HS-derivation D is labeled by a constant term ∆, then ∆ is a
semiregular tree.
Lemma 2.8 (i) If the root of a constant term ∆ is a regular node, then there exists a
substitution σ, such that ∆i = σΓi, for i ∈ {1, 2, ..., p}. and
∆ = σΓ. (2)
(ii) If a constant term ∆ is a G-S-regular tree, then ∆ is a label of the root of a
G-HS-derivation D.
3 Existence of paths in p-clause derivations
Definition 3.1 We say that a good Thue system S over {1, 2, ..., p} is very good if it is
closed, and the following conditions are satisfied:
(i) if < u, v > is a production of S, then both u and v are non-empty and have length
at most 2. Moreover, at least one of them has length 2.
(ii) Symbols of the alphabet are divided into two disjoint categories, called dynamic
and static, in such a way that:
(a) if a symbol i ∈ {1, 2, ..., p} occurs in a production < i,w >, for w ∈ {1, 2, ..., p}∗,
then it is dynamic,
(b) if a symbol i occurs in a production of a form < ji, vk > , where v ∈ {1, 2, ..., p}∗,
and j, k ∈ {1, 2, ..., p}, and k is dynamic, then i is dynamic,
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(c) if a symbol i occurs in any production of the form < ij, v > with v, j as above,
then i is static.
(iii) The set of words w containing exactly one dynamic symbol as the last symbol of
w such that {v : w ∗S⇐⇒ v} finite is not recursive.
Lemma 3.2 Assume that w
∗S⇐⇒ v. Then w and v have the same number of dynamic
symbols. If w contains exactly one dynamic symbol as its last symbol, then also v contains
exactly one dynamic symbol as its last symbol. If w contains no dynamic symbols then
the length of w is equal to the length of v.
Lemma 3.3 There exists a very good Thue process S.
For the rest of this section we fix G = {g(c, c, . . . , c)}.
Lemma 3.4 Let t be a word which contains at most one dynamic symbol which, moreover,
can appear only as the last symbol of t, and let T = THUE({t}). If T is finite, then
there exists a G-S-regular tree U containing T and having the same depth as T .
As an immediate consequence of Lemma 2.4, Lemma 2.7, Lemma 2.8 and Lemma 3.4 we
get the following corollary.
Lemma 3.5 Let w be a word containing exactly one dynamic symbol as its last symbol.
Then the set {v : w ∗S⇐⇒ v} is finite iff there exists a G-HS-derivation containing w as an
inner node or as a leaf labeled by the term g(c, c, . . . c).
As Lemma 3.5 and Lemma 3.3 give the main result of this section.
Theorem 3.6 There exists an integer p and a p-Horn clause HS in a language containing
one unary predicate symbol Q, a constant c and a p-ary function symbol g, such that, for
G = {c, g(c, c, ..., c)}, the problem whether, for a given w, there exists a G-HS-derivation
containing w as an inner node or as a leaf labeled with the term g(c, c, . . . c) is undecidable.
To derive the final result from Theorem 3.6 several technical lemmas are needed. First,
to replace an unknown p by 2, then, to hide a large uncontrollable term that appear in
the root of the derivations considered and finally to force the derivation tree to contain
the given branch. More details can be found in [4]
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Unification in a Combination of Equational
Theories with Shared Constants and its
Application to Primal Algebras
Christophe Ringeissen1
1 Introduction
The general idea of the unification in a combination of theories consists in breaking an
equational problem into sub-problems that are pure in the sense that they can be solved in
one component of the combination. This problem was initiated in [5, 9, 11] where syntactic
conditions on the axioms of the disjoint theories to be combined were assumed. Then,
this problem has been solved by M. Schmidt-Schauß [8] and A. Boudet [2] in the general
case of arbitrary disjoint equational theories: a unification algorithm with free constants
and a free constant elimination algorithm should be provided for each equational theory.
Recently, F. Baader and K. Schulz [1] have shown an improved method for solving the
combined unification problem: only one algorithm for solving unification with linear free
constant restriction, which is a slight generalization of unification with free constants, is
necessary for each equational theory.
The problem considered in this paper is the unification in the union E1 ∪E2 of equa-
tional theories E1 and E2 where E1, E2 are built over non disjoint signatures: they shared
only constants. In this context, we are faced to several problems:
• Solving pure equations in the related component of the combination is sound with
disjoint equational theories, but what about non disjoint ones? We show that this
essential feature is still available for equational theories with only shared constants.
• The theory of the top symbol may change during an E1∪E2-equational proof, thanks
to collapse axioms, for example f(x, x) = x, but also now thanks to axioms s =E1 c
and c =E2 t, where c is a shared constant. The change of theory is achieved through
a variable or a shared constant. Therefore, treating variables as free constants is
no more sufficient, we must also take into account shared constants. By adding a
transition rule for this last case, we derive a complete unification algorithm from
the one designed in [1].
1CRIN-CNRS & INRIA-Lorraine, BP 239 54506 Vandoeuvre-lès Nancy Cedex France, Email:
Christophe.Ringeissen@loria.fr.
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The unification algorithm is illustrated on a particularly interesting class of equational
theories generated by some finite algebras called Primal Algebras for which unification is
of greatest interest since it is unitary [3, 6]. We show how a convenient strategy improves
some a priori nondeterministic steps of the algorithm.
Unification in Primal Algebras has attracted considerable interest for its applications
to hardware descriptions [4, 10].
A full paper is available [7].
2 Combined Algorithm with Shared Constants
Let E1, E2 be equational theories over signatures F1, F2 and let E = E1∪E2 denotes their
union over F = F1 ∪ F2. The set SC = (F1)0 ∩ (F2)0 of shared constants may be non
empty.
The first step of the combination algorithm transforms an equational problem Γ into a
pair (Γ1,Γ2) of pure (respectively in E1, E2) equational problems such that Γ and Γ1 ∧Γ2
are equivalent. Purification is achieved by applying repeatedly the following rules
Variable Abstraction
Γ ∧ s =? t
Γ ∧ s[ω ←↩ x] =? t ∧ x =? s|ω
if s|ω is an alien subterm of s, x is fresh.
Impure Equation
Γ ∧ s =? t
Γ ∧ x =? s ∧ x =? t if s ∈ T (F1, X)\X, t ∈ T (F2, X)\X, x is fresh.
In the context of disjoint equational theories, the main difficulty of the algorithm is
to combine unifiers computed for each equational theory Ei. The reason is that a same
variable may be instantiated in both theories. In order to introduce and justify the new
transformation rules, it is shown first that a pair (Γ1,Γ2) of pure equational problems may
be solved thanks to the computation of unifiers in the combination of disjoint equational
theories. When some constants are shared, we need to consider each possible instantiation
of variables with shared constants (in addition to identify variables in all possible ways)
before choosing the theory, otherwise we forget some solutions as shown in the following
example.
Example: Let us consider E1 = {x J = } and E2 = {x+ = } two consistent
equational theories sharing . The equation (x J  =? x + ) is valid in E and con-
sequently unifiable. A unification algorithm in the union of disjoint equational theories
works as follows with this equation. A new variable is added in order to obtain two pure
equations (x J  =? y) and (x +  =? y) where y must be treated as a free constant in
one theory. There is no solution to these equations. Otherwise we get y =Ei , that is Ei
is inconsistent which yields a contradiction. Therefore this algorithm yields no solution
and does not compute a complete set of E-unifiers. Instead, the proposed method forces
to consider both equations (x J =? ) and (x+ =? ).
In the following, we establish how to reuse the combination techniques developed in [1].
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Definition: Let Γi be a i-pure equational problem, ind a mapping from variables
V ⊇ V (Γi) to the set of theory indices {1, 2} and < a linear ordering on V . CSU (ind,<)Ei (Γi)
denotes a complete set of Ei-unifiers σi of Γi w.r.t. linear constant restriction < such that
• xσi = x if ind(x) = i.
• y /∈ xσi if x < y and ind(y) = i.
Given a substitution σ = {x1 -→ t1, . . . xn -→ tn}, σ̂ denotes the equational problem
x1 =
? t1 ∧ · · · ∧ xn =? tn in tree solved form.
Theorem: A complete set of E1∪E2-unifiers of Γ1∧Γ2 are given by all the dag solved
forms φ̂ ∧ ρ̂ ∧ σ̂1 ∧ σ̂2 such that
• φ is an identification on variables:
Dom(φ) ∪Ran(φ) ⊆ V (Γ1 ∧ Γ2).
• ρ is a mapping onto shared constants:
Dom(ρ) ⊆ V (Γ1 ∧ Γ2) and Ran(ρ) ⊆ SC,
where SC denotes the set of shared constants.
• σ1 ∈ CSU (ind,<)E1 (Γ1φρ).
• σ2 ∈ CSU (ind,<)E2 (Γ2φρ).
When a symbol of arity strictly greater than 1 is assumed shared, many problems
arise. For example, there are infinitely many proper shared terms that make a connection
between both equational theories: skolemizing shared variables in one theory does not
capture this kind of potential solution. For this reason, the straightforward generalization
of this work to other shared symbols appears unfortunately to be jeopardized.
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Retrieving Library Functions by Unifying
Types Modulo Linear Isomorphism
Mikael Rittri1
This is a updated summary of a report [12] that was distributed at UNIF’92. The updates
are that CCC-unifiability has been shown to be undecidable [9], and that two related
software retrieval systems have appeared [6, 13].
1 Introduction
Types can be used as search keys in software libraries, especially in functional languages.
This idea was independently proposed by me [10] and by Runciman and Toyn [14], but in
different ways. I suggested retrieving a library function if its type was CCC-isomorphic
to the query, while Runciman and Toyn suggested retrieving it if its type was unifiable
with the query (they also allowed the library function to have extra arguments).
Both CCC-isomorphism and unification are useful, so they should be combined. I
have developed an algorithm for matching modulo CCC-isomorphism [11], which makes
it possible to retrieve a function if its type has an instance that is CCC-isomorphic to the
query. But in some cases, unification is necessary for retrieval, and Paliath Narendran
has shown that unifiability modulo CCC-isomorphism is not decidable [9].
2 Linear isomorphism suffices for library search
What is CCC-isomorphism, then? It is the isomorphism between types that holds in any
Cartesian closed category (CCC). An equivalent definition is that two types A and B are
CCC-isomorphic iff there are λ-expressions f : A → B and g : B → A such that the
equalities g ◦ f = idA and f ◦ g = idB hold in simply typed λβη-calculus with surjective
pairing [4]. This isomorphism is more familiar as equality in the algebra (N, 1,×, ↑) of
natural numbers with 1, multiplication and exponentiation, which is a CCC. Table 0.1
gives an equational axiomatization [1, 7, 15].
Why should CCC-isomorphism be used in software retrieval? Because when two types
A and B are CCC-isomorphic, it is easy to convert back and forth using the bijections
1Department of Computer Sciences, Chalmers University of Technology and University of Göteborg,




A×B ∼= B × A (Com-2)
(A×B)× C ∼= A× (B × C) (Ass-2)
1 × A ∼= A (Ass-0)
(A×B)→ C ∼= A → (B → C) (Cur-2)
1→ C ∼= C (Cur-0)
A → (B × C) ∼= (A → B)× (A → C) (Dist-2)
A → 1 ∼= 1 (Dist-0)
Table 0.1: Equational axioms for CCC-isomorphism.
f and g that must exist. This means that a programmer often must make an arbitrary
choice between several isomorphic types when he implements a library function, and a
library user cannot guess which one was chosen. Instead, the user’s query type should
retrieve any function of an isomorphic type.
But some useful library functions can be retrieved only if we allow instantiation of
library types and query types before we check CCC-isomorphism. This is unifiability
modulo CCC-isomorphism, which unfortunately is not decidable [9], although matchabil-
ity is [9, 11]. If we want to unify, we are thus forced to change the equational theory. I
have chosen to remove the (Dist-2) and (Dist-0) axioms of Table 0.1, not only to make
unification possible, but because I think they are not really needed. Their associated bi-
jections are not linear in the sense of linear logic, as are those of the other axioms. To be
linear in this sense means that each variable should be bound once and used once [3, sec-
tion 7], and the bijections for (Dist-2) must use some variables twice, while the bijections
for (Dist-0) must bind variables they do not use. A non-linear bijection can change the
amount of shared computation, and since most library functions have a natural amount of
sharing that a user can guess, only the linear bijections are needed for library search. For
instance, if a function returns a B-value and a C-value in a single computation for every
A-value, its most natural type is A → (B×C), but if it computes only B-values for some
A-values and only C-values for others, it is more natural to split it into a function-pair
of the distributed type (A → B) × (A → C). Therefore, the choice between isomorphic
types is arbitrary only when the isomorphism is linear. When it is not linear, the user
has an excellent chance of guessing the choice of the library programmer.
Sergei Soloviev has shown that the five linear axioms in Table 0.1 are equationally
sound and complete for linear CCC-isomorphism [16]. In the terminology of category
theory, the five axioms describe the types that are isomorphic in all symmetric monoidal
closed categories, sometimes called SMC categories or just closed categories.
A unification algorithm modulo these axioms has been given by Narendran, Pfenning
and Statman [9].
3 Experiments with equational unification
I have implemented the unification algorithm of Narendran et al. [9] on top of a Standard
ML program for associative-commutative unification [5]. But unrestricted unifiability
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would be too liberal for function retrieval. When query variables express polymorphism,
they should not be instantiated. For instance, a library user who seeks a function that
reverses lists will know that its type ∀α. [α]→ [α] is polymorphic, so it makes no sense to
retrieve functions of type [Float ] → [Float ] for such a query. Therefore, bound variables
in a query are not instantiated. But in other cases, a user needs query variables to stand
for unknown types; these variables are free and can be instantiated.
I have added a further restriction that variables in library types must not be instan-
tiated to 1, as this seems to retrieve only rubbish.
The retrieval system is still often too liberal; for instance, if the user seeks a function
of type Q, and allows library functions to have extra arguments by submitting the query
ε → Q, then any function of a type ∀α.A → α will be retrieved via the substitution {α :=
Q, ε := A[Q/α]}. Although the query and the answer are unifiable in this case, they need
not be similar in any other way. To handle this problem, I rank the retrieved functions
by the sizes of the necessary substitutions, with the effect that library functions whose
types need only be instantiated a little (or not at all) are placed first. The motivation is
that the more general type a function has, the less it can do, since it cannot examine the
internal structure of its polymorphic arguments; therefore, the more instantiation needed
to fit a library type to a query, the less likely it is that the associated function is useful.
My definition of substitution size is empirical but works surprisingly well.
Example: Let us look for a function to check membership in a list. To try Runciman
and Toyn’s strategy [14] to allow extra arguments to library functions, we can query with
∀α. ε× α × [α]→ Bool . Since ε is a free variable, unlike α, it can be instantiated to the
unknown type of the extra argument(s). From the Lazy ML library of 294 identifiers, this
query retrieves
mem : ∀β. β → [β]→ Bool (0, 2)
member : ∀βγ. (β → γ → Bool)→ β → [γ]→ Bool (1, 7)
(=) : ∀β. β → β → Bool (5, 5)
. . . thirty-four functions omitted. . .
...
while : ∀β. (β → Bool)→ (β → β)→ β → β (9, 47)
Thirty-eight functions are retrieved, but the two relevant ones have the best ranks. The
mem function is retrieved via the substitution {β := α, ε := 1}, and member, which takes
an equivalence test as argument, is retrieved via {β := α, γ := α, ε := (α → α → Bool)}.
Note that the type of member is more general than the query.
An older version of the retrieval system has been used for more than a year by the Lazy
ML programmers at Chalmers. Most of them find it a useful tool, and Thomas Hallgren
and Staffan Truvé have made a window-based interface that allows users to click at a
retrieved function to get a look at its source code. The retrieval time varies between a few
seconds and a minute on a SUN-4. It should be said, though, that a plain isomorphism
test is usually enough for retrieval; matching and unification are seldom needed.
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4 Related work
Brian Matthews [6] has extended my retrieval method to the Haskell language, which uses
a system of type classes to deal with overloaded operators. The unification must then be
order-sorted.
Roberto Di Cosmo [2] has shown that the seven axioms in Table 0.1, although complete
for simply typed λ-calculus, are not complete for Hindley/Milner types. Some extra
axioms like ∀α.A × B ∼= ∀αβ.A × (B[β/α]) would make them complete, but the extra
ones can be used directly when the compiler derives types, in which case a retrieval system
does not need them.
I know of two attempts to use formal specifications as queries; both use type queries as
an initial filter. Richard Morgan [8] has built a theorem prover on top of Boyer/Moore’s,
while Rollins and Wing [13] use λ-Prolog.
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Feature Algebras as Coalgebras:
A Category Perspective on Unification
William Rounds1
A feature algebra is a set of objects, together with a collection of partial unary functions
called features . One use of feature algebras is to regard the elements as real-world objects,
and the features as functions, which when evaluated, return attributes of those objects.
Thus the notion of extensionality is important: an algebra is extensional if (intuitively)
whenever two objects have the same features, then they are the same. We characterize
the notion in terms of subsumption relationships induced by algebra homomorphisms. We
prove representation theorems for extensional algebras, using two technical definitions of
extensionality. One such class is the class of F -extensional algebras in which isomorphic
elements are identified, and the other is the class of strongly extensional algebras, in which
“bisimilar” elements are identified. Both of these definitions are slightly stronger than
the “true” intuitive defintions, modulo a minor technicality for F -extensional algebras.
Now the extensional algebras turn out, by these theorems, to be “structurally determi-
nate,” to borrow a phrase from Barwise. That is, the elements of these algebras are data
structures akin to graphs or terms, in which, for example, unification can be successfully
defined. The reason for this is that the representation theorems can be stated in category-
theoretic terms, which gives us the focus for this abstract, and also relates the topic to
that of general unification theory. It turns out that feature algebras are the coalgebras of
certain obvious functors on the class of sets. The extensional algebras of both types form
a natural class of algebras in which unification, as a partial binary operation on pairs of
elements, is a join operation with respect to the subsumption ordering. This follows from
the explicit representation of the extensional algebras, and then from the characterization
of two particular algebras as final coalgebras of the appropriate functors.
The analogy to ordinary unification of terms helps us to understand these results. Term
unification is with respect to the term algebra, which is initial in the category of algebras
of a certain standard functor essentially given by the signature. Feature unification, on
the other hand, works on the final coalgebras of roughly the same functor.
1Artificial Intelligence Laboratory, EECS Department, University of Michigan, Ann Arbor, Michigan
48109, email: rounds@caen.engin.umich.edu.
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Constraint Programming Based on
Relative Simplification
Gert Smolka1
Constraint logic programming, concurrent logic programming and negation as failure
are three well-established subareas of logic programming that developed more or less
independently. More recently it turned out that at least constraint and concurrent logic
programming can be profitably merged into one more general paradigm, now becomming
known under the name concurrent constraint programming. We argue that negation
also fits well into this new paradigm, and that in fact the operational semantics for deep
guards in concurrent logic programming has much in common with constructive negation,
a powerful operational semantics for negation in logic programming.
We present a rewrite calculus that gives a unified and abstract operational account
of concurrent constraint languages with disjunction and negation. The calculus is pa-
rameterized with respect to a constraint theory and a program extending the constraint
system with new predicates. Computation amounts to rewriting expressions according to
the rules of the calculus. The major inovation of the calculus is the principle of relative
simplification, which simplifies a constraint at a position P in an expression E modulo
its context, which is a constraint uniquely determined by P and E. The principle of
relative simplification at the same time provides for constraint simplification, incremental
entailment checking, deep guards, and constructive negation.
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Relative Simplification for and
Independence of CFT
Gert Smolka and Ralf Treinen1
1 Introduction
Records are an important data structure in programming languages. They appeared
first with imperative languages such as algol 68 and Pascal, but are now also present
in modern functional languages such as SML. A major reason for providing records is
the fact that they serve as the canonical data structure for expressing object-oriented
programming techniques.
In this paper we will show that records can be incorporated into logic programming
in a straightforward and natural manner. We will model records with a constraint system
CFT, which can serve as the basis of future constraint (logic) programming languages.
Since CFT is a conservative extension of Prolog II’s rational tree system [9, 10], the
familiar term notation can still be used. We haven chosen to admit infinite trees so that
cyclic data structures can be represented directly. However, a set-up admitting only finite
trees as in the original Horn clause model is also possible.
2 Records are Feature Trees
We model records as feature trees [6, 7]. A feature tree is a tree whose edges are labeled
with symbols called features, and whose nodes are labeled with symbols called sorts. The
features labeling the edges correspond to the field names of records. As one would expect,
the labeling with features must be deterministic, that is, every direct subtree of a feature
tree is uniquely identified by the feature of the edge leading to it. Feature trees without
subtrees model atomic values (e.g., numbers). Feature trees may be finite or infinite.
Infinite feature trees provide for the convenient representation of cyclic data structures.
A ground term, say f(g(a, b), h(c)), can be seen as a feature tree whose nodes are
labeled with function symbols and whose arcs are labeled with numbers. Thus the trees
corresponding to first-order terms are in fact feature trees observing certain restrictions
(e.g., the features departing from a node must be consecutive positive integers).
1Deutsches Forschungszentrum für künstliche Intelligenz (DFKI), Stuhlsatzenhausweg 3, D6600 Saar-
brücken, Germany. Email: {smolka,treinen}@dfki.uni-sb.de.
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3 Record Descriptions
In CFT, records (i.e., feature trees) are described by first-order formulae. To this purpose,
we set up a first-order structure T (CFT’s standard model) whose universe is the set of all
feature trees (over given alphabets of features and sorts), and whose descriptive primitives
are defined as follows:
• Every sort symbol A is taken as a unary predicate, where a sort constraint x:A
holds if and only if the root of the tree x is labeled with A.
• Every feature symbol f is taken as a binary predicate, where a feature constraint
x[f ]y holds if and only if the tree x has the direct subtree y at feature f .
• Every finite set F of features is taken as a unary predicate, where an arity constraint
xF holds if and only if the tree x has direct subtrees exactly at the features appearing
in F .
The descriptions or constraints of CFT are now exactly the first-order formulae obtained
from the primitive forms specified above, where we include equations “x = y” between
variables.
A feature constraint x[f ]y corresponds to field selection for records. A more familiar
notation for x[f ]y might be y = x.f . Note that the field selection function “x.f” is partial
since not every record has a field f .
Next we note that the familiar term notation can still be used in CFT if a little
syntactic sugar is provided. For instance, the equational constraint
X = point(Y,Z)
employing the binary constructor point translates into the conjunction
X: point ∧ X{1, 2} ∧ X[1]Y ∧ X[2]Z.
Note that constructors and features are dual in the sense that features are argument
selectors for constructors.
CFT can also express constructors that identify their arguments by keywords rather
than by position. For instance, the equation
P = point(xval:X, yval:Y, color:Z)
can be taken as an abbreviation for
P: point ∧ P{xval, yval, color} ∧ P[xval]X ∧ P[yval]Y ∧ P[color]Z.
Compared to the standard tree constraint systems, the major expressive flexibility
provided by CFT is the possibility to access a feature without saying anything about the
existence of other features. The constraint
X[color]Y
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says that X must have a color field whose value is Y, but nothing else. Hence we can
express properties of the color of X without knowing whether X is a circle, triangle, car
or something else. Using constructor constraints, we would have to write a disjunction
X = circle(. . . ,Y, . . .) ∨ X = triangle(. . . ,Y, . . .) ∨ . . .
which means that we have to know statically which alternatives are possible dynamically.
Moreover, disjunctions are expensive computationally. In contrast, feature constraints
like X[color]Y allow for efficient constraint simplification, as we will see in this paper.
Descriptions leaving the arity of a record open are also essential for knowledge repre-
sentation, where a description like
X: person[father: Y, employer: Y]
should not disallow other features. In CFT this description can be expressed by simply
not imposing an arity constraint:
X: person ∧ X[father]Y ∧ X[employer]Y.
4 Constraint Simplification
The major technical contribution of this paper is the presentation and verification of a
constraint simplification method for CFT. This method provides for incremental entail-
ment / disentailment checking as it is needed for more advanced constraint programming
frameworks [14, 15].
To state our technical results precisely, let a simple constraint be a formula in the
fragment
[x:A, x[f ]y, xF, x = y, ⊥, ]∧,∃
obtained by closing the atomic formulae under conjunction and existential quantification.
Let γ and φ be simple constraints. We give a method that decides simultaneously entail-
ment γ |=CFT φ and disentailment γ |=CFT ¬φ. This method can be implemented by
an incremental algorithm having quasi-linear complexity, provided the features possibly
occurring in γ and φ are restricted a priori to some finite set. We also prove that CFT
satisfies the independence property, that is,
γ |=CFT φ1 ∨ . . . ∨ φn ⇐⇒ ∃i: γ |=CFT φi.
Hence, our decision method can decide the satisfiability of conjunctions of positive and
negative simple constraints since
γ ∧ ¬φ1 ∧ . . . ∧ ¬φn |=CFT ⊥
is equivalent to
γ |=CFT φ1 ∨ . . . ∨ φn.




CFT can be viewed as the minimal combination of Colmerauer’s rational tree system
[9, 10] with the feature constraint system FT [6]. In fact, CFT is obtained from FT by
simply adding arity constraints as new descriptive primitive. However, the addition of
arity constraints requires a nontrivial extension of FT’s relative simplification method [6],
which can be seen from the fact that the entailment
x = f(x, y) ∧ y = f(y, y) |=CFT x = y
holds in CFT. (It of course also holds in Colmerauer’s rational tree system.)
Our operational investigations are based on congruences and normalizers of con-
straints, two new notions providing for an elegant presentation of our results. Huet
[11] uses the related notion of “équivalence simplifiable” in his study of rational tree uni-
fication. We improve on Colmerauer’s [10] results for rational trees since our constraints
are closed under existential quantification. For instance, our algorithm is complete for
quantified negative constraints such as ¬∃y∃z(z = f(y, z)).
Feature descriptions have a long and winded history. One root are the unification
grammar formalisms FUG [13] and LFG [12] developed for applications in computational
linguistics (see [8] for a more recent paper in this area). Another, independent root is
Aı̈t-Kaci’s ψ-term calculus [1, 2], which is the basis of several constraint programming lan-
guages [3, 4, 5]. Smolka [16] gives a unified logical view of most earlier feature formalisms
and studies an expressive feature constraint logic.
Feature trees appeared only recently with the work on FT [7, 6]. To our knowledge
the notion of an arity constraint is new. Carpenter’s [8] extensional types are somewhat
related in that they fix an arity for all elements of a type.
A short version of the paper containing the technical results has been accepted for pub-
lication [17]. The full paper including the proofs and an abstract machine implementing
our relative simplification algorithm is published as [18].
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We are concerned in solving higher order unification problem in simply typed lambda
calculus. We present an procedure which finds a complete set of unifiers for a pair of
terms t1, t2. Our approach is close to Dougherty’s one [Dou90] which uses the ideas taken
from a combinatory logic theory. Combinatory logic theory is an alternative, algebraic,
formalization of higher-order logic. There are well known transformations between CL
and λ-calculus. Dougherty shows a nice correspondence between solutions of unifications
problems in both theory. Moreover weak reduction in CL seems to be a good candidate to
a rewriting relation on which we can base the narrowing. Unfortunately weak reduction is
too weak to provide an equivalent of βη-equivalence in λ-calculus. Finding such a relation
is still an open problem. To enrich weak reduction, Dougherty introduced a new relation
defined on systems of terms which covers weak reduction and which permits to define a
unification procedure.
In our approach we define new rewriting relation defined on terms, that needs to enrich
the set of combinatory logic terms by λ-abstraction. Since our relation is defined between
the terms, it permits a unification procedure very similar to first order narrowing.
2 Deciding βη equality on λ-terms
In this part we introduce rewriting relation which decides βη-equality between λ-terms.
The set of terms, which we used is essentially a set of simply typed combinatory logic
terms extended by a λ-abstraction constructor (or a set of simply typed λ-terms extended
by combinators S,K,I). This notion of term covers the notion of term in both λ-calculus
and combinatory logic theory. We have introduced moreover new equality relation (called
=βηSKI) which is essentially βη equality extended by equations:
S = λx.λy.λz.xz(yz), K = λx.λy.y, I = λx.x.
1INRIA-Lorraine & CRIN, 615, rue du Jardin Botanique, BP 101, 54602 Villers-les-Nancy CEDEX
FRANCE, E-mail: vittek@loria.fr
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In the rest of paper we will say that a term t is η0-expandable, iff t ≡ λx0 · · ·λxkae0 · · · en,
a is an atom, xi is of type αi and t is of type α0 → · · · → αk → αk+1 → β. Then
η0[t] ≡ λx0 · · ·λxkλxk+1.ae0 · · · enxk+1
where xk+1 is a variable of type αk+1 not occurring in t.
We will say also that a term t is passive iff t = λx.t1 or t = at1 · · · tn, where a is an
atom different from S,K, I.
Definition 1 Let →DR be the relation on terms defined by the following set of DR-rules.
t →DR t′, iff
• SKI-reduction: t’ is obtained by applying one of the rewriting rules Sxyz →DR
xz(yz), Kxy →DR x, Ix →DR x on some subterm of t, or
• head η0-expansion: if t is η0-expandable then t′ ≡ η0[t], or
• internal η0-expansion: if t contains a subterm t1t2, whe re t1 is passive, t2 is
η0-expandable, then t
′ is obtained by replacing t2 in t by η0[t2].
Theorem 1 Let t be a term, then every sequence of DR-reductions out of t terminates.
Theorem 2 Let t is a λ-term and let C(t) →DR∗ t′. t′ is DR-irreducible. Then t′ =α
η[t ↓β].
From the theorems we can obtain a simple decision procedure for deciding βη-equality
on λ-terms. Let t, t′ are λ-terms, then t =βη t
′ iff (C(t) ↓DR) =α (C(t′) ↓DR).
Example: Let t = λx.(λy.λz.z)x, t′ = (λx.λy.λz.xz(yz)).(λx.λy.x), then C(t) =
KI, C(t′) = SK with appropriate typings. Now we can reduce both terms:
KI →DR λx.KIx →DR λx.I →DR λx.λy.Iy →DR λx.λy.y
SK →DR λx.SKx →DR λx.λy.SKxy →DR λx.λy.Ky(xy)→DR λx.λy.y
and from this we can conclude that t =βη t
′.
3 Unification
Our unification method is based on the narrowing method using DR-reduction rules in-
stead of classical rewriting system. In first order case the narrowing procedure transforms
a pair of terms, say < t1, t2 >, by a narrowing step using a substitution σi until a pair
of two syntacticaly unifiable terms is obtained. Then the composition of all used substi-
tutions σi with most general unifier is the resulting E-unifier of terms t1 and t2. Single
narrowing step using σi consist essentially of choosing a position p in term t1 (or t2) such
that t1|p ( or t2|p) is syntacticaly unifiable with left side of some rewriting rule l → r via
most general unifier σi. Then applying σi on pair < t1, t2 > and providing a reduction
step on σ(t1) (or σ(t2)) at position p with rule l → r. Narrowing gives a complete set of
unifiers for theories having a presentation as canonical rewriting system.
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Our case is very similar to first order case, what can matter is the presence of bound
variables in terms. But thanks α conversion we can suppose (at each step) that set of free
variables and set of bound variables of narrowed term are disjoint, moreover this sets are
pairwise disjoint also with the sets D(σi) and I(σi) for each substitution σi. This permits
us to apply the substitutions on terms in naive fashion and makes the proofs of soundness
and completeness of our method analogous to first order case.
Definition 2 Let t, t′ are terms, we will say that t narrows into t′ using substitution σ,
written t ❀DRσ t
′, iff
• SKI narrow there is some nonvariable position p in t SKI rewriting rule l → r and
idempotent substitution σ such that t|p = s, σ = mgu(l, s), t
′ = σ(t[r]p)
• head η0-expansion same as in the DR rules, σ is the identity substitution
• internal η0-expansion same as in the DR rules, σ is the identity substitution






2 > and let θ is substitution such
that θt′1 =βηSKI θt
′
2, then (σ ◦ θ)t1 =βηSKI (σ ◦ θ)t2.
Definition 3 Set CLNU(t1, t2) is set of all CL-substitutions θ, normalized w.r.t. SKI-
reduction, such that θ(t1) =βηSKI θ(t2).
Theorem 4 (Completeness) Let t1, t2 are λ-terms and let θ ∈ CLNU(t1, t2). Then
there is a pair of terms < t′1, t
′









2) and θ ≤ σ ◦ δ.
Example: Let t1 = a and let t2 = Fa, where a is a constant of type α and F is a
variable. We will now show two runs of our procedure which yield to most important
solutions.
• < a, Fa >→DR[F→Ku]< a,Kua >→DR< a, u > where u is a variable. This terms,
are unified via a substitution θ = [u → a]. So resulting unifier δ = [F → Ka] or
δ′ = [F → λx.a].
• < a, Fa >→DR[F→Suv]< a, Suva >→DR< a, ua(va) >→DR[u→K]< a,Ka(va) >→DR<
a, a >
Here, the θ is identity substitution and resulting unifier δ = [F → SKv] or δ′ =
[F → λx.x].
4 Discussion
We have presented here an procedure for HO-unification in simply typed lambda calculus.
The main idea, inherited from [Dou90], is to transform a problem into combinatory logic
and then looking here for the solutions. We introduce a new set of rules for deciding
extensional equality in combinatory logic and we introduce unification procedure based
on this set of rules. Unfortunately our procedure has infinitely branching searching space.
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This is caused by the fact, that certains symbols introduced during computation have not
completely determinated type and can be ameliorate by using a kind of polymorphism.
In comparison with procedure presented in [Dou90] we can point out some main differ-
ences. The transformation rule ADD ARGUMENT presented in [Dou90] changes the type
of terms. So this rule can be applied only on the head of terms. For application inside the
term one has to provide some DECOMPOSE steps. This is a source of problems in the
case of higher order unification in combination with unification modulo some equational
theory as it is shown in [Joh91][DJ92]. We have replaced the ADD ARGUMENT step
by a η0-expansion step. This rule doesn’t change the type of term, so it can be applied
anywhere inside the term. Our approach is than closer to standard narrowing as it is
known from first order case. Moreover it allows greater area of choosing ’redex’ subterm.
This permits to investigate other reduction/narrowing strategies as they are known from
first order case.
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Recently Nipkow, Qian and Wang published extensions of the higher-order unification al-
gorithm of Huet [2] in [3, 4, 5] which handle higher order E-unification for arbitrary pseu-
doalgebraic equational theories. Unfortunately, the extended algorithms are no longer
minimal in contrast to Huet’s algorithm. What are the sources of the superfluous solu-
tions? How can we avoid them? This will be answered in this paper (see details in [7]). It
will be shown that branches of the search tree may be pruned in many situations without
additional runtime complexity. This may increase both the efficiency of unification and
the understandability of the results in interactive usage.
2 Modular Higher-Order E-Unification
Higher order unification basically does a top down analysis of two λ-terms in β-normal
form. Depending on the kind of the principal functor of the term, different transformation
rules are applied. If both functors are function constants or bound variables simplification
is applied. Simplification does just the same what first order unification algorithms do
in this situation. If one of the functors is a function variable imitation and projection
may be applied. Imitation instantiates the function variable with the functor of the other
term while leaving the arguments given to that functor as general as possible. Afterwards,
simplification is always applicable. Projection tries to instantiate the function variable
with a projection to one of its arguments. Therefore, certain type conditions have to hold.
Applying a breadth first search strategy to theses rules will enumerate all most general
preunifiers of the two λ-terms.
Higher order E-unification requires the adaptation of simplification and imitation.
The adaptation of simplification to E-simplification is quite similar to the combination
of disjoint equational theories in first order unification [5][1]. A unification problem U
is split up into two parts: a pseudoalgebraic equation P in which all alien subterms are
1Forschungszentrum Informatik (FZI), Haid-und-Neu-Straße 10-14, D-W-75 Karlsruhe 1, Germany,
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replaced by variables, and a set of equations M which express the mapping of variables
to alien subterms. The solutions of P may be computed by a first order E-unification
algorithm. Each solution is applied to M . The algorithm is applied recursively to the
resulting unification problem. The application of imitation to a pair of terms is adapted
by substituting all functors which might become equal to the constant functor of one term
according to the underlying equational theory for the function variable of the other term.
In [4, 5] a very advanced notion of alien subterms is described. It is shown that
even λ-abstractions, applications with a bound variable as functor, and ’trivial variable
subterms’ may be encoded as first order expressions. Only applications of a free variable
as a functor to nontrivial arguments are alien subterms. Trivial arguments are a list of
arguments which is exactly the list of bound variables at the occurrence of the application.
The consequence of this definition of alien subterms is that all but the inherently higher
order unification problems are solved by first order algorithms. ’Inherently higher order’
means that imitation or projection is necessary to solve the unification problem.
Both E-simplification and E-imitation are the source for dependent solutions. This
will be explained in the following chapters.
3 Minimality of E-Simplification
Even if the first-order algorithm used for E-simplification returns independent solutions
the solutions might get dependent by resolving the remaining higher-order unification
problems. Consider the following unification problem (variables in upper case, constants
in lower case):
R(2) + S(2) =? R(X) + S(X)
If we separate alien subterms we end up in
A+B =? C +D, A =? R(2), B =? S(2), C =? R(X), D =? S(X)
Solving the first equation of this unification problem considering + as a commutative
operator we get as first alternative [A←C,B←D] which leads to the unification problem
R(2) =? R(X), S(2) =? S(X)
with the solution [X←2]. The second solution of our first order problem is [A←D,B←C]
which leads to the unification problem
R(2) =? S(X), S(2) =? R(X)
with the solution [R←S,X←2] which is clearly dependent on the solution of our first
alternative.
To avoid dependent solutions we could first compute the solutions and check for depen-
dency afterwards. This does not work because higher order unification returns infinitely
many preunifiers in general. We need a more intelligent method.
The process of higher order unification may be described by a search tree. Initially it
consist only of the root which is the original unification problem. The application of a
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transformation rule to a node produces a child node. The tree is traversed by a breadth
first search strategy. Some nodes are in solved form that means a solution may be easily
extracted from them.
If we encounter such a solution during unification we move it along its parents back
to the root. Each node on this path tries not to return dependent solutions assuming
that none of its child returns dependent solutions. Therefore, it checks wether a solution
for one child is also a solution of one of its siblings. If true, this sibling produces a more
general solution and the solution found may be deleted. However, we have to store all
deleted solutions for each child because if several children produce the same solution all
of them will be deleted. We only may delete a solution if this solution solves a sibling for
which it is not already deleted.
This method may only be applied for search trees with finite degree. Also, we may
only delete substitutions. The deletion of preunifiers with flex-flex pairs would require to
decide whether a preunifier solves a certain unification problem. For some higher order
E-matching problems children which always produce dependent solutions may be pruned
before actually computing the solutions for this child (cf. [7]).
4 Minimality of E-Imitation
Even if E-simplification does not lead to dependent solutions the combination of E-
simplification and E-imitation leads to dependent solutions. Look at the following unifi-
cation problem ( + is considered as a commutative operator):
P (a, b) =? c+ d→
{
P =? λx.λy.G(x, y) +H(x, y)
G(a, b) +H(a, b) =? c+ d
}
Application of imitation to the problem on the left hand sight leads to the unification
problem at the right hand side. G and H are freshly introduced function variables of
the appropriate type. Application of simplification to the second equation leads to the
following two alternate solutions:{
G(a, b) =? c




G(a, b) =? d
H(a, b) =? c
}
Applying imitation again leads to the following two alternate solutions:
[P←λx.λy.c+ d,G←λx.λy.c,H←λx.λy.d]
[P←λx.λy.d+ c,G←λx.λy.d,H←λx.λy.c]
These solutions are independent. However, G and H are auxiliary variables not oc-
curring in the original problem. In the original unification problem P is the only free
variable. In respect to P the two solutions are identical.
This happens for all imitations under commutativity. To understand this, we have
to analyze the effect of one imitation followed by one simplification. We observe that
the unification problems for each branch generated by simplification are equivalent up to
renaming of auxiliary variables. Hence, all solutions of one branch are dependent on the
solutions of the other branch. We therefore may prune one of the branches. This effect
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is similar for other ’permuting’ equational theories (cf. [7]). For AC-unification 3 of 7
branches may be pruned due to such dependencies.
Combining one imitation with one simplification for pruning branches of the search
tree prevents the incorporation of this simplification step into the first-order unification
algorithm. Does pruning prevent the application of optimizations built into the first-
order algorithm? Normally not. As may be seen from the example above, imitation leads
to further imitations after a single simplification until a constant with no arguments is
imitated. Hence, the first order algorithm would compute one simplification step in most
cases. Therefore, the combination of imitation with simplification does not hinder the
optimizations of the first order algorithm. Instead the combined step may be further
optimized according to the idea introduced above.
5 Conclusions
Higher-Order E-unification consists of a first-order part and an intrinsically higher-order
part. The first-order part is perfectly solved by the modular approach by applying first
order E-unifcation algorithms. However, the technique leads to dependent solutions. Some
of them may be omitted by the filter process described in this paper.
We just start to understand how the higher-order part of the problem - namely E-
imitation and E-projection - is effectively solved. Transformation rules are known which
solve this problem in principle. However, an optimization of these rules is possible, useful,
and most likely necessary. Therefore, we have to analyze the subtle interplay between
imitation, projection and an equational theory.
This paper is a first step into this direction. It shows optimizations for E-imitation
for ’permutational’ equational theories. Another possible clue for optimizations is to
handle the series of pairs of imitation and simplification steps triggered by one imitation
as described above by special algorithms.
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On Approaches to Order-Sorted Rewriting
Andreas Werner 1
Order-sorted rewriting builds a nice framework to handle partially defined functions and
subtypes. Differing from many-sorted rewriting, the critical pair lemma and Birkhoff’s
completeness theorem do not hold in general. To retain a critical pair lemma, Smolka &
al restrict rewriting to sort decreasing rules. In the last year efforts have been made in
order to get a more general critical pair lemma. In this work we present a new approach
to order-sorted rewriting and compare it with the other ones.
In order to retain Birkhoff’s completeness theorem we generalize Σ-terms to (Σ, E)-
terms (cf. [8], [5]) which denote well-defined elements in every algebra satisfying E. We
also generalize Σ-substitutions in such a way that unification is decidable and finitary
and a critical pair lemma can be proven under the additional restriction that every func-
tion symbol has only one range sort. Such signatures can be obtained by adding new
rules. Starting from well-defined (Σ, E)-terms, e.g. Σ-terms, we can prove that all terms
obtained by rewriting and unification are also (Σ, E)-terms and therefore well-defined in
every Σ-algebra satisfying E.
In general it is not decidable whether an expression is a (Σ, E)-term or whether a
(Σ, E)-term belongs to a certain sort of terms even if the given rewriting system is canon-
ical and there is only one declaration for every function symbol. In the case of (weakly)
sort decreasing and confluent term rewriting systems both properties are decidable by
normalization of the given expression.
In [1], Chen & Hsiang add new function symbols and function declarations to the given
(regular) signature in order to get weakly sort decreasing rules. This may yield a non-
regular signature. In [9], L. With uses term declarations to transform a term rewriting
system to a (weakly) sort decreasing one. Unfortunately, due to the (additional) term
declarations unification becomes undecidable (cf. [5]). Furthermore there exist canonical
(due to our critical pair lemma) rewriting systems which can’t be transformed equivalently
in a (weakly) sort decreasing one.
C. and H. Kirchner presented a different approach. To each term a type expression is
associated expressing possible types of the term which are deduced during computation.
Unfortunately, their unification is in general undecidable.
In [2], H. Comon uses sort constraints based on a fragment of second-order logic in
order to get a critical pair lemma. Unfortunately, the corresponding completion procedure
1SFB 314, University of Karlsruhe, P.O. Box 6980, D-7500 Karlsruhe 1, Germany, E-mail:
werner@ira.uka.de.
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does not terminate even in cases of termination of the other approaches.
This work was supported by the Deutsche Forschungsgemeinschaft as part of the SFB
314.
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The Decidability of Higher-Order Matching
D.A. Wolfram1
1 Introduction
We consider the decidability of a form of matching in the simply typed λ-
-calculus. It is similar to higher-order unification [2] except that one term at most in
each disagreement pair has free variables.
Example 1.1 Here is an example of a higher-order matching problem:
{〈f(f(x)), A(A(B))〉}
where τ(f) = τ(A) = (ι → ι) and τ(x) = τ(B) = ι.
Variables are denoted by lower-case letters, and constant symbols by upper-case ones.
Example 1.1 has the following solutions:
θ0 = {〈f, λy.y〉, 〈x, A(A(B))〉}
θ1 = {〈f, λu.A(u)〉, 〈x,B〉}
θ2 = {〈f, λu.A(A(B))〉}.
In 1976, Huet [3] stated the following about higher-order matching:
This problem is decidable, but the proof is probably hard.
More recently, third-order matching hs been shown to be decidable [1], but its decid-
ability at higher orders appears to remain unknown.
We show that third-order matchability is NP-hard by a reduction from propositional
satisfiability. The projection property is then introduced. If it is undecidable, then higher-
order matching is undecidable; if not, then a type restriction on variables in terms gives
a group of decidable higher-order matching problems of arbitrarily high order.
1Oxford University Computing Laboratory, Programming Research Group, 11 Keble Road, Oxford
OX1 3QD, United Kingdom. Email: David.Wolfram@prg
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2 Matchability is NP-Hard
As a simplification, we shall assume that all terms are in βη-normal form: they have
no β-redexes, and every subterm of the form t whose type is not a base type has been
converted to λx.t(x) where x is not a free variable of t.
Another simplification is that no term will contain any constant symbol. This does not
lead to any loss of generality because Statman’s mapping [4], called the ∗-map, of higher-
order unification problems to those in the pure simply-typed λ-calculus is a bijection.
Example 2.1 When the ∗-map is applied to Example 1.1, we obtain the following pure
matching problem.
{〈f(f(x)), A(A(B))〉} ↔
{〈λy1y2.h1(y1, y2, h1(y1, y2, h2(y1, y2))), λy1y2.y1(y1(y2))〉}
The solutions to this pure matching problem are in one-to-one correspondence with
the solutions in Example 1.1.
{〈f, λy.y〉, 〈x,A(A(B))〉} ↔ {〈h1, λz1z2z3.z3〉, 〈h2, λz1z2.z1(z1(z2))〉}
{〈f, λu.A(u)〉, 〈x,B〉} ↔ {〈h1, λz1z2z3.z1(z3)〉, 〈h2, λz1z2.z2〉}
{〈f, λu.A(A(B))〉} ↔ {〈h1, λz1z2z3.z1(z1(z2))〉}
Theorem 2.2 Third-order matchability is NP-hard.
Proof : We give a polynomial reduction of propositional satisfiability to third-
-order matchability which uses the following encodings.
• A constant m is represented by the simply typed Church numeral
m = λxy. x(x(· · ·x(︸ ︷︷ ︸
m
y) · · ·)) with type restricted to N = ((ι → ι), ι → ι).
• Multiplication of terms of type N is represented by
× = λxyz.x(y(z))
with type (N,N → N), where τ(z) = (ι → ι).
• Addition of terms of type N is represented by
+ = λxyzt.x(z, y(z, t))
of type (N,N → N), where τ(z) = (ι → ι) and τ(t) = ι.
• The dyad combinator is represented by
D = λuvxyz.x(λt.v(y, z), u(y, z))
with type (N,N,N → N).
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Here are the encodings of propositional logic:
• Propositional variable: enc x = D0 1x, where x = λuv.x(λt.u(t), v) with type N .
• Conjunction: enc (x ∧ y) = D0 1(enc x × enc y).
• Disjunction: enc (x ∨ y) = D0 1(enc x + enc y).
• Negation: enc (¬x) = D1 0 (enc x).
If X is a propositional formula, it is straightforward to verify that the third-order
matchability problem {〈encX, 1〉} has an affirmative answer if and only if X is satisfiable,
and that enc X can be constructed in polynomial time. ✷
3 The Projection Property
The projection property is based on the effect of projection substitutions in Huet’s higher-
order unification procedure [2].
Definition 3.1 Given a term t = λx1 · · ·xn. @︸︷︷︸
head
(t1, . . . , tm), the projection property holds
if and only if there exists a substitution π such that
head(tπ) = xi where 1 ≤ i ≤ n.
If this property does not hold for a disagreement pair in a matching problem where
the head of the rigid term corresponds to xi, then the matching problem has no solution.
More strongly, if the projection property is undecidable then higher-order matching is
undecidable. We make the following conjecture.
Conjecture 3.2 The projection property is decidable if and only if higher-
-order matching is decidable.
Sometimes it is possible to predict when the projection property holds, and this de-
pends on the form of a sequence of subterms.
Definition 3.3 A sequence
λx1 · · · xn.@(t1, . . . , tm) = E1, E2, . . . , Ek
of terms is a projection path for xi where 1 ≤ i ≤ n if and only if:
• Ej is an immediate subterm of Ej−1 where 2 ≤ j ≤ k.
• head(Ek) = xi.
• There is no l : 1 ≤ l < k such that head(El) ∈ {x1, . . . xn}.
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Example 3.4 A projection path for v is:




There are two kinds of projection path, and they are defined below.
Definition 3.5 A projection path E1, . . . , Ek is unmixed if and only if whenever
head(Ei) = head(Ej) where 1 ≤ i < j ≤ k, Ei+1 and Ej+1 are corresponding imme-
diate subterms. A projection path is a mixed projection path if and only if it is not an
unmixed projection path.
We can make correct predictions about the projection property for the former kind of
projection path.
Lemma 3.6 The projection property holds for x in a term t if there is an unmixed
projection path for x in t.
Example 3.7 The term λuv.f(λx.f(λg.h(v, u), x), y) has an unmixed projection path
for v. The projection property holds for v with the substitution
π = {〈f, λw1w2.w1(h1(w1, w2))〉, 〈h, λw3w4.w3〉}.
Remark 3.8 The projection property can hold for mixed projection paths. It holds for
v in λuv.f(f(x, λg.h(v, u)), λx.h(x, v)) with the substitution
π = {〈f, λw1w2.w2(w1)〉, 〈h, λw3w4.w3〉}.
We now define a form of matching problem for which the projection property holds.
Lemma 3.9 The projection property holds provided that for all variables f where τ(f) =
(α1, . . . , αn → β) and β is a base type we have αi = αj if and only if i = j where
1 ≤ i, j ≤ n.
Proof : The condition on types in Lemma 3.9 ensures that all projection paths are un-
mixed. ✷
4 Discussion
We have shown that third-order matchability is NP-hard by a polynomial reduction from
propositional satisfiability. We have also conjectured that the decidability of higher-
order matching is equivalent to a property related to projection substitutions, and defined
a group of decidable matching problems of arbitrarily high order. The techniques we
introduce could be used in resolving the decidability of the general problem [5].
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Two-literal clauses of the form {L←R} occur quite frequently in logic programs, deduc-
tive databases, and—disguised as an equation—in term rewriting systems. These clauses
define a cycle if the atoms L and R are weakly unifiable, i.e., if L unifies with a new vari-
ant of R. The obvious problem with cycles is to control the number of iterations through
the cycle. Here we consider the cycle unification problem of unifying two literals G and
F modulo a cycle {Pl1 . . . ln←Pr1 . . . rn} , i.e., we consider additional clauses as follows.
A goal clause – referred to as (calling) goal – of the form ←Ps1 . . . sn , which calls the
cycle, and a fact – called (terminating) fact – of the form Pt1 . . . tn , which terminates
the cycle. A cycle unification problem is then the following one:
Is there a substitution σ such that σPs1 . . . sn is a logical consequence of
{Pl1 . . . ln←Pr1 . . . rn} and Pt1 . . . tn ?
If such a substitution σ exists, then σ is said to be a solution for the cycle unification
problem. For more general cases, cycle unification can be defined in an analogue way. To
solve a cycle unification problem 〈G ◦−→ F 〉{L←R} , consisting of the goal G , the fact F
and the cycle {L←R} , we have to find a substitution which either unifies G and F or
simultaneously unifies each equation in
Ck = {G .= L1} ∪ {Ri .= Li+1 | 1 ≤ i ≤ k} ∪ {Rk+1 .= F}
where k denotes the number of iterations through the cycle.2
In order to be able to control a cycle we have to answer the following questions. Is
cycle unification decidable? How many independent most general solutions has a cycle
unification problem? Does there exist a unification algorithm which enumerates a minimal
and complete set of solutions for a cycle unification problem? Answers to these questions
may help to increase the power of automated theorem provers significantly. For example,
if a cycle is embedded in a larger formula and it can be determined that the correspond-
ing cycle unification problem is unsolvable, then the clauses defining the cycle can be
eliminated from the formula. If a minimal and complete set Σ of solutions for a cycle
unification problem exists and can be enumerated, then any other solution is subsumed
1DFKI, Stuhlsatzenhausweg 3, 6600 Saarbrücken, Germany, Email: wuertz@dfki.uni-sb.de.
2By Xk we denote the syntactic object where each variable occurring in X has the index k attached
to it.
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by a solution in Σ and need not to be considered. If Σ is finite, then this may prune a
potentially infinite search space to a finite one.
Although cycle unification is of significant importance for the field of automated deduc-
tion and logic programming, it has received surprisingly little attention in the literature.
Function-free cycle unification problems, i.e., cycle unification problems defined over vari-
ables and constants only, occur mainly in deductive databases and it can be shown that
under certain conditions these problems do not give rise to infinite computations (cf.
[MN83]). M. Schmidt–Schauß [SS88] has shown that cycle unification is decidable pro-
vided that the goal and the fact are ground, i.e., they do not contain variable occurrences.
Independently, P. Devienne [Dev90] has given a more general result for cycle unification
problems with linear goals and facts, i.e., each variable occurs at most once in the goal
and the fact. He uses essentially the same ideas as Schmidt–Schauß, but a very special
technique based on directed weighted graphs. Devienne’s results were used by De Schreye
et al. [DVB90] to decide whether cycles admit non-terminating queries to deductive sys-
tems. Another approach has been taken by H.J. Ohlbach who represented sets of terms by
so-called abstraction trees which may compress the search space. Moreover, abstraction
trees can be used to compile two-literal clauses and in certain cases a finite abstraction
tree can represent infinitely many solutions of a cycle unification problem [Ohl90]. A fur-
ther approach for unifying infinite sets of terms which are encoded in so called ρ-terms is
described in [Sal92]. The incorporation of ρ-terms into logic programming allows on the
one hand infinite queries and the finite representation of infinitely many answers. On the
other hand, it avoids repeated computation and certain kinds of infinite loops, without
changing the denotational semantics of the programs.
In [BHW92] we developed the theoretical foundations for cycle unification. For various
classes of restricted cycle unification problems we showed their decidability, proved that
they have at most finitely many most general solutions and constructed an algorithm to
compute this set. The most general result concerned the class of non-recursive matching
cycles Cnrm , i.e., cycles {L ← R} for which there exists a substitution σ such that
σL = R or L = σR and  ∃i : x -→ t ∈ σi , x ∈ Var(t) , and t = x .3 This work is an
extension of the previous one since we consider unifying cycles, i.e., the left-hand and the
right-hand side are unifiable [Wür92].
All results depend on certain kinds of paths in a dependency graph. Consider the
cycle unification problem C = 〈G ◦−→ F 〉{L←R} . A dependency graph relates variables
occurring in the goal G and variables of the cycle {L←R} . First, the variables in G are
related to the variables occurring in the first instance of the left-hand side of the cycle,
i.e., L1 . Second, the variables in the i -th instance of the right-hand side of the cycle,
i.e., Ri , are related to the variables in the i + 1 -st instance of the left-hand side, i.e.,
Li+1 . Consider as an example the cycle unification problem
C = 〈Pu1u2u3u4u5 ◦−→ Pababa〉{Pyvywz←Pxyvyw}.
We obtain as the most general unifier of Pu1u2u3u4u5 and Py
1v1y1w1z1 the substitution
σ0 = {u1 -→y1, u2 -→v1, u3 -→y1, u4 -→w1, u5 -→z1}.
3By σi we denote the i–fold composition of σ with itself.
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Furthermore, we obtain as the most general unifier of Pxiyiviyiwi and
Pyi+1vi+1yi+1wi+1zi+1 ) the substitution
σi = {xi -→yi+1, yi -→wi+1, vi+1 -→wi+1, vi -→yi+1, wi -→zi+1}.
From these substitutions we derive a dependency graph representing the bindings in the










The dependency graph defines some paths which we call linear paths and permutations.
In our example the graph defines the restricted linear paths 〈w, z〉 and 〈z〉 and the per-
mutation 〈y, v, y〉 of lengths 2, 1 and 3, respectively.
The most general result concerns cycles {L←R} such that L and R are unifiable,
i.e., there exists a substitution σ such that σL = σR ; they are called unifying cycles.
The class containing only cycle unification problems with unifying cycles is called Cu .
Let 〈G ◦−→ F 〉{L←R} be a cycle unification problem in the class Cu . The following steps
define an algorithm for unifying cycles to compute a minimal and complete set of most
general solutions.
1. If G and F are unifiable, then compute τ as the most general unifier for G and
F restricted to the variables in G .
2. Compute the dependency graph for 〈G ◦−→ F 〉{L←R} .
3. If 〈G ◦−→ F 〉{L←R} ∈ Cu , then compute the lengths l1, . . . , li of all defined re-
stricted linear paths and the lengths m1, . . . , mj of all defined permutations. Let
m = max(1, l1, . . . , li) and N = lcm(1, m1 − 1, . . . , mj − 1) .
4. If Ck is solvable, then compute τk as the most general unifier for Ck , restricted to
the variables occurring in G , 0 ≤ k ≤ m+N − 2 .
5. Let Σ be the set of solutions obtained in steps (1) and (4). If Σ = ∅ , the problem
is unsolvable. Otherwise, iteratively eliminate a substitution α if the current set
of solutions contains another substitution δ with δ •≤ α [Var(G)] . The obtained
set is a minimal and complete set of solutions for the cycle unification problem
〈G ◦−→ F 〉{L←R} .
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As a result we obtain the following theorem for cycle unification problems in the class
Cu .
Theorem 1 Let C be a unifying cycle.
(i) 〈G ◦C−→ F 〉 is decidable.
(ii) 〈G ◦C−→ F 〉 is finitary.
(iii) There exists an algorithm computing a minimal and complete set of solutions for
〈G ◦C−→ F 〉 .
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