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Abstract—Full-duplex communication allows a terminal to
transmit and receive signals simultaneously, and hence, it is help-
ful in general to adapt transmissions to received signals. However,
this often requires unaffordable complexity. This work focuses
on simple non-adaptive transmission, and provides two classes
of channels for which Shannon’s information capacity regions
are achieved without adaptation. The first is the injective semi-
deterministic two-way channel that includes additive channels
with various types of noises modeling wireless, coaxial cable,
and other settings. The other is the Poisson two-way channel, for
which we show that non-adaptive transmission is asymptotically
optimal in the high dark current regime.
Index Terms—Full-duplex channels, two-way channels, Poisson
channels, non-adaptive coding, capacity region
I. INTRODUCTION
Full-duplex communication is gaining popularity for next-
generation networks since it has potential to double the spec-
tral efficiency. Recent applications, such as cloud services,
real-time gaming, live streaming video, and augmented reality,
require high-speed and symmetric performance of uplink and
downlink so accelerate research on full-duplex systems. Prac-
tical examples of full-duplex include wireless settings [3]–[6],
as well as wireline settings, e.g. over coaxial cable [7].
Therefore there is a growing interest in studying fundamen-
tal information-theoretic limits of the full-duplex model, where
a terminal is allowed to transmit and receive simultaneously.
It was first studied by Shannon [8] under the name of two-way
channel (TWC), and inner and outer bounds for the capacity
region of general discrete alphabet memoryless TWCs were
given.
The inner bound is achieved using non-adaptive coding, i.e.,
the transmit signal at each terminal is determined only by
the message, irrespective of the received signals up to that
time instant. Therefore, the signals to be sent at terminals
are independent of each other. The outer bound, on the other
hand, allows those signals to be dependent. Several works
have focused on tightening those bounds [9], [10] (cf. [11,
Chap. 17]). The fact that Shannon’s bounds do not coincide in
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general [12] implies an important technique for coding, namely
adaptation. However, if they do coincide for a given channel,
this implies that adaptive encoding is not needed to achieve
capacity for this particular channel.
Since communication strategies without adaptation simplify
engineering system design, there is growing interest in deter-
mining classes of channels for which the capacity region can
be achieved without adaptation [13]. These channels include
modulo-2 adder channel, the class of symmetric discrete al-
phabet memoryless TWCs [8], and the additive white Gaussian
noise (AWGN) TWC [14]. It is also known that for the
AWGN TWC with additive interference and transmitter side
information, the capacity is achieved by dirty paper coding,
hence, without adaptation [15]. It has recently been established
that adaptation is not needed to achieve capacity for a broad
class of channels with certain symmetric properties [16]–[18].
A more detailed survey is provided in [19, Chap. 2].
Here, we not only study some discrete-time TWCs similar
to above, but also the Poisson channel, which is continuous-
time and has been used to model optical communication
[20] as well as communication over a bacterial cable [21].
The one-way capacity of the continuous-time Poisson channel
has been studied with [22] and without [23]–[25] bandwidth
constraints on input waveforms. Beyond the point-to-point
channel, Poisson multiple-access [26], broadcast [27], and
interference [28] channels have also been studied. As far as
we know, the Poisson TWC is unstudied.
This paper focuses on TWCs for which capacity regions
are achievable without adaptation, and therefore system de-
sign remains simple without losing information rate. We first
consider a class of injective semi-deterministic (ISD) TWCs in
Sec. III. It captures many important two-way communication
models, for example, additive models with various types of
independent noises, such as Gaussian, generalized exponential,
and Cauchy noises, and even some input-dependent noise, as
given in Sec. IV. Those models arise in wireless and coaxial
cable full-duplex communication. In addition, we study the
Poisson TWC in Sec. V, which is a model for optical commu-
nication. It is shown that the capacity region is asymptotically
rectangular as dark current intensity goes to infinity, which
implies that adaptation is asymptotically useless.
Since the first presentation of some of our results [1],
[2], more general characterizations of two-way channel ca-
pacity regions have been established [16]. Notwithstanding,
the purpose of this paper is to show that such information-
theoretic results are insightful for the design of full-duplex
communication schemes over realistic channel models arising
from important communication systems.
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Fig. 1. A memoryless two-way channel model.
II. SYSTEM MODEL AND PRELIMINARIES
A. Channel Model
A two-way channel (TWC) has two terminals: each terminal
is both a source and a destination. This work considers two
different channel settings. One is the canonical discrete-time
memoryless channel used in Secs. III and IV and is com-
pletely specified by a transition probability p(y1, y2|x1, x2)
for xi ∈ Xi, yi ∈ Yi for i ∈ {1, 2}. Herein the alphabet
spaces are the real line R, or equivalently finitely discrete
after discretization [11, Chap. 3.4.1]. The TWC may be subject
to cost constraints on inputs. The other is a continuous-time
channel whose details are deferred to Sec. V.
The canonical discrete-time TWC, depicted in Fig. 1, is
described as follows: Terminal i ∈ {1, 2} wants to send a
message Wi to terminal j 6= i, and the messages are inde-
pendent and uniformly distributed over Wi = {1, . . . , 2nRi}.
Communication takes place over n time units, where in time
t, terminal i uses an encoding function Ei,t :Wi×Yt−1i 7→ Xi
to obtain Xi(t) = Ei,t(Wi, Yi(1), . . . , Yi(t− 1)) which is sent
to terminal j. This type of encoding is known as adaptive
encoding, contrary to non-adaptive encoding where Xi(t) =
Ei,t(Wi). In addition, terminal i uses a decoding function Di :
Wi × Yni 7→ Wj to decode Wˆj = Di(Wi, Yi(1), . . . , Yi(n)).
The collection of the message sets, encoders, and decoders
is known as a code for the TWC. Individual error probabilities
P
(n)
e1 , P
(n)
e2 are defined as follow.
P
(n)
e1 =
1
2n(R1+R2)
2nR1∑
w1=1
2nR2∑
w2=1
P[wˆ2 6= w2|w1, w2 sent],
P
(n)
e2 =
1
2n(R1+R2)
2nR1∑
w1=1
2nR2∑
w2=1
P[wˆ1 6= w1|w1, w2 sent],
and their maximum is P (n)e = max
(
P
(n)
e1 , P
(n)
e2
)
. The rate
pair (R1, R2) is said to be achievable if there exists a sequence
of codes of rate (R1, R2) such that P
(n)
e → 0 as n→∞. The
closure of the convex hull of the set of all achievable rate pairs
(R1, R2) is the capacity region C of the channel, and is the
subject of investigation of this paper.
B. Shannon’s Inner and Outer Bounds
Shannon [8] established an inner bound and an outer bound
of the capacity region C for the canonical memoryless TWC.
These bounds are described next.
Let X1 and X2 be any input random variables (that meet
cost constraints) with corresponding output random variables
Y1 and Y2 induced by the channel transition probability. Then
note that the joint probability distribution of (X1, X2, Y1, Y2)
is given by:
pX1,X2,Y1,Y2(x1, x2, y1, y2)
= pX1,X2(x1, x2)pY1,Y2|X1,X2(y1, y2|x1, x2).
Define P as the collection of all joint distributions pX1,X2
that satisfy the given constraints. Then, the capacity of the
TWC is outer-bounded by
C ⊆ Ro ,
⋃
pX1,X2∈P
R(pX1,X2),
where the overline is the closure of the region, and R(pX1,X2)
is the set of (R1, R2) ∈ R2+ satisfying
R1 ≤ I(X1;Y2|X2),
R2 ≤ I(X2;Y1|X1),
with (X1, X2) distributed according to pX1,X2 ∈ P .
On the other hand, define Pprod as the collection of all
distributions that factor as pX1,X2 = pX1pX2 , the product of
the marginals of X1 and X2, and satisfy the given constraints.
Then, the capacity of the TWC is inner-bounded by
C ⊇ Ri , CH
 ⋃
pX1,X2∈Pprod
R(pX1,X2)
 ,
where CH is the convex closure of the convex-hull.
Note that the inner bound, defined with a product input
distribution, is proven using an achievability scheme where
the two terminals transmit symbols without adaptation to
received symbols. Therefore, if the two bounds coincide, then
the capacity-achieving distributions of (X1, X2) (forming the
boundary of C) are product distributions and adaptation is
not useful. This is important since nonadaptive coding keeps
the system simple. In what follows, we prove that Shannon’s
bounds (asymptotically) coincide for two classes of channels.
III. INJECTIVE SEMI-DETERMINISTIC TWC
This section discusses a class of discrete-time memoryless
channels for which Shannon’s inner bound Ri is tight, i.e.,
adaptation is useless. We first study sufficient conditions for
Shannon’s inner bound Ri to match the outer bound Ro, and
then define injective semi-deterministic (ISD) TWCs.
A. Conditions for the Optimality of Ri
Sufficient conditions under which the inner and outer
bounds coincide have been given by Shannon [8]. While
Shannon’s conditions are given in terms of the conditional
probability pY1,Y2|X1,X2 , we provide conditions in terms of
the conditional entropies, which are simpler and suffice for
the purposes of this paper.
Theorem 1: The bounds Ro and Ri coincide if for all
pX1,X2 = pX2pX1|X2 , the following holds for i ∈ {1, 2}:
(C1) H(Yi|X1, X2) is invariant with respect to pX1|X2 , and
(C2) H(Yi|Xi) ≤ H(Y¯i|X¯i), where Y¯i is the channel
output corresponding to independent inputs X¯1 and
3X¯2 distributed according to pX¯1 and pX¯2 = pX2 ,
respectively, for some pX¯1 .
Proof: To show that the bounds coincide under conditions
(C1) and (C2), consider a distribution pX1,X2 = pX2pX1|X2 ,
with mutual information I(X1;Y2|X2) = H(Y2|X2) −
H(Y2|X1, X2). Under condition (C1), we have
H(Y2|X1, X2) = EX2EX1|X2 [H(Y2|X1 = x1, X2 = x2)]
= EX¯2EX¯1
[
H(Y¯2|X¯1 = x¯1, X¯2 = x¯2)
]
= H(Y¯2|X¯1, X¯2),
since X¯2 has the same distribution as X2, and since
H(Y2|X1, X2) is invariant with respect to pX1|X2 . Combining
this with condition (C2) leads to
I(X1;Y2|X2) = H(Y2|X2)−H(Y¯2|X¯1, X¯2)
≤ H(Y¯2|X¯2)−H(Y¯2|X¯1, X¯2)
= I(X¯1; Y¯2|X¯2).
Similarly, I(X2;Y1|X1) ≤ I(X¯2; Y¯1|X¯1). Thus, the rates R1
and R2 corresponding to any distribution pX1,X2 are jointly
maximized by the rates corresponding to a product distribution
pX¯1pX¯2 . Hence, Ro ⊆ Ri, and hence, the two coincide which
concludes the proof.
Interestingly, it turns out by [16, Sec. II.F] that the pair
of conditions (C1) and (C2) is more general than Shannon’s
symmety conditions [8].
B. Injective Semi-Deterministic Channels with Input-
Independent Noise
In this subsection, we define a class of channels that satisfy
(C1) and (C2), therefore, adaptation is not necessary to achieve
the capacity. As we will see in the next section, this class
includes many practical channels such as additive exponential
family noise, additive Cauchy noise, and even full-duplex
channel with input-dependent noise.
Let us define two functions for i, j ∈ {1, 2}, i 6= j,
gi : Xj ×Zi 7→ Ti, and fi : Xi × Ti 7→ Yi,
for some sets Zi and Ti. Further, assume that fi(Xi, Ti) is
injective in Ti, i.e., for every xi ∈ Xi, fi(xi, ti) is one-to-one
in ti ∈ Ti, and that gi(Xj , Zi) is injective in Zi, i.e., for every
xj ∈ Xj , gi(xj , zi) is one-to-one in zi ∈ Zi.1 We define an
ISD TWC with input-independent noise, illustrated in Fig. 2,
as follows.
Definition 1 (ISD TWC): The injective semi-deterministic
TWC with input-independent noise is one with
Yi = fi(Xi, Ti), and Ti = gi(Xj , Zi),
i, j ∈ {1, 2}, i 6= j, where Z1 ∈ Z1 and Z2 ∈ Z2 are (possibly
dependent on each other) random variables independent of X1
and X2.
For this class, we can prove the following capacity result.
Theorem 2: For the class of ISD TWCs with input-
independent noise, conditions (C1) and (C2) are satisfied and
the capacity region is C = Ri = Ro.
1Related conditions for one-way channels with feedback were given in [29].
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Fig. 2. A semi-deterministic two-way channel. With conditions that fi, gi
are injective, it is an ISD TWC.
Proof: By Thm. 1, it is sufficient to show that conditions
(C1) and (C2) are satisfied. We have
H(Y1|X1, X2) = H(f1(X1, g1(X2, Z1))|X1, X2)
= H(g1(X2, Z1)|X1, X2)
= H(Z1|X1, X2)
= H(Z1),
which follows from the injectivity of f1 and g1, and the
independence of Z1 and (X1, X2). This is also independent of
pX1|X2 . Similarly, H(Y2|X1, X2) = H(Z2), and hence, (C1)
is satisfied. On the other hand,
H(Y1|X1) = H(f1(X1, g1(X2, Z1))|X1)
= H(g1(X2, Z1)|X1)
≤ H(g1(X2, Z1)),
again by the injectivity of f1. This upper bound is equal to
the entropy of the output Y1 when the inputs are independent.
Similarly, H(Y2|X2) is upper-bounded by H(g2(X1, Z2)),
the entropy of Y2 when X1 and X2 are independent. Thus,
(C2) is also satisfied, which implies that the bounds Ri and
Ro coincide by Thm. 1 and the statement follows.
As a corollary of Thm. 2, we have the following.
Corollary 1: For the class of ISD TWCs with input-
independent noise, the capacity region is rectangular given by
the set of (R1, R2) ∈ R2+ so that, for i, j ∈ {1, 2}, i 6= j:
Ri ≤ max
pXi
H(gj(Xi, Zj))−H(Zj).
Proof: The proof follows directly from the fact that
H(Yi|X1, X2) is independent of pX1,X2 , and that H(Yi|Xi) ≤
H(gi(Xj , Zi)) which is maximized by the same pXj indepen-
dent of pXi , for i, j ∈ {1, 2}, i 6= j.
IV. EXAMPLES
Thm. 2 for the ISD TWCs enables us to characterize the
capacity of many classical TWCs in closed form. They include
multiplicative channels, additive channels with various types
of input-independent noises, and also input-dependent ones.
A. Multiplicative TWC
The class in Def. 1 subsumes other channels such as
multiplicative channels with input-independent noise, where
Yi = Xi · Xj · Zi such that 0 /∈ Xi ∪ Zi. In this case,
fi(Xi, Ti) = Xj · Zi and gi(Xj , Zi) = Xj · Zi, which are
4injective given Xi and Xj , respectively. This leads to the
following corollary.
Corollary 2: The capacity region of a multiplicative TWC
with input-independent noise, where Yi = Xi · Xj · Zi, i ∈
{1, 2}, i 6= j, so that 0 6∈ Xi ∪ Zi, is given by the rectangle
defined by
0 ≤ Ri ≤ max
pXi
I(Xi;Xi · Zj). (1)
The binary multiplier channel [8] for which the bounds do
not coincide does not belong to this class because 0 ∈ Xi
(contrary to Cor. 2), and thus, the channel is not injective.
Capacity outer bounds for this channel tighter than Shannon’s
had been given in [9].
B. Additive TWC with Input-Independent Noise
The additive two-way channel is defined by the channel
mapping:
Y1 = X1 +X2 + Z1,
Y2 = X1 +X2 + Z2,
where X1, X2 are channel inputs satisfying given constraints,
and Z1, Z2 are independent of X1, X2 but, possibly dependent
on each other. Obviously it is ISD by taking fi(Xi, Ti) =
Xi + Ti and gi(Xj , Zi) = Xj + Zi so the capacity region is
rectangular by Cor. 1. Furthermore, for some classes, we can
characterize the capacity region expressions in closed form.
1) Exponential Noise: Suppose Z1 and Z2 are exponen-
tial random variables with means m1 and m2 respectively.
Further there are expected amplitude constraints A1 and A2
on the channel input sequences {x1(t)}nt=1 and {x2(t)}nt=1,
respectively: i.e., for all message w1 ∈ W1, w2 ∈ W2,
E
[
n∑
t=1
x1(t)
]
≤ nA1 and E
[
n∑
t=1
x2(t)
]
≤ nA2. (2)
The capacity expression in closed form is as follows.
Theorem 3: For the additive exponential noise channel, the
capacity region is given by
C(A1, A2) =
R1 ≤ log
(
1 + A2m1
)
,
R2 ≤ log
(
1 + A1m2
)
.
Proof: Since this TWC is ISD, i.e., C = Ri, it suffices
to characterize the bounds in Ri. Note that independent one-
way capacity-achieving inputs Xi that meet the amplitude
constraint E[Xi] ≤ Ai are given by the saddle-point result
[30],
pXi(x) =
mi
Ai +mi
δ(x) +
Ai
Ai +mi
e
− ximi+Ai , i = 1, 2,
where δ(x) is the Dirac-delta function, i.e., a point mass at 0.
Then since the effect of X2 on Y2 can be subtracted at
terminal 2 and by the one-way saddle-point computation [30],
I(X1;Y2|X2) = log
(
1 + A1m2
)
.
Likewise,
I(X2;Y1|X1) = log
(
1 + A2m1
)
.
This completes the characterization.
Results on additive general exponential family noise with
input cost function ρ : R 7→ R+, which subsumes Gaussian
noise with ρ(x) = x2 [14], can be found in [1] and are omitted
for brevity.
2) Cauchy Noise: Suppose Z1, Z2 are Cauchy, i.e.,
pZi(zi) =
[
piγi
(
1 +
(
zi
γi
)2)]−1
,
where γi is the dispersion parameter and the location param-
eter is assumed to be zero without loss of generality. This
is henceforth denoted PCauchy(0, γi). The Cauchy distribution
models impulsive noise or interference caused by Poisson
distributed interferers, where the second moment of noise can
be infinite and not suitable as a power measure [31]. In this
case, it is common to assign a logarithmic constraint
C(Ai, γi) , EX
[
log
((
Ai + γi
Ai
)2
+
(
X
Ai
)2)]
≤ log(4),
(3)
for some Ai ≥ γi, viewed as a power constraint. Then, the
capacity expression in closed form is as follows.
Theorem 4: For the Cauchy TWC, the capacity region is
given by
C(A1, A2) =
R1 ≤ log
(
A1
m2
)
,
R2 ≤ log
(
A2
m1
)
,
and is achieved by Xi distributed according to PCauchy(0, Ai−
γj).
Proof: Since this channel belongs to the ISD class, its ca-
pacity is given by Ri, described by 0 ≤ Ri ≤ maxPXi h(Yj)−
h(Zj), i 6= j by Cor. 1. The maximization here is subject to
(3). Suppose input Xj satisfies
EXj
[
log
((
kj + γi
kj
)2
+
(
Xj
kj
)2)]
= log(4), (4)
with some kj ∈ [γi, Aj ]. Then, by [31],
EYi
[
log
(
1 +
(
Yi
kj
)2)]
= log(4).
Under this constraint, the entropy of Yi is maximized when
Yi is distributed according to PCauchy(0, kj), which can be
attained if Xj is distributed according to PCauchy(0, kj − γi)
and satisfies (4). The entropy of a Cauchy random variable
PCauchy(0, µ) is log(4piµ). Thus, the rate Rj satisfies
Rj ≤ max
PXj
h(Yi)− h(Zi)
= h(Yi)|Xj∼PCauchy(0,kj−γi) − h(Zi)
= log
(
kj
γi
)
.
Since this is increasing in kj , the fact that the maximum is at
kj = Aj leads to the desired result.
This channel provides an interesting example of an ISD
TWC not of the exponential family, where adaptation is not
5necessary. A key element is the independence between the
noise and the inputs. Dependence, however, does not imply
the necessity of adaptation as explained next.
C. Relaxation: Input-Dependent Noise
While channels with input-dependent noise do not belong
to the class defined in Def. 1, they might still satisfy (C1) and
(C2). An example is the channel in [8, Tab. II] which is ISD
but with input-dependent noise. Namely, in this example, the
inputs and outputs are binary, with
Y1 = X2, and Y2 =
{
X1 if X2 = 0,
N2 if X2 = 1,
where N2 ∈ {0, 1} is Bern(1/2) (Bernoulli distributed). This
can be modeled as an ISD TWC where
g1(X2, Z1) = X2, g2(X1, Z2) = X1 + Z2,
f1(T1, X1) = T1, f2(X2, T2) = T2,
Z1 = {0}, Z2 = {0, 1}, Z2 = X2(N2 + X1), and where
addition is modulo-2. Here, noise is input-dependent, yet, (C1)
and (C2) are satisfied, and adaptation is not necessary.
Another example of this sort with practical relevance is an
additive TWC with input-dependent Gaussian noise, with
Yi = aiXi +Xj +
√
XjZ˜i + Zˆi,
i, j ∈ {1, 2}, i 6= j, where Xi ∈ R+, Zˆi, Z˜i ∈ R, Zˆi
and Z˜i are Gaussian noises with zero mean and variances
σˆ2i and σ˜
2
i , respectively, independent of X1 and X2, and
Xi satisfies cost constraint E[c(Xi)] ≤ Pi for some cost
function c(·). This channel is not covered by Han’s result [14]
where input-independent noise was assumed. Such an input-
dependent noise model is introduced in [32] to model optical
wireless communications.2 This channel can be modeled as an
ISD TWC with Zi =
√
XjZ˜i + Zˆi, and Yi = fi(Xi, Ti) =
aiXi+Ti and Ti = gi(Xj , Zi) = Xj +Zi which are injective
in Ti and Zi respectively. The main difference with Def. 1
is that noise Zi is input-dependent. Nevertheless, the capacity
region of this channel can be determined. In particular,
I(X1;Y2|X2)
= h(Y2|X2)− h(
√
X1Z˜2 + Zˆ2|X1)
= h(X1 +
√
X1Z˜2 + Zˆ2)− h(
√
X1Z˜2 + Zˆ2|X1)
≤ max
PX1
[
h(X1 +
√
X1Z˜2 + Zˆ2)
−EX1
[
1
2
log(2pie(X1σ˜
2
2 + σˆ
2
2))
]]
, C¯1,
and similarly I(X2;Y1|X1) ≤ C¯2 with C¯2 defined similarly
with interchanged indices (1 ↔ 2). Noting that C¯i does
not depends on Xj , these upper bounds are achievable using
independent maximization in X1 and X2. Thus, the capacity
of this channel is given by the rectangular region defined by
0 ≤ R1 ≤ C¯1, and 0 ≤ R2 ≤ C¯2,
which is achievable without adaptation.
2This model assumes an intensity detector. A model with a photon detector
corresponds to the Poisson TWC in Sec. V.
V. POISSON TWC
Now we turn our attention to a continuous-time TWC
that was not studied in our previous conference papers [1],
[2], but that is also of practical importance for full-duplex
communication, cf. [20].
A. Channel Model
The Poisson channel has been used to model pulse-
amplitude modulated optical communication. The one-way
Poisson channel is described as follows: The transmitter
modulates the input current waveform λ(t), t ∈ [0, T ] of a
light source in continuous-time. The waveform has peak power
constraint A, i.e., λ(t) ∈ [0, A], and average power constraint
with given σ ∈ [0, 1],
1
T
∫ T
0
λ(t)dt ≤ σA, σ ∈ [0, 1].
Then, the receiver detects photons by a continuous-time Pois-
son process ΦX(t;λ(t))+ΦZ(t;λ0), where Φ(t;λ(t)) denotes
a Poisson point process (or equivalently, a counting process)
with instantaneous rate λ(t), and λ0 is the dark current
intensity. The receiver has a direct detector of photons, i.e.,
the receiver observes photons over time.
Similarly, a Poisson TWC is defined as
ΦY1(t) = ΦX1(t;λ1(t)) + ΦX2(t;λ2(t)) + ΦZ1(t;λ0),
ΦY2(t) = ΦX1(t;λ1(t)) + ΦX2(t;λ2(t)) + ΦZ2(t;λ0),
where input intensities satisfy peak power constraint A and
average power constraint σ1, σ2, i.e.,
1
T
∫ T
0
λi(t)dt ≤ σiA,
and ΦZ1 ,ΦZ2 are dark current noises, independent of other
random variables. We assume the same peak power constraints
and dark current intensities of both inputs for mathematical
brevity. Generalization does not significantly change results
of this paper.
B. Equivalent Discrete-Time Binary TWC
Note that the Poisson TWC is a continuous-time channel
unlike discrete-time channels in Secs. III and IV. However, the
following lemma maps to an equivalent discrete-time binary
alphabet TWC with the capacity region unchanged.
Lemma 1: For any code of rate (R1, R2) ∈ C of the Poisson
TWC, there exists a new code that achieves the same rate pair
and satisfies the following properties, provided that n is large
enough and ∆ = Tn > 0 is sufficiently small.
• The transmitted signal λi(t) is constant on the interval
[k∆, (k + 1)∆) for every k ∈ Z+. Furthermore, λi(t)
only takes the values 0 or A.
• The receiver declares 1 when it observes one photons on
each interval [k∆, (k + 1)∆), and declares 0 otherwise.
Proof: Wyner’s argument for the one-way channel [25]
applies without significant changes, thus the proof is omitted.
6Due to Lem. 1, we can induce the equivalent discrete-time
binary alphabet TWC using Poisson process law on a small
interval. The channel input Xi is 0 if λi(t) = 0 on the interval
[k∆, (k + 1)∆), and 1 if λi(t) = A.
Note that the number of photons on a small interval of
length ∆ emitted by Φ(t;λ) is Poisson distributed with pa-
rameter λ∆, so dominant events are either no photon or one
photon when ∆ is small enough. Hence we can say the output
Yi is the number of photons observed on an interval of length
∆, thus binary.
Recalling the Poisson distribution with parameter λ∆,
P[one photon on the interval] = λ∆ exp(−λ∆).
Hence, the discrete-time channel determined by Lem. 1 is
Wi(Yi|X1, X2) =

Yi=0 Yi=1
X1X2=00 1− α α
X1X2=01 1− β β
X1X2=10 1− β β
X1X2=11 1− γ γ
,
where
α , λ0∆ exp(−λ0∆),
β , (A+ λ0)∆ exp(−(A+ λ0)∆),
γ , (2A+ λ0)∆ exp(−(2A+ λ0)∆).
Letting s = λ0/A, Wi can be approximated at small ∆
using the first terms of the Taylor series expansion3:
Wi(Yi|X1, X2) =

1−As∆ As∆
1−A(1 + s)∆ A(1 + s)∆
1−A(1 + s)∆ A(1 + s)∆
1−A(2 + s)∆ A(2 + s)∆
 . (5)
Before proceeding to the capacity of the Poisson TWC, we
review the capacity of the one-way Poisson channel [23]–[25].
Theorem 5: The capacity of the one-way Poisson channel
is:
COWC(σ) = lim
∆→0
1
∆
max
pX :E[X]≤σ
I(X;Y )
= A
[
pi∗(1 + s) log(1 + s) + (1− pi∗)s log(s)
− (pi∗ + s) log(pi∗ + s)
]
[nats per second],
where
s = λ0/A,
pi∗ = min(σ, pi0(s)),
and
pi0(s) =
(1 + s)1+s
sse
− s.
From Wyner’s discretization argument [24], [25], we can
derive Shannon’s inner bound for the TWC. We can derive an
outer bound using one-way capacities, which is simpler than
Shannon’s outer bound, but sufficient for the purpose of this
paper. These inner and outer bounds are given next.
3Thus, s→∞ implies the high dark current regime.
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Fig. 3. Inner and outer bounds for the Poisson TWC with A = 1, σ1 =
0.3, σ2 = 0.2,∆ = 0.0001. The dark current intensity ranges in {2, 4, 8}.
Circles indicate the corner points achievable by (p∗1, p
∗
2).
Definition 2 (Shannon inner bound): Let Ri be the set of
all rate pairs (R1, R2) that satisfy
R1 ≤ lim
∆→0
1
∆
I(X1;Y2|X2),
R2 ≤ lim
∆→0
1
∆
I(X2;Y1|X1),
over all distributions p(x1)p(x2) satisfying input constraints
E[Xi] ≤ σi.
Definition 3 (One-way outer bound): Let ROWCo be the set
of all rate pairs (R1, R2) that satisfy
R1 ≤ COWC(σ1),
R2 ≤ COWC(σ2).
In other words, ROWCo is the rectangular region, in which the
range of each rate is determined by COWC(σi).
Then, the following proposition is immediate.
Proposition 1: Ri ⊂ C(σ1, σ2) ⊂ ROWCo .
Proof: First inclusion Ri ⊂ C(σ1, σ2) is obvious from
Wyner’s discretization argument [24], [25] and Shannon’s
inner bound. Second inclusion C(σ1, σ2) ⊂ ROWCo can be
obtained by introducing a genie that tells terminal i the
exact number of photons emitted by itself. So the channel
is effectively a pair of independent one-way channels and
C(σ1, σ2) ⊂ ROWCo holds.
Note from the asymptotic rate of Thm. 5 that when s→∞,
ROWCo vanishes as Api∗(1 − pi∗)/2s in large dark current
regime, where pi∗ = min(σ, 1/2). Hence, we can at least
say C(σ1, σ2) shrinks at O(s−1) = O(λ−10 ) since ROWCo
is an outer bound. The next theorem shows that the gap
between Ri and ROWCo shrinks faster, i.e., the capacity region
is asymptotically rectangular.
Theorem 6: Ri and ROWCo asymptotically meet when s →
∞. Furthermore, the gap between boundaries of C(σ1, σ2) and
ROWCo vanishes as O(s−2) = O(λ−20 ).
Proof: Provided in Appendix.
7Fig. 3 depicts Ri and ROWCo at specified parameters. We
can observe that the overall regions shrink at O(s−1) as s
becomes greater, i.e., the dark current becomes larger, and the
achievable corner points by (p∗1, p
∗
2) asymptotically meet the
corner points of the one-way outer bound at O(s−2).
VI. DISCUSSION AND OPEN PROBLEM
We have studied two classes of full-duplex TWC models
that do not require adaptation to achieve capacity regions. The
first is the injective semi-deterministic for which Shannon’s
inner bound meets Shannon’s outer bound. The second is the
Poisson TWC for which non-adaptive transmission asymp-
totically achieves the capacity region when the dark current
intensity goes to infinity.
A major difficulty in full-duplex implementation is due to
the residual self-interference [3]. Since the signal from a local
antenna is much stronger than signals from remote antennas,
even a small error in echo-channel estimation results in a
huge interference. One appealing model for such residual self-
interference is an extension of the AWGN TWC,
Y1 = c11X1 + Z˜1X1 + c12X2 + Z1,
Y2 = c21X1 + Z˜2X2 + c22X2 + Z2,
where Z˜i is Gaussian distributed and models the echo-channel
estimation error [33]. Interestingly, the capacity region of this
model is still open: It does not belong to the ISD TWC or any
capacity-known TWC classes, e.g., [16]. Characterizing the
capacity region or investigating whether adaptation is useful
in this TWC model is an interesting topic for future research.
Moving beyond TWCs, we can also consider multi-way
networks. For example, adaptation is useless in some models
[13]. For the multiple-input and multiple-output setting, it is
also known that non-adaptive transmission achieves optimal
degrees-of-freedom in some multi-way networks [19, Chap. 6].
Therefore, it is interesting to ask when non-adaptive trans-
mission is optimal (in the capacity or the degrees-of-freedom
sense) in multi-way settings.
APPENDIX
Since ROWCo is rectangular and C is a convex region, it is
sufficient to show that at least one point within an O(1/λ20)
Euclidean ball centered at (R1, R2) = (COWC(σ1), COWC(σ2))
is achievable.
Let us consider the corner point (COWC(σ1), COWC(σ2))
in ROWCo and the corresponding one-way capacity-achieving
distributions p∗i (xi) with pi
∗
i , p∗i (1) = min(σi, 1/2) > 0.
We will show that Shannon’s inner bound at p∗1(x1)p
∗
2(x2)
achieves (R1, R2) = (COWC(σ1) − O(1/s2), COWC(σ2) −
O(1/s2)). This implies that C contains a point within distance
O(1/s2) = O(1/λ20) from the corner.
Using the channel (5), Shannon’s inner bound gives
∆ ·R1
≤ I(X1;Y2|X2) = H(Y2|X2)−H(Y2|X1, X2)
= p∗2(0)H(Y2|X2 = 0) + p∗2(1)H(Y2|X2 = 1)
−
∑
i,j∈{0,1}
p∗1(i)p
∗
2(j)H(Y2|X1 = i,X2 = j)
= (1− pi∗2)H(Y2|X2 = 0) + pi∗2H(Y2|X2 = 1)
− (1− pi∗1)(1− pi∗2)H(Y2|0, 0)− (1− pi∗1)pi∗2H(Y2|0, 1)
− pi∗1(1− pi∗2)H(Y2|1, 0)− pi∗1pi∗2H(Y2|1, 1)
= (1− pi∗2)H2((1− pi∗1)As∆ + pi∗1A(1 + s)∆)
+ pi∗2H2((1− pi∗1)A(1 + s)∆ + pi∗1A(2 + s)∆)
− (1− pi∗1)(1− pi∗2)H2(As∆)− (1− pi∗1)pi∗2H2(A(1 + s)∆)
− pi∗1(1− pi∗2)H2(A(1 + s)∆)− pi∗1pi∗2H2(A(2 + s)∆),
where H2(p) is the binary entropy function, i.e., H2(p) ,
−p log p− (1− p) log(1− p). Also note that
∆ · COWC(σ1) = H2((1− pi∗1)As∆ + pi∗1A(1 + s)∆)
− (1− pi∗1)H2(As∆)− pi∗1H2(A(1 + s)∆).
Letting GAP1 , COWC(σ1)−R1, we have
∆ ·GAP1
= pi∗2H2((1− pi∗1)As∆ + pi∗1A(1 + s)∆)
− pi∗2H2((1− pi∗1)A(1 + s)∆ + pi∗1A(2 + s)∆)
− (1− pi∗1)pi∗2H2(As∆) + (1− 2pi∗1)pi∗2H2(A(1 + s)∆)
+ pi∗1pi
∗
2H2(A(2 + s)∆)
= pi∗2H2(A(s+ pi
∗
1)∆)− pi∗2H2(A(1 + s+ pi∗1)∆)
− (1− pi∗1)pi∗2H2(As∆) + (1− 2pi∗1)pi∗2H2(A(1 + s)∆)
+ pi∗1pi
∗
2H2(A(2 + s)∆)
Approximating by H2(p) ≈ −p log p + p for small p and
rearranging terms, we have
∆
pi∗2
·GAP1
= A∆
(
− (s+ pi∗1) log(s+ pi∗1) + (1 + s+ pi∗1) log(1 + s+ pi∗1)
+ (1− pi∗1)s log s− (1− 2pi∗1)(1 + s) log(1 + s)
− pi∗1(2 + s) log(2 + s)
)
, A∆f(s).
We will show that s2f(s) → pi∗1(1 − pi∗1)/2 when s → ∞,
which implies f(s) decays as Θ(1/s2).
J , lim
s→∞
f(s)
1/s2
(a)
= lim
s→∞
f ′(s)
−2/s3 = −
1
2
lim
s→∞
sf ′(s)
1/s2
= −1
2
lim
s→∞
sf ′(s)− f(s) + f(s)
1/s2
= −J
2
− 1
2
lim
s→∞
sf ′(s)− f(s)
1/s2
, (6)
8where (a) follows from l’Hospital’s rule. Using ((s+c) log(s+
c))′ = log(s+ c) + 1 and rearranging terms,
sf ′(s)− f(s)
= s
(− log(s+ pi∗1)− 1 + log(1 + s+ pi∗1)
+ 1 + (1− pi∗1) log s+ (1− pi∗1)
)
= pi∗1 log(s+ pi
∗
1)− (1 + pi∗1) log(1 + s+ pi∗1)
+ (1− 2pi∗1) log(1 + s) + 2pi∗1 log(2 + s)
(b)
= pi∗1
(
log s+
pi∗1
s
− (pi
∗
1)
2
2s2
)
− (1 + pi∗1)
(
log s+
1 + pi∗1
s
− (1 + pi
∗
1)
2
2s2
)
+ (1− 2pi∗1)
(
log s+
1
s
− 1
2s2
)
+ 2pi∗1
(
log s+
2
s
− 4
2s2
)
+O(1/s3)
=
3pi∗1(pi
∗
1 − 1)
2s2
+O(1/s3),
where (b) follows from the Taylor series of the natural
logarithm at s:
log(s+ c1) = log s+
c1
s
− c
2
1
2s2
+O(1/s3).
Hence we obtain
lim
s→∞
sf ′(s)− f(s)
1/s2
=
3pi∗1(pi
∗
1 − 1)
2
,
and solving (6) gives
J =
pi∗1(1− pi∗1)
2
.
Therefore we have
GAP1 =
Api∗1(1− pi∗1)pi∗2
2s2
+O(1/s3).
By symmetry, we also have
GAP2 , COWC(σ2)−R2 = Api
∗
2(1− pi∗2)pi∗1
2s2
+O(1/s3).
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