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Resumo
Uma parte significativa dos trabalhos de identificação de sistemas é focada em sistemas
dinâmicos invariantes no tempo. No entanto, a maioria dos sistemas na vida real têm
comportamento não linear e variante no tempo. Nesta dissertação, são apresentados mé-
todos de identificação para sistemas lineares com múltiplas entradas e múltiplas saídas
(MIMO) variantes lentamente no tempo, baseados em métodos de subespaços e em um
paradigma no campo dos algoritmos evolutivos: o algoritmo co-evolutivo. O método de
subespaço desenvolvido permite uma estimação eficiente para janelas de dados em que o
sistema variante lentamente no tempo pode ser tratado como um sistema invariante no
tempo. O método co-evolutivo proposto centra-se na relação entre o fitness de um indiví-
duo em relação ao fitness de outros indivíduos (ou grupo de indivíduos), tendo como base
o princípio da pressão seletiva, que é parte do processo evolutivo. Uma breve compara-
ção entre métodos de identificação determinística e os métodos co-evolutivos propostos é
apresentada tendo em consideração a qualidade das soluções e a eficiência computacional.
Palavras-chaves: 1; Algoritmos evolutivos 2; Algoritmos co-evolutivos 3; Algoritmo co-
evolutivo recursivo 4; Identificação de sistemas, 5; Identificação de sistemas MIMO vari-
antes no tempo
Abstract
A significant part of works in system identification is focused on time invari-
ant dynamic systems. However, most systems in real life have non-linear and time-varying
behavior. In this dissertation, identification methods are presented for multiple-input mul-
tiple output (MIMO) linear slowly time-varying systems, based on subspace methods and
on a paradigm in the field of evolutionary algorithms: the co-evolutionary algorithm. The
developed subspace method allows an efficient estimation for data windows in which the
time varying system can be treated as a time invariant system. The coevolutionary method
focuses on the relationship between the fitness of an individual in relation to the fitness
of other individuals (or group of individuals), based on the principle of selective pressure,
which is part of the evolutionary process. A brief comparison between deterministic iden-
tification methods and proposed coevolutionary methods is presented taking into account
the quality of the solutions and the computational efficiency.
Keywords: 1; Evolutionary algorithms 2; Coevolutionary algorithms 3; Recursive coevo-
lutionary algorithm 4; System identification 5; MIMO Time-varying system identification.
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1 Introdução
A identificação de sistemas consiste na busca de um modelo matemático que
consiga descrever o comportamento de um sistema dinâmico, a partir de entradas e saí-
das observadas (LJUNG, 1999). Uma parte significativa das atividades e pesquisa sobre
identificação de sistemas concentra-se em sistemas dinâmicos invariantes no tempo, sejam
eles lineares, não lineares, monovariáveis ou multivariáveis. Entretanto, existem inúmeros
sistemas na natureza, que são multivariáveis com comportamento não-linear e variante no
tempo. Para lidar com isto, muitos dos sistemas não-lineares variantes no tempo são apro-
ximados por sistemas lineares invariantes no tempo, desde que esses variem lentamente
(TAMARIZ A.D.R.; BOTTURA; BARRETO, 2005). Ainda, em alguns casos essas apro-
ximações não conseguem descrever o comportamento real do sistema variante no tempo,
de maneira que a magnitude do erro (saída do sistema e do modelo estimado) é consi-
derável. Assim, a identificação de sistemas variantes no tempo pode ser vista como um
importante tópico a ser estudado.
O objetivo principal desta dissertação foi desenvolver algoritmos para iden-
tificar sistemas dinâmicos lineares variantes no tempo com múltiplas entradas e múlti-
plas saídas (MIMO), a partir dos dados observados. No início foram estudados métodos
determinísticos, o quais serviram como base para criar um método puramente determi-
nístico baseado em subespaços. Também foram pesquisadas inspirações heurísticas que
originaram a implementação de métodos evolutivos para identificação de sistemas. Essas
propostas serão detalhadas brevemente em seguida.
Um objetivo primário foi desenvolver uma versão do N4SID (Numerical Al-
gorithm for Subspace State Space System IDentification) (OVERSCHEE; MOOR, 1994)
para sistemas MIMO que tenham variações lentas, tomando como inspiração o MOESP-
VAR (TAMARIZ A.D.R.; BOTTURA; BARRETO, 2005), denominada nesta dissertação
N4SID-VAR, que utiliza uma variante do método N4SID, desenvolvido em (CLAVIJO,
2008). Foram avaliadas a performance do algoritmo, comparando resultados de erros e
tempo de execução.
Outro objetivo deste trabalho consistiu em implementar métodos evolutivos
capazes de identificar o modelo em espaço de estados de um sistema MIMO variante no
tempo. Durante décadas os algoritmos evolutivos (AEs) têm sido aplicados em problemas
de otimização e em outras áreas. Além disso, alguns novos campos de aplicação surgem
como em (SALIMANS; HAYKIN, 2017), em que estratégias evolutivas são aplicadas como
alternativa escalável ao aprendizado por reforço. Dentro do campo de identificação de sis-
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temas, um dos primeiros trabalhos inspirado em AEs para a identificação de sistemas
multivariáveis variantes no tempo foi ilustrada em (GIESBRECHT, 2013). Nessa refe-
rência define-se que o problema de identificação de sistemas multivariáveis variantes no
tempo pode ser redefinido como um problema de otimização, dentro de um espaço de
busca criado por todas as possíveis quádruplas de matrizes que representam o sistema
no espaço de estados em um intervalo de tempo. O objetivo é determinar a quádrupla
que minimiza o erro entre a saída real do sistema e a saída estimada do modelo, quando
o sistema e o modelo são submetidos à mesma entrada. Neste trabalho, esses princípios
são usados para desenvolver um algoritmo genético (AG) e um algoritmo co-evolutivo
(ACOE) aplicado ao problema de identificar sistemas multivariáveis variantes no tempo.
Os resultados obtidos como o ACOE levaram a desenvolver um novo método chamado
ACOE recursivo. Esse algoritmo usa informação do intervalo de tempo anterior 𝑡−1 para
identificar o modelo no instante de tempo 𝑡.
Além do desenvolvimento dos algoritmos, neste trabalho, algumas comparações
são feitas entre o ACOE implementado e o método determinístico baseado em MOESP
(Multivariable Output-Error State sPace) (VERHAEGEN; DEWILDE, 1992), chamado
MOESP-VAR (TAMARIZ A.D.R.; BOTTURA; BARRETO, 2005), (TAMARIZ, 2005).
O AG tem os mesmos operadores e parâmetros que o ACOE e o ACOE recursivo, mas
as populações não evoluem em conjunto. Procurando mostrar a efetividade dos proces-
sos evolutivos, foi desenvolvido um algoritmo de busca aleatória (BA), sendo que essa
abordagem simplesmente realiza uma busca dentro do espaço das matrizes do modelo em
espaço de estados, sem nenhuma inteligência evolutiva por trás. Na seção de resultados
são feitas comparações entre os métodos determinísticos e o método ACOE recursivo. Na
mesma seção são mostrados os resultados sobre a identificação dos modos de vibração
das oscilações eletromecânicas de sistemas de geração e transmissão de energia elétrica. A
vantagem dos métodos de subespaços para estimar esse modos é que não existe a neces-
sidade de determinar o modelo completo, uma vez que, apenas com a estimação de uma
matriz do espaço de estado, matriz de transição de estados, se tem informação suficiente
para estimar os modos de vibração.
1.1 Organização da dissertação
A dissertação está dividida em seis capítulos. No próximo capítulo o tópico de
identificação de sistemas por subespaços é apresentado e são expostos os métodos bem
conhecidos na literatura. No terceiro capítulo são apresentados os AEs, definindo a ins-
piração biológica, a representação e demais conceitos relevantes. No mesmo capítulo são
relatados brevemente os trabalhos em que os AEs foram aplicados ao problema de identi-
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ficação de sistemas. No quarto capítulo são detalhadas as contribuições da pesquisa, em
que serão apresentados o N4SID-VAR e os AEs propostos para a identificação de siste-
mas lineares MIMO variantes no tempo. No capítulo seguinte são mostrados os resultados
usando um benchmark variante lentamente no tempo, os resultados obtidos são avaliados
por meio do erro de estimação e pelos parâmetros de Markov. A eficiência computacio-
nal dos métodos também é comparada através dos tempos de execução de cada um dos
algoritmos. No último capítulo são expostas as conclusões.
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2 Métodos de subespaços para identificação
de sistemas
2.1 Sistema dinâmico
Um modelo matemático para um sistema dinâmico é descrito por uma função
que relaciona grandezas ao longo do tempo. Alguns exemplos são os modelos matemáticos
que descrevem o fluxo de água de um duto, o balanço do pendulo e tamanho populacional
de um tipo de especie animal. O sistema dinâmico pode ser excitado por uma entrada
𝑢(𝑘) e por uma perturbação 𝑝(𝑘) e terá uma resposta que é manifestada pela saída 𝑦(𝑘).
Os sistemas dinâmicos podem ser classificados em: contínuos, discretos, lineares, não line-
ares, monovariáveis, multivariáveis, invariantes no tempo, variantes no tempo, etc. Nesta
dissertação os tipos de sistemas em ser identificados são discretos multivariáveis variantes
lentamento no tempo, ver (BARRETO, 2002), (KATAYAMA, 2005), (LJUNG, 1999).
Figura 2.1 – Sistema dinâmico com entrada 𝑢(𝑘), saída 𝑦(𝑘) e perturbação 𝑝(𝑘).
Sistemas multivariáveis
Os sistemas multivariáveis podem ser classificados segundo o número de en-
tradas e saídas, como segue:
∙ De uma entrada e múltiplas saídas SIMO (single input, multiple output).
∙ De múltiplas entradas e uma saída MISO (multiple input, single output).
∙ De múltiplas entradas e múltiplas saídas MIMO (multiple input, multiple output).
2.2 Identificação de sistemas
A identificação de sistemas é uma área de pesquisa muito desenvolvida nas
últimas décadas, em que se busca estimar um modelo matemático capaz de representar
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um sistema dinâmico. O sistema a ser identificado é excitado por uma entrada (input) e
é produzida uma saída (output), são coletadas sucessivamente entradas e saídas com as
quais estima-se um modelo. De modo geral o enunciado anterior pode se ver na equação
(2.1).
𝑦𝑘 =𝑀𝑢𝑘 (2.1)
em que 𝑘 = 1, 2, 3, ...𝑛, 𝑦𝑘 é o vetor de saídas, 𝑢𝑘 é o vetor de entradas e 𝑀 representa a
matriz que relaciona entradas e saídas.
2.3 Identificação de sistemas no espaço de estado
A identificação de sistemas lineares multivariáveis discretos no tempo usando
métodos de subespaços permite encontrar um modelo causal e invariante no tempo, es-
timado apenas a partir das entradas e saídas do sistema. A principal vantagem desta
abordagem é que um sistema multivariável pode ser modelado, sem ter que lidar a priori
como a preocupação da ordem do sistema (dimensão do vetor de estado). Um modelo
discreto invariante no tempo pode ser descrito pela seguinte equação no espaço de estado:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) +𝐵u(𝑘)
𝑦(𝑘) = 𝐶𝑥(𝑘) +𝐷u(𝑘)
(2.2)
em que 𝑥(𝑘) ∈ R𝑛 é definido como o vetor de estados do sistema no instante 𝑘, 𝐴 ∈ R𝑛𝑋𝑛
é a matriz de transição de estados, 𝐵 ∈ R𝑛𝑋𝑚 é a matriz que relaciona as entradas
𝑢(𝑘) ∈ R𝑚 com os estados, 𝐶 ∈ R𝑝𝑋𝑛 é a matriz que relaciona as saídas 𝑦(𝑘) ∈ R𝑝 com
os estados e 𝐷 ∈ R𝑝𝑋𝑚 é a matriz de transmissão direta, relaciona entradas e saídas
(KATAYAMA, 2005).
2.4 Teoria de Realização
Na teoria de sistemas lineares, a realização de um sistema em espaço de esta-
dos consiste em determinar um modelo da forma (2.2) que represente o comportamento
daquele sistema. Para um dado sistema, a representação (2.2) não é única, entretanto a
resposta ao impulso 𝐺𝑘 do sistema e sua transformada no domínio da frequência, definida
como função de transferência 𝐺(𝑧), são únicas. A relação entre as matrizes do sistema
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(2.2) e a resposta ao impulso e a função de transferência são apresentadas nas equações
a seguir:
𝐺𝑘 :=
⎧⎨⎩ 𝐷 𝑘 = 0𝐶𝐴𝑘−1𝐵 𝑘 ̸= 0 (2.3)
𝐺(𝑧) = 𝐷 + 𝐶(𝑧𝐼 − 𝐴)−1𝐵 (2.4)
A realização mínima de 𝐺(𝑧) é quando as matrizes (𝐴,𝐵,𝐶,𝐷) geram um
vetor de estado de dimensão mínima. Além disso, as matrizes (𝐴,𝐵,𝐶) são mínimas se o
par (𝐴,𝐵) é atingível e o par (𝐶,𝐴) é observável.
2.5 Modelo estendido no espaço de estados
Da mesma forma que os sistemas invariantes no tempo podem ser representa-
dos pela equação (2.2), existem também outras maneiras de representar a relação entre
os vetores de entradas, saídas e de estados. Nesta seção será apresentado um modelo
estendido útil para os métodos de subespaços que serão detalhados nas próximas seções.
Para um instante de tempo 𝑡, é definido que entradas anteriores a este instante
são nulas. Com isto, da equação (2.2), pode-se substituir a relação entre entradas, saídas
e estados do instante 𝑡 até um instante 𝑘 − 1 qualquer da seguinte forma:
𝑦(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑢(𝑡) (2.5)
𝑦(𝑡+ 1) = 𝐶𝑥(𝑡+ 1) +𝐷𝑢(𝑡+ 1)
= 𝐶(𝐴𝑥(𝑡) +𝐵𝑢(𝑡) +𝐷𝑢(𝑡+ 1)
= 𝐶𝐴𝑥(𝑡) + 𝐶𝐵𝑢(𝑡) +𝐷𝑢(𝑡+ 1)
𝑦(𝑡+ 2) = 𝐶𝑥(𝑡+ 2) +𝐷𝑢(𝑡+ 2)
= 𝐶(𝐴𝑥(𝑡+ 1) +𝐵𝑢(𝑡+ 1)) +𝐷𝑢(𝑡+ 2)
= 𝐶(𝐴(𝐴𝑥(𝑡) +𝐵𝑢(𝑡)) +𝐵𝑢(𝑡+ 1)) +𝐷𝑢(𝑡+ 2)
= 𝐶𝐴2𝑥(𝑡) + 𝐶𝐴𝐵𝑢(𝑡) + 𝐶𝐵𝑢(𝑡+ 1) +𝐷𝑢(𝑡+ 2)
... = ...
𝑦(𝑡+ 𝑘 − 1) = 𝐶𝐴𝑘−1𝑥(𝑡) + 𝐶𝐴𝑘−2𝑢(𝑡) + . . .+ 𝐶𝐵𝑢(𝑡+ 𝑘 − 2) +𝐷𝑢(𝑡+ 𝑘 − 1)
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reescrevendo (2.5) de forma matricial tem-se:
⎡⎢⎢⎢⎢⎢⎢⎢⎣
𝑦(𝑡)
𝑦(𝑡+ 1)
...
𝑦(𝑡+ 𝑘 − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
𝐶
𝐶𝐴
...
𝐶𝐴𝑘−1
⎤⎥⎥⎥⎥⎥⎥⎥⎦𝑥(𝑡)+
⎡⎢⎢⎢⎢⎢⎢⎢⎣
𝐷 0 0 0
𝐶𝐵 𝐷 0 0
... ... . . . ...
𝐶𝐴𝑘−2𝐵 · · · 𝐶𝐵 𝐷
⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎣
𝑢(𝑡)
𝑢(𝑡+ 1)
...
𝑢(𝑡+ 𝑘 − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ (2.6)
𝑦𝑡|𝑘−1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
𝑦(𝑡)
𝑦(𝑡+ 1)
...
𝑦(𝑡+ 𝑘 − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ (2.7)
𝑢𝑡|𝑘−1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
𝑢(𝑡)
𝑢(𝑡+ 1)
...
𝑢(𝑡+ 𝑘 − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ (2.8)
em que 𝑦𝑡|𝑘−1 ∈ R𝑘𝑝𝑋1 e 𝑢𝑡|𝑘−1 ∈ R𝑘𝑚𝑋1
Reescrevendo a equação (2.6), pode-se obter a seguinte relação entre as matri-
zes de dados:
𝑦𝑡|𝑘−1 = 𝒪𝑘𝑥(𝑡) + Ψ𝑘𝑢𝑡|𝑘−1 (2.9)
em que 𝒪𝑘 é a matriz de observabilidade Ψ𝑘 é a matriz de Toeplitz.
𝒪𝑘 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
𝐶
𝐶𝐴
...
𝐶𝐴𝑘−1
⎤⎥⎥⎥⎥⎥⎥⎥⎦ (2.10)
Ψ𝑘 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
𝐷 0 0 0
𝐶𝐵 𝐷 0 0
... ... . . . ...
𝐶𝐴𝑘−2𝐵 · · · 𝐶𝐵 𝐷
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ∈ R
𝑘𝑝𝑋𝑘𝑚 (2.11)
Capítulo 2. Métodos de subespaços para identificação de sistemas 24
Se as matrizes 𝑢𝑡|𝑘−1, 𝑦𝑡|𝑘−1 e 𝑥(𝑡) para 𝑡 = 0 . . . 𝑁 − 1 forem concatenadas
lado a lado, as seguintes matrizes podem ser definidas:
𝑈0|𝑘−1 = [ 𝑢0|𝑘−1 𝑢1|𝑘 . . . 𝑢𝑁−1|𝑘+𝑁−2 ] ∈ R𝑘𝑚𝑋𝑁 (2.12)
𝑌0|𝑘−1 = [ 𝑦0|𝑘−1 𝑦1|𝑘 . . . 𝑦𝑁−1|𝑘+𝑁−2 ] ∈ R𝑘𝑝𝑋𝑁 (2.13)
𝑋𝑁−1 = [ 𝑥(0) 𝑥(1) . . . 𝑥(𝑁 − 1) ] ∈ R𝑛𝑋𝑁 (2.14)
onde 𝑋𝑁−1 é a matriz inicial de estados e com as matrizes concatenadas se escreve o
seguinte modelo estendido:
𝑌0|𝑘−1 = 𝒪𝑘𝑋𝑁−1 +Ψ𝑘𝑈0|𝑘−1 (2.15)
a partir do modelo estendido serão inicializados e desenvolvido os métodos MOESP e
N4SID.
2.6 Paradigmas de métodos de subespaços
Durantes as três últimas décadas foram amplamente estudados métodos base-
ados em subespaços para abordar o problema de identificação de sistemas MIMO lineares
e invariantes no tempo, sendo que os mais representativos são: MOESP e N4SID. Os dois
métodos têm um suporte matemático na álgebra linear de matrizes.
O método MOESP (VERHAEGEN; DEWILDE, 1992) é baseado na decom-
posição 𝐿𝑄 de uma matriz formada por dados de entrada e saída em duas matrizes: uma
matriz 𝐿, que é triangular inferior, e uma matriz 𝑄, que é formada por colunas linearmente
independentes. A partir de um bloco da matriz 𝐿 é feita uma decomposição em valores
singulares (SVD), a partir da qual se determinam a ordem do sistema e sua matriz de
observabilidade. Com essa matriz é possível obter as matrizes 𝐶 e 𝐴 correspondentes ao
modelo em espaços de estado que o representa (2.2). O passo final é formar uma equação
linear e aplicar o método dos mínimos quadrados e estimar as matrizes 𝐵 e 𝐷.
Outro método chamado N4SID (OVERSCHEE; MOOR, 1994), da mesma ma-
neira que o MOESP, é baseado em uma decomposição 𝐿𝑄 de matrizes de dados. Entre-
tanto, neste caso essa decomposição é interpretada como sendo a projeção oblíqua das
saídas futuras no subespaço das entradas e saídas passadas, na direção das entradas futu-
ras. A partir dessas projeções se determinam os estados do sistema. Com estados, entradas
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e saídas podem ser determinadas as matrizes 𝐴,𝐵,𝐶 e 𝐷 pela aplicação do método dos
mínimos quadrados.
Nas seguintes seções serão detalhados os métodos mencionados acima.
2.7 Método MOESP
O método MOESP (VERHAEGEN; DEWILDE, 1992) é baseado na decom-
posição LQ de uma matriz formada por dados de entrada e saída em duas matrizes: uma
matriz L, que é triangular inferior, e uma matriz Q, que é formada por colunas line-
armente independentes. Os dados de entrada e saída são concatenados em matrizes de
Hankel 𝑈0|𝑘−1 e 𝑌0|𝑘−1, como se apresenta a seguir para os dados de entrada:
𝑈0|𝑘−1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
𝑢(0) 𝑢(1) . . . 𝑢(𝑁 − 1)
𝑢(1) 𝑢(2) . . . 𝑢(𝑁)
... ... . . . ...
𝑢(𝑘 − 1) 𝑢(𝑘) · · · 𝑢(𝑘 +𝑁 − 2)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ∈ R
𝑘𝑚𝑋𝑁 (2.16)
Logo é formado um modelo estendido de espaço de estados (2.15) com as
matrizes de Hankel de entrada e saída. Com o modelo estendido, 𝑈0|𝑘−1 e 𝑌0|𝑘−1, é aplicada
a decomposição 𝐿𝑄:
⎡⎣ 𝑈0|𝑘−1
𝑌0|𝑘−1
⎤⎦ =
⎡⎣ 𝐿11 0
𝐿21 𝐿22
⎤⎦⎡⎣ 𝑄𝑇1
𝑄𝑇2
⎤⎦ (2.17)
em que 𝐿11 ∈ R𝑘𝑚𝑋𝑘𝑚 e 𝐿22 ∈ R𝑘𝑝𝑋𝑘𝑝 são matrizes triangulares inferiores, 𝑄𝑇1 ∈ R𝑘𝑚𝑋𝑁
e 𝑄𝑇2 ∈ R𝑘𝑝𝑋𝑁 são ortogonais e 𝐿21 ∈ R𝑘𝑝𝑋𝑘𝑚.
A partir da decomposição, a equação (2.15) pode ser reescrita como se segue:
𝐿21𝑄
𝑇
1 + 𝐿22𝑄𝑇2 = 𝒪𝑘𝑋𝑁−1 +Ψ𝑘𝐿11𝑄𝑇1 (2.18)
Multiplicando (2.18) à direita por 𝑄2 se tem:
𝐿22 = 𝒪𝑘𝑋𝑁−1𝑄2 (2.19)
em que 𝑄𝑇1𝑄2 = 0, 𝑄𝑇2𝑄2 = 𝐼𝑘𝑝. Podem-se obter a matriz de observabilidade estendida
𝒪𝑘 e a dimensão do sistema 𝑛 a partir de uma SVD da matriz 𝐿22 ∈ R𝑘𝑝𝑋𝑘𝑝.
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A SVD de 𝐿22 é dada por
𝐿22 =
[︁
𝑈1 𝑈2
]︁ ⎡⎣ Σ1 0
0 0
⎤⎦ ⎡⎣ 𝑉 𝑇1
𝑉 𝑇2
⎤⎦ (2.20)
em que 𝑈1 ∈ R𝑘𝑝𝑋𝑁 and 𝑈2 ∈ R𝑘𝑝𝑋(𝑘𝑝−𝑁). Para as equações (2.20) e (2.19) se tem:
𝒪𝑘𝑋𝑁−1𝑄2 = 𝑈1Σ1𝑉 𝑇1 (2.21)
A matriz de observabilidade é definida por
𝒪𝑘 = 𝑈1Σ1/21 (2.22)
Depois de estimar a matriz𝒪𝑘 são encontradas as matrizes 𝐴 e 𝐶 do modelo em
espaço de estados (2.2). Pode-se definir 𝒪𝑘↑ que é a matriz de observabilidade deslocada
um bloco linha para cima com a seguinte relação
𝒪𝑘↑ =
⎡⎢⎢⎢⎣
𝐶𝐴
𝐶𝐴2
...
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
𝐶
𝐶𝐴
...
⎤⎥⎥⎥⎦𝐴 = 𝒪𝑘𝐴 (2.23)
Aplicando a pseudoinversa de 𝒪𝑘 nos dois lados da equação é possível obter
uma estimativa para a matriz 𝐴 do sistema como:
𝐴 = 𝒪†𝑘𝒪𝑘↑ (2.24)
A matriz 𝐶 é dada pelo bloco formado pelas primeiras 𝑝 linhas e primeiras 𝑛
colunas de 𝒪𝑘.
𝐶 = 𝒪𝑘(1 : 𝑝, 1 : 𝑛) (2.25)
As matrizes 𝐵 e 𝐷 podem ser estimadas usando as seguintes relações: Primeiro
aproveitando a ortogonalidade entre 𝑈1 e 𝑈2, em que 𝑈𝑇2 𝑈1 = 0 e 𝑈𝑇2 𝑈2 = 𝐼𝑘𝑝−𝑛, garantido
pela SVD:
𝑈𝑇2 𝐿22 = 𝑈𝑇2 𝑈1Σ1𝑉 𝑇1 = 0 (2.26)
𝑈𝑇2 𝒪𝑘 = 𝑈𝑇2 𝑈1Σ1/21 = 0
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O seguinte passo é multiplicar (2.18) à esquerda por 𝑈𝑇2 , fazendo com que a
seguinte relação seja encontrada:
𝑈𝑇2 (𝐿21𝑄𝑇1 + 𝐿22𝑄𝑇2 ) = 𝑈𝑇2 (𝒪𝑘𝑋𝑁−1 +Ψ𝑘𝐿11𝑄𝑇1 )⇒ (2.27)
⇒ 𝑈𝑇2 𝐿21𝑄𝑇1 = 𝑈𝑇2 Ψ𝑘𝐿11𝑄𝑇1 ⇒
⇒ 𝑈𝑇2 𝐿21 = 𝑈𝑇2 Ψ𝑘𝐿11
⇒ 𝑈𝑇2 𝐿21𝐿−111 = 𝑈𝑇2 Ψ𝑘
Dividindo 𝑈𝑇2 em blocos com 𝑙 colunas definidas como 𝐿𝑖 e dividindo a matriz
𝑈𝑇2 𝐿21𝐿
−1
11 em blocos com 𝑚 colunas definidas como 𝑀𝑖, forma-se:
[︁
𝑀1 𝑀2 . . . 𝑀𝑘
]︁
=
[︁
𝐿1 𝐿2 . . . 𝐿𝑘
]︁
Ψ𝑘 (2.28)
Depois, substituindo Ψ𝑘, matriz definida na equação (2.11), a seguinte relação
linear pode ser encontrada.
𝐿1𝐷 + . . .+ 𝐿𝑘−1𝐶𝐴𝑘−3𝐵 + 𝐿𝑘𝐶𝐴𝑘−2𝐵 = 𝑀1
𝐿2𝐷 + . . .+ 𝐿𝑘−1𝐶𝐴𝑘−4𝐵 + 𝐿𝑘𝐶𝐴𝑘−3𝐵 = 𝑀1
...
𝐿𝑘−1𝐷 + 𝐿𝑘𝐶𝐵 = 𝑀𝑘−1
𝐿𝑘𝐷 =𝑀𝑘 (2.29)
De fato (2.29) é uma equação linear respeito de 𝐵 e 𝐷, então podemos usar o
método dos mínimos quadrados para estimar essas matrizes. Definindo 𝐿𝑖 =
[︁
𝐿𝑖 . . . 𝐿𝑘
]︁
∈
R(𝑘𝑝−𝑛)𝑥(𝑘+1−𝑖)𝑝, 𝑖 = 2, . . . , 𝑘, e substituindo na equação (2.29) é obtido o seguinte sistema
linear sobredeterminado.
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝐿1 𝐿2𝒪𝑘−1
𝐿2 𝐿3𝒪𝑘−2
... ...
𝐿𝑘−1 𝐿𝑘𝒪1
𝐿𝑘 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎣ 𝐷
𝐵
⎤⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑀1
𝑀2
...
𝑀𝑘−1
𝑀𝑘
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.30)
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onde 𝐿 e 𝑀 correspondem a
𝑈𝑇2 =
[︁
𝐿1 . . . 𝐿𝑘
]︁
𝑈𝑇2 𝐿21𝐿
−1
11 =
[︁
𝑀1 . . . 𝑀𝑘
]︁
(2.31)
Passos do algoritmo MOESP:
1. Formar matrizes de Hankel com os vetores de entrada 𝑢(𝑡) e saída 𝑦(𝑡).
2. Aplicar a decomposição 𝐿𝑄.
3. Calcular a SVD de 𝐿22 e definir a matriz de observabilidade 𝒪𝑘 da equação (2.22).
4. Estimar as matrizes 𝐶 e 𝐴 das equações (2.24) e (2.25), respectivamente.
5. Multiplicar a equação (2.18) à direita por 𝑈𝑇2 e formar a equação linear (2.30).
6. Estimar as matrizes 𝐵 e 𝐷 pelo método dos mínimos quadrados.
2.8 Método N4SID
Nesta seção é apresentado outro método para resolver o problema de iden-
tificação de sistemas MIMO usando subespaços. Este método é chamado N4SID e foi
desenvolvido por Van Overschee e De Moor (OVERSCHEE; MOOR, 1994). O algoritmo
é inicializado calculando a projeção oblíqua das saídas futuras (𝑌𝑓 ), sobre as entradas (𝑈𝑝)
e saídas (𝑌𝑝) passadas, 𝑊𝑝, na direção das entradas futuras (𝑈𝑓 ) (KATAYAMA, 2005),
em que:
𝑊𝑃 =
⎡⎣ 𝑈𝑃
𝑌𝑃
⎤⎦ (2.32)
𝑌𝑓 = 𝒪𝑘𝑋𝑓 +Ψ𝑘𝑈𝑓
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Considere a decomposição 𝐿𝑄:
⎡⎢⎢⎢⎢⎢⎢⎣
𝑈𝑓
𝑈𝑝
𝑌𝑝
𝑌𝑓
⎤⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
𝐿11 0 0 0
𝐿21 𝐿22 0 0
𝐿31 𝐿32 𝐿33 0
𝐿41 𝐿42 𝐿43 𝐿44
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
𝑄𝑇1
𝑄𝑇2
𝑄𝑇3
𝑄𝑇4
⎤⎥⎥⎥⎥⎥⎥⎦ (2.33)
onde 𝐿44 = 0, então pode-se reescrever a equação (2.33) da seguinte maneira:
⎡⎢⎢⎢⎣
𝑈𝑓
𝑊𝑝
𝑌𝑓
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
𝑅11 0 0
𝑅21 𝑅22 0
𝑅31 𝑅32 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
𝑄
𝑇
1
𝑄
𝑇
2
𝑄
𝑇
3
⎤⎥⎥⎥⎦ (2.34)
sendo as relações entre as matrizes apresentadas na equação (2.33) e as apresentadas na
equação (2.34) as seguintes:
𝑅11 = 𝐿11 𝑅21 =
⎡⎣ 𝐿21
𝐿31
⎤⎦ 𝑅22 =
⎡⎣ 𝐿22 0
𝐿32 𝐿33
⎤⎦
𝑅31 = 𝐿41 𝑅32 =
[︁
𝐿42 𝐿43
]︁
𝑄
𝑇
1 = 𝑄𝑇1 𝑄
𝑇
2 =
⎡⎣ 𝑄𝑇2
𝑄𝑇3
⎤⎦ 𝑄𝑇3 = 𝑄𝑇4 𝑊𝑝 =
⎡⎣ 𝑈𝑝
𝑌𝑝
⎤⎦
De (2.34) tem-se
𝑈𝑓 = 𝑅11𝑄
𝑇
1 ⇒ (2.35)
⇒ 𝑄𝑇1 = 𝑅−111 𝑈𝑓
então 𝑊𝑝, que tem os dados passados, pode ser reescrita
𝑊𝑝 = 𝑅21𝑄
𝑇
1 +𝑅22𝑄
𝑇
2 ⇒ (2.36)
⇒ 𝑅22𝑄𝑇2 = 𝑊𝑝 −𝑅21𝑄𝑇1 ⇒
⇒ 𝑄𝑇2 = 𝑅†22
(︁
𝑊𝑝 −𝑅21𝑄𝑇1
)︁
a matriz de saídas futuras 𝑌𝑓 , obtida de (2.34)
𝑌𝑓 = 𝑅31𝑄
𝑇
1 +𝑅32𝑄
𝑇
2 (2.37)
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Usando as equações (2.35) e (2.36) em (2.37), é dada a seguinte relação para
𝑌𝑓
𝑌𝑓 = 𝑅31𝑅−111 𝑈𝑓 +𝑅32𝑅
†
22
(︁
𝑊𝑝 −𝑅21𝑄𝑇1
)︁
(2.38)
= 𝑅32𝑅†22𝑊𝑝 +
(︁
𝑅31 −𝑅32𝑅†22𝑅21
)︁
𝑅−111 𝑈𝑓
O modelo estendido de espaço de estados (2.15), só considerando os dados
futuros, é dado por:
𝑌𝑓 = 𝒪𝑘𝑋𝑓 +Ψ𝑘𝑈𝑓 (2.39)
Comparando (2.38) e (2.39), pode-se obter duas importantes relações para o
N4SID
𝑅32𝑅
†
22𝑊𝑝 = 𝒪𝑘𝑋𝑓 (2.40)
Ψ𝑘 =
(︁
𝑅31 −𝑅32𝑅†22𝑅21
)︁
𝑅−111 (2.41)
aplicando a SVD à equação (2.40)
𝑅32𝑅
†
22𝑊𝑝 =
[︁
𝑈1 𝑈2
]︁ ⎡⎣ Σ1 0
0 0
⎤⎦ ⎡⎣ 𝑉 𝑇1
𝑉 𝑇2
⎤⎦ (2.42)
em que 𝑈1 ∈ R𝑘𝑝𝑋𝑛 e 𝑈2 ∈ R𝑘𝑝𝑋(𝑘𝑝−𝑛). Então, a partir de (2.40) e (2.41) se tem:
𝒪𝑘 = 𝑈1Σ1/21 (2.43)
𝑋𝑓 = Σ1/21 𝑉 𝑇1 (2.44)
e a ordem do sistema é dada por
𝑛 = dimΣ1 (2.45)
Usando o vetor de estados futuros (2.44)
𝑋𝑓 = 𝑋𝑘 = [𝑥(𝑘) 𝑥(𝑘 + 1) . . . 𝑥(𝑘 +𝑁 − 2) 𝑥(𝑘 +𝑁 − 1)] (2.46)
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E a partir dos dados de entrada e saída amostrados é possível escrever as
seguintes matrizes com 𝑁 − 1 colunas:
?¯?𝑘+1 := [𝑥(𝑘 + 1) . . . 𝑥(𝑘 +𝑁 − 1)] (2.47a)
?¯?𝑘 := [𝑥(𝑘) . . . 𝑥(𝑘 +𝑁 − 2)] (2.47b)
?¯?𝑘|𝑘 := [𝑢(𝑘) . . . 𝑢(𝑘 +𝑁 − 2)] (2.47c)
𝑌𝑘|𝑘 := [𝑦(𝑘) . . . 𝑦(𝑘 +𝑁 − 2)] (2.47d)
Finalmente, é possível escrever os dados como um modelo em espaço de estados
⎡⎣ ?¯?𝑘+1
𝑌𝑘|𝑘
⎤⎦ =
⎡⎣ 𝐴 𝐵
𝐶 𝐷
⎤⎦⎡⎣ ?¯?𝑘
?¯?𝑘|𝑘
⎤⎦ (2.48)
Este é um sistema, equação (2.48), obtido dos dados futuros e as matrizes
do modelo em espaço de estados podem ser estimadas usando o método dos mínimos
quadrados, resultando em:
⎡⎣ 𝐴 ?^?
𝐶 ?^?
⎤⎦ =
⎛⎜⎝
⎡⎣ ?¯?𝑘+1
𝑌𝑘|𝑘
⎤⎦⎡⎣ ?¯?𝑘
?¯?𝑘|𝑘
⎤⎦𝑇
⎞⎟⎠
⎛⎜⎝
⎡⎣ ?¯?𝑘
?¯?𝑘|𝑘
⎤⎦⎡⎣ ?¯?𝑘
?¯?𝑘|𝑘
⎤⎦𝑇
⎞⎟⎠
−1
(2.49)
Passos do algoritmo N4SID:
1. Formar matrizes de Hankel com os vetores de entrada 𝑢(𝑡) e saída 𝑦(𝑡), neste caso
são formados matrizes de entradas passadas e futuras e o mesmo para as saídas.
2. Aplicar a decomposição 𝐿𝑄, equação (2.33).
3. Calcular a SVD à equação (2.40) e estimar o vetor de estados 𝑋𝑘, em seguida definir
os vetores ?¯?𝑘+1, ?¯?𝑘, ?¯?𝑘|𝑘, 𝑌𝑘|𝑘 como em (2.47).
4. Estimar as matrizes 𝐴, 𝐵 ,𝐶, 𝐷, resolvendo a equação (2.48) pelo método dos
mínimos quadrados.
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2.9 Método N4SID usando os parâmetros de Markov
O N4SID clássico estima o modelo do sistema usando o método dos míni-
mos quadrados (2.49). Neste trabalho é considerada uma variação que foi introduzida e
desenvolvida em (CLAVIJO, 2008).
Temos a matriz de Toeplitz da equação (2.41),
Ψ𝑘 =
(︁
𝑅31 −𝑅32𝑅†22𝑅21
)︁
𝑅−111
Ψ𝑘 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝐷 0 0 . . . 0
𝐶𝐵 𝐷 0 . . . 0
𝐶𝐴𝐵 𝐶𝐵 𝐷 . . . 0
... ... ... . . . ...
𝐶𝐴𝑘−1𝐵 𝐶𝐴𝑘−2𝐵 𝐶𝐴𝑘−3𝐵
... 𝐷
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R𝑘𝑝𝑋𝑘𝑚
O primeiro bloco coluna da matriz definida acima representa as respostas ao
impulso, também chamados parâmetros de Markov (2.6)
𝐺𝑘 :=
⎧⎨⎩ 𝐷 𝑘 = 0𝐶𝐴𝑘−1𝐵 𝑘 ̸= 0
⎡⎢⎢⎢⎢⎢⎢⎢⎣
𝐷
𝐶𝐵
...
𝐶𝐴𝑘−1𝐵
⎤⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
𝐺0
𝐺1
...
𝐺𝑘
⎤⎥⎥⎥⎥⎥⎥⎥⎦ (2.50)
A seguir, com essas respostas ao impulso, pode ser formada a matriz de Hankel
𝐻𝑘 = 𝒪𝑘𝒞𝑘 =
⎡⎢⎢⎢⎣
𝐶𝐵 𝐶𝐴𝐵 𝐶𝐴2𝐵 . . .
𝐶𝐴𝐵 𝐶𝐴2𝐵 𝐶𝐴3𝐵 . . .
... ... ... . . .
⎤⎥⎥⎥⎦ (2.51)
A matriz de atingibilidade pode ser estimada usando a matriz de observabili-
dade e a equação (2.51):
𝒞𝑘 = 𝒪†𝑘𝐻𝑘 =
[︁
𝐵 𝐴𝐵 𝐴2𝐵 . . . 𝐴𝑘−1𝐵
]︁
∈ R𝑛𝑋𝑘𝑚 (2.52)
Finalmente a matriz 𝐵 é o primeiro bloco 𝑛𝑋𝑚 e a matriz 𝐷 é 𝐺0
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𝐵𝑤𝑗 = 𝒞𝑘(1 : 𝑛, 1 : 𝑚) (2.53)
𝐷𝑤𝑗 = 𝐺0
Da matriz de observabilidade (2.43) são estimadas as matrizes 𝐴 e 𝐶.
2.10 Métodos de subespaços recursivos para identificação de sis-
temas multivariáveis variantes no tempo
Nesta seção será dado um breve resumo sobre a identificação de sistemas vari-
antes no tempo e como algoritmos baseados em métodos de subespaços têm sido adaptados
para uma identificação on-line. Deve-se lembrar que os algoritmos de subespaços têm como
núcleo e base principal a decomposição SVD das matrizes de dados conhecidos (entradas
e saídas) a partir das quais podem ser obtidas as matrizes de observabilidade estendida
e os vetores de estado do sistema, dependendo do tipo de método que for utilizado. Esse
passo tem uma complexidade computacional significativa, assim a atenção das pesquisas
centrou-se no desenvolvimento de rotinas eficientes que deviam executar recursivamente
esse passo. Por exemplo, no caso de encontrar uma boa abordagem para a atualização
da SVD, (VERHAEGEN; DEPRETTERE, 1991) propõem dividir a SVD em uma de-
composição LQ e uma atualização subsequente de primeiro grau de uma SVD anterior.
Uma desvantagem principal associada a esse algoritmo é o requisito para que o ruído de
medição de saída seja temporalmente branco.
Uma possível alternativa à abordagem acima mencionada, é a possibilidade
de atualizar diretamente a estimativa da matriz de observabilidade estendida. Trabalhos
nesse caminho foram explorados em (GUSTAFSSON, 1997) e (GUSTAFSSON T.; LO-
VERA; VERHAEGEN, 1998). Especificamente, eles estenderam o algoritmo PAST (Pro-
jection Approximation Subspace Tracking) desenvolvido em (YANG, 1995); esse algoritmo
é projetado para rastrear de forma recursiva um subespaço de sinal de medidas afetadas
por ruído temporariamente e espacialmente branco. Com relação ao subespaço de identifi-
cação, o subespaço de sinal é o espaço coluna da matriz de observabilidade estendida. No
artigo (YANG, 1995) é provado que o algoritmo desenvolvido representa uma alternativa
robusta para as clássicas abordagens que usam a SVD.
O foco principal desta dissertação é identificar sistemas variantes no tempo
sem ter que lidar com o problema de uma atualização recursiva da SVD ou com outro
tipo de requisito similar. No capítulo 4 são apresentados os detalhes do método recursivo
co-evolutivo proposto, o qual pega informação de cada janela anterior para diminuir a
complexidade computacional e o tempo de compilação do algoritmo.
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2.11 Método MOESP-VAR
Um tipo de algoritmo MOESP foi desenvolvido em (TAMARIZ A.D.R.; BOT-
TURA; BARRETO, 2005), chamado MOESP-VAR, esse método foi proposto para abor-
dar e identificar sistemas lineares multivariáveis com pequenas variações no tempo, ou
que variam lentamente.
O princípio do método é o seguinte: dado um sistema variante lentamente no
tempo, definem-se intervalos de tempo, também chamados de janelas, com uma quanti-
dade de dados (entradas e saídas). Essas janelas são definidas de maneira que o sistema
não sofra mudanças significativas durante a duração de uma mesma janela. O método MO-
ESP é aplicado aos dados de cada janela, e com isto estimam-se as matrizes do modelo
de espaço de estados (𝐴, ?^?, 𝐶, ?^?) que representam o sistema naquela janela. O processo
é repetido, até que todas as janelas de dados tenham sido modeladas. No caso em que
as variações do sistema sejam rápidas, o método MOESP-VAR não tem respostas muito
precisas. Comparações entre este método e propostas imuno-inspiradas são detalhadas em
(GIESBRECHT, 2013).
2.12 Limitações dos métodos de subespaços
A limitação dos métodos de subespaços é que existe uma dependência entre
o número de dados totais 𝑁 , dimensão das entradas 𝑢(𝑘) ∈ R𝑚𝑋1, dimensão das saídas
𝑦(𝑘) ∈ R𝑝𝑋1 e o número de blocos de linha 𝑅ℎ da matriz de Hankel formados na equação
(2.16) (método MOESP) e (2.33) (método N4SID). Cada um dos métodos de subespaços
abordados e também o MOESP-VAR são inicializados formando matrizes de blocos de
Hankel com as entradas e saídas; nesse passo o número total de colunas que tem a matriz
de Hankel é:
𝑁𝑐𝑜𝑙 = 𝑁 −𝑅ℎ + 1 (2.54)
logo é aplicado decomposição LQ, em que as matrizes 𝐿11 ∈ R𝑘𝑚𝑋𝑘𝑚 e 𝐿22 ∈ R𝑘𝑝𝑋𝑘𝑝
são fundamentais para estimar as matrizes do modelo em espaço de estados. Para que
o método seja computacionalmente factível o número total de colunas das matrizes de
Hankel 𝑁𝑐𝑜𝑙 tem que ser maior que a soma do número de colunas das matrizes 𝐿11 e 𝐿22
(2.17), ou seja pode-se expressar a seguinte desigualdade:
𝑁𝑐𝑜𝑙 > 𝑘(𝑚+ 𝑝) (2.55)
Computacionalmente as filhas das matrizes de Hankel 𝑈0|𝑘−1 e 𝑌0|𝑘−1 podem
Capítulo 2. Métodos de subespaços para identificação de sistemas 35
ser trocadas por 𝑅ℎ𝑥𝑚 e 𝑅ℎ𝑥𝑝 respectivamente. Além disso, 𝑘𝑚 e 𝑘𝑝 são númericamente
igual ao número de de linhas dessas matrizes, então 𝑘 = 𝑅ℎ. Substituindo a equação (2.54)
em (2.55) tem se:
𝑁𝑡−𝑅ℎ + 1 > 𝑅ℎ(𝑚+ 𝑝) (2.56)
manipulando a equação acima e deixando em evidencia o número de blocos de Hankel
𝑅ℎ, é definida a seguinte relação de desigualdade:
𝑅ℎ <
𝑁 + 1
𝑚+ 𝑝+ 1 (2.57)
Portanto, para dimensões maiores de entradas e saídas precisa-se de uma maior
quantidade de dados para a estimação de modelos usando subespaços. Entretanto, os
algoritmos evolutivos não apresentam essa dependência, eles podem estimar as matrizes
do modelo em espaço de estados tendo um número reduzido de dados de entrada e saída
por janela de tempo.
36
3 Algoritmos evolutivos
Os algoritmos evolutivos (AEs) são algoritmos heurísticos que tentam simu-
lar ou reproduzir processos evolutivos naturais. Há uma diversidade impressionante de
algoritmos mas existe a necessidade de novas abordagens devido a que problemas impor-
tantes ainda são difíceis de resolver. Nas seguintes seções serão abordadas os conceitos
dos algoritmos genéticos e co-evolutivos.
3.1 Algoritmos genéticos
Os algoritmos genéticos (AGs) são uma classe de AEs, baseados no conceito
evolutivo de seleção natural e foram propostos e analisados por primeira vez por (HOL-
LAND, 1975). Como tal, eles representam uma exploração inteligente de uma pesquisa
aleatória usada para resolver problemas de otimização. Embora randomizados, os AGs
não são aleatórios, em vez disso, eles exploram informações históricas para direcionar a
pesquisa para a região de melhor desempenho dentro do espaço de busca. Existem três
características que distinguem AGs propostos por Holland, de outros AEs:
∙ A representação usada, cadeias binarias (bitstring).
∙ O método de seleção proporcional.
∙ O primeiro e principal operador é o crossover.
Dessas características mencionadas acima, a ênfase marcada no crossover é o
que torna os AGs distintivos. As implementações posteriores do AG adotaram métodos
alternativos de seleção, e muitos abandonaram as representações de cadeias binárias para
outras representações mais acessíveis aos problemas enfrentados. Embora muitos métodos
alternativos de crossover tenham sido propostos, em quase todos os casos, essas variantes
são inspiradas pelo espírito que está subjacente à análise original do AG de Holland em
termos de processamento de esquemas ou blocos de construção.
3.1.1 Representação (estrutura de dados)
Deve-se introduzir uma terminologia: As estruturas individuais são muitas
vezes referidas como cromossomos. Eles são os genótipos que são manipulados pelo AG.
A rotina de avaliação decodifica essas estruturas em alguma estrutura fenotípica e atribui
um valor de fitness Normalmente, mas não necessariamente, os cromossomos são cadeias
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binarias. O valor em cada locus na cadeia é referido como um alelo. Às vezes, os locus
individuais também são chamados de genes. Nas outras vezes, os genes são combinações
de alelos que têm alguns significado fenotípico, como parâmetros.
Figura 3.1 – Cromossomo de cadeia binaria, retirado de (DE CASTRO L. N.; BOCCATO;
VON ZUBEN, 2016a).
3.1.2 Algoritmo genético básico e algumas variações
Uma população inicial de estruturas individuais 𝑃0 é gerada (geralmente ale-
atoriamente) e cada indivíduo é avaliado pelo fitness. Então, alguns desses indivíduos
são selecionados para acasalar. No AG original de Holland, os indivíduos são escolhidos
para o acasalamento probabilisticamente, atribuindo a cada indivíduo uma probabilidade
proporcional à sua performance observada. Assim, melhores indivíduos recebem mais
oportunidades para produzir descendentes (reprodução com ênfase). Em seguida, os ope-
radores genéticos (geralmente mutação e crossover) são aplicados aos indivíduos no buffer
de acasalamento, produzindo prole 𝐶(𝑡)). As taxas às quais a mutação e o cruzamento são
aplicados são decisão de implementação. Se as taxas forem baixas o suficiente, é provável
que uma parte da prole produzida será idêntica aos pais. Outra implementação detalha
quantos descendentes são produzidos por crossover (um ou dois), e quantos indivíduos
são selecionados e emparelhados no buffer intermediário. No artigo (HOLLAND, 1975)
apenas um par é selecionado para o acasalamento por ciclo. Um AG clássico apresenta a
seguinte estrutura:
∙ Inicialização da população de tamanho fixo (quantidade de indivíduos).
∙ Estrutura binaria ou real.
∙ Crossover simples.
∙ Mutação.
∙ Seleção proporcional ao fitness.
3.1.3 Mecanismo de seleção
O mecanismo de seleção é um dos principais operadores dos AEs em geral, cujo
objetivo é selecionar os melhores indivíduos da população em cada geração, eliminando
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aos piores indivíduos. A qualidade de um indivíduo é baseada em seu valor de fitness,
se ele tem um valor de fitness elevado a consequência direta é uma maior chance de
sobreviver e formar parte de nova geração. O operador de seleção pode ser probabilístico
ou determinístico e os AGs usam a primeira abordagem. A seleção no AG clássico é
proporcional ao fitness e é geralmente implementada utilizando o algoritmo da roleta
(roulette wheel).
Algoritmo da roleta
O roulette wheel atribui a cada indivíduo de uma população uma probabilidade
de passar para a próxima geração que é proporcional a seu fitness normalizado, ou seja,
o fitness medido em relação à somatória do fitness de todos os indivíduos da população.
Assim, quanto maior o fitness de um indivíduo, maior a probabilidade de ele passar a
formar parte da próxima geração. No entanto, pode-se observar no gráfico que o algoritmo
permite a perda do melhor indivíduo da população, uma vez que a roleta pode parar em
um indivíduo de fenótipo pior.
Figura 3.2 – Seleção por algoritmo da roleta, nem sempre o melhor indivíduo tem a chance
de sobreviver, retirado de (DE CASTRO L. N.; BOCCATO; VON ZUBEN,
2016a).
Seleção por torneio
O mecanismo de seleção por torneio é o usado para os AEs desenvolvidos
nesta dissertação. Ele é um dos mais refinados processos de seleção por dar a liberdade
ao usuário de ajustar a pressão seletiva. Para se selecionar 𝑁 indivíduos, realizam-se 𝑁
torneios envolvendo 𝑞 indivíduos em cada torneio, escolhidos sem levar em conta o fitness
e com reposição (um indivíduo pode aparecer mais de uma vez num mesmo torneio).
Vence cada torneio aquele que apresentar o maior fitness (em comparação ao(s) de seu(s)
oponente(s) no torneio). Valores de 𝑞 > 10 levam a uma forte pressão seletiva, enquanto
valores de 𝑞 entre 3 e 5 levam a uma fraca pressão seletiva.
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3.1.4 Crossover e mutação
Crossover
A ideia intuitiva por trás do crossover é fácil de indicar: dado dois indivíduos
que são altamente adequados, mas por diferentes motivos, o que seria ideal de fazer é
criar um novo indivíduo que combine os melhores recursos de cada um. Claro que, como
provavelmente não tem se uma certeza de quais recursos são prioritários para um bom
desempenho, o melhor que pode se fazer é recombinar os recursos aleatoriamente; é assim
que o crossover opera.
Figura 3.3 – Crossover de um único ponto para cadeias de comprimento 𝑙 = 8, retirado
de (DE CASTRO L. N.; BOCCATO; VON ZUBEN, 2016a).
Mutação
Os AEs funcionam combinando a seleção com um mecanismo para produzir
variações. O mecanismo mais conhecido para produzir variações é a mutação, onde um
alelo de um gene é substituído aleatoriamente por outro. Em outras palavras, novas so-
luções de teste são criadas através de pequenas mudanças aleatórias na representação de
soluções de teste anteriores. Se uma representação binária é usada, então a mutação é
alcançada por lançamento (flipping) de bits ao acaso. Uma taxa comum de mutação, por
exemplo, se o cromossomo for de cem bits de comprimento, então a taxa de mutação é
configurada para que cada bit tenha uma probabilidade de 0, 01 de ser lançado.
3.1.5 Problema de aplicação simples
É apresentada uma função contínua 𝑓(𝑥, 𝑦), equação 3.1, para determinar o
ótimo global utilizado o AG padrão mas com uma representação usando números reais.
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Em que 𝑥, 𝑦 ∈ [−1, 2]. Deseja-se determinar o ponto (𝑥*, 𝑦*) que maximize a função.
𝑓(𝑥, 𝑦) = 𝑥 sin(4𝜋𝑥)− 𝑦 sin(4𝜋𝑦 + 𝜋) + 1 (3.1)
Figura 3.4 – Superfície da função 𝑓(𝑥, 𝑦) a ser maximizada. O ponto em estrela azul é o
(𝑥*, 𝑦*) = (1, 628; 1, 628) que maximiza a função.
Após compilar o AG, pode se obter um gráfico interessante com os valores do
fitness médio da população e o fitness do melhor indivíduo estimado em cada geração, foi
definido um total de 100 gerações.
Figura 3.5 – Valor do fitness através das gerações.
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3.2 Algoritmos co-evolutivos
Os algoritmos co-evolutivos são métodos heurísticos baseados em cooperação
e competição, ou ainda em evolução conjunta de indivíduos de diferentes espécies. In-
formações mais detalhadas a respeito deste assunto podem ser encontradas na referência
(WIEGAND, 2003).
A coevolução é fortemente associada a uma evolução mútua entre duas espécies
que apresentam dependências entre si, de forma que uma exerce pressão seletiva sobre a
outra, criando assim um paradigma de que não existe evolução isolada.
O objetivo da coevolução é produzir uma dinâmica tipicamente referida como
arms race. Informalmente, arms race (corrida armamentista), significa que cada população
aumenta o seu desempenho de forma a obter progressos incrementais em relação aos
outros. A idéia é que o sistema é conduzido a melhores partes do espaço de busca por
essas melhorias recíprocas ao longo do tempo. Consideremos o exemplo predador-presa:
Se a presa evoluir para correr mais rápido; então a população de predadores é forçada
a evoluir comportamentos que frustram essa vantagem da presa. A esperança é que, no
final, ambas as populações tenham atributos excepcionais (WIEGAND, 2003).
De fato, vantagens da coevolução levaram a sua aplicação em uma grande
variedade de problemas. As aplicações de otimização incluem a coevolução de processos
rápidos, redes de classificação completas (HILLIS, 1991) e a coevolução de argumentos
máximos para funções complexas (POTTER; JONG, 1994).
3.2.1 Co-evolução competitiva: Predador-presa
Uma co-evolução competitiva implica a interação de duas espécies, evoluindo
de forma complementar e através de um processo de iteração física com o objetivo de
subsistir, similar aos sistemas predador-presa. Isto significa que o sucesso de uma espécie
é considerado falha da outra, a última espécie terá que reagir para manter sua chance de
sobrevivência. Essa interação competitiva entre espécies acabará por levá-las à evolução.
A competição é alcançada através de encontros entre um indivíduo de uma população e
uma da outra.
3.3 Algoritmos evolutivos aplicados em identificação de sistemas
Nesta seção são tratadas as primeiras aplicações dos paradigmas naturais, AEs,
ao problema de otimização relacionado à identificação de sistemas. Desde o início do século
XXI, muitas pesquisas nessa área foram desenvolvidas, devido à vantagem dos AEs de
superar problemas complexos de otimização.
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Uma primeira abordagem é descrita na referência (RODRIGUES-VASQUEZ
K.; FONSECA; FLEMING, 2004), em que uma programação genética multiobjetiva é
aplicada para identificar a estrutura de modelos dinâmicos polinomiais não lineares. A
programação genética permitiu a determinação de um modelo autorregressivo não linear
com entradas exógenas (NARX) sem conhecer a priori a estrutura do sistema. A função
de fitness nessa abordagem é calculada baseada em muitos critérios, envolvendo índices
de desempenho e complexidade do modelo, seguindo o critério de informação usado na
identificação do sistema de caixa preta.
Outra aplicação interessante dos AEs foi para identificar a estrutura e parâme-
tros de um sistema linear invariante do tempo (IWASAKI M.; MIWA; MATSUI, 2005).
Nesse artigo, um clássico algoritmo genético é aplicado na identificação dos parâmetros
da função de transferência de um sistema ressonante de duas massas. Os resultados fo-
ram comparados com os obtidos com um procedimento de modelagem de caixa branca,
e a conclusão foi que os resultados obtidos com a abordagem de caixa preta foram mais
próximas da resposta real do sistema devido à modelagem de fenômenos imprevisíveis.
Existem também abordagens como em (WAKIZONO M.; HATANAKA; UO-
SAKI, 2006). Nessa referencia, um mecanismo imuno baseado na seleção clonal proposto
em (DE CASTRO; VON ZUBEN, 2002), foi proposto mudar a identificação dos siste-
mas linear e não-linear. Os modelos utilizados na referência foram baseados em funções
de transferência e a escolha do mecanismo imunológico foi devido à capacidade desse
algoritmo de rastrear soluções ótimas anteriores a partir do conjunto de células de memó-
ria. Os resultados apresentados na referência mostraram que a abordagem foi eficaz para
modelar os sistemas estudados.
Em (GIESBRECHT; BOTTURA, 2015), os autores propuseram um algoritmo
imuno-inspirado para identificar modelos no espaço de estados para sistemas MIMO vari-
antes do tempo, com estrutura desconhecida. Um modo de evitar o problema das dimen-
sões das matrizes do modelo, foi inicializar a população do algoritmo usando o MOESP.
Desta forma, as soluções candidatas começam em uma região espacial de soluções de-
sejadas, permitindo a convergência em um período razoável de tempo. Esse algoritmo
também aproveita a capacidade dos algoritmos de inspiração imunológica para rastrear
soluções variantes no tempo. Dessa maneira, como os parâmetros do sistema variam ao
longo do tempo, os indivíduos da população também evoluem para rastrear o conjunto
de parâmetros que minimizam o erro de saída naquele instante de tempo.
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3.3.1 Identificação de sistemas variantes no tempo como um problema de
otimização
A identificação de sistemas variantes no tempo pode ser definida como um
problema de otimização se um espaço de modelos de espaço de estado é definido. O
espaço contém todas as possíveis quádruplas de matrizes, sendo as dimensões das matrizes
conhecidas a priori. Cada modelo no espaço de estado é visto como um ponto nesse espaço,
também chamado espaço de busca. A ideia principal é buscar o ponto que minimiza o
erro entre as saídas do modelo e do sistema geradas a partir das mesmas entradas. Esse
ponto também muda ao longo do tempo, ou seja, outra quádrupla de matrizes deve ser
estimada.
Então, os AEs podem se adaptar bem a esse problema de otimização. Para
variações maiores do sistema ao longo do tempo, o algoritmo deve procurar um novo ponto,
quádrupla, que minimize o erro de estimação. Baseado nesse princípio foram desenvolvidos
os AEs nesta dissertação. De forma ilustrativa pode-se definir o problema de otimização
como segue:
Seja 𝒳𝑖 ∈ R(𝑛+𝑝)𝑋(𝑛+𝑚):
𝒳𝑖 =
⎡⎣ 𝐴𝑖 𝐵𝑖
𝐶𝑖 𝐷𝑖
⎤⎦ (3.2)
O erro de estimação 𝐸(𝒳𝑖) é calculado como na equação 3.3 e também é
definida uma função de fitness 𝑓(𝒳𝑖) na equação 3.4.
𝐸(𝒳𝑖) =
𝑁∑︁
𝑘=1
||(𝑦(𝑘)− 𝑦(𝑘))|| (3.3)
𝑓(𝒳𝑖) = 11 + 𝐸(𝒳𝑖) (3.4)
sendo 𝑦(𝑘) a saída real do sistema no instante 𝑘, 𝑦(𝑘) a saída estimada no instante 𝑘 e 𝑁
o número de dados disponível.
Existe um 𝑥*𝑖 que minimiza o erro, esse conceito levado à função de fitness,
significa maximizar e é definido a continuação: 𝑥*𝑖 → 𝑚𝑎𝑥(𝑓(𝑥*𝑖 )). A equação 3.4, pode
ser modificada ou alterada, isso é outra vantagem dos AEs, que não restringe as maneiras
de criar uma nova função de fitness.
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4 Contribuições
Neste capítulo, são tratadas as contribuições da dissertação, que são os algorit-
mos desenvolvidos para identificação de sistemas multivariáveis variantes lentamente no
tempo. Primeiro, o método N4SID-VAR será apresentado com as bases de modelamento
e seus passos também são descritos. Em segundo lugar o algoritmo de identificação de
sistemas baseado em AG será exposto, levando em conta a codificação, os parâmetros e
seus passos essenciais. Na terceira parte do capítulo é detalhado o algoritmo de identifica-
ção de sistemas baseado em ACOE simples, mostrando a função de fitness adotada para
que exista uma coevolução e os demais parâmetros importantes do algoritmo. Finalmente,
na última parte é exposto o algoritmo de identificação baseado em ACOE recursivo e as
etapas envolvidas.
4.1 Método N4SID-VAR
Na vida real os sistemas não são invariantes ao longo do tempo, aumentando
a complexidade do problema de identificação. O sistema pode ser modelado no espaço de
estados, representado na equação 4.1, em que as matrizes do modelo em espaço de estados
𝐴(𝑘), 𝐵(𝑘), 𝐶(𝑘), 𝐷(𝑘) variam em função de 𝑘, representa o tempo.
⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑥(𝑘 + 1) = 𝐴(𝑘)𝑥(𝑘) +𝐵(𝑘)u(𝑘)
𝑦(𝑘) = 𝐶(𝑘)𝑥(𝑘) +𝐷(𝑘)u(𝑘)
(4.1)
Na última seção foi apresentada uma breve introdução dos métodos de su-
bespaços, também foi introduzida a versão do MOESP para identificação de sistemas
variantes lentamente no tempo chamado MOESP-VAR (TAMARIZ A.D.R.; BOTTURA;
BARRETO, 2005). Esse estudo levou a desenvolver uma versão do N4SID para o mesmo
problema, essa versão foi denominada neste trabalho N4SID-VAR. O método trabalha
como se segue: o primeiro passo é definir intervalos ou janelas de tempo (onde as varia-
ções do sistema são lentas). Cada janela contém um subconjunto de dados de entradas e
saídas. O seguinte passo é aplicar o N4SID em cada janela de dados, com o algoritmo é es-
timada a quádrupla de matrizes 𝐴𝑤𝑗, 𝐵𝑤𝑗, 𝐶𝑤𝑗, 𝐷𝑤𝑗 do modelo. Esta quádrupla representa
o modelo durante o intervalo definido para cada janela.
O número total de janelas 𝑗 pode ser determinado fazendo uma divisão do
número total de dados disponíveis (entradas e saídas) 𝑁 e o número de dados por cada
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janela de tempo 𝑁𝑤, como segue na equação 4.2.
𝑗 = 𝑁
𝑁𝑤
(4.2)
Cada matriz que forma parte da quádrupla representa o modelo em espaço de
estados dentro de um intervalo de tempo, como pode ser definido na equação 4.3.
𝐴𝑤𝑗 = 𝐴(𝑘) → 0 ≤ 𝑘 ≤ 𝑗𝑁𝑤 − 1 (4.3)
Os subconjuntos de dados de entradas (𝑈𝑤1, . . . , 𝑈𝑤𝑗) e saídas (𝑌𝑤1, . . . , 𝑌𝑤𝑗)
do sistema, em cada uma das janelas são definidos como:
𝑈𝑤1 = [𝑢(0) 𝑢(1) . . . 𝑢(𝑁𝑤 − 1)] (4.4)
𝑈𝑤2 = [𝑢(𝑁𝑤) 𝑢(𝑁𝑤 + 1) . . . 𝑢(2𝑁𝑤 − 1)]
... = ...
𝑈𝑤𝑗 = [𝑢(𝑗𝑁𝑤 −𝑁𝑤) 𝑢(𝑗𝑁𝑤 −𝑁𝑤 + 1) . . . 𝑢(𝑗𝑁𝑤 − 1)]
𝑌𝑤1 = [𝑦(0) 𝑦(1) . . . 𝑦(𝑁𝑤 − 1)] (4.5)
𝑌𝑤2 = [𝑦(𝑁𝑤) 𝑦(𝑁𝑤 + 1) . . . 𝑦(2𝑁𝑤 − 1)]
... = ...
𝑌𝑤𝑗 = [𝑦(𝑗𝑁𝑤 −𝑁𝑤) 𝑦(𝑗𝑁𝑤 −𝑁𝑤 + 1) . . . 𝑦(𝑗𝑁𝑤 − 1)]
Os modelos estendidos para saídas e entradas (passadas e futuras) em cada
janela são apresentados nas equações 4.6 e 4.7.
𝑌𝑤𝑗|𝑝 = 𝒪𝑘𝑋𝑤𝑗|𝑝 +Ψ𝑘𝑈𝑤𝑗|𝑝 (4.6)
𝑌𝑤𝑗|𝑓 = 𝒪𝑘𝑋𝑤𝑗|𝑓 +Ψ𝑘𝑈𝑤𝑗|𝑓 (4.7)
A partir desses modelos estendidos é possível iniciar o algoritmo N4SID-VAR
usando a variação apresentada no capítulo 2 (seção 2.9), em que são usados os parâme-
tros de Markov, e não uma estimação baseada em mínimos quadrados. O fluxograma do
algoritmo proposto é apresentado na figura 4.1.
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Figura 4.1 – Fluxograma do funcionamento do algoritmo N4SID-VAR.
4.2 Algoritmo genético para identificação de sistemas MIMO vari-
antes no tempo
Os AGs têm sido aplicados em diversos problemas de otimização e os resultados
foram realmente bons, como foi detalhado no capítulo 3. Nesta seção é introduzido um AG
aplicado ao problema de identificação de sistemas MIMO variantes no tempo. O algoritmo
é inicializado com uma população que é formada por um indivíduo que tem um tamanho
igual a quantidade de elementos das matrizes do espaço de estados 𝐴,𝐵,𝐶,𝐷.
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Figura 4.2 – Indivíduo do sistema dado acima, em que todas as matrizes têm dimensão
2𝑋2.
4.2.1 Codificação adotada
A codificação adotada para o AG foi a seguinte: as soluções candidatas da
população 𝑃 têm um número de elementos igual a soma de dimensões das matrizes do
modelo em espaço de estados, ou seja, cada indivíduo 𝑁 tem em total 4𝑛 + 2𝑚 + 2𝑝
elementos, agrupados em um vetor fila. Essa codificação é ilustrada como segue:
𝑁 = [ 𝑎1 , 𝑎2 , . . . , 𝑎𝑛 , ⇒
⇒ 𝑏1 , 𝑏2 , . . . , 𝑏𝑛 , ⇒
⇒ 𝑐1 , 𝑐2 , . . . , 𝑐𝑝 ,⇒
⇒ 𝑑1 , 𝑑2 , . . . , 𝑑𝑝 ]
(4.8)
Os elementos do indivíduo 𝑁 na equação (4.8) 𝑎𝑛, 𝑏𝑛, 𝑐𝑛 e 𝑑𝑛 são as linhas de
cada matriz 𝐴,𝐵,𝐶,𝐷 no modelo de espaço de estado, respectivamente.
Por exemplo, para um sistema dado:
𝐴 =
⎡⎣𝑎11 𝑎12
𝑎21 𝑎22
⎤⎦𝐵 =
⎡⎣𝑏11 𝑏12
𝑏21 𝑏22
⎤⎦𝐶 =
⎡⎣𝑐11 𝑐12
𝑐21 𝑐22
⎤⎦𝐷 =
⎡⎣𝑑11 𝑑12
𝑑21 𝑑22
⎤⎦
e o indivíduo 𝑁 é representado segundo a figura 4.2.
4.2.2 Operadores
Os operadores escolhidos na evolução da população são os seguintes, apresen-
tados na tabela 4.1.
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Tabela 4.1 – Operadores
Crossover Aritmético
Mutação Gaussiana
Seleção Torneio
O croosover aritmético implementado é definido assim: sejam os pais 𝑝1 e 𝑝2,
da combinação deles são gerados os filhos 𝑐1 e 𝑐2, usando a relação seguinte
𝑐1 = 𝛼𝑝1 + (1− 𝛼)𝑝2
𝑐2 = (1− 𝛼)𝑝1 + 𝛼𝑝2
em que 𝛼 ∈ (0, 1)
4.2.3 Função de fitness
Para um indivíduo 𝑁 o seu fitness é dado por:
𝑓(𝑁) = 11 + 𝐸(𝑁) (4.9)
A função 𝐸 representa o erro total entre as saídas estimadas a partir do indi-
víduo 𝑦(𝑘) e a saídas reais do sistema 𝑦(𝑘), para uma quantidade de dados 𝑛. Esse erro
é definido pela equação (4.10):
𝐸(𝑁) =
𝑁∑︁
𝑘=1
||(𝑦(𝑘)− 𝑦(𝑘))|| (4.10)
4.2.4 Estrutura
O primeiro passo é criar a população 𝑃 de maneira aleatória. Em seguida, só
80% das soluções candidatas são selecionadas para recombinação, enquanto que 20% dos
indivíduos na população sofre mutação Gaussiana. Essa escolha permite que se explore
melhor o espaço de busca premiando a recombinação, mas sem dependência forte na
mutação, que pode eliminar soluções candidatas ótimas para o problema de identificação
de sistemas. O seguinte passo é estimar o fitness dos indivíduos 𝑓(𝑁). Finalmente, a etapa
de seleção é feita. A figura 4.3 mostra a estrutura adotada.
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Figura 4.3 – Fluxograma do funcionamento do algoritmo genético.
4.3 Algoritmo co-evolutivo para identificação de sistemas MIMO
variantes no tempo
Para a identificação dos sistemas variantes no tempo utilizou-se o ACOE. Para
esta abordagem, criaram-se quatro populações: 𝑃𝐴, 𝑃𝐵, 𝑃𝐶 e 𝑃𝐷 , que atuaram na evolução
das matrizes 𝐴, 𝐵, 𝐶 e 𝐷 do modelo em espaço de estados, respectivamente.
O objetivo individual das populações consiste em encontrar a configuração da
sua matriz de estado associado, que minimize o erro entre conjunto das saídas do sistema
𝑦 e o conjunto de saídas do modelo estimado 𝑦, para um dado conjunto de entradas 𝑈 . O
espaço de busca de cada população consiste, para cada uma das matrizes da representação
no espaço de estados (4.1), 𝑀𝐴 ∈ R𝑛𝑋𝑛,𝑀𝐵 ∈ R𝑛𝑋𝑚,𝑀𝐶 ∈ R𝑝𝑋𝑛, 𝑀𝐷 ∈ R𝑝𝑋𝑚. Deve-se
notar que no caso dos sistemas variantes no tempo essas matrizes do espaço de estados
não são contantes, variam a cada instante de tempo.
Nas seções seguintes são introduzidas a codificação adotada, os operadores, a
função de avaliação utilizada e a estrutura do algoritmo.
4.3.1 Codificação adotada
As soluções candidatas de cada população foram representadas na seguinte
forma: 𝑃𝐴 tem 𝑛 * 𝑛 posições, 𝑃𝐵 tem 𝑛 *𝑚 posições, 𝑃𝐶 tem 𝑝 * 𝑛 posições e 𝑃𝐷 tem
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𝑝 *𝑚 posições. As colunas de cada matriz do espaço de busca são transformadas em filas
para logo serem concatenadas. Essa codificação está ilustrada para 𝑃𝐴 na tabela 4.2.
Tabela 4.2 – Configuração dos cromossomos para 𝑃𝐴
𝑎1→𝑛,1 𝑎1→𝑛,2 · · · 𝑎1→𝑛,𝑛
𝑃𝐴 (𝑎1,1 → 𝑎𝑛,1) (𝑎1,2 → 𝑎𝑛,2) · · · (𝑎1,𝑛 → 𝑎𝑛,𝑛)
4.3.2 Operadores
Os operadores utilizados nas quatro populações (𝑃𝐴, 𝑃𝐵, 𝑃𝐶 e 𝑃𝐷) foram os
mesmos. Na tabela 4.3 é apresentada a lista de operadores.
Tabela 4.3 – Operadores
Recombinação Aritmético
Mutação Gaussiana
Seleção Torneio
Na mutação, o valor da variância (𝜎2) varia com respeito ao número de gera-
ções (𝑔𝑖). Esta abordagem teve como inspiração o simulated annealing (KIRKPATRICK
S.; GERLATT; VECCHI, 1983), em que se deseja que os indivíduos tenham maior liber-
dade para explorar o espaço de busca durante as primeiras gerações. Conforme as gerações
vão passando, deseja-se que esta liberdade de exploração seja reduzida, para incentivar
os indivíduos a refinarem as soluções candidatas previamente encontradas. No simulated
annealing original, o decaimento desse fator de exploração (chamado de temperatura 𝑇 )
atua na seleção de indivíduos, enquanto que no ACOE ele atua na mutação de indivíduos,
gerando a redução da intensidade das mutações ao longo das gerações.
Um número baixo de indivíduos para o torneio, gera baixa pressão seletiva na
população, que, como consequência, permite aos indivíduos de baixo fitness maior chance
de sobrevivência (DE CASTRO L. N.; BOCCATO; VON ZUBEN, 2016b).
4.3.3 Função fitness
Para um indivíduo 𝑝(𝑥,𝑖) da população 𝑥, por exemplo 𝑃𝐴, o seu fitness é dado
por:
𝑓(𝑝(𝐴,𝑖)) =
1
1 + 𝐸(𝑝(𝐴,𝑖), 𝑝(𝐵,𝑟1), 𝑝(𝐶,𝑟2), 𝑝(𝐷,𝑟3))
, (4.11)
Onde 𝑟1, 𝑟2 e 𝑟3 são indivíduos aleatórios extraídos da população. A função 𝐸
representa o erro total entre as saídas estimadas a partir desses indivíduos 𝑦(𝑘) e a saídas
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reais do sistema 𝑦(𝑘), para uma quantidade de dados 𝑛. A equação do erro 𝐸 é definida
por:
𝐸(𝑝(𝐴,𝑖), 𝑝(𝐵,𝑟1), 𝑝(𝐶,𝑟2), 𝑝(𝐷,𝑟3)) =
𝑁∑︁
𝑘=1
||(𝑦(𝑘)− 𝑦(𝑘))|| (4.12)
4.3.4 Estrutura
Inicialmente, para cada uma das janelas de dados, os indivíduos das quatro
populações são inicializados aleatoriamente. Em seguida, a determinação do número de
soluções candidatas que são selecionadas, tanto para a recombinação, quando para a
mutação, ocorre de forma determinística, sendo que 75% da população é selecionada para
o crossover, enquanto que 25% dos indivíduos sofre mutação. Posteriormente, calcula-se
o fitness dos indivíduos. Por fim, é feita a etapa de seleção de indivíduos. A figura 4.4
ilustra a estrutura adotada.
Figura 4.4 – Fluxograma do funcionamento do algoritmo para uma janela de tempo.
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4.4 Algoritmo co-evolutivo com dados recursivos para identificação
de sistemas MIMO variantes no tempo
Na seção anterior foi explicado detalhadamente o ACOE desenvolvido para
identificação de sistemas MIMO variantes no tempo. Conforme será discutido no capítulo
5, o algoritmo atingiu bons resultados, fitness maior do que os método puramente de-
terminísticos, mas é computacionalmente custoso. Para diminuir o custo computacional e
otimizar o algoritmo, foi criado um novo algoritmo que usa dados recursivos tomando como
referência (GIESBRECHT, 2013), em que a quádrupla de matrizes estimadas (𝐴,𝐵,𝐶,𝐷)
na janela anterior é usada na próxima janela. Essas matrizes são clonadas e perturbadas,
isso ajuda a diminuir o espaço de busca, já que para um sistema variante lentamente
no tempo, a quádrupla que representa adequadamente o sistema na próxima janela, que
é vista como um ponto que minimiza o erro de saída do sistema e do modelo estimado,
encontra-se muito próxima da quádrupla que representa bem o sistema na janela anterior.
O algoritmo recursivo proposto nesta seção segue os seguintes passos:
1. Uma janela de inicialização é definida contendo 𝑁𝑤 amostras ou dados de entradas
e saídas entre os instantes 𝑘 = 0 e 𝑘 = 𝑁𝑤 − 1.
2. O algoritmo proposto é aplicado aos dados de inicialização e uma quádrupla inicial
(𝐴𝑖𝑛, 𝐵𝑖𝑛, 𝐶𝑖𝑛, 𝐷𝑖𝑛) é estimada, essas matrizes formam o melhor indivíduo.
3. Para a seguinte janela, a quádrupla inicial é clonada e perturbada para que seja a
população na seguinte janela, onde o algoritmo é aplicado novamente.
4. O algoritmo recursivo é calculado até que os dados disponíveis terminem.
A codificação adotada, os operadores, a função de avaliação utilizada e a es-
trutura do algoritmo foram as mesmas que no ACOE.
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Figura 4.5 – Fluxograma do funcionamento do algoritmo coevolutivo recursivo.
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5 Resultados
Neste capitulo serão apresentados os resultados das propostas feitas ao longo
da dissertação. Os algoritmos desenvolvidos nas contribuições, capitulo 4, foram aplica-
dos para identificar um sistema MIMO variante lentamente no tempo. Na seção 5.1 os
algoritmos N4SID-VAR e MOESP-VAR são comparados. Para isso são considerados os
erros de estimação e os tempos de execução. Na seguinte seção, 5.2, os métodos de subes-
paços são usados para estimar os modos de vibração eletromecânicos de um benchmark
de um sistema de transmissão de energia. Na seção 5.3 é detalhada a aplicação do algo-
ritmo ACOE simples, não recursivo, comparado com os métodos determinísticos e outras
abordagens. Finalmente na seção 5.4 o ACOE recursivo é aplicado no benchmark e são
encontrados os parâmetros de Markov do modelo e do sistema. Na busca de diminuir o
custo computacional foi determinada uma janela de tempo ótima para atingir um modelo
com um erro de estimação mínimo.
5.1 N4SID-VAR
Para testar o algoritmo N4SID-VAR proposto foi utilizado um modelo de re-
ferência (benchmark) cuja matriz A, apresentada na equação 5.1, é lentamente variante
com o tempo.
𝐴𝑘 =
⎡⎣ 𝑎(𝑘) 𝑏(𝑘)
1 −1
⎤⎦ (5.1)
em que
𝑎(𝑘) = −12(𝑘/2500)
2 + 12(𝑘/2500)
𝑏(𝑘) = − 116(𝑘/2500)
4 − 18(𝑘/2500)
3
−1316(𝑘/2500)
2 − 34(𝑘/2500)−
1
2
As matrizes 𝐵, 𝐶 e 𝐷 são constantes, apresentadas na equação 5.2. Esse sis-
tema foi retirado da referência (TAMARIZ A.D.R.; BOTTURA; BARRETO, 2005).
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𝐵𝑘 =
⎡⎣ −2 1
1 1
⎤⎦ ; 𝐶𝑘 =
⎡⎣ 1 3
1 2
⎤⎦
𝐷𝑘 =
⎡⎣ 1 3
1 1
⎤⎦ (5.2)
Ao sistema foi dado como entrada um ruído branco bidimensional com 𝑁 =
1000 amostras. Em um primeiro momento, não foi adicionado ruído adicional de saída
nos dados. A variação dos parâmetros 𝑎(𝑘) e 𝑏(𝑘) é plotada na figura 5.1.
Figura 5.1 – Variação dos parâmetros de 𝐴𝑘
A princípio foi definido um tamanho de cada janela de dados 𝑁𝑤 = 50 (entra-
das e saídas). No intervalo de tempo referente a cada janela o sistema varia lentamente,
e pode ser aproximado por um sistema invariante no tempo. Os MOESP-VAR e N4SID-
VAR, foram executados 1000 vezes. Para cada uma das execuções, um novo conjunto de
entradas ruído branco foi gerado, seguindo sempre as mesmas características de média
e covariância. Isso é feito para garantir que se tenha maior consistência na comparação
entre os dois métodos. Na figura 5.2 são apresentadas as saídas do sistema e do modelo
para cada uns dos métodos para uma das execuções.
Para comparar a qualidade dos métodos, foi calculado o erro quadrático médio
entre as saídas reais e estimadas, que é definido pela equação 5.3, a variável 𝑚 é o número
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(a) Na linha vermelha contínua são mostradas as saídas do sistema. E em estrelas azuis são
mostradas as saídas do modelo obtido com o MOESP-VAR
(b) Na linha vermelha contínua são mostradas as saídas do sistema. E em estrelas azuis são
mostradas as saídas do modelo obtido com o método proposto N4SID-VAR
Figura 5.2 – Saídas do sistema e saídas estimadas
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de execuções de cada algoritmo. A média dos resultados do cálculo do erro quadrático
médio para os dois métodos após 1000 execuções são apresentados na tabela 5.1.
𝑒 =
∑︀𝑚
𝑟=1
1
2𝑁
∑︀𝑁
𝑖=1(𝑦𝑟(𝑖) − 𝑦𝑟(𝑖))2
𝑚
(5.3)
Tabela 5.1 – Erro quadrático médio
𝑁𝑤 = 50 𝑒
N4SID-VAR 0.8551
MOESP-VAR 1.8896
(a) 𝑁𝑤 = (50, 60, . . . , 500)
(b) 𝑁𝑤 = (50, 60, . . . , 100)
Figura 5.3 – Erro quadrático médio para o método N4SID-VAR, linha com estrelas azuis,
e o MOESP-VAR, linha continua vermelha. Figura (𝑎), os resultados para
janelas variando entre 50𝑒500. Figura (𝑏) um detalhamento para janelas va-
riando entre 50𝑒100.
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Na figura 5.3(a) são mostradas as médias dos erros quadráticos médios após
2000 execuções, para os seguintes tamanhos de janela de dados:
𝑁𝑤 = 50, 60, 70, 80, 90, 100, 150, 200, 250, 300, 350, 400, 500
Outro gráfico que mostra mais acerca da performance do N4SID-VAR é a
figura 5.3(b), em que os erros quadráticos médios para as janelas no intervalo de 𝑁𝑤 =
50, 60, 70, 80, 90, 100, são apresentadas em detalhes.
O erro quadrático médio obtido, apresentado na tabela 5.1, com o N4SID-
VAR foi menor que com o MOESP-VAR. Para todos os tamanhos de janela avaliados
o método proposto apresenta menor erro quadrático médio. Uma intuição sobre isso é
que o algoritmo é baseado em uma versão do N4SID que não usa o método dos mínimos
quadrados, só é preciso achar a matriz de Toeplitz formada com os parâmetros de Markov.
No caso do MOESP o método dos mínimos quadrados forma parte do algoritmo para
estimar as matrizes 𝐵 e 𝐷 do modelo.
Com isso, o número de dados pequeno em uma janela faz com que o algoritmo
MOESP tenha um resultado menos exato. Uma observação importante é que, para os
dois algoritmos, o erro tende a aumentar com o tamanho de janela, conforme observado
na figura 5.3 devido a que, com isso, o sistema ou benchmark apresenta variações maiores
dentro de uma mesma janela e sua representação por um sistema invariante no tempo se
torna menos exata.
O tempo de execução médio 𝑇𝑚 foi calculado para as execuções em que 𝑁𝑤 =
50. O método N4SID-VAR apresentou uma velocidade de execução 5 vezes maior, dito
de outro modo o tempo de execução foi aproximadamente 5 vezes menor comparado com
o MOESP-VAR. Os resultados são apresentados na tabela 5.2. Esse resultado também é
esperado devido à menor necessidade de inversões de matrizes no método N4SID.
Tabela 5.2 – Tempo de execução médio
𝑁𝑤 = 50 𝑇𝑚(𝑠𝑒𝑔𝑢𝑛𝑑𝑜𝑠)
N4SID-VAR 2.54
MOESP-VAR 10.34
Sistema com ruído adicional
Para validar a sensibilidade dos métodos a ruídos de saída, ao sistema foi dado
como entrada um ruído branco bidimensional com 𝑁 = 1000 amostras. Além disso, foi
adicionado outro sinal de ruído equivalente ao 30% da saída gerada ao se excitar o sistema
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Figura 5.4 – Na linha vermelha contínua são mostradas as saídas do sistema e em estrelas
azuis são mostradas as saídas do modelo obtido com o MOESP-VAR, para
uma das execuções com janela de 𝑁𝑤 = 50 dados.
com a entrada. Isso foi feito para verificar a robustez dos algoritmos quando aplicados a
dados ruidosos.
Foi definido um tamanho de janela de dados 𝑁𝑤 = 50. Nas figuras 5.4 e 5.5 são
apresentadas as saídas do sistema e do modelo para cada un dos métodos para uma das
execuções na janela entre as amostras 800 e 900. Para comparar a qualidade dos métodos,
foi calculado o erro quadrático médio entre as saídas reais e estimadas, que é definido pela
equação 5.3. A média dos resultados do cálculo do erro quadrático médio para os dois
métodos após 2000 execuções é apresentada na tabela 5.3.
Tabela 5.3 – Erro quadrático médio
𝑁𝑤 = 50 𝑒
N4SID-VAR 1.1521
MOESP-VAR 2.8896
Na figura 5.6 são mostradas as médias dos erros quadráticos médios após 2000
execuções, para os seguintes tamanhos de janela de dados:
𝑁𝑤 = 50, 60, 70, 80, 90, 100, 150, 200, 250, 300, 350, 400, 500
Outro gráfico que mostra mais acerca da performance do N4SID-VAR é a fi-
gura 5.7, em que as janelas no intervalo de 𝑁𝑤 = 50, 60, 70, 80, 90, 100, são apresentadas
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Figura 5.5 – Na linha vermelha contínua são mostradas as saídas do sistema e em estrelas
azuis são mostradas as saídas do modelo obtido com o método proposto
N4SID-VAR, para uma das execuções com janela de 𝑁𝑤 = 50 dados.
em detalhes. A partir dos resultados se observa que o método N4SID-VAR continua sendo
superior ao método MOESP-VAR mesmo no caso com ruído de medição. Também é inte-
ressante observar que o erro do N4SID-VAR para o caso com ruído apresentado na tabela
5.3 é até mesmo menor que o do método MOESP-VAR no caso sem ruído, apresentado
na tabela 5.1.
O tempo de execução médio 𝑇𝑚 foi calculado para as execuções em que 𝑁𝑤 =
50. O método N4SID-VAR apresentou uma velocidade de execução 5 vezes maior, como
no caso sem considerar ruído. Os resultados são apresentados na tabela 5.4.
Tabela 5.4 – Tempo de execução médio
𝑁𝑤 = 50 𝑇𝑚(𝑠𝑒𝑔𝑢𝑛𝑑𝑜𝑠)
N4SID-VAR 2.87
MOESP-VAR 14.35
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Figura 5.6 – Erros quadráticos médios para os métodos N4SID-VAR, linha com estrelas
azuis, e MOESP-VAR, linga vermelha continua, para janelas variando entre
50 e 500.
Figura 5.7 – Detalhamento dos erros quadráticos médios para janelas variando entre 50 e
100.
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5.2 ACOE
Para testar o ACOE proposto foi utilizado o mesmo benchmark que no caso do
N4SID-VAR, ver equações 5.1 e 5.2. Ao sistema foi dado como entrada um ruído branco
bidimensional com 𝑁 = 1000 amostras. Os parâmetros do algoritmo foram configurados
conforme é apresentado na tabela 5.5.
Tabela 5.5 – Configuração dos parâmetros
Parâmetros
Número de populações 4
Gerações (𝑔) 4000
Tamanho da população 200
Indivíduos para crossover 150
Probabilidade de seleção (𝛼) 0.6
Indivíduos para mutação 50
Variância (𝜎2) 1− 𝑔𝑖2*𝑔
Indivíduos por torneio (𝑞) 2
No processo de identificação de sistemas utilizando coevolução, a diversidade é
um fator chave para garantir o progresso da evolução. Muitas vezes o aumento de fitness
não está associado com o indivíduo de melhor fitness. Por exemplo, o cromossomo com
maior fitness da população 𝑃𝐴 não, necessariamente, vai obter melhor fitness quando
interagir com o melhor indivíduo da população 𝑃𝐵. O aumento do fitness pode acontecer
por interações entre um indivíduo de alto fitness e outro de baixo ou até, entre dois
indivíduos de fitness baixo. Assim, garantir a diversidade da população, por meio de
mutações regulares, é algo crucial para sua evolução.
A interdependência entre as populações é um fator limitador que afeta o pro-
gresso de evolução de uma população. Por exemplo, se uma população já encontrou a
solução ótima dentro do seu espaço de busca, de nada adiantará se as demais populações
não evoluirem junto. Por isto, o progresso de uma população, normalmente, desencadeia o
progresso das demais populações. Isto pode ser notado na figura 5.8, em que é apresentada
a evolução do fitness das quatro populações ao longo das iterações. Da figura é possível
perceber a interdependência das populações ocorre durantes as gerações de 2000 a 3400,
onde acontece o avanço de uma população, que afeta as demais. O número de gerações
foi determinado por análise empírica. Percebeu-se que o as populações precisam de pelo
menos 4000 gerações para obterem valores de fitness relevantes.
Para avaliar o método proposto, o conjunto de dados gerado tendo como en-
trada o ruído branco (𝑁 = 1000) foi dividido em 5 conjuntos (200 entradas e saídas):
(𝑈1, 𝑌1), (𝑈2, 𝑌2), (𝑈3, 𝑌3), (𝑈4, 𝑌4) e (𝑈5, 𝑌5), dos quais, a variação do sistema é maior
para os dados de índice superior. Por exemplo, a variação do sistema para (𝑈2, 𝑌2) é maior
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Figura 5.8 – Fitness das quatros populações para o conjunto (𝑈1, 𝑌1). A curva vermelha
representa o fitness do melhor indivíduo (maior fitness) e a curva azul é o
fitness médio da população.
do que as de (𝑈1, 𝑌1) e menor que (𝑈3, 𝑌3). Em cada conjunto de entradas e saídas, quatro
métodos adicionais, além da coevolução, foram utilizados: MOESP-VAR, N4SID-VAR,
AG e BA. Os resultados do fitness médios, calculados conforme a equação 4.10, das exe-
cuções desses métodos podem ser vistos na tabela 5.6. Para garantir uma avaliação justa,
o número de iterações feitas na coevolução, no AG e na BA foi o mesmo. Além disso, o
AG utiliza os mesmos operadores e parâmetros aplicados ao ACOE.
A partir dos resultados obtidos, é possível inferir que o MOESP-VAR e o ACOE
possuem desempenho semelhante para a identificação dos sistemas variantes no tempo,
porém a coevolução possui uma leve vantagem. Isto pode ser um resultado promissor que
indica que o refinamento mais elaborado pode levar a coevolução a encontrar a solução
ainda melhor para o problema de identificação de sistemas variantes no tempo.
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Tabela 5.6 – Valor de fitness do melhor indivíduo para os diferentes conjuntos de dados
utilizados em cada método
Fitness (𝑥10−3)
(𝑈1, 𝑌1) (𝑈2, 𝑌2) (𝑈3, 𝑌3) (𝑈4, 𝑌4) (𝑈5, 𝑌5)
ACOE 10.1 7.2 6.4 5.89 3.2
MOESP-VAR 8.23 6.51 5.33 4.27 2.13
N4SID-VAR 8.68 6.78 5.87 4.72 2.43
AG 0.97 0.78 0.85 0.83 0.67
BA 0.82 0.65 0.81 0.61 0.52
Tanto o AG, quanto a BA possuem fitness dez vezes inferiores ao MOESP-VAR
e ao ACOE. Isto acontece por que o AG e a BA tentam encontrar a melhor configuração
dos subespaços de uma única vez, ou seja, eles trabalham com a evolução de indivíduos de
dimensão 16. Por outro lado, a coevolução utiliza a ideia de "dividir para conquistar", onde
as diferentes populações tentam encontrar os sub-soluções que interagem melhor com os
demais indivíduos das outras populações. De forma filosófica a coevolução permite que
os indivíduos trabalhem com um senso de comunidades, o qual cada população trabalha
para melhorar sua própria comunidade.
5.3 ACOE recursivo
Para testar o ACOE recursivo foi usado o mesmo benchmark que no caso do
ACOE, equações 5.1 e 5.2. Ao sistema foi excitado um ruído branco bidimensional com
𝑁 = 1000 amostras (entrada). Os parâmetros do algoritmo foram configurados conforme
foi apresentado na tabela 5.7. O tamanho da população precisou uma mudança para
garantir uma boa diversidade de indivíduos devido principalmente a que a janela de
dados é bem menor que no caso do ACOE simples.
Os parâmetros de Markov 𝐷 e 𝐶𝐵 são constantes e os parâmetros seguintes
podem ser vistos nas figuras 5.9 e 5.10, do sistema a ser identificado. As quádruplas de
matrizes podem não ser iguais, do sistema e do modelo, mas as respostas ao impulso ou
parâmetros de Markov e a variação deles com respeito ao tempo, devem ser similares ou
iguais para ter uma boa aproximação e estimação do sistema, na referência (GIESBRE-
CHT, 2013) podem-se encontrar mais detalhes.
Foi definido um tamanho de janela de 𝑁𝑤 = 50, o algoritmo não foi inicializado
com o MOESP como no caso de (GIESBRECHT, 2013) mas sim aleatoriamente. Nas
figuras 5.11, 5.12, 5.13 e 5.14 são comparados os parâmetros de Markov do sistema real e
do modelo estimado.
Procurando um tamanho de janela ótimo e que consiga diminuir o erro entre
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Figura 5.9 – Variação do parâmetro de Markov 𝐶(𝑘) *𝐴(𝑘) *𝐵(𝑘) do sistema a ser iden-
tificado em função de 𝑘
Figura 5.10 – Variação do parâmetro de Markov 𝐶(𝑘) * 𝐴(𝑘)2 * 𝐵(𝑘) do sistema a ser
identificado em função de 𝑘
Capítulo 5. Resultados 66
Figura 5.11 – O parâmetro de Markov 𝐷𝑘 do sistema a ser identificado é plotado em linha
azul e o parâmetro de Markov 𝐷𝑒𝑠𝑡(𝑘) do modelo estimado com 𝑁𝑤 = 50 é
plotado em linhas tracejadas vermelhas.
Figura 5.12 – O parâmetro de Markov 𝐶(𝑘)*𝐵(𝑘) do sistema a ser identificado é plotado
em linha azul e o parâmetro de Markov 𝐶𝑒𝑠𝑡(𝑘)*𝐵𝑒𝑠𝑡(𝑘) do modelo estimado
com 𝑁𝑤 = 50 é plotado em linhas tracejadas vermelhas.
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Figura 5.13 – O parâmetro de Markov 𝐶(𝑘) *𝐴(𝑘) *𝐵(𝑘) do sistema a ser identificado é
plotado em linha azul e o parâmetro de Markov 𝐶𝑒𝑠𝑡(𝑘)*𝐴𝑒𝑠𝑡(𝑘)*𝐵𝑒𝑠𝑡(𝑘) do
modelo estimado com 𝑁𝑤 = 50 é plotado em linhas tracejadas vermelhas.
Figura 5.14 – O parâmetro de Markov 𝐶(𝑘) *𝐴2(𝑘) *𝐵(𝑘) do sistema a ser identificado é
plotado em linha azul e o parâmetro de Markov 𝐶𝑒𝑠𝑡(𝑘)*𝐴2𝑒𝑠𝑡(𝑘)*𝐵𝑒𝑠𝑡(𝑘) do
modelo estimado com 𝑁𝑤 = 50 é plotado em linhas tracejadas vermelhas.
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Tabela 5.7 – Configuração dos parâmetros
Parâmetros
Número de populações 4
Gerações (𝑔) 2000
Tamanho da população 600
Indivíduos para crossover 150
Probabilidade de seleção (𝛼) 0.6
Indivíduos para mutação 50
Variância (𝜎2) 1− 𝑔𝑖2*𝑔
Indivíduos por torneio (𝑞) 2
Tabela 5.8 – Tabela dos tempos de execução pegando diferentes números de dados.
Número de dados na janela Tempo de execução (minutos)
5 12
20 21
50 35
100 58
200 112
os parâmetros de Markov real e estimado, outro teste foi feito tendo uma quantidade
de dados 𝑁𝑤 = 5 por janela, o algoritmo foi capaz de encontrar uma solução ótima em
menos tempo, 12 minutos por janela, como é apresentado na tabela 5.8 e na figura 5.15.
Definindo uma menor quantidade de dados na janela e incrementando a população, ver
tabela 5.7, o tempo de execução ou compilação do algoritmo decresceu. A comparação
dos parâmetros de Markov para esse último teste são apresentados nas figuras 5.16, 5.17,
5.18 e 5.19.
A mesmas entradas e saídas foram coletadas para estimar o modelo para um
mesmo tamanho de janela aplicando os diferentes métodos desenvolvidos nesta tese: MO-
ESP, N4SID, MOESP-VAR, N4SID-VAR. Os resultados são apresentados na tabela 5.9.
Baseado no fitness obtido em cada método, é possível inferir que o ACOE recursivo conse-
guiu se adaptar as variações do sistema, ainda se for rápida, mas o métodos de subespaço
estudados e desenvolvidos, não têm a mesma capacidade de seguir essas variações. A
grande vantagem do algoritmo é que ele busca outro ponto, que representa a quádrupla
de matrizes, tentando maximizar a função de fitness, enquanto o erro de estimação é
minimizado.
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Figura 5.15 – Os círculos vermelhos são as coordenadas dos números de dados vs. os
tempos de execução.
Figura 5.16 – O parâmetro de Markov 𝐷𝑘 do sistema a ser identificado é plotado em linha
azul e o parâmetro de Markov 𝐷𝑒𝑠𝑡(𝑘) do modelo estimado com 𝑁𝑤 = 5 é
plotado em linhas tracejadas vermelhas.
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Figura 5.17 – O parâmetro de Markov 𝐶(𝑘)*𝐵(𝑘) do sistema a ser identificado é plotado
em linha azul e o parâmetro de Markov 𝐶𝑒𝑠𝑡(𝑘)*𝐵𝑒𝑠𝑡(𝑘) do modelo estimado
com 𝑁𝑤 = 5 é plotado em linhas tracejadas vermelhas.
Figura 5.18 – O parâmetro de Markov 𝐶(𝑘) *𝐴(𝑘) *𝐵(𝑘) do sistema a ser identificado é
plotado em linha azul e o parâmetro de Markov 𝐶𝑒𝑠𝑡(𝑘) * 𝐴𝑒𝑠𝑡(𝑘) * 𝐵𝑒𝑠𝑡(𝑘)
do modelo estimado com 𝑁𝑤 = 5 é plotado em linhas tracejadas vermelhas.
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Figura 5.19 – O parâmetro de Markov 𝐶(𝑘) *𝐴2(𝑘) *𝐵(𝑘) do sistema a ser identificado é
plotado em linha azul e o parâmetro de Markov 𝐶𝑒𝑠𝑡(𝑘) * 𝐴2𝑒𝑠𝑡(𝑘) * 𝐵𝑒𝑠𝑡(𝑘)
do modelo estimado com 𝑁𝑤 = 5 é plotado em linhas tracejadas vermelhas.
Tabela 5.9 – Fitness calculado levando em conta todas as saídas do experimento para
os métodos apresentados e descritos na dissertação, quantidade de dados
𝑁𝑤 = 5 em cada janela de tempo. No caso dos métodos N4SID-VAR e
MOESP-VAR, a quantidade de dados por janela foi de 𝑁𝑤 = 50.
Fitness
MOESP 0.043
N4SID 0.054
MOESP-VAR 0.092
N4SID-VAR 0.127
ACOE recursivo 10.88
5.4 Aplicação dos métodos de subespaços para identificação de
modos de vibração eletromecânicos de sistemas de energia elé-
trica
Os métodos de subespaços estudados nesta dissertação foram também aplica-
dos na estimação dos modos de vibração eletromecânicos de sistemas de energia elétrica.
A grande vantagem da aplicação dos métodos de subespaços é que proveem uma iden-
tificação robusta e não existe a necessidade de estimar todas as matrizes do modelo em
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espaço de estados 2.2. Isto deve-se a que, nesses problemas, é necessário apenas estimar
a matriz 𝐴 e a partir dela achar os modos de vibração, que são seus autovalores.
Os sistemas de medição fasorial sincronizada (SPMS) também conhecidos
como Wide- Area Measurement Systems (WAMS) apresentam-se como um novo para-
digma no processo de monitoração dos Sistemas de Energia Elétrica (SEE). Esses sistemas
são capazes de realizar medidas sincronizadas, distantes geograficamente, com taxas de
amostragem muito superiores aos tradicionais sistemas SCADA. Por meio das WAMS é
possível realizar a monitoração da dinâmica do sistema elétrico, o que permite monitorar
fenômenos que não poderiam ser observados a partir dos dados do sistema SCADA. En-
tre as aplicações de monitoração mais utilizadas destaca-se a de identificação de modos
de oscilações eletromecânicos de baixa frequência. Os modos de oscilações eletromecâni-
cos, dependendo do ponto de operação ou alteração topológica, podem gerar oscilações
pouco amortecidas ou até mesmo instáveis, com possibilidade de causar blackouts ou li-
mitar a transmissão de potência entre áreas. A monitoração de modos de oscilação pouco
amortecidos é de grande importância para análise da segurança da operação dos sistemas
elétricos.
A partir dos sincrofasores é possível aplicar métodos de identificação de sis-
temas dinâmicos e de realização de séries temporais multivariáveis para determinação
das matrizes do modelo em espaço de estado que representam os SEE (ZHOU M.; PI-
ERRE; HAUER, 2006) . A partir dessas matrizes, determinam-se os modos de oscilação
eletromecânicos usando métodos de subespaços.
5.4.1 Sistemas de medição sincronizada de fasores
A estrutura básica de uma WAMS consiste de equipamentos instalados em
subestações que conseguem realizar a medição das grandezas elétricas de corrente e tensão
sincronizadas. O equipamento Phasor Measurement Unit (PMU) realiza tais medições,
que são enviadas para o concentrador de dados fasoriais (PDC). O PDC recebe os dados
e os organiza de acordo com a estampa fornecida pelo sistema de sincronização temporal
(GPS) da Phasor Measurment Unit (PMU). Os dados obtidos a partir dos sincrofasores
são fundamentais para o processo monitoração e identificação de SEE.
5.4.2 Sistema teste
Como sistema teste escolheu-se um de sete barras e cinco máquinas que repre-
senta um modelo equivalente do sistema Sul/Sudeste brasileiro. Os geradores síncronos
são representados por um modelo de quinta ordem. O regulador de tensão é representado
por um modelo de primeira ordem com limitadores utilizados por todos os geradores. Este
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Tabela 5.10 – Modos de oscilação inter-área
Modo Autovalor Frequência (HZ) Amort. (%)
1 0.64± 5.39 0,86 -11.9
2 −0.22± 5.87 0.93 3.84
3 −0.33± 5.20 0.82 6.39
Figura 5.20 – Equivalente do Sistema Sul-Sudeste (Brasil).
sistema é apresentado na figura 5.20 e os dados completos podem ser obtidos de (MAR-
TINS; LIMA, 1989), esse sistema apresenta no total 37 modos de vibrar. A análise modal
deste sistema foi realizada com o Pacdyn. O sistema apresenta dois modos inter-área:
Modo 1 é devido ao sistema sudeste oscilando contra Itaipu e Modo 2 associado com a
oscilação do Sistema Sul (Salto Santiago, Salto Segredo e Foz de Areia) contra o sistema
Sudeste e Itaipu. Estes modos são apresentados na tabela 5.10.
Para avaliar os algoritmos baseados em subespaços o sistema teste foi excitado
com uma entrada de 1.0 pu na potência mecânica de Itaipu sendo o sinal acrescido de um
ruído branco com 0.3 pu de intensidade. O sinal de saída considerado foi o de velocidade
da máquina de Itaipu.
No caso do método MOESP só foi necessário usar uma janela de 150 dados
(entradas e saídas) para estimar todos os modos. Entretanto o N4SID precisou de uma
janela de 300 dados para estimar os 37 modos. Na figura 5.21 mostram-se os modos reais e
estimados para cada método usando 150 dados. Verifica-se que com o N4SID só é possível
estimar 25 modos. Na figura 5.22 são apresentados os resultados com janelas de 300 dados.
Nota-se desta figura que todos os modos foram encontrados para esse número de dados
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(a) N4SID
(b) MOESP
Figura 5.21 – Modos de oscilação reais do sistema (estrelas azuis) e modos de oscilação
estimados pelos dois métodos de subespaços (círculos vermelhos), para o
sistema com 37 modos, 𝐴 ∈ R37𝑋37 e usando uma janela de 150 dados.
Tabela 5.11 – Erro de Estimação
Erro
dos modos com amortecimento baixo (<10%)
MOESP 0.12𝑥10−10
N4SID 0.28𝑥10−10
N4SID Matlab 0.21𝑥10−10
Capítulo 5. Resultados 75
(a) N4SID
(b) MOESP
Figura 5.22 – Modos de oscilação reais do sistema (estrelas azuis) e modos de oscilação
estimados pelos dois métodos de subespaços (círculos vermelhos), para o
sistema com 37 modos, 𝐴 ∈ R37𝑋37 e usando uma janela de 300 dados.
Para comparação entre a exatidão dos métodos, o erro é definido como a dis-
tância euclidiana entre os modos do sistema e os modos estimados.Pode-se observar nas
figuras e também baseado nos erros obtidos tabela 5.11 que o MOESP apresenta desem-
penho superior na estimação dos modos do sistema. Verifica-se também que o N4SID
precisa de uma maior quantidade de dados para estimar todos os modos de oscilação do
sistema. Então também o tempo de execução computacional do MOESP é menor. Para
sistemas reais donde as entradas do sistema podem ser aproximadas a ruídos brancos os
métodos podem chegar a ter uma eficiência apreciável. Tendo em conta que os modos mais
importantes são os que têm uma parte real menos negativa, os que estão mais próximos
do eixo imaginário, e que podem gerar oscilações pouco amortecidas. Foram comparados
também o N4SID do Matlab (toolbox) com N4SID nesta dissertação e os resultados foram
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(a) MOESP
(b) N4SID
Figura 5.23 – Saídas reais do sistema e saídas estimadas do modelo geradas a partir da
mesma entrada (ruído branco).
similares, ver tabela 5.11.
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6 Conclusões
Nesta dissertação, o tema principal foi desenvolver métodos de subespaços e
evolutivos para identificar sistemas MIMO lineares variantes no tempo. Foi discutido o
enfoque de transformar o problema de identificação em um problema de otimização, o
qual foi fundamental para a proposição de soluções pertencentes ao campo dos AEs.
A partir dos resultados obtidos foi verificado que, para o benchmark proposto,
o método determinístico N4SID-VAR proposto nesta dissertação tem um erro quadrático
menor em comparação ao MOESP-VAR. O algoritmo também é computacionalmente
menos custoso e apresenta um tempo de execução menor, porque utiliza as respostas ao
impulso (parâmetros de Markov) e não o método dos mínimos quadrados. Pode-se verificar
também que quando o sistema tem uma variação maior o erro de estimação aumenta
consideravelmente, isso levou a propor novas técnicas descritas também na dissertação.
Nesta dissertação também foram definidos os passos para identificar sistemas
variantes lentamente no tempo por meio do ACOE. O objetivo principal do algoritmo foi
encontrar uma quádrupla de matrizes 𝐴, ?^?, 𝐶, ?^?, dentro do espaço de busca que minimiza
o erro de estimação por meio da solução de um problema de otimização. Baseado nos
resultados obtidos, foi demostrado que esse tipo de algoritmo tem resultado superior ao
de métodos puramente determinísticos como o MOESP-VAR, e que é possível estimar
modelos com boa acurácia, os quais representam o sistema em uma janela ou intervalo
de tempo. O ACOE recursivo desenvolvido melhorou ainda mais a estimação do modelo,
diminuindo o erro entre as saídas reais e estimadas. O tempo de compilação também foi
reduzido usando a informação da janela anterior e uma quantidade menor de dados.
No capítulo de resultados, seção 6.4, foram tratados e comparados os métodos
mais empregados para identificar sistemas por subespaços para um sistema dinâmico real.
Com os resultados foi demostrado que o algoritmo MOESP precisa de uma menor quanti-
dade de amostras (entradas e saídas) para estimar os modos de vibração eletromecânicos
de sistemas de energia elétrica, tendo ainda um erro menor comparado com o N4SID.
Outras técnicas evolutivas podem ser implementadas para encontrar qual é a
melhor alternativa para resolver o problema de otimização definido. Cabe notar que as
populações envolvidas no ACOE, podem apresentar cada uma outro tipo de abordagem ou
evolução, em outras palavras, uma delas pode evoluir usando estrategias evolutivas, outra
usando programação genética e interagir com as outras populações na co-evolução. Além
disso, o método proposto pode ser aplicado para modelar séries temporais e comparar
resultados com o algoritmo imuno-inspirado (GIESBRECHT; BOTTURA, 2015).
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Para trabalhos futuros na área de métodos de identificação aplicados aos SEE,
podem ser implementadas versões menos custosas computacionalmente, tendo em conta a
vantagem bem notória do MOESP, pode ser possível desenvolver um algoritmo recursivo
para estimar os modos de oscilação para cada janela de dados, além de poder diminuir
também os passos do algoritmo, o que pode ser útil em sistemas que tenham uma or-
dem superior. Além disso podem ser comparados métodos heurísticos de identificação
de sistemas multivariáveis variantes no tempo, como os propostos em (GIESBRECHT;
BOTTURA, 2015) e (ROBLES; GIESBRECHT, 2017), sempre que os sistemas sejam
considerados variantes no tempo.
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