This paper considers the problem of clustering the vertices of a complete edge-weighted graph. The objective is to maximize the sum of the edge weights within the clusters (also called cliques). This so-called Clique Partitioning Problem (CPP) is NP-complete, and has several real-life applications such as groupings in flexible manufacturing systems, in biology, in flight gate assignment, etc. Numerous heuristics and exact approaches as well as benchmark tests have been presented in the literature. Most exact methods use branch and bound with branching over edges. We present tighter upper bounds for each search tree node than those known from the literature, improve the constraint propagation techniques for fixing edges in each node, and present a new branching scheme. The theoretical improvements are reflected by computational tests with real-life data. Although a standard solver delivers best results on randomly generated data, the runtime of the proposed algorithm is very low when being applied to instances on object clustering.
a b s t r a c t
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Introduction
A task that frequently arises in qualitative data analysis is to uncover natural groupings, or types, of objects, each of which is characterized by several attributes. One can think of these objects as vertices of an edge-weighted graph, G; each positive or negative weight represents some measure of similarity or dissimilarity, respectively, of an edge-defining object pair. A clustering of the objects into groups is a partition of the graph, which means a partition of the vertex set of G into nonoverlapping subsets. The set of edges connecting vertices of different subsets from some partition of G is called a multicut. In order to find groups that are as homogeneous as possible, positive edges should appear within groups and negative edges in the multicut. Hence, a best clustering is one with a minimal multicut weight.
If there are no restrictions on the number of vertices in each cluster, this problem is called Clique Partitioning Problem (CPP). The CPP is NP-complete unless all edge weights are positive or all weights are negative (see [6, 21] ). Theoretical aspects of this problem are discussed by Grötschel and Wakabayashi [9] , and Grötschel and Wakabayashi [8] present a cutting plane algorithm as well as benchmark tests. Different publications refer to these tests: de Amorim et al. [3] apply simulated annealing, Dorndorf and Pesch [5] present an ejection chain heuristic as well as a branch and bound method, and Brusco and Köhn [1] describe two neighborhood search heuristics with an embedded relocation algorithm and an embedded tabu search method. Kochenberger et al. [14] introduce a new model representation for the CPP, which is especially suitable for large instances, which are then solved using tabu search. The cutting plane algorithm by Grötschel and Wakabayashi [8] is the basis for a cutting plane algorithm by Oosten et al. [17] , who present further facet-defining inequalities.
Some papers present models with additional restrictions on the number of cliques or on the number of vertices in a clique. Ji and Mitchell [12] consider the problem in which each cluster must have a minimum number of vertices. They present a branch and price scheme for solving the problem. The pricing problem is solved using an integer program. The clustering problem when considering either a maximal or a minimal number of clusters has been studied by Chopra and Rao [2] . The polytopes of both problems are analyzed and valid inequalities and facets are derived. If the number of vertices in each clique is restricted, or, more generally, if the sum of vertex weights in each clique is bounded, the problem is called clustering with knapsack constraint. This problem is analyzed and solved using branch and price algorithms by Johnson et al. [13] and Mehrotra and Trick [16] .
Real-life applications of the CPP come from, but are not restricted to, biology, flexible manufacturing systems, airport logistics, and social sciences. In biology, the classification of animals and plants is based on qualitative and/or quantitative descriptions. As there is no limit on the number of classes, the CPP is suited for the determination of a classification. The test set provided by Grötschel and Wakabayashi [8] contains some instances from this application. In manufacturing systems, an approach called Group Technology (GP) (see, for example, the surveys by Potts and Van Wassenhove [18] and Liaee and Emmons [15] ) has become popular; it uses similarities of different products (and/or activities) in their production (execution). The groups can be determined using the CPP, as shown by Wang et al. [22] and Oosten et al. [17] . Dorndorf et al. [4] present an application of the CPP to airport logistics. During ground handling, aircraft have to be grouped such that all aircraft of a group are assigned to the same gate. There are quite a few restrictions and objectives, which can be considered by choosing appropriate edge weights, e.g., aircraft being at the airport at the same time should not be in the same group, which is enforced by a large negative value. A variety of applications of the CPP in social sciences, especially in psychology, are given by Brusco and Köhn [1] .
In this paper, we describe a new branch and bound algorithm for solving the CPP. First, we present upper bounds that are based on the triangular restrictions, i.e., the fact that, if vertices i and j are in the same cluster, and i and k are in the same cluster, then j and k have to be in the same cluster. In all instances of a test set to be found in literature, we were able to reduce the initial upper bound at the root node by at least 60%. Second, we use constraint propagation techniques. Especially when the difference between upper and lower bound becomes small, these techniques lead to numerous fixations of edges (i.e., the fact that two vertices must or must not be in the same cluster). In many instances tested, the upper bounds and the constraint propagation techniques (although easy to apply) lead to the optimal solution in the root node. Third, we present a new branching scheme using dichotomy. However, in general, the two branches do not halve the search space. Thus, our branching scheme guarantees that the child node containing the bigger part of the search space has a tight upper bound.
The clique partitioning problem
Consider a complete edge-weighted graph G = (V , E, W ) consisting of a set of vertices V = {1, 2, . . . , n}, a set of edges E =  e ij |e ij = {i, j}, i, j ∈ V , i ̸ = j  , and a set of edge weights W = (w ij ), i, j ∈ V , w ij ∈ R ∪ {−∞} with w ij = w ji . The clique partitioning problem is to find an equivalence relation on V , so that the sum of the edge weights of all vertex pairs in relation is maximized. This is equivalent to finding a partition of V into cliques, i.e., vertex subsets, so that the sum of the edge weights within the cliques is maximized. With binary variables
1 if vertices i and j are in relation (i.e. i and j belong to the same clique), 0 otherwise for all edges {i, j}, the CPP can be described by the following model (see [8] ):
The constraints guarantee the transitivity of the relation: if vertices i and j belong to the same clique and vertices j and k belong to the same clique, then vertices i, j, k belong to the same clique. We present a branch and bound algorithm for solving this problem. The binary branching procedure decides, for every edge of the graph, whether it is selected and included in a potential solution or not. After each branching, consistency tests are applied (e.g., restrictions are checked) in order to find additional edges that now must or must not be selected. Afterwards, an upper bound is determined for each search tree node.
The search tree
First, a lower bound g with a corresponding feasible solution for the clique partitioning problem will be determined, using an arbitrary heuristic algorithm. We have used the ejection chain algorithm presented by Dorndorf and Pesch [5] .
The search tree structure is as follows. At the root, there is the initial graph G(V , E, W ). Then branching with two child nodes and a subsequent constraint propagation follows. In the first node, a specific variable x ij is explicitly set to 1. In other nodes. This upper bound can be reduced drastically by forcing each node to fulfill the triangular restrictions described in (2.1). In this case the upper bound comes down to the nth Bell number, which will be described below.
For each node λ, let us define the set of fixed edges E λ ⊆ E, and the set of selected edges
The outline of the search tree still misses details on how the upper bounds are obtained, how to determine which edges are to be chosen for branching, and how constraint propagation works. This will be done in the following sections.
The notation used is summarized in Table 1 .
Upper bounds
The objective of the CPP is the sum of the edge weights within all cliques. Relaxing the triangle restrictions (see (2.1)) leads to a very simple initial upper bound g * 0 , which is the sum of all positive edge weights:
This upper bound can similarly be applied to each node λ of the search. If a positive edge weight is deselected or if a negative edge weight is selected, the upper bound is reduced accordingly:
However, this upper bound cannot efficiently limit the search space.
Let us introduce a second upper bound g that generally lowers the initial upper bound, g 0 ≤ g * 0 . Consider a triple of vertices of the complete graph in which two edge weights are positive and one is negative, for example, as shown in Fig. 1 .
Both positive edges are included in g * 0 , although both can only be selected in a feasible solution if the negative edge is selected, too. Thus, a triple of vertices i, j and k in which x ij , x ik and x jk are not fixed can reduce the initial upper bound by
Thus, in Fig. 1 , the upper bound could be reduced by 45. Obviously,
). An edge {i, j} might appear in two (or more) triples ▽(i, j, k) and ▽(i, j, k ′ ) that both could reduce the upper bound. Obviously, it is not possible to use ▽(i, j, k) and ▽(i, j, k ′ ) simultaneously for reducing the upper bound.
Hence, using more than one triple of vertices for reducing the upper bound implies that all triples are edge disjoint, i.e., no edge may appear in more than one triple. Let
. .} be an edge-disjoint set of triples, i.e., for all pairs of triples (i, j, k), (l, q, r) ∈ ▽ with i = l, j = q, it must follow that k = r. For an edge {i, j}, we use the notation {i, j} ∈ ▽ if a triple including i and j belongs to ▽, and {i, j} ̸ ∈ ▽ if not. We furthermore
as initial upper bound.
is an upper bound of the CPP for any ▽, i.e., for every feasible solution x of (2.1),
Proof. Consider a set ▽ of edge-disjoint complete subgraphs of three vertices, and assume that there is a feasible solution
, there has to be a triple of vertices (i, j, k) for which
holds. This is only fulfilled if ▽(i, j, k) > 0, so, without loss of generality (w.l.o.g.), let us assume that w ij < 0 and w ik , w jk ≥ 0.
Then we can write (4.1) as In order to apply g(▽) as an upper bound in an arbitrary node, we have to adjust ▽(i, j, k) for the case that some edges have been fixed. ▽(i, j, k) can be regarded as the sum of the positive edge weights in the triple minus the best solution with respect to the complete graph K 3 consisting of the three vertices i, j, k and their induced edges and edge weights. An implicit reduction of the upper bound by fixed edges (e.g., if a negative weighted edge is selected) is not included in ▽(i, j, k), but it is explicitly considered when the upper bound is calculated (see (4.3)). We extend this observation to the case that some edges have been fixed. We consider the cases that x ij has been fixed, x ij and x ik have been fixed, and finally, all three variables have been fixed:
Note that, if exactly two variables x ij and x ik of the triple are fixed, either x ij = x ik = 0 or the third variable can be fixed implicitly.
For convenience, we write
any more. Thus, at node λ of the search tree, we define with respect to ▽ 
holds.
Proof. Consider a set ▽ of edge-disjoint complete subgraphs of three vertices with one negative and two positive edge weights, and assume that there is a solution x * with x ij = 1 ∀{i, j} ∈ E λ and
In analogy to the proof of Theorem 1 condition (4.1) must be fulfilled for some (i, j, k), and we may assume that at least one edge of (i, j, k) is selected.
First, let us assume that exactly one edge is selected, and w.l.o.g. let x ij = 1 be the corresponding variable. If w ij > 0 holds, (4.1) becomes
As either w ik < 0 or w jk < 0, let us assume that w ik < 0. Thus we get
which can only be fulfilled if exactly one of the binary variables is set to 1, which is a contradiction to the feasibility. The case w ij < 0 as well as the cases in which two or three variables are fixed can be shown analogously.
If ▽ is reasonably chosen, g λ (▽) usually is much smaller than g * λ . But how should ▽ be determined such that g λ (▽) is minimized? The following theorem shows that this question can only be answered in polynomial time, if P = NP.
Theorem 3. The problem of finding ▽ such that g λ (▽) is minimized is NP-complete.
Proof. We may restrict our attention to the case λ = 0, and we will use the edge-coloring problem for reduction. The edge-coloring problem is known to be NP-complete [11] and can be stated as follows (see [7] ).
Edge coloring (edge chromatic index). Given a graph G = (V , E) and a positive integer
Note that the problem is trivial unless K corresponds to the maximal degree of a vertex in G, denoted by δ. For K < δ, obviously no coloring exists, and by Vizing's theorem [10] the edge chromatic index is either δ or δ + 1. Thus, for every graph it only has to be decided whether its edge chromatic index K is equal to its maximal vertex degree δ.
Construct a complete weighted supergraph
vertices (each vertex of this set can be seen as a color) included in V
In G ′ , there are K · |V | edges with positive weight, and thus g * 0 = K · |V |. As there are |E| edges with negative weight, and as 
There is a ▽ with g 0 (▽) = K · |V | − |E| if and only if every triangle of ▽ contains exactly one edge of E and a vertex of C . Equivalently there is an edge coloring with K = δ colors where each edge i, j ∈ E receives the color k if (i, j, k) ∈ ▽.
It follows directly from the proof that the problem remains NP-complete, even if all edge weights are from the set {−1, 0, 1}. We therefore decided to use a heuristic in order to obtain edge-disjoint triples. It would be possible to use different sets of disjoint triples at each node, but in order to keep computational times limited we just consider only one set ▽ applying the following greedy algorithm.
Algorithm 1 (Determination of Disjoint Triples of a Graph).
1. Triples: Add all vertex triples of the graph to a list and for each triple (i, j, k) determine ▽(i, j, k). 2. Sorting: Sort the list in descending order with respect to ▽(i, j, k). Consider all triples as unmarked. 
Branching
Which edge should be chosen next for branching? In order to answer this question, let us investigate how the search space is split. The number of different solutions of the CPP with n vertices corresponds to the number of different partitions of n objects into disjoint subsets (see [19] ). This so-called Bell number is given by
The first 12 Bell numbers are shown in Table 2 .
Consider a CPP with n vertices in which one variable is fixed to 1 (x ij = 1), i.e., these two vertices belong to the same clique. This subproblem corresponds to B n−1 . Thus, by binary branching over edge {i, j}, the B n solutions are split into two subsets containing B n−1 solutions (if x ij = 1) and B n − B n−1 solutions (if x ij = 0). Obviously,
holds for n > 2. Thus, the child node in which x ij = 1 has fewer feasible solutions than the child node in which x ij = 0.
However, in order to let the branch and bound algorithm terminate quickly, it is important to reduce the size of the search space of both nodes. This can be achieved if there is a low upper bound for the node defined by x ij = 0. A low upper bound could lead to the elimination of nodes or could enable constraint propagation (to be described below) to further reduce the search space. Thus, we will always branch over the edge {i, j}, which in the case of x ij = 0 reduces the upper bound most.
If g * λ is used as the upper bound, it would be best to branch over edges with the highest (positive) edge weights. However, for any edge {i, j} ∈ ▽, we have to determine how much the selection/deselection of this edge will lower the upper bound g λ (▽). If node λ+1 is a subsequent node of node λ in the search tree obtained by selecting or deselecting edge {i, j} (defining x ij ), then from (4.3) we get
where k is the third vertex such that (i, j, k) ∈ ▽. If both edges {i, k} and {j, k} are fixed and one of them is selected, the value of x ij is immediately defined, and no new branch is generated. However, if both edges {i, k} and {j, k} are fixed but none is selected, or if {i, j} ̸ ∈ ▽, we obtain g λ (▽) − g λ+1 (▽) ≥ (1 − x ij ) · max{w ij , 0} − x ij · min{w ij , 0}. Thus, we may assume that one of the edges, say {i, k}, is not fixed, but that {j, k} is. From (4.3), we obtain
if {j, k} is selected (x jk = 1) or {i, j} will be selected. If {j, k} is not selected (x jk = 0), we obtain
Therefore, let us now define the reduction values red λ ij for every edge {i, j} ∈ E at node λ more generally so that red λ ij > 0 describes the possible reduction of g λ (▽) if {i, j} is deselected, and a negative red λ ij describes the possible (absolute) reduction of g λ (▽) if {i, j} is selected. Thus we get, for w ij > 0, 
and, for w ij < 0, 
Constraint propagation
After each branching, two consistency tests are performed. One examines the triangular conditions, i.e., the fact that for three vertices i, j, k ∈ V it is not possible that x ij = x ik = 1 and x jk = 0. Thus, constraints are propagated in order to determine whether branching leads to further edges to be fixed that must or must not be included in a feasible solution. The other test examines whether some edges must or must not be selected in order to keep the upper bound above the lower bound.
First consistency test
Let us assume that x ij , i, j ∈ V has been fixed during the last branching. If x ij = 0, we may conclude for every k ∈ V \ {i, j} that x ik = 0 ∨ x jk = 0. Otherwise, the node leads to an infeasible solution and need not be examined. If only one edge is selected (say x ik = 1), x jk is implicitly set to zero. An analogous test is performed if x ij = 1.
Note that all implicit selections or deselections will be propagated until no propagation is possible any longer; see Algorithm 2. The input for the algorithm is a node λ with the set of fixed edges E λ and the set of selected edges E λ ; furthermore, there is a variable x ij that has been fixed last. 
Selected edges:
As long as queue selected is not empty, do: 
An edge {i, j} appears in n − 2 vertex triples. Hence, one edge is explored in linear time. Since all n·(n−1) 2 edges might appear in one of the lists, the algorithm has complexity O(n
Second consistency test
A node λ is fathomed if g λ (▽) ≤ g. If the selection (deselection) of an unfixed edge leads to such a case, we can implicitly deselect (select) this edge. This procedure is described in the following algorithm, which needs a node λ with a set of fixed edges E λ and set of selected edges E λ as input. 
Algorithm 3 (Constraint Propagation 2).

Initialization:
• Update g λ (▽), dif.
• Go to step 2.
Step 2 is applied to all at most
unfixed edges. Each edge can at most once trigger step 2.3. This implies the start of Algorithm 2. If no further edges are fixed in Algorithm 2, its runtime is linear. Otherwise, the increase of the Algorithm 2 runtime decreases the runtime of step 2 accordingly. Thus, Algorithm 3 has O(n 3 ) runtime.
Branch and bound algorithm
The previous sections are now merged to the branch and bound algorithm for solving the CPP. The search tree is systematically explored through depth-first search.
The input of the algorithm is a graph G = (V , E, W ). The output is a partition of the set of vertices V into cliques that maximizes the sum of the edge weights within the cliques.
Algorithm 4 (Branch and Bound Algorithm).
0. Initialization: Find a clique partition of G using a heuristic algorithm and use its value as lower bound g.
Determine an edge disjoint set of triples of vertices ▽ using Algorithm 1. Determine g λ (▽) with Eq. (4.3) and apply Algorithm 3. All nodes of the search tree to be fathomed are in list list nodes . The algorithm runs until list node is empty. In step 1, the first node of list node is considered. It is removed and two child nodes are generated.
Computational results
Algorithm 4 has been tested on five test sets. Two of them are real-world data and can be found in the literature [8, 17] , and three have been generated randomly. Note that other test sets from practice are often too large to be solved exactly (see, e.g., [4, 14] ). 
Instances on object clustering
First, let us consider 11 real-world problem instances as proposed by Grötschel and Wakabayashi [8] . The data sets deal with the problem of classifying objects into clusters based on various characteristics. An instance is generated as follows. There are n objects, each of which can be described by p characteristics. The similarity of two objects i and j is defined by p minus twice the number of characteristics in which i and j do not have the same property. If each object represents a vertex of a complete graph, which is then weighted with the similarity measure, we obtain an instance of the CPP.
For the considered instances, the optimal solutions of all test sets are known. The test sets, their number of vertices, the upper bounds, and the objective function value of the optimal solution are shown in Table 3 . Note that the objective function values correspond to those found by Dorndorf and Pesch [5] . In some instances, they slightly differ from the values of Grötschel and Wakabayashi [8] , although the same clusters are obtained. The reason for this seems to be a typo in the input data (see [5] ). It is noticeable that the usage of g 0 (▽) (▽ is obtained as described in Algorithm 1) instead of g 0 * significantly decreases the difference between the upper bound and the optimal solution g * (in all instances by more than 60%). There are two test sets, ''UNO 1a'' and ''UNO 1b'', in which the upper bound corresponds to the optimal solution.
In all 11 instances the optimal solution was already found by the heuristic initialization. Thus, only the optimality was to be shown. All instances were solved within a few seconds.
We compare our results to the ones obtained by the branch and bound algorithm of Dorndorf and Pesch [5] . They obtained the optimal results much faster than Grötschel and Wakabayashi [8] did, though it has to be stated that the latter used a significantly slower computer. Furthermore, the instances were solved with CPLEX 12.2 using the integer linear program (2.1). All tests were performed on an Intel R ⃝ Core TM 2 Duo, 1.86 GHz PC, with 2 GB of memory under Windows. Algorithm 4 is implemented in Java, and we used the original code of Dorndorf and Pesch [5] , which was implemented in C. Table 4 shows the number of search tree nodes that were explored using Algorithm 4, the branch and bound algorithm of Dorndorf and Pesch [5] and CPLEX. If the initial upper bound corresponds to the initial lower bound, we denote the number of search tree nodes as zero. If the bounds are not the same, but the application of the consistency tests fathoms the search tree without any branching, one node is listed. One can see that Algorithm 4 needs to explore considerably fewer nodes compared to Dorndorf and Pesch [5] at the cost of further calculations in each node. That this tradeoff makes sense is illustrated by the runtimes, which are also listed in Table 4 . The initial upper bounds found by CPLEX always correspond to the optimal solutions. This insight coincides with that of Grötschel and Wakabayashi [8] , who state that the convex hull of model (2.1) is most often integer. However, due to the large number of constraints in model (2.1), runtimes of CPLEX are in total by far the worst, with exceptions on some instances. 
Instances on group technology
Oosten et al. [17] present a collection of seven instances, as they appear in group technology. A number of machines and parts to be processed on these machines have to be partitioned, such that the number of voids (appearing if a part and a machine are in the same cluster, but the part need not visit the machine) and exceptions (appearing if a part needs to visit a machine, but they are not in the same cluster) are minimized. The edge weights in these instances are mostly zero.
Moreover, each triple of vertices contains an edge with zero weight. Hence, ▽(i, j, k) = 0 for all i, j, k, which implies that a main advantage of Algorithm 4 cannot be used. This is also reflected in the computational results. Just like Oosten et al. [17] (using an extended version of the branch and cut algorithm of Grötschel and Wakabayashi [8] ), we were not able to solve any of the four non-trivial instances (n ≥ 38) within 30 minutes Three small instances (n ≤ 33) were solved within our time limit. Oosten et al. [17] do not provide running times.
While the instances of the first test set were very easy to solve, the instances of this test set seem to be hard to solve. In order to get more details about the possibilities and limitations of our algorithm, we will use randomly generated instances.
First set of random instances
The instance generation procedure for obtaining this test set used two parameters, the number of vertices n and integer value q, which is to ensure that max (i,j)∈V ×V   w ij   ≤ q. The edge weights were then equally drawn from the interval [−q, q]. We started generating instances with n = 10 and consecutively increased n by 1. For each n, the values of q were taken from the set {1, 2, 3, 5, 10, 50, 100}. For each combination of n and q, we generated five instances. Thus, there are 7 · 5 = 35 instances for a given size of n vertices.
The results of these instances are shown in Table 5 for each value of n, i.e., each entry denotes the sum of 35 instances.
We stopped tests with n = 21 as the runtimes became too big. The algorithm by Dorndorf and Pesch [5] did not even deliver results for some instances with n = 19 within three minutes, and thus according values are not listed (N/A). On the one hand, it is surprising that there are instances with 21 vertices which are too hard to solve. On the other hand, this emphasizes that the CPP is a very difficult problem. For increasing n, CPLEX delivers its results faster than the proposed algorithm. It seems that, contrary to the case in which practical data was used, CPLEX might be a good choice if randomly generated instances are present. Together with the results from Section 8.1, one might also draw the conclusion that CPLEX generally solves small instances faster, while Algorithm 4 can handle 'easy' large instances more efficiently.
Again, we can see that the new upper bound g 0 (▽) is significantly lower than g 0 * , on average over 34%. However, with increasing n, the gap between the upper bound and the optimal solution increases as well. The initial upper bound delivered by CPLEX is much closer to the optimum. The LP-relaxation seems to deliver a fairly good bound (as already mentioned by Grötschel and Wakabayashi [8] ). However, as the linear program has a huge number of restrictions, in general we expect that it takes by far more time to solve the LP-relaxation than calculating the upper bound g 0 (▽). The lower bound is generally fairly close to the optimal solution.
Let us take a look at these results with respect to q. The same results of Algorithm 4 of Table 5 are also presented in Table 6 . In this table, each entry corresponds to the sum of 55 instances (11 different values for n, each corresponding to five instances). There seems to be no indication that there is a correlation between q and the number of search tree nodes, or between q and the runtime.
As these tests show that instances with over 20 vertices are generally hard to solve, and, as we were able to solve much bigger instances on object clustering, we would now like to figure out how the structure of the instances can influence the runtime. Object clustering is a main application of the CPP [8, 1] , and instances of this type are obtained by a specific procedure as described in Section 8.1. This procedure is used for generating a further test set of random instances. 
Third set of random instances
The test set by Oosten et al. [17] showed that instances in which many edge weights are zero can be very hard to solve. So, finally, we analyzed how the three algorithms behave on instances in which a high percentage of edge weights are zero. In order to do so, in a first step we generated (further) instances as done in the first set of randomly generated instances. In a second step, for each edge weight it was decided, with a given probability, whether this weight was changed to zero. The probability of changing an edge weight to zero was set to 40% (Table 9 ) and to 80% (Table 10) .
Generally speaking, the sparse matrices seem to lead to fairly easy instances. Only the algorithm by Dorndorf and Pesch [5] has difficulty in solving each instance with n ≤ 20 within three minutes. Algorithm 4 and CPLEX solve each instance in less than a minute.
Summary
An exact solution method for the clique partitioning problem has been presented. The branch and bound algorithm varies from former approaches concerning the search tree and the upper bounds, and makes use of a stronger constraint propagation. The computational efficiency and the limitations of this method are shown using real-world test instances and randomly generated test instances.
