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While mathematical concepts where formulated for
optimization problems in the early 1940fs, the advancements
in computer technologies in the 1960's greatly enhanced
their applicability in the military, science, and industry.
With the advent of computers, mathematicians developed
methods to systematically improve performance. These
methods, collectively, are called optimization techniques.
Lagrange multipliers, penalty methods, and Kuhn-
Tucker's theory are some important mathematical tools used
in optimization problems. These tools are therefore dis
cussed so that one can more fully appreciate the current
areas of optimization research. Furthermore, since exten
sive models exist for linear optimization problems, only some
uses of these tools in nonlinear applications are discussed.
Nonliner applications deal with the maximization or
minimization of nonlinear objective functions subject to
various constraints. For problems with quadratic or convex
objective functions, subject to linear constraints, there
exist efficient procedures to make use of the special
structure of these problems. This is also true for problems
that are (or can be transformed to be) convex, the sum of
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convex functions of a single variable, or the sum of poly
nomial expressions in several variables. Nonetheless, more
computational and mathematical programming research has to
be performed for problems that do not fit neatly into these
categories.
The Lagrange multipliers %1 ,..., \m j u1 ,...,um
can usually be given a practical interpretation related to
the variables of the problem. For example, in business
problems they usually represent prices. They are also often
referred to as dual variables since in many special cases,
for instance when all the problem functions are convex,
they form some or all of the variables of a maximization
problem dual to the given minimization problem. Moreover,
the objective function values of the two problems agree and
the complementary slackness relations hold between their
variables (Check the references in the bibliography for
more information on dual variables).
Penalty methods can be used to optimize objective
functions which have 9^ = 0 equality restrictions. By using
this procedure, one can incorporate the equality restriction
along with a large penalty number P into the objective
function. Then, as P approaches infinity, the objective
function will reach an optimum value on the boundary.
Penalty methods are therefore mostly used in numerical
search methods.
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Kuhn-Tucker's theory is used to help find the optimal
points in nonlinear programming problems. This theory is
only effective when the objective function is concave and
the constraint equations are either linear (See quadratic
programming references), or entirely convex (See convex pro
gramming references). When Kuhn-Tucker1s theory—using
derivatives to find the stationary points for nonlinear con
cave objective functions—is used in conjunction with
Lagrange multipliers, optimality conditions can be
implemented.
A brief history of optimization is provided first.
While this history is not conclusive, it provides an
evolutionary frame of reference.
CHAPTER II
A HISTORICAL LISTING OF DEVELOPMENTS
In 1943, Courant made the suggestion that conditions
2
for stationarity of f(x) + tg (x) as t goes to infinity
should be studies. This was done while he analyzed motion
constrained to satisfy g(x) = 0 in terms of unconstrained
motion. Courant1s suggestion was motivated by physical
considerations and was not directly offered as a technique
for solving a mathematical programming problem. He later
set the foundation for the quadratic penalty function to
multiple inequality constraints.
Dantzig in 1951 formalized the first version of the
simplex method for linear programming problems. After
Dantzig's work, a great effort was directed toward the
development and implementation of linear programming
algorithms.
During the same year, Kuhn and Tucker released their
results on necessary and sufficient conditions characterr
izing the solution of the nonlinear convex problem and the
saddle-point problem of the Lagrangian.
Finally, Arrow introduced a gradient technique for
approximating saddle point and constrained maxima. This
technique is one of the earliest offered for solving a
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constrained nonlinear problem. Morover, by attempting to
satisfy the Lagrangian necessary conditions directly, this
technique can be described as a method based on solving an
unconstrained problem.
In 1952, T. S. Motzkin suggested that various
gadient methods could be applied to minimizing
m
F(y) = E -A4y., where V > 0. Motzkin looked at various
i=1
techniques for satisfying a system of linear inequalities
of the form y± - g±(x)> 0f i = l,...,m with XeEn. He
pointed out that this should lead to y£ > 0, for all i, and
therefore to a point x satisfying the original inequalities.
This function was not applied to develop a usable algorithm.
However, it is an example of how a problem involving several
constraints can be converted to an unconstrained problem.
These constraints need not be linear to make this approach
applicable.
Between 1954 and 1955 the penalty function approach
as a computational device received serious consideration.
K. R. Frisch introduced his "logarithmic potential method."
This method based on utilizing the gradient of the function
m
f(x). + I Ing (x) in the interior of the feasible region,
i=l L
to speed up convergence to the solution of:
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{Mathematical Problem 1} minimize f(x)
subject to g. (x) > 0 (i = l,...,m).
where x e En
The a^ are specified constants. Frisch used its gradient
and did not minimize this function sequentially. Finally,
the problem of attaining an optimum by completing the con
vergence was not solved.
There was an application in 1955 of penalty function
gradients in solving programming problems on the analog com
puter. Albow and Brigham used the gradients of
m m 2
f(x) - t E min(g. (x) ,0) and f(x) -I t E {min (g. (x),0)}
i=l x i=l
to devise two continuous gradient methods for:
{Mathematical Problem 1}
or
{Mathematical Problem 2} minimize f(x)
subject to h.(x) =0, (j = l,...,p)
(Since any equality can be written as two
inequalities).
Apparently the technique is effective for small
nonlinear problems, the solution being approximated when the
indicated functions have vanishing gradients for a large t.
Also, G. D. Camp introduced y. such that g^(x) =
y , and then used the quadratic penalty method to solve
{Mathematical Problem 1}. Camp sequentially minimized
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2 2
f(x) + t E [g. (x) - y. ) for a positive increas-
i=l 1 x
ing sequence (t^K The corresponding sequence of minima
(x (t^)) would be such that x(tk)+ x ; this being a solution
{Mathematical Problem 1} as t. -»■ + «.
In 1956, Moser proved Courant's convergence technique
He solved the problem of minimizing f(x,y) subject to the
constraint g(x,y) = 0. This was done by using the function
2
f(x,y) + tg (x, y) and minimizing it with a sequence of
values of t, {tk}, such that tR > 0 and ty*- + » as k
The limit points of the respective minima {(x(t.), y(t. )}
are shown, under general and mild conditions, to yield the
desired solution.
Arrow, Hurwicz, and Uzawa in 195 8 completed a
rigorous analysis of the Lagrangian saddle-point approach to
solve linear and nonlinear constrained problems. Many
results were obtained that enhanced the theory of mathematical
programming. However, the "differential gradient" methods
considered for generating a sequence of points converging
to the saddle-point, converged too slow for practical use.
Rosenbrock in 1960 suggested a technique for
automatically reducing the objective function, while ensuring
feasibility, in a problem such as {Mathematical Problem 1}
with a nonempty interior.
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In 1961, Carroll published a summary report on his
inverse penalty function technique.
T. Butler and A. V. Martin in 1962 provided a
detailed and rigorous analysis of Courant's ideas, as
extended to multiple equalities and variables and viewed
directly in application to the mathematical programming
problem {Mathematical Problem 2}.
T. Pietrzykowski also proved the validity of the
quadratic penalty function approach as applied to the con
vex programming problem [f(x) convex, all g. (x) concave]
in Euclidian n-space. He showed that, assuming compactness
of the constraint region, any limit point of the sequence
of minimizing points is a solution of {Mathematical Problem
1}. However, he did not suggest any tie-ins with quality
theory.
During 1963, Fiacco and McCormick proved the
convergence of Carroll's reciprocal penalty function under
conditions usual for the convex programming problem in
Euclidian n-space. They also showed that the penalty
function minimization gives dual feasible points.
Furthermore, in 1965, Fiacco and McCormick applied
the sequential penalty function method to convex programming
problems that have inequality and equality constraints.
During the same year, Beltrami and McGill made a
significant application of the quadratic penalty function
method. While generalizing for multiple inequality
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constraints and variables, they applied the methods to con
strained variational problems in the theory of search.
Then, in 1967, Fiacco and McCormick improved the
quadratic penalty function method by applying it to a con
vex programming problem in Euclidian n-space, where both
equality and inequality constraints are allowed.
Since the late 1960's, mathematicians have
implemented these mathematical programming techniques in
different occupational fields. However, research is cur




The use of Lagrange multipliers enables one to treat
each variable in the objective function equally and at the
same time preserve the integrity of the constraints. This
is accomplished by introducing certain undertermined
constants into the problem.
When using this method, n + m equations must be
solved. However, the introduction of the arbitrary con
stants superfically seems to confuse the issue. One must
determine not only the coordinates rendering a certain
function stationary, but also the constants. The advantage
lies in a symmetrical treatment of each variable since no
elimination is attempted. In order to provide a more
thorough understanding of Lagrange Multipliers, the neces
sary conditions, an example, and the insufficient conditions
are discussed.
The Necessary Conditions
Consider the problem of minimizing (maximizing) the
cost function y(x,,...,x ) subject to the constraint
g(x]L,...,xn) = 0, g(x1...,xn) * g± (x±, . . . ,xn> , . . . ,
gn(x^,...,x ). we now make heuristic arguments. First,
-10-
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let us note that a necessary condition for the existence of
a local optimum is that the dy, defined by
n
dy = S [ay/8x.]dx. (A)
i=l x 1
must vanish for all admissible variations. The admissible
variables are those variations satisfying
g(xx + dxir.../Xn + dxn) =0 (B),
so that we also have
n
dgk = Et9gk/2xi}dxi = 0 for k = 1,...,m (C).
Multiplying equation (C) by a constant Ak, we can form dF,
such that
m
dF = dy + £ \ dg. (E) ,
k=l K k
or
dF = (9y/3X;L dx± +
dxl + '•• + 3n V
Then, after pulling the dx^ terms out, one gets
n
<— m .
= [ Oy/ax. + Z Ak8g /3x. )] dx. (F)
j x k=l k 1 1
The function dF must vanish for all admissible
variations, because it is made up of two parts [Equations
(A) and (C)], each of which must vanish for all permitted
variations. Therefore, dF = 0 for all admissible
variations
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Slnce there are m constraints, there are n - m displace
ments which can be chosen arbitrarily. The values for
Xk(k = l,...,m) are selected so that the coefficient of the
first m displacements vanish; that is, the Xk are defined
so that
3y/9Xi + E Ak3gk/3Xi = 0 for i = 1 m {H_i).
k=l
This will leave only arbitrary displacements in the
expression dF. Since dF must vanish for all values of
these arbitrary n - m displacements, the coefficients of
these displacements must vanish, giving
m
Zy/9x^ E xjc39jc/3xi = 0 for i = m + .1,
m + 2,...,n (H-2)
By introducing m undertermined multipliers, each
of the x^i m 1, 2,...,n) is treated as though it is
independent with respect to a modified objective function,
which is
m i
F = y + E Akgk (I).
k=l
This new "objective function" is arrived at from the
heuristic arguments made above which led to equation (F).
The modified objective function is taken out stationary
with respect to all variations, so that
3F/3xi =0 for i = 1, 2,...,n (j)
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- n
u for k - 1, 2,..., m (K).
These conditions provide a system of n + m equations and
n + m unknowns, x^, x2,..., xn and \^, \2,...t X .
An Example
With y = 4x12 + Sx^
and g = 2x, + 3x2 -6=0,
the modified objective function F as defined by equation
(I), can be formed as follows
F = (4x12 + 5x22) + X1(2x1 + 3x2 -6)
Since F must be stationary with respect to variations in
both x^ and x2 [Equation (J)1, then
3F/3x1 = 8xx + 2 X x = 0,
3F/8x2 - lOx + 3XX - 0, and 3F/3X1 = 2x1 + 3x2 -6
" °«
Therefore, the location of the stationary value in F is
defined by x^ = -%X, and x = -3/10.
Thus both the x^ and x2 depend on X1# and the function
F is stationary for all X-,, provided x, and x2 are chosen
as above. The value of X, which satisfies the restriction
g = 0 can now be found. By substituting for x1 and x2 in
g = 0, we get 2{-k X x) + 3(-3/lO X x) -6 = 0
so that the required value of the Lagrangian multiplier,
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lf iS Xx - -30/7.
This yields the stationary value coordinates
xx = 1.071 and x2 « 1.286.
Insufficient Conditions
The modified objective function cannot be tested
in the usual way to determine if the stationary point is
a minimum, or a maximum. The success of the method of
Lagrangian multipliers is attributable to the fact that
Agk vanishes for all displacements of interest. However,
2
one cannot assume that A gk will vanish even if Ag. does.
Therefore, while AF is equivalent to Ay, A2F does not
2 2
necessarily equal A y. Since Ay must be checked in the
region of the stationary point, the original objective
function, and not the modified one, F, must be considered
in determining the character of the restricted objective
function. Thus the method of constrained variation is
coupled with Lagrangian multipliers to determine whether
or not a particular objective function is a minimum,
maximum, or a saddle-point. Finally, as a general rule,
the modified function F can only be used to determine
possible locations of any optimum.
CHAPTER IV
PENALTY FUNCTIONS
Since some stationary points that are attained by
the use of Lagrange multipliers can be saddle-points,
penalty functions can sometimes be formed to achieve a
real optimum. When an objective function y must be opti
mized subject to equality constraints g. = 0, a penalty
function can be used to force a solution to be interior
instead of on the boundary.
For example, in a minimization problem, a new
unrestricted function
m 2
F = y + I P(gt)
k=l k
can be minimized for a succession of increasingly large
values of P. Several modifications of this penalty func
tion can be used. For instance, P can be multiplied by a
constant so that P can go to infinity quickly. A maximi
zation problem can be formed by adding a penalty function
to the objective function y. Therefore, a possible
maximization function would be




Find the minimum of the function y, where
y = 4xx + 5x22
subject to the constraint 2x. + 3x2 = 6.
Using the modified penalty function F = y + P(g)2
Where g = 2x1 + 3x2 -6=0 (*)
Therefore, F = 4x, + 5x 2 + P(2x. + 3xo -6)2
With stationary values defined by the equations
8F/3x1 = B*1 + 4p(2x1 + 3x2 -6) = 0 (**)
3F/8x2 = 10x2 + 6P(2x1 + 3x2 -6) = 0 (***)
Therefore, 8x^/4 = -P(g) = 10x2/6, using (*), (**) and
(***). From (**) and (***) we have x1 = (5/6)x2.
After substituting for x, into (**) , we get
6 = 5_ + 1£
x2 3P 3
When P tends to infinity, x2 tends to the value 1.2 86 and
x1 approaches 1.0 71 to define the stationary value.
The nature of the stationary values can now be
investigated. We have Fv „ = 8(1 + P),
X1X1
Fx2Xl = 12P,




Dl = 8(1 + P),
02 = (Fx x ) (F 0
Since Dl > o and D2 > o we have minimum.
CHAPTER V
KUHN-TUCKER1S THEORY
Let X° be an open set in Rn, let 6 and g be
respectively a numerical function and m-dimensional vector
function both defined on X° (In many nonlinear programming
problems X° is Rn). Also, it is implicit in the following
statements that 0 and g are differentiable at x.
Statement 1) Minimization Problem (MP)
Find an x, if it exists, such that
0 (x) = min 9 (x)
xeX
Where xeX= {x: xeX° , g(x) < 0}.
Statement 2) Local Minimization Problem (LMP)
Find an x in X, if it exists, such that for
some open ball B§ (x) around x with radius 6> 0
for x e B$ (x) H x we have 0(x)>0(x).
Statement 3) Fritz John Stationary-Point Problem
(FJP)
Find xgX°, rQ e R, r e Rm if they exist,
such that





(rQ, r) ^ 0.
Statement 4) Kuhn-Tucker Stationary-Point Problem
(KTP)
Find xEX°, u e Rm if they exist, such that




Statement 5) If (x, rQ,r) is a solution of (FJP),
and rQ > 0, then °(x, r/f ) is a solution of
(KTP).
Conversely, if (x, u) is a solution of (KTP),
then (x, 1, u) is a solution of (FJP).
Statement 6) Theorem; Let 9 be a numerical func
tion defined on an open set TCRn and let 6 be
differentiable at x eT. If 9 is convex at
x e I1, then 9(x) - 9 (x) > V9 (x) (x - x)
for each xeT. If 9is concave at xer, then
9(x) - 9(x) < ?9(.x) (x - x) for each x zT .
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Kuhn-Tucker*s Sufficient OptimaXity Theorem
Let xe X°, Xet X° be open, and iet 9 and g be
differentiabie and convex at x. If (x, u) is a soiution of
(KTP) , then x is a soiution of (MP) . If (x, r , r), is a
solution of (FJP), and r > 0, then x is a solution of (MP)
Proof
From Statement (5) one can see that if (x, u) is a
solution of (KTP), then x is a solution of (MP). Further
more, if (x, u) is a solution of (KTP), we have for any x in X
that 9(x) - 9(x) > VB(x)(x). -x) (By Statement (6), along with
convexity and differenti
ability of 9 at x.}
= -u Vg(x) (x - x) {Since 79 (x) = -u Vg(x)}
> u[g(x) - g(x)] {By Statement (6), u > 0, and
the convexity and differenti
ability of g at x) .
= -ug(x) {Since ug(x)= 0}
> o {Since u > 0 and g(x) < 0)
Therefore, 9(x) > 6 (x) for any xeX
Since g(x) < 0, x is in X and
Therefore, 9(x) = min 9(x) and x eX // Q.E.D.
xeX
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Because of the convexity requirements on g,
nonlinear equality constraints of the type h(x) = 0 cannot
be handled by Kuhn-Tucker1s Sufficient Optimally Theorem in
the usual manner. The "usual" way to handle nonlinear
h(x) =0 equality constraints is by replacing them with two
inequalities h(x) < 0 and -h(x) < 0. However, linear
equality constraints can be handled by using this procedure.
For complicated problems, it may be difficult, if
not impossible, to derive an optimal solution directly from
the Kuhn-Tucker conditions. However, these conditions still
provide valuable clues as to the identity of an optimal
solution, and they also permit checking whether a proposed
solution may be optimal. Moreover, there are many valuable
indirect applications of the Kuhn-Tucker conditions. For
example, Kuhn-Tucker conditions are used in quadratic pro
gramming problems (Quadratic programming problems have a
quadratic objective function subject to linear constraints).
CHAPTER VI
THE LAGRANGE MULTIPLIER RULE
The following theorem was obtained by E. J.
McShane using penalty technique and represents an excellent
example of the power and elegance of penalty technique in
dealing with constraints in a nonlinear optimization prob
lem. E. J. McShane introduces a penalized function which
incorporates the constraints. The penalized functional
attains its minimum interior to an open ball of radius
e>o centered at the minimum point of the constrained ob
jective function (See Reference). e- optimality conditions
are obtained by simple differentiation. Upon taking the
limit as e-*o+ we obtain optimality conditions at the optimal
points of the constrained original problem.
Theorem. Let f(xQ, yQ) , g^^y^, g2<xo' ^o) '
h,(x , y ), h2(x , y ) be defined and continuous, along
with their partial derivatives Vf(xQ, yQ), Vg1(xQ, yQ),
Vg2(xo' yO}' Vhl(xo' ^o) ' Vh2(xo' yo} on a set G in Rr-
Let (x , y ) be an interior point of G at which
(*) g^x, y) = 0, g2(x, y) = 0; h^x, y) < 0,
h_(x, y) < 0 are satisfied and f(xo, yQ) < f (x, y)
for all (x, y) in G that satisfies (*). Then there are
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numbers (Lagrange multipliers) XQ, Xx, X2, ulf u2, not
all equal to 0 such that XQ Vf(xQ, yQ) + XjVg^x^ yQ) +
X2V92(xo' V + ul7hl(xo' ^ + u2Vh2(V ^o] -




11 22y = 0
Furthermore,
1) XQ > 0 and ur > 0 (r = 1, 2):
2) for each r such that hr(xQ) < 0, u =0;
3) according to "Kuhn-Tucker1s constraint condi
tion," if
79i(xo' V V92(xo' yo}' Vhi(xO' yo>'
Vh2*xo' yo^' are tne linear independent
then X = 1.
CHAPTER VII
CONCLUSION
An extensive historical account of operations
research has been provided so that one can realize the
extent of work that has been accomplished. Moreover,
Lagrange multipliers, penalty methods, and Kuhn-Tucker1s
theory were discussed so that the current areas of optimi
zation research could be appreciated. Since extensive
models exist for linear optimization problems, only non
linear applications were discussed.
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