[47]. They proposed Local Gradient Pattern (LGP) for texture based face detection. This method is a 115 variant of LBP and uses adaptive threshold for code generation. Their proposed two models achieve remarkable performance and improve the state-of-the-art by a 167 significant margin. 
182
We use CNN models AlexNet and VGG_S because of computational simplicity, better 183 performance in several areas and they work well on unsupervised dataset. These two models can 184 handle over-fitting problem when working with large dataset by using data augmentation technique.
185
Besides, these two models use a recently-developed regularization method called "Dropout" that is 186 proven to be very effective. Also, these two models gain significant results in challenging benchmarks 187 on image recognition and object detection. Brief descriptions about these two models alongside our 188 proposed model are described in the following sub-sections. and VGG-VD19. We use VGG_S model to classify the garments design class in our work.
224
Between AlexNet and VGG_S models, the main difference is that VGG_S model has small stride 225 in some convolutional layers and pooling size is large attached with the 1st and 5th convolutional "Floral" (69 images), "Graphics" (110 images), "Plaid" (105images), "Spotted" (100 images), "Striped"
248
(140 images) and "Solid" pattern (1051images). Figure 5 and Figure 6 show some sample images from
249
"Fashion" and "Clothing Attribute" datasets used in our work. 
250

Experimental Result
256
This section describes the experimental detail which is divided into two sub-sections. First 
Implementation Environment
259
For this work, we set our experimentation environment by following a straightforward process. 
Experimental Result and Discussion
265
We use two deep convolutional neural network models alongside our proposed model on Table 1 . The training and testing accuracies of AlexNet, VGG_S and proposed 270 model for these two datasets are provided in Table 2, Table 3, Table 4 , and Table 5 . These accuracies 271 are calculated based on the training, validation samples/class used for each dataset. From Table 3 272 and Figure 7 we find that in most of the cases VGG_S performs better than AlexNet model.
273
For Clothing Attribute dataset, we achieve maximum 75.6% accuracy on AlexNet and 76.8% accuracy on VGG_S respectively and our proposed model achieve 84.5% accuracy. From these two 277 tables, it can be concluded that using more training sample, we can produce more accuracy. Table 6 shows the experimental results using seven different Hand-Engineered feature extraction AlexNet and VGG_S show slightly less accuracy than tCENTRIST, cCENTRIST and NABP. 
278
301
We hope that, this research work will help other future researchers for choosing appropriate 302 deep learning model for garments texture design classification. In future, we plan to improve the 303 results by adopting more sophisticated strategies in this field.
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