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I. INTRODUCTION AND OVERVIEW 
Systems of Ordinary Differential Equations (ODEs) arise often in 
the modeling of physical systems. The solution of these systems are 
usually well-behaved. However, if there is a solution with both slowly 
and rapidly decaying components, the problem becomes difficult when 
using a numerical scheme. A simple example found in Gear (1971, p. 209) 
is given below. 
u'(t) = 998 u(t) + 1998 v(t) , u(0) = 1 
v*(t) = - 999 u(t) - 1999 v(t) , v(0) = 0 
The exact solution of this system is 
u(t) . 2 
v(t) = - e"' + 
Here the term e is active only in first few steps. So we like to 
take smaller steps at the beginning and then to increase the stepsize. 
This an example of a stiff system. 
Consider the initial value problem 
y'(t) = f(t,y(t)) 
y(a) = yg 
where t e [a,b], a < b, a,b are real numbers, y, f e and y'(t) is the 
derivative of y with respect to t. It is assumed that 
(i) f is continuous and 
(ii) There is a constant L such that 
II f(t,y(t)) - f(t,z(t)) II < L II y(t) - z(t) || 
for all t e [a,b], y,z t R where | |.  |is some vector norm. 
2 
Then, it is known that the above initial value problem has a unique 
solution "y(x) on [a,b]. For a proof, see Henrici (1962, p. 112). 
Remark L is called the Lipschitz constant and f is said to be 
Lipschitz continuous with respect to the second argument. 
It is difficult to give a precise definition for a stiff system. 
When the eigenvalues X^ , of the Jacobian matrix J = 8f/3y have negative 
real parts and S = max |Re(X.)/Re(X.)| » 1, a stiff system can be 
ij  ^  ^
expected. S is called the stiffness ratio. Very large stiffness ratios 
are not uncommon for stiff systems. In the above example, S = 1000. 
This is considered a modest stiffness ratio. 
Remark Even a single equation may be stiff. 
In this thesis, the multistep methods suitable for stiff systems 
are considered. To simplify the notation in the following discussion, 
consider the case of a single equation. That is, M = 1. However, the 
same theory will apply to a system of first order ordinary differential 
equations. In case of a single equation, the initial value problem is 
y'(t) = f(t,y(t)), t E [a,b] (a,b are reals) 
( 1 - 1 )  
y(a) = VQ 
It is assumed that f is continuous and Lipschitz continuous with respect 
to y. The unique solution of (1.1) is denoted by y(t). It is also 
assumed that y(t) is sufficiently differentiable. 
There are various methods to compute the numerical approximation of 
y(t). Among them are the general linear k-step methods of the form 
3 
where h = constant stepsize 
tj = a + jh 
Yj = approximation for the true solution y(tj) 
fj = fCtj.y.), j s 0 
and a^ , 2=0,1,—,k are real constants. 
Remark When = 0, the Fixed Step Formula (FSF) (1.2) is an 
explicit formula or a predictor. Otherwise, it is an implicit formula 
or a corrector. 
Now consider the variable stepsize multistep methods which are 
generalizations of (1.2). Let h^  = t^  - t^  n k 1, a=tQ < t^  < ... < 
t^ =b. Associated with the k-step method (1.2), the Variable Step 
Formula (VSF) is defined as 
.^ g°n,i^ n+i \+k .fQ^ n,i^ n+i * ' ° 
where i' ^ n i ^   ^for i=0,l,...,k and are functions of h^ ^^ , h^ ^^ , 
... , h ,, . It is assumed that a # 0, jot | + 13 _| > 0 and the 
n+k n,k n,0 n,0 
k . k . 
polynomials Z a .Ç , Z B .E have no factors in common. 
i=0 i=0 
Furthermore, when comparing FSFs to VSFs it is assumed that = 0 
implies a . = 0 and B. = 0 implies g . = 0. 
n,i 1 n,i 
The associated difference operator of (1.3) is 
I.!?'*.)'».! - I I 'n.iyt'n+l) - 1 
where = (^ n+l''^ n+2'" ' ''^ n+k^  ' Taylor's theorem 
 ^'=n.l\+iy'(V ^  
4 
where 
n^,0 "n.O "n,l ^   ^°n,k 
=„.! = «„.l + °n,2» + fej' " °n.3» ^  
(1.4)  ^"+Vk"+i;^ + 
- i^ '^ n.O •" ®n,l + ' ' + ®„,k> 
: = ^ 7 Z a .( Z 
n,q q! n,j 
n+1 
n^+k Ç - r V n^+i .q-1 Z P .( Z ) for q > 2. 
n,0 
(q-1)! h^ _^ l n,j +^1 
Definition. The VSF (1.3) is said to be of order p if C 
C , = C =0 and C # 0 for each n. 
n,l n,p n,p+l 
Remark If the order of (1.3) is p then 
(i) The VSF (1.3) solves (1.1) exactly when y(t) is a polynomial of 
degree p or less. 
(ii) + 0(h^ 2, 
Definition When h., =h,„= ... =h., for all n, the formula 
n+1 n+2 n+k 
(1.3) is called the underlying fixed step formula and is denoted by 
( 1 . 2 ) .  
Definition The error constant C, of the FSF (1.2) of order p is 
defined as 
C 
C = _2±L 
*0 + *1 + - ' + *n 
5 
where C denotes the value of C when all h ..s are equal for p+1 n,p+l n+j 
j=l,2,...,k and for all n. 
Remark One way of comparing two FSFs of the same order is by 
their error constants. 
A. Some Known Results about the FSF (1.2) 
First we will state few definitions. 
Definition The FSF (1.2) is said to be consistent if it is at 
least of order 1. 
k i 
Let p(Ç) = I a X 
i=0 
(1-5) 
k 
0(5) = I B.gi 
i=0 
Definition The FSF (1.2) is said to be stable if all roots of 
p(Ç) are of modulus less than or equal to 1 and the roots of modulus 1 
are simple. 
Definition The FSF (1.2) is said to be strongly stable if all 
roots of p(Ç) are inside the unit circle except for the root Ç = 1. 
Definition The FSF (1.2) is said to be convergent if the 
computed solution y^  converges to the true solution y(t) for any t e 
[a,b] as h ^  0, t^  0 and the starting errors •* 0. 
Theorem 1.1 The FSF (1.2) is convergent if and only if it is 
consistent and stable. 
Proof See Henrici (1962). 
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In the study of stiff equations, the test equation y' = Xy, y(a) = 
y^  where X is a complex number with Re X < 0 is used. When the FSF 
(1.2) is applied to the test equation, (1.2) reduces to 
Z (a. - hXe.)y^ .^ = 0. 
1=0 
Definition The stability polynomial of the FSF (1.2) is defined 
as %(5,%) = p(5) - yo(Ç) where % = hX and p, o are given by (1.5). 
Now consider the effect of the introduction of a perturbation of 
one or more of the and denote the resulting difference equation by 
Z (a. - hXB.)y_,^ . = 0 
1=0 
Let e = y - y to obtain 
n n n 
k 
(1.6) S (o - 113.)e = 0 
i=0 
To solve (1.6), let e^  = and get ir(?,v) = p(Ç) - %o(S) = 0. Let 
C^ (y) denote the unique root of Tr(Ç,ii) = 0 such that 
lim Ç (v) = 1. 
n-»o 
This root is called the principal root. Let the other roots of ir(Ç,ii) = 
0 be ,5%^ %)- If any ?j(v) exceeds 1 in modulus then the 
perturbation is growing. So it is desirable to have all roots of ir(Ç,y) 
inside the unit circle. Thus, we are led to the following definitions. 
Definition The region of absolute stability for the FSF (1.2) 
is A = { y E C I |Ç^ (y)| < 1, i=l,2,...,k }. In this case, the FSF 
(1.2) is said to be absolutely stable. 
7 
Definition The region of relative stability for the FSF (1.2) 
is R = { y e C 1 |S^ (%)| < IS^ (w)|, i=2,3,...,k }. 
Definition The FSF (1.2) is said to be A-stable if 
{ W E C I Re(p) < 0 }C A. 
Definition The FSF (1.2) is said to be A(0)-stable if 
{ ji E C 1 Arg(-y) < 9, y  ^0 }C A. 
Definition The FSF (1.2) is said to be A^ -stable if 
{ V E C I Im(y) = 0 and -<» < y < 0 } C A. 
Another weakening of A-stability due to Gear (1971) is stiff 
stability. The following refined definition due to Jeltsch (1976) is 
given below. 
Definition Let D, a, 9 be positive constants. Define 
= { y E C 1 Re(y) < -D } 
R^  = { y E C I Re(y) < -a, |Im(y)| < 9 } 
R^  = { y E C I |Re(y)l < a, |Im(y)| < 9 } 
The FSF (1.2) is said to be stiffly stable if the method is convergent, 
R^ U R^ C A and R^ C R. 
A FSF suitable for stiff problems should be stable at «•. That is, 
the point at infinity should be contained in A. 
Definition Let d denote the modulus of the largest root of 
o(^ ). The decay rate at ® is d. A FSF is said to be stable at « if d < 
1 .  
Remark Stiff stability => A(6)-stability => A^ -stability. 
8 
Widlund (1967) showed that no explicit multistep formula can be 
A(8)-stable. Thus, stiffly stable FSFs must be implicit. 
To investigate the A^ -stability using p(Ç) and a(Ç) polynomials, 
the Mobius transformation Ç = is used. This maps the unit 
disk { $ E C I |Ç|<1} onto the negative half plane, and the unit 
circle onto the imaginary axis. 
Define r(z) = ( ^ ^  ^  p(  ^t % ) 
s(z) = ( )^  o( ) 
P(z,y) = r(z) - v o(z) 
Remark r(z) and s(z) are polynomials in z. 
Observe that %($,%) = 0 has all its roots inside the unit circle 
for 11 < 0, when P(z,%) = 0 has all its roots in the negative half plane 
for < 0. 
Definition A polynomial is said to be a Hurwitz polynomial if 
all of its roots have negative real parts. 
Thus, the FSF (1.2) is A^ -stable if and only if its corresponding 
P(z,Ti) is a Hurwitz polynomial for all y < 0. 
The following algorithm due to Duffin (1969) can be used to test 
whether a polynomial is a Hurwitz polynomial. 
Algorithm 1.2 Let p(x) = a^  + a^ x + + ... + a^ x^  be a 
polynomial of degree n > 0 and a^ , j=0,l,...,n are real numbers. Let 
p^ (x) be the reduced polynomial defined by 
2 3 
Pl(x) = a^ a^  + (a^ a^  - aQa^ )x + a^ a^ x + (a^ a^  - aQa.)x 
+ ... + aia2j+l* ^  (*1^ 2j+2 ' ^0^ 2j+3^ * ^  
9 
of degree n - 1. Then, p(x) is a Hurwitz polynomial if and only if 
(i) a^ a^  > 0 for i=l,2,...,n and 
(ii) Pj^ (x) is a Hurwitz polynomial. 
The following theorems due to Jeltsch (1976) give necessary and 
sufficient conditions for A(0)- and stiff stability. 
Theorem 1.3 The conditions (i) - (iv) are necessary and 
sufficient for a convergent FSF to be A(0)-stable. 
(i) The FSF is A^ -stable 
(ii) The roots of o(Ç) of modulus 1 are simple 
(iii) If ÇQ is a root of p(Ç) with |5g| = 1, then 
) > 0 « Î = 
(iv) If ÇQ is a root of o(Ç) with |ÇQ| = 1, then 
«= ( ) > 0 at Ç = So 
Theorem 1.4 The conditions (i) - (iv) are necessary and 
sufficient for a convergent FSF to be stiffly stable. 
(i) The FSF is A^ -stable 
(ii) The modulus of any root of the polynomial is less 
than 1 
(iii) The roots of o(E) of modulus 1 are simple 
(iv) If ÇQ is a root of a(Ç) with = 1, then 
at Ç = ÇQ is real and positive 
10 
The following theorem due to Liniger (1968) will be used to 
determine the A-stability of the FSF (1.2). 
Theorem 1.5 Suppose all the roots of o(Ç) are of modulus less 
than 1. Then, the FSF (1.2) is A-stable if and only if 
P, ($) = I I.T,(Ç) > 0 for - 1 < S < 1 
j=0 J J 
k 
where T. = Z a.B., 
° i=0 1 1 
(*i+jGi ®i^ i+j^ ' 1 ^  j - k 
and Tj(%) is the Chebyshev polynomial. 
The following algorithm due to Duffin (1969) can be used to show 
the condition (ii) of the theorem 1.4. 
Definition Let C denote the set of complex numbers. A 
polynomial g : C C is a Schur polynomial if and only if g(WQ) = 0 => 
IwqI < 1-
The following Duffin's algorithm is given for a real polynomial. 
Algorithm 1.6 Let p(x) = a^  + a^ x + ... + a^ x^  be a polynomial 
of degree n > 0 where a^ , j=0,l,...,n are reals, a^  f 0 and a^  r 0. Let 
p^ (x) be the reduced polynomial given by 
Pl(x) = (a^ a^  - a^ a^ .p + (a^ a^  - + --- + (a^ a^  -
Then, p(x) is a Schur polynomial if and only if 
(i) I agi < |a^ | and 
(ii) p^ (x) is a Schur polynomial. 
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B. The Stability and Convergence of the VSF (1.3) 
The convergence and consistency of the VSF (1.3) can be defined 
identically to those of the FSF (1.2). The stability of an integration 
method means that a small perturbation at one point t^  causes a small 
perturbation in the numerical solution at t^ , & > m for all small 
stepsizes. So the stability of a method may depend on three factors: 
the underlying FSF, the technique used to handle variable steps and the 
scheme used to select the stepsizes. The stability of the VSF (1.3) is 
defined as in Gear and Tu (1974). 
Without loss of generality, assume that  ^= 1 in (1.3). Let y^  
be a computed solution given by (1.3). Let {z^ }, {6^ } be sequences 
satisfying the equation 
=n+k °n,i^ n+i ^  \+k.5^ n,i^ '^ n^+i'^ n+i^  n^+k'  ^ ° 
1=0 1=0 
with ZQ ~ yQ- That is, is the solution of a problem perturbed by an 
amount 6 at each step. Let h be the maximum stepsize and 5. = y. - z. 
n  ^  1 1 1  
for i=0,l,...,k-l. 
Definition The method defined by the VSF (1.3) is stable if 
there exists a constant h > 0 and for any s > 0, there is a 6(e) > 0 
m-1 
such that ly - z I  ^e whenever 2 16.1 ^  5(s) uniformly with 
m m ^ i=0  ^
t^  E [a,b] and h E (0,h]. 
Theorem 1.7 Suppose the VSF (1.3) satisfies the following, 
(i) It is an implicit formula. That is,  ^f 0 
(ii) It is stable 
(iii) It is consistent 
12 
(iv) The coefficients a ., B . for j=0,l,...,k are uniformly 
n*J 
bounded. That is, there is a constant K independent of the 
step ratios such that |a .] < K, |3 .| ^  K for all n and 
J 
j=0,l,...,k 
Then, the VSF (1.3) is convergent. 
Proof See Gear and Tu (1974) with the assumption that the 
corrector equation can be solved independently of the predictor. 
When the VSF (1.3) is applied to the test equation y' = Xy where X 
is a complex number with Re X < 0, (1.3) reduces to 
Definition The stability polynomial of the VSF (1.3) is defined 
as = Pa(S) - where 
The following will be defined in an analogous form to the case of 
the FSF (1.2). 
Definition The VSF (1.3) satisfies the Damped Root Condition 
(DRC) if all the roots of n^ (%,%^ ) have modulus less than 1, 
Definition The VSF (1.3) satisfies the Damped Root Condition 
for the angle 0 (DRC(0)) if it satisfies DRC whenever |Arg(-%^ )| < 9. 
Definition The VSF (1.3) satisfies the Damped Root Condition 
for all < 0 (DRCQ) if it satisfies DRC for all < 0. 
For the underlying FSF (1.2) of the VSF (1.3), DRCg, DRC(0) and 
DRC(ir/2) are -stability, A(0)-stability and A-stability respectively. 
13 
For given n. Algorithm 1.2, Theorems 1.3 and 1.5 can be used to prove 
the DRCQ, DRC(e) and DRC(ii/2) of the VSF (1.3). 
C. Changing Stepsizes 
Two techniques are commonly used to implement variable stepsize 
multistep methods. One technique is based on the fixed coefficient 
formulas and uses interpolation to generate approximations to the 
solution at k equally spaced past points when using a k-step FSF of the 
form (1.2). The other technique uses variable coefficient formulas 
which do not require past values to be equally spaced. In this case, 
the coefficients o & .of the VSF (1.3) are computed to have the 
 ^> J  ^» J 
required order. In this thesis, the latter technique is used. 
Piotrowski (1969) proved that a variable step form of any Adams-
Moulton formula is stable and convergent. Brayton, Gustavson and 
Hachtel (1972) pointed out that the two techniques for changing 
stepsizes are not equivalent. Furthermore, it is shown that both can 
cause instability in methods based on the backward differentiation 
formulas; but the variable coefficient technique for step variation 
might have better stability characteristics. 
When Bg = = ... = = 0 and # 0 the FSF (1.2) becomes the 
Backward Differentiation (or Gear's) Formula (BDF). In this thesis, we 
take Bg = = ... = = 0 in (1.2). Since the FSFs suitable for 
stiff systems must be implicit we take B^  ^  0. By taking arbitrary 
we get a class of FSFs which contains the BDFs as a subclass. 
These FSFs take the form 
14 
k 
(!-') "l^ n+x = " W - »Vk.l ) 
1=0 
To get the associated VSF, set g . = 0 for j=0,1,...,k-2, B . # 0 and 
n,J n,K 
n^+k-1 ~ " ^ n^ k (13) can be simplified to 
k 
(1.8) are found in order to have an order k method. This leaves & as a 
free parameter. The values of B will be restricted to [-1,1) so that 
the underlying FSF (1.7) satisfies a necessary condition for stiff 
stability. 
Theorem 2.1 in Chapter 2 is a known result in terms of a different 
parameter. However, it is proved for the FSF of the form (1.7). 
Chapter 5 is based on Crouzeix and Lisbona (1984). The statements of 
Lemmas 5.1 and 5.2 are stated in that paper. In this thesis, these are 
proved for completeness. Also, in Chapter 5, some theorems are proved 
under slightly different hypotheses. The rest of the theorems in 
succeeding chapters are believed to be new. 
( 1 . 8 )  
Remark B = 0 corresponds to the BDFs. 
Since a , # 0, we may assume that a , = 1. The coefficients of 
n,k n,k 
15 
II. VARIABLE STEP FORMULAS OF ORDERS ONE AND TOO 
When the order is one, 1-step VSF and the 1-step FSF are identical. 
In this chapter we will discuss some stability properties of the VSFs of 
the form (1.8) of orders one and two. 
A. Order 1, 1-step VSF of the Form (1.8) 
The 1-step, order 1 VSF of the form (1.8) takes the form 
n^+1 " ^ n ^  1-3  ^ n^+1 " ^ n^  ^
Theorem 2.1 The method (2.1) is A-stable for 3 e [-1,1). 
Proof The Theorem 1.5 will be used here. With the same 
notation as in Theorem 1.5, 
^0 = *1 = - I^' 
Let 1*^ (5) = 1, T^ (5) = Ç be the Chebyshev polynomials of degree zero and 
one respectively. Let P^ (Ç) = ÏQTQ(Ç) + y^ T^ (Ç). Then, 
F\(C) =  ^0 for all |Ç| < 1 and - 1 < B < 1. 
By Theorem 1.5, the method (2.1) is A-stable for all 3 E [-1,1). • 
The error constant C(3) of the FSF (2.1) is 
C(6) = - 2CKI) " G ' -1. 
Thus, |C(3)| is a strictly increasing function of 3 on (-1,1). When 3 = 
-1, the method (2.1) is the trapezoidal rule whose error constant is 
16 
-1/12 and the order is 2. This is the only A-stable k-step FSF whose 
order is greater than k. For -1 < 3 < -5/7, it can be shown that 
|C(G)| < 1/12. Thus, there are FSFs whose error constant in absolute 
value is less than that of the trapezoidal rule; but the order is one 
less. 
B. Order 2, 2-step VSF of the Form (1.8) 
This takes the form 
(2^ 2) y^ +a ®n,l^ n+l "*• ®n,0^ n ^  \+2^ n,2^ n^4-2 " ^ n^+1^  
where o ., o and g „ are given by 
IX ) X n ) u n ) 6 
^ f (1 + A) + S(A - nui + A) 
n,l 1 - P + 2A 
 ^ A^ (l + g) g  ^ 1 + A 
n,0 1 - B + 2A' *n,2 1 - g + 2A 
and A = \+2/Vr 
When B = -1, the VSF (2.2) reduces to the trapezoidal rule. Here, 
we consider the case -1 < B < 1. Define 
+ "n.O 
- M) 
2 Lemma 2.2 If p(x) = a^  + a^ x + a^ x where a^ , a^ , a^  are real 
numbers with a^  ^  0, then p(x) is a Hurwitz polynomial if and only if 
either the a^ s are all positive or all negative. 
Proof Use Algorithm 1.2 or see Rockswold (1983). 
17 
To determine DRCg, use the following polynomials. 
Define r^ (z) = ( P^ ( ) 
:N(:) = <  ^"N( T":-! ) 
^n( '^^ n) = :n(:) " =0^=) 
Then, these can be simplified as 
4r^ (z) = - 2(a^  Q - l)z + 2(a^  ^  + l)z^ . 
4s (z) = gtci - P) + 2z + (1 + 3)Z^ ] and 
2 4P^ (z,%^ ) = PQ + Pj^ z + p^ z where 
Pq = - *n,2Vn(l " ' 
Pi = 2(1 - =a,o) -
P2 = 2(=n,0 + 1) - *rfn.2(l + *)' 
Since q> 2 ^  ^  for all & e (-1,1) and A > 0, we have that p^  > 0 
and PQ > 0 for all < 0. Now p^  > 0 for all < 0 if and only if 
(1 - q) > 0. Thus, by Lemma 2.2, P^ (z,u^ ) is a Hurwitz polynomial 
for all u < 0 if and only if 1 - a >0. 
n n,0 
Theorem 2.3 The VSF (2.2) satisfies DRC^  for given n, if and 
1 + / 2 -
only if 0 < A <  ^  ^^ . 
Proof When simplified, 
1 - Q = - (A - c^ )(A - C2)/(l - P + 2A) 
where c^  = (1 + / 2 - p2)/(l + B) > 0 and Cg = (1 - / 2 - g^ j/Cl + P) < 
0 for -1 < P < 1. Thus, 1 - Q > 0 if and only if 0 < A S c^ . • 
Now we have the following theorem for DRC(6). 
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Theorem 2.4 The VSF (2.2) satisfies DRC(0) for given n, if 
1 + / 2 - 6^  0 < A <  ^^  g for all 3 e (-1,1). 
Proof By Theorem 1.3, it suffices to show that o(l)/p'(l) > 0, 
since the only root of p(Ç) = 0 with = 1 is ÇQ = 1. Now 
= ®n.2 ( r:^  ) ' ° 
since 3 - 1 - a _ > 0. a 
n,z n,u 
The following lemma will be used in the next theorem. 
2 Lemma 2.5 Let f(x) = ax + bx + c where a, b, c are real and a 
> 0. Assume that f(-l) > 0 and f(l) = 0. Then, f(x) > 0 on [-1,1] if 
and only if 2a + b S 0. 
Proof Since a > 0, f(x) is concave up and the vertex is at 
XQ = - b/(2a). Since one x-intercept of f(x) is at 1 and f(-l) > 0, we 
must have x^  > -1. Suppose 2a + b < 0. Then, XQ  ^1 implies f(x) 2: 0 
for X < 1. Now assume that f(x) ^  0 on [-1,1]. If -1 < x^  < 1, then 
fKXg) < f(l). But fCl) = 0. Thus, XQ > 1. • 
Theorem 2.6 The VSF (2.2) satisfies DRC(ir/2) for given n, if 
and only if 0 < A ^  1 for all 3 e (-1,1). 
Proof For given n, use Theorem 1.5. Using the same notation as 
in Theorem 1.5 we have 
'o = »n,2" - 6%.l' 
'l - + M 
"^ 2 = - :..2('.,i + » 
L«t T ({) = 1, T (Î) = 5 and T ({) =25^ -1 be the Chebyshev 
polynomials of degrees 0, 1 and 2, respectively. 
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and 
Define P^ CÇ) = + I^ T^ CS). Then, 
PjC?) = S„_2l2=„_/ + + 2 4. <.„_j(l-B)l, 
and P„(l) = 0, since o  ^+ a +1=0. 
 ^ ri ) u n y j. 
P-C-l) = - 23^  _= i(l+B) > 0 for ail B E (-1,1), since , > 0 6 II ) 6 II ) ± H ) 6 
 ^< 0. Thus, by Lemma 2.5, P^ CK) - 0 for -1 S Ç < 1 if and only if 
4o^  Q + (^1 + B) < 0. When simplified, 
%,o + -n.i» + M = + (I-«KA - 1) 
But 1-&+2A > 0 and (3-P)A + (l-g) > 0 for all A > 0 and G e (-1,1). 
Thus, 4a^  Q + (^1 + 3) < 0 if and only if A - 1 3 0. o 
Corollary 2.7 The underlying FSF of (2.2) is A-stable for all 
B E (-1,1). 
Proof The underlying FSF is obtained when A = 1. n 
20 
III. 3-STEP, ORDER 3 FORMULA 
In this chapter, some stability properties of the VSF (1.8) and its 
underlying FSF of the form (1.7) are discussed, when the step number and 
the order is 3. 
A. Order 3, 3-step VSF of the Form (1.8) 
With the earlier notation, A = and B = h^ ^^ /h^ ^^  denote 
the step ratios. The 3-step VSF of the form (1.8) takes the form 
(3-1) yn+3 + "n,2^ 11+2 + "n.l^ n+l + «n.Qyn = \,3^ n,3(^ n+3 " ^ 1^1+2) 
To get an order 3 formula, the following system of equations should be 
solved. 
a ,+(l+A)o ,+(l+A+AB) - ABB = 0 
n,i n,z n,j 
(3.2) , 
,+(l+A)"o „+(l+A+AB) - 2ABG -[-B(1+A)+(1+A+AB)] = 0 11)1 n, z ri, J 
a +(1+A)^ a -+(1+A+AB)3 - 3ABG [-B(1+A)^ +(1+A+AB)^ ] = 0 
HJJ. n ) 6 Ti ) ^ 
The solution of (3.2) is given by 
Q = - A^ B^ (l+B)(l+e+B)/[(l+A)(DEN)] 
(3.3) 
 ^= B^ (1+A+AB)[(1+A)(1+B)+AB]/DEN 
On 2 = -t(l+A)(l-B+B)+3B(l+2A)+AB(l+B)](l+B)(l+A+AB)/[(l+A)(DEN)] 
e. _ = (1+A)(1+B)(1+A+AB)/[(1+A)(DEN)] 11,0 
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where DEN = (l+A)(l-&+B) + B(1+3A+3AB) and g z [-1,1). The associated p 
and o polynomials of the VSF (3.1) are 
P^(5) = + =^^0 and 
(3.4) 
= Pn,3(^  - ) 
Remark For -1 < p < 1, the roots of are < 1 in modulus. 
We have the following result for the case & = -1. 
Theorem 3.1 When & = -1, the VSF (3.1) does not satisfy 
DRC(n/2) for any A and B with given n. 
Proof When & = -1, by (3.3), the coefficients of the VSF (3.1) 
are 
o = - (1 + B)(l + A + AB)(2 + 2A + AB^ )/[(1+A)(DEN)] 
n, z 
a = AB^ d + A + AB)/DEN 
n., i 
0 = - AV(1 + B)/[(l + A) (DEN)] 
B = (I + B)(l + A + AB)/DEN 
n, J 
where DEN = (1 + A)(2 + B) + B(1 + 3A + 3AB). With the notation in 
Theorem 1.5, 
= K.zK.l * \.2 * 
'2 = *  \ . i >  
"3 " °n,0®n,3 
Since a _ + o , + 0  „ + l = 0 ,  t h e s e  c a n  b e  s i m p l i f i e d  a s  
n, 0 n, 1 n, 2 
^0 = " ^n,3^°n,0 + «n,P' ^1 = ' *n,3=n,0' *2 = " *0 S " " ^1' 
TQ(Ç) = 1, T^ CE) = Ç, 1^ (5) =25^ -1 and T^ #) = - 3g where T^ (Ç) 
is the Chebyshev polynomial of degree j. Let 
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PgCS) = + ^ 2 TzCS) + SsTgCS)-
Then. P^ a) = - !)(( + 1)[2«^  with P^ (0) = 
- 2B _(a -+a .). Now a _ + ,= AB^(1 + 2A + AB)/[(1 + A)(DEN)] 
n,o n,u n,i n,u n,i 
> 0 and  ^> 0 for ail A, B > 0. Thus, P^ CO) < 0 for ail A, B > 0 and 
a necessary condition in Theorem 1.5 is violated. • 
The following lemmas will be used in the next theorem. 
2 3 Lemma 3.2 Let p(x) = + a^ x + a^ x + a^ x where a^ s are real 
numbers and a^  ^  0. Then, p(x) is a Hurwitz polynomial if and only if 
the conditions (i) and (ii) both hold. 
(i) a^ s are either all positive or all negative 
(ii) a^ a^  - a^ a^  > 0. 
Proof See Rockswold (1983), 
2 Lemma 3.3 Let f(x) = ax + bx + c where a, b, c are real, a > 0 
and c > 0. Then, f(x) > 0 for all x < 0 if and only if either b < 0 or 
0 < b < 2/âc. 
Proof Since a > 0, f(x) is concave up. The vertex is at x = 
-b/(2a) and the y-intercept =• c > 0. If b < 0 then the vertex is to the 
right of the origin. Thus, if b < 0, f(x) > 0 for all x < 0. If b = 0 
2 then f(x) = ax + c > 0 for all x ? 0. If b > 0 then the vertex is to 
2 the left of the origin. So, if b > 0 and b - 4ac < 0 then the graph of 
f(x) is above the x-axis and hence f(x) > 0 for all x < 0 (and indeed 
2 for all x). But, if b > 0 and b - 4ac S 0 then the graph of f(x) 
intersects the x-axis and hence there exists XQ < 0 such that f(xQ) < 0. 
2 Thus, f(x) > 0 for all x < 0 if and only if either b ^  0 or b > 0 and b 
- 4ac < 0. The second condition is equivalent to 0 < b < 2/ac. • 
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1. ®1 ' 1 + 
2. 1 -
3. ®3 ' 2 -
Next we examine the necessary and sufficient conditions for the VSF 
(3.1) to satisfy DRCg with given n and obtain the following theorem. 
Theorem 3.4 For given n and B E [-1,1), the VSF (3.1) satisfies 
DRCQ if and only if the following three conditions hold. 
"n.O ^  » 
2°n,o • °n,l ^  ° 
G'n.O • "n.l ^ ° ^ 'V2 < *3 < ° 
Proof Define 
PN( RF! ) 
''nt Hi ) 
- T'a 
Then, these can be simplified as 
8r^ (z) = 2(1 + + 4(1 + + 2(1 - 2a^  ^  - a^ ^^ )z 
8s^ (2) = [^(1 + B)z^  + (3 + 6)2^  + (3 - B)2 + (1 - B)] and 
8P_(z ,v  )  =  [ r ,  -  y B (1  + 6)]z^  + [ r  -  B ,P„(3  + G)]zf  
n n X 11 II ) V 6 li, .V At 
+ f^ 3 • Bn,3%n(3 " *)]= " ^ ,3^  ^" 
where r^  = 2(1 +0^  ^), 
'2 = 4C1 + «„_(,) and 
'3 = - 2°n.O - "n.l'-
In the following discussion, B z [-1,1). Note that r^  > 0, 
- B  „ i i ( l - B ) > 0  a n d  -  B  „ IJ (1 + B) ^  0 for all TJ < 0 ,  s i n c e  B  ^  
n,j n n,j n n n, j 
0 and  ^> 0. Thus, by Lemma 3.2, is a Hurwitz polynomial 
for < 0 if and only if the following 3 conditions are satisfied for 
U  <  0 .  
n 
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*1 = ^ 3 - - B) > 0 
2- *2 = '2 - + G) > 0 
3. - a^ a^  > 0 where ay = r^  - (^1 + B) and 
•o = • - M 
Now a^  > 0 for all < 0 if and only if r2 ^  0 and r^  à 0 if and only 
if Q ^  -1, which is the condition 1 of the theorem, a^  > 0 for all 
V < 0 if and only if r_ S 0 and r_ S 0 if and only if 2o + a < 1, 
n  i X y w H y X  
which is the condition 2 of the theorem. Finally, 
*1*2 - *0*3 = ®»:®2 - S»n,3*n*3 + K.zK' 
By Lemma 3.3, a^ a^  - a^ a^  > 0 for all < 0 with r^  ^  0 and r^  ^  0 if 
and only if either - < 0 or 0 < - < 2 /B^ B^ , which is the 
condition 3 of the theorem. • 
Corollary 3.5 If  ^< 1 for given n and -1 ^  & < 1, then the 
VSF (3.1) satisfies DRCQ. 
Proof It suffices to show that the conditions 1 - 3 of the 
Theorem 3.4 are satisfied. 
Let D = (I + A)[(l + A)(l - P + B) + B(1 + 3A + 3AB)]. Then, 
D(a^  1 + On Q) = B^ (l + B)(l + A)(l + A + AB) + AB"(1 + B + B)(l + A) 
+ aS (^1 + B + B)(l + B) > 0 for all G e [-1,1). 
Thus, 1 ^  °n 0 ^  P £ [-1,1), since D > 0 for 3 s [-1,1). Now, 
if a , ^  1 then - a „ < 1 and hence B>0. B„=l-o -2a  ^> 
n,1 n,0 1 2 n,1 n,0 
0, since  ^^  1 by hypothesis and Q < 0 by (3.3). Also, 
®3 = • %.l' + '"n.l + -„,o' - " + «-n.O ' ° 
for all B E [-1,1). o 
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Although Corollary 3.5 gives an easier sufficient condition for 
DRCQ, the step ratios which satisfy Corollary 3.5 are not very useful. 
Some numerical results are given in Table 3.1. 
TABLE 3.1. Some upper bounds of the step ratios 
which satisfy Corollary 3.5 
A B B A B 
-0.9 1.50 1.50 -0.4 1.26 1.26 
-0.8 1.45 1.45 -0.3 1.21 1.22 
-0.7 1.40 1.40 -0.2 1.18 1.17 
-0.6 1.35 1.35 -0.1 1.14 1.13 
-0.5 1.31 1.30 0 1.10 1.09 
If both A and B are less than the given numbers in Table 3.1 then 
Corollary 3.5 is satisfied. When B = 0, (i.e., BDF) if both A and B are 
greater than 1.1 then the Corollary 3.5 is violated. In order to obtain 
larger bounds for A and B which satisfy Theorem 3.4, the following 
lemmas will be used. 
Lemma 3.6 If 0 < A < 1.6 and Be [-1,0] then B^ =l+a^ Q>0. 
Proof Let D = (1 + A)[(1 + A)(1 - B + B) + B(1 + 3A + 3AB)]. 
Then, B^ D = (1 + A)^ (l - & + B)+(l + 6)3(1 + 3A + 3AB) 
- AV(1 + B)(1 + B + B). 
Now B^ D/(A^ B^ ) = - Eg where 
l^ = B^ A + + 1) + (A + + I + 3) and 
Eg = A(1 + B)(l + e + B). 
If 0 < A, B < 1.6 then 1/A, 1/B > 5/8. Thus, 
> (5/8)(5/8 + 1)^ [5(1 - B)/8 + 1] + (5/8 + 1)(25/64 + 15/8 + 3) 
= (46033 - 4225P)/4096 
< (8/5)(1 + 8/5)(1 + P + 8/5) = (1352 + 520p)/125 
Clearly, E^  - Eg > 0 for all ^  < 0. n 
Lemma 3.7 If 5 < 0 and 0 < A, B < 2 then = l-2a „-o , > 0. 
z n,u n,1 
Proof Let D = (1 + A)[(l + A)(l - B + B) + B(1 + 3A + 3AB)]. 
Then, by (3.3), B^ D can be simplified as B^ D = E^  - BE^  where 
E^  = (1 + 2AB + 4A^ B)(1 - B^ ) + 2A + 2B + 4AB + A^ B^ (1 + 2B + B^ ) 
+ A^ (l - B^ ) and 
Eg = (1 + A)^ (l + B") + AB^ d + B)(l + 2A - A^ ). 
Now 1/A, 1/B t 1/2 since 0 < A, B < 2. Thus, 
E /(A^ B*) > (l/4)(l/8 + 1 + 4)(1/4 - 1) + 1/32 + 1/32 + 1/8 + 1/4 
+ 1 + 1 + (1/2)(1/16 - 1) = 129/128. 
So E^  > 0. Also Eg > 0 for 0 < A, B < 2, since 1 + 2A - A^  = (/2 - 1 + 
A)(/2 + 1 - A) > 0 for 0 < A < 2. Thus, B^ D = E^  - BEg > 0 for all & s 
[-1,0] and 0 < A, B < 2. • 
To find the values of A, B which satisfy the condition 3 of Theorem 
3.4, the computer program in Appendix A can be used. Some upper bounds 
for A and B which safely satisfy the condition 3 of Theorem 3.4 are 
given in Table 3.2. 
Now Theorem 3.4, Lemma 3.6 and Lemma 3.7 together with the 
numerical results in Table 3.2 show that the VSF (3.1) satisfies DRCg 
for -1 < G < -0.1 if both A, B < 1.6. Although some larger upper bounds 
for A and B may be obtained for 3 < 0, these values are sufficient for 
the purpose of this thesis. See Chapter 6 for the selection of &. 
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TABLE 3.2. Some upper bounds for A and B which 
satisfy the condition 3 of Theorem 3.4 
B A B  B A B  
-1.0 
-0.9 
-0.875 
-0.8 
-0.7 
-0.6 
1.83 
1.80  
1.79 
1.77 
1.75 
1.72 
1.83 
1 .80  
1 .80  
1.78 
1.75 
1.72 
-0.5 
-0.4 
-0.3 
-0.2 
-0.1 
0 . 0  
1.70 
1.67 
1.65 
1.63 
1 . 6 0  
1.58 
1.70 
1 . 6 8  
1.65 
1.63 
1 . 6 0  
1.58 
Remark For the BDFs the maximum upper bound for A, B is 1.58. 
If both A, B > 1.59 when B = 0, the condition 3 of Theorem 3.4 is 
violated and hence the BDF does not satisfy DRC^  if A, B k 1.59. 
B. Order 3, 3-step FSF of the Form (1.7) 
This takes the form 
(3 5) yn+3 + «2^ 2 + «l^ n+l + "o^ n = 
where h is the constant stepsize. By taking A = B = 1 in (3.3), we get 
= - 3(6 + B)/(ll - 2B) 
(3.6) 
= 3(3 + 2B)/(11 - 2B) 
Oq = - (2 + B)/(ll - 2B) 
B3 = 6/(11 - 2B) 
When A = B = 1, denote Pj^ (S). and s^ (z) by p(S), o(?), r(z) 
and s(z) respectively. The values of B will be restricted to the 
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interval [-1,1) so that the roots of a(Ç) will be in the unit disk. The 
error constant, C(B) of the FSF (3.5) is given by C(3) = - (3 + &)/[12(l 
- 3)]. Note that |C(&)| is an increasing function of B on [-1,1). 
Theorem 3.8 The FSF (3.5) is A^ -stable for all & in [-1,1). 
Proof Define P(z,w) = r(z) - %s(z) where v = hX. Then, by 
(3.4) with A = B = 1, 
(11 - 2g)P(2,y) = a^ z^  + a^ z^  + a^ z + a^  where 
a^  = -6(1 - B)n 
a^  = 12(1 - g) - 6w(3 - B) 
a^  = 12(3 - g) - 6p(3 + B) 
a^  = 8(5 + B) - 6v(l 4- B) 
Clearly, au > 0, i = 0,1,2,3 for all y < 0 and B t [-1,1). Now a^ a^  -
a^ a^  can be simplified as 
a^ a^  - a^ ag = 48[3(3 - B)(L - B) - (4 + - B)(4 - /T - B)u + 6vi^ ] 
Thus, a^ a^  - a^ a^  > 0 for all y < 0 and B s [-1,1). Hence, by Lemma 
3.2, (11 - 2B)P(z,y) is a Hurwitz polynomial and so is P(z,y) for all y 
< 0 and BE [-1,1). • 
The following lemma will be used in the proof of the next theorem. 
2 Lemma 3.9 Let p(x) = a^ x + a^ x + a^ x , where a^  r 0, a^  r 0 and 
a^ , a^ , a^  are real (or complex). Then, p(x) is a Schur polynomial if 
and only if the following two conditions hold. 
1. la^ l < la^ l 
2. la^l < la^ + a^l 
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2 2 Proof Let p^ Cx) = (a^ a^  - a^ a^ ) + (a^  - aQ)x. Then by 
Algorithm 1.6, p(x) is a Schur polynomial if and only if 
(i) I agi < la^ l and 
(ii) p^ (x) is a Schur polynomial. 
But p^ (x) = - aQ)[a^  - (a^  + a^ Dx] and a^  - aQ # 0. Thus, p^ (x) is 
a Schur polynomial if and only if |a^ | < |+ a^ |. • 
Theorem 3.10 The FSF (3.5) is strongly stable for 3 £ [-1,1). 
Proof It suffices to show that p(Ç)/(Ç - 1) is a Schur 
polynomial for B e [-1,1). Since + 1 = 0, p(Ç) can be 
simplified as p(Ç) = (Ç - l)(aQ + a^ Ç + a^ Ç^ ) where a^  = - = (2 + g)/ 
(11 - 2B), a^  = - (Oq + a^ ) = - (7 + 5B)/(11 - 23) and a^  - 1. Since 
(2 + 3)/(ll - 23) 5 1/3 for -1 < 3 < 1> we have a^  < a^ . Now a^  + a^  = 
(13 - 3)/(ll - 23) and |a^  + a^ l - |a^ | = 6(1 - 3)/(ll - 23) > 0 for 
-1 < 3 < 1. Thus, by Lemma 3.9, p(Ç)/(^  - 1) is a Schur polynomial. • 
Theorem 3.11 The FSF (3.5) is stiffly stable for 3 s [-1,1). 
Proof a(Ç) = - 35) where 3^  = 6/(11 - 23). The roots of 
a(Ç) are 0, 3 and it has a simple root of modulus 1 when 3 = -1. Now 
Theorem 1.4 together with Theorem 3.8 and Theorem 3.10 imply that the 
FSF (3.5) is stiffly stable for all 3 £ (-1,1). Furthermore, if 
- p(-l)/a'(-l) is real and positive then 3 = -1 can also be included. 
Clearly, by (3.6), p(-l) = -1 + < 0 and o'(-l) = 3^ (3 - 3) 
> 0 for all 3 E [-1,1) and in particular for 3 = -1- ° 
Corollary 3.12 The FSF (3.5) is A(6)-stable for all 3 t [-1,1). 
Proof Stiff stability implies A(0)-stability. • 
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IV. HIGHER ORDER FORMULAS 
As the order increases, a larger system of equations must be solved 
to get the coefficients of the formula. The variable coefficient 
formulas of orders 4 and 5 are very difficult to analyze. For the 
4-step, order 4 VSF, some upper bounds of the step ratios which satisfy 
DRCQ are obtained numerically. The 4-step, order 4 and 5-step, order 5 
FSFs are analyzed for various stability properties. 
A. Order 4, 4-step VSF of the Form (1.8) 
Let A = ® = V3/V2  ^= V4/V3 seep 
ratios. The 4-step VSF of the form (1.8) takes the form 
(4.1) + %,3y„+3 + 
~ \+4®n,4^ n^+4 " 
In order to get an order 4 formula, the following system of linear 
equations should be solved. 
=n,0+=n,l+=n,2+=n,3+^  = ° 
= .+(1+A)e +(l+A+AB)c +(1+A+AB+ABC) - ABC& [-B+1] = 0 1% ) i R ) ^ H ) 4 
(4.2) a ,+(l+A)^ ci -+(l+A+AB)^ a ,+ (l+A+AB+ABC)^  
n,i n,z n, j 
- 2ABCG^  ^ [-6(1+A+AB)+(1+A+AB+ABC)] = 0 
a ,+(l+A)\ -+(1+A+AB)^ a _+(1+A+AB+ABC)^  
n^x ri ; 6 
- 3ABCB^  ^ [-g(1+A+AB)^ +(1+A+AB+ABC)^ ] = 0 
a ,+(l+A)^ a _+(1+A+AB)^ a ,+(1+A+AB+ABC)^  
n ) 6 n ) j 
- 4ABC3^  ^ B(1+A+AB)^ +(1+A+AB+ABC)^ ] = 0 
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By keeping P as a free parameter, the solution of (4.2) can be written 
as 
o = - [(l+A+AB){l+B+C+e(C-l-B)}+BC(l+3)(2+3A+3AB) 
n, J 
+BC^ (1+A+3AB+ABC)]/[(1+A+AB)C1+B)(DEN)] 
o = [(1+A+AB)(l+B)B+(1+B+BC)(1+A+AB+ABC)]/[(1+A)(1+C)(DEN)] 
n, z 
(4.3) 1 ^  (1+A+AB)G+(1+C)(1+A+AB+ABC)]/[(1+B)(1+B+BC)(DEN)] 
=n,0 = - (*n.l+«n,2+=n,3+l) 
*n,4 = 1/DEN 
where 
DEN = [(1+B+BC){C(1+A)+(1+C)(1+A+AB+4ABC)}+BC(1+C) 
-6(1+A+AB)(1+B)]/[(1+A+AB+ABC)(1+B+BC)(1+C)] 
The associated polynomials for the VSF (4.1) are 
P^ (S) = s"" + iS + % 0 and 
(4.4) 
= *N.4(S - BS ) 
Observe that for -l<P<l,o <0,o >0,o < 0 and B . > 0 
XI J "5 VL y  ^ XI ; X H y 4 
for all A, B, C > 0. It also turns out that  ^> 0. The following 
lemma will be used in the next theorem. 
2 3 4 Lemma 4.1 Let p(x) = a^  + a^ x + a^ x + a^ x + a^ x where a^ s 
are real numbers and a^  r 0. Then, p(x) is a Hurwitz polynomial if and 
only if all of the following conditions hold. 
1. a^ s are either all positive or all negative 
2- *1*2 " *0*3 ^ ° 
3. (a^ ag - aQag)a^ ag - a^ a^  > 0. 
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Proof Use Algorithm 1.2 and Lemma 3.2 or see Rockswold (1983). 
Remark When a^  > 0, the condition 3 of Lemma 4.1 is equivalent 
to (a^ ag - aQa,)^ , - a^ a^  > 0. 
To get a sufficient condition for the VSF (4.1) to satisfy DRCg for 
given n, the following transformations will be used. Define 
where and are given by (4.4). Then, these can be simplified as 
follows : 
16r^ (z) 4-= r^ z + 2^ 2% + 2r3z; 
1^ = • 2(=n,3 + "n,L 
2^ = 2 - =n,3 + =n,l 
3^ = 
 ^- "n,2 + 
II 
- °n,3 " ®n,l 
16s^ (z) 
- *n,4 [(1 - G) + 2z(2 
4 3 2 p^ (z,H^ ) = 16P^ (z,w^ ) = a^ z + a^ z + a^ z + a^ z + a^  where 
4^ "l • Vn.4» " M 
=3 = + M 
'2 = ^ '3 • 
= ^ '4 - 2»n«„,4<2 - M 
'O = - Vn,4" - " 
With these notations, now we prove a series of lenomas. 
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Lemma 4.2 satisfies the condition 1 of Lemma 4.1 for 
< 0 and & e [-1,1) if and only if r^  ^  0, > 0 and > 0 for all g 
E [-1,1). 
Proof a^  = - (1 -  ^> 0 for all B s [-1,1) and < 0, 
since  ^> 0. Note that r^  > 0 for all 3 z [-1,1). Thus, a^  > 0 for 
all 11^ < 0 and P e [-1,1). Now a^, a^, a^ > 0 for all < 0 and P E 
[-1,1) if and only if r^ , r^ , r^  ^  0 respectively, o 
Lemma 4.3 p^ (2,iJi^ ) satisfies the condition 2 of Lemma 4.1 for 
< 0 and B E [-1,1) if r^  ^  0, r^  > 0 and r^  = 2(2 -Gïr^  + 6r^  - (1 -
eOr^  > 0 for B E [-1,1). 
Proof After simplifying, 
Now - 5B + 10 = + 5(2 - 5) > 0 for all B E [-1,1). • 
Lemma 4.4 p^ (z,w^ ) satisfies the condition 3 of Lemma 4.1 for 
< 0 and BE [-1,1) if all of the following conditions hold for B E 
[ - 1 , 1 ) .  
(i)  ^0 
(ii) rg = 2r2r3 - r^ r^  > 0 
(iii) r^  = rgr. + 2(2+B)r3r^  - 2(2-B)r^ r^  - (1+B)r^  > 0 
(iv) rg = (B^ -5B+10)r2 + (2+B)rg - (2-B)^ rj^  - 2(2-B) (1+B)r^  > 0 
Proof Since r^  > 0 we have that a^  > 0. Thus, it suffices to 
2 
show that = (a^ a^  - aQa2)a2 - a^ a^  > 0 for all < 0 and B e 
[-1,1). Now can be simplified as 
 ^ - ^ n^ n.4^ 7 " ^ 4^^ 8 " ^ ^^ n^,4- ° 
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The following theorem which combines Lemmas 4.1 - 4.4 gives a 
sufficient condition for DRCg of the VSF (4.1). 
Theorem 4.5 Let 3 £ (-1,1) and r^  = - 2(a^  3 °n 1^ ' 
the VSF (4.1) satisfies DRCg for given n, if all of the following 
conditions are satisfied. 
1. 2^ — 2 - =n,3 + "n,l " 2=n,0 " ° 
2. 3^ 
= 
 ^- "n,2 + ^ =n,0 - ° 
3. 4^ 
= 2 + «n,3 - =n,l " ^ =n,0 " ° 
4. 5^ 
= 2(2-B)r3 + 6r^  - (1-B)r2 > 0 
5. 6^ 
= 
^^ 2^ 3 " =1=4 - 0 
6. 7^ 
= r^ r. + 2(2+e)rgr^  - 2(2-B)r^ r^  - (l+&)r^  > 0 
7. 8^ 
= (&--5B+10)r2 + (2+3)r. - (2-e)^ r^  - 2(2-&)(1+P)r^  > 0 
Although r^ s are functions of the step ratios A, B and C, it is 
rather difficult to simplify these sufficient conditions to obtain some 
upper bounds on A, B, C which satisfy Theorem 4.5. So, some numerical 
approximations for the upper bounds on A, B and C are obtained with the 
aid of the computer program in Appendix B. Some numerical results are 
shown in Table 4.1. 
When 3 takes values 0.375, 0.5 and 0.625, the values of A, B, C of 
Table 4.1 are obtained under the assumption that a step-increase should 
not be allowed just after a step-decrease. Otherwise, the upper bounds 
on A, B, C are smaller than the numbers listed in Table 4.1 for these G 
values. It is also observed that these upper bounds decrease rapidly 
w h e n  3  i s  c h o s e n  t o w a r d s  1 .  F o r  e x a m p l e ,  w h e n  A  =  1 . 0 8 ,  3 = 0 . 5 ,  C =  
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TABLE 4.1 Some upper bounds on A , B, C which safely satisfy Theorem 
4.5 
3 A B C 3 A B C  
-1.0 1.19 1.20 1.20 -0.125 1.19 1.19 1.20 
-0.875 1.19 1.19 1.20 0 1.19 1.20 1.20 
-0.75 1.19 1.19 1.20 0.125 1.20 1.20 1.20 
-0.625 1.19 1.19 1.20 0.25 1.20 1.20 1.21 
-0.5 1.19 1.19 1.19 0.375 1.21 1.21 1.21 
-0.375 1.19 1.19 1.20 0.5 1.21 1.21 1.21 
-0.25 1.19 1.19 1.20 0.625 1.16 1.17 1.17 
0.75 and 3 = 0.75 the value of r, 4 is - 0.001. Thus, by Lemma 4.2, the 
VSF (4.1) does not satisfy DRCg when 3 = 0.75, A = 1.08, B = 0.5 and C = 
0.75. 
B. Order 4 FSFs of the Form (1.7) 
The 4-step FSF of order 4 of the form (1. 7) can be written as 
(4.5) 
' "3^ 11+3 + "2^ 11+2 + =1:^  n+1 + =C l^ n = ^ ^^ n^+4 - Gfn+3) 
where h is the constant stepsize. From (4.3) with A = B = C= 1 we 
obtain 
a- = -• (48 + 103)/(25 - 33) 
Cg = (36 + 18&)/(25 - 3G) 
(4.6) «1 = " (16 + 66)/(25 - 36) 
Oq = (3 + p)/(25 - 33) 
3^  = 12/(25 - 33) 
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Here, the FSF (4.5) for -1 < P < 1 will be discussed. The error 
constant, C(3) of the FSF (4.5) is given by C(3} = - (4+3)/[20(l-&)]. 
Again, |C(3)| is an increasing function of g in [-1,1). 
For the FSF (4.5), the associated polynomials are 
p(Ç) = + o.^  + and 
(4.7) 
0(5) = B^ (r - BS ) 
The following lemma will be used to prove that the FSF (4.5) is 
strongly stable for -1 ^  3 < 1. 
2 3 Lemma 4.6 Let p(x) = + a^ x + a^ x + a^ x where a^ s are real, 
a^  r 0 and a^  f 0. Then, p(x) is a Schur polynomial if and only if all 
the following conditions hold. 
1. UQI < 1*3' 
2. 1*3*1 - *0*2' < 
3. 
'*3*2 *0*1' < 1*3*1 - *0*2 + *3 - *0 
2 
Proof Let p^ (x) = (a^ a^  - a^ a^ ) + (a^ a, - aQa^ )x + (a^  -
2 2 
a^ )* . Then, by Algorithm 1.6, p(x) is a Schur polynomial if and only 
if 
(i) lag I < la^ l and 
(ii) p^ (x) is a Schur polynomial. 
By Lemma 3.9, p^ (x) is Schur polynomial if and only if the conditions 2 
and 3 are satisfied, o 
Theorem 4.7 The FSF (4.5) is strongly stable for all 3 £ 
1 - 1 , 1 ) -
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Proof (Ç - 1) is a factor of p(Ç) and thus 
p(?) = (Ç - + a^ ? + a^ ) where 
a^  = 1, a^  = + 1 = - (23 + 135)7(25 - 3p) , 
ai = 03 + 02 + 1 = (13 + 5B)/(25 - 3B) and 
aQ = 03 + a2 + Oi + 1 = - (3 + B)/(25 - 3p). 
It suffices to show that p(Ç)/(Ç-l) is a Schur polynomial for 3 z 
[-1,1). For this, the three conditions of Lemma 4.5 will be verified. 
Note that a^  < 0, a^  > 0 and < 0 for all & e [-1,1). 
(i) la^ l - la^ l = (22 - 4&)/(25 - 3B) > 0 for all B E [-1,1). 
(ii) Now - aj = 4(154 - 396 + 2P^ )/[(25 - 36)%] > 0 for 3 s [-1,1), 
since 154 - 39P + 2B^  = 115 + 39(1 - B) + 2B^  > 0 for P E [-1,1). 
a^ a^  - a^ a^  = 4(64 + 6G - 7B^ )/[(25 - 33)^ ] > 0, since 64 + 6B - 7B^  > 
64 - 6 - 7 > 0 for BE [-1,1). Thus, 
lag - agi - la.a^  - a^ a^ l = 4(90 - 45g + 9B^ )/[(25 - 3B)^ ] > 0 
for B E [-1,1). 
(iii) a^ a - a^ a^  = - 4(134 + 57B - llB~)/[(25 - 3B)^ ] < 0, since 134 + 
57B - IIB^  > 134 - 57 - 11 > 0 for B E [-1,1). a^ a^  - A^ A^  + a^  - a^  
= 4(218 - 33B - 5B^ )/[(25 - 3B)^ ] > 0 for B E [-1,1). 
jaya^  - a^ a^  + a^  - a^ l - la^ a^  - a^ a^ l = 24(1 - B)(14 - B)/[(25 -
3B)^ ] > 0 for B E [-1,1). Thus, by Lemma 4.6, p(Ç)/(Ç-l) is a Schur 
polynomial. • 
Theorem 4.8 The FSF (4.5) is A^ -stable for all BE [-1,1). 
Proof Define 
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where p and o are given by (4.7). Then, r(z) and s(z) can be simplified 
as 
4(25-3g)r(z) = 6(l-g)z + 12(2-3)z^  + 2(19-&)2^  + 8(4+&)z^  and 
4(25-3B)s(z) = 3(1-G) + 3(4-23)z + 18e^  + 3(4+23)z^  + 3(l+e)z^  
Define P(z,v) = r(z) - vis(z). Then, to prove the theorem it suffices to 
show that P(z,Ti) is a Hurwitz polynomial for all y < 0 and Be [-1,1). 
Since 25 - 3B # 0 for g £ [-1,1), P(z,v) is a Hurwitz polynomial if 
p(2,Ti) = 4(25 - 33)P(z,y) is a Hurwitz polynomial for y < 0 and g e 
2 3 4 [-1,1). But p(z,p) = a^  + a^ z + a^ z + a^ z + a^ z where 
a-Q = - 3v(l - e) 
a^  = 6(1 - G) - 6ii(2 - B) 
a^  = 12(2 - &) - 18u 
a^  = 2(19 - B) - 6ii(2 + g) and 
a^  = 8(4 + B) - 3u(l + B) 
Now verify the three conditions of Lemma 4.1. 
(i) Clearly, au > 0 for i = 0,1,2,3,4 for all y < 0 and B £ [-1,1). 
(ii) a^ a^  - a^ a^  = 72(1 - B)(2 - B) - 6y(47 - 46B + llB^ ) + 18u^ (10 - 5B 
+ B^ ). Clearly, 47 - 46B + IIB^  > 0 and 10 - 5B + B^  > 0 for B £ 
[-1,1). Thus, Sj^ a^  - 0^^ 3 ^  ® y < 0 and B £ [-1,1). 
(iii) When simplified, (a^ a^  - 3^ 3^ )3^  - a^ a^  = %Q - ~ 3^^  ^
where 
Ïq = 432(1 - B)(10 - 5B + B^ ) 
= 48(161 - 144B + 45B~ - 8B^ ) 
= 144(36 - 12B + 3B^  - B^ ) and 
= 1728 
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Clearly > 0 and 3^  > 0 for all 3 e [-1,1). Since 
161 - 144& + 45B^  - = 161 - 144P + &^ (45 - 8g) > 0 and 
36 - 12P + 3&^  - = 36 - 12B + 6^ (3 - B) > 0 for B e [-1,1), we have 
2 
that ïj > 0 and 0 for 3 e [-1,1). Thus, (a^ ag - aQa2)a2 - a^ a^  > 
0 for all y < 0 and P E [-1,1). 
Then, by Lemma 4.1, p(2,v) is a Hurwitz polynomial. • 
Theorem 4.9 The FSF (4.5) is stiffly stable and hence 
A(8)-stable for all 3 z [-1,1). 
Proof The polynomial o(Ç) in (4.7) has a simple root of modulus 
1 if 3 = -1. Thus, by Theorem 1.4 together with Theorem 4.7 and Theorem 
4.8, it suffices to show that p(-l)/[-0'(-1)] is real and positive when 
3 = -1. By (4.7), p(-l) = 1 - + OQ and o'(-l) = 3^ (-4 -
33). By (4.6), Oq > 0, < 0, > 0, < 0 and 3^ > 0 for all 3 E 
[-1,1). Therefore, when 3 = -1, p(-l) > 0 and a'(-l) <0. • 
C. Order 5 FSFs of the Form (1.7) 
The 5-step FSF of order 5 of the form (1.7) can be written as 
(4.8) Fn+S + %+4 + + 'l^ n+l + «O^ n 
 ^^ s^'-^ n+s " ^ n^+4) 
where h is the constant stepsize, 3 £ [-1,1) and 
= - 5(60 + 133)7(137 - 123) 
a. = 60(5 + 23)/(137 - 123) 
o = - 20(10 + 33)/(137 - 123) 
(4.9) 
a = 5(15 + 43)/(137 - 123) 
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Oq = - 3(4 + &)/(137 -12B) 
= 60/(137 - 123) 
The associated polynomials of the FSF (4.8) are given by 
P(5) = 5^  + + ttg and 
(4 10) 5 4 
0(5) = eg(S - GS ) 
The error constant, C(P) of the FSF (4.8) is C(G) = - (5+&)/[30(1-P)]. 
The following lemma will be used to show the A^ -stability of the 
FSF (4.8). 
2 3 4 5 Lemma 4.10 Let p(x) = a^  + a^ x + a^ x + a^ x + a^ x + a_x 
where a^ , i = 0,1,...,5 are real and ay r 0. Suppose 
1. > 0 for i = 0, 1, ... , 5 
2. a* 5 - a^ a^  > 0 
3. a^  5 a^ a^  - a^ a^  > 0 
4. ag 5 a^ a, - a^ a, > 0 
5. a, 5 aga, - a^ ag > 0 
Then, p(x) is a Hurwitz polynomial. 
Proof By Algorithm 1.2, p(x) is a Hurwitz polynomial if a^  > 0, 
2 2 3 4 i = 0, 1 , . . . , 5 and p^ (x) = a^  + a^ x + a^ a^ x + a^ x + a^ a^ x is a 
Hurwitz polynomial. By Lemma 4.1, p^ (x) is a Hurwitz polynomial if a^  > 
0, a_ > 0, a,a„ > 0 and a,a,a_ > 0. Since a > 0 and a, > 0, the last 7 lo 1 O 7 1 D 
two inequalities are equivalent to a^  > 0 and a^  > 0 respectively. • 
To examine the A^ -stability of the FSF (4.8) the following 
polynomials are used. Define 
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S(z) = ( )" o( ^  ) 
where p and o are given by (4.10). Then, 
32(137 - 12B)r(z) = r^ z + r^ z^  + r^ z^  + r^ z^  + r^ z^  where 
rj = 120(1 - p) 
r^  = 120(5 - 3g) 
r^  = 40(31 - 7p) 
r^  = 40(35 + 3P) 
r_ = 256(4 + 3) 
and 
32(137 - 12B)s(z) = 60[(1 - 6) + (5 - 3B)z + (10 - 2e)z^  
+ (10 + 23)2^  + (5 + 33)2^  + (1 + 3)2^ ]. 
Let p(z,ii) = 8(137 - 123)P(2,%). Then, 
2 3 4 5 p(2,vi) = a^  + a^ 2 + a^ z + a^ z + a^ z + a^ 2 where 
a-Q = - 15y(l - 3) 
a^  = 30(1 - 3) - 15%(5 - 33) 
a^  = 30(5 - 33) - 30v(5 - 3) 
a^  = 10(31 - 73) - 30%(5 + 3) 
a^  = 10(35 + 33) - 15y(5 + 33) and 
a^  = 64(4 + 3) - 15v(l + 3) 
Now, to show that p(z,u) (and hence P(z,u)) is a Hurwitz polynomial the 
following lemmas will be used. 
Lemma 4.11 The coefficients a^ , i = 0, 1, ... ,5 of p(z,%) are 
all positive for y < 0 and 3 £ [-1,1). 
Proof Trivial. 
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In the following lemmas, for i = 0, 1, ... ,5 are the 
coefficients of p(z,p). 
Lemma 4.12 Let a, = a,a„ - a„a^ . Then, a, > 0 for all y < 0 
o i z u j o 
and & E [-1,1). 
2 Proof When simplified, a^  = + b^ V where 
bg = 900(1 - 6)(5 - 33) 
b^  = 300(37 - 44B + 13&^ ) and 
b^  = 1800(5 - 4B + B^ ) 
Clearly b^  > 0 and b^  > 0 for B e  [ - 1 , 1 ) .  Now 2 ( 3 7  -  4 4 B  +  1 3 B ^ )  =  
[(5 / 3  -  1 )  - (3/3 -  l ) B][(5 / 3  +  1 )  -  ( 3 / 3  +  1 ) B ]  > 0 for B  s [ - 1 , 1 ) .  
Thus, b^ > 0 for B e [-1,1). n 
Lemma 4.13 Let = a^ a^  - a^ a.. Then, a^  > 0 for all v < 0 
and B £ [-1,1). 
2 Proof When simplified, a^  = c^  - c^ v + where 
Cq = 300(1 - B)(35 + 3B) 
c^ = 60(411 - 192B - 29B^) and 
c_ = 1800(3 - B^) 
Clearly c^  > 0 and c^  > 0 for all B  t  [ - 1 , 1 ) .  Since 411 - 192B - 29B^ > 
411 - 192 - 29 > 0 for all B £ [-1,1), > 0 for all B s [-1,1). o 
Lemma 4.14 Let ag = a^ a^  - a^ a^ . Then, ag > 0 for all u < 0 
and B t [-1,1). 
2 3 Proof When simplified, a^  = d^  - d^ n + d^ U - d^ V where 
dg = 24(9000) (1 - B)(5 - 4B + B^) 
d^ = 300(8629 - 11787B + 5547B^ - 949B^) 
d^ = 900(2715 - 2637B + 1019B^ - 157B^) and 
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dg = 15(1800)(35 - 215 + - g^ ) 
Clearly d^  > 0, d^  > 0 and d^  > 0 for g z [-1,1). Now d^  = 300[(8629 -
11787e + 45986^ ) + 9495^ (1 - B)] and 8629 - 1787P + 4598B^  > 0 for all 
g, since (11787)^  - 4(8629)(4598) < 0. Thus, d^  > 0 for G E [-1,1). • 
2 Lemma 4.15 Let a^  = - a^ a^ . Then, a^  > 0 for all v < 0 
and 3 e [-1,1). 
2 3 4 Proof When simplified, a^  = f^  - f^ v^ + f^ V - f^ V + f^ V -
f_%^  where 
fp = 16(900)^ (l-B)^ (475-245&+91&^ -2l3^ ) 
f^  = (300)^ (1-3)(310400-32020S3+134352P^ -47312B^ +9168B^ ) 
f^  = 60(300)(2308324-34167003+18093603^ -7084003^ +2734203^ -500043^ ) 
f^  = 180(300)(554560-5109123+1121283^ -606723^ +427683^ -90723^ ) 
f^  = 900(1800)(7880-41523-10563^ -323^ +3123^ -723^ ) and 
f^  = 240(1800)2(5-33) 
Clearly f^ , f^  and f. > 0 for all 3 e [-1,1). Rewrite f^  as 
f^  = (300)~(l-3)[(310400-3202083+8704032)+4731232(l-3)+91683'^ ]. But 
310400-3202083+870403^  < 0 for all 3, since (320208)^ -4(310400)(87040) < 
0. Thus, f^  > 0 for all 3 s [-1.1). 
Next consider f^  as a function of 3 and write f^  = f2(3). The 
derivative of f^  with respect to 3, denoted by {^ '(B) is given by 
= -60(300) [3416700-36187203+103152032+109368032(l-3)+2500203^ ] . 
Now 3416700-36187203+10315203^  > 0 for all 3, since 
(3618720)^ -4(3416700)(1031520) < 0. Thus, f '(B) < 0 for all 3 e 
[-1,1). Hence, fgXB) is strictly decreasing on [-1,1). Also, fgXl) > 
0. Thus, f^ >0 for all 3 e [-1,1). 
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It remains to show that > 0 for P e [-1,1). Rewrite f^  as 
f^  = 900(1800)[6792-41523+1088(l-e^ )+323^ (l-g)+3123^ -72e^ ]. Then, 
clearly > 0 for all 3 e [-1,1). • 
Now Lemma 4.10 - Lemma 4.15 prove the following theorem for 
Ag-stability of the FSF (4.8). 
Theorem 4.16 The FSF (4.8) is A^ -stable for all P e (-1,1). 
D. FSFs of the Form (1.7) of Orders 6 and 7 
The coefficients of the k-step, order k FSFs of the form (1.7) are 
given below for k = 6 and k = 7. It is assumed that = 1 in (1.7). 
k = 7 
-(60+10B)/(1089-60&) 
(490+84B)/(1089-603) 
-(1764+315&)/(1089-603) 
(3675+7003)/(1089-603) 
-(4900+10503)/(1089-603) 
(4410+12603)/(1089-603) 
-(2940+6093)/(10S9-603) 
420/(1089-603) 
It can be shown numerically that the 6-step, order 6 FSF of the 
form (1.7) is A^ -stable for -0.4 < 3 < 1 and the 7-step, order 7 FSF of 
the form (1.7) is A^ -stable for 0.7 < 3 < 1. Notice that there is no 
Ag-stable BDF of order 7. It is also evident that there is no stable 
(and hence no convergent) FSF of order 8 of the form (1.7) for any 3 e 
[ - 1 . 1 ) .  
k = 6 
Oq = (10+23)/(147-103) 
= -(72+153)/(147-103) 
a, = (225+503)/(147-103) 
a = "(400+1003)/(147-103) 
= (450+1503)/(147-103) 
= -(360+773)/(147-103) 
«6 = 
3^  = 60/(147-103) 
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V. VARIABLE STEPSIZE VARIABLE FORMULA MULTISTEP METHODS (VSVFM) 
Let a = tg < t^  < ... < t^  = b be a grid on [a,b]. Let = t^  -
t^ _^  for n = 1,2, ,N, and h be the maximum value of h^  for n = 
1,2,...,N. 
Here at each t^ , a different multistep formula with different 
stepsizes is used during the integration of the initial value problem 
(1.1). For our convenience, let us write the VSVFM as follows. 
1=0 1=0 
for n k Hg where n^  is a nonnegative integer, n^  < n < N for all n, the 
integers r , s satisfies 0 < r , s  ^n and a , & , ® n n n n n,0 n,r^ n 
g , ... , 5 are functions of the step ratios. Further, assume 
n,U n,s^  
that there exists h such that 
0 < h, 3 h* < 1/[L IBnl] 
where L is the Lipschitz constant. Also assume that there exist two 
fixed integers r, s such that r^  = r and = =-
Now define o . = 0 for i > r and 3 . = 0 for i > s . Then, the 
n,i n n,i n 
difference equation (5.1) can be written as 
(5-2) ®n,i^ n-i .£^ n,i^ n-i 
1=0 1=0 
for n > n^ . 
Remark To use the method (5.2), the starting values y , ... , 
0^ 
t t 
y ,y , ... , y should be known. When n. = 0 the method is 
*0-=0 *0 *o-So 0 
self-starting. 
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A. Order, Stability and Convergence of the VSWM 
The following definitions of order, consistency, stability and 
convergence of the VSVFM (5.2) are defined as in Crouzeix and Lisbona 
(1984). These are in an analogous form to the case of the FSF (1.2). 
Let q = max (s+1, r+1). 
Definition The VSVFM (5.2) is of (strict) order p if p is the 
greatest integer such that every polynomial y(t) of degree S p satisfies 
(5.3) - s 
 ^'"n+l 
for q- l^ n^ N- 1. 
Let y(t) be a function in the class C^ [a,b]. The local error at 
step n + 1 is given by 
(5.4) = y(t^ _^ )^ - Z = 
1=0 
• Vl ^Vi^ 
for q- l^ n^ N- 1. 
Definition The VS\TM (5.2) is consistent if 
N-1 1 
lim 1 1E 1 = 0 for every function y e C [a,b]. 
h-^ O n=q-l 
Let {Zg}, {5^ } be two sequences satisfying the equation 
(5 5) ^a+1 + Vl®«=„+1 + Vl 
for n a q - 1 «here 
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Definition The VSVTM (5.2) is stable if there exist a real 
number h > 0 and a fixed constant M such that the solutions {y^ } of 
(5.2) and the solutions {z^ }, {6^ } of (5.5) satisfy 
q-1 II 
max I y - z J < M[ I (|y, - z.| + h |y. - z |) 
0<n<N "  ^ i=0 1 
N-1 
A 
for all h E (0,h] where h = max {h_}. 
Definition The VSVFM (5.2) is convergent if for every solution 
y(t) of (1.1), 
lim max |y - y(t )| = 0 
0<n<N  ^  ^
q-1 It 
when Z [|y. -y(t.)| +h.|y. - y (t.)|] and h tend to zero. 
i=0  ^  ^  ^  ^
As a direct consequence of the above definitions, we obtain the 
classical result that 
"Consistency + Stability ==> Convergence". 
In the remainder of this chapter, it will be assumed that the 
coefficients of (5.2) are uniformly bounded. That is, there is a real 
constant C which is independent of the stepsizes, such that 
|Gn,il S C, 0 < i < r 
(5.6) < C and 
1&^  .1 < C, 0 < i < s 
for every n > q - 1. 
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In the case of the FSF, it is consistent (by definition) if the 
order is at least 1. A similar result holds for the VSVFM (5.2) if it 
satisfies (5.6), in addition. 
Lemma 5.1 If the VSVFM (5.2) is of order at least one and 
satisfies (5.6) then it is consistent. 
Proof Assiune that y"(t) is continuous. Let h be the maximum 
stepsize. Without loss of generality, we may assume that r > s. By the 
Taylor's expansion with the integral form of the remainder we get 
='<Vj+i' = * y''Vr'<Vi+i - Vt' 
+ i - t)dt 
n-r 
for j = 0, 1, ... , r and 
= y'(tn-r) 
n-r 
for j = 0, 1, ... , s+1. 
If the VSVFM (5.2) is of order 1 then by definition, any polynomial 
of degree < 1 satisfies = 0 for q - 1 S n S N -1. Thus, the constant 
and the first derivative terms of the Taylor's expansion of the right 
hand side of (5.4) are zero. Hence, 
n^ = 2^  - t)dt - =^ ,0 4^ ' " t)dt 
n-r n-r 
- • • • - *n,r-l  ^
n-r 
- + 6„,0 'I' 
n-r n-r 
t 
+ . . . + s y"Ct)dt ]. 
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n-r n-r 
< J Vj + 1 ,y"(t)l|(t 
n-r 
b 
-•'"a '^ -r+l"^ " • 
b 
< (r - j + l)h ly"(t)ldt 
for j = 0, 1, ..., r. Hence, from (5.6), 
b 
|£^ | < (h/2)[(r+l) + Cr + C(r-l) +...+C] |y"(t)|dt 
b 
+ hC(s+2) |y"(t)|dt. 
b 
So |E |^ S C^ h |y"(t)|dt for q-l<n^ N-l where 
= (r + 1)(1 + C/2)/2 + (s + 2)C, which is independent of h. Now 
I |£^ 1 < C^ h ly"(t)|dt 
n=q-l 
where = (N - q + 1)C^  is independent of h. Thus, 
N-1 
lim 1 Is 1 = 0. o 
h-^ 0 n=q-1  ^
Lemma 5.2 If the VSVFM (5.2) is of order p and satisfies (5.6) 
and y(t) t cf^ [^a,b] then there exists a real constant independent of 
h such that 
N-1 b 
n=q-l 
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Proof Similar to the proof of Lemma 5.1. 
Now define the matrices associated with the VSVFM (5.2) as 
follows : 
R = 
n 
®n,0 *n,l . o , o n,r-l n,r 
. 0 0 
0 
0 
1 0 
0 1 
0 
0 
Definition The VSVFM (5.2) satisfies the condition of stability 
(S) if there exists a fixed constant K such that 
(S) 
for every k, n with q - l<k<n <N. 
Theorem 5.3 If the coefficients of the VSVFM (5.2) satisfy 
(5.6), i.e., the coefficients are uniformly bounded, and if the method 
satisfies the condition (S) then the VSVFM (5.2) is stable. 
Proof See Crouzeix and Lisbona (1984). 
Now we need the following notations and lemmas to prove the 
theorems which will follow. 
Let Q = 
[l 0 0 
I I  1  0  
I I I  
[1 1 1 
0 0 
0 0 
1 0 
1 1 
be the matrix of order r + 1. 
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Then, Q ^  = 
1  0  0  . . .  0  0  
- 1  1  0  . . .  0  0  
0 - 1  1  . . .  0  0  
0  0  0  . . .  - 1  1  
Assume that the order of the VSVFM (5.2) is at least 0. That is, 
a  « + 0  , + . . . + a  = 1 .  T h e n ,  w e  c a n  e a s i l y  o b t a i n  
n,0 n,l n,r 
(5.7) = where 
n-" 
R = 
n 
°n,0 °n,l • • • *n,r-2 a ] 
1 0 . . 0 0 
0 1 . . 0 0 
. . .  0  1  
with a .= - (a ... + . . . + a ) for 0 ^  i ^  r - 1 and 
n,i n,i+l n,r 
• • """n.r-l'' 
Lemma 5.4 Let the VSVFM (5.2) satisfy the following. 
1. It is of order ^  0 
2. There exist two (positive) constants A and c with c < 1 such 
that ||R^  . . • \11 ^  Ac""^ "^  ^for all q - 1 < k < n < N 
52 
3. for i = 0, 1, . . . , r and q - 1 < n < N are uniformly 
bounded 
Then, the VSVFM (5.2) is stable. 
Proof Let P n.k = Q" Rn - - RkQ- Then, 
"n,k 
n,k 
T 
I 
n 
... 
where d^ ^^  W-l' " n^-l^ n-2" '^ k ^  \+l\ Now 
"^ n,k"l - "*^ n" r "\-r • "\"l ""^ n-l" 1" "\-2'• 
+  •  •  •  I  1 \ 1  11 
By condition 3, there is a constant such that 
max la .| < (where 0 < i < r-1 and n i q-1). 
i,n 
Thus, lid ,11- <AK,(l+c+ ... + c^  ^ ) since |1d 11, =max la .1. 
n ) K i 1 ri i 2 R * 
Hence, l|P^ j^^ | i ^  < max {1, I L^ .^k" " "^ k" 1^  " 
Now lld^ ^^ Jl^  +  ^AK^CI + c + ... + c^" )^ + 
< A[1 + K^ /(l-c)] 
Hence, ||P ,11, is bounded. So 
n,k 1 
II*. ••• Rki11 = Ii0fo.k0''lli s liQlii iiQ'^ iii llP.,kili 
is bounded and the condition (S) is satisfied, o 
Corollary 5.5 If the VSVFM (5.2) is of order ^  0, it satisfies 
(5.6) and if there exist a nonsingular matrix H and a constant C, 0 < C 
< 1 such that 
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1 1H'V^H| |^<Cforq - l<n<N 
then the VSVFM (5.2) is stable. 
Proof I1R\..RJ I^| < |1H||.I 1 H "^ R ^H 1| ... ||H"^ R|^ H||.||H'^ || 
Thus, ||R^ .^.R^ ||i < ||H||i.||H"l||i C*-k+l < • 
n^ ~ ^n+l'^ n^' ^ n ^^ n'^ n-1'* " ''\-q+l)^  and e = (1, 1 , . . . ,  1)^  
where b^  denotes the transpose of b. Assume that there are X distinct 
formulas indexed by {1,2,...,X}. Consider the VSVFM (5.2) whose 
coefficients take the form 
=n,i = «iCan'"»)' ° 
(5.8) 
n^,i ^  Gi(a^ ,T^ ), 0 < 1 < s 
where E {1,2,...,X}. That is, methods when used with fixed stepsize 
h are reduced to the formulas of the form 
(f') y„+i  ^" .! 
1=0 1=0 
where = a^ (i), 0 ^  i < r, = &(e) and = B^ (ê), 0 < i < s. 
•We use the following lemma to prove a stability result for the 
variable stepsize fixed formula methods. 
Lemma 5.6 Let A be any n by n complex matrix whose spectral 
radius is less than 1. Then, there exist a real number c, 0 < c < 1 and 
a nonsingular matrix H such that ||H ^ AHj< c. 
Proof Let J be the Jordan Normal Form of A. Then, there exists 
-1 
a nonsingular matrix such that J = AQ^  where 
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J = 
' . 0 
2 . 
0 
and each is of the form 
J. = 
1 
X. 1 1 
X. 
1 
0 
0 
X. 1 1 
X. 
1 
of order s. with Z s. = n. 
 ^ i=l ^  
Write the spectral radius of A = 1 - E for some E where 0 < E < 1. 
Then, |X^ | < 1 - E for i = 1, 2, ... , I where X^ s are the distinct 
eigen values of A. Now, to complete the proof, it suffices to show that 
the Is in the superdiagonal of can be made arbitrary small by a 
similarity transformation. Let = diag [1/k^ ,1/1^ 2,...,1/k^  ] where 
i 
each k. >0, j =1, 2, ... »s^ . 
Then, HT J^.H. = 1 1 1  
X. k^ /kg 
X. k^ /k. 
0 
O 
ks.-l/ks. 
1 1 
X. 
1 
Choose KJS such that  ^E/2 for j = 1, 2, ... , s^ -1 with k^  = 1. 
Then, < 1 - E/2 < 1, i = 1, 2, ... , I. Now define 
H = diag —,H^ ] and take c such that 1 - E/2 < C < 1. N 
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Theorem 5.7 Assume that for a fixed t, the VSV7M (5.2) 
satisfies the following. 
1. It is of order p i 0 
2. When used with fixed stepsize, it reduces to a strongly 
stable formula 
3. The coefficients o .,3 and B . are continuous functions 
n,x n n,i 
of in a neighborhood of ê 
Then, there exist real numbers ï, 6 (0 < Y < 1 < 6) such that if Ï < 
h ,,/h < 6 for 1 < n < N, the method is stable. 
n+1 n 
Proof The proof of the theorem is given in Crouzeix and Lisbona 
(1984). However, a different proof, which can be used in the next 
theorem is given here. 
Let R, R' be the matrices R , R for the formula when a = e. 
n n n 
Let d denote the value of d when i = i in (5.7). Define Q as in 
n n. 
(5.7). Then, 
Q'^ RQ = 
R' 
As the formula is strongly stable, the spectral radius of R' is 
less than 1. Then, by Lemma (5.6), there exists a nonsingular matrix H 
such that 1|H ^ R'H||^  < c^  < 1. By continuity of the coefficients of 
(5.2), there exist Z, 5 with Ï < 1 < 5 such that Ï < h^ ^^ /h^  < 6, n > 1 
implies ||H R^ H||^  < c^  for all n > q - 1. Thus, by Corollary (5.5), 
the method is stable, a 
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Now we have the following theorem for the stability of the VSVFM 
(5.2). 
Theorem 5.8 Let the VSVFM (5.2) satisfy the following. 
1. It is of order > 0 
2. For every x, 1 < t < X, the coefficients (5.8) are continuous 
functions of in a neighborhood of ê 
3. There exists a nonsingular matrix H such that ||H 
< 1 for every T, 1 < T < X 
Then, there exist real numbers 2f, 6 (0 < Y < 1 < ô) such that if 
y < h _^ ,/h < 5 for 1 < n < N 
n+1 n 
the VSVFM (5.2) is stable for any step and formula selection. 
Proof Similar to the proof of Theorem 5.7. 
A slightly weaker result for the stability of the VSVFM (5.2) is 
given by Crouzeix and Lisbona (1984) in the following theorem. 
Theorem 5.9 Assume that the VSVFM (5.2) satisfy the following. 
1. It is of order S 0 
2. For every T, 1 < T < X, the coefficients (5.8) are continuous 
functions of in a neighborhood of i 
3. All the formulas F^ \^ 1 < t < X, are strongly stable 
Then, there exist two real numbers Y, ô (0 < % < 1 < 6) and a set of 
integers m^ ,^, 1 ^  t, x' SX, such that the VSVFM (5.2) is stable if the 
stepsize selection satisfies 
y < h _/h < 6 for 1 < n < N 
n+1 n 
and at least $ steps are taken with the formula before changing to 
the formula F^  . 
Remark In general, the integers m^ ,^ are > 1. For the BDFs 
values are given in Gear and Watanabe (1974). 
B. VSVFM Based on the VSF (1.8) 
First, we prove the following theorem for the VSF (1.8). In this 
theorem, we keep the same notation used in Chapter 1, for our 
covenience. 
Theorem 5.10 If there exist two constants a, & such that 
0 ^  a < '^ ji+i^ '^ n+i+1  ^ i = 1, 2, ... , k-1 
then the coefficients i = 0, 1, ... , k and  ^of the VSF (1.8) 
of order k are uniformly bounded. 
Proof Without loss of generality, we may assume that  ^# 0 
and = 1. Since the order of the VSF (1.8) is k, the polynomials 
(x^ ^^  - x)^  for r = 0, 1, ... , k must satisfy (1.8) exactly. Thus, we 
get the following system of equations. 
k-1 
(5.9) la .+1=0 
i=0 
1=0 
'VA.k'-i ^ « " ' = 1 
v.Vk®n,k''"Vk - Vk-l'""^  i£ r > 1 
Since & , # 0, after dividing (5.9) by B , and (5.10) by h^  , P , we II9 R n 9 K II'TK H y K 
obtain 
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(5.11) 
1 k-1 o . 
~ + I ^ = 0 
n^,k i=0 Pn,k 
k-1 X .1 - X , . a 
(5.12) Z ( ^  — f ~ 
i=0 n+k n,k 
- 1  +  &  i f r  =  l  
r& if 2 < r < k 
Now (5.12) is a linear system of k equations in k unknowns 
i = 0, 1, ... , k-1 and can be written as Hx = c where H = (h. .) with 
1 : J 
h.  .  =  (  )^  for  i ,  j  = 1 ,  2 ,  . . .  ,k  
Vk 
 ^ [°n,o/^ n,k'"n,l/^ n,k'''''"n.k-l^ n^.k^  
c = [-1+3,23,33,...,k&] . Since 
(5.13) • • • ("n+k-l/W ' 
k-j 
we get 
(5-14) ( - -^ n+j-l )/Vk = (^ n+j + Vj+1 + " * * + Vk^ V^k 
< 3 gk-i + gk-j-l +  .  .  . + 3 - ^ 1  
fk - j + 1 if 3 = 1 
if 3 i 1 
where j = 0, 1, ... , k. 
Thus, h. .s are bounded. The determinant of H (which is a multiple of a 
J 
Vandermonde determinant) is given by 
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det H = n ( —s±lU: ) n ( —stizl ) 
i=l n+k l<i<j<k n+k 
But as in (5.13) and (5.14), we have 
\+j/\+k ^  for j = 1, 2, . . . ,k-l and 
<Vj-i - 0 
for i, j = 1, 2, . . . , k+1 with i < j. Thus, det H / 0 and hence H is 
-1 
nonsingular. So the solution of Hx = c is x = H c. Now the components 
of c are bounded and since the elements of H are bounded, the elements 
of H  ^= (Adjoint of H)/det H are also bounded. Hence, the components 
of X are bounded. That is,  ^are bounded for i = 0, 1, . . . , 
k-1. Then, by (5.11) 1/3^  ^  is bounded. Hence,  ^for i = 0, 1, . . 
. , k-1 and  ^are bounded, o 
Consider a special case of (5.2) where 6^  ^  = 0 for i = 1, 2, ... , 
s and  ^ Then, (5.2) can be written as 
(S IS) Vl =.Vn,iVi + Vl'n' ^n+l - '• " " °0 
1=0 
where g r 0 and -1 < p < 1. 
n 
Remark The VSVFM (5.15) is entirely based on the VSFs (1.8) and 
r+1 is the highest order of the VSF (1.8) used. 
Theorem 5.11 If there exist two constants a, B such that 
0 < tt < < I, n = 1, 2, ... , N-1 
then the VSVFM (5.15) satisfies the condition (5.6). That is, the 
coefficients of the VSVFM (5.15) are uniformly bounded. 
60 
Proof The proof is a direct consequence of Theorem 5.10, since 
all formulas are of the form (1.8). 
The condition 3 of Theorem 5.8 for the BDFs is verified by Philippe 
(1982). He showed that Theorem 5.8 holds when the formulas of the VSVFM 
are BDFs of orders 1 through 5. 
It is difficult to verify the condition 3 of Theorem 5.8 for the 
VSFs (1.8) of orders 1 through 5. (Note that the VSFs (1.8) are 
generalization of the BDFs.) However, the condition 3 of Theorem 5.8 
can easily be verified for the VSFs (1.8) of orders 1 through 3. 
r r 
Let R. be the matrix R with â = e in (5.7) for the FSF (1.7) of 
J n n 
order j. Then, 
*1 = *2 = 
(l+B)/(3-B) 0 
*3 = 
(7+5B)/(ll-26) -(2+B)/(ll-2B) 
Let H = 
1 3/4 
Then H = 
1 -3/16 
1/4 
-1 ' Now we prove the following lemmas. Let = H R^ H. 
Lemma 5.12 If G E [-1,1), then < 1. 
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Proof After simplifying, 
•-3/16 -9/64 
_ 1/4 3/16 
Thus, = max {(3/16 + 1/4), (9/64 + 3/16)} 
= 7/16 < 1. a 
Lemma 5.13 If 6 s [-1,29/31) then llSgJI^ < 1. 
Proof After simplifying, 
"(7+19p)/[16(3-5)] (21+57&)/[64(3-B)]' 
2^ = 
1/4 3/16 
Let = |(7+19B)/[16(3-B)i| + 1/4, = |(21+57g)/[64(3-B)]| + 3/16. 
Then, = 3c^ /4 and = max {c^ , c^ } = c^ . 
Now for -1 ^  & < -7/19, 
= -(7+193)/[16(3-&)] + 1/4 = (5-23G)/[16(3-B)] < 1 
and for -7/19 < B < 29/31, 
= (7+19&)/[16(3-B)] + 1/4 = (19+15B)/[16(3-B)] < 1. • 
Lemma 5.14 If 3 £ [-1,53/110) then MS^ H^  < 1. 
Proof When simplified, 
•(79+86B)/[16(11-23)] (-275+23)/[64(11-23)]" 
1/4 3/16 
Let = |(79+863)/[16(ll-23)]i + 1/4 and = |(-275+23)/[64(11-23)]| + 
3/16. For -1 < 3 < -79/86, 
Cj = -(79+863)/[16(ll-23)] + 1/4 = -(35+943)/[16(11-23)] < 1 
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and for -79/86 < g < 53/110, 
= (79+86B)/[16(ll-2B)I + 1/4 = (123+78B)/[16(11-25)] < 1-
Now for -1 < 3 < 1, 
= -(-275+2&)/[64(ll-2&)] + 3/16 = (407-26P)/[64(11-2B)] < 1. 
Thus, llSgll^  = max {c^ , < 1 for all & t [-1,53/110). • 
The Lemmas (5.12) - (5.14) verify the condition 3 of Theorem 5.8 
for the VSFs of the form (1.8) of orders 1 through 3 with B E 
[-1,53/110). Now the following result can easily be obtained by Theorem 
5.8. 
Theorem 5.15 Let G t [-1,53/110). Then, there exist two real 
numbers 3f, 6 (0 < 3f < 1 < 6) such that if 
3f < h ^ ,/h <6 for 1 5 n < N 
n+1 n 
the VSFs (1.8) of orders 1 through 3 are stable for any step and formula 
selection. 
Remark The above interval of S depends on the nonsingular 
matrix H chosen. It could be possible to get a larger interval for $. 
It could also be possible to obtain the above theorem for some interval 
of P containing 0, when the orders of the VSF (1.8) are 1 through 5. 
63 
VI. THE SELECTION OF FORMULAS 
In the following discussion, only the formulas of the forms (1.7) 
and (1.8) are considered. 
There are several criteria to select a good formula. One way of 
doing that is to select a VSF whose underlying FSF has good stability 
properties. A good FSF should have a smaller error constant and a 
larger 0 in A(9)-stability. For the FSF (1.7), the modulus of the error 
constant and 0 both increase as P increases from -1 to 1. Thus, a 
compromise should be reached in terms of the error constant and 8. In 
the selection of formulas, 3 is restricted to (-1,1) so that the 
underlying FSF is stable at «». 
Another measure for the selection of a good VSF is to have a large 
8 in DRC(0) for a wide range of stepsize ratios. To determine the 0 in 
DRC(0), the boundary locus method can be used. Let n be given. Let 
= P^ (^ )/O (^Ç), Ç = e^ *^  with <f) E [0,2TT), where P^ , are the polynomials 
associated with the VSF (1.8). Then, the above curve partitions the 
complex v^ -plane into two regions where the VSF (1.8) either satisfies 
DRC. or does not satisfy DRC for any in a particular region. The 
above curve is symmetric with respect to the real axis. Thus, it can be 
approximated by calculating values of for suitable *. Here the 
values of 0 are taken between 0° and 180° with 1° increments. The 6 in 
DRC(8) can be approximated by these calculated values. If the curve 
cuts the negative real axis, no 0 exists. The initial estimate of 0 can 
be refined further by subdividing ^  around that 0 and calculating the 
additional values of v . 
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A. Selection of an Order 1, 1-step Formula 
Since only the initial y value is given, a 1-step method is used to 
take the first step in solving the given initial value problem. For one 
step formulas, the VSF (1.8) and the FSF (1.7) are equivalent. By 
Theorem 2.1, any 1-step, order 1 formula of the form (1.8) is A-stable 
for 3 e [-1,1). Also observe that B = -1 gives the trapezoidal rule 
which is the only A-stable k-step method with order k+1. But the decay 
rate of the trapezoidal rule is 1. In Chapter 2, it was shown that the 
modulus of the error constant is less than that of the trapezoidal rule 
for -1 < G < -5/7. So, & is selected from this interval. Here B = 
-0.75 is taken. 
B. Selection of an Order 2, 2-step Formula 
An order 2, 2-step VSF is given by (2.2). Let c^  = (1 + /2 - B^ )/ 
(1 + B). By Theorem 2.3, the VSF (2.2) does not satisfy DRC^  if A > c^  
where B s (-1,1) and A is the step ratio. By Theorem 2.4, the VSF (2.2) 
satisfies DRC(0) if 0 < A < c^ . Observe that c^  increases as 3 
decreases. So, to get a large interval for A, a value of B close to -1 
is chosen. 
Remark If the step ratio is greater than l-Wl, then the 
variable coefficient order 2 BDF does not satisfy DRCg. 
The error constant C(B), of the underlying FSF of (2.2) is given by 
C(B) = - (2 + B)/[6(l - B)]. By Theorem 2.6, the VSF (2.2) satisfies 
DRC(n/2) for all B c (-1,1) if and only if 0 < A S 1. Some values of 0 
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in DRC(8) for step ratios k 1 and P E (-1,1) are given in Table 6.1. In 
Table 6.1, let 8^  denote the value of 0 in DRC(0) for S = -1.0 + 
k(0.125), k > 0. The values of 0^  are given in degrees. 
TABLE 6.1. A comparison of 0 in DRC(0) for the VSF (2.2) for some P in 
( - 1 , 1 )  
2^ =3 6^ 8^ Gg 8^  ^
1.0 90 90 90 90 90 90 90 90 
1.5 89.1 88.2 87.0 85.7 82.1 76.3 71.8 65 
2.0 87.8 85.3 82.3 78.8 69.0 51.6 34.0 -
2.5 86.2 81.9 76.8 70.6 52.2 - - -
2.75 85.4 80.1 73.9 66.1 41.5 - - -
3.0 84.6 78.3 70.8 61.4 27.1 - - -
3.25 83.7 76.4 67.6 56.3 - - - -
3.5 82.9 74.5 64.3 50.7 - - - -
3.75 82.0 72.5 60.8 44.6 - - - -
4.0 81.1 70.5 57.2 37.7 - - - -
For the selection of 2-step, order 2 formula (2.2), g = -0.875 is 
chosen. Here, the upper bound for the step ratio is taken as 3.5 in 
order to get a good 8 in DRC(8) for all step ratios. When g = -0.875, 
the error constant of the underlying FSF of (2.2) is -0.1. The error 
constant of the BDF of order 2 is -0.33. 
C. Selection of an Order 3, 3-step Formula 
These formulas are given by (3.1). The error constant of the 
underlying formula of (3.1) is given by C(B) = - (3 + B)/[12 (1 - 3)]. 
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In Chapter 3, it was shown that the VSF (3.1) satisfies DRCg if both 
step ratios A, B S 1.6 for -1 < 3 < -0.1 and the variable coefficient, 
order 3 BDF does not satisfy DRCg if A, B > 1.59. Numerical results 
show that the upper bound for the step ratio decreases as 3 increases. 
The values of 0 in DRC(0) are estimated for A, B from 0.25 to 1.25 with 
0.25 increments, at 1.4, 1.5 and from 1.55 to 1.6 with 0.01 increments. 
Some values of 0 in DRC(0) are given in Table 6.2 for 7 different 3 
values in [-1,1). In Table 6.2, let 0^  denote the value of 0 in DRC(0) 
for 3 = -1.0 + k(0.12S). 
TABLE 6.2. A comparison of 0 in DRC(0) for the VSF (3.1) for some 3 in 
[ - 1 , 1 )  
A B CD
 
O
 ®1 ®2 83 84 C
O
 
C
D
 
810 
0.5 0.5 89.0 90 90 90 90 90 90 
0.5 1.0 84.1 85. 3 85. 6 85.7 85.5 83.8 82.0 
0.5 1.4 77.1 76. 9 76. 0 74.5 72.5 57.0 34.3 
0.5 1.6 72.7 71. 7 69. 8 67.3 64.0 34.7 -
1.0 0.5 88.0 90 90 90 90 90 90 
1.0 1.0 78.9 80. 8 82. 0 82.9 83.7 86.0 87.1 
1.0 1.4 66.2 66. ,3 65. 8 65.0 63.9 55.2 45.2 
1.0 1.6 58.2 57. 2 55. 8 53.9 51.5 35.0 -
1.4 0.5 87.2 90 90 90 90 90 90 
1.4 1.0 74.7 76. 5 77, .8 78.9 80.0 84.1 86.2 
1.4 1.4 57.0 56. 5 55, .6 54.4 52.9 44.6 38.4 
1.4 1.6 45.6 43 .7 41 .3 38.7 35.6 17.8 2.4 
1.6 0.5 86.8 90 90 90 90 90 90 
1.6 1.0 72.5 74 .1 75 .3 76.4 77.4 81.0 82.5 
1.6 1.4 52.1 51 .1 49 .6 47.9 45.9 34.4 25.2 
1.6 1.6 38.6 35 .8 32 .6 28.8 24.5 - -
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As g increases, the range of the step ratios for which the VSF 
(3.1) satisfies DRC(9) gets smaller. The 9 in A(6)-stability and the 
error constant C(3), of the underlying FSF of (3.1) for 16 different B 
values are given in Table 6.3. 
TABLE 6.3. A Comparison of 0 and C(G) for the 
underlying FSF of (3.1) for some p in 
[ - 1 . 1 )  
B 6 |C(B)1 G 0 |C(B)I 
-1.0 78. ,9 0.08 0.0 86 .0 0.25 
-0.875 80. ,8 0.09 0.125 86 .6 0.30 
-0.75 82. ,0 0.11 0.25 87 .1 0.36 
-0.625 82. 9 0.12 0.375 87 .6 0.45 
-0.5 83. ,7 0.14 0.5 88 .2 0.58 
-0.375 84. 3 0.16 0.625 88 .7 0.81 
-0.25 84, .9 0.18 0.750 89 .2 1.25 
-0.125 85, .5 0.21 0.875 89 .7 2.58 
For the 3-step, order 3 formula, B = -0.75 is chosen. The step 
ratios greater than 1.56 are not allowed. When g = -0.75, A = 1.56 and 
B = 1.56 the value of 9 in DRC(0) is 38.0°. 
D. Selection of an Order 4, 4-step Formula 
These formulas are given by (4.1). The error constant of the 
underlying FSF of (4.1) is C(&) = - (4 + B)/[20(l - &)]. Some values of 
0 in DRC(0) are given in Table 6.4 for different B values and the step 
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ratios A, B and C. In Table 6.4, let 8^  denote the value of 0 in DRC(0) 
of the VSF (4.1) when g = -1.0 + k(0.125), k > 0. 
TABLE 6.4. A Comparison of 0 in DRC(0) of the VSF (4.1) for some 3 
in (-1,1) 
A B C CD
 
*6 0g(BDF) 89 ®10 ^1 ^2 
0.5 0.5 0.5 90 90 90 90 90 90 90 
0.5 0.5 1.0 81.6 80.7 79.0 77.7 76.0 73.5 69.  7 
0.5 0.5 1.2 72.8 69.3 63.2 58.3 51.0 37.9 -
0.5 1.0 0.5 90 90 90 90 90 90 90 
0.5 1.0 1.0 71.1 72.7 74.3 75.2 76.0 77.0 77.  9 
0.5 1.0 1.2 53.8 52.8 51.3 50.3 49.0 47.4 45.  1  
0.5 1.2 0.5 90 90 90 90 90 90 90 
0.5 1.2 1.0 63.1 64.4 65.7 66.3 67.0 67.6 68.  2 
0.5 1.2 1.2 40.2 37.9 35.0 33.3 31.3 29.0 26.  3 
1.0 0.5 0.5 90 90 90 90 90 90 90 
1.0 0.5 1.0 80.2 79.0 76.7 75.0 72.7 69.4 64.  1  
1.0 0.5 1.2 70.7 66.5 59.0 52.9 43.1 22.0 -
1.0 1.0 0.5 90 90 90 90 90 90 90 
1.0 1.0 1.0 66.9 70.1 73.4 75.0 76.7 78.4 80.  1  
1.0 1.0 1.2 47.0 48.3 49.7 50.5 51.2 51.8 51.  8  
1.0 1.2 0.5 90 90 90 90 90 90 90 
1.0 1.2 1.0 54.7 57.3 60.1 61.6 63.1 64.5 66.  0 
1.0 1.2 1.2 26.5 26.3 26.7 27.2 28.0 29.2 30.  .7 
1 .2 0.5 0.5 90 90 90 90 90 90 90 
1.2 0.5 1.0 80.0 78.5 75.9 74.0 71.4 67.6 61.  .6  
1.2 0.5 1.2 70.4 65.8 57.5 50.7 39.6 9.9 -
1.2  1.0 0.5 90 90 90 90 90 90 90 
1.2 1.0 1.0 65.8 69.9 74.0 76.1 78.3 80.4 82 .4 
1.2 1.0 1.2 45.1 47.7 50.9 52.6 54.5 55.1 35,  .0  
1.2 1.2 0.5 90 90 90 90 90 90 90 
1.2 1.2 1.0 51.7 55.0 58.6 60.4 62.3 64.1 65 .9 
1.2 1.2 1.2 21.5 22.6 24.8 26.5 28.7 31.2 34 .2 
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Some values of 0 in A(6)-stability and the error constant, C(3) of 
the underlying FSF of (4.1) for -1 < & < 1 are given in Table 6.5. 
TABLE 6.5. A Comparison of 8 and C(P) for the 
underlying FSF of (4.1) for some B in 
[ - 1 , 1 )  
G 9 |C(B)| & 9 1C(B)I 
-1 .0 59.7 0.075 0 73.4 0.200 
-0 .875 61.8 0.083 0 .125 75.0 0.236 
-0 .75 63.6 0.093 0 .25 76.7 0.283 
-0 .625 65.3 0.104 0 .375 78.4 0.350 
-0 .5 66.9 0.117 0 .5 80.1 0.450 
-0 .375 68.5 0.132 0 .625 81.7 0.617 
-0 .25 70.1 0.150 0 .75 83.3 0.950 
-0 .125 71.7 0.172 0 .875 84.7 1.950 
In general, a decrease in a step-ratio tends to increase the value 
of 6 in DRC(9) while an increase in a step-ratio tends to decrease the 
value of 9. The numerical results show that if a step-ratio increases 
just after a step-ratio decrease then 8 in DRC(9) decreases rapidly. 
This is more critical when & is getting close to 1. For example, there 
does not exist 0 in DRC(0) when & = 0.75, A = 1, B = 0.8 and C = 1.04. 
But 9 = 52° when 6 = 0.75, A = 1, B = 0.8 and C = 1. 
The value of 5 = 0.375 is picked for the 4-step, order 4 VSF (4.1). 
The upper bound for the step ratios is limited to 1.16 in order to have 
a reasonable 9. Furthermore, a step-increase is not allowed when 
preceded by a step-decrease. When B = 0.375 and A=B=C= 1.16 the 
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value of 0 is 44.3°. For the underlying FSF with the same 3, the value 
of 0 in A(0)-stability is 78.4° and the error constant is -0.35. In the 
BDF, the value of 0 in A(0)-stability and the error constant are 73.4° 
and -0.2 respectively. When comparing the VSF (4.1) for g = 0.375 and 3 
= 0, the method with 3 = 0.375 has better values of 0 in DRC(0) for 
consecutive step increases. 
These formulas are given by (5.1). The error constant of the 
underlying FSF is - (5 + 3)/[30(1 - 3)]. The coefficients of the method 
are functions of 4-step ratios denoted by A, B, C and D. The values of 
0 in A(0)-stability of the underlying FSF of (5.1) for some values 3 are 
given in Table 6.6. 
E. Selection of an Order 5, 5-step Formula 
TABLE 6.6. A comparison of 0 and C(3) of the 
underlying FSF of (5.1) for some 3 in 
[ - 1 . 1 )  
0  | C ( 3 ) |  0  | C ( 3 ) |  
-1.0 31.4 0.067 0 51.8 0.167 
54.9 0.195 
57.9 0.233 
60.9 0.287 
63.8 0.367 
66.5 0.500 
69.0 0.767 
71.3 1.567 
-0.875 33.4 0.073 0.125 
-0.75 35.6 0.081 0.250 
-0.625 38.0 0.090 0.375 
-0.5 40.5 0.100 0.50 
-0.375 43.1 0.112 0.625 
-0.25 45.9 0.127 0.75 
-0.125 48.8 0.144 0.875 
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The values of 9 in DRC(0) of the VSF (5.1) behave very similar to 
those of the VSF (4.1). Some values of 8 in DRC(0) of the VSF (5.1) are 
given in Table 6.7. Due to the space limitations, Table 6.7 shows only 
a few step ratios. Let 8^  denote the value of 9 in DRC(8) of the VSF 
(5.1) when B = -0.625 + k(0.125) for k = 0,1,...,10. 
TABLE 6.7. A comparison of 0 in DRC(0) of the VSF (5.1) for B in (-1,1) 
S 10 
0.5 1.0 0.5 1.0 76. 6 71.6 60.5 51.8 30.7 
0.5 1.0 1.0 0.5 90 90 90 90 90 
0.5 1.0 1.06 1.06 27. 3 34.3 42.1 45.2 48.3 
1.0 0.5 1.0 0.5 90 90 90 90 90 
1.0 0.5 1.0 1.06 50. 8 51.7 52.3 52.6 53.0 
1.0 1.0 0.5 1.0 75. 5 70.0 57.8 47.7 19.5 
1.0 1.0 1.0 0.5 90 90 90 90 90 
1.0 1.0 1.06 1.06 19. 3 29.9 40.2 43.8 47.4 
1.0 1.04 0.5 1.0 75. 4 69.5 56.7 46.0 12.1 
1.0 1.04 1.0 0.5 90 90 90 90 90 
1.0 1.04 1.06 1.06 16. ,1 27.7 38.8 42.6 46.3 
1.0 1.06 0.5 1.0 75. 3 69.2 56.1 45.1 5.0 
1.0 1.06 1.0 0.5 90 90 90 90 90 
1.0 1.06 1.06 1.06 14. 4 26.4 37.9 41.8 45.5 
1.06 0.5 1.0 0.5 90 90 90 90 90 
1.06 0.5 1.0 1.06 50 .5 51.4 51.9 52.1 52.4 
1.06 1.0 0.5 1.0 75, .4 69.8 57.6 47.6 19.0 
1.06 1.0 1.0 0.5 90 90 90 90 90 
1.06 1.0 1.06 1.06 19 .0 30.2 40.9 44.5 48.0 
1.06 1.04 0.5 1.0 75 .3 69.3 56.5 45.9 11.3 
1.06 1.04 1.0 0.5 90 90 90 90 90 
1.06 1.04 1.06 1.06 15 .8 28.0 39.4 43.3 46.9 
1.06 106 0.5 1.0 75 .2 69.1 56.0 45.0 2.7 
1.06 1.06 1.0 0.5 90 90 90 90 90 
1.06 1.06 1.06 1.06 14 .0 26.7 38.5 42.4 46.2 
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As in the case of VSF (4.1), an increase in step ratio should not 
be allowed just after a step-decrease when 3 is close to 1. Table (6.7) 
shows that 0 increases for consecutive step-increases as & increases. 
For the selection of 5-step, order 5 formula, B = 0.5 is chosen. The 
upper bound of the step ratios is taken as 1.06. The value of 0 in 
A(0)-stability and the error constant of the underlying FSF of (5.1), 
when G = 0.5 are 63.8° and -0.367 respectively. 
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VII. NUMERICAL TESTING, CONCLUSIONS AND FUTURE WORK 
The VSFs of the form (1.8) of orders 1 through 5 are incorporated 
in a computer code to handle stiff problems. For the selection of the 
formulas, see Chapter 6. In this computer code, called STIFF, Adam's 
variable coefficient formulas of orders 1 through 5 are used as 
predictors. Presently, the corrector is iterated a maximum of 3 times 
before a step reduction is attempted. The complete computer code STIFF 
is given in the Appendix C. 
STIFF is capable of automatic error control and stepsize selection. 
To use STIFF, the user must supply an initial stepsize and the relative 
error bound, EPS. The user can get the solution after each step or at a 
certain point XOUT. For more details, see Appendix C. 
A. Numerical Testing 
A set of 5 test problems was chosen to examine the performance of 
STIFF. These same problems were run on IMSL DGEAR. DGEAR is a highly 
efficient, one of the best codes available for solving a general stiff 
system for a given error tolerance. DGEAR uses BDFs as correctors and 
it controls the local truncation error via the user supplied EPS. 
Another package was obtained by replacing the corrector formulas of 
STIFF with the BDFs. This third package is called BDF5. The only other 
difference between STIFF and BDF5 is that the maximum step ratio at 
order 2 is restricted to 2.4 in BDF5. The test problems were run at 4 
different error tolerances; EPS = 10 10 10 ^  and 10 The 
initial stepsize is set to be EPS. 
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Problem 1 This problem can be found in Gear (1971, p. 218). It 
takes the form 
y* = - By + Uw, y(0) = [-1,-1,-1,-1] where 
U = 
-1/2 1/2 
1/2 -1/2 
1/2 1/2 
1/2 1/2 
1/2 
1/2 
•1/2 
1/2 
1/2 
1/2 
1/2 
-1 /2  
, B = U diagt&i.B^ ,93,94] U, 
W = [2^ ,Z^ ,23,2^ ]"^ , y = [y^ .y^ .y^ .y^ ]^ , = 3^ /(1 + c^ expO^ t)] 
with = - (1 + g^ ). Here, are chosen as = 1000, ~ 800, = 
-10 and 3^  = 0.001. 
Initially, the eigenvalues of the Jacobian matrix are -1002, -802, 
8 and -2.001. When O.OOlt » 1, they are -1000, -800, -10 and -0.001. 
This problem is integrated over [0,20]. 
Problem 2 This is problem B3 from Enright, Hull and Lindburg 
(1975). It is a 6x6 linear system with nonreal eigenvalues. It takes 
the form 
1^ "10?! + =^ 2 
I 
y2 = -oyi - 10y2 
4^ = -^ 4 
Yg = -O.Sy^  
7^ (0) = 
YgCO) = 
y^ CO) = 
y^ CO) = 
y^ CO) = 
6^ = -O'lfa y6(0) = 
The eigenvalues of the Jacobian are -0.1, -0.5, -1, -4, -10 ± ia. This 
problem is integrated over [0,20] with a = 8. 
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Problem 3 Same as problem 2 except a = 25. 
Problem 4 This the test problem 4 in Rockswold (1983). It has 
the following form. 
f 
= -lOy^  + SOy^  Y^ CO) = 0 
y^  = -SOy^  - lOy^  y^ CO) = 1 
t 
y^  = -40y2 + 200y^  y^ CO) = 0 
I 
y^  = -200y3 - 40y^  y^ (0) = 1 
t 
Yg = -0.2y^  + 2yg y^ CO) = 0 
Yg = -2y- - 0.2yg YgCO) = 1 
The eigenvalues of the Jacobian are -10 ± 50i, -40 ± 200i and -0.2 ± 2i. 
This problem is highly oscillatory with all of its eigenvalues near the 
imaginary axis. This is integrated over [0,20]. 
Problem 5 This is the problem B1 from Enright, Hull and 
Lindburg (1975). This takes the form 
I 
= -Yj + y2 y^ CO) = i 
y^  = -lOOy^  - y^  YgCO) = 0 
Yg = -lOOy^  + y^  73(0) = 1 
y^  = -lOOOOy^  - lOOy^  y^ O^) = 0 
The eigenvalues of the Jacobian are -1 ± lOi and -100 ± lOOi. This 
problem is integrated over [0,20]. 
The results of the test runs are given in Tables 7.1 - 7.5 with the 
following terms. 
NFE = total number of function evaluations 
NJE = total number of Jacobian evaluations 
76 
ERROR = maximum value of 1 computed solution - true solution] for 
all components at the output points 
For the test runs, the computed solution is obtained at 0.05 
intervals from 0 to 1, and at 0.5 intervals from 1 to 20. ERROR gives 
an estimate for the flobal error at the right end-point of the interval 
of integration. 
TABLE 7.1. Test results on problem 1 
EPS STEPS NFE NJE ERROR 
STIFF lE-8 407 1275 94 7.6E-7 
lE-6 243 845 88 4.2E-5 
IE-4 86 312 37 9.6E-4 
lE-2 45 224 35 4.5E-2 
BDF5 lE-8 440 1406 109 3.0E-7 
lE-6 255 880 86 2.1E-5 
lE-4 124 433 46 1.7E-3 
lE-2 178 569 69 3.8E-2 
DGEAR lE-8 393 472 36 2.5E-7 
lE-6 217 266 27 7.8E-6 
lE-4 121 158 21 5.8E-4 
lE-2 53 82 14 5.4E-2 
B. Conclusions 
The selected VSFs of the form (1.8) seem to be good candidates for 
an ODE solver capable of solving stiff ODE systems. These formulas of 
orders 1 to 5 are included as correctors in the computer code STIFF. 
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TABLE 7.2. Test results on problem 2 
EPS STEPS NFE NJE ERROR 
STIFF IE-8 195 
lE-6 118 
IE-4 62 
lE-2 17 
BDF5 lE-8 197 
lE-6 118 
lE-4 64 
lE-2 27 
DGEAR lE-8 271 
lE-6 158 
lE-4 83 
lE-2 38 
560 21 9.6E-7 
337 16 3.2E-5 
186 16 8.2E-4 
71 12 3.3E-2 
566 19 4.9E-7 
335 15 1.6E-5 
195 13 5.4E-4 
95 12 2.2E-2 
306 22 7.3E-8 
198 18 5.OE-6 
112 13 3.1E-4 
55 10 1.7E-2 
TABLE 7.3. Test results on problem 3 
EPS STEPS NFE NJE ERROR 
STIFF lE-8 345 
lE-6 164 
lE-4 81 
lE-2 26 
BDF5 lE-8 346 
lE-6 166 
lE-4 92 
lE-2 45 
DGEAR IE-8 492 
lE-6 256 
lE-4 186 
lE-2 56 
1014 56 2.OE-6 
509 35 9.6E-5 
259 22 2.OE-3 
100 17 4.1E-2 
1034 55 1.2E-6 
502 30 4.9E-5 
291 22 1.4E-3 
153 18 6.9E-2 
573 33 1.9E-7 
312 23 8.7E-6 
251 20 6.6E-4 
77 13 1.7E-2 
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TABLE 7.4. Test results on problem 4 
EPS STEPS NFE NJE ERROR 
STIFF lE-8 1485 
lE-6 583 
lE-4 235 
lE-2 58 
BDF5 lE-8 3459 
lE-6 3200 
lE-4 3100 
lE-2 3067 
DGEAR lE-8 3876 
lE-6 1173 
lE-4 823 
lE-2 150 
4713 266 2.8E-6 
1825 98 1.5E-4 
737 44 l.lE-2 
218 38 2.1E-1 
11540 766 1.5E-6 
10941 779 8.5E-5 
10672 780 3.3E-3 
10574 781 2.5E-1 
4232 221 3.6E-7 
1493 82 2.1E-5 
979 58 1.5E-3 
198 14 l.lE-1 
TABLE 7.5. Test results on problem 5 
EPS STEPS NFE NJE ERROR 
STIFF lE-8 1119 
lE-6 497 
lE-4 227 
lE-2 84 
BDF5 lE-8 1039 
lE-6 527 
lE-4 341 
lE-2 258 
DGEAR lE-8 1240 
lE-6 631 
lE-4 376 
lE-2 145 
3048 90 2.2E-5 
1447 54 1.7E-3 
696 42 9.7E-2 
280 33 3.6E 0 
2748 78 2.1E-5 
1491 47 l.lE-3 
1035 45 4.2E-2 
772 37 3.4E 0 
1281 70 5.8E-6 
702 38 2.6E-4 
482 27 1.7E-2 
185 17 8.6E-1 
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Numerical results indicate that the step control strategy of the method 
is very sensitive. Some modifications of the step control may be 
necessary to improve the code. 
On Problem 4, both DGEAR and BDF5 take unusually large number of 
steps. On Problem 1, BDF5 takes a large number of steps when EPS = 
-2  10 . These may be due to some instabilities. 
Although STIFF is not so efficient, it works better when the eigen­
values of the Jacobian matrix of the system are close to the imaginary 
axis. For strongly nonlinear problems, it may be advantageous to allow 
the change of order and stepsize more frequently; perhaps after each 
step. At present, change of order and stepsize after each step is not 
allowed. 
C. Future Work 
The computer code STIFF is not very efficient. If the code is 
carefully rewritten, the execution time will be decreased. In STIFF, 
presently a maximum of 3 corrector iterations are permitted. If one can 
experiment with predictors, the number of corrector iterations could be 
reduced, so that the number of Jacobian and function evaluations would 
be less. Another way to minimize the number of function evaluations 
(NFE) is via the error testing routine. Some modifications in the error 
testing routine could result a significant improvement of the code. 
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X. APPENDIX A 
C THIS PROGRAM IS USED TO FIND THE BOUNDS ON STEP RATIOS WHICH 
G SATISFY THEOREM 3.4 WHEN BETA IS IN [-1,1). 
G 
IMPLICIT REALMS (A-H,0-Z) 
DO 30 1=1,20 
BETA=-1.1D0 + O.IDO * I 
DO 20 J=l,53 
IF (J .LE. 28) A = 0.05D0 * J 
IF (J .GT. 28) A=1.4D0 + 0.01D0*(J-28) 
T1 = l.DO + A 
DO 10 K=l,53 
IF (K .LE. 28) B = 0.05DO * K 
IF (K .GT. 28) B=1.4D0 + 0.01D0*(K-28) 
G 
T2 = A * B 
DEN=Tl-'-(l.DO-BETA+B) + B*(1.D0+3.D0*A*(1.D0+B)) 
TEMP=(T1"(1.D0+BETA)+T2) •• (T1+T2) 
ALPl=(B 2) " TEMP / DEN 
ALP0=-T2"T2-'-(A+T2)''-(1 .DO+BETA+B) / (TT&DEN) 
B1 = l.DO + ALPO 
B2 = l.DO - 2.D0*ALP0 - ALPl 
IF (B1 -GE. 0 .AND. B2 .GE. 0) GOTO 5 
WRITE(6,2) BETA,A,B,B1,B2 
2 FORMATC BETA=',F7.3,3X,'A= ',F7.3,3X,'B= ',F7.3, 
* 3X,'B1= ',E15.7,3X,'B2= '.E15.7) 
GOTO 10 
5 B3 = 2.DO - BETA-ALPO - ALPl 
B4 = B3 + 2.DO DSQRTCBl •• B2) 
IF (B3 .GE. 0 .OR. B4 .GT. 0) GOTO 10 
WRITE(6,9) BETA,A,B,B1,B2,B3,B4 
9 FORMATC BETA=',F7.3,3X,'A= ',F7.3,3X,'B= ',F7.3, 
* 3X,'B1= ',E15.7,3X,'B2= ',E15.7,3X,'B3= ',E15.7, 
3X,'B4= ',E15.7) 
10 • CONTINUE 
20 CONTINUE 
30 CONTINUE 
STOP 
END 
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C THIS PROGRAM IS USED TO FIND THE UPPER BOUNDS ON THE STEP RATIOS 
C A, B, C WHICH SATISFY THEOREM 4.5 WHEN BETA IS IN [-1,1). 
C 
IMPLICIT READ'S (A-H,0-Z) 
DIMENSION AC5) 
DO 40 1=1,8 
BETA=-1.25D0 + 0.25D0 '• I 
DO 30 J=l,18 
IF (J .LE. 3) AA= 0.25D0 * J 
IF CJ .GT. 3 .AND. J .LE. 11) AA=O.75D0+0.O5D0-"KJ-3) 
IF (J .GT. 11) AA=1.15D04-0.0IDO*(J-11 ) 
API = AA + l.DO 
DO 20 K=l,18 
IF (K .LE. 3) BB=0.25D0 K 
IF (K .GT. 3 .AND. K .LE. 11) BB=0.75D0+0.05D0*(K-3) 
IF (K .GT. 11) BB=1.15D0+0.01D0-'^(K-11) 
BPl = BB + l.DO 
DO 10 L=l,18 
IF (L .LE. 3) CC = 0.25D0 L 
IF (L .GT. 3 .AND. L .LE. 11) CC=0.75D0+0.05D0-'-(L-3) 
IF (L -GT. 11) CC=1.15D0+0.01D0^ 'KL-11) 
CPl = CC + l.DO 
C 
C SET THE ALPHA COEFFICIENTS (DENOTED BY A(l) - A(5)) OF (4.1). 
C 
ABPl = API + AA •• BB 
BCPl = BPl + BB CC 
PROD = AA BB " CC 
ABCPl = ABPl + PROD 
DEN = ( - BETA •• ABPl * BPl + BCPl " ( CC API + CPl * (ABCPl 
1 + 3.DO * PROD) ) + BB * CC CPl ) / ( ABCPl BCPl CPl ) 
A(5) = l.DO 
A(4) = - ( BETA •• ( ABPl (CC * (3.1 BB + l.DO) - BPl) -
1 BB * CC ) + CPl * BCPl * ABCPl ) / ( ABPI BPl * DEN ) 
A(3) = CC CC " ( ABPl * BPl BETA + BCPl ABCPl ) / 
1 ( API ••• CPl DEN ) 
A(2) = - BB " BB -• BB CC " CC •• ( ABPl -• BETA + CPl - ABCPl ) 
1 / ( BPl BCPl DEN ) 
A(l) = - ( A(2) + A(3) + A(4) + A(5) ) 
C 
C NOW CHECK THE CONDITIONS. THESE CONDITIONS ARE DENOTED BY C2 - C8. 
C 
C1=-2.D0*( A(4)+A(2) ) 
C2=2.DO-A(4)+A(2)-2.DO*A(1) 
C3=3.DO*(1.DO+A(1))-A(3) 
C4=2.D0*(1.D0-A(1))+A(4)-A(2) 
IF (C2 .GE. 0 .AND. C3 .GE. 0 .AND. C4 .GE. 0) GOTO 5 
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WRITE(6,2) BETA,AA,BB,CC,C2,C3,C4 
FORMATC BETA=',F7.3,2X,'A=',F6.3,2X,'B=',F6.3,2X,'C=' 
F6.3,2X,'C2=',F7.3,2X,'C3=',F7.3,2X,'C4=',F7.3) 
GOTO 10 
C5=2. DO-" ( 2. D0-BETA)*C3+6. D0*C4- ( 1. D0-BETA)*C2 
C6=2.D0*C2*C3-C1*C4 
C 7=C2*C5+2.DO*(2.D0+BETA)*C3*C4-2.DO*(2.DO-BETA)*C1*C4 
-C4*C4*(1.DO+BETA) 
C8=(BETA*(BETA-5.D0)+10.D0)*C2+(2.D0+BETA)*C5 
-Cl*(2.D0-BETA)-"-2-2.D0*(2.D0-BETA)*(1.D0+BETA)*C4 
IF (C5 -GE. 0 .AND. C6 .GE. 0 .AND. C7 .GE. 0 .AND. 
C8 .GE. 0) GOTO 10 
WRITE(6,9) BETA,AA,BB,CC,C2,C3,C4,C5,C6,C7,C8 
FORMATC BETA=',F7.3,2X,'A=',F6.3,2X,'B=',F6.3,2X,'C=' 
F6.3,2X,'C2=',F7.3,2X,'C3=',F7.3,2X,'C4=',F7.3,2X,'C5= 
F7.3,2X,'C6=',F7.3,2X,'C7=',F7.3,2X,'C8=',F7.3) 
CONTINUE 
CONTINUE 
CONTINUE 
CONTINUE 
STOP 
END 
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C **•" STIFF 
C 
C THE FOLLOWING FORTRAN CODE, STIFF, IS USED TO OBTAIN THE NUMERICAL 
C RESULTS FOR THE TEST PROBLEMS IN CHAPTER VII. STIFF FINDS APPROXIM-
C -ATIONS TO THE SOLUTION OF A SYSTEM OF FIRST ORDER (STIFF) ORDINARY 
C DIFFERENTIAL EQUATIONS OF THE FORM Y' = F(X,Y) WITH GIVEN INITIAL 
C CONDITIONS. THE MAXIMUM NUMBER OF EQUATIONS OF THE SYSTEM IS 
C CURRENTLY SET AT 10. FOR LARGER SYSTEMS, THE COMMON BLOCKS SI - S9 
C AND JC MUST BE ALTERED IN STIFF. 
C STIFF USES THE VSFS SELECTED IN CHAPTER VI. TO USE DIFFERENT 
C FORMULAS OF THE SAME TYPE, SIMPLY SET THE BETA VALUES IN CCOEFF. 
C TO CHANGE THE MAXIMUM STEP RATIOS ALLOWED, MODIFY 'MAXSTP' IN 
C ERRTST. HERE, THE VALUES OF BETA IN THE VSF (1.8) AND THE MAXIMUM 
C STEP RATIOS ARE -0.75, -0.875, -0.75, 0.375, 0.5 AND 5, 3.5, 1.56, 
C 1.16, 1.06 FOR ORDERS 1-5 RESPECTIVELY. 
C 
C USAGE : CALL STIFF(N,X, XOUT, YOUT, EPS, HUSED, IFLAG, ITASK, IWORK,FCN, FCNJ) 
C 
C PARAMETERS: 
C N - NUMBER OF FIRST ORDER DIFFERENTIAL EQUATIONS. (IF N > 10 
C CHANGE FIRST FEW LINES IN STIFF) 
C X - ON INPUT, X SUPPLIES THE INITIAL VALUE OF THE INDEPENDENT 
C VARIABLE. ON OUTUT, X IS REPLACED WITH THE CURRENT VALUE 
C OF THE INDEPENDENT VARIABLE AT WHICH INTEGRATION HAS BEEN 
C COMPLETED. 
C XOUT - THE POINT AT WHICH SOLUTION IS DESIRED NEXT. INTEGRATION 
C NORMALLY GO BEYOND XOUT AND THE ROUTINE THEN INTERPOLATES. 
C YOUT - A VECTOR OF LENGTH N. ON THE FIRST CALL, YOUT CONTAINS 
C THE INITIAL VALUES OF THE DEPENDENT VARIABLE. ON OUTPUT, 
C IT CONTAINS THE SOLUTION AT THE OUTPUT POINT. 
C EPS - THE RELATIVE ERROR BOUND. EPS MUST BE GREATER THAN ZERO. 
C HUSED - ON THE FIRST CALL, HUSED MUST BE THE INITIAL STEPSIZE. 
C ON OUTPUT HUSED IS THE STEPSIZE USED SUCCESSFULLY. 
C IFLAG - THIS IS AN ERROR FLAG WITH THE FOLLOWING VALUES. 
C 1 - FIRST CALL TO STIFF (ON INPUT ONLY) 
C 0 - NORMAL RETURN 
C -1 - SINGULAR JACOBIAN 
C -2 - CORRECTOR FAILS TO CONVERGE 
C -3 - ERROR TEST FAILS 
C -4 - ON THE FIRST CALL, XOUT IS LESS THAN OR EQUAL TO X WITH 
C ITASK = 0. 
C ITASK - THIS INDICATES THE TYPE OF CALL TO STIFF. 
C 0 - INTERPOLATION WILL BE DONE TO OBTAIN THE SOLUTION 
C AT XOUT 
C 1 - SOLUTION WILL BE RETURNED AFTER EACH STEP. INPUT 
C VALUE OF XOUT IS IGNORED AND XOUT IS REPLACED BY 
C THE CURRENT OUTPUT POINT 
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C IWORK - A VECTOR OF LENGTH 5. 
C IWORK(1) = MAXIMUM ORDER ALLOWED BY THE USER. DEFAULT 
C VALUE IS 5 (INPUT ON FIRST CALL ONLY) 
C IWORK(2) = ORDER USED IN THE LAST SUCCESSFUL STEP (OUTPUT) 
C IWORK(3) = CURRENT NUMBER OF STEPS TAKEN (OUTPUT) 
C IW0RK(4) = CURRENT NUMBER OF FUNCTION EVALUATIONS (OUTPUT) 
C IW0RK(5) = CURRENT NUMBER OF JACOBIAN EVALUATIONS (OUTPUT) 
C FCN - NAJE OF SUBROUTINE FOR EVALUATING FUNCTIONS. FCN MUST BE 
C PROVIDED BY THE USER AND IT SHOULD BE OF THE FORM 
C SUBROUTINE FCN(N,X,Y,F) 
C REALMS X,Y(N),F(N) 
C FCN SHOULD EVALUATE F(1),...,F(N) GIVEN N,X AND Y(l),..., 
C Y(N). F(I) IS THE FIRST DERIVATIVE OF Y(I) WITH RESPECT 
C TO X. 
C FCNJ - NAME OF THE SUBROUTINE FOR EVALUATING THE JACOB IAN MATRIX 
C OF PARTIAL DERIVATIVES. FCNJ MUST BE PROVIDED BY THE USER 
C AND IT SHOULD BE OF THE FORM 
C SUBROUTINE FCNJ(N,X,Y,JC) 
C REALMS X,Y(N),JC(N,N) 
C FCNJ SHOULD EVALUATE JC(I,J), THE PARTIAL DERIVATIVE OF 
C F(I) WITH RESPECT TO Y(J), FOR I,J = 1,2,...,N. 
C 
C SOME SUBROUTINES, WITH SOME MODIFICATIONS, ARE FROM THE COMPUTER CODE 
C ROCK IN ROCKSWOLD (1983). 
C 
C IN STIFF, Y IS A MATRIX TO STORE THE BACKPOINT INFORMATION. 
C Y(I,J) FOR I = 1,2,...,9 ARE THE BACK Y VALUES FOR EQUATIONS 
C J = 1,2,...,N. Y(I,J) FOR I = 10,...,18 ARE THE BACK Y' VALUES 
C FOR EQUATIONS J = 1,2,...,N. Y(1,J) AND Y(10,J) CONTAIN THE 
C MOST RECENT Y AND Y' VALUES FOR THE JTH EQUATION. 
C YMAX IS THE MAXIMUM ABSOLUTE VALUE OF THE Y VALUES FOR EACH 
C COMPONENT OF Y. INITIALLY IT IS 1. 
C IPVT IS USED TO STORE THE PIVOT INFORMATION FOR THE LINPACK 
C ROUTINES DGESL AND DGEFA. 
C TOLER(J) CONTAINS THE CORRECTOR TOLERANCE FOR JTH EQUATION. 
C CORCON(J) IS THE CONSTANT PART OF THE CORRECTOR USED IN THE MODIFIED 
C NEWTON ITERATION FOR THE JTH EQUATION. YNEW(J) AND DERNEW(J) ARE 
C THE NEW VALUES OF THE SOLUTION AND ITS DERIVATIVE FOR THE JTH 
C EQUATION. RW IS A TEMPORARY STORAGE VECTOR. H IS A VECTOR WHICH 
C CONTAINS THE PREVIOUS STEPSIZES. H(l) IS THE CURRENT STEPSI2E. 
C ERRCNT KEEPS THE NUMBER OF ERROR TEST FAILURES ON A SINGLE STEP WHILE 
C KCNT KEEPS THE NUMBER OF STEPS, THE PRESENT ORDER HAS BEEN USED. 
C 
SUBROUTINE STIFF(N,X,XOUT,YOUT,EPS,HUSED,IFLAG,ITASK, 
* IWORK,FCN,FCNJ) 
COMMON /S1/YMAX(10) 
COMMON /S2/Y(18,10) 
COMMON /S4/IPVT(10) 
COMMON /S5/T0LER(10) 
COMMON /S6/C0RC0N(10) 
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COMMON /S7/YNEW(10) 
COMMON /S8/DERNEW(10) 
COMMON /S9/RW(10) 
REAL*8 JCCIO.IO) 
REAL*8 X,XOUT,YOUT(N),EPS,HUSED,ALPH(8),BETA(8) 
INTEGER N,MAXK,IFLAG,ITASK,IPVT,IW0RK(5) 
REAL"8 YNEW,DERNEW,KNEW,YMAX,H(8),Y,TOLER,CORCON,RW 
INTEGER K,ERRCNT,KNEW,KCNT,I 
LOGICAL FAILED 
DATA FAILED/.TRUE./,H/8"-l.DO/ 
C 
ERRCNT=0 
IF (IFLAG .NE. 1) GOTO 5 
C 
C IF THIS IS THE FIRST CALL TO STIFF, INITIALIZE THE NECESSARY VALUES. 
K=1 
KCNT=1 
IWORK(3) = 0 
IW0RK(4) = 1 
IW0RK(5) = 0 
MAXK = IWORK(l) 
IFLAG = 0 
IF (MAXK .LE. 0 .OR. MAXK .GT. 5) MAXK=5 
IF (ITASK .LT. 0 .OR. ITASK .GT. 1) ITASK=0 
IF (ITASK .EQ. 1 .OR. X .LE. XOUT) GOTO 1 
IFLAG = -4 
WRITE (6,6) 
6 FORMAT Co','--"- ERROR : IFLAG = -4 ON THE FIRST', 
'STEP X .GT. XOUT WITH ITASK=0') 
RETURN 
C 
1 H(1)=HUS£D 
CALL FCN(N,X,YOUT,DERNEW) 
DO 2 1=1,N 
Y(1,I)=Y0UT(I) 
Y(10,I)=DERNEW(I) 
YMAX(I)=1.D0 
IF (DABS(YOUT(I)) .GT. l.DO) YMAX(I)=DABS(YOUT(I)) 
2 CONTINUE 
C 
5 IF (ITASK .EQ. 1 .OR. X .LT. XOUT) GOTO 10 
IF (X .EQ. XOUT) RETURN 
IF (IFLAG .EQ. 0) GOTO 50 
C 
C STEP AHEAD TO NEXT POINT OF EVALUATION. IF THE CORRECTOR CONVERGENCE 
C IS NOT ACHIVED, RETURN WITH IFLAG = -2. IF A SINGULAR JACOBIAN IS 
C FOUND, RETURN WITH IFLAG = -1. 
C 
10 IWORKO) = IW0RK(3) + 1 
20 CALL STEPUP(N,X,H,K,KCNT,ALPH,BETA, 
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JC,IFLAG,EPS,IWORK) 
IF (IFLAG .LT. 0) RETURN 
C 
C CORRECTOR CONVERGES. NOW CHECK TO SEE ERROR TEST IS OK. 
C 
CALL ERRTST(N,H,K,ALPH,BETA,HNEW,KNEW, 
MAXK,EPS,KCNT,FAILED,ERRCNT) 
IF (.NOT. FAILED) GOTO 30 
IF (ERRCNT .LT. 6) GOTO 20 
IFLAG=-3 
WRITE (6,28) 
28 FORMATCO',* FAILED TO PASS THE ERROR TEST') 
RETURN 
C 
C IF THE ERROR TEST IS OK, UPDATE ALL NECESSARY VALUES FOR THE NEXT 
C STEP. IF ITASK = 1, RETURN TO THE USER. OTHERWISE, CALL STEPUP 
C ROUTINE UNTIL X >= XOUT, INTERPOLATE AND THEN RETURN TO THE USER. 
C 
30 CALL UPDATE(N,X,YOUT,H,K,KCNT,HNEW,KNEW,IWORK(2), 
* HUSED,MAXK,EPS) 
IF (ITASK .EQ. 1) XOUT=X 
IF (ITASK .EQ. 1 .OR. X .EQ. XOUT) RETURN 
IF (X .GT. XOUT) GOTO 50 
ERRCNT = 0 
GOTO 10 
50 CALL INTERP(N,H,IVORK(2),X,XOUT,YOUT) 
RETURN 
END 
C 
C 
C THE SUBROUTINE INTERP INTERPOLATES THE SOLUTION AT XOUT BY NEWTON'S 
C DIVIDED DIFFERENCE FORMULA. THE VALUE OF X IS >= XOUT. INTERP USES 
C THE BACKPOINT INFORMATION ARRAY, Y TO CALCULATE THE SOLUTION AT XOUT. 
C INTERP WILL NOT CHANGE THE ARRAY Y OR THE VALUE OF X. 
C 
SUBROUTINE INTERP(N,K,K,X,XOUT,YOUT) 
COMMON /S2/Y(18,l) 
REAL*8 H(8),Y,X,X0UT,Y0UT(N) 
REAL*8 A(6),B(6),TX(6),TEMP 
INTEGER K,N,I,J,II,KP1,IIM1 
C 
KPl = K + 1 
TX(1) = X 
DO 10 1=2,KPl 
TX(I) = TX(I-l) - H(I) 
10 CONTINUE 
DO 100 J=1,N 
DO 30 1=1,KPl 
A(I) = Yd,J) 
30 CONTINUE 
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DO 80 11=2,KPl 
IIMl =11-1 
DO 60 I=IIM1,KP1 
B(I) = A(I) 
60 CONTINUE 
DO 70 I=IIM1,K 
A(I+1) = (B(I+1)-B(I)) / (TX(I+l)-TX(I+2-II)) 
70 CONTINUE 
80 CONTINUE 
TEMP = A(KPl) 
DO 90 1=1,K 
II = KPl-I 
TEMP = TEMP * (XOUT-TX(II)) + A(II) 
90 CONTINUE 
YOUT(J) = TEMP 
100 CONTINUE 
RETURN 
END 
C 
C 
C THE SUBROUTINE UPDATE WILL UPDATE ALL NECESSARY VALUES AFTER 
C EACH SUCCESSFUL STEP. 
C 
SUBROUTINE UPDATE(N,X,YOUT,H,K,KCNT,KNEW,KNEW, 
* KUSED,HUSED,MAXK,EPS) 
COMMON /S1/YMAX(1) 
COMMON /S2/Y(18,l) 
COMMON /S7/YNEW(1) 
COMMON /S8/DERNEW(1) 
REAL:''8 X, YOUT (N ), H ( 8 ), Y, KNEW, YNEW, DERNEW, HUSED 
REAL*8 YMAX,EPS 
INTEGER N,K,KCNT,KNEW,KUSED,MAXK 
INTEGER I,J,KPLUS1 
C 
X=X+H(1) 
HUSED=H(1) 
C 
DO 10 1=1,MAXK 
H(MAXK+2-I)=H(MAXK+1-I) 
10 CONTINUE 
H(1)=HNEW 
C 
KPLUS1=K+1 
DO 20 J=1,N 
DO 30 1=1,K 
Y(KPLUS1-I+l,J)=Y(KPLUS1-I,J) 
Y(KPLUS1-I+10,J)=YCKPLUS1-I+9,J) 
30 CONTINUE 
Y(1,J)=YNEW(J) 
YOUT(J) = YNEW(J) 
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Y(10,J)=DERNEW(J) 
IF (DABS(YNEW(J)).GT.YMAX(J)) YMAX(J)=DABS(YNEW(J)) 
20 CONTINUE 
C 
KCNT=KCNT-1 
IF (K.NE.KNEW) KCNT=KNEW 
KUSED=K 
K=KNEW 
RETURN 
END 
C 
C 
C THE SUBROUTINE STEPUP IS THE STEP AHEAD ROUTINE OF THE PACKAGE. 
C IT ATTEMPTS TO TAKE THE NEXT STEP WITH THE CURRENT STEPSIZE AND 
C ORDER. IN STEPUP, MCITER IS THE MAXIMUM NUMBER OF CORRECTOR 
C ITERATIONS. MJITER IS THE MAXIMUM NUMBER OF STEPS BETWEEN TWO 
C JACOBIAN EVALUATIONS. CONV IS TRUE IF THE CORRECTOR CONVERGES. 
C CONCNT KEEPS THE NUMBER OF FAILURES OF THE CORRECTOR CONVERGENCE 
C ON A SINGLE STEP. 
C 
SUBROUTINE STEPUP(N,X,H,K,KCNT,ALPH, 
BETA, JC,IFLAG,EPS, IWORK) 
COMMON /S1/YMAX(1) 
COMMON /S2/Y(18,l) 
COMMON /S7/YNEW(1) 
COMMON /S8/DERNEW(1) 
COMMON /S4/IPVT(1) 
COMMON /S5/T0LER(1) 
COMMON /S6/C0RC0N(1) 
COMMON /S9/YDELTA(1) 
REALMS X,H(8),Y,YNEW,DERNEW,ALPH(8),BETA(8),PBETA(8) 
REAL*8 YMAX,EPS,YDELTA,YSUM,FSUM,PFSUM,TEMP 
INTEGER N,K,OLDK,KCNT,ERRFLG,CONCNT,IFLAG,IWORK(1) 
LOGICAL CONV 
REAL-'-8 NEXTX, CORCON ,TOLER, BCON, JC (N, 1 ) 
INTEGER COUNTl,C0UNT2,MCITER,MJITER,IPVT,I,J,KPIMI 
LOGICAL FAIL,KP1STP 
DATA OLDK/0/ 
DATA MCITER/3/,MJITER/15/ 
C 
CONV=.FALSE. 
CONCNT = 0 
C0UNT2=C0UNT2+1 
IF (IW0RK(3).EQ.l) C0UNT2=MJITER 
NEXTX=X+H(1) 
C 
C DETERMINE IF THE STEPSIZE HAS NOT CHANGED FOR AN ADEQUATE NUMBER 
C OF STEPS. IF THE STEPSIZE AND THE ORDER REMAINS UNCHANGED, THE 
C COEFFICIENTS OF THE FORMULAS MAY NOT BE RECOMPUTED. IN THIS CASE 
C KPISTP IS TRUE. 
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C 
J = K 
FAIL=.TRUE. 
DO 2 1=1,K 
IF CH(I).EQ.H(I+1)) J=J-1 
2 CONTINUE 
IF (J.EQ.O) FAIL=.FALSE. 
C 
KP1STP=(.NOT.FAIL).AND.(K.EQ.OLDK).AND.(KCNT. LE. 0 ) 
C 
45 IF (KPISTP) GOTO 50 
CALL PCOEFF(H,PBETA,K) 
CALL CCOEFF(H,ALPH,BETA,K) 
C 
C CALCULATE THE CONSTANT PART OF THE CORRECTOR AND THE TOLERANCE, 
C TOLER, FOR EACH EQUATION FOR CORRECTOR CONVERGENCE. ALSO CALCULATE 
C PREDICTED VALUES, YNEW OF THE DEPENDENT VARIABLE. 
C 
5 0 TEMP=EPS*.500/DFLOAT CN-(K+2)) 
BC0N=BETA(K+1)"H(1) 
DO 52 J=1,N 
YSUM=O.DO 
FSUM=O.DO 
PFSUM=O.DO 
DO 51 1=1,K 
KP1MI=K+1-I 
YSUM=YSUM+ALPH (KPIMI )•• Y( I, J) 
FSUM=FSUM+BETA(KP1MI)"Y(9+I,J) 
PFSUM=PFSUM+PBETA(KP1MI)*Y(9+I,J) 
51 CONTINUE 
YNEW(J)=Y(1,J)+H(1)*PFSUM 
CQRCON ( J ) =YSUM-H ( 1 ) •••FSUM 
TOLER C J) =TEMP-'^ YMAX ( J) 
52 CONTINUE 
C 
IF (C0UNT2.LT.MJITER) GOTO 20 
C FORM JC=I-H(1)"BETA(K+1)^ '-J AND USE LINPACK TO FORM ITS LU 
C DECOMPOSITION. 
C 
55 CALL FCNJ(N,NEXTX,YNEW,JC) 
IW0RK(5) = IW0RK(5) + 1 
TEMP=-H(1)"BETA(K+1) 
DO 57 J=1,N 
DO 56 1=1,N 
JC(I,J)=TEMP:''JC(I,J) 
56 CONTINUE 
JC(J,J)=1.D0+JC(J,J) 
57 CONTINUE 
CALL DGEFACJC,N,N,IPVT,ERRFLG) 
C 
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C0UNT2=0 
IF (ERRFLG.EQ.O) GOTO 20 
IFLAG = -1 
WRITE(6,10) NEXTX 
10 FORMATCO','SINGULAR JACOB IAN AT X=',E16.8) 
GOTO 40 
C 
20 COUNTl = 0 
25 IF (COUNTl.GE.MCITER.OR.CONV) GOTO 40 
CALL FCN(N,NEXTX,YNEW,DERNEW) 
IW0RK(4) = IW0RK(4) + 1 
C 
C USE THE MODIFIED NEWTON ITERATION IN ORDER TO SOLVE THE CORRECTOR. 
C USE LINPACK TO ACTUALLY SOLVE THE SYSTEM. IT IS USUALLY CALLED 
C REPEATEDLY (UPTO MCITER TIMES) UNTIL CORRECTOR CONVERGENCE IS 
C ACHIEVED. IF THE CORRECTOR FAILS TO CONVERGE, THEN A NEW JACOBIAN 
C IS COMPUTED AND THE ABOVE PROCESS IS REPEATED. IF THE CORRECTOR 
C FAILS TO CONVERGE AGAIN, THE CURRENT STEPSIZE WILL BE REDUCED. 
C 
DO 26 1=1,N 
YDELTA(I)=BCON*DERNEW(I)-YNEW(I)-CORCON(I) 
26 CONTINUE 
C 
CALL DGESL(JC,N,N,IPVT,YDELTA,0) 
C 
J=N 
DO 27 1=1,N 
IF (DABS(YDELTA(I)).LE.TOLER(I)) J=J-1 
27 CONTINUE 
IF (J.EQ.O) CONV=.TRUE. 
C 
DO 28 1=1,N 
YNEW(I)=YNEW(I)+YDELTA(I) 
28 CONTINUE 
C0UNT1=C0UNT1+1 
GOTO 25 
C 
40 OLDK=K 
IF (CONV .OR. ERRFLG .NE. 0) RETURN 
CONCNT = CONCNT + 1 
IF (C0UNT2 .GT. 0 .AND. CONCNT .EQ. 1) GOTO 55 
IF (CONCNT .GT. 3) GOTO 110 
H(l) = H(l) / 8.DO 
GOTO 120 
110 IF (CONCNT .GT. 5) GOTO 200 
IF (K .NE. 1) KCNT=1 
K = 1 
H(l) = H(l) / 8.DO 
C 
120 NEXTX = X + H(l) 
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KPISTP = -FALSE. 
C0UNT2 = C0UNT2 + 1 
GOTO 45 
C 
200 IFLAG = -2 
WRITE (6,201) 
201 FORMAT('0','CORRECTOR FAILS TO CONVERGE.') 
RETURN 
END 
C 
C 
C THE SUBROUTINE PCOEFF COMPUTES THE BETA COEFFICIENTS, DENOTED BY PB, 
C OF THE VARIABLE COEFFICIENT ADAMS-BASHFORTH FORMUALAS OF ORDERS 1-5. 
C 
SUBROUTINE PCOEFF(H,PB,ORDER) 
INTEGER ORDER 
REAL--8 H(8),PB(8),A,B,C,D,AB,CD,BCD,ABCD,L2,L3,L4,L6 
C 
GOTO (10,20,30,40,50), ORDER 
C 
10 PB(1) = l.DO 
RETURN 
C 
20 A=H(1)/H(2) 
PB(1)=-A/2.D0 
PB(2)=1.D0-PB(1) 
RETURN 
C 
30 B=H(1)/H(2) 
A=H(2)/H(3) 
L2=1.D0+A 
L3=L2+A-'-B 
PB(2)=((L2+L3+L3)*(L2-L3))/(6.D0''^ A) 
PB(3)=((L3-L2)-(PB(2)+PB(2)))/(L2+L2)+1.D0 
PB(1)=1.D0-PB(2)-PB(3) 
RETURN 
C 
40 C=H(1)/H(2) 
B=H(2)/H(3) 
A=H(3)/H(4) 
L2=1.D0+A 
L3=L2+A-'-B 
L4=L3+A*B*C 
PB ( 3 )=( L3-'- ( 2. DO - L3 ) •• ( L4+L3 ) +L4*L4* (3.D0*L4-L3-4.D0))/ 
(12.D0*L2*A*(L2-L3)) 
PB (2)=( (2. D0*L4*L4-L3*L4-L3*L3 ) / 6. DO+PB (3):''L2*(L3-L2))/ 
* (1.D0-L3) 
PB(4)=((L4+L3)/2.D0-PB(3)*L2-PB(2))/L3 
PB(1)=1.D0-PB(2)-PB(3)-PB(4) 
RETURN 
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C 
50 D = H(l) / H(2) 
C = H(2) / H(3) 
B = H(3) / H(4) 
A = H(4) / H(5) 
L2 = l.DO + A 
AB = A " B 
L3 = L2 +AB 
L4 = L3 + AB " C 
L6 = l.DO + B + B " C 
CD = C " D 
BCD = B " CD 
ABCD = A * BCD 
C 
PB(4) = D * ( -0.5D0 * L4 * (L4-1.D0) •• (l.DO+C) - CD * 
1 ( ( (3.D0*L4-2.DO*(1.D0+L2))"L4+L2 ) / 3.DO 
2 + ABCD C 0.25D0*(3.D0*L4-L2-1.D0) + 0.2D0*ABCD ))) 
3 / ( L3 * (L3-1.D0) ) 
PB(3) = ( -CD '• (0.5D0*L4*L6 + BCD * ( (2.D0*L4-1.D0)/3.D0 + 
1 0.25D0--ABCD )) - PB(4)*L3*(1.D04-B):-C ) / (L2 •• (l.DO+C)) 
PB(2) = ( -BCD (0.5D0'-L4+ABCD/3.D0) - PB(4) * L3 '• B * C 
1 -PB(3) L2 * (L6-1.D0) ) / L6 
PB(5) = l.DO + ( 0.5D0''-ABCD-PB(2)-PB(3)-"L2-PB(4)*L3 ) / L4 
PB(1) = l.DO - PBC2) - PB(3) - PB(4) - PB(5) 
RETURN 
END 
C 
C 
C THE SUBROUTINE CCOEFF COMPUTES THE COEFFICIENTS OF THE CORRECTOR. 
C IN CCOEFF, A AND B ARE ALPHA AND BETA COEFFICIENTS OF THE FORMULA. 
C BETA IS THE PARAMETER OF THE VSF (1.8). IT IS ASSUMED THAT 
C ALPH(K+1)=1. 
C 
SUBROUTINE CCOEFF(H,A,B,ORDER) 
IMPLICIT REALMS (A-H,0-Z) 
REAL-8 H(S),A(8),BC8) 
INTEGER ORDER 
C 
GOTO (10,20,30,40,50), ORDER 
10 BETA = - 0.75D0 
A(l) = - l.DO 
DEN = l.DO - BETA 
B(2) = l.DO / DEN 
B(l) = - BETA / DEN 
RETURN 
C 
20 BETA = - 0.875D0 
AA = H(l) / H(2) 
API = AA + l.DO 
DEN = API + AA - BETA 
96 
A(2) = - C API + BETA * (AA - l.DO) ) * API / DEN 
A(l) = AA * AA * (l.DO + BETA) / DEN 
B(3) = API / DEN 
B(2) = - BETA * B(3) 
B(l) = O.DO 
RETURN 
C 
30 BETA = - 0.75D0 
BB = H(l) / H(2) 
AA = H(2) / H(3) 
PROD = AA * BB 
AAPl = AA + l.DO 
BBPl = BB + l.DO 
DEN = AAPl " ( AAPl - (BBPl - BETA) + BB * (l.DO + 3.DO AA * 
1 BBPl) ) 
A(3) = - ( AAPl " (BBPl - BETA) + BETA * (BB + 2.DO ••• PROD) + 
1 PROD * BBPl ) * BBPl " (AAPl + PROD) / DEN 
A(2) = ( AAPl * (l.DO + BETA) + PROD) BB •• BB •• 
1 (AAPl + PROD) * AAPl / DEN 
A(l) = - (BBPl + BETA) * AA -• AA ••• AA ••• BB - BB BBPl / DEN 
B(4) = BBPl (AAPl + PROD) •• AAPl / DEN 
B(3) = - BETA B(4) 
B(2) = O.DO 
B(l) = O.DO 
RETURN 
C 
40 BETA = 0.375D0 
CC = H(l) / H(2) 
BB = H(2) / H(3) 
AA = H(3) / H(4) 
API = AA + l.DO 
BPl = BB + l.DO 
CPl = CC + l.DO 
ABPl = API + AA " BB 
BCPl = BPl + BB '• CC 
PROD = AA " BB CC 
ABCPl = ABPl + PROD 
C 
DEN = ( - BETA * ABPl * BPl + BCPl -^  ( CC * API + CPl (ABCPl 
1 + 3.DO ~ PROD) ) + BB * CC - CPl ) / ( ABCPl •• BCPl * CPl ) 
A(4) = - ( BETA " ( ABPl * (CC •• (3.DO •• BB + l.DO) - BPl) -
1 BB " CC ) + CPl " BCPl " ABCPl ) / ( ABPl * BPl •• DEN ) 
A(3) = CC " CC " ( ABPl * BPl BETA + BCPl •• ABCPl ) / 
1 ( API CPl * DEN ) 
A(2) = - BB * BB * BB * CC •• CC * ( ABPl - BETA + CPl ABCPl ) 
1 / ( BPl * BCPl * DEN ) 
A(l) = - ( A(2) + A(3) + A(4) + l.DO ) 
B(5) = l.ODO / DEN 
B(4) = - BETA * B(5) 
B(3) = O.DO 
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B(2) = O.DO 
B(l) = O.DO 
RETURN 
C 
50 BETA = 0.5D0 
DD = H(l) / H(2) 
CC = H(2) / H(3) 
BB = H(3) / H(4) 
AA = H(4) / H(5) 
C 
T1 = l.DO + AA 
T2 = l.DO + BB 
T3 = l.DO + CC 
T4 = l.DO + DD 
T12 = l.DO + AA " T2 
T23 = l.DO + BB " T3 
T34 = l.DO + CC •• T4 
T123 = l.DO + AA •• T23 
T234 = l.DO + BB •• T34 
T1234 = l.DO + AA •• T234 
CD = CC " DD 
BCD = BB " CD 
ABCD = AA BCD 
TEMPI = T1234 * T234 T34 * T4 
TEMP2 = T123 * T23 -- T3 
TEMP3 = T234 •• (CD •" T1 •• T4 + DD - T34 •• T12 + T123 - T34 * T4) 
1 + BCD " T4 T34 (5.DO * T1234 - 4.DO) 
B(6) = TEMPI / ( - BETA * TEMP2 + TEMP3 ) 
B(5) = - BETA * B(6) 
B(4) = O.DO 
B(3) = O.DO 
B(2) = O.DO 
B(l) = O.DO 
TEMP3 = T234 * (CD •• T1 •• T4 + DD -• T34 •• T12) 
1 + BCD * T4 " T34 * (4.DO •• T1234 - 3.DO) 
A(5) = (( - BETA * ( T23 * (CD * T1 + DD * T12 T3) + BCD * T3 * 
1 (4.DO * T123 - 3.DO) ) + TEMP3 ) * B(6) - TEMPI ) / TEMP2 
TEMP3 = - BETA - ( CD T1 - T23 + BCD T3 * (3.DO * T123 - 2.DO) 
1 ) + CD " T1 T234 + BCD * T34 * (3.DO * T1234 - 2.DO) 
A(4) = (TEMP3 * B(6) - TEMP1/T4 - TEMP2 * A(5)) / (T12 * T2) 
TEMP3 = BCD (-BETA * (2.DO ••• T123 - l.DO) + 2.DO - T1234 - l.DO) 
A(3) = (TE.MP3 * B(6) - T1234 T234 - T123 T23 A(5) 
1 - T12 T2 * A(4)) / T1 
A(2) = ABCD * (l.DO - BETA) B(6) - T1234 - T123 * A(5) 
1 - T12 * A(4) - T1 * A(3) 
A(l) = - (l.DO + A(2) + A(3) + A(4) + A(5)) 
RETURN 
END 
C 
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C 
C THE SUBROUTINE ERRTST IS THE ERROR CONTROL ROUTINE OF THE PACKAGE. 
C IT CALLS ERNORM TO COMPUTE THE NORM OF THE LOCAL TRUNCATION ERROR, 
C ERRNRM. ENMAX DEFINES A VALUE THAT ERRNRM SHOULD NOT EXCEED IN 
C ORDER TO PASS THE ERROR TEST. STEPR(K) IS THE STEP RATIO FOR 
C COMPUTING THE NEXT STEP AT ORDER K. MAXSTP(K) IS THE MAXIMUM STEP 
C RATIO ALLOWED AT ORDER K. 
C IF THE ERROR TEST FAILS, THE RECOMMENDED STEP RATIO IS HALVED 
C AND THEN THE CURRENT STEP IS TRIED AGAIN. ERRTST KEEPS THE SAME 
C ORDER FOR K+1 STEPS, IF THE CURRENT ORDER IS K, BEFORE ATTEMPTING 
C TO FIND THE LARGEST STEPSIZE AMONG ORDERS K-1, K AND K+1. IF THE 
C OPTIMAL STEPSIZE IS COMPUTED JUST AFTER A ERROR TEST FAILURE, THEN 
C THE STEPSIZE WILL NOT BE INCREASED IN THE NEXT STEP. IF THE 
C RECOMMENDED STEP RATIO IS BETWEEN 0.9 AND 1.1 WHEN THE ORDER IS 
C <= 3 OR BETWEEN 0.9 AND 1.0 WHEN THE ORDER IS >= 4, THE STEPSIZE 
C WILL NOT BE CHANGED IN THE NEXT STEP. HNEW AND KNEW ARE THE 
C STEPSIZE AND THE ORDER FOR THE NEXT STEP. 
C 
SUBROUTINE ERRTST(N,H,K,ALPH,BETA,HNEW,KNEW, 
MAXK,EPS,KCNT,FAILED,ERRCNT) 
COMMON /S2/YC18,1) 
COMMON /S1/YMAX(1) 
COMMON /S8/DERNEW(1) 
REALMS H(8),Y,ALPH(8),BETA(8) 
REAL^ --8 DERNEW, HNEW, EPS, YMAX 
INTEGER N,K,KNEW,MAXK,KCNT,ERRCNT 
LOGICAL FAILED 
REAL*8 STEPR(8),MAXSTP(8).ERRNRM,ENMAX 
INTEGER KM1,KP1,I,K0PT 
DATA NAXSTP/5.DO,3.5D0,1.56D0,1.lôDO,1.06DO/ 
C 
FAILED = .TRUE. 
ENMAX = 1.2D0 * EPS 
CALL ERNORM(N,H,K,K,ALPH,BETA,ERRNRM) 
STEPR(K) = (EPS/ERRNRM) ** (l.DO/DFLOAT(K+l)) 
IF (ERRNRM .LE. ENMAX) GOTO 150 
C ERROR TEST FAILS. REDUCE THE CURRENT STEPSIZE AND KEEP TRACK 
C OF THE NUMBER OF ERROR TEST FAILURES. IF THE NUMBER >= 6 
C STOP THE EXECUTION. 
C 
ERRCNT = ERRCNT + 1 
IF (ERRCNT -GE. 4) GOTO 130 
H(l) = 0.5D0 * H(l) * STEPR(K) 
RETURN 
C 
130 IF (ERRCNT .GE. 6) RETURN 
IF (K .NE. 1) KCNT = 1 
K = 1 
H(l) = H(l) / 8.DO 
RETURN 
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C 
C ERROR TEST PASSES. 
150 FAILED = .FALSE. 
IF (KCNT .LE. 0) GOTO 155 
KNEW = H(l) 
KNEW = K 
RETURN 
C 
155 KMl = K - 1 
KPl = K + 1 
IF (K .EQ. 1) GOTO 170 
CALL ERNORM(N,H,K,KM1,ALPH,BETA,ERRNRM) 
STEPR(KMl) = (EPS/ERRNRM) (l.DO/DFLOAT(K)) 
GOTO 180 
170 KMl = 1 
180 IF (K .EQ. MAXK) GOTO 185 
CALL ERNORM(N,H,K,KP1,ALPH,BETA,ERRNRM) 
STEPR(KPl) = (EPS/ERRNRM) ** (l.DO/DFLOAT(KPl+l)) 
GOTO 190 
185 KPl = MAXK 
190 KOPT = KMl 
DO 200 I=KM1,KP1 
STEPR(I) = DMIN1(STEPR(I),MAXSTP(I)) 
IF (STEPR(I) .GT. STEPR(KOPT)) KOPT = I 
200 CONTINUE 
IF (STEPR(KOPT) .GE. 0.9DO .AND. STEPR(KOPT) .LT. l.DO) 
* STEPR(KOPT) = l.DO 
IF (KOPT .LE. 3 .AND. DABS(STEPR(KOPT)-1.DO) .LT. O.IDO) 
* STEPR(KOPT) = l.DO 
KNEW = KOPT 
KNEW = H(l) STEPR (KOPT) 
IF (ERRCNT .GE. 1 .AND. KNEW .GT. H(l)) HNEW=H(1) 
RETURN 
END 
C 
C 
C THE SUBROUTINE ERNORM CALLS THE APPROPRIATE ROUTINE (ECONl - EC0N5) 
C FOR COMPUTING THE CONSTANT TERM AND THE DERIVATIVE TERM OF THE LOCAL 
C TRUNCATION ERROR. THEN ERRNRM CONTAINS THE L2-N0RM OF THE LOCAL 
C ERROR TERMS DIVIDED BY THE SQUARE ROOT OF THE NUMBER OF EQUATIONS. 
C WHEN TAKING THE L2-N0RM, TRUNCATION ERROR TERM FOR EQUATION J IS 
C NORMALIZED TO YMAX(J). 
C FOR A GIVEN FORMULA, DER(J) IS THE ESTIMATE FOR THE DERIVATIVE 
C OF LOCAL TRUNCATION ERROR FOR THE JTH EQUATION. CONST IS THE 
C CONSTANT PART OF THE TRUNCATION ERROR (EXCLUDING THE STEPSIZE TERM). 
C THE HIGHER DERIVATIVES OF THE LOCAL TRUNCATION ERROR ARE ESTIMATED 
C BY DIVIDED DIFFERENCES WITH UNEQUAL SPACING. 
C 
SUBROUTINE ERNORM(N,H,K,KN,ALPH,BETA,ERRNRM) 
COMMON /S1/YMAX(1) 
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COMMON /S2/Y(18,l) 
COMMON /S8/DERNEW(1) 
COMMON /S9/DER(1) 
REAL*8 H(8),Y,ALPH(8),BETA(8),DERNEW,YMAX 
REAL--8 ERRNRM, CONST, DER, ERR 
INTEGER N,K,KN,J 
C 
GOTO (10,20,30,40,50), KN 
10 CALL EC0N1(N,H,CONST) 
GOTO 100 
20 CALL EC0N2(N,H,K,ALPH,BETA,CONST) 
GOTO 100 
30 CALL EC0N3(N,H,K,ALPH,BETA,CONST) 
GOTO 100 
40 CALL EC0N4(N,H,K,ALPH,BETA,CONST) 
GOTO 100 
50 CALL EC0N5(N,H,K,ALPH,BETA,CONST) 
100 ERR = O.DO 
DO 120 J=1,N 
ERR = ERR + ( DABS(DER(J))/YMAX(J) ) 2.DO 
120 CONTINUE 
ERR = DSQRT(ERR/DFLOAT(N)) 
IF (ERR .LT. l.D-16) ERR = l.D-16 
ERRNRM = DABS (CONST -• ERR) 
RETURN 
END 
C 
C 
C THE SUBROUTINE ECONl CALCULATES THE CONSTANT TERM AND ESTIMATES THE 
C SECOND DERIVATIVE TERM FOR THE ORDER 1 OPERATOR. 
C 
SUBROUTINE EC0N1(N,H,CONST) 
COMMON /S2/Y(18,l) 
COMMON /S8/DERNEW(1) 
COMMON /S9/DER(1) 
REALMS H(8),Y,DER,CONST,DERNEW 
INTEGER N 
REAL-'-8 ALP(8),BET(8) 
INTEGER I 
C 
CALL CC0EFF(H,ALP,BET,1) 
C0NST= (. 5D0 -BET (2 ) )^ -'H ( 1 )'>H ( 1 ) 
20 DO 10 1=1,N 
DER(I)=(DERNEW(I)-Y(10,I))/H(1) 
10 CONTINUE 
RETURN 
END 
C 
C 
G THE SUBROUTINE EC0N2 CALCULATES THE CONSTANT TERM AND ESTIMATES THE 
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c THIRD DERIVATIVE TERM FOR THE ORDER 2 OPERATOR. 
C 
SUBROUTINE EC0N2(N,H,K,ALPH,BETA,CONST) 
COMMON /S2/Y(18,l) 
COMMON /S8/DERNEW(1) 
COMMON /S9/DER(1) 
REAL*8 H(8),Y,ALPH(8),BETA(8),DER 
REAL*8 CONST,DERNEW 
INTEGER N,K 
REAL*8 ALP(8),BET(8),KK(3),L(2,3) 
INTEGER I 
C 
C 
IF (K.EQ.2) GOTO 10 
CALL CC0EFF(H,ALP,BET,2) 
GOTO 20 
C 
10 ALP(2)=ALPH(2) 
BET(3)=BETA(3) 
BET(2)=BETA(2) 
C 
20 L(1,1)=H(2) 
L(2,1)=L(1,1)+H(1) 
L(1,2)=L(1,1)*L(1,1) 
L(2,2)=L(2,1)*L(2,1) 
L(1,3)=L(1,2)*L(1,1) 
L(2,3)=L(2,2)*L(2,1) 
C 
C0NST=(ALP(2)*L(1,3)+L(2,3))/6.D0-H(1)* 
* (BET(2)*L(1,2)+BET(3)*L(2,2))/2.D0 
KK(1)=2.D0/(L(1,1)*L(2,1)) 
KK(2)=2.D0/(L(1,1)*(L(1,1)-L(2,1))) 
KK(3)=2.D0/(L(2,1)*(L(2,1)-L(1,1))) 
C 
60 DO 50 1=1,N 
DER(I)=KK(3)-'-DERNEV(I)+KK(2)*Y(10,I)+KK(l)*YCll,I) 
50 • CONTINUE 
RETURN 
END 
C 
C 
C THE SUBROUTINE EC0N3 CALCULATES THE CONSTANT TERM AND ESTIMATES THE 
C FOURTH DERIVATIVE TERM FOR THE ORDER 3 OPERATOR. 
C 
SUBROUTINE EC0N3(N,H,K,ALPH,BETA,CONST) 
COMMON /S2/Y(18,L) 
COMMON /S8/DERNEW(1) 
COMMON /S9/DER(1) 
REAL*8 H(8),Y,ALPH(8),BETA(8) 
REAL*8 DER,CONST,DERNEW 
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INTEGER N,K 
REALMS ALP(8),BET(8),KK(4),L(3,4) 
INTEGER I 
C 
C 
IF (K.EQ.3) GOTO 10 
CALL CC0EFF(H,ALP,BET,3) 
GOTO 20 
10 ALP(3)=ALPH(3) 
ALP(2)=ALPH(2) 
BET(4)=BETA(4) 
BET(3)=BETA(3) 
BET(2)=BETA(2) 
C 
20 L(1,1)=H(3) 
L(1,3)=L(1,1)-~''3.D0 
L(1,4)=L(1,3)*L(1,1) 
L(2,1)=L(1,1)+H(2) 
L(2,3)=L(2,1)*^ '^ 3.D0 
L(2,4)=L(2,3)'>L(2,1) 
L(3,1)=L(2,1)+H(1) 
L(3,3)=L(3,1)*''"3.D0 
L(3,4)=L(3,3)*L(3,1) 
G 
C0NST=(ALP(2)*L(1,4)+ALP(3)*L(2,4)+L(3,4))/24.D0-H(1)* 
* (BET(2)^ ''L(1,3)+BET(3)^ L^(2,3)+BET(4)'-'L(3,3))/6.D0 
KK(l)=6.D0/(-L(l,l)*L(2,l)*L(3,l)) 
KK(2)=6.D0/(L(l,l)*(L(l,l)-L(2,l))'ï(LCl,l)-L(3,l))) 
KK(3)=6.D0/(L(2,1)*(L(2,1)-L(1,1))*(L(2,1)-L(3,1))) 
KK(4)=6.D0/(L(3,1)*(L(3,1)-L(1,1)):XL(3,1)-L(2,1))) 
G 
60 DO 50 1=1,N 
DER(I)=KK(4)*DERNEW(I)+KK(3)*Y(10,I)+KK(2)*Y(11,I)+ 
* KK(1)*Y(12,I) 
50 CONTINUE 
RETURN 
END 
C 
C 
C THE SUBROUTINE EC0N4 CALCULATES THE CONSTANT TERM AND ESTIMATES THE 
C FIFTH DERIVATIVE TERM FOR THE ORDER 4 OPERATOR. 
C 
SUBROUTINE EC0N4(N,H,K,ALPH,BETA,CONST) 
COMMON /S2/Y(18,1) 
COMMON /S8/DERNEW(1) 
COMMON /S9/DER(1) 
REALMS H(8),Y,DER,CONST,DERNEW 
REAL*8 ALPH(8),BETA(8) 
INTEGER N,K 
REAL*8 H4,ALP(8),BET(8),KK(5),L(5,5) 
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INTEGER I 
C 
C 
IF (K.EQ.4) GOTO 10 
CALL CC0EFF(H,ALP,BET,4) 
GOTO 20 
C 
10 ALP(4)=ALPH(4) 
ALP(3)=ALPH(3) 
ALP(2)=ALPH(2) 
BET(5)=BETA(5) 
BET(4)=BETA(4) 
BET(3)=BETA(3) 
BET(2)=BETA(2) 
BET(1)=BETA(1) 
C 
20 L(1,1)=H(4) 
L(1,4)=L(1,1)*:':4.D0 
L(1,5)=L(1,4)*L(1,1) 
L(2,1)=L(1,1)+H(3) 
L(2,4)=LC2,1)*^ >4.D0 
L(2,5)=L(2,4)*L(2,1) 
L(3,1)=L(2,1)+H(2) 
L(3,4)=L(3,1):W'4.D0 
L(3,5)=L(3,4)*L(3,1) 
L(4,1)=L(3,1)+H(1) 
L(4,4)=L(4,1):W:4.D0 
L(4,5)=L(4,4)*L(4,1) 
C 
C0NST=(ALP(2):':L(l,5)+ALP(3)*L(2,5)+ALP(4)*L(3,5)+ 
L(4,5))/120.D0-H(1)*(BET(2)*L(1,4)+BET(3)* 
* L(2,4)+BET(4)*L(3,4)+BET(5):':L(4,4))/24.D0 
KK(1)=24.D0/(L(1,1)*L(2,1)*L(3,1)*L(4,1)) 
KK(2)=24.D0/(L(1,1)*(L(1,1)-L(2,1))*(L(1,1)-L(3,1))* 
(L(l,l)-L(4,l))) 
KK(3)=24.D0/(L(2,1)*(L(2,1)-L(1,1))*(L(2,1)-L(3,1))* 
* (L(2,L)-L(4,L))) 
KK(4)=24.D0/(L(3,1)*(L(3,1)-L(1,1))*(L(3,1)-L(2,1))* 
* (L(3.1)-L(4,l))) 
KK(5)=24.D0/(L(4,1)*(L(4,1)-L(1,1))*(L(4,1)-L(2,1))* 
* (L(4,l)-L(3,l))) 
60 DO 30 1=1,N 
DERCI)=(KK(5)--'DERNEW(I)+KK(4)*Y(10,I)+KK(3)*Y(11,I)+ 
* KK(2)*Y(12,I)+KK(1)*Y(13,I)) 
30 CONTINUE 
RETURN 
END 
C 
C 
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C THE SUBROUTINE EC0N5 CALCULATES THE CONSTANT TERM AND ESTIMATES THE 
C SIXTH DERIVATIVE TERM FOR THE ORDER 5 OPERATOR. 
C 
SUBROUTINE EC0N5(N,H,K,ALPH,BETA,CONST) 
COMMON /S2/Y(18,l) 
COMMON /S8/DERNEW(1) 
COMMON /S9/DER(1) 
REAL*8 H(8),Y,DER,CONST,DERNEW 
REAL*8 ALPH(8),BETA(8) 
INTEGER N,K 
REALMS ALP(8),BET(8),KK(6),T11,T15,T16,T21,T25,T26 
REAL*8 T31,T35,T36,T41,T45,T46,T51,T55,T56 
INTEGER I 
C 
C 
IF (K.EQ.5) GOTO 10 
CALL CC0EFF(H,ALP,BET,5) 
GOTO 20 
C 
10 ALP(5)=ALPH(5) 
ALP(4)=ALPH(4) 
ALP(3)=ALPH(3) 
ALP(2)=ALPH(2) 
BET(6)=BETA(6) 
BET(5)=BETA(5) 
BET(4)=BETA(4) 
BET(3)=BETA(3) 
BET(2)=BETA(2) 
BET(1)=BETA(1) 
C 
20 T11=H(5) 
T15=T11**5.D0 
T16=T15-^ 11 
T21=T11+H(4) 
T25=T21**5.D0 
T26=T25*T21 
T31=T21+H(3) 
T35=T31*-~5.D0 
T36=^ 35^ T31 
T41=T31+H(2) 
T45=T41**5.D0 
T46=T45*T41 
T51=T41+H(1) 
T55=T51—5.D0 
T56=T55*T51 
C 
C0NST=(ALP(2)*T16+ALP(3)*T26+ALP(4)*T36+ALP(5)*T46+T56)/720.D0 
1 -H(1)*(BET(2)*T15+BET(3)*T25+BET(4)*T35+BET(5)*T45 
2 +BET(6):':T55)/120.D0 
C 
105 
KK(1)=-120.D0/(T11*T21*T31*T41*T51) 
KK(2)=120.DO/(H(4)*H(5)*(H(3)+H(4))*(T41-T11)*(T51-TH) ) 
KK(3)=-120.D0/( (H(2)+H(3))*H(3)---H(4)*(H(4)+H(5))^ -(T51-T21) ) 
KK(4)=120.DO/( (H(1)+H(2))*H(2)*H(3)*(H(3)+H(4))*T31 ) 
KK(5)=-( KK(1)*T51+KK(2)*(T51-T11)+KK(3)*(T51-T21) 
1 +KK(4)*(H(1)+H(2)) ) / H(l) 
KK(6)=-( KK(1)+KK(2)+KK(3)+KK(4)+KK(5) ) 
DO 30 1=1,N 
DER(I)=KK(6)*DERNEW(I)+KK(5)*Y(10,I)+KK(4)*Y(11,I)+ 
* KK(3)*Y(12,I)+KK(2)*Y(13,I)+KK(1)*Y(14,I) 
CONTINUE 
RETURN 
END 
