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EQUATIONS OF REES ALGEBRAS OF IDEALS IN TWO VARIABLES
JEFF MADSEN
Abstract. Let I be an ideal of height two in R = k[x0, x1] generated by forms of the same degree,
and let K be the ideal of defining equations of the Rees algebra of I . Suppose that the second
largest column degree in the syzygy matrix of I is e. We give an algorithm for computing the
minimal generators of K whose degree is at least e, as well as a simple formula for the bidegrees of
these generators. In the case where I is an almost complete intersection, we give a generating set
for each graded piece Ki,∗ with i ≥ e− 1.
Let I be an ideal in a Noetherian ring R. The Rees algebra of I, defined as R(I) = R[It] =⊕∞
j=0 I
jtj , is a central object in both commutative algebra, where it is used to study the asymptotic
behavior of I, and algebraic geometry, where it corresponds to blowing up the closed subscheme
V (I) in SpecR. A common approach to understanding Rees algebras is by representing them as
quotients of polynomial rings. Namely, if I = (f1, . . . , fn), then R(I) is a quotient of the polynomial
ring S = R[T1, . . . , Tn] via the R-linear map Ti 7→ fit. The kernel of this map is an ideal K ⊂ S,
called the ideal of defining equations of R(I). Much work has been done to determine the ideal K
under various conditions (such as [1, 3, 5, 14, 15, 16, 23, 24, 25, 26, 31, 32]). However, even in the
relatively simple case where R = k[x0, x1] is a polynomial ring in two variables over a field and I
is a homogeneous ideal generated in a single degree d, the problem of determining the equations of
R(I) remains open.
This problem is of interest not only in commutative algebra and algebraic geometry, but also in
elimination theory and geometric modeling, where it is connected to implicitization of parametrized
varieties (e.g. [4, 9, 10, 28, 27]). We focus on the case R = k[x0, x1] where k is an algebraically
closed field. To any height two homogeneous ideal I ⊂ R generated by forms f1, . . . , fn of degree
d, we may associate a morphism Φ : P1k
(f1:···:fn)
−−−−−−→ Pn−1k , which parametrizes a curve C ⊂ P
n−1
k .
Conversely, to any map Φ : P1k → C parametrizing a curve in P
n−1
k by equations (f1 : · · · : fn), we
may associate the ideal I = (f1, . . . , fn) ⊂ R. Then the Rees algebra R(I) is the bihomogeneous
coordinate ring of the graph of Φ,
ΓΦ = {(p,Φ(p)) | p ∈ P
1
k} ⊂ P
1
k × P
n−1
k .
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Since S = R[T1, . . . , Tn] is the bihomogeneous coordinate ring of P
1
k × P
n−1
k , this means that the
ideal K ⊂ S of defining equations of R(I) is the ideal of ΓΦ. That is, for any bihomogeneous h ∈ S,
h ∈ K ⇔ h(x0, x1, f1(x0, x1), . . . , fn(x0, x1)) = 0.
In particular, the elements of K having x-degree 0 are just the implicit equations of the curve C.
(By x-degree we mean the degree in the variables x0, x1, as opposed to the degree in T1, . . . , Tn, or
T -degree.)
The first step in computing the equations of the Rees algebra is to compute the syzygy matrix
ϕ of I, which determines the T -linear part of K. Since I is generated in one degree, each column of
the matrix ϕ has the same degree. Several results have been proved by imposing restrictions on the
syzygy matrix. For ideals generated by three forms, Cox, Hoffman, and Wang [7] gave a recursive
algorithm, using Sylvester forms, for computing a minimal generating set for the equations of the
Rees algebra when I has a syzygy of degree 1. This was generalized by Cortadellas and D’Andrea
[6] to the case where a syzygy of I of minimal degree µ, when viewed as a column vector, has
linearly dependent entries (a “generalized zero”). However, their method only produces part of a
minimal generating set. In particular, the equations produced by this algorithm all have x-degree
≥ µ − 1. These are in fact all the minimal generators of K having x-degree ≥ µ− 1, as proved by
Kustin, Polini, and Ulrich [19].
Kustin, Polini, and Ulrich [22] took another approach to determine the equations of K when I
has any number of generators and has a presentation matrix ϕ which is almost linear, meaning all
but one of the columns of ϕ have linear entries. They showed that the Rees algebra is a quotient
of a ring A, which is the coordinate ring of a rational normal scroll, by a height one prime ideal
KA. The equations of the scroll being easy to compute, this reduces the problem to computing the
generators of the divisor KA on A, which was carried out in [21]. The equations are even given
explicitly, assuming ϕ is put into a canonical form.
In this paper, we extend the method of Kustin, Polini, and Ulrich to arbitrary height two ideals
I in k[x0, x1] generated by forms of the same degree. Unlike the almost linearly presented case, we
cannot produce all the defining equations of the Rees algebra in this way, but we do obtain all the
minimal generators of x-degree greater than or equal to the second largest degree of a column of
ϕ, and in some cases, in degree one less. Theorem 3.9 gives an abstract form of these generators,
and Corollary 3.17 gives a recursive algorithm for computing them. In particular, their bidegrees
follow a simple formula; see Corollary 3.13.
In Example 3.20, we show how to use Theorem 3.9 to solve the almost linearly presented case,
reproving [22, Theorem 3.6]. In Example 3.21, we show how the algorithm in Corollary 3.17 reduces
to the Sylvester form algorithm in [6, Theorem 2.10], when I has three generators and has a syzygy
of minimal degree with a generalized zero. In Example 3.22, we give another example, applying
Corollary 3.17 to the case where I has three generators and a syzygy of minimal degree 2 without
a generalized zero, a case which was previously solved in [2] and [6] using Morley forms.
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In Section 1, we introduce the setup of the problem and the necessary definitions. In particular,
we construct a sequence of modules Em which are successive approximations of I.
In Section 2, we determine the structure of the modules R(Em) by embedding each Em in a free
module. This allows us to embed R(Em) in a ring of the form R(M) where M =
⊕s
i=1m
σi(σi),
which we show in Proposition 2.5 is the coordinate ring of a rational normal scroll. This embed-
ding is actually an integral extension, and the two rings are equal in large degree, as we show in
Theorem 2.9.
In Section 3, we use the results of Section 2 to compute the ideal of equations of R(Em+1) in
R(Em) by first computing it in R(M) and then contracting to R(Em). In Theorem 3.9, we give
the elements in R(M) which contract to a minimal generating set of the x-degree ≥ dm part of the
ideal of equations of R(Em+1). The contraction may be made explicit using the algorithm given
in Corollary 3.17. Corollary 3.13 applies this in particular to the case m = n − 2 to obtain the
bidegrees of the minimal generators of K with x-degree ≥ dn−2.
In Section 4, we consider specifically plane curves, that is, the case n = 3. In this case, we can
be more explicit about the R(E1)-module structure of R(M), in Proposition 4.7. We use this to
give a generating set, in general not minimal, for each graded component Ki,∗ with i ≥ d1 − 1.
1. Setup
Throughout this paper, we assume k is a field, R is the two-variable polynomial ringR = k[x0, x1],
and m is the homogeneous maximal ideal m = (x0, x1). We use the convention that N is the set of
nonnegative integers.
Although we wish to compute Rees algebras of ideals, it will be helpful to use Rees algebras of
more general modules. If E is a finitely generated R-module, then following [29], we define the
Rees algebra R(E) to be the quotient of the symmetric algebra S(E) by its R-torsion. As R is a
domain, this is consistent with the other standard definitions of Rees algebras of modules, such as
in [13], and it is also consistent with the usual definition of the Rees algebra of an ideal. Recall
that if ϕ is the m× n presentation matrix of E, then S(E) ∼= R[T1, . . . , Tn]/(g1, . . . , gm) where
(1.1)
[
g1 · · · gm
]
=
[
T1 · · · Tn
]
ϕ.
The Krull dimension of the Rees algebra is dimR(E) = dimR+ rankE = 2+ rankE ([29, Propo-
sition 2.2]).
Let S = R[T1, . . . , Tn], with deg xi = (1, 0) and deg Ti = (0, 1). We refer to the first degree in this
bigrading as the x-degree or degx, and the second degree as the T -degree or degT . By Si,j we mean
the bidegree (i, j) part of S, viewed as a k-vector space. Write Si,∗ for the k[T1, . . . , Tn]-module⊕
j Si,j, and S∗,j for the R-module
⊕
i Si,j.
We shall use the same bigrading on any quotient of S, such as R(I). Note that this is not the
same as the bigrading induced by the inclusion R(I) = R[It] ⊂ R[t]. For example, the element fit
has bidegree (d, 1) in R[t], however we will think of it as having bidegree (0, 1) since it corresponds
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to the element Ti ∈ S. Thus to be more precise, we consider R(I(d)) rather than R(I), so that the
grading induced by S is the natural grading on the Rees algebra.
If I is a height two ideal of R minimally generated by n forms of degree d, then I(d) has a
Hilbert-Burch resolution
(1.2) 0→
n−1⊕
i=1
R(−di)
ϕ
−→ Rn → I(d)→ 0
where I is generated by the maximal minors of ϕ, and thus
∑n−1
i=1 di = d. We may assume the
column degrees of ϕ are nondecreasing, that is, 1 ≤ d1 ≤ · · · ≤ dn−1.
For 1 ≤ m ≤ n − 1, let ϕm be the n ×m matrix consisting of the first m columns of ϕ and let
Em = cokerϕm, so that ϕn−1 = ϕ and En−1 = I(d). There is a sequence of surjections
R3 ։ E1 ։ E2 ։ · · ·։ En−1 = I(d)
which induce surjections
S ։ R(E1)։ R(E2)։ · · ·։ R(En−1) = R(I(d)).
We think of the ringsR(Em) as successive approximations ofR(I(d)). Instead of directly computing
the equations of R(I(d)) in S, we may compute the equations in R(En−2), where it will be simpler.
We then need to compute the equations of R(En−2) in R(En−3), and so on. That is, we have a
sequence of inclusions
0 ( K1 ( K2 ( · · · ( Kn−1 = K
where each Km is a prime ideal with htKm = dimS − dimR(Em) = (2 + n)− (2 + rankEm) = m.
We study the modules Km+1R(Em) ∼= Km+1/Km. A generating set for K may be obtained by
combining the lifts of generating sets of all the modules Km+1/Km.
We summarize the data that we will be assuming.
Data 1.3. Let I be a height 2 ideal in R generated by n forms f1, . . . , fn of degree d, with
presentation matrix ϕ, and resolution as given in (1.2). Let S = k[T1, . . . , Tn], let g1, . . . , gn−1 ∈ S
be the equations of the symmetric algebra of I as in (1.1), and let K ⊂ S be the ideal of equations
of the Rees algebra of I. For 1 ≤ m ≤ n− 1, let ϕm be the n×m matrix consisting of the first m
columns of the presentation matrix ϕ and let Em = cokerϕm. Let Km ⊂ S be the ideal of equations
of the Rees algebra of Em.
By (1.1), the equations of S(Em) are g1, . . . , gm. Thus for each m, there is a short exact sequence
(1.4) 0→ Km/(g1, . . . , gm)→ S(Em)→ R(Em)→ 0.
Let us deduce some simple properties of the modules Em.
Lemma 1.5. Assume Data 1.3 and let 1 ≤ m ≤ n− 1. Then Em is torsionfree of rank n−m, and
for any w ∈ m, (Em)w is a free Rw-module.
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Proof. Because ϕ is injective, and ϕm is the restriction of ϕ to a submodule, ϕm is injective. Thus
Em has a free resolution
(1.6) 0→
m⊕
i=1
R(−di)
ϕm
−−→ Rn → Em → 0.
By expanding the determinants along the last n−1−m columns, we see that I = In−1(ϕ) ⊂ Im(ϕm).
Because ht I = 2, we get ht Im(ϕm) = 2. So if we invert w ∈ m, we get Im(ϕm)w = Rw. This means
that after inverting w, (1.6) splits, yielding (Em)w ∼= R
m−n
w .
It remains to show that Em is torsionfree, or equivalently that if p 6= 0 is a homogeneous prime
ideal of R, then p 6∈ AssR(Em). If p 6= m, then (Em)p is free by the above, so pRp 6∈ AssRp((Em)p)
and thus p 6∈ AssR(Em). On the other hand, pdEm ≤ 1 by (1.6), so depthEm ≥ 1 by the
Auslander-Buchsbaum formula. Hence m 6∈ AssR(Em), therefore Em is torsionfree. 
As a consequence, we obtain a formula for Km. While this description does not provide any
information about the generators of Km, it is the basis upon which we will perform our calculations
involving Km.
Proposition 1.7. Assume Data 1.3 and let 1 ≤ m ≤ n− 1. Then Km = (g1, . . . , gm) :S m
∞.
Proof. By Lemma 1.5, for any w ∈ m, (Em)w is a freeRw-module. ThereforeR(Em)w = R((Em)w) =
S((Em)w) = S(Em)w. It follows from (1.4) that KmSw = (g1, . . . , gm)Sw, which means Km :S m
∞ =
(g1, . . . , gm) :S m
∞. But Km is a prime ideal, so Km = Km :S m
∞ = (g1, . . . , gm) :S m
∞. 
2. The modules R(Em)
Fix m. To determine the Rees algebra of Em, we begin by embedding Em in a free module.
Namely, we show in Lemma 2.1 that F = E∗∗m is free (where −
∗ = HomR(−, R)); we have an
injection Em →֒ E
∗∗
m since Em is torsionfree by Lemma 1.5. The free module F is generated in
nonpositive degrees, while Em is generated in degree 0. Thus E is a submodule of M = F≥0. This
section is concerned with computing the Rees algebras of F and M and comparing them to the
Rees algebra of Em.
The lemma below is the graded version of [18, Proposition 2.1].
Lemma 2.1. Let E be an R-module of rank s generated in degree 0. Then E∗∗ ∼=
⊕s
i=1R(σi) with
all σi ≥ 0.
Proof. Set F = E∗∗. Then F is reflexive, so it satisfies Serre’s condition S2. Since F is torsionfree,
dimF = dimR = 2, hence F is maximal Cohen-Macaulay. Because R is regular, the Auslander-
Buchsbaum formula implies F is free. Thus we may write F =
⊕s
i=1R(σi).
To see that all σi ≥ 0, choose a surjection R
n
։ E and consider the map ξ : Rn → F obtained by
composing this surjection with the natural map θ : E → E∗∗ = F . Assume by way of contradiction
that some σi, say σs, is negative. Then, viewing ξ as an s×n matrix, the last row of ξ must be zero.
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This means im ξ ⊂
⊕s−1
i=1 R(σi), so rank(im ξ) < s. But im ξ = im θ, so rank(im ξ) = rankE = s.
By contradiction, all σi are nonnegative. 
Recall from Lemma 1.5 that Em is a torsionfree R-module of rank n−m. Using Lemma 2.1, we
extend Data 1.3:
Data 2.2. Assume Data 1.3, fix 1 ≤ m ≤ n − 1, and set s = n − m. Let E = Em and let
F = E∗∗ ∼=
⊕s
i=1R(σi), with σ1 ≥ · · · ≥ σs ≥ 0. Let r be the unique integer with 1 ≤ r ≤ s such
that σ1 ≥ · · · ≥ σr > 0 = σr+1 = · · · = σs. Let M = F≥0 =
⊕s
i=1m
σi(σi). Let ξ be the composite
map Rn ։ E →֒ F .
Because E is generated in degree 0, the inclusion E →֒ F factors as E →֒ M →֒ F . Therefore
there are inclusions of Rees algebras R(E) →֒ R(M) →֒ R(F ). This will allow us to do compu-
tations in R(E) by extending to R(M) or R(F ) and then contracting, as in Proposition 3.1. The
Rees algebra of F is easy to understand.
Remark 2.3. Assume Data 2.2. Then R(F ) = R[w1, . . . , ws] = k[x0, x1, w1, . . . , ws], where
deg xi = (1, 0) and degwi = (−σi, 1). Viewing R(E) as a subset of R(F ), we have[
T1 · · · Tn
]
=
[
w1 · · · ws
]
ξ.
Proof. Since F =
⊕s
i=1R(σi) is a free module, the Rees algebra R(F ) is the same as the symmetric
algebra S(F ), which is a polynomial ring R[w1, . . . , ws]. Each variable wi corresponds to one
generator of F . Since the ith generator of F has degree −σi, the variable wi has bidegree (−σi, 1).
The R-module map ξ : Rn ։ E →֒ F induces the R-algebra map R(ξ) : S = R(Rn) ։ R(E) →֒
R(F ) which lets us view R(E) as a submodule of R(F ). Therefore[
T1 · · · Tn
]
=
[
w1 · · · ws
]
ξ. 
The Rees algebra of M is also not difficult to describe. First, will to define the R-algebra
Scr(σ), which we will then show is isomorphic to R(M) in Proposition 2.5. The ring Scr(σ) is the
coordinate ring of a rational normal scroll if all the σi are positive; otherwise, it is a cone over a
rational normal scroll. In any case, it is a Cohen-Macaulay normal domain of dimension s+2 (see
[11] or [12]).
Definition 2.4. Let σ1, . . . , σs be nonnegative integers, and let V = R[{vi,j | 1 ≤ i ≤ s, 0 ≤ j ≤
σi}]. Let Γ be the matrix with entries in V :
Γ =
[
x0 v1,0 v1,1 · · · v1,σ1−1 · · · vs,0 vs,1 · · · vs,σs−1
x1 v1,1 v1,2 · · · v1,σ1 · · · vs,1 vs,2 · · · vs,σs
]
.
Define the ring Scr(σ) = Scr(σ1, . . . , σs) = V/I2(Γ).
Proposition 2.5. Assume Data 2.2. Then
R(M) = R[{xσi−j0 x
j
1wi | 1 ≤ i ≤ s, 0 ≤ j ≤ σi}] ⊂ R[w1, . . . , ws] = R(F )
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and R(M) ∼= Scr(σ).
Proof. From Remark 2.3, R(F ) = R[w1, . . . , ws] where deg xi = (1, 0) and degwi = (−σi, 1). Thus
the monomials in R(F ) of x-degree 0 are xσi−j0 x
j
1wi, so
R(M) = R(F )≥0,∗ = R[{x
σi−j
0 x
j
1wi | 1 ≤ i ≤ s, 0 ≤ j ≤ σi}].
Now define V and Γ as in Definition 2.4, and define a surjective R-linear map θ : V ։ R(M)
by vi,j 7→ x
σi−j
0 x
j
1wi. It is easy to see that I2(Γ) ⊂ ker θ, so θ descends to a map θ : Scr(σ) =
V/I2(Γ) ։ R(M). Since dimScr(σ) = s + 2 = 2 + rankM = dimR(M), θ is a surjective map
between domains of the same dimension, hence it is an isomorphism. 
Because R(F ) and R(M) have straightforward descriptions, we want to compare R(E) to these
rings. The first step is to compare the modules E and F by looking at F/E. In the remark below,
we see that F/E is Artinian and is zero in degree ≥ dm − 1. This will be used in Theorem 2.9 to
show that R(F ) and R(E) agree in these degrees. As another consequence, the resolution (2.8)
gives an easy way of computing the matrix ξ, as the transpose of the syzygy matrix of ϕTm. We
need to know ξ in order to make the homomorphism R(E) →֒ R(F ) explicit (Remark 2.3).
Lemma 2.6. Assume Data 2.2.
(a) F/E has free resolution
(2.7) 0→
m⊕
i=1
R(−di)
ϕm
−−→ Rn
ξ
−→ F =
s⊕
i=1
R(σi)→ F/E → 0.
(b) F/E is Artinian.
(c) (F/E)≥dm−1 = 0.
(d) Ext2R(F/E,R) has free resolution
(2.8) 0→
s⊕
i=1
R(−σi)
ξT
−→ Rn
ϕTm−−→
m⊕
i=1
R(di)→ Ext
2
R(F/E,R)→ 0.
(e) s = n−m and
∑s
i=1 σi =
∑m
i=1 di.
Proof. (a) This resolution is obtained by combining the short exact sequence (1.6) with the short
exact sequence
0→ E → F → F/E → 0.
(b) If p ⊂ R is a prime ideal with p 6= m, then Ep is free by Lemma 1.5. Therefore Fp = E
∗∗
p = Ep,
so (F/E)p = 0. Hence Supp(F/E) ⊂ {m}, meaning F/E is Artinian.
(c) Since 1 ≤ d1 ≤ · · · ≤ dm, it follows from (2.7) that reg(F/E) = dm − 2. Since F/E is
Artinian, this means that (F/E)≥dm−1 = 0.
(d) Since F/E is Artinian, grade(F/E) = 2. By (2.7), pd(F/E) ≤ 2, therefore F/E is perfect of
grade 2. Thus the resolution of Ext2R(F/E,R) is dual to the resolution of F/E in (2.7).
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(e) From (2.7), we see that the Hilbert polynomial of F/E is
HPF/E(t) =
s∑
i=1
(t+ σi + 1)− n(t+ 1) +
m∑
i=1
R(t− di + 1)
= (s+m− n)t+ (s +m− n+
s∑
i=1
σi −
m∑
i=1
di).
On the other hand, F/E is Artinian, so its Hilbert polynomial must be zero. Therefore s = n−m
and
∑s
i=1 σi =
∑m
i=1 di. 
The next theorem relates the Rees algebras R(E), R(M), and R(F ). It allows us, when looking
in large x-degrees, to pass from R(E) to R(M), where computation is easier due to the structure
of R(M) given in Proposition 2.5.
Theorem 2.9. Assume Data 2.2.
(a) R(E)≥dm−1,∗ = R(M)≥dm−1,∗ = R(F )≥dm−1,∗.
(b) R(M) is the integral closure of R(E) in its field of fractions.
(c) E is a reduction of M in F .
Proof. (a) The second equality is true because R(M) = R(F≥0) = R(F )≥0,∗. For the first equality,
we show by induction on j ≥ 0 that R(E)i,j = R(M)i,j for all i ≥ dm − 1. If j = 0, this is true
because R(E)∗,0 = R = R(M)∗,0. Let j = 1 and let i ≥ dm − 1. As E and M are torsionfree
R-modules, R(E)∗,1 = E and R(M)∗,1 = M . But E≥dm−1 = F≥dm−1 = M≥dm−1 by Lemma 2.6(c),
therefore R(E)≥dm−1,1 = R(M)≥dm−1,1. In particular, R(E)i,1 = R(M)i,1 since i ≥ dm − 1. Now
suppose j > 1 and i ≥ dm − 1. Certainly R(E)i,j ⊂ R(M)i,j . On the other hand,
R(M)i,j = R(M)0,1R(M)i,j−1
= R(M)0,1R(E)i,j−1 by induction
= R(M)0,1R(E)i,0R(E)0,j−1
⊂ R(M)i,1R(E)0,j−1
= R(E)i,1R(E)0,j−1 by the case j = 1
= R(E)i,j .
Therefore R(E)i,j = R(M)i,j .
(b) Since R(M)≥dm−1,∗ = R(E)≥dm−1,∗ is a faithful R(M)-module which is a finitely generated
R(E)-module, the determinant trick ([30, Lemma 2.1.9]) shows that the extension R(E) ⊂ R(M)
is integral. Since R(M) ∼= Scr(σ) by Proposition 2.5, R(M) is normal. It remains to show that
R(E) and R(M) have the same field of fractions. For each 1 ≤ i ≤ s, define pi = x
σi+dm−1
0 wi.
Then deg pi = (dm − 1, 1), so pi ∈ R(E) by (a). Also, x0 ∈ R ⊂ R(E), thus wi = x
−σi−dm+1
0 pi ∈
Quot(R(E)). Since x0, x1 ∈ Quot(R(E)) and wi ∈ Quot(R(E)) for all i, we get Quot(R(E)) ⊃
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k(x0, x1, w1, . . . , ws) = Quot(R(F )) ⊃ Quot(R(M)), therefore Quot(R(E)) = Quot(R(M)). Hence
R(M) is the integral closure of R(E) in its field of fractions.
(c) This is equivalent to R(M) being integral over R(E) ([30, Theorem 16.2.3]), which we already
proved in (b). 
3. Equations of Rees algebras
Now that we have some understanding of R(E), we wish to compute the ideal Km+1R(E),
as discussed in Section 1. First, in Proposition 3.1, we use the fact that R(E) ⊂ R(M) is
an integral extension of rings to show that Km+1R(E) is the contraction of the R(M)-ideal
(gm+1R(F ))≥0,∗ = gm+1R(F )≥−dm+1,∗. Theorem 3.7 gives a generating set for ideals of this
form. We will put these together to obtain the x-degree ≥ dm part of a minimal generating
set of Km+1R(E) in Theorem 3.9. While these generators are given in terms of the variables
w1, . . . , ws ∈ R(M), we desire an expression for the generators as elements of S = R[T1, . . . , Tn].
We cannot give a closed form, but in Corollary 3.17 we give a recursive algorithm for computing
the generators of Km+1R(E) with x-degree ≥ dm.
Proposition 3.1. Assume Data 2.2. Then
Km+1R(E) = (Km+1R(M)) ∩R(E) = (gm+1R(F )≥−dm+1,∗) ∩R(E).
Proof. According to Theorem 2.9(b), R(E) ⊂ R(M) is an integral extension of rings. Since
Km+1R(E) is a prime ideal, the first equality is true by the lying over property of integral ex-
tensions.
By Proposition 1.7, Km = (g1, . . . , gm) :S m
∞. Since Km is the ideal of defining equations of
R(E), this means g1, . . . , gm are zero in R(E), and thus also in R(M). Proposition 1.7 also gives
Km+1 = (g1, . . . , gm+1) :S m
∞. Therefore
Km+1R(M) = (g1, . . . , gm+1)R(M) :R(M) m
∞ = gm+1R(M) :R(M) m
∞.
It remains to show that gm+1R(M) :R(M) m
∞ = gm+1R(F )≥−dm+1,∗.
The containment “⊃” comes because
m
dm+1(gm+1R(F )≥−dm+1,∗) ⊂ gm+1R(F )≥0,∗ = gm+1R(M),
which means
gm+1R(F )≥−dm+1,∗ ⊂ gm+1R(M) :R(M) m
dm+1 ⊂ gm+1R(M) :R(M) m
∞.
For the containment “⊂”, first note that
gm+1R(M) :R(M) m
∞ ⊂ (gm+1R(F ) :R(F ) m
∞) ∩R(M).
But since R(F ) is a polynomial ring, gm+1R(F ) is an unmixed ideal of height 1, while mR(F ) is a
prime ideal of height 2, so gm+1R(F ) :R(F ) m
∞ = gm+1R(F ). Thus
gm+1R(M) :R(M) m
∞ ⊂ (gm+1R(F )) ∩R(M) = (gm+1R(F ))≥0,∗ = gm+1R(F )≥−dm+1,∗.
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This shows that gm+1R(M) :R(M) m
∞ = gm+1R(F )≥−dm+1,∗. 
According to Proposition 3.1, there are two steps to computing Km+1R(E). First, we must com-
pute gm+1R(F )≥−dm+1,∗, then we must contract to R(E). We begin with the task of determining
the generators of R(F )≥−c,∗ as an R(M)-module for any c ≥ 0.
3.1. Generators of truncations of R(F ). Assume Data 2.2. For any s-tuple α = (α1, . . . , αs) ∈
Ns, write wα = wα11 · · ·w
αs
s ∈ R(F ), and define α · σ = α1σ1 + · · · + αsσs. Then since degx xi = 1
and degxwi = −σi, we may compute the x-degree of any monomial in R(F ) with the formula
degx(x
j
0x
k
1w
α) = j + k − α · σ.
In what follows, it will be convenient to use the following nonstandard notation: For h, h′ ∈ R(F ),
say h divides h′ (or write h | h′) to mean that there exists ℓ ∈ R(M) such that h′ = ℓh. Note
that this is different from the standard notion of divisibility in R(F ) because we require ℓ to have
nonnegative degree (that is, to be in R(M) and not just R(F )).
One more definition will make it easier to work with exponent vectors α ∈ Ns. Recall that r is
the unique integer with 1 ≤ r ≤ s such that σi > 0 for i ≤ r and σi = 0 for i > r. In the definition
below, we think of α+ as the part of the vector corresponding to those σi which are positive, and
α0 as the part corresponding to those σi which are zero.
Definition 3.2. Assume Data 2.2, and let α ∈ Ns. Define α+ = (α1, . . . , αr, 0, . . . , 0) ∈ N
s and
α0 = (0, . . . , 0, αr+1, . . . , αs) ∈ N
s.
The following properties are clear from the definition.
Remark 3.3. Assume Data 2.2, and let α ∈ Ns.
(a) α = α+ + α0.
(b) (α+)0 = 0 and (α0)+ = 0.
(c) α · σ = α+ · σ.
The importance of distinguishing α+ from α0 can be seen in the following lemma, which shows
that we may ignore wr+1, . . . , ws for the purpose of computing minimal generators.
Lemma 3.4. Assume Data 2.2. Then after row operations on ξ corresponding to an automorphism
of k[w1, . . . , ws] which fixes w1, . . . , wr, we get w
α ∈ R(E) for all α ∈ Ns with α+ = 0.
Proof. By definition of r, for every i > r we have σi = 0. By (2.7), this means the last s−r rows of ξ
have entries in k. Now by Lemma 2.6(a,b), grade Is(ξ) = grade Fitt0(F/E) = grade ann(F/E) = 2,
so Is(ξ) 6= 0. Thus there is an invertible n× n matrix χ with entries in k such that
ξχ =
[
A B
0 Is−r
]
where Is−r is the (s − r) × (s − r) identity matrix, and A and B are arbitrary matrices of sizes
r × (n − s + r) and r × (s − r), respectively. We may perform row operations on ξ that involve
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subtracting multiples of the last s − r rows from the first r rows to assume that B = 0. Such row
operations correspond to automorphisms of k[w1, . . . , ws] fixing w1, . . . , wr. Now Remark 2.3 yields
[
T1 · · · Tn
]
χ =
[
w1 · · · ws
]
ξχ =
[
w1 · · · ws
] [A 0
0 Is−r
]
,
from which we get Tn−s+i = wi for all r < i ≤ s. Because all Tj ∈ R(E), this means wr+1, . . . , ws ∈
R(E). Therefore if α ∈ Ns has α+ = 0, meaning α = (0, . . . , 0, αr+1, . . . , αs), we get w
α =
w
αr+1
r+1 · · ·w
αs
s ∈ R(E). 
Now we are ready to give minimal generating sets for R(M)-modules of the form R(F )≥−c,∗.
Definition 3.5. Assume Data 2.2, and fix c ≥ 0. Set
Λc = {α ∈ N
s | α0 = 0 and α · σ ≥ c}.
For 1 ≤ i ≤ r, let
Ωc,i = {α ∈ N
s | αi > 0 and αj = 0 for j > i and c ≤ α · σ < c+ σi} ⊂ Λc
and set Ωc =
⋃r
i=1 Ωc,i ⊂ Λc. Define
Ac = {w
α | α ∈ Ns and α0 = 0 and α · σ < c}
and
Bc = {x
j
0x
k
1w
α | α ∈ Ωc and j + k = α · σ − c}.
We will see in Theorem 3.7 that Ac∪Bc is a minimal generating set for R(F )≥−c,∗. Observe that
for any monomial h ∈ Ac, we have −c < degx h ≤ 0, while any monomial h ∈ Bc has degx h = −c.
In fact, the set Ac consists of all monomials of x-degree > −c which do not involve x0, x1, or any wi
with i > r (which are the i with σi = 0). The set Bc is more complicated, but it may be thought of
as the set of all monomials of x-degree −c which do not involve any wi with i > r, and only include
just as many other wi as necessary to make the x-degree small enough. This is made precise in the
next lemma.
Lemma 3.6. Assume Data 2.2, and fix c > 0. Place a partial order on Ns such that α ≤ β if and
only if αi ≤ βi for all i. Then Ωc is the set of minimal elements of Λc under this partial order.
Proof. First, we show that every minimal element of Λc is in Ωc. Let α be a minimal element of
Λc. Choose i so that αi > 0 and αj = 0 for all j > i. From the definition of Λc, we have α
0 = 0.
This means αr+1 = · · · = αs = 0, therefore i ≤ r. We claim that α ∈ Ωc,i. Suppose not. Then since
α · σ ≥ c by definition of Λc, we must have α · σ ≥ c+ σi. Let β = (α1, . . . , αi−1, αi − 1, 0, . . . , 0) =
α− (0, . . . , 0, 1, 0, . . . , 0) (with the 1 in position i), which is in Ns since αi > 0. Moreover, β
0 = 0,
and β · σ = α · σ− σi ≥ c. Therefore β ∈ Λc. But β < α, contradicting the minimality of α. Hence
α ∈ Ωc,i ⊂ Ωc.
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Now we must show that every element of Ωc is minimal in Λc. Take α ∈ Ωc; then α ∈ Ωc,i
for some 1 ≤ i ≤ r. Consider β ∈ Λc with β ≤ α. Choose k so that βk > 0 and βj = 0 for
all j > k. Since β ≤ α, the largest nonzero index of α must be greater than or equal to the
largest nonzero index of β, that is, i ≥ k. This means that for j > i, αj = βj = 0. Further, the
inequalities β · σ ≥ c and α · σ < c + σi yield (α − β) · σ = α · σ − β · σ < (c + σi)− c = σi. Thus
σi > (α−β) ·σ =
∑s
j=1(αj−βj)σj =
∑i
j=1(αj−βj)σj , since αj = βj for j > i. But each coefficient
αj − βj is nonnegative, so if some αℓ 6= βℓ, we would have
∑i
j=1(αj − βj)σj ≥ σℓ ≥ σi, the latter
inequality because the σj are in non-increasing order. This contradiction means that we must have
αj = βj for all j, thus α = β. Hence α is minimal in Λc. 
Theorem 3.7. Assume Data 2.2, and fix c > 0. Let Ac and Bc be as defined in Definition 3.5.
(a) The image of Ac is a minimal generating set for the R(M)-module R(F )≥−c,∗/RR(F )−c,∗.
(b) Bc is a minimal generating set for the R(M)0,∗-module R(F )−c,∗.
(c) Ac ∪ Bc is a minimal generating set for the R(M)-module R(F )≥−c,∗.
Proof. (a) Let Ac be the image of Ac in R(F )≥−c,∗/RR(F )−c,∗. Since R(F )≥−c,∗ is generated by
monomials, to show that Ac is a generating set, it suffices to show that for any monomial h ∈ R(F )
with degx h ≥ −c, the image h ∈ R(F )≥−c,∗/RR(F )−c,∗ is in the R(M)-module generated by Ac.
Write h = xj0x
k
1w
β. First suppose β+ · σ < c. Then since (β+)0 = 0, if we set h′ = wβ
+
we have
h′ ∈ Ac. Since x
j
0x
k
1w
β0 has nonnegative x-degree, it is in R(M), therefore h = xj0x
k
1w
β0h′ is in
the R(M)-module generated by Ac. On the other hand, suppose c ≤ β
+ · σ = β · σ. Then since
−c ≤ degx h = j+ k−β ·σ, we have 0 ≤ β ·σ− c ≤ j+ k. Thus there are 0 ≤ j
′ ≤ j and 0 ≤ k′ ≤ k
such that j′ + k′ = β · σ − c. If we set h′ = xj
′
0 x
k′
1 w
β, then we have degx h
′ = j′ + k′ − β · σ = −c,
meaning h′ ∈ R(F )−c,∗. Therefore h = x
j−j′
0 x
k−k′
1 ∈ RR(F )−c,∗, so h = 0, which is certainly in the
R(M)-module generated by Ac. Hence Ac generates R(F )≥−c,∗/RR(F )−c,∗.
Because Ac consists of monomials, to see that it is a minimal generating set, it is enough to show
that no element of Ac divides another. Suppose there are h, h
′ ∈ Ac with h
′ | h, meaning there
is ℓ ∈ R(M) with h = h′ℓ. Write h = wα and h′ = wα
′
. The only way we can have h = h′ℓ is if
α′ ≤ α, in which case ℓ = wα−α
′
. Because ℓ ∈ R(M), we must have deg ℓ = −(α − α′) · σ ≥ 0,
so (α − α′) · σ ≤ 0. But each term in the sum (α − α′) · σ =
∑s
i=1(αi − α
′
i)σi is nonnegative, so
each (αi − α
′
i)σi must be 0. If i ≤ r, then σi > 0, so αi = α
′
i. If i > r, then αi = α
′
i = 0 by
the assumption that α0 = (α′)0 = 0. Thus α = α′ and therefore h = h′. Hence Ac is a minimal
generating set for R(F )≥−c,∗/RR(F )−c,∗.
(b) Since every monomial in Bc has x-degree −c, we have Bc ⊂ R(F )−c,∗. Since R(F )−c,∗
is generated by monomials, to show that Bc is a generating set it will suffice to show that any
monomial h ∈ R(F )−c,∗ is divisible by an element of Bc. Write h = x
j
0x
k
1w
β. Then
(3.8) − c = degx h = j + k − β · σ = j + k − β
+ · σ,
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so β+ · σ ≥ c. Also, (β+)0 = 0, therefore β+ ∈ Λc. By Lemma 3.6, there is α ∈ Ωc such that
α ≤ β+. Since α ∈ Λc, α · σ ≥ c. Thus 0 ≤ α · σ − c ≤ β
+ · σ − c = j + k (using (3.8)), so there
are 0 ≤ j′ ≤ j and 0 ≤ k′ ≤ k such that j′ + k′ = α · σ − c. Set h′ = xj
′
0 x
k′
1 w
α. Then h′ ∈ Bc since
α ∈ Ωc and j
′ + k′ = α · σ − c. Because j′ ≤ j, k′ ≤ k, and α ≤ β+ ≤ β, there is ℓ ∈ R(F ) such
that h = ℓh′. Since degx ℓ = degx h−degx h
′ = (−c)− (−c) = 0, we have ℓ ∈ R(M)0,∗. This proves
that h is divisible by an element of Bc, so Bc is a generating set for R(F )−c,∗.
To show minimality, since Bc consists of monomials, it is enough to show that no element of Bc
divides another. Suppose there are h, h′ ∈ Bc with h
′ | h. Write h = xj0x
k
1w
α and h′ = xj
′
0 x
k′
1 w
α′ .
Then α,α′ ∈ Ωc and α
′ ≤ α. By Lemma 3.6, α′ = α. Therefore j′+k′ = α′ ·σ−c = α ·σ−c = j+k,
but also j′ ≤ j and k′ ≤ k, therefore j′ = j and k′ = k. This shows that h′ = h, hence Bc is a
minimal generating set for R(F )−c,∗.
(c) It follows from (b) that Bc minimally generates the R(M)-module L defined in (a), and Ac
minimally generates R(F )≥−c,∗/L by (a). Thus, taken together, Ac ∪Bc generates R(F )≥−c,∗. For
minimality, it is enough to show that no element of Ac ∪ Bc divides another. But no element of
Ac is divisible by another element of Ac ∪ Bc by (a), and no element of Bc is divisible by another
element of Bc by (b). Finally, no element of Bc may be divisible by an element of Ac since every
element of Bc has x-degree −c while every element of Ac has x-degree > −c. Thus Ac ∪ Bc is a
minimal generating set for R(F )≥−c,∗. 
3.2. Generators of the equations of the Rees algebra. Now we will prove the main theorem.
In Theorem 2.9, we showed the equality R(E)≥dm−1,∗ = R(M)≥dm−1,∗. This allows us to compute
the contraction from Proposition 3.1 in x-degree ≥ dm, and thus determine the generators of
Km+1R(E) in these degrees using Theorem 3.7.
It may seem like we should be able to compute the minimal generators in x-degree dm − 1 as
well. However, because Theorem 3.7 gives a generating set as an R(M)-module, and we want a
generating set as an R(E)-module, the proof of Theorem 3.9 is not as simple as just applying
Theorem 3.7. Instead, it works by factoring out the x-degree dm−1 part of Km+1R(E), which only
allows us to compute the generators in x-degree ≥ dm. In §4, we will determine the generators in
x-degree dm − 1 when n = 3 and m = 1.
Theorem 3.9. Assume Data 2.2. Then the set
(3.10) {gm+1w
α | α ∈ Ns and α0 = 0 and α · σ ≤ dm+1 − dm}
is equal to the x-degree ≥ dm part of a minimal generating set for Km+1R(E) as an R(E)-module.
Proof. Observe that the set (3.10) is equal to gm+1Ac for c = dm+1 − dm + 1, where Ac is defined
in Definition 3.5. Let J = Km+1R(E). The claim that gm+1Ac is the part of a minimal generating
set of J having x-degree ≥ dm is equivalent to saying that the image of gm+1Ac in R(E)/RJdm−1,∗
is a minimal generating set of J≥dm−1,∗/RJdm−1,∗.
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From Proposition 3.1, J = (gm+1R(F )≥−dm+1,∗) ∩R(E). Therefore
J≥dm−1,∗ = (gm+1R(F ))≥dm−1,∗ ∩R(E)≥dm−1,∗ = (gm+1R(F )≥−c,∗) ∩R(E)≥dm−1,∗.
But R(E)≥dm−1,∗ = R(F )≥dm−1,∗ by Theorem 2.9, therefore
(3.11) J≥dm−1,∗ = gm+1R(F )≥−c,∗.
We claim that it is enough to show that R(F )≥−c,∗ = AcR(E) + RR(F )−c,∗. Indeed, if we
multiply this equation by gm+1 and use (3.11), we obtain J≥dm−1,∗ = gm+1AcR(E) + RJdm−1,∗.
This shows that gm+1Ac is a generating set for J≥dm−1,∗/RJdm−1,∗ over R(E). Minimality follows
because Ac, and therefore gm+1Ac, is minimal over the larger ring R(M) (Theorem 3.7(a)).
We now prove that R(F )≥−c,∗ = AcR(E) +RR(F )−c,∗. Theorem 3.7(a) says that Ac generates
R(F )≥−c,∗/RR(F )c,∗ as an R(M)-module, that is to say, R(F )≥−c,∗ = AcR(M) + RR(F )−c,∗.
It is clear that AcR(E) + RR(F )−c,∗ ⊂ AcR(M) + RR(F )−c,∗, so we just need to show that
AcR(M) ⊂ AcR(E) + RR(F )−c,∗. Because R(M) is generated by monomials, it suffices to show
that for any monomials h ∈ Ac and f ∈ R(M), we have hf ∈ AcR(E) +RR(F )−c,∗.
By Lemma 3.4, we may apply an automorphism of k[w1, . . . , ws] which fixes w1, . . . , wr, and
therefore fixes Ac, to assume that w
β0 ∈ R(E) for all β. From the definition of Ac, we may
write h = wα with α0 = 0 and α · σ < c. Also, write f = xj0x
k
1w
β, so that hf = xj0x
k
1w
α+β. If
(α+ β) · σ < c, then since (α+ β) · σ = (α+ β+) · σ, we have wα+β
+
∈ Ac. Thus hf is the product
of wα+β
+
∈ Ac and x
j
0x
k
1w
β0 ∈ R(E), meaning hf ∈ AcR(E).
On the other hand, if (α+β) ·σ ≥ c, then d := degx(w
α+β) ≤ −c. Since degx h > −c (as h ∈ Ac)
and degx f ≥ 0 (as f ∈ R(M)), we obtain degx(hf) ≥ −c. But degx(hf) = degx(x
j
0x
k
1w
α+β) =
j + k + d, so 0 ≤ −c − d ≤ j + k. Thus there are 0 ≤ j′ ≤ j and 0 ≤ k′ ≤ k such that
j′ + k′ = −c− d. Set ℓ = xj
′
0 x
k′
1 w
α+β. Then degx ℓ = j
′ + k′ + d = −c, so ℓ ∈ R(F )−c,∗. Therefore
hf = (xj−j
′
0 x
k−k′
1 )ℓ ∈ RR(F )−c,∗.
In either case, hf ∈ AcR(E) +RR(F )−c,∗, which proves the claim that R(F )≥−c,∗ = AcR(E) +
RR(F )−c,∗. Therefore the image of gm+1Ac minimally generates J≥dm,∗/RJdm−1,∗ as an R(E)-
module. For every α ∈ Ns with α0 = 0 and α · σ < c, we get a generator gm+1w
α ∈ gm+1Ac having
bidegree (dm+1 − α · σ,
∑r
i=1 αi + 1). 
The bidegrees of the minimal generators given in Theorem 3.9 may be computed:
Corollary 3.12. Assume Data 2.2. Then Km+1R(E) has a minimal generating set whose elements
of x-degree ≥ dm lie in bidegrees (dm+1 − α · σ,
∑r
i=1 αi + 1) for each α ∈ N
s with α0 = 0 and
α · σ ≤ dm+1 − dm. In particular, the only minimal generator of Km+1R(E) having x-degree dm+1
is gm+1, and all other minimal generators of Km+1R(E) have x-degree < dm+1.
Proof. Since gm+1 has bidegree (dm+1, 1), for every α ∈ N
s with α0 = 0 and α · σ ≤ dm+1 − dm,
the element gm+1w
α has bidegree (dm+1 − α · σ,
∑r
i=1 αi + 1), so the first claim follows from
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Theorem 3.9. The second claim comes from noticing that if α0 = 0 ad α 6= 0, then degx(w
α) < 0,
therefore degx(gm+1w
α) < dm+1. 
As a consequence, we get Corollary 3.13, which gives the bidegrees of the minimal generators
of K having x-degree at least dn−2. For example pictures of these bidegrees, see Tables 1, 2, and
3. The row represents T -degree, the column represents x-degree, and the numbers in the table are
the number of generators in the corresponding bidegree. Only the minimal generators lying on the
right of the vertical line are given in Corollary 3.13. Note the patterns in these tables: in cases (i)
and (iii), the generators lie on a line of slope −1/σ1; while in case (ii), the generators lie between
a line of slope −1/σ1 and a line of slope −1/σ2.
Corollary 3.13. Assume Data 2.2 with m = n − 2. Then s = 2 and σ1 + σ2 =
∑n−2
i=1 di, and the
minimal generators of K having x-degree ≥ dn−2 consist of the generator gn−2 and any other gm
having bidegree (dn−2, 1), and also:
(i) If σ2 = 0: one generator of bidegree (dn−1 − jσ1, j + 1) for each integer j with 0 ≤ j ≤
dn−1−dn−2
σ1
.
(ii) If σ1 > σ2 > 0: one generator of bidegree (dn−1 − iσ1 − (j − i)σ2, j + 1) for each pair of
integers (j, i) with 0 ≤ j ≤ dn−1−dn−2σ2 and 0 ≤ i ≤ min{j,
dn−1−dn−2−jσ2
σ1−σ2
}.
(iii) If σ1 = σ2: j + 1 generators of bidegree (dn−1 − jσ1, j + 1) for each integer j with 0 ≤ j ≤
dn−1−dn−2
σ1
.
Proof. The equalities s = 2 and σ1 + σ2 =
∑n−2
i=1 di come from Lemma 2.6. Since K = Kn−1, a
generating set for K consists of the lifts of generating sets of each quotient Km+1/Km ∼= Km+1R(Em)
for 1 ≤ m ≤ n − 2. For m < n − 2, Corollary 3.12 says that besides gm+1, all the minimal
generators of Km+1R(Em) have x-degree less than dm+1. Since dm+1 ≤ dn−2, the only generator
of Km+1R(Em) that could possibly have x-degree at least dn−2 is gm+1. The remaining generators
with x-degree at least dn−2 must come from generators of Kn−1R(En−2).
The bidegrees of the minimal generators of Kn−1R(En−2) are given in Corollary 3.12. If σ2 = 0,
then r = 1, so we only consider those pairs (α1, α2) with α2 = 0. Setting j = α1, we see that
Kn−1R(En−2) has a minimal generator in bidegree (dn−1−jσ1, j+1) for all j with jσ1 ≤ dn−1−dn−2.
If σ2 > 0, then r = 2. Set i = α1 and j = α1+α2. Then Kn−1R(En−2) has a minimal generator in
bidegree (dn−1− iσ1− (j− i)σ2, j+1) for all i, j with iσ1+(j− i)σ2 ≤ dn−1−dn−2. If σ1 > σ2, then
these bidegrees are all distinct. For if (dn−1−iσ1−(j−i)σ2, j+1) = (dn−1−i
′σ1−(j
′−i′)σ2, j
′+1),
then certainly j = j′. But then i(σ1 − σ2) = i
′(σ1 − σ2), whence i = i
′. If σ1 = σ2, on the other
hand, these bidegrees reduce to (dn−1 − jσ1, j + 1), and there is one generator in this bidegree for
each 0 ≤ i ≤ j, for a total of j + 1 generators. 
The condition σ2 = 0 in Corollary 3.13 has geometric significance, as we see in the next propo-
sition, a consequence of the results in [8]. The proposition only holds if dn−2 < dn−1, for if
dn−2 = dn−1, then the matrix ϕn−2 consisting of all but the last column of ϕ is not an invariant.
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5 1
4 1
3 1
2 1
1 1 1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Table 1. An example of case (i), with n = 3, d1 = 3, d2 = 16, σ1 = 3, and σ2 = 0.
7
6 1 1
5 1 1 1 1
4 1 1 1 1
3 1 1 1
2 1 1
1 1 1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Table 2. An example of case (ii), with n = 3, d1 = 5, d2 = 16, σ1 = 3, and σ2 = 2.
7 7
6 6
5 5
4 4
3 3
2 2
1 1 1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Table 3. An example of case (iii), with n = 3, d1 = 4, d2 = 16, σ1 = 2, and σ2 = 2.
However, if dn−2 = dn−1, then the only minimal generators of K having x-degree ≥ dn−2 are some of
the gm, so there is no difference between the cases in Corollary 3.13. The birationality assumption
is also mild, as any rational curve C may be reparametrized so that the morphism Φ : P1k → C is
birational, as shown in [20]. It is not known whether there is any geometric meaning of the values
of σ1 and σ2 when they are both positive.
Proposition 3.14. Assume Data 2.2 with m = n− 2. Let f1, . . . , fn be a minimal generating set
of I and let Φ : P1k → C ⊂ P
n−1
k be the morphism defined by (f1 : · · · : fn). Assume k is algebraically
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closed and Φ is birational onto its image C, and assume dn−2 < dn−1. Then σ2 = 0 if and only if
C has a point of multiplicity greater than dn−2 (which must then have multiplicity dn−1).
Proof. Let p = (a1 : · · · : an) ∈ P
n−1
k be a point. By [8, Theorem 1.8], the multiplicity of p on C is
deg gcd I1(aϕ) where a = [a1 · · · an]. We may write aϕ = [h1 · · · hn−1] where hi is homogeneous
of degree di, so that the multiplicity of p on C is deg gcd(h1, . . . , hn−1). By assumption, di < dn−1
for 1 ≤ i ≤ n − 2. Thus the only way that the gcd of h1, . . . , hn−1 can have degree greater than
dn−2 is if h1 = · · · = hn−2 = 0, in which case the gcd will have degree dn−1. Therefore C has a
point of multiplicity greater than dn−2 if and only if some linear combination of the rows of ϕ is
zero except for the last column. This is the same as saying that some linear combination of the
rows of ϕn−2 is zero. From the exact sequence (2.7), this will occur if and only if σ2 = 0. 
3.3. A recursive procedure for the generators. While Theorem 3.9 gives the generators as el-
ements of R[w1, . . . , ws], we seek the generators as elements of S = R[T1, . . . , Tn]. In Corollary 3.17,
we show how the generators in S may be computed. For specific examples, see Example 3.21 and
Example 3.22. The algorithm hinges on the following way to multiply by wi in S.
Proposition 3.15. Assume Data 2.2. For 1 ≤ i ≤ s, let ξi be the i
th row of ξ and let ξi be the
matrix obtained by deleting the ith row from ξ. Let ρi = [ρi1 · · · ρ
i
m+1] be the n × (m + 1) matrix
whose columns generate the kernel of ξi. Set pij = ξiρ
i
j ∈ R and set q
i
j = [T1 · · · Tn]ρ
i
j ∈ S∗,1. Then
(a) For each i, (pi1, . . . , p
i
m+1)dm−1+σi = Rdm−1+σi .
(b) For each i and j, we have qij = p
i
jwi in R(E) ⊂ R(F ).
Proof. (a) Let h ∈ R be a form of degree dm− 1+σi. Then [0 · · · h · · · 0]
T ∈ F (with h in the ith
position) has degree dm − 1. By Lemma 2.6, (F/E)dm−1 = 0, and since F/E = coker ξ by (2.7), ξ
is surjective in degree dm − 1. Thus there is u ∈ R
n such that
(3.16) ξu =


0
...
h
...
0


.
This means that u ∈ ker ξi = im ρi, so u = a1ρ
i
1+ · · ·+am+1ρ
i
m+1 for some a1, . . . , am+1 ∈ R. Then
the ith row of (3.16) yields
h = ξiu = a1ξiρ
i
1 + · · ·+ am+1ξiρ
i
m+1 = a1p
i
1 + · · · + am+1p
i
m+1.
Therefore h ∈ (pi1, . . . , p
i
m+1) for all h ∈ Rdm−1+σi , hence (p
i
1, . . . , p
i
m+1)dm−1+σi = Rdm−1+σi .
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(b) Since ρij is in the kernel of ξ
i (the matrix consisting of all but the ith row of ξ),
ξρij =


0
...
ξiρ
i
j
...
0


=


0
...
pij
...
0


with pij appearing in the ith row. Thus, using Remark 2.3,
qij =
[
T1 · · · Tn
]
ρij =
[
w1 · · · ws
]
ξρij =
[
w1 · · · ws
]


0
...
pij
...
0


= pijwi. 
Corollary 3.17. Assume Data 2.2. Define the polynomials pij and q
i
j as in Proposition 3.15.
For each α ∈ Ns with α0 = 0 and α · σ ≤ dm+1 − dm, we recursively construct forms hα ∈ S
of bidegree (dm+1 − α · σ,
∑r
i=1 αi + 1) as follows. Set h0 = gm+1. For α 6= 0, choose any i
such that αi > 0, and assume we have constructed h(α1,...,αi−1,...,αs). Write h(α1,...,αi−1,...,αs) =
a1p
i
1 + · · · + am+1p
i
m+1 for some a1, . . . , am+1 ∈ S (which we may do by Proposition 3.15(a) since
the x-degree of h(α1,...,αi−1,...,αs) is at least dm+σi), then set hα = a1q
i
1+ · · ·+am+1q
i
m+1. Then the
images of {hα} in R(E) are uniquely determined and form the x-degree ≥ dm part of a minimal
generating set of Km+1R(E).
Proof. Let A = {α ∈ Ns | α0 = 0 and α · σ ≤ dm+1 − dm}. By Theorem 3.9, the x-degree ≥ dm
part of a minimal generating set for Km+1R(E) is given by {gm+1w
α | α ∈ A}. Thus we are done
if we can show that hα = gm+1w
α in R(E). We use induction on ℓ :=
∑
αi. If ℓ = 0, then α = 0,
and by definition h0 = gm+1 = gm+1w
0.
Now suppose ℓ > 0. By construction, there is i for which αi > 0 and a1, . . . , am+1 ∈ S such that
h(α1,...,αi−1,...,αs) = a1p
i
1 + · · ·+ am+1p
i
m+1 and hα = a1q
i
1 + · · ·+ am+1q
i
m+1. Then
hα = a1q
i
1 + · · · + am+1q
i
m+1
= a1p
i
1wi + · · ·+ am+1p
i
m+1wi by Proposition 3.15(b)
= h(α1,...,αi−1,...,αs)wi
= (gm+1w
α1
1 · · ·w
αi−1
i · · ·w
αs
s )wi by induction
= gm+1w
α.
Therefore hα = gm+1w
α for all α ∈ A. 
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When m = 1, the process in Corollary 3.17 may be represented in terms of Sylvester forms (or
Jacobian duals). In fact, when n = 3 (so that there are only two σs) and σ2 = 0, the procedure
in Corollary 3.17 agrees with the one given in [6, Theorem 2.10]. It is also similar to the iterated
Jacobian dual construction in [1, §4], although we use Sylvester forms with respect to multiple
regular sequences pi1, p
i
2. Before stating the result, we give the definition of Sylvester forms.
Let p1, p2 ∈ R be homogeneous polynomials which form a regular sequence. Consider forms
f, g ∈ S such that f, g ∈ (p1, p2)S. Then we may (non-uniquely) write f = f1p1 + f2p2 and
g = g1p1 + g2p2. We will, by abuse of notation, refer to the determinant
sylp1,p2(f, g) = det
[
f1 g1
f2 g2
]
as the Sylvester form of f, g with respect to p1, p2. The Sylvester form sylp1,p2(f, g) is not uniquely
determined, but its image in S/(f, g) is unique ([17, Proposition 3.8.1.6]).
Proposition 3.18. Assume Data 2.2 with m = 1. Define pi1, p
i
2 as in Proposition 3.15. Then
for all i, the polynomials pi1, p
i
2 form a regular sequence, and for any form h ∈ S with x-degree
≥ d1 − 1 + σi, the image of the Sylvester form sylpi
1
,pi
2
(g1, h) in R(E) = S/(g1) is a nonzero scalar
multiple of hwi. In particular, the polynomials hα of Corollary 3.17 may be defined, up to scalar
multiples, as hα = sylpi
1
,pi
2
(g1, h(α1,...,αi−1,...,αs)) for any i such that αi > 0.
Proof. That pi1, p
i
2 form a regular sequence is immediate from Proposition 3.15(a). Recall the
matrix ρi from Proposition 3.15. Let δi1, δ
i
2 be the degrees of the columns of ρ
i. We claim that
δi1 + δ
i
2 = d1 − σi. First, since ξ
i is all but the ith row of ξ, there is a surjection coker ξ ։ coker ξi.
By Lemma 2.6(a,b), coker ξ is Artinian, so coker ξi is Artinian as well. Since R is a two-dimensional
regular ring, there is a free resolution
0→ R(−δi1)⊕R(−δ
i
2)
ρi
−→ Rn
ξi
−→
⊕
j 6=i
R(σj)→ coker ξ
i → 0.
By computing the Hilbert polynomial and using that coker ξi is Artinian, we see that δi1 + δ
i
2 =∑
j 6=i σj. But
∑
σj = d1 by Lemma 2.6(e), hence δ
i
1 + δ
i
2 = d1 − σi.
Now let h ∈ R(E) be homogeneous of x-degree ≥ d1−1+σi. Then by Proposition 3.15(a), there
are a1, a2 ∈ R(E) such that h = a1p
i
1 + a2p
i
2. Recall that ρ
i generates the kernel of ξi, the matrix
obtained by removing the ith row of ξ. Since ξϕ1 = 0 from (2.7), ϕ1 is in the kernel of ξ
i, therefore
ϕ1 = ρ
iλ for some 2× 1 column vector λ with entries in R. Then[
pi1 p
i
2
]
λ = ξiρ
iλ = ξiϕ1 = 0.
Since pi1, p
i
2 are a regular sequence, this means
λ =
[
−cpi2
cpi1
]
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for some c ∈ R. Thus
(3.19) g1 =
[
T1 · · · Tn
]
ϕ1 =
[
T1 · · · Tn
]
ρiλ =
[
qi1 q
i
2
]
λ = c(pi1q
i
2 − p
i
2q
i
1).
Now pij has x-degree σi+δj , while q
i
j has x-degree δj . Because we have shown that δ
i
1+δ
i
2 = d1−σi,
we have degx(p
i
1q
i
2− p
i
2q
i
1) = σi+ δ
i
1+ δ
i
2 = d1 = degx g1, hence c ∈ k. We cannot have c = 0, or we
would get ϕ1 = ρ
iλ = ρi · 0 = 0, which is impossible. Therefore c is a unit. Since h = a1p
i
1 + a2p
i
1
and g1 = (cq
i
2)p
i
1 + (−cq
i
1)p
i
2 by (3.19), the definition of the Sylvester form yields
sylpi
1
,pi
2
(g1, h) = det
[
cqi2 a1
−cqi1 a2
]
= c(a1q
i
1 + a2q
i
2).
But by Proposition 3.15(b), a1q
i
1 + a2q
i
2 = a1p
i
1wi + a2p
i
2wi = hwi, so sylpi
1
,pi
2
(g1, h) = chwi.
Because we showed in the proof of Corollary 3.17 that hα = h(α1,...,αi−1,...,αs)wi in R(E), the final
claim follows. 
3.4. Some examples.
Example 3.20 (compare [22, Theorem 3.6]). Assume I is almost linearly presented, meaning
d1 = · · · = dn−2 = 1 and dn−1 = c ≥ 1. First, Lemma 2.6(e) gives σ1 + σ2 =
∑n−2
i=1 di = n− 2. By
Theorem 2.9, the modules E = En−2 and M = m
σ1(σ1) ⊕ m
σ2(σ2) agree in degree ≥ 0, but they
are both generated in degree 0, so E ∼= M . Thus by Proposition 2.5, after an automorphism of
S = R[T1, . . . , Tn], the ideal of equations of R(E) is generated by the 2× 2 minors of the matrix[
x0 T1 T2 · · · Tσ1 Tσ1+2 Tσ1+3 · · · Tn−1
x1 T2 T3 · · · Tσ1+1 Tσ1+3 Tσ1+4 · · · Tn
]
.
In particular, there are n−2 generators of bidegree (1, 1) and 12(n−2)(n−3) generators of bidegree
(0, 2). The ideal K of equations of R(I) is generated by these equations, plus a lift of a minimal
generating set of KR(E).
By (3.11) with m = n− 2, this ideal is KR(E) = gn−1R(F )≥−c,∗ where F = R(σ1)⊕R(σ2). We
may compute the generators of this ideal directly from Theorem 3.7: they are just the elements of
gn−1Ac ∪ gn−1Bc. The set gn−1Ac consists of the minimal generators of KR(E) having x-degree
> 0, and equals
{gn−1w
α1
1 w
α2
2 | α1σ1 + α2σ2 ≤ c− 1} if σ2 > 0
{gn−1w
α1
1 | α1σ1 ≤ c− 1} if σ2 = 0.
We can translate from w’s to T ’s by the equations Tj+1 = x
σ1−j
0 x
j
1w1 and Tσ1+j+2 = x
σ2−j
0 x
j
1w2
(see Proposition 2.5). The bidegrees of these minimal generators are listed in Corollary 3.13.
We can also compute the minimal generators of x-degree 0, which are the elements of gn−1Bc.
To do this, we must first determine the set Ωc of Definition 3.5. There are two cases. First, suppose
σ2 = 0. Then r = 1, so
Ωc = Ωc,1 = {(β1, 0) | c ≤ β1σ1 < c+ σ1}.
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This is just Ωc = {(k, 0)} where k = ⌈
c
σ1
⌉. Let ℓ = kσ1 − c; note that 0 ≤ ℓ < σ1. Then gn−1Bc
consists of ℓ+ 1 elements of bidegree (0, k + 1), namely
{gn−1x
ℓ−j
0 x
j
1w
k
1 | 0 ≤ j ≤ ℓ}.
Second, suppose σ2 > 0. Then r = 2, so Ωc = Ωc,1 ∪ Ωc,2. As above, Ωc,1 = {(k, 0)} where
k = ⌈ cσ1 ⌉. Again, setting ℓ = kσ1 − c, gn−1Bc has ℓ+ 1 elements of bidegree (0, k + 1), namely
{gn−1x
ℓ−j
0 x
j
1w
k
1 | 0 ≤ j ≤ ℓ}.
In this case, however, we also have
Ωc,2 = {(α1, α2) | α2 > 0 and c ≤ α1σ1 + α2σ2 < c+ σ2}.
To have (α1, α2) ∈ Ωc,2, we must have α1σ1 < c+ σ2, thus α1 < ⌈
c+σ2
σ1
⌉. Once we have chosen α1,
the condition c − α1σ1 ≤ α2σ2 < c − α1σ1 + σ2 forces α2 = ⌈
c−α1σ1
σ2
⌉. Hence (α1, α2) ∈ Ωc,2 come
in pairs of the form (i, v(i)) where 0 ≤ i < ⌈ c+σ2σ1 ⌉ and v(i) = ⌈
c−iσ1
σ2
⌉. Let ℓ(i) = iσ1 + v(i)σ2 − c,
so that 0 ≤ ℓ(i) < σ2. Therefore the remaining part of gn−1Bc consists of ℓ(i) + 1 generators of
bidegree (0, i + v(i) + 1) for each 0 ≤ i < ⌈ c+σ2σ1 ⌉, namely
{gn−1x
ℓ(i)−j
0 x
j
1w
i
1w
v(i)
2 | 0 ≤ i <
⌈
c+ σ2
σ1
⌉
}.

Example 3.21 (compare [6, Theorem 2.10] and [19, Corollary 3.10]). Assume n = 3 and assume
that the entries of the first column of ϕ are linearly dependent. Thus after row operations on ϕ,
we have
ϕ =


γ1 δ1
γ2 δ2
0 δ3

 .
Since ϕ1 = [γ1 γ2 0]
T, the resolution (2.8) becomes
0→ R(−d1)⊕R
ξT
−→ R3
ϕT
1−−→ R(d1)→ Ext
2
R(F/E,R)→ 0
where the image of ξT is the kernel of [γ1 γ2 0], meaning
ξ =
[
−γ2 γ1 0
0 0 1
]
.
In particular, σ1 = d1, σ2 = 0, s = 2, and r = 1. Then by Theorem 3.9, the minimal generators
of K besides g1 having x-degree ≥ d1 are g2w
α1
1 for α1 ∈ N such that α1σ1 ≤ d2 − d1, or in other
words, 0 ≤ α1 ≤
d2
d1
− 1.
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To compute these generators, we will use Corollary 3.17. The matrix ρ1 defined in Proposition 3.15
is the syzygy matrix of the matrix obtained by deleting the first row of ξ, which is [0 0 1], thus
ρ1 =


1 0
0 1
0 0

 .
Following Proposition 3.15, we have[
p11 p
1
2
]
=
[
−γ2 γ1 0
]
ρ1 =
[
−γ2 γ1
]
and [
q11 q
1
2
]
=
[
T1 T2 T3
]
ρ1 =
[
T1 T2
]
.
Now Corollary 3.17 says that the generators of K can be computed recursively. Let h(0,0) = g2,
and for any 1 ≤ α1 ≤
d2
d1
− 1, write h(α1−1,0) = a1p
1
1 + a2p
1
2 = −a1γ2 + a2γ1, then set h(α1,0) =
a1q
1
1 + a2q
1
2 = a1T1 + a2T2. These h(α1,0), together with g1, are all the minimal generators of
K having x-degree at least d1. We will determine the minimal generators of x-degree d1 − 1 in
Example 4.10. 
Example 3.22 (compare [2, Proposition 3.4] and [6, Theorem 5.4]). Assume n = 3 and d1 = 2.
We may assume that the entries of the first column of ϕ are linearly independent, for the other
case was considered in Example 3.21. Then after row operations, we may write
ϕ =


x20 δ1
x0x1 δ2
x21 δ3

 .
Then the resolution (2.8) is
0→ R(−1)⊕R(−1)
ξT
−→ R3
ϕT
1−−→ R(2)→ Ext2R(F/E,R)→ 0
where
ξ =
[
−x1 x0 0
0 −x1 x0
]
.
In particular, σ1 = σ2 = 1, s = 2, and r = 0. By Theorem 3.9, the minimal generators of K besides
g1 having x-degree ≥ 2 are g2w
α1
1 w
α2
2 for α1, α2 ∈ N such that α1 + α2 ≤ d2 − 2.
Now let us use Corollary 3.17 to compute the precise generating set. Let ρ1 and ρ2 be the syzygy
matrices of the matrices obtained by deleting the first and second row of ξ, respectively. That is,
ρ1 =


1 0
0 x0
0 x1

 and ρ2 =


0 x0
0 x1
1 0

 .
Therefore [
p11 p
1
2
]
=
[
−x1 x0 0
]
ρ1 =
[
−x1 x
2
0
]
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[
p21 p
2
2
]
=
[
0 −x1 x0
]
ρ2 =
[
x0 −x
2
1
]
[
q11 q
1
2
]
=
[
T1 T2 T3
]
ρ1 =
[
T1 x0T2 + x1T3
]
[
q21 q
2
2
]
=
[
T1 T2 T3
]
ρ2 =
[
T3 x0T1 + x1T2
]
.
Now we are ready to apply the algorithm from Corollary 3.17. Let h(0,0) = g2. Suppose we have
computed h(α1,α2) for some α1, α2 with α1 + α2 < d2 − 2. Write h(α1,α2) = −a1x1 + a2x
2
0 =
b1x0 − b2x
2
1. (We can do this since degx h(α1,α2) ≥ 2.) Set h(α1+1,α2) = a1T1 + a2(x0T2 + x1T3) and
h(α1,α2+1) = b1T3+b2(x0T1+x1T2). By Corollary 3.17, the polynomials h(α1,α2) constructed in this
way coincide with the generators g2w
α1
1 w
α2
2 . 
4. The case of plane curves
Let n = 3, so that I = (f1, f2, f3) and C is a plane curve. In this case, we can actually
compute a generating set for each slice Ki,∗ with i ≥ d1 − 1, in Theorem 4.8. In particular, we get
a generating set of K≥d1−1,∗ by combining the generators of Kd1−1,∗ from Theorem 4.8 with the
minimal generators of K in x-degree ≥ d1 from Theorem 3.9. Unfortunately, the generating set for
Ki,∗ in Theorem 4.8 is usually not minimal.
Observe that K1 = (g1) : m
∞ = (g1), meaning R(E1) = S(E1) = S/(g1). Thus to determine K,
it suffices to compute K/K1 = KR(E1) = K2R(E1). To accomplish this, we will first determine
the k[T1, T2, T3]-module structure of R(F )i,∗. This is carried out in the next two lemmas and
Proposition 4.4, where we show that R(F )i,∗ is generated as a k[T1, T2, T3]-module in T -degrees 0
and 1 for all i ≥ −1.
Lemma 4.1. Let ζ be an n × (n − 1) matrix and let η be an (n − 1) × n matrix with coefficients
in m, such that ηζ = fIn−1 for some f ∈ R. Assume that grade In−1(ζ) = 2. Then f ∈ In−1(ζ).
Proof. Let χ be the 1 × n row matrix consisting of the signed minors of ζ. By the Hilbert-Burch
theorem, im(χT) = ker(ζT). By the Hilbert syzygy theorem, coker η has minimal free resolution
0→ F
ϑ
−→ Rn
η
−→ Rn−1 → coker η → 0
where F is a free R-module. We have f ∈ annR(coker η), so rank(coker η) = 0. Using the additivity
of rank, we see that rankF = 1, hence ϑ is an n× 1 column matrix.
Now η(ζη− fIn) = ηζη− fη = (ηζ − fIn−1)η = 0, so im(ζη− fIn) ⊂ ker η = imϑ. Thus there is
a row matrix λ : Rn → R such that ζη − fIn = ϑλ. Then ϑ(λζ) = ζηζ − fζ = ζ(ηζ − fIn−1) = 0.
Since ϑ is injective, this means λζ = 0. Hence im(λT) ⊂ ker(ζT) = im(χT), so there is g ∈ R such
that λ = gχ. We conclude that ζη − gϑχ = fIn.
Set
ζ ′ =
[
ζ −gϑ
]
and η′ =
[
η
χ
]
.
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These are both n× n matrices, and ζ ′η′ = ζη − gϑχ = fIn. It follows that η
′ζ ′ = fIn. But
η′ζ ′ =
[
ηζ −gηϑ
χζ −gχϑ
]
,
so we get f = −gχϑ = χ(−gϑ). Therefore f ∈ imχ = In−1(ζ). 
In order to compare R(E) = R(E1) and R(F ) in high T -degrees, we first compare them in
bidegree (−1, 2). This will be used as the base case in the proof of Proposition 4.4.
Lemma 4.2. Assume Data 2.2 with n = 3 and m = 1. Then R(F )−1,2 = R(E)0,1R(F )−1,1.
Proof. Recall that R(F ) = R[w1, w2], with degwi = (−σi, 1). Then
R(F )−1,1 = Rσ1−1w1 ⊕Rσ2−1w2
R(F )−1,2 = R2σ1−1w
2
1 ⊕Rσ1+σ2−1w1w2 ⊕R2σ2−1w
2
2.
Because dimkRℓ = ℓ+ 1 for any ℓ, we get dimkR(F )−1,1 = σ1 + σ2 = d1, while dimkR(F )−1,2 =
3σ1 + 3σ2 = 3d1. Set T = [T1 T2 T3], considered as a function T : R(F )
3
−1,1 → R(F )−1,2. Since
R(E)0,1 = kT1 + kT2 + kT3, we have R(E)0,1R(F )−1,1 = im(T). It will suffice to show that T
is injective, for then dimk(R(E)0,1R(F )−1,1) = 3(dimkR(F )−1,1) = 3d1 = dimkR(F )−1,2, which
implies the equality R(E)0,1R(F )−1,1 = R(F )−1,2.
Suppose [p1 p2 p3]
T ∈ ker(T), with pi ∈ R(F )−1,1. From Remark 2.3, [w1 w2]ξ = [T1 T2 T3].
Thus
0 = T


p1
p2
p3

 = [w1 w2] ξ


p1
p2
p3


which we can rewrite as [
p1 p2 p3
]
ξT
[
w1
w2
]
= 0.
Since w1, w2 is a regular sequence in R(F ), there is f ∈ R(F )d1−1,0 = Rd1−1 such that
(4.3)
[
p1 p2 p3
]
ξT =
[
−fw2 fw1
]
.
For a, b ∈ k, denote by pi(a, b) ∈ R the evaluation of pi at (w1, w2) = (a, b). Let
η =
[
p1(0,−1) p2(0,−1) p3(0,−1)
p1(1, 0) p2(1, 0) p3(1, 0)
]
.
Then (4.3) gives
ηξT =
[
−f · (−1) f · 0
−f · 0 f · 1
]
= fI2.
By Lemma 4.1, f ∈ I2(ξ
T).
Recall the exact sequence (2.8), which in this setting is
0→ R(−σ1)⊕R(−σ2)
ξT
−→ R3
ϕTm−−→ R(d1)→ Ext
2
R(F/E,R)→ 0.
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By the Hilbert-Burch theorem, I2(ξ
T) = I1(ϕ
T
m), therefore f ∈ I2(ξ
T) = I1(ϕm). But f ∈ Rd1−1,
while I1(ϕm) is generated in degree d1, therefore f = 0. Hence by (4.3), [p1 p2 p3]ξ
T = 0, so
[p1 p2 p3]
T ∈ ker ξ. Recall from (2.7) that ker ξ = imϕm, which is generated in degree d1. However,
degx pi ≤ σ2 − 1 < d1, so we must have pi = 0, hence T is injective as claimed. 
The next proposition shows that R(M) is generated as a module over R(E)0,∗ = k[T1, T2, T3] in
T -degrees 0 and 1.
Proposition 4.4. Assume Data 2.2 with n = 3 and m = 1. Let U = R(E)0,∗ = k[T1, T2, T3].
Then R(F )i,∗ = UR(F )i,0 + UR(F )i,1 for all i ≥ −1.
Proof. We first show by induction on j that
R(F )−1,j = UjR(F )−1,0 + Uj−1R(F )−1,1.
For j = 0 and j = 1 this is clear. For j ≥ 2,
R(F )−1,j = R(F )−1,2R(F )0,j−2
= U1R(F )−1,1R(F )0,j−2 by Lemma 4.2
= U1R(F )−1,j−1
= U1(Uj−1R(F )−1,0 + Uj−2R(F )−1,1) by induction
= UjR(F )−1,0 + Uj−1R(F )−1,1.
This proves that R(F )−1,∗ = UR(F )−1,0+UR(F )−1,1. Multiplying both sides by Ri+1 = R(F )i+1,0
gives R(F )i,∗ = UR(F )i,0 + UR(F )i,1. 
By Proposition 4.4, the U -module R(M) is generated in T -degrees 0 and 1. In T -degree 0,
R(M)∗,0 is just the ringR = k[x0, x1]. To understandR(M)∗,1 as a U -module, recall thatR(E)∗,1 =
E and R(M)∗,1 = M = F≥0. Therefore R(M)∗,1/R(E)∗,1 = (F/E)≥0. The free resolution of F/E
was given in Lemma 2.6(a):
(4.5) 0→ R(−d1)
ϕ1
−→ R3
ξ
−→ R(σ1)⊕R(σ2)→ F/E → 0.
Remark 4.6. Assume Data 2.2 with n = 3 and m = 1. Let HF/E(i) be the Hilbert function of
F/E. Then for all −1 ≤ i ≤ d1 − 1, we have HF/E(i) = d1 − i− 1.
Proof. Recall from Lemma 2.6(e) that σ1 + σ2 = d1. Then this is a straightforward computation
from (4.5). 
For −1 ≤ i ≤ d1 − 1, we have the following refinement of Proposition 4.4.
Proposition 4.7. Assume Data 2.2 with n = 3 and m = 1. Let U = R(E)0,∗ = k[T1, T2, T3].
Then for all −1 ≤ i ≤ d1− 1, there is an isomorphism R(F )i,∗ ∼= U
i+1⊕Ud1−i−1(−1) under which
R(E)i,∗ ∼= U
i+1.
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Proof. The vector space R(F )i,0 is generated by x
i
0, x
i−1
0 x1, . . . , x
i
1, so it has dimension i + 1. By
Remark 4.6, dimk(Fi/Ei) = d1 − i − 1. Thus there are elements pi,1, . . . , pi,d1−i−1 ∈ Fi = R(F )i,1
whose images in Fi/Ei form a basis. Since Ei = R(E)i,1 = U1R(E)i,0 = U1R(F )i,0, the vector
space R(F )i,1/U1R(F )i,0 is generated by the images of p1, . . . , pd1−i−1. Now consider the map
U i+1 ⊕ Ud1−i−1(−1) → R(F )i,∗ given by [x
i
0 · · · x
i
1 p1 · · · pd1−i−1]. Then the image of this map
containsR(F )i,0, and it contains R(F )i,1. SinceR(F )i,∗ = UR(F )i,0+UR(F )i,1 by Proposition 4.4,
it is a surjective map, and it sends U i+1 to R(E)i,∗ = Ux
i
0 + · · · + Ux
i
1. To show that it is
actually an isomorphism U i+1 ⊕ Ud1−i−1(−1) ∼= R(F )i,∗, it suffices to show that the U -modules
U i+1 ⊕ Ud1−i−1(−1) and R(F )i,∗ have the same Hilbert function.
The Hilbert function of the former is
HU i+1⊕Ud1−i−1(−1)(j) = (i+ 1)
(
j + 2
2
)
+ (d1 − i− 1)
(
j + 1
2
)
= (i+ 1)(j + 1) + d1
(
j + 1
2
)
.
To compute the Hilbert function of R(F )i,∗, note that a basis for R(F )i,j consists of monomials
xk0x
ℓ
1w
j−a
1 w
a
2 where k + ℓ = (j − a)σ1 + aσ2 + i. Thus
HR(F )i,∗(j) =
j∑
a=0
((j − a)σ1 + aσ2 + i+ 1)
= σ1
j∑
a=0
(j − a) + σ2
j∑
a=0
a+ (i+ 1)(j + 1)
= σ1
(
j + 1
2
)
+ σ2
(
j + 1
2
)
+ (i+ 1)(j + 1)
= (i+ 1)(j + 1) + d1
(
j + 1
2
)
= HU i+1⊕Ud1−i−1(−1)(j).
Therefore R(F )i,∗ ∼= U
i+1 ⊕ Ud1−i−1(−1). 
We may now compute the generators of Ki,∗ for any i ≥ d1 − 1.
Theorem 4.8. Assume Data 2.2 with n = 3 and m = 1. Fix i ≥ d1 − 1 and set c = d2 − i. Let
U = k[T1, T2, T3]. Let Ωc and Bc be as defined in Definition 3.5. For each 0 ≤ ℓ ≤ d1 − 2, choose
elements pℓ,1, . . . , pℓ,d1−ℓ−1 ∈ Fℓ = R(F )ℓ,1 whose images in Fℓ/Eℓ form a basis. Then
{g1x
i−d1
0 , . . . , g1x
i−d1
1 } ∪ g2Bc ∪ {g2pα·σ−c,jw
α | α ∈ Ωc, 1 ≤ j ≤ d1 − α · σ + c− 1}
is a generating set (not necessarily minimal) for Ki,∗ as a U -module.
Proof. Since R(E) = R(E1) ∼= S/(g1), and g1 has x-degree d1, we just need to show that
g2Bc ∪ {g2pα·σ−c,jw
α | α ∈ Ωc, 1 ≤ j ≤ d1 − α · σ + c− 1}
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is a minimal generating set for Ki,∗R(E). We showed in (3.11) that Ki,∗R(E) = g2R(F )−c,∗. From
Theorem 3.7(b), we know that g2Bc is a minimal generating set for Ki,∗R(E) as anR(M)0,∗-module.
Recalling the definition of Bc, this means that
(4.9) Ki,∗R(E) = g2
∑
α∈Ωc
R(M)0,∗(x0, x1)
α·σ−cwα = g2
∑
α∈Ωc
R(M)α·σ−c,∗w
α.
By Proposition 4.4, R(M)α·σ−c,∗ = UR(M)α·σ−c,0+UR(M)α·σ−c,1. The vector space R(M)α·σ−c,0
is spanned by {x
α·σ−c−j
0 x
j
1 | 0 ≤ j ≤ α·σ−c}, while the vector spaceR(M)α·σ−c,1/U1R(M)α·σ−c,0 =
(F/E)α·σ−c is spanned by the images of {pα·σ−c,j | 1 ≤ j ≤ d1−α·σ+c−1}. ThereforeR(M)α·σ−c,∗
is generated as an U -module by the union of these two sets. Then by (4.9), Ki,∗R(E) is generated
as an U -module by the union of
g2Bc = {g2x
α·σ−c−j
0 x
j
1w
α | α ∈ Ωc, 0 ≤ j ≤ α · σ − c}
and
{g2pα·σ−c,jw
α | α ∈ Ωc, 1 ≤ j ≤ d1 − α · σ + c− 1}. 
Example 4.10 (continuation of Example 3.21). Assume n = 3 and assume that the entries of the
first column of ϕ are linearly dependent. In Example 3.21, we computed the minimal generators of
K with x-degree ≥ d1. As for the generators having x-degree d1 − 1, we claim that the generating
set given in Theorem 4.8 is minimal. Note that Ωc (where c = d2 − d1 + 1) in this case consists
of only one element, namely (α1, 0) where α1 = ⌈
d2
d1
⌉ (as in the σ2 = 0 case of Example 3.20).
Therefore the generating set in Theorem 4.8 is just
g2w
α1
1 {x
α1σ1−c
0 , . . . , x
α1σ1−c
1 , pα1σ1−c,1, . . . , pα1σ1−c,d1−α1σ1+c−1}.
By Proposition 4.7, {xα1σ1−c0 , . . . , x
α1σ1−c
1 , pα1σ1−c,1, . . . , pα1σ1−c,d1−α1σ1+c−1} is a minimal generat-
ing set for R(F )α1σ1−c,∗ as a U -module. Thus the generating set from Theorem 4.8 is a minimal
generating set for K in x-degree d1 − 1. 
Example 4.11 (continuation of Example 3.22). Assume n = 3 and d1 = 2, and assume that the
entries of the first column of ϕ are linearly independent, as in Example 3.22. To determine the
minimal generators of K having x-degree 1, first note that Ωd2−1 = {(α1, α2) | α1 + α2 = d2 − 1},
therefore g2Bd2−1 = {g2w
α1
1 w
α2
2 | α1 + α2 = d2 − 1}. We claim that this is a minimal generating
set of K1,∗. Minimality will follow from Theorem 3.7, so we just have to show it is generating. By
Theorem 4.8, the only other generators of K1,∗ have the form g2pα1+α2−d2+1,jw
α1
1 w
α2
2 for (α1, α2) ∈
Ωd2−1. But since (α1, α2) ∈ Ωd2−1, this means α1+α2− d2+1 = 0 so the generators have the form
g2p0,1w
α1
1 w
α2
2 , where p0,1 is a lift of a generator of F1/E1. Since α1 + α2 = d2 − 1,
g2p0,1w
α1
1 w
α2
2 ∈ g2R(F )0,1(w1, w2)
d2−1 ⊂ g2R(F )−1,2(w1, w2)
d2−2.
But R(F )−1,2 = U1R(F )−1,1 by Proposition 4.4, and R(F )−1,1 is generated by w1 and w2, thus
g2p0,1w
α1
1 w
α2
2 ∈ g2R(F )−1,2(w1, w2)
d2−2 ⊂ U1(g2(w1, w2)
d2−1).
27
Therefore g2p0,1w
α1
1 w
α2
2 is in the U -submodule generated by g2Bd2−1. Hence g2p0,1w
α1
1 w
α2
2 is not
part of a minimal generating set, so the only minimal generators are g2Bd2−1.
Combining this with what we already showed in Example 3.22, we conclude that all the minimal
generators of K besides g1 having x-degree ≥ 1 are g2w
α1
1 w
α2
2 for α1, α2 ∈ N such that α1 + α2 ≤
d2− 1. Since the only generator of K in degree 0 is the equation of the fiber ring, in bidegree (0, d),
we have all the minimal generators of K. 
Example 4.12. Unlike in the previous examples, it is not always possible to determine which, or
even how many, of the generators in Theorem 4.8 are minimal, from only the numerical data of d1,
d2, σ1, and σ2. For example, take
ϕ =


x40 x
7
1
x20x
2
1 0
x41 x
7
0

 .
Then d1 = 4, d2 = 7, and σ1 = σ2 = 2. A computation in Macaulay2 shows that K3,∗ has seven
minimal generators: three in degree 3, and four in degree 4. On the other hand, consider
ϕ =


x40 + x
3
0x1 x
7
1
x20x
2
1 0
x41 x
7
0

 .
Then, as before, we have d1 = 4, d2 = 7, and σ1 = σ2 = 2. But in this case, K3,∗ has only six
minimal generators: three in degree 3, and three in degree 4. 
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