The functional neuroimaging literature has become increasingly complex and thus difficult to navigate. This complexity arises from the rate at which new studies are published and from the terminology that varies widely from study-to-study and even more so from discipline-to-discipline. One way to investigate and manage this problem is to build a "semantic space" that maps the different vocabulary used in functional neuroimaging literature. Such a semantic space will also help identify the primary research domains of neuroimaging and their most commonly reported brain regions. In this work, we analyzed the multivariate semantic structure of abstracts in Neurosynth and found that there are six primary domains of the functional neuroimaging literature each with their own preferred reported brain regions.
origin and thus are the sources of variance for the components. CA is closely linked to the independence assumptions of χ 2 , which is proportional to the total variance decomposed by CA and therefore CA decomposes in orthogonal factors the pattern of deviation to independence of the data. Finally, because both rows and columns are represented in the same space (with the same variance), we can interpret the relationships within row items and within column items as well as the relative relationships between row and column items. Finally, because we wanted to identify brain regions most associated with semantically-defined domains, we used a technique called supplementary projection (also called "out of sample projection," Greenacre 2017; Abdi & Béra 2014 ) that allows to predict a supplementary (i.e., new, or excluded) data set (i.e., studies × voxels) from the component structure of the active data set (i.e., studies × words).
We used in-house MATLAB code, as well as the ExPosition (Beaton et al. 2014) and ggplot2 (Wickham 2009 ) packages in R to perform CA as well as visualizations and additional analyses (i.e., visualizations, resampling-based inference tests, clustering, and supplementary projections; see following sections).
Split-half Resampling
Split-half resampling (SHR, Strother et al. 2002; Churchill et al. 2012) is a crossvalidation (CV) technique that evaluates the stability of the results of a statistical analysis performed on a data set by randomly splitting this data set into two (approximately) equal sized non overlapping data sets, and then performing the same analysis on each data set. The similarity (e.g., correlation) between the results obtained from these two data sets is then used to evaluate the reliability of the results (i.e., replicable effects). SHR is performed many times to create a distribution of reliability estimates.
We used SHR to identify the most replicable components in two ways: (1) split the data by study (rows), and (2) split the data by words (columns); in both approaches, we performed CA on each split set, and then computed the absolute correlation 1 between the component scores of each split. SHR was performed 1,000 times to create a distribution of (absolute) correlations between components for both the (1) row component scores conditional to the columns, and (2) the column sets of scores conditional to the rows. We then computed the average (absolute) correlations to detect which components (after 1,000 splits) were most replicable between splits in order to identify a low rank approximation of the semantic space (i.e., component selection via SHR).
Clustering of Studies and Assignment of Words
We performed hierarchical clustering (HC), with squared Ward linkage (Murtagh & Legendre, 2014) , on the subset of reliable (as identified by SHR) component scores for the studies (rows). We chose squared Ward linkage because its objective function minimizes the error sums of squares (and thus provides an optimal ANOVA-like configuration). The component scores take into account the explained variance per component (i.e., Component 1 explains more variance than Component 2). After HC, we performed cluster stability analysis via Calinski-Harabasz index (Calinski & Harabasz, 1974) in order to identify a stable number of clusters. After the studies had been divided into clusters, we used distance-based classification in order to assign each word (column) to the closest study cluster barycenter (i.e., the point that represents the multidimensional mean of all studies in a given cluster). Hierarchal clustering and cluster stability were conducted in R via hclust and clusterCrit (Desgraupes 2015), respectively.
Producing Brain Maps
Activation maps are represented in Neurosynth as peak activations of individual studies as centers of a sphere with a radius of 6mm. Voxels inside the sphere have a value of 1 and the other voxels have a value of 0. The voxels-by-studies matrix then uses a vectorized (flattened) version of the peak activation maps with reference to a 3D brain. The voxels-by-studies matrix initially contained 10,898 studies and 228,453 voxels (i.e., the voxels within MNI space). For our analyses, infrequently reported voxels (i.e., voxels that are reported in less than 10% of studies) were removed. The final studies-by-voxels matrix contained 10,898 studies and 206,077 voxels. We computed two different brain activation maps from the semantic space.
The first type of activation map was a component-wise map. Brains were projected onto (i.e., predicted by) the semantic space-per replicable component-via supplementary projections.
The second type of activation map was simply the sum of peak activations per study cluster.
Supplementary Projections
Supplementary-a.k.a. out of sample-observations (or variables) can be integrated into an existing analysis performed on a different set of observations (or variables) referred to as the active data set. Supplementary data are assigned component scores by computing the least square projection for observations (or variables) onto the space defined by the active observations (or variables). We used supplementary projection to predict component scores for voxels from the component scores of studies defined in the in the semantic space (i.e., CA of studies × words). Predicted activation maps (from the supplementary scores) were projected back into MNI space. Functional volumes are then projected to the brain surface space using 
Results
CA was applied to a 10,898 studies × 3,114 words matrix and produced 3,112 components (see Figure 1a for the Scree plot). Split-half resampling (SHR) and cluster stability analysis revealed 5 reliable components (Figure 1b To help interpret the components of our semantic space, we used the words and studies at the extremes (i.e., highest contributing variance) for each component (Figure 3 for extreme words; Supplemental tables 1-5 for extreme studies). Table 1 shows the total and relative number of studies and words per cluster. As with the components, the most (and least) frequent words within each cluster help us interpret the cluster's meaning (Supplemental tables 6).
Cluster # Studies (%) # Terms (%)
Furthermore, we also identified the words closest to the barycenter of each cluster (across all five dimensions; Supplemental table 7) . We also provide the titles and PubMed IDs of the twenty studies closest to the barycenter of each cluster in Supplemental tables 8-13 as well as the overall "most average" and "most unique" studies and terms in Supplemental table 14 .
Component maps-which present two components at a time-are presented in Figure 2 . We present component maps of the words and studies separately. In each map, we color each dot (i.e., a study or word) by its associated cluster. Components 1, 2, and 3 are visualized in because studies on Components 4 and 5 constitute a single cluster (see next section). Brain maps for the components are presented in Figure 3 , and brain maps for clusters are presented in Figure 4 . In Results, the components and clusters are first referred to by numbers: The component number reflects its rank order (by variance), but the cluster numbers are arbitrary.
We provide interpretations of components and names for clusters after their descriptions.
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Correlations with maps in Yeo et al. (2015)
In Yeo et al. (2015) , a hierarchal Bayesian model was applied to 10,449 experimental contrasts in the BrainMap database in order to estimate the probability that each pre-defined task category would engage a specific cognitive component, and the probability that each cognitive component would engage brain regions (represented by voxels). Correlations between our component and cluster maps and Yeo et al. (2015) 's 12-component cognitive maps were computed using a custom script. We first downloaded the maps from Neurovault (http://neurovault.org/collections/866/, last accessed June 7, 2017). We only included the nonzero voxels from the component maps to exclude all non-valid voxels (i.e., outside the brain). Figure 6 shows the correlations between our maps and the maps from Yeo et al (2015) .
We refer to Yeo et al.'s (2015) components as, e.g., Yeo Component 1 (YC1) or Yeo Component 6 (YC6) while we refer to our own components as "Component 1" or "Component 6." There were several correlations of note for both the components (Figure 6a ) and the clusters (Figure 6b ). To note, although the magnitudes of those correlations are interpretable, the sign (or direction) of the correlation are not easily interpretable. & Thompson-Schill 2014; Bookheimer 2002) . The activation map of Cluster 3 (Sensation, Movement and Action; Fig 4c) is similar to other maps from studies investigating pain localization (Perini et al. 2013; Amanzio et al. 2013; Schomers & Pulvermüller 2016; Friebel et al. 2011; Vierck et al. 2013 ) in addition to the somatosensory co-activation network ). Finally, the activation map of Cluster 5 (Decision, Emotion, and Substance Use; Fig. 4e ) is also highly similar to the map of the structures involved in different aspects of emotional processing and decision-making (Bartra et al. 2013; Lindquist 2010; Etkin & Wager 2007; Buhle et al. 2014; Phan et al. 2002) .
Many meta-analyses and meta-analytic tools for neuroimaging have a common (even if unstated) goal: to help homogenize our understanding of the literature and through this homogenization help define ontologies Poldrack et al. 2011 ) so that we can relate brain function to cognition. However, with many tools at our disposal, there are known biases in neuroimaging (Jennings & Van Horn 2012) and the language we use can make building such ontologies difficult. With a well defined common language and homogenization of reporting results, fields such as genomics can provide a more robust assessment of the relationship between studies and the roles of particular genetic effects (Ailem et al. 2016) .
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Based on the analysis of term co-occurrences in the abstracts of 10,898 neuroimaging articles, we have identified a highly reliable set of dimensions and subfields that define the underlying semantic space of the neuroimaging field. Most researchers tend to stay within their specialized domain (by using specific key terms common to their field) and this behavior may restrict what they can conclude and how they report their findings, because they use a preferred or required terminology. In fact, Clusters 2 (Development, Lifespan, and Disorders) and 5 (Decision, Emotion, and Substance Use), as well as Components 1 and 2 show that there are language barriers between different types of clinical and experimental studies that could preclude thorough reviews of relevant literature (see examples in Supplemental Table 16 ).
Because such diverse terminologies and highly specialized fields could cause researchers to overlook relevant work in domains related and unrelated to their own, two recent approaches-in addition to our own-have been proposed: Papr (McGowan et al., 2017) and
MAPBOT (Yuan et al., 2017) . In general, our approach, Papr, and MAPBOT all aim to help users navigate literature in an easier way and to better understand the relationships between studies. Furthermore, all of these techniques use multivariate tools based on the singular value decomposition. We describe and then compare each to our approach below.
Papr was recently released to help researchers find preprints on bioRxiv that may be of interest to them. With Papr, users can move through a semantic subspace to find articles whose abstract is similar to a target abstract, as well as locate other users with similar interest 2 . Papr provides for bioRxiv some of the mechanisms (e.g., similarity and recommendation of studies) that our approach does for Neurosynth. There are, however, several major differences between our approach and Papr. First, Papr is a tool for bioRxiv while our study and many of our analyses are specifically tailored to the functional neuroimaging literature (covered by Neurosynth). Second, Papr emphasis is on study similarity. While our approach emphasizes study similarity and high-level organization of the functional neuroimaging literature, we also use the terms. The difference between Papr and our approach comes a difference of multivariate method used: Papr uses PCA whereas we use CA. CA is a bifactor technique suited to jointly accommodate the rows (studies) and columns (terms) of a matrix. Also we took the analysis of the semantic subspace further than Papr by clustering the literature into high-level domains in order to illustrate the broad configuration of the functional neuroimaging literature. Finally, while our study emphasizes the studies and words, our approach was designed around many aspects of Neurosynth, especially voxel information.
Like our study, MAPBOT utilized the Neurosynth database. MAPBOT helps researchers navigate relevant studies in Neurosynth, but conditional to a region of interest. For example, in their paper, Yuan et al., (2017) use a thalamic mask to generate a voxel × term matrix. MAPBOT extracts only the studies in Neurosynth that report voxels within an a priori mask to create a voxel × term matrix. MAPBOT then decomposes that voxel × term matrix with non-negative matrix factorization. MAPBOT's goal is to provide better parcellation of regions, with richer content (i.e., terms) to help researchers understand, for examples, the functional or behavioral associations with particular parcellations within a mask. There are several major differences between our approach and MAPBOT. First is that MAPBOT analyzes voxel × term content. However, MAPBOT is restricted to a priori masks; that is, users must select a specific partition of voxel space. By doing so, MAPBOT cannot detect similar semantic content across voxel content. Our approach first analyzes studies × term content, and then projects (predicts) voxel content. Our approach incorporates studies, terms, and voxels for all available studies as opposed to a specific subset.
In summary: Papr is a tool to assess semantic similarity between abstracts in bioRxiv,
MAPBOT parcellates a priori defined brain regions by using semantic content, whereas our Latent Semantic Space of Neurosynth BEATON, D. 32 approach assesses semantic similarity, partitions (clusters) the semantic subspace, then predicts voxel data from the semantic subspace, and finally assigns voxels to particular clusters. While both Papr and MAPBOT provide some tools to better navigate and search the literature both are lacking the key features and information we provide here. We believe that our approach to structuring the functional neuroimaging literature, and our current version of a recommendation engine, is critical to both help organize the field and to help researchers navigate the literature.
Conclusions
To conclude, our work shows that different domains use different patterns of words, and that studies within these domains also report (or perhaps only study specific but) common brain areas. We believe that neuroimaging-and all of the domains that use and contribute to neuroimaging-would benefit from a broader harmonization of their terminology (à la the COBIDAS appendix on how to report routine fMRI analyses; Nichols et al., 2016) to put the field on the path towards formal ontologies . However, there are barriers to achieve such ontologies (see examples in Supplemental Table 16 ). One such barrier is time and it poses difficult questions, such as should we go back to older papers and "correct" terminology (e.g., addiction vs. substance use disorder). Another barrier is language itself because many terms have a variety of uses across disciplines (e.g., to recollect) and the same concepts could have multiple terms and used in different ways depending on factors such as stylistic choices by the authors (e.g., marijuana and cannabis). Another limitation is that some of the automated language tools commonly used (including by us) cannot always detect that certain stems have the same meaning (hippocampi vs. hippocampus). Formal and more rigorous ontologies-such as those in genomics-as well as tools more sensitive to the peculiarities of language will be required as our field moves forward and connects brain
