A partially hyperbolic dynamical system is said to have the quasi-shadowing property if every pseudotrajectory can be shadowed by a sequence of points (xn) n∈Z such that xn+1 is obtained from the image of xn by moving it by a small factor in the central direction. In the present paper, we prove that a small nonlinear perturbation of a partially dichotomic sequence of (not necessarily invertible) linear operators acting on an arbitrary Banach space has the quasi-shadowing property. We also get obtain a continuous time version of this result. As an application of our main result, we prove that a certain class of partially dichotomic sequences of linear operators is stable up to the movement in the central direction.
Introduction
Let M = (M, d) be a metric space and let (F n ) n∈Z be a sequence of maps acting on M . Given δ > 0, a sequence of points (y n ) n∈Z of M satisfying d(y n+1 , F n (y n )) < δ for every n ∈ Z,
is said to be a δ-pseudotrajectory for the nonautonomous dynamics given by
x n+1 = F n (x n ), n ∈ Z.
We say that the system (2) has the shadowing property if for every ε > 0 there exists δ > 0 such that for any δ-pseudotrajectory (y n ) n∈Z of (2), there exists a sequence of points (x n ) n∈Z in M satisfying (2) such that d(x n , y n ) < ε for every n ∈ Z.
In other words, any pseudotrajectory can be approximated (in the sense of (3)) by a true trajectory.
The shadowing property has proved to be a very powerful tool in many situations as, for instance, when dealing with problems concerned with topological stability and construction of symbolic dynamics (see [9] ). Consequently, the problem of describing classes of systems that exhibit this property turned out to an important direction of the research in the field of dynamical systems.
Based on works of Poincaré and its predecessors, Smale [24] introduced in the 60's the notion of (uniform) hyperbolicity in order to provide a mathematical framework for the rigorous study of dynamical systems that exhibit sensitive dependence on initial conditions. It turns out that uniformly hyperbolic dynamical systems (both with discrete and continuous time) have the shadowing property [2, 9] . In fact, it was shown that in certain settings, the notions of hyperbolicity and (Lipschitz) shadowing are actually (almost) equivalent. Indeed, Pilyugin and Tikhomirov [22] proved that a diffeomorphism on a compact Riemannian manifold M has the so-called Lipschitz shadowing property if and only if it is structurally stable. While structurally stable diffeomorphisms are not necessarily Anosov (i.e. uniformly hyperbolic on entire M ), it should be noted that they exhibit uniform hyperbolicity on the set of nonwandering points. A similar result to that in [22] but dealing with the nonautonomous linear dynamics was established in [4, Proposition 3] . Indeed, it was proved in [4] that if M is a finite-dimensional Banach space and if maps F n are linear that then (2) has the Lipschitz shadowing property if and only if it admits an exponential trichotomy (which means that it is hyperbolic on both Z + and Z − , although not necessarily on entire line Z). It turns out that the situation in the infinite-dimensional setting is much more complicated. Indeed, in [5] the authors deal with the situation when M is an infinite-dimensional Banach space and consider the autonomous setting when F n = A for n ∈ Z, where A is some invertible bounded linear operator on M . They give explicit examples in which A is not hyperbolic but (2) nevertheless has the shadowing property.
Our objective in this paper is study the shadowing property beyond (uniform) hyperbolicity in the nonautonomous context. To this end, we look at partially hyperbolic systems. A first observation is that one cannot expect to recover the shadowing property, at least in its full strength, for general partially hyperbolic systems. In fact, it was observed in [8] that the shadowing property is not verified (not even generically) for partially hyperbolic diffeomorphisms which are robustly transitive (see also [1, 25] for examples of some large classes of non-uniformly hyperbolic systems that do not satisfy the shadowing property). On the other hand, as we are going to see in the sequel, it is possible to get a weaker version of the shadowing property called quasi-shadowing. In the terminology of the above paragraphs, we say that (2) has the quasi-shadowing property if for every ε > 0 there exists δ > 0 so that for any δ-pseudotrajectory (y n ) n∈Z there exists a "quasi-trajectory" (x n ) n∈Z of (2) satisfying (3). By (x n ) n∈Z being a quasi-trajectory of (2) we mean that it is a trajectory of the system up to moving it by a small factor in the central direction, i.e. x n+1 is obtained from F n (x n ) by shifting it by a small factor in the central direction (precise definitions are postponed to Section 3.1).
The notion of quasi-shadowing has already been explored for some classes of partially hyperbolic systems. For instance, in [7, 10, 15, 16, 26] versions of the quasi-shadowing property were established for partially hyperbolic diffeomorphisms acting on compact manifolds. More recently some of these results were extended to partially hyperbolic flows [17] . In this work, we deal with not necessarily invertible nonautonomous dynamics acting on infinite dimensional spaces. More precisely, starting with a linear dynamics
where the sequence (A m ) m∈Z admits a partial dichotomy, we prove that a small nonlinear perturbation of (4) has the quasi-shadowing property. We also obtain a continuous time version of this result. Moreover, our general approach using Banach sequence spaces allow us to get various versions of the quasi-shadowing property, meaning that the error allowed in the pseudotrajectory (1) and in the "shadowing" given by (3) can be taken to be small according to various norms (such as l p norm or the c 0 norm), simply by taking the appropriate sequence space (see Remark 5) . As an application of our main result we prove that a certain class of partial dichotomic sequence of linear maps is stable up to moving it in the central direction (see Section 4) . The proof of our main result has an analytic flavor and consists basically of showing that a certain operator is a contraction when acting in an appropriate space. Then, using the fixed point of this operator we are able to construct the quasi-trajectory we are looking for. These arguments are inspired by our previous work on nonautonomous shadowing [3, 4] , which in turn are inspired by some classical analytic approaches to shadowing [11, 18] .
Preliminaries
2.1. Banach sequence spaces. In this subsection we recall some basic definitions and properties from the theory of Banach sequence spaces. The material is taken from [12, 23] , where the reader can also find more details. Let S(Z) be the set of all sequences s = (s n ) n∈Z of real numbers. We say that a linear subspace B ⊂ S(Z) is a normed sequence space (over Z) if there exists a norm · B : B → R + 0 such that if s ′ = (s ′ n ) n∈Z ∈ B and |s n | ≤ |s ′ n | for n ∈ Z, then s = (s n ) n∈Z ∈ B and s B ≤ s ′ B . If in addition (B, · B ) is complete, we say that B is a Banach sequence space.
Let B be a Banach sequence space over Z. We say that B is admissible if:
1. χ {n} ∈ B and χ {n} B > 0 for n ∈ Z, where χ A denotes the characteristic function of the set A ⊂ Z; 2. for each s = (s n ) n∈Z ∈ B and m ∈ Z, the sequence s m = (s m n ) n∈Z defined by s m n = s n+m belongs to B and s m B = s B . Note that it follows from the definition that for each admissible Banach space B over Z, we have that χ {n} B = χ {0} B for each n ∈ Z. Throughout this paper we will assume for the sake of simplicity that χ {0} B = 1.
We recall some explicit examples of admissible Banach sequence spaces over Z (see [12, 23] ). 
2.2.
Banach spaces associated to Banach sequence spaces. Let us now introduce sequence spaces that will play important role in our arguments. Let X be an arbitrary Banach space and B any Banach sequence space over Z with norm · B . Set
Finally, for x = (x n ) n∈Z ∈ X B we define
Remark 1. We emphasize that in (5) we slightly abuse the notation since norms on B and X B are denoted in the same way. However, this will cause no confusion since in the rest of the paper we will deal with spaces X B .
Example 5. Let B = l ∞ (see Example 1). Then,
The proof of the following result is straightforward (see [12, 23] ).
2.3. Partial dichotomy. In this subsection we introduce the concept of partial dichotomy as well as some related notation. Let (A m ) m∈Z be a sequence of bounded linear operators on X. For m, n ∈ Z, set
We say that the sequence (A m ) m∈Z admits a partial exponential dichotomy if there exist projections P i n for n ∈ Z and i ∈ {1, 2, 3} satisfying
for n ∈ Z and i ∈ {1, 2, 3} such that the operator
is invertible for n ∈ Z and there exist constants D, b, d > 0 such that
and
Remark 2. We note that the classical notion of an exponential dichotomy is a special case of the notion of partial exponential dichotomy and corresponds to the case when P 3 n = 0 for n ∈ Z. Remark 3. The above introduced notion of a partial exponential dichotomy is inspired by the classical notion of a partial hyperbolicity introduced by Brin and Pesin [6] . However, we stress that in constrast to the notion of the partial hyperbolicity, we don't require that the rate of the contraction/expansion of vectors in Im P 3 n by the action of the dynamics forward in time is dominated by the contraction along Im P 1 n or by the expansion along Im P 2 n . In fact, we made no assumption about the asymptotic behaviour of the dynamics along Im P 3 n . Given a partially dichotomic sequence (A m ) m∈Z , for n ∈ Z we set E s n := Im P 1 n , E u n := Im P 2 n and E c n := Im P 3 n . Moreover, we also introduce X s,u B as a subspace of X B that consists of all
Observe that each x = (x n ) n∈Z ∈ X B can be written uniquely as
Indeed, x c = (x c n ) n∈Z and x s,u = (x s,u n ) n∈Z are given by x c n = P 3 n x n and x s,u n = x n − x c n , for n ∈ Z. We also introduce an adapted norm · ′ B on X B defined by
Thus, the norms · B and · ′ B are equivalent.
Proof. Observe that
On the other hand, we first note that it follows from (7) and (8) that P i n ≤ D for n ∈ Z and i = 1, 2. Thus,
for n ∈ Z and x = (x n ) n∈Z ∈ X B . It follows that
, and the proof of the lemma is completed.
Main result
3.1. Setup. Let B be an admissible Banach sequence space, X a Banach space and (A m ) m∈Z a sequence of bounded linear operators on X that admits a partial exponential dichotomy. Furthermore, let f n : X → X, n ∈ Z, be a sequence of maps such that there exists c > 0 satisfying
for each n ∈ Z and x, y ∈ X.
We consider a nonautonomous and nonlinear dynamics given by
where F n := A n + f n . Let us now recall some notation introduced in [3] . Given δ > 0, a sequence (y n ) n∈Z ⊂ X is said to be an (δ, B)-pseudotrajectory for (11) 
The above requirement represents a usual definition of a pseudotrajectory in the context of smooth dynamics (see [20, 21] ).
We say that (11) has an B-quasi-shadowing property if for every ε > 0 there exists δ > 0 so that for every (δ, B)-pseudotrajectory (y n ) n∈Z , there is
where x n = y n + z s,u n . Observe that, in particular, x n+1 is obtained from F n (x n ) by moving it by a factor smaller than ε in the central direction and, moreover, (x n ) n∈Z − (y n ) n∈Z B ≤ ε. Informally, (x n ) n∈Z is a "quasitrajectory" of (11) that "shadows" (y n ) n∈Z . Furthermore, if there exists L > 0 such that δ can be chosen as δ = Lε, we say that (11) has the B-Lipschitz quasi-shadowing property.
3.2.
Quasi-shadowing for perturbations of partial dichotomic sequences. We start with an auxiliary result which is a straightforward consequence of Theorems 1 and 2 of [4] .
Theorem 1. Assume that a sequence (A m ) m∈Z is partially dichotomic and let B be an arbitrary admissible Banach sequence space. Then, there exists an operator A s,u : X s,u B → X s,u B with the property that for x = (x n ) n∈Z , y = (y n ) n∈Z ∈ X s,u B , the following properties are equivalent:
x n − A n−1 x n−1 = y n . In fact, A s,u is given by
for n ∈ Z and y = (y n ) n∈Z ∈ X s,u B . Let us consider the operator G : X B → X B given by
By G we will denote the operator norm of G induced by the norm · ′ B on X B . Theorem 2. Assume that
Then, the system (11) has the B-Lipschitz quasi-shadowing property.
Proof. Set (S(x)) n = g n−1 (x s,u n−1 ), for n ∈ Z and x = (x n ) n∈Z ∈ X B , where g n : X → X is given by
It follows from (10) that for x = (x n ) n∈Z and z = (z n ) n∈Z in X B and n ∈ Z, we have
On the other hand, observe that 2D) δ, and therefore using (15) we have that
We conclude that by setting
we have that Φ(D(0, ε)) ⊂ D(0, ε).
This together with (14) and (15) implies that Φ is a contraction on D(0, ε).
Hence, there exist a unique z ∈ D(0, ε) such that Φ(z) = z, that is,
This in particular implies that −w c = z c . Moreover, Theorem 1 implies that for each n ∈ Z,
n , which easily implies that y n + z s,u n = z c n + F n−1 (y n−1 + z s,u n−1 ),
for each n ∈ Z. We define x = (x n ) n∈Z by
x n = y n + z s,u n , n ∈ Z. Then, it follows from (17) that (13) holds. Consequently, since z ′ B ≤ ε, we conclude that (11) has the B-Lipschitz quasi-shadowing property.
In the sequel, we will also need the following lemma.
Lemma 2. Assume that (14) holds and let L > 0 be the constant given by the B-Lipschitz quasi-shadowing property. Given ε > 0, take δ = Lε and fix a (δ, B)-pseudotrajectory (y n ) n∈Z of (11). Suppose that z = (z n ) n∈Z ∈ X B is a sequence with z ′ B ≤ ε which satisfies x n+1 = F n (x n ) + z c n+1 , for every n ∈ Z, where x n = y n + z s,u n . Then, z = (z n ) n∈Z is a fixed point of the operator Φ introduced in the proof of Theorem 2.
Proof. We start observing that
Hence, by using Theorem 1, we have that
= z s n + z u n = z s,u n , for n ∈ Z. Therefore, Φ(z) = z and the proof of the lemma is completed. Corollary 1. Suppose that (14) holds. Then, the sequence z = (z n ) n∈Z given by the quasi-shadowing property is unique.
Proof. From Lemma 2 we know that any sequence z = (z n ) n∈Z given by the quasi-shadowing property is a fixed point of the operator Φ. Consequently, since Φ is a contraction on D(0, ε) = {x ∈ X B : x ′ B ≤ ε} its fixed point is unique in D(0, ε), and the desired conclusion follows.
In the case when the sequence (A m ) m∈Z admits an exponential dichotomy we can say more. More precisely, we have the following result first established in [4, Theorem 4.] .
Corollary 2. Assume that the sequence (A m ) m∈Z admits an exponential dichotomy and that (14) holds. Then, there exists L > 0 with the property that for each ε > 0 and every (δ, B)-pseudotrajectory y = (y n ) n∈Z with δ = Lε, there exists a solution x = (x n ) n∈Z of (11) such that x − y ′ B ≤ ε. Moreover, x is unique.
Proof. The desired conclusion follows directly from Theorem 2 and Corollary 1 taking into account that E c n = {0} for n ∈ Z.
Remark 5. Observe that our general approach allow us to get various versions of the quasi-shadowing property simply by considering different types of Banach sequence spaces. For instance, by taking B = l ∞ as in Example 1 we get a quasi-shadowing version of the usual shadowing property. By taking B = l p as in Example 3 we get a quasi-shadowing version of the l p -shadowing property. By taking B = c 0 as in Example 2 we get a quasishadowing version of the asymptotic shadowing property and so on.
Quasi-Stability of partially dichotomic sequences
As an application of our results in this section we prove that, up to moving it in the central direction, a class of partially dichotomic sequences of linear operators acting on an arbitrary Banach space is stable under nonlinear perturbations.
We say that a sequence (A m ) m∈Z of bounded and invertible linear operators on X admits a strong partial exponential dichotomy if there exist projections P i n for n ∈ Z and i ∈ {1, 2, 3} satisfying (6) and there exist constants
such that (7) and (8) hold and, in addition,
and A(m, n)P 3 n ≤ De c(n−m) for m ≤ n,
where A(m, n) = (A(n, m)) −1 , for m < n.
Let (A m ) m∈Z be a sequence of bounded and invertible linear operators on X that admits a strong partial exponential dichotomy. Furthermore, assume that sup
Associated to these parameters by Theorem 2 (applied to B = l ∞ and f n ≡ 0), consider ε > 0 sufficiently small and δ = Lε > 0. Let (f n ) n∈Z be a sequence of maps f n : X → X satisfying (10) with c sufficiently small and such that
where for a map g : X → X we set
We consider the difference equation
where F n := A n + f n . By decreasing c (if necessary), we have that F n is a homeomorphism for each n ∈ Z (see [3] ). Then, we have the following result.
Theorem 3. There are continuous maps h m : X → X and τ m :
m for all m ∈ Z and x ∈ X. Recall that the nonautonomous systems x m+1 = A m x m , m ∈ Z, and x m+1 = F n (x m ), m ∈ Z, are said to be topologically conjugated if there exists a sequence of homeomorphisms (h m ) m∈Z such that
Moreover, a system is said to be stable if it is topologically conjugated to any small (according to some appropriate topology) perturbation of itself. So, what Theorem 3 is saying is that, under the previous assumptions, the system x m+1 = A m x m , m ∈ Z, is quasi-stable: it is stable except for a small deviation in the central direction (the "τ m+1 • F m " part in (21) ) and the fact that the maps h m are only continuous.
Proof. Let us fix m ∈ Z. Given y ∈ X, we consider the sequence y = (y n ) n∈Z given by y n = F(n, m)y for n ∈ Z, where
Then, y is a solution of (20) . Moreover, sup n∈Z y n+1 − A n y n = sup n∈Z f n (y n ) ≤ δ.
In particular, y = (y n ) n∈Z is a (δ, l ∞ )-pseudotrajectory for the difference equation
x n+1 = A n x n , n ∈ Z. Hence, it follows from Theorem 2 (applied to the case when B = l ∞ and f n ≡ 0) and Corollary 1 that there is a unique sequence z = (z n ) n∈Z with z ′ B ≤ ε such that x n+1 = A n x n + z c n+1 for n ∈ Z, where x n = y n + z s,u n . Set For the sake of simplicity we deal with the case when m = 0. The argument for m = 0 is completely analogous. Let Φ : X B → X B be the operator introduced in the proof of Theorem 2 associated to the sequence y = (y n ) n∈Z . We recall that Φ(z) = z.
By recalling the definition of h m and τ m , the above equality can be rewritten as
Consequently, from the definition of Φ and Theorem 1 we obtain that
In particular, since h m (y m ) − y m ∈ E s,u m and τ m (y m ) ∈ E c m , it follows that τ m (y m ) = −(g m−1 (h m−1 (y m−1 ) − y m−1 )) c and consequently, τ m is continuous whenever h m−1 is. So, all we have to do is to prove that h 0 is continuous.
Let (w j 0 ) j∈N be an arbitrary sequence in X converging to y 0 ∈ X with w j 0 − y 0 < ε for every j ∈ N. If h 0 (w j 0 ) j→∞ − −− → h 0 (y 0 ) then we are done. So, let us assume that h 0 (w j 0 ) → h 0 (y 0 ). In particular, restricting ourselves to a subsequence, if necessary, we may assume that h 0 (w j 0 ) − h 0 (y 0 ) > 4γ for every j ∈ N and some γ > 0. Thus,
for every j ≫ 0 and thus, since w j 0 − y 0 → 0 when j → +∞, we have that (h 0 (y 0 ) − h 0 (w j 0 )) s,u > 2γ for every j ≫ 0. In particular, restricting our selves to a subsequence, if necessary, we may assume that (h 0 (y 0 ) − h 0 (w j 0 )) s > γ or (h 0 (y 0 ) − h 0 (w j 0 )) u > γ for every j ∈ N. Suppose we are in the second case.
For every j ∈ N, let (w j m ) m∈Z be the sequence given by w j m = F(m, 0)w j 0 . From the continuity of F m it follows that for every j ∈ N there exists N j ∈ N so that y m − w j m < ε for every |m| ≤ N j . Moreover, N j can be taken so that N j → ∞ when j → ∞.
Now, on the one hand, using (21) we have that for every m ∈ N,
Consequently, for every m ∈ N, we have that (using (7), (8) and (18))
Recalling that h 0 (w j 0 ) = w j 0 + (z j 0 ) s,u with (z j 0 ) s,u ≤ ε for every j ∈ N and that (w j 0 ) j∈N converges to y 0 , we conclude that h 0 (y 0 )−h 0 (w j 0 ) is uniformly bounded. In particular, there exists C > 0 so that (h 0 (y 0 ) − h 0 (w j 0 )) s < C and (h 0 (y 0 ) − h 0 (w j 0 )) c < C for every j ∈ N. Moreover, since (h 0 (y 0 ) − h 0 (w j 0 )) u > γ and τ i (y i ) − τ i (w j i ) ≤ τ i (y i ) + τ i (w j i ) ≤ 2ε, it follows from the previous expression that
for every m ∈ N and j ∈ N. Thus, since b > a, there exists m 0 ∈ N so that for every m ≥ m 0 , h m (y m ) − h m (w j m ) ≥ 10ε for every j ∈ N. Fix j ≫ 0 such that N j ≥ m 0 . In particular,
On the other hand, by the choice of N j we have that
for every |m| ≤ N j . This together with (23) yields a contradiction. The case when (h 0 (y 0 ) − h 0 (w j 0 )) s > γ for every j ∈ N can be treated analogously by taking backward iterates. Consequently, h 0 (w j 0 ) j→∞ −−−→ h 0 (y 0 ) and h 0 is continuous as claimed. Remark 6. Assuming X is finite dimensional one can easily see that the maps h m given by the previous theorem are surjective. In fact, in this setting, any bounded continuous perturbation of the identity is surjective. Indeed, let h : X → X be a continuous map so that h sup ≤ N , where N > 0. We are going to observe that Id + h is surjective. Given y ∈ X let us consider the continuous map H : X → X given by H(x) = y − h(x). Since h is bounded by N , it follows that H maps the closed ball of radius N around y into itself. Consequently, by Brouwer's fixed point theorem, H has a fixed point inside that ball. In particular, there is x ∈ X so that H(x) = x which is equivalent to x + h(x) = y proving that Id + h is surjective.
Remark 7. In the case when P 3 n = 0 for n ∈ Z (i.e. when (A m ) m∈Z admits an exponential dichotomy), we have that τ m = 0 and that h m is a homeomorphism for each m ∈ Z (see [3, Theorem 5] ). Hence, in this setting, Theorem 3 essentially reduces to the so-called nonautonomous Grobman-Hartman theorem first established (for finite-dimensional and continuous time dynamics) by Palmer [19] . For some new results related to nonautonomous linearization devoted to the situations when conjugacies h m exhibit higher regularity, we refer to [13, 14] together with the discussion and references therein.
The case of continuous time
We consider a nonlinear differential equation
where A is a continuous map from R to the space of all bounded linear operators on X satisfying
and f : R × X → X is a continuous map. We assume that f (·, 0) = 0 and that there exists c > 0 such that
We consider the associated linear equation
Let T (t, s) be the (linear) evolution family associated to (26) . We will assume that (26) admits a partial exponential dichotomy, i.e. that there exists a family of projections P i (s), i ∈ {1, 2, 3}, s ∈ R on X satisfying
for t, s ∈ R, i ∈ {1, 2, 3} and there exist constants D, b, d > 0 such that
and T (t, s)P 2 (s) ≤ De −b(s−t) for t ≤ s.
(28) We recall that the nonlinear evolution family associated with (24) 
for x ∈ X and t, s ∈ R. Furthemore, set f n (x) = n+1 n T (n + 1, τ )f (τ, U (τ, n)x) dτ, for x ∈ X and n ∈ Z.
Finally, let
A n = T (n + 1, n) and F n = A n + f n = U (n + 1, n),
for n ∈ Z. We observe that the sequence (A n ) n∈Z admits a partial exponential dichotomy. Finally, we recall the adapted norm · ′ ∞ that corresponds to B = l ∞ (see Example 1). In addition, in this case we will denote X B by X ∞ .
The following is the main result of this section.
Theorem 4. For a sufficiently small c > 0, there exists L > 0 with the following property: for any ε > 0 and a differentiable function y : R → X such that sup t∈R y ′ (t) − A(t)y(t) − f (t, y(t)) ≤ δ := Lε,
there exist x : R → X such that: 1. x| (n,n+1) is a solution of (24) on (n, n + 1) for each n ∈ Z; 2. sup t∈R x(t) − y(t) ≤ ε;
3. there exists z = (z n ) n∈Z ∈ X ∞ satisfying z ′ ∞ ≤ ε such that (13) holds with x n = x(n), n ∈ Z, where F n is given by (30).
Proof. By arguing as in the proof of [4, Theorem 6.] and using Theorem 2, one can easily show that for a sufficiently small c > 0, (11) has an l ∞ -Lipschitz quasi-shadowing property. Let us denote the associated constant by L ′ . Furthermore, it is also proved in the proof of [4, Theorem 6.] that there exists t > 0 such that for any differentiable y : R → X such that sup t∈R y ′ (t) − A(t)y(t) − f (t, y(t)) ≤ δ,
we have that the sequence (y n ) n∈Z given by y n = y(n), n ∈ Z is an (tδ, l ∞ )pseudotrajectory for (11) . Set L := 1 (1 + t/L ′ )e N +c > 0.
For ε > 0, set δ = Lε and fix a differentiable map y : R → X satisfying (33). By the preceding discussion, the sequence (y n ) n∈Z given by y n = y(n), n ∈ Z is an (tδ, l ∞ )-pseudotrajectory for (11) . Hence, Theorem 2 implies that there exists z = (z n ) n∈Z ∈ X ∞ satisfying z ′ ∞ ≤ tδ L ′ ≤ ε such that (13) holds, where x n = y n + z s,u n , n ∈ Z. We define x : R → X by x(t) = U (t, n)x n , for t ∈ [n, n + 1), n ∈ Z.
Then, x satisfies the first and the third assertion in the statement of the theorem. Define h : R → X by h(t) = y ′ (t) − A(t)y(t) − f (t, y(t)), t ∈ R.
Observe that for n ∈ Z and t ∈ [n, n + 1) we have that The proof of the theorem is completed.
