In the dynamic text indexing problem, a text string has to be maintained under string insertions and deletions in order to answer on-line queries about arbitrary pattern occurrences. By means of some new techniques and data structures, we achieve improved worst-case bounds. We show that nding all pocc occurrences of a pattern of length p in the current text of length n takes O(p + pocc + upd log p + log n) time, where upd is the number of text updates performed so far; inserting or deleting a string of length s from the current text takes O(s log(s + n)) time.
Introduction
String matching involves the detection of all the occurrences of a pattern string P 1; p] in the form of substrings of a longer text string T 1; n], where the string characters are taken from a given alphabet. (In this paper, we assume that the alphabet is ordered and bounded.) If the pattern and the text are given together, a number of optimal solutions are known to require (p+n) time to perform this task (e.g. 3, 12] ). If only the text is given in advance while the pattern is given on-line, it is possible to do better. Indeed, we can preprocess the text and build some data structures on it (this is the so-called text preprocessing or text indexing) so that the cost of subsequently querying any pattern is proportional to its length p and to the number pocc of its occurrences, and results as much independent as possible of the (usually much longer) text length n. For this reason, the previous results obtaining O(p+n) time are, in this case, far from being optimal. First Weiner 17] , and later McCreight 14] , addressed this issue in their studies and designed optimal solutions in which the text preprocessing is done in (n) time by building the su x tree data structure as an index (also called bi-tree in 17]). On-line queries for nding all the pattern occurrences require optimal (p + pocc) time.
A preliminary version of the results in this paper were presented at the Sixth ACM-SIAM Symposium on Discrete Algorithms (1995) .
While the aforementioned optimal algorithms and data structures are designed to handle a static text that is not subsequently changed, situations occur in which texts are modi ed after preprocessing. For example, in text retrieval systems 16, Sec.5.3], some \edit" operations have to be supported: by putting the variations of a word into standard form, by expanding the abbreviations into their full form, by rearranging some parts of the text in order to obtain a standard format (e.g., in bibliographic databases), or by simply correcting mistakes. This problem has been recently formalized by Gu et al. 10] These edit operations may be interleaved with on-line queries having the form:
Find(P ) : Determine all the occurrences of an arbitrary pattern P 1; p] in the current text;
that is, determine all the positions i such that T i; i + p ? 1] = P. Let pocc denote the number of such occurrences.
In his pioneering work 14], McCreight tried to deal with this dynamic situation by proposing a method for performing some incremental changes on the su x tree in response to a change in the text. Although his solution achieves query optimality, namely O(p+pocc) time, any update operation may be very slow and requires O(n) time in the worst case, such as in the construction of the su x tree from scratch. Gu et al. 10] were the rst authors to solve e ciently this problem in the restricted case of single-character edit operations. They achieved the following trade-o : Find(P ) takes O(p + pocc log i + i log p) worst-case time, where i is the number of single characters inserted or deleted in the text (we use log x to denote max f1; log 2 xg). Any single-character update takes O(log n) time. Since the amount of space required is O(n+i), a periodic reconstruction of the indexing data structure is needed in order to guarantee that i = O(n).
This trade-o was generalized by Ferragina 4 ] to the case of arbitrary string updates, e.g., a paragraph in a text. New data structures and algorithms were introduced to manage these updates as atomic changes rather than sequences of single-character changes (i.e., unlike 10]). In this solution, executing Find(P ) after upd string-edit operations requires O((p + upd) log p p log n + pocc) worst-case time, and inserting or deleting a string of length s takes O(s log 3=2 (s + n)) amortized time. The space required is O(n log n).
These two di erent solutions cannot be compared to each other because there are too many parameters involved. In this paper, we improve both of them and give a new solution having the following worst-case bounds:
Finding a pattern P takes O(p + pocc + upd log p + log n) time. Inserting or deleting a string of length s takes O(s log(s + n)) time.
The space required is O(n log n). Our result is based upon some novel combinatorial properties of sequences of pattern occurrences (hereafter called chains), and some novel techniques to manage a dynamic set of strings. Intuitively, the edit operations cause a text fragmentation in the sense that the current text can be always represented as concatenation of substrings of the inserted strings. An example is illustrated in Fig. 1 . Clearly, sequences of pattern occurrences in these inserted strings might be easily detected by means of classical tools (see e.g. 10]), but the dynamic fragmentation of the text may induce the \disappear-ance" of portions of some chains as the edit operations are performed. This fact makes the detection of the pattern occurrences in the current text a di cult task. In the example given in Fig. 1 , pattern P = abab occurs in 1 at positions 14 and 16, and thus occurs in T at positions 19 and 21 after edit operation Ins( 1 ; 6). However, edit operation Del(T 20; 23]) determines the disappearance of those occurrences, which of course still occur in the original string 1 . The main problem is therefore to discard the occurrences that appear in the inserted strings but are no longer valid occurrences in T, by taking a time complexity which is independent on their number. In order to manage e ciently this dynamic situation and the consequent fragmentation of the text, we need to design novel techniques and data structures that allow us to discard those spurious occurrences without examining all of them. In particular, we show how the String B-tree data structure, recently proposed in 7], can be successfully applied to solve some of the subproblems arising in the implementation of the operations above.
We start out by describing our representation of the changing text in Section 2, and presenting the high-level ideas underlying the design of our algorithms in Section 3. We go on to describe some structural properties of pattern occurrences, which are crucial for implementing e ciently the pattern search in Section 4. The description of Find(P ) is detailed in two main phases largely discussed in Sections 5 and 6. This implementation causes some algorithmic problems that are then solved with the help of new data structures and techniques in Section 7. Finally, the insertion and deletion algorithms obtaining the worst-case bounds claimed above are described in Section 8.
Dynamic Text Representation
Our rst aim is to represent a changing text e ciently. We cannot maintain the text explicitly as an array of characters (unlike standard string matching), because any edit operation would update this array at the cost of having to reconstruct it from scratch. Our idea is similar to the one proposed in 4], and consists of maintaining a list of (pointers to) substrings, whose concatenation forms the current text. The changes in this list, caused by the edit operations, can be managed by split and concatenate operations with the help of a 2-3 tree 1]. At any given time, the current text can be then considered as a regular sequence of characters obtained by scanning that list from left to right and by concatenating the substrings encountered. Therefore, the ith character of the text is also the ith character in the sequence.
We now describe formally how to get the current text from the previously inserted and deleted strings. We let = f 0 ; 1 ; : : : ; ins g be a set of strings such that 0 is the initial text and j is the jth string inserted in the text, for 1 j ins. A substring in j can be \logically" removed by a Del operation, or it can be split into two shorter substrings by an Ins operation. Consequently, the current text T 1; n] can be represented by the concatenation of some substrings of the strings in , as illustrated in Fig. 1 a; b] for some 2 and 1 a b j j. We implement T as an ordered and concatenable list L = fI 1 ; I 2 ; : : : ; I k g of intervals (see Fig. 1 ). Moreover, we represent I i in constant space by means of the triple ( ; a; b).
At this point, we wish to make some further remarks about L. The rst one is that the list L cannot be too long because it may contain no more than O(upd) intervals after upd edit operations 4]. The second remark is that the intervals belonging to the same string denote disjoint substrings of and do not necessarily occur in consecutive positions of L.
All the other substrings of that have been \logically" removed during the preceding edit operations, and thus are not intervals in L, are called the shadow intervals and are linked in a dual list denoted by L. An example of shadow interval is shown in Fig. 2. 3 Outline of the Find(P) Operation
While the implementation of the text as a list of intervals simpli es the management of the edit operations, it also inevitably introduces some problems in designing the on-line pattern search. We describe these problems in greater detail further on in this paper, and indicate some ad-hoc techniques for solving them e ciently. In what follows we sketch the main ideas underlying the design of the Find(P ) algorithm and point out the crucial algorithmic problems arising in its e cient implementation.
In the set of pattern occurrences, our text representation produces two di erent classes: internal occurrences and overlapping occurrences. We say that a pattern occurrence at text position i (i.e., T i; i + p ? 1] = P) is internal if T i; i + p ? 1] is completely contained in an interval of L; it is overlapping if it spans over at least two consecutive intervals of L. An example of both kinds of occurrences is shown in Fig. 2 . Intuitively, an internal occurrence is also an occurrence in a previously inserted string 2 , whereas an overlapping occurrence is made up of several pieces of some previously inserted strings. Actually, there is a third kind of pattern occurrences that exist in the strings of but are no longer occurrences in the current text. We call them spurious occurrences to denote the fact that each of them overlaps some shadow intervals in a string of . We refer the reader to Fig. 2 for an example. The spurious occurrences are not directly involved in the Find(P) operation because they do not appear in the current text; however, they play an important role in our algorithms because the task of discarding them from the strings in represents the major obstacle in achieving the e cient retrieval of the internal occurrences. In what follows, we denote by pocc, pocc int and pocc over , respectively, the total number of pattern occurrences, the number of internal occurrences and overlapping occurrences, where pocc = pocc int + pocc over . We do not need to use a similar quantity for the spurious occurrences as one of the contributions in this paper is to make the complexity of our algorithms be independent of their number.
As a result of the previous classi cation, we organize Find(P ) in two main phases. These are precisely the overlapping occurrences that end in I i . In the rest of this section, we highlight the problems involved in our two-phase implementation, and refer the reader to the pseudocode illustrated in Figure 3 .
During the rst phase, we nd the internal occurrences by exploiting the natural notion of chain of pattern occurrences (see also 8]). Given a pattern P, its period is the shortest string such that P = r 0 with r 1, where r denotes the iterated concatenation of for r times, and 0 is a (maybe empty) pre x of . The period can be determined in O(p) time 12] . We de ne chains in terms of the period as follows.
De nition 3.1 Given a string 2 , a chain C (of pattern occurrences) is a substring of satisfying the following two conditions: C is in the form of q 0 , where q r.
C cannot be extended to the left or to the right and therefore is maximal.
If C = f; g], we de ne its head as the position f corresponding to the rst occurrence and its tail as the position g?p+1 corresponding to the last occurrence. The notion of chain C is useful to characterize compactly a maximal run of q ? r + 1 consecutive pattern occurrences in . Due to its maximality, a chain can be uniquely identi ed by its tail which in turn is equivalently characterized as the position in where P occurs but P does not.
Hence chains seem a good starting point to implement the rst phase of Find(P) and to detect the internal occurrences in the intervals of L. However, nding the tails of the chains and then selecting only the occurrences in those chains that are internal, is not as e cient as expected because of the existence of possibly many spurious occurrences. Consequently, further techniques and properties must be devised to deal with chains in an e cient way, such that the complexity does not depend on the number of spurious occurrences. According to the text representation, we consider only two types of chains: bounded chains and unbounded chains; and accordingly we call their tails: bounded tails and unbounded tails, respectively. The former are chains fully within an interval, whereas the latter are chains containing also some spurious occurrences. We refer the reader to Fig. 2 for an example. We remark that chains of occurrences which are completely contained in a shadow interval possibly do exist, but they are not interesting for the detection of the internal occurrences. Consequently, we will design the rst phase of Find(P) by concentrating only on the bounded and the unbounded chains. In the following, we say that a chain C touches an interval I i 2 L if both C and I i belong to the same string in and share at least one position into it. The bounded and unbounded chains are exactly the only chains touching an interval in L.
We identify the unbounded chains in step 1 of the pseudocode in Fig. 3 . As they certainly touch at least an interval in L, we scan and process these intervals from left to right. Here, some structural properties of chains are crucial to detect the unbounded chains in O(log p) time per interval (steps 1.1 and 1.3). Speci cally, we exploit the simple property that if an unbounded chain contains an occurrence internal to an interval I i 2 L, then this chain must touch the left or the right boundary of I i (or both). This simple fact coupled with some further combinatorial properties of chains will allow us to show that the number of unbounded chains entering in I i and containing internal occurrences is at most two per interval (we discuss this in detail in Section 4). This way, we can scan the detected unbounded chain rightward (if it enters I i from the left, in step 1.2) or leftward (if it enters I i from the right, in step 1.4) in order to list all of its internal occurrences by jumping on the text with a step-size j j, as is the pattern period.
We identify the bounded chains in steps 2{5. We rst collect, in set TL, the tails contained in an interval of L (step 2). This set consists of all the bounded tails and some unbounded tails. The former tails are therefore retrieved in steps 3{4 by di erence between TL and the latter tails, obtaining a smaller set TL. In Section 4, we show that the number of unbounded tails in any given interval of L is possibly larger than two but surely smaller than four. They can be therefore discarded from TL e ciently by exploiting some further structural properties proved in Section 7. The internal occurrences are nally listed in step 5 by scanning leftward the bounded chains, starting from their tails in TL. The detection of the head of these chains gives the stop condition in the scanning process.
During the second phase of Find(P ), we inductively retrieve the overlapping occurrences. For i = 2; 3; : : : ; k, we detect the occurrences that appear in the pre x I 1 I i of the current text but not in its \previous" pre x I 1 I i?1 nor in I i itself. This is basically the invariant introduced by Gu et al. 10] . The particular di culty we meet here is that the intervals are taken from the dynamic set . In contrast, the elegant solution in 10] heavily relies on the fact that an interval is either a single character or a substring of the initial text 0 (which is then static). Our dynamic setting introduces what we call the dynamic substring-pre x problem 4]. Its solution gives us a basic tool for implementing the second phase e ciently in Section 6.
We give the technical details of Find(P ) in Sections 4{7. Speci cally, we describe the properties of chains in Section 4, the rst phase in Section 5, and the second phase in Section 6. The implementation of the two phases require new data structures and techniques that are presented in detail in Section 7.
Chains of Pattern Occurrences
As previously mentioned, the rst phase of Find(P ) relies on the e cient handling of chains of pattern occurrences. We therefore need greater insight into the nature of chains to discover how dense they can be, where and how much they can overlap, how many unbounded chains entering an interval can contain internal occurrences, etc. Let a; b] be an interval of L, and let C 1 ; C 2 ; : : : be the chains touching it. For any chain C i , we denote its head by h i and its tail by t i . Because of the maximality of chains, a chain cannot be completely contained in another chain. Therefore, we can assume without any loss in generality that chains C 1 ; C 2 ; : : : are totally ordered from left to right, that is, h i < h j and t i < t j for i < j.
The rst result regards chain density: we bound the number of characters on which two distinct chains may overlap. Lemma 4.1 Any two chains C i and C j , with i < j, can overlap for no more than d p 2 e ? 2 positions. This implies that the gap of h j ? t i positions separating C i 's tail from C j 's head is lower bounded by b p 2 c + 2. This lower bound is tight. Proof: Let pattern P be in the form of r 0 , where is the period and r 1. Let us assume that the two chains overlap (otherwise, the theorem is trivially true).
We prove that C i and C j overlap for s d p 2 e?2 positions. By contradiction, let us assume that the overlapping portion involves s d p 2 e?1 positions. Then t i and h j cannot be too far from each other, namely h j ?t i = p?s b p 2 c+1. As both t i and h j are pattern occurrences, each pair of pattern characters at distance h j ? t i are equal. That is, the rst h j ? t i pattern characters form a period of P, denoted , having a maximum length of b p 2 c+1. But is the period, where j j j j. Moreover, j j cannot be a multiple of j j because C i and C j would form a single chain. We therefore have a contradiction as the rst gcd(j j; j j) < j j pattern characters would form a period of P by a well known lemma by Lyndon and Sch utzenberger (the Periodicity Lemma 13, 12] ). The lower bound on h j ? t i is made tight by choosing C i = C j = P = a k ba k for any k 2 and a 6 = b. 2 Corollary 4.2 No more than two chains C i and C j can touch the same position of an interval, and so they are consecutive, i.e., j = i + 1.
Given two chains C i and C i+1 which touch the same text position, we have a way to detect one pattern occurrence that belongs to C i and another that belongs to C i+1 , and also detect a position which separates these two chains. Lemma 4.3 Let us assume that both C i and C i+1 touch position x, with a x b: Proof: We know that t i < h i+1 holds. Moreover, since C i and C i+1 both touch x, the last occurrence in C i (starting at t i ), and the rst occurrence in C i+1 (starting at h i+1 ) must touch
x. This implies that the leftmost occurrence touching x is to the left of t i and so it belongs to C i , while the rightmost occurrence touching x is to the right of h i+1 and so it belongs to C i+1 . Additionally, we must have h i+1 x because C i+1 touches x, and t i x?p+1 because C i touches x. Since t i < h i+1 , we obtain t i < x. Moreover, Lemma 4.1 implies that there is a gap between t i and h i+1 , such that h i+1 ? t i b We are not equally interested in all the unbounded chains (four at most) touching an interval but we consider really important only the ones having at least one occurrence inside the interval. Therefore, we introduce a necessary condition that allows us to choose these particular chains. This is a key tool for discarding the spurious occurrences. Proof: We only sketch the proof for the statement on b (a similar proof holds for a). Let j be the rightmost occurrence in C that is completely inside the interval, where j b ? p + 1.
If j = b?p+1 the lemma is trivially true as j is also the leftmost occurrence. If j < b?p+1, we consider the rst position j 0 j + j j, such that j 0 di ers from j by a multiple of and its occurrence touches b. As j 0 belongs to C, it is the leftmost occurrence touching b. 2 
First Phase of Find(P): Internal Occurrences
The distinction between bounded and unbounded chains enforces a similar distinction among the (pocc int ) internal occurrences, which are then partitioned into two sets U and B, where jUj + jBj = pocc int : Set U is made up of the occurrences that belong to the unbounded chains and are inside the intervals (i.e., they are obtained by discarding all the spurious occurrences).
Set B is made up of all the occurrences in the bounded chains (because they are de nitely inside the intervals).
Therefore, any internal occurrence must belong to either U or B. If it belongs to U, the corresponding unbounded chain that contains this occurrence must enter the interval from the left or from the right (or from both) and thus touch a or b (or maybe both). We use Lemma 4.5 to determine this chain by starting from the rightmost occurrence touching a and from the leftmost occurrence touching b. If the internal occurrence belongs to B, we only need the tail of the corresponding bounded chain in order to retrieve this occurrence e ciently. However, since the direct selection of the bounded tails is expensive, our approach is based on the fact that the bounded chains are a subset of the set of chains having tails inside the intervals. This set can be instead determined e ciently by using the properties illustrated in Corollary 4.4 and Lemma 4.3. Consequently, given the overall set of tails inside the intervals, we obtain the bounded tails by discarding the unbounded tails from this set.
A more detailed discussion of these steps is given below and we refer the reader to the illustrative pseudocode in Figure 4 . Let us assume now that verifying whether or not a string position is a pattern occurrence takes O(1) time. We shall see in Section 7.1.3 how to do it.
Determining occurrences in unbounded chains
Step 1.1. This step is run cumulatively for all the intervals by solving the following problem in O(p + jLj log p) time (see Section 7. Step 1.2. This step assumes that the rightmost occurrence touching a exists (otherwise, an unbounded chain entering the interval from the left does not exist and we can skip this step). Let j be the position of this occurrence, where j a. If j = a, we are not yet sure that an unbounded chain entering the interval from the left does exist, so we check to see if position j ? j j corresponds to an occurrence. If it does not, then we skip this step.
We are now sure that an unbounded chain enters from the left. Lemma 4.5 states that if this chain contains at least one pattern occurrence completely inside the interval, then j must belong to it. Consequently, we go on to determine the occurrences that are inside the interval and belong to this (unbounded) chain by scanning it rightward. We only check its candidate positions that di er from j by a multiple of the period length j j and we take them one at a time (i.e., the positions j + sj j for s = 0; 1; 2; : : :). We add an occurrence to U if it is inside the interval. This scanning process continues until we reach the tail or come Figure 3 ). across a spurious occurrence (i.e., j + sj j > b ? p + 1). In the former case, we mark the tail because we will need it later on. In the latter case, we know that the chain also enters the interval from the right and so we do not execute step 1.4. It is worth noting that in step 1.2 we examine no more than two spurious occurrences (one touching a and another touching b). All the other occurrences examined are surely internal, and therefore they are added to U.
Step 1.3. See the discussion presented in step 1.1.
Step 1.4. This step is analogous to step 1.2 except for the fact that no tail is marked. As previously mentioned, we examine no more than two spurious occurrences per interval. 
Determining occurrences in bounded chains
Step 2. This step is implemented by solving the following problem in O(p + jTLj + log n) time (see Section 7.3.1):
Problem 2 (Tails) Determine the set TL of tails inside the intervals of L.
The above set TL includes all the bounded tails and some unbounded tails, which are precisely the ones occurring in an interval of L. The number of the latter tails is O(jLj) by Corollary 4.4. In addition, since the number of bounded tails is not larger than the number jBj of occurrences in bounded chains, we can conclude that jTLj = O(jLj + jBj). Step 3 below is in charge of determining the unbounded tails in TL, so that they can be e ciently discarded in step 4.
Step 3. We point out that the solution to this problem is not easy, and we refer the reader to Section 7.3.4 for a detailed discussion. The main di culty is that there can be O(p) spurious occurrences touching an interval, but there can be no more than two unbounded tails among them (Corollary 4.4). We want to detect these tails by spending only O(log p) time.
Step 4. After that the unbounded tails have been marked in TL, a simple scan of TL gives the set TL of bounded tails, in overall O(jTLj) = O(jLj + jBj) time.
Step 5. The internal occurrences in the bounded chains can be collected in set B as follows.
We let t be a tail in TL and, going backwards, we examine all the positions that di er from t by a multiple of the period length j j. We add the occurrences at positions t ? sj j to set B, for s = 0; 1; : : :, until we reach the head (as previously mentioned, all these occurrences are surely internal). By repeating this process for all the tails in TL, we obtain the nal set B. Lemma 5.2 The internal occurrences belonging to the bounded chains can be collected in set B in O(p + jBj + jLj log p + log n) time.
By using Lemma 5. Figure 5 : Details on the pseudocode for the second phase of Find(P ) in Figure 3 , step 6.
6 Second Phase of Find(P): Overlapping Occurrences
In the second phase, we meet additional di culties in retrieving all the overlapping occurrences because L's intervals are substrings of the strings in , and this set eventually changes. We scan L's intervals and exploit, in a dynamic set of strings, a property devised in 10]: the overlapping occurrences ending in I i are the pattern occurrences in the string concatenation P i?1 S i , where P i?1 is the pattern's longest pre x that is a su x of I 1 I i?1 , and S i is the pattern's longest su x that is a pre x of I i . In order to go on in our scan of L, we need to determine P i and this task requires to nd the pattern's longest substring X i .
We refer the reader to the pseudocode illustrated in Figure 5 for an outline of the second phase, and provide the details below. Pattern's longest substring that occurs as a pre x of a; j j].
Pattern's longest substring that occurs as a su x of 1; b].
We then concentrate on the ith interval I i of L and assume that I i = a; b] (without any loss in generality). We exploit the solutions to the DSP problem because I i is a pre x of a; j j] and a su x of 1; b].
In step 6.1, we nd X i by observing that it is indeed a su x of 1; b]. Therefore, we take the longest substring of P, denoted by , that occurs as a su x of 1; b] (computed in the DSP problem). It is worth noting that X i must be a su x of both I i and , which implies that X i is given by taking the minfjI i j; j jg last characters of .
In step 6.2 we nd S i by observing that it must be a pre x of a; j j]. Therefore, we take the longest substring of P, denoted by , that occurs as a pre x of a; j j] (computed in the DSP problem). It is worth noting that S i must be a pre x of because otherwise we would have found a longer by solving the DSP problem. Moreover, S i has a length of jI i j at most. Consequently, S i is the longest su x of the pattern P that is a pre x of and has length no more than jI i j. We then nd S i in O(log p) time by using a result of Gu Steps 6.3{6.4. We proceed inductively by scanning the intervals in L rightward and by maintaining the invariant described by Gu et al. 10] as follows.
Let us x iteration i 2 1; k] and assume that we have inductively found the longest pre x P i?1 of P that is a su x of the text substring I 1 I 2 I i?1 (where P 0 is the empty string). The overlapping occurrences ending in I i must be occurrences in the string concatenation P i?1 S i . As in 10], we use this fact to nd these occurrences in a time proportional to their number plus an O(log p) overhead cost (this is called the Pre x-Su x Matching problem in 10]).
We preserve the induction for the next iteration i + 1 by computing the longest pre x P i of the pattern P that is a su x of I 1 I 2 I i . By induction, P i?1 is known and, in step 6.1, we computed the longest substring X i of P that is a su x of I i . Computing P i amounts to nding pattern's longest pre x that is a su x of the string concatenation , where and are de ned as follows: If jX i j < jI i j, then is the empty string and = X i ; otherwise (X i = I i ), we have = P i?1 and = X i . This computation can be performed in O(log p) time (by solving the Pre x-Substring Matching problem 10]).
We are now able to state the following result regarding the second phase of Find(P ): is the string alphabet, each node has maximum degree j j, and an arc can be selected from a given node in O(log j j) time by implementing its adjacency list with a balanced binary search tree. Each tree arc is labeled by a constant-size triple (X; i; j), where X is a string pointer and i; j are two integers, to represent a substring X i; j]. In the following, we identify a substring with its triple. The concatenation of the labels found on the arcs along a downward path leading to a node u gives a substring denoted by W(u), whose length jW(u)j is stored in that node. We refer to the locus of a string Y in the su x tree as the unique node v, such that Y is a pre x of W(v) and W(p(v)) is a proper pre x of Y , where p(v) denotes v's parent (node v is called extended locus in 14]). The total space occupied by a su x tree is linear, i.e., O(m).
The generalization of the su x tree to a set of strings is called the generalized su x tree, denoted by GST . It can be seen as the compacted trie obtained by \superimposing" the su x trees ST , for all 2 incrementally. Two arcs are superimposed whenever their labels have a common pre x (multiple equal su xes can be associated with the same leaf).
Properties. Given a node v, we have a useful property for retrieving the string W(v), inductively (with j = 1; 2; : : : ; i ? 1) , and let lp i be the longest pre x of X i; m + 1] that has its locus u 0 in this compacted trie. In order to insert the next su x X i; m + 1] into the compacted trie, we retrieve u 0 (see 14] for an e cient implementation of this step). We then create a new leaf for storing X i; m + 1] . If W(u 0 ) = lp i , then we insert this leaf as a child of u 0 ; otherwise, we split the arc (p(u 0 ); u 0 ) by inserting a new node u such that W(u) = lp i , and we insert the new leaf as a child of u. The nal compacted trie resulting after the insertion of all m su xes is the su x tree for X.
As far the generalized su x tree GST is concerned, we can update it by inserting or deleting a string in in O(j j) time (for j j = O(1)) by the algorithm described in 2].
The String B-Tree
The String B-tree 7] is a suitable combination of B-trees and Patricia tries for supporting search and update operations on a dynamic set of strings kept in secondary storage. Here we are particularly interested in one of its applications in main memory, as described in 7], namely the implementation of the dynamic su x array data structure 5] on a set of strings. Let SUF( ) be the set of su xes of the strings in , and DSUF( ) SUF( ) be a subset of su xes which are logically deleted from SUF( ). We want to support the following operations: It is worth noting that the complexity of DSA-Search(P ) does not depend on the length of US because US is actually a sublist of the ordered list of the su xes in SUF( )?DSUF ( ), and so it can be identi ed by simply using two pointers (see 7]). In this way, its length does not in uence the time complexity.
Incremental Naming and Constant-Time Comparisons
Given our dynamic set of strings of total length d, we introduce a technique to compare any two substrings for equality in constant time. This is obtained by means of names 11], which are positive integers polynomially bounded by d. Equal substrings get the same name, while unequal substrings get either di erent names or have di erent lengths. We rst deal with substrings that have a power of two length, and then show how to treat the general case.
Let us now consider substrings having power of two length. If set is static, we can use the algorithm in 11] to assign names in O(d log d) time. If set is dynamic, and this is our case, we cannot run each time the above algorithm from scratch, but we provide the following incremental naming method that exploits the computation previously performed. We use a global counter C, initialized to 1, that keeps the next integer to be used as a new name. We also use an array N for each string 
Given a new string X to be added to , we compute its array N X by following the insertion procedure for X in GST described in Section 7.1.1. That is, we insert all the su xes of X in GST from the longest to the shortest one. For each su x X i; m + 1], let lp i be its longest pre x having its locus (say v) in the compacted trie resulting from the insertion of the su xes X 1; m + 1]; : : : ; X i ? 1; m + 1] in GST . We know lp i and v by the algorithm in 2]. We then assign names to all of the pre xes of X i; m + 1] having a power-of-two length inductively. By Property 7.1, we can determine a substring which is equal to lp i and whose pre xes have been already correctly labeled. Therefore, these names can also be used to label the corresponding pre xes of lp i having power-of-two length. All the remaining pre xes of X i; m + 1] of power-of-two length are surely di erent from the substrings of the strings in that already have a name. Hence, we assign them new names by suitably reading and incrementing the global counter C. We can state the following result: We can now examine the case of arbitrary-long substrings. We do not assign them names directly but we use a pair of names given to substrings having power of two length. In fact any substring of length`can always be seen as the superimposition of its pre x and its su x of length 2 blog 2`c . These two substrings have clearly power of two length and thus have been correctly labelled by the approach sketched above. This allows us to conclude that: Corollary 7.4 Given the arrays N for all the strings 2 , we can compare any two substrings of the strings in in constant time.
In our searching algorithms, we need to compare a substring of the pattern P with a substring of a string in for equality in constant time. We might use Lemma 7.3 and Corollary 7.4 but at the cost of building the corresponding array N P in O(p log p) time. As we do not need to insert P into and, moreover, we only need to get names for its substrings that surely appear in , we can do better: Lemma 7.5 After processing pattern P in O(p) time, we can compare any substring of a string in to any pattern substring for equality in constant time.
Proof: We build an alternative vector, made up of p pointers and denoted by LP P , in O(p) time by using the matching statistics on the generalized su x tree GST , as described in 9]. For 1 i p, entry LP P i] points to substring j; j +`] in if and only if P i; i +`] = j; j +`] and there is not any longer substring that has this property. Let P i; i+`0] and 0 j 0 ; j 0 +`0] be the substrings to be compared, with`0 0. This amounts to comparing j; j +`] and 0 j 0 ; j 0 +`0]. We therefore answer that P i; By Lemma 7.5 we verify the convention made in Section 5 that any pattern substring (including the pattern itself) can be compared to a substring of a string in requiring constant time.
Auxiliary Data Structures
The following is a list of data structures needed for solving our Problems 1{4:
The list L of intervals, implemented as a 2-3-tree 1], and the list L of shadow intervals, implemented as a doubly-linked list. Each interval in L has a pointer to its two (at most) neighboring shadow intervals belonging to L.
The generalized su x tree GST for the string set , as described in Section 7.1.1. Two String B-trees SBT and SBT 0 , supporting the operations described in Section 7.1.2. In the former, su x x; j j] is marked logically deleted if and only if x is a position outside any interval of L. In the latter, are marked as logically deleted all the su xes except for those ones having the form a; j j] where a; b] is an interval in L L (i.e., shadow or not). The array of names N for each 2 , as described in Section 7.1.3.
The overall space required by these data structures is O(d log d), where d = P 2 j j.
Since we prove that d = (n) in Section 8, we replace d by n in the complexity gures in the rest of this paper.
Putting All Together to Solve Problems 1{4
We now have all the ingredients to present the detailed solutions to Problems 1{4. We proceed in a di erent order of presentation to follow the interplay among the problems.
Problem 2: Finding the tails
In this problem, we have to determine the set TL of tails inside the intervals in L. Let us recall that a chain f; g] is a maximal run of consecutive pattern occurrences in a string 2 . Now we can uniquely characterize each tail t 2 TL by means of the following two properties:
1. t is a position in some string 2 where P occurs but P does not (recall that is the period of P). More precisely, t indicates the starting position of a su x of a string 2 that has P but not P as its pre x (see De nition 3.1). 2. t is a position in some string 2 which lies inside some interval of L.
We exploit the above two conditions by using SBT . We rst execute DSA-Search(P ) and DSA-Search( P) in O(p + log n) time (Theorem 7.2) to obtain pointers to two (already existent) ordered lists of su xes: US P and US P , respectively. The tails in TL are in oneto-one correspondence to the su xes in the di erence list US P ?US P by conditions 1 and 2 above. As US P is a contiguous sublist of US P , we can build TL by scanning US P ? US P in time O(jTLj). We have: Lemma 7.6 Problem 2 can be solved in O(p + jTLj + log n) time.
Problem 4: The dynamic substring-pre x (DSP) problem
In this problem, we have to compute for all intervals a; b] (including the shadow ones):
1. The longest substring of P that occurs as a pre x of a; j j].
2. The longest substring of P that occurs as a su x of 1; b].
Here, we only show how to implement point 1, as point 2 can be done analogously. An O(p + jLj log p)-time solution to the static version of the problem was proposed by Gu et al. 10] , and a dynamic algorithm requiring O((p + jLj) log p p log n) time was presented by Ferragina 4 ]. We present a new solution that requires O(p + jLj log p) time and is made up of three main steps:
1. Let US 0 be the ordered list of su xes stored in SBT 0 , and lcp(US 0 ) be the associated list containing the length of the longest common pre x between any two adjacent su xes in US 0 . We build the compacted trie CT on the su xes in US 0 in O(jUS 0 j) = O(jLj + j Lj) = O(jLj) time.
2. Let ST P be the su x tree for pattern P. By superimposing CT on ST P , we obtain a larger compacted trie LCT consisting of O(p + jLj) nodes and satisfying the two following properties: (i) The leaves of LCT store the su xes of P and the su xes in US 0 ; (ii) the arcs in the subtree induced by ST P have labels pointing to some pattern substrings, while no other arcs satisfy this property. During this superimposition we examine the root-to-leaf paths in CT from left to right and install them into ST P by exploiting the names stored in the arrays N , for 2 , thus making substring (i.e., arc) comparisons in constant time (Lemma 7.5).
It is simple to prove that every arc in CT and ST P is examined O(1) times, and that the installation of each leaf of CT in ST P can maybe cause the split of an arc in ST P . The latter operation takes O(log p) time by using names and a binary search for determining the longest common pre x between two substrings: one labeling an arc in CT and another labeling an arc in ST P . Consequently, the overall cost of superimposing CT on ST P is O(jST P j + jCTj log p) = O(p + jLj log p) time.
3. We traverse LCT bottom up and examine the leaves corresponding to the su xes in US 0 . We determine each leaf's deepest ancestor whose incoming arc stores a pattern substring. Let w be one of these leaves and v be that deepest ancestor. By applying Property 7.1 to the label of the arc entering v, we can retrieve the pattern substring having its locus in v in constant time. This is the longest substring of P that is a pre x of the su x stored in w. By a and the leftmost occurrence touching b (if they exist). We only discuss how to nd the latter, as nding the former is analogous.
We rst solve Problem 4, so as we know which are the longest pattern substring that is a su x of 1; b], and the longest pattern substring that is a pre x of b + 1; j j]. It is worth noting that the leftmost occurrence touching b is actually the leftmost occurrence in the string concatenation (otherwise, and would not be the longest substrings). Consequently, Problem 1 reduces to nding the leftmost occurrence in the concatenation of two pattern substrings, namely and . We examine all the pattern pre xes that are su xes of and all the pattern su xes that are pre xes of , and then try putting them together to determine the leftmost pair hpre x; su xi whose total length is equal to p (i.e., it denotes the leftmost occurrence touching b). requires O(log p) time by using the border tree data structure, which can be built on the pattern in O(p) time 10] . We examine each pattern pre x 0 , that is a su x of the pattern substring , from the longest to the shortest one; and simultaneously examine each pattern su x 0 , that is a pre x of the pattern substring , from the shortest to the longest one. The scanning of those pre xes/su xes is done by using a variant of Gu et al.'s technique 10], and is stopped when j 0 j + j 0 j = p. By repeating this task for all the intervals, we get the total complexity stated in the lemma. 2 
Problem 3: Marking the unbounded tails
In this problem, we have to determine (and mark) the set of unbounded tails that are inside the intervals of L. A subset of them, composed by the unbounded tails corresponding to occurrences fully within some interval of L, has been already determined in step 1.2 of Find(P) algorithm (see Fig. 4 ). The rest of unbounded tails we are interested in, are detected with the algorithm sketched below by exploiting the fact that they correspond to spurious occurrences. Let a; b] be an interval of L. If a chain enters the interval from the left, either it corresponds to an occurrence fully contained in the interval, and so is listed and marked in step 1.2, or it crosses the right boundary of the interval. Consequently, we can safely focus on the (at most two) unbounded chains entering the interval from the right, i.e., touching b. We nd their tails t as follows:
(b) If K is nonempty, we determine the largest position k 0 in K containing an occurrence by a binary search in K. Proof: As previosly noted, we discuss the unbounded chains entering the interval from the right. Steps 1 and 2 are intuitively correct. As for step 3, the condition r > b ? p + 1 implies that r is spurious and the condition on r + j j implies that r is a tail.
Step 4 is more involved. We use the chain property in Lemma 4.3 and the fact that both l and r touch position x = b to infer that in order to have two unbounded chains C i and C i+1 entering the interval from the right, the tail t i of the former must be t i < b ? d p 2 e and the head h i+1 of the latter must be h i+1 > b ? d p 2 e. Set K is de ned by keeping this chain property in mind. In step 4a, we are sure that no other tails of unbounded chains entering from the right exist as K is empty. In step 4b, we further exploit the chain maximality property on K: all k 2 K with k k 0 are occurrences in the same chain while the other positions k > k 0 are not occurrences. Consequently, a simple binary search on K allows us to detect k 0 . At this point, k 0 could be an unbounded tail or not. We discover this by testing two conditions as in step 3. We remark that some unbounded tails could be marked many times by the algorithm above, but in any case this is a constant number per tail and thus it does not in uence the overall complexity.
Step We also insert into the generalized su x tree to obtain GST f g , and this requires O(j j) time by using the algorithms described in 2]. We also compute the array of names N in O(j j log j j) time (by Lemma 7.3).
Finally, we update the String B-trees SBT and SBT 0 . We insert the su xes of into both of them in O(j j log(j j + n)) time (by Theorem 7.2). However, all the su xes of except the rst one are logically deleted from SBT 0 f g because I 0 = is an interval. Moreover, in SBT 0 f g , the su x corresponding to the beginning of I R is logically undeleted because I R is a new interval (the su x corresponding to the beginning of I is still valid for I L ). The time complexity of these extra delete operations is bounded by O(j j log(j j + n)), and the cost of the undelete operation is O(log(j j + n)); therefore, we take a total of O(j j log(j j + n) + log jLj) = O(j j log(j j + n)) time.
Operation Del( ). This operation may involve several intervals which are adjacent in L.
We take the general case into consideration and leave some details to the reader. We locate the two intervals in L containing the rst and the last character of , and replace them by two other intervals containing what is left of them after the removal of 's characters. We then delete all the intervals of L lying between these two intervals. The above operations are made up of a constant number of split and concatenate operations in L, each of which takes O(log jLj) time. List L is also updated by transforming all the removed intervals into shadow intervals, which are in turn merged with adjacent shadow intervals when possible.
The pointers from L to L are used for this task and the cost of each merging step is O(1).
Since the cost of processing L is bounded by the number of intervals removed (which is less than the number j j of text characters deleted), we spend O(j j) time to update the list of shadow intervals. The String B-trees are modi ed accordingly. Since all the text positions spanned by are deleted, they must belong to shadow intervals after this operation. Therefore, we logically delete the corresponding su xes from the String B-trees with the exception of the su xes corresponding to the beginning of the new shadow intervals (which are not marked deleted in SBT 0 ). Moreover, if the intervals removed are replaced by two new intervals, we must undelete the two su xes corresponding to their new starting positions in SBT 0 .
Once again, the delete operations cost O(j j(logj j+n)) time, while the undelete operations cost O(log(j j + n)) time each (by Theorem 7.2), and therefore we yield O(j j log(j j + n) + log jLj) = O(j j log(j j + n)) time complexity for Del( ).
At this point, we observe that the size of the lists cannot be too large. Indeed, j Lj = O(jLj), and jLj 2upd + 1 = O(upd) after upd string insertions and deletions because each operation adds no more than two new intervals to L 4].
The integers used for assigning new substrings' names can increase much faster than the text length does because of string deletions. For this reason, it may be useful to reconstruct all the data structures periodically and compact the integers used for the names. This way, we obtain amortized bounds. As an alternative, we can use Overmars' partial rebuilding technique 15] for obtaining worst-case bounds. This approach ensures us that the total length of the strings in is proportional to the current text length, i.e., d = P 2 j j = (n).
We have: Theorem 8.1 An edit operation involving a string of length s takes O(s log(s + n)) worstcase time.
Main Theorem
We nally start out with Theorem 6.2 (where jLj = O(upd)) and Theorem 8.1, and obtain the main result of this paper: Theorem 9.1 Searching for a pattern string of length p in a dynamic text string of current length n requires O(p + pocc + upd log p + log n) worst-case time after upd update operations, where pocc is the number of pattern occurrences. Each update (insertion or deletion) operation involving a string of length s costs O(s log(s + n)) worst-case time. The total occupied space is O(n log n).
Conclusions
In this paper, we proposed new algorithms and data structures for achieving improved worstcase bounds in the dynamic text indexing problem. It is worth noting that in a preliminary abstract 5], the authors describe a solution that achieves better amortized bounds for the update operations but worse bounds for the searching operation. The amortized bounds can probably be transformed into worst-case ones. As a minor part of another preliminary abstract 6], the authors obtain slightly better search bounds with faster amortized update bounds but the global rebuilding technique does not seem applicable to this case.
In 6], the main contribution is indeed a solution whose update bounds are sublinear in the text length (i.e., O( p n + s) time for inserting/deleting a string of length s), and whose search bounds are optimal and independent of the number upd of text changes (i.e., O(p + pocc) time for a pattern length p). The required space is linear (i.e., O(n)). These results are not comparable to the ones proposed in this paper because the former aimed at achieving optimal query time with sublinear time update and linear space, while the latter aimed at achieving fast logarithmic update bounds per character. The update bounds in Theorem 9.1 are better than the ones in 6] when s log(s + n) < p n, while the search in 6] is optimal.
