We derive new representations for the Mathieu series via the (second) logarithmic derivative of the Gamma function known as the trigamma function. Some further applications concerning the representation of Apery's constant ζ(3) are also presented.
Introduction and Preliminaries
Mathieu's series is defined by S(r) = ∞ n=1 2n (n 2 + r 2 ) 2 , r > 0.
It possesses the following integral representation
from which the asymptotic expansion of S(r) may be derived ( [4] , [16] ):
In the above equation B 2k denote the even-indexed Bernoulli numbers defined by the generating function
In recent years, the series S(r) and some generalizations of it attracted the interest of many researchers ( [1] , [2] , [7] , [9] , [10] , [11] , [13] , [14] , [15] , [17] ). Among others, new representations of the series were derived. In [10] the following integral form is found
(x 2 − r 2 + 1 4
Still other forms of S(r) can be found in [7] . For instance, it is proved that S(r) = π r coth(πr) − π sinh(πr)
where coth(x), sinh(x) and cosh(x) denote the hyperbolic cotangent, sine and cosine functions, respectively, and g(x) = x/(e x − 1). In this article we relate Mathieu's series S(r) to the trigamma function. For z ∈ C let ψ(z) denote the first logarithmic derivative of the Gamma function Γ(z), known as the digamma function
Then it is known that
where γ = 0, 5772156649... denotes the Euler-Mascheroni constant defined by
The equation for ψ(z) can be differentiated one more time to give an expression for the second derivative of ln Γ(z) called trigamma function:
ψ (z) satisfies the relation
In general, for k ∈ N the Polygamma functions are defined by
They are closely related to the Hurwitz zeta function
where the Hurwitz Zeta function is defined by
Clearly,
is the Riemann zeta function.
In this article we connect ψ (z) to S(r) by a simple reflection. This will enable us to establish new representations for S(r). Some further applications concerning the evaluation of infinite series and integrals will also be presented.
Main Result
Our main result is the following observation: Theorem 2.1 Let z be a complex number with z = x + ir. Then
where Im ψ (z) denotes the imaginary part of ψ (z).
PROOF: Let z = x + ir and ψ (z) = f 1 (x, r) + if 2 (x, r). Then, from equation (7) we obtain by straightforward computation
and
This obviously shows that f 2 (1, r) = −rS(r) and the proof is complete. 2 Remark 2.2 From (8) it is easily seen that
Though quite simple to prove, it is remarkable that the connection between S(r) and ψ (z) has not been utilized much in this context (an exception is the article [16] ). The connection seems to be powerful since in principle the whole Gamma, Digamma or Zeta function theory may be applied for a study of S(r).
We are going to apply the main result to some classical and less known (integral) expressions for ψ(z) (or equivalently ψ (z)), most of them found in [8] .
As a first example we consider the representation
Differentiation gives
Let z = x + ir. With e iy = cos(y) + i sin(y), we get e −t(x+ir) = e −tx ( cos(tr) − i sin(tr)).
Using the fact that 1 z = x x 2 + r 2 − i r x 2 + r 2 , and applying Theorem 2.1, Mathieu's series is expressed as
Since for Re(a) > 0
we recover Equation (2) . In a similar manner Equation (2) can also be recovered from the identities
or from
Further applications of the Theorem will be presented in the next section.
New Representations for S(r)
The goal of this section is to introduce some new representation for the series S(r). The expressions are immediate consequences of the previous Theorem applied to characterizations of ψ(z), or equivalently ψ (z). Since to the best of our knowledge the representations seem to be new, each of them is presented as a separate Corollary. Also some results concerning the evaluation of Apery's constant ζ(3) are presented.
Corollary 3.1 The Mathieu series S(r) possesses the integral representation
PROOF: We start with
This gives
Since for z = x + ir e (z−1) ln(t) = e (x−1) ln(t) ( cos(r ln(t)) + i sin(r ln(t))), we obtain from Theorem 2.1 after rearranging and collecting terms
The transformation x = − ln(t) produces the final integral form for S(r). The expression for ζ(3) follows from lim r→0 S(r) = 2ζ(3) after applying the rule of l'Hospital to the second integral. 2
Note that, if we write
The identity allows to establish the following interesting formula for ζ(3):
as the inverse of the golden ratio
PROOF: From (26)
In the last step we have used the evaluation
which may be found in [12] . 2
The next representation for S(r) is similar to (3).
Corollary 3.3 We have
Also,
PROOF: We start with the following formula for ψ(z) which also appears in [8] :
Hence,
Let z = x + ir. Straightforward calculations show that
Inserting these terms (together with the one for 1/z) into the above expression for ψ (z) and collecting real and imaginary parts, the equation above follows from Theorem 2.1. The limit r → 0 in (29) gives
The first integral can be evaluated exactly (see [8] ). For Re(β) > 0 we have
To complete the proof, insert β = 1 and note that ψ (1) = ζ(2) = π 2 6
. 2
As a final example we introduce the following formula for S(r):
Corollary 3.4 Mathieu's series S(r) has the representation
where P 1 (t) is the first periodized Bernoulli polynomial defined by
, with {t} being the fractional part of t. Furthermore,
PROOF: In [3] one may find the expression for the Polygamma function
with P 1 (t) defined above. The case n = 1 gives
Let z = x + ir. Then
Once more, from Theorem 2.1. we get
and simple manipulations on the expression establish the result. 2
We remark that from the Fourier series for the Bernoulli polynomials, it follows that P 1 (t) possesses the Fourier series
Hence, the above equation for S(r) can be stated in a slightly different way.
Remark 3.5
Comparing (29) with (38) gives the relation
(39) Since r is quadratic on both sides, the relation holds true for all real r. This result seems to be less obvious. Equation (36) relates Apery's constant ζ(3) to an indefinite integral containing P 1 (t). The connection between ζ(s) and P 1 (t) should not be surprising since a standard result from the theory of the Riemann zeta function says that for Re(s) > 1 it holds true that
See for instance [6] . This means that for n ∈ N, n ≥ 3,
However, the cases n = 1 and n = 2 must be treated separately. The case n = 1 is rather classical, too. We have that
For a proof see [5] . For completeness we prove the following result in case n = 2:
where γ is the Euler-Mascheroni constant.
PROOF: The proof is quite straightforward and with minor modifications could also be used to prove the general case n ≥ 3. Write
In the last step we have used the facts that for each k ∈ N , {t + k} = {t} and {t} = t for t ∈ [0, 1]. We proceed using standard integral expressions to produce
From the Weiserstrass formula for the Gamma function which we state in the form
it is easy to see that the last sum equals −γ. 2 Turning back to S(r) we have the following statement: Corollary 3.7 S(r) admits the representation
or equivalently
PROOF: We start with Equation (35) and modify as follows:
S(r) = 2 + r
2
(1 + r 2 ) 2 − 6 (46) Integration completes the proof.
2
