We present a model for longitudinal measures of fetal weight as a function of gestational age. We use a linear mixed model, with a Box-Cox transformation of fetal weight values, and restricted cubic splines, in order to flexibly but parsimoniously model median fetal weight. We systematically compare our model to other proposed approaches. All proposed methods are shown to yield similar median estimates, as evidenced by overlapping pointwise confidence bands, except after 40 completed weeks, where our method seems to produce estimates more consistent with observed data. Sex-based stratification affects the estimates of the random effects variancecovariance structure, without significantly changing sex-specific fitted median values. We illustrate the benefits of including sex-gestational age interaction terms in the model over stratification. The comparison leads to the conclusion that the selection of a model for fetal weight for gestational age can be based on the specific goals and configuration of a given study without affecting the precision or value of median estimates for most gestational ages of interest.
Introduction
Poor fetal growth is strongly associated with adverse perinatal outcomes such as neurological damage, seizures, organ failure and perinatal mortality (Gabbe et al., 2007) . Conventionally, a fetus or infant whose weight is in the smallest 10 percent of the population at a given gestational age is classified as small for gestational age (SGA) (Zhang et al., 2010b) , and considered to be at increased risk of perinatal morbidity and mortality (Gabbe et al., 2007) . Accurate weight-for-gestational-age percentiles are therefore needed to determine which fetuses may require additional investigations and closer monitoring. Conventional weight-for-gestational-age reference charts (Alexander et al., 1996 , Kramer et al., 2001 , Källén, 1995 , Skjaerven et al., 2000 , however, have an important shortcoming. Their trajectories of fetal "growth" are derived from the cross-sectional weights of infants born at different gestational ages, not from serial measurements of individual fetuses throughout pregnancy. Since preterm livebirths (infants born prior to 37 weeks of gestation) have been shown to be, on average, smaller than their in-utero peers (Fry et al., 2002 , Hediger et al., 1995 , Marsál et al., 1996 , Ott, 1993 , Weiner et al., 1985 , models of fetal growth based on cross-sectional birth weight measurements are biased at younger gestational ages.
The introduction of obstetrical ultrasound has made it possible to estimate fetal weights prior to birth, and several models of fetal growth based on ultrasound estimates of fetal weight have been proposed. Hadlock et al. (1991) fitted a series of polynomial models to estimated fetal weight as a function of gestational age. The best model used a quadratic polynomial and log-transformed weight values, and was selected on the basis of the largest coefficient of determination (R 2 ), of the smallest standard deviation and of the inspection of the residuals for uniformity of variance. However, since their dataset contained only a single estimated weight per pregnancy, it was not designed to be a model of fetal growth per se. Royston (1995) fitted a multi-level model to longitudinal estimated ultrasound fetal weight data. A Box-Cox transformation and fractional polynomials were used in order to stabilize variance and linearize the relationship between gestational age and transformed weight. A linear mixed model, which allowed for a random slope and a random intercept, was fitted to the transformed data. Hooper et al. (2002) fitted a quadratic polynomial to the natural logarithm of the weight data. This polynomial regression fit produced residuals, which were then normalized by fitting a linear spline to the normal probability plot of the residuals and fitting a model for the standard deviation of the residuals. Combining those two estimates, they transformed the residuals into z-scores, which were split into their measurement error and latent score components, the latter being defined simply as the raw score stripped of its measurement error component. Pan and Goldstein (1997) fitted a multi-level model for pediatric growth on weight z-scores computed by applying Cole's Lambda, Mu, Sigma (LMS) method (Cole and Green, 1992) . The skewness, mean and variance functions, at the core of the LMS method, were estimated using cubic splines. They were combined to create a transformation function that uses weight values as input and outputs the required z-scores. The model was then used to derive unconditional and conditional norms for growth (conditional on past growth). Conditional norms could be estimated by fitting a linear regression model that has z-scores at a number of previous time points as covariates.
The lack of population-level, longitudinal fetal weight measurements has limited widespread adoption of longitudinal fetal growth references. However, there is now renewed interest in the collection of data to update fetal growth references, including ongoing work by the US National Institute of Health to develop a new National Standard for Normal Fetal Growth (Zhang et al., 2010a) . Such work will need to select a longitudinal model for fetal weight for gestational age. Although different approaches to modeling longitudinal fetal weight measurements have been proposed, it is unknown to what extent the choice of model affects the estimates of fetal weight for gestational age, and which model, if any, is superior. A systematic comparison of the models is needed. Existing models may also benefit from improvements. Increasing model flexibility by including a large number of random effects parameters can now be more easily implemented thanks to advances in mixed model statistical software. Mixed models additionally offer convenient ways to deal with heteroscedasticity. Finally, adequately accounting for the influence of fetal sex, an important physiological determinant of fetal weight, may also improve fetal weight-for-gestational-age models.
Objectives
In this light, we sought to:
•Present a new, parsimonious, and more flexible modeling strategy for fetal weight for gestational age based on a sex-specific multi-level model, •Systematically compare medians from the proposed modeling strategy with those of Royston (1995) , Hooper et al. (2002) and Pan and Goldstein (1997) , a description of which can be found in the appendices.
Data
The dataset consists of longitudinal ultrasound data and birth data for singletons collected in Scandinavia from 1986 to 1988 for the Successive SGA Birth study (Bakketeig et al., 1993) . Ultrasound biometric measurements were obtained at antenatal study visits at 17, 25, 33 and 37 weeks. Fetal abdominal circumference, femur length and biparietal diameter were combined using Hadlock's formula (Hadlock et al., 1984) to derive estimates of fetal weight. The original study included 1945 pregnancies, which included a 10% sample of the general obstetrical population (n=561) and an over-sampling of high-risk pregnancies (n=1384). In the 10% random sample, there were 454 pregnancies with both ultrasound and birth data; these were retained for the present analysis. Of these 454 pregnancies, 3 pregnancies were excluded because they had no complete birth weight -gestational age or estimated fetal weight -gestational age pairs, leaving 451 pregnancies for analysis.
Estimates of gestational age were established using the date of the last normal menstrual period (LNMP) confirmed by an estimate of gestational age from early ultrasound through the following algorithm: In the case where the 17 week ultrasound estimate differed from that based on LNMP by less than 14 days, the LNMP estimate was chosen. If the difference was larger or equal or if the date of LNMP was unknown, the ultrasound estimate was chosen. The dataset is the largest of which we are aware to have 5 or more serial ultrasound measurements from an unselected obstetrical population. The representativeness of the study population, frequency of ultrasound measurements, and high study quality make it an ideal input for comparing models.
Methods
We fitted a linear mixed model to the fetal weight measurements using restricted cubic splines based on the truncated power basis (Harrell, 2001) to flexibly model the association between gestational age and weight. We included random effects on both the intercept and gestational age terms in order to account for betweenfetus variability. Finally, since the variance of weight measurements increases with gestational age (Hadlock et al., 1991) we considered two approaches to manage heteroscedasticity:
1. The weight variable was transformed by means of a variance-stabilizing technique, 2. A variance structure that allows for heteroscedasticity was imposed on the residuals or the random effects.
A Box-Cox transformation was a natural choice in approach 1. The choice of the scaling parameter was driven by the need to make the output data as normally distributed and homoscedastic as possible. In order to ensure this, we adopted a REML-based approach devised by Gurka et al. (2006) . However, applying the inverse transformation to the transformed model results in biased estimates of the mean, but not the median, on the original scale (Duan, 1983) , so we present medians in subsequent analyses.
Sex-based differences in fetal weight
Evidence suggests that weight differences between male and female fetuses could be important as early as 14 completed weeks of pregnancy (Schwärzler et al., 2004) . Therefore, in order to produce sex-specific weight-for-gestational-age curves in such a way that their shapes remain flexible and that the number of variance parameters to be estimated is reduced, we included sex-gestational age interaction terms in the model.
Model formulation
The model was formally specified as
where
is the Box-Cox or the identity transformation, •β β β m , m = 1,2,...,2k−1, is the vector of fixed effect coefficients,
..,k−1, is the vector of random effects, •S i is the code for sex, •T ij is gestational age expressed in the truncated power series basis, •k is the number of knots,
Comparison with other proposed approaches
Since the models proposed by Royston (1995) , Hooper et al. (2002) and Pan and Goldstein (1997) ignore sex, they were fitted separately on data for male and female fetuses. Although our own model makes the assumption of a common variancecovariance structure for the weights of males and females, this assumption was relaxed in order to make the comparisons meaningful. This is equivalent to using stratification.We then fitted the model under the initial assumption of shared variance-covariance parameters to establish any potential advantages of not stratifying. The comparisons were based on the location and the precision of the median estimates, as evidenced by their 95% pointwise bootstrap confidence bands, found after fitting the different models to the Scandinavian dataset. In addition, at term ages, we compared the median estimates to those found in a national birthweightfor-gestational-age chart (Skjaerven et al., 2000) based on births in Norway between 1987 and 1998. Comparisons with this chart were not made at preterm ages, since charts based on the cross-sectional weights of preterm newborns are known to be biased relative to fetal weight charts (Fry et al., 2002 , Hediger et al., 1995 , Marsál et al., 1996 , Ott, 1993 , Weiner et al., 1985 .
Software
We carried out the analyses in R 2.9.1.
Results

Data characteristics
The observed weights for gestational age in the Scandinavian sample are shown in Figure 1 . The strong and continuous increase in the variance of weight over time highlights the need to use modeling methods capable of dealing with heteroscedasticity. In Figures 2 and 3, randomly selected individual weight trajectories are shown. The occasional stabilization or decrease of weight at term (37 to 41 completed weeks of gestation) observed in certain trajectories may be the result of measurement error in estimated fetal weight at the 37 week antenatal visit. Work by Bertino et al. (1996) as well as Hooper et al. (2002) indicates that the observed flattening of the weight-for-gestational-age trajectory may also be due to a progressive decrease in growth velocity after 35 completed weeks, although it seems unlikely that this would explain the weight losses observed. Missing data were rare, with 98% of births (440/451) having at most one missing weight measurement. Among the 451 pregnancies, 19 resulted in a pre-term birth, i.e. before 37 weeks (259 days), leading to a preterm birth rate of approximately 4%.
Mixed model characteristics
Basic spline regression models require the prior specification of knot positions. As recommended in the absence of substantive knowledge (Harrell, 2001) , we placed knots at the 5th (119 days), 27.5th (175 days), 50th (232 days), 72.5th (262 days) and 95th (287 days) percentiles. Va r y i n g the number of knots did not result in noticeable improvements in model fit. Figure 2: Individual weight-for-gestational-age paths for males sampled from the Scandinavian dataset. Circles represent weight/gestational age pairs at birth and triangles represent estimated weight/gestational age pairs in utero. Figure 3: Individual weight-for-gestational-age paths for females sampled from the Scandinavian dataset. Circles represent weight/gestational age pairs at birth and triangles represent estimated weight/gestational age pairs in utero. A summary of the fitted models is found in tables 1 and 2. A visual comparison of fitted curves for individual fetuses revealed that imposing non-zero offdiagonal elements in the random effects' variance/covariance matrix did not strongly affect the fitted values, even if a certain amount of covariance did exist between the random effects. Imposing a highly-parameterized structure on these estimators also led to convergence problems. Therefore, we selected a diagonal variance structure. With untransformed weights, a random intercept was unwarranted, because the weights of all fetuses were essentially identical prior to 10 weeks.
On the transformed scale, specifying a residual correlation structure with non-zero off-diagonal elements did not sizably change the parameter estimates or their standard deviations. Therefore, we imposed the assumption of uncorrelated residuals, which is reasonable considering that measurements are taken many weeks apart. On the untransformed scale though, the assumption that residuals have an AR(1) covariance structure led to slightly different median estimates, but with noticeably lower standard deviations than when they were computed under the assumption of no correlation between the residuals.
Overall, transforming the data seemed to be beneficial. Although the median weight estimates from both fits, i.e. the one obtained by using the original weight values and the one obtained by using transformed weight values, were similar, the bootstrapping procedure revealed that those from the model fitted to transformed weight values had lower variance starting from approximately 272 days. It also revealed that transforming the data makes convergence of the linear mixed model components estimation procedure more likely. Indeed, the fitting procedure always converged when transformed weight values were used, whereas 28 runs out of 1028 (2.7%) led to a convergence error with untransformed data. For all these reasons, we retained only the model fitted to the dataset containing transformed weights for further comparisons.
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The International Journal of Biostatistics, Vol. 7 [2011] Skjaerven et al. (2000) . We selected the midpoint of each week to make comparisons with the Skjaerven values more meaningful, as they are reported on a completed-week basis. The confidence intervals around the Skjaerven means are very narrow, and thus need not be reproduced.
Model comparisons
Results of sex-specific models were essentially similar; the results obtained using male fetuses are presented (results for females available upon request). Figure 4 and table 3 show that median estimates from the different methods remain very close. The Skjaerven et al. (2000) curve follows the anticipated trajectory: since its mean estimates are based on livebirths only, they fall below the other models' median estimates at preterm. Due to the positive skewness of the livebirth weightfor-gestational-age distributions at preterm, differences between medians would be even larger at that time. From conception to late term, confidence bands (based on 1000 bootstrap iterations) for all models overlapped, although differences in median estimates were larger beyond 41 weeks, as illustrated by figure 5. Starting at 40 weeks, medians obtained after fitting our model were the closest to the mean values reported by Skjaerven et al. (2000) . Before 40 weeks, other estimates were occasionally closer, but the range between the maximum and minimum median estimates always remained small. Further, all 95% pointwise confidence bands between 32 and 40 completed weeks contained the means reported by Skjaerven et al. (2000) . Figure 5 and table 3 further show that with our method, as well as with that of Pan and Goldstein (1997) , progression in weight for gestational age seems to become linear after 40 weeks. This would be at odds with the results of Skjaerven et al. (2000) though, which show a steady decline of the growth rate after 38 completed weeks. This decrease may have been due to errors in the estimation of gestational ages or selective delivery of fetuses at later gestational ages. Alternatively, since a restricted cubic spline imposes linearity after the last knot, it should be verified whether the assumption of linearity is in contradiction with the data, although sparseness limits inference. We originally placed the last knot at the 95th quantile, 287 days. Moving it to 294 days did not strongly affect the shape of the curve (data available upon request), indicating that the observed pattern was not solely an artefact due to the use of a restricted cubic spline.
Our model included an interaction term for the effect of sex on fetal weight for gestational age. Since the models against which ours was compared did not include such a term, they were fitted separately to male and female fetuses. Although the other models could be modified so as to take sex into account, we thought it better to select the method, namely stratification, that required the simplest assumptions, even though splitting the data in such a way can be seen as inefficient, since features of the distribution of weights are likely shared between the two groups (Johnsen et al., 2006) . In this light, assuming at least a shared variance/covariance structure would not seem unreasonable. This is equivalent to our model's inclusion of sex-gestational age interaction. Indeed, it can be understood from model equation 1 that, on one hand, weight values obtained for individual male and female fetuses are assumed to share the same covariance structure and, on the other hand, the extent of the contribution of the fixed effect component to observed or estimated fetal weight varies differently through time based on fetal sex. Although the inclusion of additional data does not impact strongly the value or the precision of the median estimates from our model, it does affect the random effects variance structure (see tables 1 and 4, and figures 6 and 7 in the appendix). If this structure was of specific interest, then we would benefit from not stratifying.
14 The International Journal of Biostatistics, Vol. 7 [2011 ], Iss. 1, Art. 32 DOI: 10.2202 /1557 -4679.1305 In this article, we presented a new, flexible, sex-specific model for fetal weight for gestational age, and systematically compared the model to other proposed approaches. We established that at most gestational ages, the choice of model does not have a meaningful impact on the median estimates of fetal weight for gestational age, insomuch as the models' 95% pointwise confidence bands have a large degree of overlap. However, the greater accuracy of estimates of weight-for-gestationalage medians at late term of the proposed model is important, because information on fetal growth at post-term ages may inform clinical decision-making on induction of labour. Overestimation of the median is likely to lead to an overestimation of the SGA threshold as well, which would produce an overestimation of the number of pregnancies with abnormal fetal growth. This being said, due to the quickly diminishing number of data points after 40 completed weeks, obtaining low-variance estimates at very late ages becomes difficult. While focusing on the estimation of the 10th percentile would be valuable, larger sample sizes than are currently available would be needed to obtain reasonable accuracy. Estimation of the median weight for gestational age is nevertheless useful, since an understanding of normal fetal growth is needed to be able to define and identify abnormal growth.
The differences between median estimates from the different methods before late term remain small and are therefore unlikely to be of clinical significance. Therefore, the selection process can safely be guided by the model-specific features that make a given model best suited to the underlying characteristics or objectives of a study. For instance, Hooper et al. (2002) proposed a way to isolate the measurement error from the latent weight component of estimated fetal weight, as to allow for the derivation of latent weight percentiles. The proposed model also presents several advantages. Its flexibility, in comparison to polynomial regression models for instance, makes it an obvious candidate for modelling growth. Its parsimony also makes it very appealing. Further it readily offers a concise and straightforward parametrization of variance and covariance. The mixed spline regression model is commonly taught in statistics and epidemiology programs, and scholars are very familiar with its formulation, implications and limitations. It has become a very popular approach to handle non-linear relationships, such as the one between gestational age and fetal weight. For the first time, this standard approach has been systematically compared to methods especially tailored to the problem of fetal growth. Spline regression methods are readily available in most software packages (as compared to some of the specialized approaches used previously). The practical implication of this work for epidemiologists and statisticians interested in modeling fetal growth is that these models mostly provide similar estimates of median weight-forgestational-age, so that modeling strategies may be selected based on other criteria such as ease of use.
In general, fitting a model to a dataset in which the response variable has been transformed may produce results that are hard to interpret. For instance, fixedeffect coefficient values will not be expressible on the original scale and the retransformed mean will be biased. (Duan, 1983 ) However, percentile estimators, which are generally of greater relevance in the study of fetal growth and identification of intrauterine growth restriction, (McIntire et al., 1999) still remain unbiased. In this context, we are more interested in the estimation of median weight for gestational age than in interpreting the coefficients themselves.
Estimates of individual weight-for-gestational-age trajectories are strongly affected by measurement error in estimated fetal weight, which results from the use of a formula to estimate fetal weight from ultrasound biometric measurements, as well as operator-error at the time of ultrasound. Fortunately, this source of error has been shown to be mostly non-systematic (Dudley, 2005) , so that while individuallevel estimation of fetal weight may be error-prone, population medians should not be greatly affected. Uncertainty in gestational age is a second source of measurement error in longitudinal modeling of fetal weight. However, in our data, the gestational age estimates were validated by the use of both the ultrasound and the LNMP estimates, providing confidence that the measurement error on gestational age remains small on average.
Two different kinds of weight data are being used in the model-fitting process, namely ultrasound-based estimates and precise measurements made at birth. We would expect the coefficient of variation for ultrasound-based estimates to be higher, due to measurement error. Model variance estimates may also be affected. However, the Box-Cox transformation dampens changes in variance, irrespective of their patterns. Therefore, since we fitted models on the transformed scale, it seems unlikely that the median fits were significantly biased by the reduced variance of birth weight data.
Most models proposed to date were only adjusted for the influence of gestational age on fetal weight. It is worth considering if other adjustment terms in addition to sex should be considered. Parity, ethnicity and maternal BMI have all been shown to be significant predictors of fetal weight (Gardosi et al., 1995b,a, Mongelli and Gardosi, 1995) . However, the clinical relevance of customization for maternal characteristics remains controversial (Hutcheon et al., 2008b,a) . Another way to further personalize a weight-for-gestational-age curve would be to make it conditional on attained weight. Such an approach has been advocated by Royston (1995) . A conditional estimate of weight becomes in essence an estimate of growth. However, temporal distance between successive weight measurements
16
The International Journal of Biostatistics, Vol. 7 [2011 ], Iss. 1, Art. 32 DOI: 10.2202 /1557 -4679.1305 tends to dampen correlation and conceal the effects conditioning might have on the variance of individual predicted weights on the short term. Since successive measurements in our dataset are often more than four weeks apart, a weight estimate conditioned on a measurement taken less than a month earlier would essentially rely on an arbitrarily imposed covariance structure. Measurement error, too, would negatively impact the predictive power of an individual conditional weight estimate. Results by Hutcheon et al. (2010) indicate that the potential theoretical gains from conditioning are practically negligible when evaluated in the clinical setting.
While the goal of this study was to compare different methods for characterizing normal fetal growth, the methodologies examined in this paper could also be applied to the study of pediatric and adolescent growth. Further, the models could easily be modified to take other predictors into account. %For instance, maternal serum folate concentration in the second trimester and third trimester has been shown to be associated with birth weight (Goldenberg, Tamura, Cliver, Cutter, Hoffman, and Copper, 1992, Scholl, Hediger, Schall, Khoo, and Fischer, 1996) and therefore, measuring this predictor routinely during pregnancy might be warranted.
The dataset used in this study has several advantages, notably its relatively large sample size, the four longitudinal measurements resulting from unselected ultrasound scans and the quality of its weight and gestational age estimates. However, it would be of interest to be able to generate estimates applicable to different obstetrical populations, e.g. a North American population. Future work should determine whether the model can be adapted or rescaled to reflect fetal growth in different obstetrical populations.
Efforts are currently being made to update weight-for-gestational-age reference charts through the creation of a US national ultrasound standard for fetal growth (Zhang et al., 2010a) . On the other hand, a new method could also be proposed to improve reference charts by combining data from difference sources that are already available such as data from routine clinical ultrasounds, serial ultrasound research studies, and population birthweight data. As both approaches will require selecting a model for median weight for gestational age, we believe that our work will be especially useful in this context. Appendix A Royston's method Royston (1995) proposed a multi-level model to predict weight for gestational age, with either a random intercept alone or with both a random intercept and a random slope, as well as a flexible fractional polynomial functional form, and a Box-Cox transformation to correct for heteroscedasticity. The model is formulated,
where T ij is the time of the jth measurement on the ith individual, W (λ) ij is the weight value after a potential Box-Cox transformation with scale parameter λ , µ i is the intercept for individual i, β i is the slope for individual i, g(.) is the fractional polynomial transformation and ε ij ∼ N(0,σ 2 ε ) is the residual term. The randomeffect vector (µ i ,β i ) is assumed to follow distribution MV N((µ,β ),Σ), with Σ being an arbitrary variance-covariance matrix. If the scale parameter is set to 1 then the transformation function reduces to identity.
Royston based model selection on a fixed-effect alternative to the previously specified linear mixed model, that is, one in which random effects are replaced by individual-specific non-random intercept and, if required, slope terms. The choice of the optimal λ is based on its maximum likelihood estimate in model
where µ i is assumed fixed. Allowing individual-specific slope terms might render the transformation of the response variable unneeded. However, there may be some lingering residual non-normality or heteroscedasticity. Because of this, four models are compared (all models are fixed-effects models and have at least subject-specific intercepts):
1. W linear in g(T) with a common slope, 2. W linear in g(T) with separate slopes for each subject, 3. W (λ) linear in g(T) with a common slope, 4. W (λ) linear in g(T) with separate slopes for each subject.
Since model 1 is nested in model 2 and model 3 is nested in model 4, they can be readily compared. In order to do this, a F-ratio is computed, as a test of nonparallelism. A significant value for this ratio means that subject-specific curves should not be assumed parallel and thus, that the separate-slope model should be adopted. Non-nested models cannot be readily compared, hence Royston's suggestion to use a pseudo-F-statistic to compare models 2 and 4. This test will verify whether the transformation is successful in reducing residual non-normality and/or heteroscedasticity. Based on the results of the previous steps, an analogous linear mixed model is fitted to replace the fixed-effects model that had previously been derived for selection purposes. In other words, individual-specific intercepts and, if needed, slopes will now be assumed to be correlated normal random variables (within-individual).
A model called ALB is recommended to estimate the covariance structure, now denoted by c L (t 1 ,t 2 ), with parameters in c L (t 1 ,t 2 ) estimated by minimizing the objective function
d ijk being a weight value and t ij < t ik . After all parameters contained in c L (t 1 ,t 2 ) have been estimated, variance values can be derived by setting t 1 equal to t 2 . Prediction intervals at gestational age t with 1−α coverage probability are bounded by ±z α √ c L (t,t), with z α denoting the αth quantile of the standard normal distribution. A fetus is now considered small for gestational age if its latent score falls under the 10th percentile, i.e. under the lower bound of the 80% confidence interval.
Appendix C Pan and Goldstein's method Pan and Goldstein (1997) developed a method to quantify growth in children, which involves modeling separately the mean, M(t), the coefficient of variation, S(t), and the Box-Cox power curve, L(t). The method is called LMS, for λ (L(t)), µ (M(t)) and σ (S(t)). Maximum penalized likelihood estimation is used to derive the preceding function estimates. These functions belong to the family of cubic splines with knots at each distinct value of t. Percentiles are estimated with the formula
with d α being the (1−α)th percentile of the standard normal distribution. An equivalent z-score can thus be obtained,
Z(t) = {(W/M(t)) L(t) −1}/(L(t)S(t)),
W being a weight value. Z(t) is referred to as an empirical LMS (or ELMS) score. Under the assumption that the LMS procedure provides normally distributed scores, a two-level model is constructed:
with E = {e ij } ∼ N(0,σ 2 e I), U = {u hj } ∼ N(0,D u ), i = 1,...,n j ; j = 1,...,m, i being an index for measurements within individual j, n j being the number of measurements for individual j and m being the number of individuals. This is a typical
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The International Journal of Biostatistics, Vol. 7 [2011 ], Iss. 1, Art. 32 DOI: 10.2202 /1557 -4679.1305 example of polynomial regression with random effects. The polynomial is set to be of degree p and the number of random effects is q. Residuals are assumed to be uncorrelated and homoscedastic. The authors note that this may not be reasonable if measurements are taken close in time.
If serial measurements are available, a norm for a new measurement conditional on the previous two, expressed as
with ε j ∼ N(0,σ 2 ε ), can be obtained. Z 3j can be standardized by subtracting from it the fixed part of the right-hand side of (12) and dividing the total by the residual variance. In other words, Z * 3j , i.e. Z 3j after standardization, can be expressed as
where σ 2 ε is the residual variance in (12). The standardized estimates are found by substituting the Z ij 's in (13). Corresponding percentiles can then be derived. 
Appendix D Extra figures
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The International Journal of Biostatistics, Vol. 7 [2011] Figure 7: Simulated individual weight-for-gestational-age trajectories. The curves have been simulated based on a model with sex-gestational age interaction.
