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We apply to a lattice version of the ’t Hooft model, QCD in two space-time dimensions for large
number of colours, a method recently proposed to obtain an effective mesonic action starting from
the fundamental, fermionic one. The idea is to pass from a canonical, operatorial representation,
where the low-energy states have a direct physical interpretation in terms of a Bogoliubov vacuum
and its corresponding quasiparticle excitations, to a functional, path integral representation, via the
formalism of the transfer matrix. In this way we obtain a lattice effective theory for mesons in a
self-consistent setting. We also verify that well-known results from other different approaches are
reproduced in the continuum limit.
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I. INTRODUCTION
Since its formulation by ’t Hooft in 1974, QCD in two
space-time dimensions in the limit for large number of
colours (in the following: ’t Hooft model, or QCD2) has
been very successful as a toy model for strong interac-
tions. Despite its relative simplicity, it exhibits highly
nontrivial properties (such as confinement, spontaneous
breakdown of chiral symmetry, a bound-state spectrum
of excitations, ...) which makes it a per se worthwhile
study subject and an ideal benchmark for new ideas. In
addition to the fundamental works [1–4], the interested
reader can find clues of the richness of its features in
reviews like [5].
The aim of the present work is to apply to QCD2 a very
general formalism introduced in many-body theory [6, 7]
and extended to relativistic field theories in [8–12] to ob-
tain a theory of effective mesonic excitations above a non-
perturbative vacuum state, starting from the underlying
theory of fundamental fermions (in this case, quarks).
The method consists in two main ingredients:
• The canonical, operator formulation of the model,
where the fermionic Fock space of states is explic-
itly built acting on the vacuum with creation and
annihilation operators. Because of confinement, in
the low energy phase of the model a condensation
of the fermions into composites occurs, with some
analogies with BCS-like theories [13]: there, the on-
set of superconductivity is justified by the existence
of an energy gap between the ground state of non-
interactive conduction electrons and a state, ob-
tained from the first via a Bogoliubov transforma-
tion and a variational principle, where the fermions
are coupled in weakly bounded states, the Cooper
pairs. Here, a similar mechanism can be invoked to
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describe the formation of a non-perturbative vac-
uum where quarks and antiquarks form mesonic
condensates.
• The holomorphic representation [14, 15] of the func-
tional integral defining the partition function of the
model. In order to have a mathematically well de-
fined setting we use the Euclidean formulation of
the model regularized on a lattice, where the dy-
namics is controlled by the transfer matrix which
maps the Fock spaces defined at different time slices
one into the other. The partition function is ob-
tained evaluating the trace of the Boltzmann factor
over the fermionic Fock space on a basis of canon-
ical coherent states. Moreover, under the assump-
tion of composite boson dominance [6–8], according
to which the low-energy spectrum of the theory is
dominated by bosonic modes, a projection of the
transfer matrix over states built as mesonic exci-
tations of the non-perturbative vacuum gives an
approximate functional representation of the par-
tition function in terms of an action for composite
bosonic fields.
Along these lines we can pass from canonical to functional
formalism and back, taking the best from each: physical
intuition and a non-perturbative approach from the first,
a full relativistic field theory formulation from the latter.
In the ’t Hooft model we end up with an effective action
for mesons on the lattice which bosonizes the model and
reproduces, in the continuum limit, results well known
from perturbative [1, 2] or Hamiltonian canonical [16, 17]
approaches.
The work is organized as follows: in section II, after a
brief review of the general method presented in [9], we ex-
plain how the hypothesis of composite boson dominance
can be used to obtain an effective mesonic description
of a fermionic theory (subsection II C). In section III we
present the ’t Hooft model, in Coulomb gauge and in
Wilson’s lattice formulation. The section IV is dedicated
to the application of our formalism to this model until,
2in section IVC, we derive an action for mesons in QCD2
and show how it has the correct continuum limit, equa-
tion (164). In commenting on the results, in subsections
IVA and IVC, we stress similarities and differences be-
tween ours and the previous works on the subject, with a
particular consideration to the ones by W. Bardeen [16]
and Kalashnikova and Nefed’ev [17], which are the most
closely related to our present approach. Finally, we draw
our conclusions in section V. Some formulas and techni-
calities, useful to re-obtain our results, are collected in
the appendices.
A preliminary report of the present work has been pre-
sented at the XIII Quark Confinement and the Hadron
Spectrum conference (Maynooth, August 2018). We refer
the reader to the corresponding Proceedings for a concise
exposition of our reasonings and results.
II. EFFECTIVE ACTION WITH BOGOLIUBOV
TRANSFORMATIONS
This section starts with a review of methods and con-
cepts fully developed in reference [9] and, unless explic-
itly stated, concerns fermionic lattice gauge theories in
arbitrary space-time dimensions with very generic fea-
tures. The last part, II C, presents a new point of view
on the hypothesis of composite boson dominance in the
spectrum of excitations of the theory.
A. Transfer matrix for fermionic theories
The quantum theory of fermions interacting with a
gauge field descends, in the Euclidean functional formal-
ism, from the partition function
Z =
∫
DU DψDψ¯ e−S[ψ,ψ¯,U ] (1)
=
∫
DUe−SG[U ]
∫
DψDψ¯ e−SF [ψ,ψ¯,U ] (2)
=
∫
DUe−SG[U ] ZF (3)
where, in the total action, we distinguished the pure
gauge part SG
S[ψ, ψ¯, U ] = SF [ψ, ψ¯, U ] + SG[U ] (4)
and we introduced the fermionic partition function in the
external gauge configuration
ZF [U ] =
∫
DψDψ¯ e−SF [ψ,ψ¯,U ] . (5)
The fermionc measure is defined by
DψDψ¯ =
∏
x
dψ(x) dψ¯(x) , (6)
where dψ(x) dψ¯(x) denotes a Berezin integral over the
Grassmann variables ψ, ψ¯ defined at the site x, repre-
senting fermions, while DU is the product of the Haar
measures on all the gauge link variables which live, in the
lattice formulation, in the gauge group SU(Nc).
The bridge between the functional and the operato-
rial formalism is provided by the partition function itself,
written in terms of the Hamiltonian operator HˆF for the
fermions:
ZF = TrF e−βHˆF , (7)
where TrF denotes a sum over fermionic Fock space and β
represents the total time of evolution. Strictly speaking,
on the lattice the Hamiltonian, which is the generator
of continuum time evolution, is replaced by the transfer
matrix Tˆt,t+1, the operator that maps the Fock space
defined at time t into that defined at time t + 1, where
time direction is a chosen lattice direction. Furthermore,
as in our problem there is a dependence form the gauge
configuration, which is time dependent, in the product
appearing in
ZF = TrF
∏
t
Tˆt,t+1 (8)
we must follow an ordering in time of the different factors.
If the transfer matrix is self-adjoint and strictly positive,
then a lattice Hamiltonian can be defined as
HˆF = − 1
a0
ln Tˆt,t+1 , (9)
with a0 the lattice spacing in the time direction. The
proof of the existence of such an operator for Wilson
fermions in the temporal gauge U0 = 1 can be found
in [18–21]. For the construction of the transfer matrix
for Kogut-Susskind fermions in the flavor basis see [22]
and erratum in [23], while for the spin basis see [24]. In
order to work in a more general gauge, we will use a
slightly different method, as in [9]. Then, the fermionic
partition function (5) can be written as
ZF = TrF
∏
t
JtTˆt,t+1 , (10)
where the operator Tˆt,t+1 can be put in the form
Tˆt,t+1 = Tˆ †t VˆtTˆt+1 (11)
with
Tˆt = exp
[−uˆ†Mtuˆ+ vˆMtvˆ†] exp [vˆNtuˆ] , (12)
Vˆt = exp
î
uˆ† lnU0,tuˆ− vˆ lnU†0,tvˆ†
ó
, (13)
Jt = exp
î
Tr
Ä
Mt +M†t
äó
(14)
and Mt, Nt, U0,t matrices in internal (colour) and space
(time enters as a label only because the external gauge
3configuration is time dependent) indices, with the last
one defined as
[Uµ,t]n1n2 ≡ δn1n2(Uµ)n1,t . (15)
Therefore, “Tr” is a sum over these indices. The sym-
bols uˆ†, respectively vˆ†, denote the creation operator of
fermions, respectively antifermions, and carry internal
and space indices, which are understood. In the stan-
dard basis the fermion field has the form
ψˆ =
Å
uˆ
vˆ†
ã
. (16)
The kernel of an operator can be expressed in terms of
matrix elements between canonical coherent states; using
formulas collected in Appendix B 1 it’s easy to get, from
the transfer matrix (11), the usual functional representa-
tion in term of anticommuting fields.
B. Bogoliubov transformations
As long as the theory exhibits confinement, the ele-
mentary fermions created by the operators uˆ† and vˆ† are
not present in the low-energy spectrum: in building up
the Fock space from the “perturbative” vacuum |0〉, de-
fined as the state annihilated by uˆ and vˆ, we are adopt-
ing a point of view quite awkward to describe this phase
of the theory. The true (“physical”) vacuum state, de-
fined as the state of minimum energy, is strictly below the
perturbative one in the spectrum, so that a gap is pro-
duced that makes the bound state more favorable. The
fundamental tool we use to study this non-perturbative
vacuum is the same as the one used in BCS theory [25]
to explain the formation of Cooper pairs in the super-
conductive phase: a linear transformation that preserves
canonical anticommutation rules is implemented on the
fermion ladder operators. This Bogoliubov transforma-
tion mixes creators and annihilators in such a way that
induces a transformation in the Fock space: the state
whose particle content cannot be lowered by the new an-
nihilators is different from the starting vacuum |0〉 and
depends on the parameters of the transformation. Then,
the transformation is fixed by a variational principle (a
request of minimal energy).
We define a linear transformation in the space of
canonical operators as
aˆ = R1/2 (uˆ−F†vˆ†) ,
bˆ =
(
vˆ + uˆ†F†) R˚1/2 , (17)
where F is an arbitrary matrix and
R = (1 + F†F)−1 , R˚ = (1 + FF†)−1 . (18)
This transformation in canonical, in the sense that it pre-
serves canonical anticommutation relations:¶
aˆJ , aˆ
†
K
©
= δJK =
¶
bˆJ , bˆ
†
K
©
,
{aˆJ , aˆK} =
¶
bˆJ , bˆK
©
=
¶
aˆJ , bˆK
©
=
¶
aˆJ , bˆ
†
K
©
= 0
(19)
where capitol letters are multi-indices. The Bogouliubov
transformation mixes creation and annihilation opera-
tors, so it transforms implicitly the Fock space, starting
from the new (not yet normalized) vacuum
|F〉 = exp (uˆ†F†vˆ†) |0〉 , (20)
such that
aˆ |F〉 = 0 bˆ |F〉 = 0 . (21)
Acting on it with the new creation operators, it is possible
to define a new basis of coherent states as in (B25):
|αβ;F〉 = exp
Ä
−αaˆ† − βbˆ†
ä
|F〉
= exp
Ä
−αaˆ† − βbˆ†
ä
exp
(
uˆ†F†vˆ†) |0〉 , (22)
such that [26]
|αβ;F〉 = exp
Ä
uˆ†F†vˆ† − α˜uˆ† − β˜vˆ† − βFα
ä
|0〉 (23)
with
α˜ = R−1/2α , β˜ = βR˚−1/2 . (24)
The states constructed acting with the new creation op-
erators on the vacuum |F〉 are called, in analogy with
condensed matter, quasiparticle states. They are eigen-
vectors for the operators aˆ, bˆ:
aˆ |αβ;F〉 = α |αβ;F〉 , bˆ |αβ;F〉 = β |αβ;F〉 ,
〈αβ;F| aˆ† = 〈αβ;F|α†, 〈αβ;F| bˆ† = 〈αβ;F|β†.
(25)
Further useful properties are collected in Appendix B 2.
We can now evaluate the fermion partition function
using the basis of the new coherent states:
ZF = TrF
∏
t
JtTˆt,t+1
=
∫
Dα†DαDβ†Dβ e−S0[U ;F ]−SQP [α,β,U ;F ] ,
(26)
where the S0 term accounts for the part not depending
on the Grassmannian fields. Using formulas collected in
Appendix B 3, we can easily write the zero-point action
as
S0[U ;F ] = −
∑
t
Tr [ln(RtU0,tEt+1,t)] , (27)
with the definitions
Et+1,t = F†N ,t+1eMt+1U†0,teM
†
tFN ,t
+ F†t+1e−Mt+1U†0,te−M
†
tFt ,
(28a)
E˚t+1,t = F˚N ,teM
†
tU0,teMt+1F˚†N ,t+1
+ Fte−M
†
tU0,te−Mt+1F†t+1
(28b)
4and
FN ,t = 1 +N †t Ft , F˚N ,t = 1 + FtN †t . (29)
As S0 does not contain the quasiparticle excitations, it
can be interpreted as a vacuum contribution. Thus, the
parameters of the transformation F , so far generic, can
be fixed to the values F¯ that minimize this term, via a
variational principle:
δS0
δFt
∣∣∣∣
Ft=F¯t
= 0 =
δS0
δF†t
∣∣∣∣∣
F†
t
=F¯†
t
. (30)
Of course, because of the presence in S0 of the gauge
fields, which evolve in time, those equations have an ex-
plicit temporal dependence that makes them difficult to
be solved, except for some particular choices of the gauge
fields configuration (stationary, or evolving with a pure
gauge transformation, see [11]). In the present work we
will take a different path, as we will see in section IV: be-
cause of the perturbative nature of confinement in QCD2,
where it is simply a consequence of the linearity, in a sin-
gle spatial dimension, of the Coulomb potential in the
distance, a non-trivial result can be obtained even if the
gauge fields are eliminated averaging over them after a
weak coupling expansion in the coupling constant g, trun-
cated at order g2. If this operation is performed before
arriving at the variational equations (30), then a corre-
sponding stationary solution can be found, at least nu-
merically, and all the properties of the theory around
|F¯〉 are valid on average, that is after the gauge fields are
carefully integrated out.
The quasiparticle action in (26) is
SQP [α, β, U ;F ] = −
∑
t
[
βtI(2,1)t αt + α†tI(1,2)t β†t
+ α†t (∇t −Ht)αt+1 − βt+1(∇˚t − H˚t)β†t
]
, (31)
where the mixing terms are (if detF 6= 0)[27]
I(2,1)t = R˚−1/2t
[
R˚t − E˚−1t,t−1F˚N ,t−1eM
†
t−1
· U0,t−1eMt
] Ä
F†t
ä−1R−1/2t , (32a)
I(1,2)t = R−1/2t F−1t
[
R˚t − eM
†
tU0,t
· eMt+1F˚†N ,t+1E˚−1t+1,t
]
R˚−1/2t ,
(32b)
the one-particle Hamiltonians
Ht = U0,t −R−1/2t E−1t+1,tR−1/2t+1 , (33a)
H˚t = U†0,t − R˚−1/2t+1 E˚−1t+1,tR˚−1/2t (33b)
and the lattice derivatives
∇t = U0,t − T †0 , (34a)
∇˚t = U†0,t − T0 . (34b)
We will also use
H′t = 1−R−1/2t E−1t+1,tR−1/2t+1 , (35a)
H˚′t = 1− R˚−1/2t+1 E˚−1t+1,tR˚−1/2t . (35b)
Evaluated at F¯ , the mixing terms are null: the parame-
ters that minimize the vacuum contribution are the ones
that decouple positive-energy from negative-energy exci-
tations (see [9]).
C. Mesons
The previous formulation produces a theory of
fermionic excitations, the quasiparticles. However, as
long as these excitations are not expected to be present in
the low-energy spectrum, an hypothesis of composite bo-
son dominance can be formulated: in this phase, all the
observable properties of the theory should be understood
only in terms of composite bosonic modes, in particular
the lightest among them, the mesons. In our approach,
this conjecture can be imposed in a very natural and neat
way: the true partition function (26) of the theory should
be well approximated by its projection onto states built
as condensates of quasiparticles with a mesonic structure.
In the following we explain how to perform this opera-
tion and how it produces a legitimate action for effective
mesons.
1. Condensates of quasiparticles
A quasiparticle condensate is a state defined by
|Φ;F〉 = exp(aˆ†Φ†bˆ†) |F〉 , (36)
where Φ is a structure matrix with, for now, no further
properties. The inner product of such a state with an
element of the basis of coherent states is
〈αβ;F|Φ;F〉 = (detR)−1 eα†Φ†β† (37)
so that the norm of the condensate is
〈Φ;F|Φ;F〉 = (detR)−1 (detS)−1 , (38)
where
S = (1 + Φ†Φ)−1 , S˚ = (1 + ΦΦ†)−1 . (39)
We would like to evaluate the trace of the transfer ma-
trix only between those states, that is to project on the
mesons subspace using the operator
Pˆ[F ] =
∫ [
dΦ† dΦ
]
〈Φ;F|Φ;F〉 |Φ;F〉〈Φ;F| , (40)
with
[
dΦ† dΦ
]
a suitable measure in the space of the ma-
trices Φ. Note that this operator is not really a projector:
for example,
Pˆ[F ]2 6= Pˆ [F ]. (41)
5However,
〈Φt;Ft|Tˆt,t+1|Φt+1;Ft+1〉
= det
Ä
e−M
†
tU0,te−Mt+1Et+1,t
ä
· det
{Ä
R˚−1/2t+1 E˚−1t+1,tR˚−1/2t
ä [Ä
1 + ΦtI(1,2)t
ä
·
Ä
R˚1/2t E˚t+1,tR˚1/2t+1
ä Ä
1 + I(2,1)t+1 Φ†t+1
ä
+Φt
Ä
R−1/2t E−1t+1,tR−1/2t+1
ä
Φ†t+1
]}
. (42)
The partition function restricted on the composites sub-
space is:
ZC = TrF
∏
t
JtPˆtTˆt,t+1
=
∫ ∏
t
î
dΦ†t dΦt
ó
Jt 〈Φt;Ft|Tˆt,t+1|Φt+1;Ft+1〉〈Φt;Ft|Φt;Ft〉
=
∫
DΦ†DΦ e−S0[U ;F ]−SM [Φ,Φ†,U ;F ] ,
(43)
where the composite effective action is
SM [Φ,Φ
†, U ;F ] =
∑
t
Tr
¶
ln
Ä
1 + Φ†tΦt
ä
− lnDt,t+1
©
,
(44)
with
Dt,t+1 = 1 + I(2,1)t+1 Φ†t+1
+
Ä
R˚−1/2t+1 E˚−1t+1,tR˚−1/2t
ä{
ΦtI(1,2)t
Ä
R˚1/2t E˚t+1,tR˚1/2t+1
ä
+Φt
[
I(1,2)t
Ä
R˚1/2t E˚t+1,tR˚1/2t+1
ä
I(2,1)t+1
+
Ä
R−1/2t E−1t+1,tR−1/2t+1
ä]
Φ†t+1
}
. (45)
2. Colourless pairs in the large Nc limit
Can the state (36) represent a meson? Suppose we can
specialize the multi-index J carried by the fermion op-
erators to a set J = {x, α, i } designating, respectively,
position, internal (like spin) and colour indices. Then
we can define the annihilators and creators for fermion-
antifermion colourless composites as the bi-local opera-
tors
Γˆαβ(x,y) =
1√
Nc
Nc∑
i=1
bˆiα(x)aˆ
i
β(y),
Γˆ†αβ(x,y) =
1√
Nc
Nc∑
i=1
aˆ†iα (x)bˆ
†i
β (y).
(46)
Note that, with our notations, Γˆ†αβ(x,y) 6=
î
Γˆαβ(x,y)
ó†
(other possible conventions in [16, 17]). These operators
are not properly canonical operators for bosons, unless
Nc is infinite, because they are nihilpotent, that is
î
Γˆ†αβ(x,y)
óNc+1
= 0 (47)
(as aˆ†, bˆ† are in the fundamental representation of
SU(Nc), there are only Nc components available, and
(aˆi)
2 = 0 = (bˆi)
2), and they do not satisfy canonical
commutation relations, but
î
Γˆαβ(x,y), Γˆ
†
γδ(z,u)
ó
= δαδδγβδ(x− u)δ(z − y)
− 1
Nc
∑
i
[
δαδδ(x− u)aˆ†iγ (z)aˆiβ(y)
+ δγβδ(z− y)bˆ†iδ (u)bˆiα(x)
]
(48)
which become canonical only when Nc →∞.
Is |Φ;F〉 an eigenstate of Γˆ in the same way as (B11)
and (25) hold? In other terms, is |Φ;F〉 a coherent
bosonic state for the operator Γˆ? It holds that (sum
over repeated indices is understood)
Γˆαβ(x,y) |Φ;F〉 = 1√
Nc
[
Φ†iiβα(y,x)
+ Φ†ikβδ (y,u)bˆ
†k
δ (u)aˆ
†j
γ (z)Φ
†ji
γα(z,x)
]
|Φ;F〉 . (49)
Suppose now that Φ has the colour structure
Φ = INc
φ√
Nc
, (50)
with φ a matrix in space and spin indices which carries
no gauge index. Then
Γˆαβ(x,y) |Φ;F〉 = φ†βα(y,x) |Φ;F〉
− 1
Nc
φ†βδ(y,u)Γˆ
†
δγ(u, z)φ
†
γα(z,x) |Φ;F〉 . (51)
The second term is O(1/Nc) and so, when Nc is large,
Γˆ |Φ;F〉 ≃ φ∗ |Φ;F〉 , (52)
that is, |Φ;F〉 becomes a canonical bosonic coherent state
with (matrix) eigenvalue φ∗. Indeed, it can be written as
|Φ;F〉 = exp
î
φ∗αβ(x,y)Γˆ
†
βα(y,x)
ó
|F〉 . (53)
In this limit it is also true that
Pˆ[F ] |Φ′;F〉 = |Φ′;F〉 , (54)
so Pˆ [F ] becomes a true projector in the mesons subspace.
The meson effective action (44), when Nc is large, takes
6the simple polynomial form
SM =
1
Nc
∑
t
Tr
ï(
φ†tφt − φtφ†t+1
)
+
(
H˚′tφtφ†t+1 +H′tφ†t+1φt
)
+
1
2
(
−2φ†t+1H˚′tφtH′t
+ φtI(1,2)t φtI(1,2)t + φ†tI(2,1)t φ†tI(2,1)t
)ò
− 1√
Nc
∑
t
Tr
Ä
φtI(1,2)t + φ†tI(2,1)t
ä
. (55)
As already said before, when the variational principle
fixes the parameter F of the Bogoliubov transformation
in order to minimize the vacuum energy contribution, the
mixing terms defined in (32) are null, and so is the last
line of (55), leaving a quadratic action for the mesonic
bilocal fields φ. This is true also in QCD2, after the
average over the gauge configurations is performed. We
will explain this procedure in section IV.
3. Relationship with an expansion around a saddle point
In this subsection we will clarify the connection be-
tween the bosonization method explained above and the
similar previous point of view presented for example
in [8]. In both approaches there is a Bogoliubov transfor-
mation of the same form as (17) with F fixed by the vari-
ational principle (30). Within this paper, the states (36)
are constructed by means of a second Bogoliubov trans-
formation of the same form as (17), parametrized by
a fluctuating Φ which, following the reasoning in para-
graph II C 2, is suppressed with respect to F in the limit
of large Nc (which, in the present scheme, has the role of
a nilpotency index, see (47)):
|0〉 F−→ |F〉 Φ−→ |Φ;F〉 , (56)
and these states can be interpreted as bosonic excitations
of the vacuum made of quasiparticles.
In [8], the bosonic excitations are obtained through a
single Bogoliubov transformation, written as
|0〉 F+δF−−−−→ |F + δF〉 , (57)
where now δF are oscillations suppressed for large nilpo-
tency index. This translates into evaluating the resulting
fermionic path integral to second order in δF around the
saddle point F = F¯ .
Are the two descriptions equivalent? To answer this,
we note that, in the basis (16), a Bogoliubov transfor-
mation of the form (17) can be written in general as a
unitary linear transformation on the vector space of Dirac
operators:
ψˆ′ = U ψˆ , U = V R1/2(1 + F ) , (58)
where
F =
Å
0 −F†
F 0
ã
, R =
ÅR 0
0 R˚
ã
(59)
and V is a unitary matrix which does not mix creation
and annihilation operators:
V =
ÅV+ 0
0 V−
ã
, (60)
with V+, V− unitary matrices. More generally, given ψˆ
in any basis and given an involution I,
I† = I , I2 = I , (61)
which defines the components “+” and “−” of ψˆ via the
corresponding projection operators,
P±I =
I± I
2
=⇒ ψˆ± ≡ P±I ψˆ , (62)
so that the vector space W where the fermion operator
ψˆ leaves can be decomposed as W I,+ ⊕W I,−, a unitary
transformation U on W can always be decomposed as
U = Ue + Uo , (63)
where Ue (Uo) commutes (anti-commutes) with I:
IUeI = Ue
IUoI = −Uo =⇒
Ue :W
I,± →W I,±
Uo :W
I,± →W I,∓ . (64)
In the basis where I = diag{1,−1},
Ue =
Å
U+ 0
0 U−
ã
, Uo =
Å
0 U+−
U−+ 0
ã
. (65)
The choice (58), which we always make in the present
work, corresponds to the choice of the involution
I = γ0 . (66)
The unitary transformations (58) form a group:
ψˆ′′ = U2 U1 ψˆ = U(2,1) ψˆ , (67)
where we denote with (· , ·) the composition rule. The
above composition (56) is obtained with F1 = F , F2 = Φ.
Note that it is always possible to choose F1, F2 in order
to keep the block-diagonal terms V1 and V2 as the identity
matrix, as we did above, but then V(2,1) is fixed. In this
case, the composition rule is
F(Φ,F) =
Å
0 −G†
G 0
ã
, R(Φ,F) =
ÅQ 0
0 Q˚
ã
,
V(Φ,F) =
ÅA+ 0
0 A−
ã
,
(68)
7with
G = F + R˚−1/2 (1− ΦF†)−1ΦR−1/2 ,
Q = (1 + G†G)−1 = R1/2 (1−F†Φ)S (1− Φ†F)R1/2 ,
Q˚ = (1 + GG†)−1 = R˚1/2 (1−FΦ†) S˚ (1− ΦF†) R˚1/2 ,
A+ = S1/2 (1− Φ†F)R1/2 ,
A− = S˚1/2 (1− ΦF†) R˚1/2 .
(69)
Given that, we can conclude that, factor a block-diagonal
transformation, the composed transformation can be
written as a single one with parameters F + δF , such
that
δF = R˚−1/2 (1− ΦF†)−1ΦR−1/2
= R˚−1/2ΦR−1/2 +O(Φ2) .
(70)
This also means that, when opportunely normalized, the
states |F + δF〉 and |Φ;F〉 differ only for a phase factor,
and so they represent the same physical state:
c
|c|
|F + δF〉√〈F + δF|F + δF〉 = |Φ;F〉√〈Φ;F|Φ;F〉 , (71)
with
c = exp
î
−Tr ln
Ä
1 + R˚FδF†
äó
. (72)
In this way we can see that the two procedures give an
equivalent description of the resulting mesonic theory.
Note that this is not a trivial observation, because in (56)
the mesonic condensate is built using the quasiparticle
operators (17), while in (57) only the fundamental uˆ†,
vˆ† appear. However, from the point of view of physical
interpretation, we find more natural to describe the exci-
tations above the non-perturbative vacuum |F〉 using the
corresponding quasiparticles, so that the approach with
two distinct Bogoliubov transformations follows. More-
over, the explicit construction of the projector (40) and
the request (54) fix the measure over the structure matri-
ces
[
dΦ† dΦ
]
to be flat in the matrix elements, whereas,
in order to set up the saddle point expansion in [8], an
arbitrary probability measure dµ(F ,F†) can be used to
define the path integral in ZC (see [10–12]). We leave
a deeper understanding of the relation between the two
approaches to future investigations.
III. QCD2 ON THE LATTICE
In this section we present the ’t Hooft model [1], in
order to test how far it is possible to follow practically
the method explained previously. In doing so, we were
inspired by the early work [16], which adopts a point of
view quite consistent with ours, but in the setting of con-
tinuum QFT in Hamiltonian approach. For a full treat-
ment of this model along those lines, see [17].
A. Wilson action
The action for the model consists of two distinct terms:
a fermion and a pure gauge ones, such that
S = SF + SG . (73)
The fermion part of the action is
SF = a0a1
∑
x∈(a0Z)×(a1Z)
{Å
m+
r0
a0
+
r1
a1
ã
ψ¯(x)ψ(x)
−
1∑
µ=0
ï
ψ¯(x)
rµ − γµ
2aµ
Uµ(x)ψ(x + aµµˆ)
+ ψ¯(x+ aµµˆ)
rµ + γµ
2aµ
U †µ(x)ψ(x)
ò}
. (74)
The terms proportional to the Wilson parameters rµ are
introduced to solve the fermion doubling problem. The
gauge link operators are
U0(x) = e
iga0A0(x) , U1(x) = e
iga1A1(x) , (75)
with the algebra-valued Hermitian field [28]
Aµ(x) =
N2c−1∑
a=1
Aaµ(x)Θ
a (76)
and Θa a set of Hermitian generators of the algebra, nor-
malized such that
tr
(
ΘaΘb
)
=
1
2
δab . (77)
The quadratic Casimir operator is
Θ ·Θ ≡
N2c−1∑
a=1
ΘaΘa =
N2c − 1
2Nc
INc . (78)
We will use also the following Fierz-type identity (see,
for example, [29]):
N2c−1∑
a=1
ΘaijΘ
a
kl =
1
2
Å
δilδjk − 1
Nc
δikδjl
ã
. (79)
We call the representation of the action (74) “mass form”,
because the bare mass parameter m is explicit in it. In-
troducing the hopping parameters
κ0 ≡ 1
2
Å
ma0 + r0 + r1
a0
a1
ã−1
,
κ1 ≡ 1
2
Å
ma1 + r0
a1
a0
+ r1
ã−1
,
(80)
so that
ζ ≡ a0
a1
=
κ1
κ0
, (81)
8and rescaling the fermion fields into the dimensionless
variables
ϕ =
Å
a1
2κ0
ã1/2
ψ , ϕ¯ =
Å
a1
2κ0
ã1/2
ψ¯ , (82)
the action can be written in the “hopping-parameter
form”
SF =
∑
n∈Z
∑
t∈Z
{
ϕ¯n,tϕn,t
− κ1
ï
ϕ¯n,t(r1 − γ1)(U1)n,tϕn+1,t
+ ϕ¯n+1,t(r1 + γ
1)(U †1 )n,tϕn,t
ò
− κ0
ï
ϕ¯n,t(r0 − γ0)(U0)n,tϕn,t+1
+ ϕ¯n,t+1(r0 + γ
0)(U †0 )n,tϕn,t
ò}
, (83)
with dimensionless lattice units
t = x0/a0 , n = x1/a1 . (84)
To avoid inessential complications due to time doublers in
the construction of the fermionic transfer matrix, which
we will discuss below, we will always take r0 = 1, so that
the operators r0 ± γ0 become projectors. [30]
B. Coulomb gauge
A standard choice of the pure gauge action, that re-
duces to the Yang-Mills action in the continuum limit,
is
SG =
1
a0a1
∑
P
1
g2
î
2Nc − Tr
Ä
UP + U
†
P
äó
, (85)
where the plaquette sum and variables are defined by
∑
P
=
1
2
∑
x
1∑
µ,ν=0
,
UP = Uµ(x)Uν(x+ aµµˆ)U
†
µ(x+ aν νˆ)U
†
ν (x) .
(86)
As it is clear from (85), the bare coupling constant g
in QCD2 has dimension of mass (the theory is super-
renormalizable) while the field Aµ is dimensionless.
The gauge action can be written as a quadratic plus
an interaction part in the field Aµ(x) only in the contin-
uum limit, when it becomes the usual Yang-Mills action
for gluons. In order to define a gluon propagator for any
finite lattice spacing a we need to formulate a perturba-
tion theory in g on the lattice, the so called weak coupling
expansion, mirroring the diagrammatic series in the con-
tinuum (see the details in textbooks, like [31, 32]). For
our future convenience, we only need an expression for
the gluon propagator at the lowest order in g (that is,
at tree level) in the Coulomb gauge. This gauge in two
space-time dimensions is fixed by the condition
U1(x) = 1 ⇐⇒ A1(x) = 0 . (87)
so that the only gluon field remaining in the theory is
A0. Thus, the free gluon propagator is
Gab00(x, y) ≡ 〈Aa0(x)Ab0(y)〉 = −
1
a0a1
δab
[
(∂1)
−2
]
xy
. (88)
The brackets indicate the average over the gauge fields.
Using the Fourier transform (A10) we get the momentum
representation
Gab00(p, q) = (2pi)2δ(2)(p+ q)Gab00(p) ,
Gab00(p) ≡ δab
1
(pˆ1)2
,
(89)
with
pˆ1 =
2
a1
sin
a1p
1
2
, (90)
so that
Gab00(x, y) = δab
δx0,y0
a0
∫ pi/a1
−pi/a1
dp
2pi
eip(x
1−y1)
pˆ2
. (91)
In the continuum limit a0, a1 → 0 this equation gives the
well known result
Gab00(x, y) = δabδ(x0 − y0)
∫ +∞
−∞
dp
2pi
eip(x
1−y1)
p2
= −1
2
δabδ(x
0 − y0) ∣∣x1 − y1∣∣ ,
(92)
where the last equality can be obtained with a prescrip-
tion to regularize the integral (see, for reference, [17]).
In this form, it is more evident that, in two space-time
dimensions, the interaction between quarks mediated by
the gluons yields to linear confinement already in a per-
turbative setting.
C. Transfer matrix
From the fundamental work [18] it is easy to get, for
the matrices defining the operator (11) in the present
model,
Bt ≡ 2κ0e2Mt = I− κ1r1
Ä
U1,tT1 + T †1U†1,t
ä
, (93)
Nt = −iκ1B−1/2t
Ä
U1,tT1 − T †1U†1,t
ä
B−1/2t , (94)
where we used the definition (A1) for the lattice shift
operators. In Coulomb gauge (87) these matrices have
the easy, time-independent form
B = I− κ1r1(T1 + T †1 ) , (95)
N = −iκ1B−1/2
Ä
T1 − T †1
ä
B−1/2 . (96)
9Using the Fourier representation (A10) we get
B(p, q) = 2pia1δ(p+ q)B(q) , (97)
N (p, q) = 2pia1δ(p+ q)N (q) , (98)
e2M(p, q) = 2pia1δ(p+ q)e
2M(q) , (99)
with
B(q) ≡ 1− 2κ1r1 cos a1q , (100)
N (q) ≡ 2κ1B−1(q) sin a1q , (101)
e2M(q) =
B(q)
2κ0
= 1 +ma0 − r1ζ(cos a1q − 1) . (102)
Thus, we can see that in this case M and N commute.
IV. QCD2 EFFECTIVE ACTION
We have now all the ingredients to apply at the present
model the machinery explained above. In this section we
derive results for the vacuum contribution, the quasipar-
ticles behaviour and, finally, the mesonic sector of the
theory.
A. Vacuum energy
In order to proceed, we need to parametrize efficiently
the matrix Ft in (17). Because all the time depen-
dence comes from the residual gauge field A0(t), which
will be integrated out in an intermediate step, we can
choose a transformation corresponding to a stationary
Ft = F . Moreover, in two space-time dimensions there
is no residual spin index for the Weyl spinors, and we
can think as well the transformation to be an identity in
colour space. Because of space translational invariance,
its Fourier transform can e written as
F(p, q) = 2pia1δ(p+ q)F(q) , (103a)
F(q) = tan θq
2
= F†(q) , (103b)
where θq is the Bogoliubov-Valatin angle usually intro-
duced in literature to parametrize the unitary transfor-
mation. So, in QCD2 we can use a single parameter for
each value of the momentum. In this way
R(p, q) = 2pia1δ(p+ q)R(q) , (104)
R(q) =
Å
1 + tan2
θq
2
ã−1
= cos2
θq
2
, (105)
and
cos θq =
1−F2(q)
1 + F2(q) = 2R(q)− 1 ,
sin θq =
2F(q)
1 + F2(q) .
(106)
We will work at the lowest orders in lattice spacings
and ultimately take the limit a0, a1 → 0, to confront
with the previous continuum results [16, 17]. For this
reason, in the following we will omit the hat (90) in lat-
tice momenta and extend the integrals defined in the first
Brillouin Zone [−pi/a1, pi/a1] (as in (91)) to all R. How-
ever, in case of ambiguity, the lattice produces a nat-
ural momentum cut-off for divergent integrals. Thanks
to Wilson’s prescription, we can ignore the contributions
coming from the fermion doublers, expanding for a1q ≃ 0
and then taking the limit a1 → 0. We get, from III C,
eM(q) = 1 +
ma0
2
+O(a0a1) , (107a)
N (q) = ζa1q +O(a0a1) = a0q +O(a0a1) . (107b)
We will also need to expand the link variables (75) to
second order in g, using the results sketched in subsec-
tion III B. In this way
U0 = 1 + iga0A0 − 1
2
g2a20A
2
0 + · · · (108)
We remark that, unlike the previous one, this is not ac-
tually an expansion in the lattice spacing a0: in particu-
lar, once we have mediated over gauge fields, the quan-
tity a20 〈A20〉 will be not O(a20), but only O(a0). Indeed,
this object is proportional to the gluon propagator we
reported in (91): one of the a0 factor simplifies with the
one in the denominator and leaves an overall term O(a0).
This will happen to all (even) orders in g, because the
powers of a0 will always be equal to those of A0. What
is really in force here is a weak coupling expansion that,
as we will see, is nothing else than the ’t Hooft limit
Nc →∞ with g2Nc fixed. (109)
We now report, as an example of this kind of calcula-
tions, all the passages needed to get the continuum limit
of the vacuum contribution (27); the results in the next
sections can be obtained in a similar way. The reader
not interested in the details can skip to equation (123).
Expanding (28) to second order in g we get
Et+1,t = E(0) + gE(1)t + g2E(2)t , (110)
with
E(0) = (1 + FN ) e2M (1 + FN ) + Fe−2MF ,
E(1)t = −i (1 + FN ) eMa0A0,teM (1 +NF)
− iFe−Ma0A0,te−MF ,
E(2)t = −
1
2
(1 + FN ) eMa20A20,teM (1 +NF)
− 1
2
Fe−Ma20A20,te−MF , (111)
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so that, in momentum space,
E(0)(p, q) = 2pia1δ(p+ q)
· [(1 + FN ) e2M (1 + FN ) + Fe−2MF](q) ,
E(1)t (p, q) = −ia1a0
{[
(1 + FN ) eM](−p)
· A0,t(p+ q)
[
eM (1 +NF)](q)
+
[Fe−M](−p)A0,t(p+ q) [e−MF](q)} ,
E(2)t (p, q) = −
a1a
2
0
2
∫
dk
2pi
{[
(1 + FN ) eM](−p)
· A0,t(p+ k)A0,t(−k + q)
[
eM (1 +NF)](q)
+
[Fe−M](−p)A0,t(p+ k)A0,t(−k + q)
· [e−MF](q)} . (112)
Using (107) and keeping only first-order terms in a0, we
get
E(0)(p, q) = 2pia1δ(p+ q)
{
1 + F2(q)
+ma0
[
1−F2(q)] + 2a0qF(q)} ,
E(1)t (p, q) = −ia1a0A0,t(p+ q) [1 + F(−p)F(q)] ,
E(2)t (p, q) = −
a1a
2
0
2
∫
dk
2pi
A0,t(p+ k)A0,t(−k + q)
· [1 + F(−p)F(q)] . (113)
Then, we multiply on left and right by R1/2 and
use (106):
R1/2E(0)R1/2(p, q) = 2pia1δ(p+ q)
· (1 +ma0 cos θq + a0q sin θq) ,
R1/2E(1)t R1/2(p, q) = −ia1a0A0,t(p+ q) cos
θq − θ−p
2
,
R1/2E(2)t R1/2(p, q) = −
a1a
2
0
2
·
∫
dk
2pi
A0,t(p+ k)A0,t(−k + q) cos θq − θ−p
2
. (114)
In evaluating the logarithm of the sum of these quantities
to first order in a0 we use the usual formula
ln
î
1 + (R1/2Et+1,tR1/2 − 1)
ó
≃ R1/2Et+1,tR1/2 − 1
− 1
2
(R1/2Et+1,tR1/2 − 1)2 (115)
and note that the only term that can produce an O(a0)
addend when squared is R1/2E(1)R1/2, because of the
property of 〈A20〉 we already mentioned. As a matter of
fact,
− 1
2
î
R1/2E(1)t R1/2
ó2
(p, q) =
a1a
2
0
2
∫
dk
2pi
· A0,t(p+ k)A0,t(−k + q)R1/2(−p)R(k)R1/2(q)
· [1 + F(−p)F(k)F(k)F(q)
+ F(k)F(q) + F(−p)F(k)] . (116)
Summing the O(g2) terms we get
R1/2E(2)t R1/2(p, q)−
1
2
î
R1/2E(1)t R1/2
ó2
(p, q)
= −a1a
2
0
2
∫
dk
2pi
A0,t(p+ k)A0,t(−k + q)
· sin θ−p − θk
2
sin
θq − θk
2
. (117)
The logarithm becomesî
lnR1/2Et+1,tR1/2
ó
(p, q) ≃
2pia0a1δ(p+ q) (m cos θq + q sin θq)
− ia0a1gA0,t(p+ q) cos θq − θ−p
2
− a1a
2
0g
2
2
∫
dk
2pi
A0,t(p+ k)A0,t(−k + q)
· sin θ−p − θk
2
sin
θq − θk
2
.
(118)
It’s now time to integrate over the gauge fields, that
is to perform the gauge integral in (10). This means, in
weak coupling approximation, that we can substitute the
gauge fields with their expectation values. Using (89),
ultimately we get
〈lnR1/2Et+1,tR1/2〉 (p, q) ≃
2pia0a1δ(p+ q)
Å
m cos θq + q sin θq
− g
2
2
∫
dk
2pi
Θ ·Θ
(q − k)2 sin
2 θq − θk
2
ã
, (119)
which no more depends on time. We used directly the
continuum gluon propagator instead of its lattice version
to lighten the notation: that’s what we would get in the
continuum limit, which is implicit in our choice to main-
tain only the lowest terms in lattice spacing, as explained
at the beginning of this section. We also imposed that
〈A0〉 = 0: that’s true for all the odd products of the
gauge fields. Evaluating the trace over space (see (A15))
and colour indices we find
〈Tr
î
lnR1/2Et+1,tR1/2
ó
〉 = a02piδ(0)Nc
2pi
·
ï∫
dq (m cos θq + q sin θq)
− αs
(
N2c − 1
)
2Nc
∫
dq
∫
dk
1
(q − k)2 sin
2 θq − θk
2
ò
, (120)
with
αs =
g2
4pi
. (121)
The factor 2piδ(0) is simply the length of the lattice in
the spatial direction, as we can see from (A12):
2piδ(0) = a1
∑
x1
1 . (122)
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Summing over t we can finally derive the expression for
the vacuum contribution to the action:
S0[θ] = 〈S0[θ;A0]〉 = −V Nc
2pi
ï∫
dq (m cos θq + q sin θq)
− αs
(
N2c − 1
)
2Nc
∫
dq
∫
dk
1
(q − k)2 sin
2 θq − θk
2
ò
.
(123)
The space-time volume
V = a0a1
∑
x0
∑
x1
1 (124)
accounts for the fact that energy is an extensive property;
it can be regularized imposing boundaries on the lattice
and then perform a thermodynamic limit procedure. We
remark here that, in the weak coupling regime g → 0, this
result is not trivial (that is, different from what we would
obtain in the free theory) only if Nc → ∞, accordingly
to the ’t Hooft’s limit (109). In this way, the dispersion
law for the vacuum energy density is
ω0q [θ] = m cos θq + q sin θq −
γ
2
∫
dk
1
(q − k)2 sin
2 θq − θk
2
(125)
with
γ ≡ αsN
2
c − 1
Nc
−→
Nc→∞
αsNc . (126)
Imposing parity on this expression for any value of γ, we
get
ω0q = ω
0
−q ⇐⇒ θq = −θ−q . (127)
We also note that (123) is a O(Nc) contribution in the
’t Hooft’s limit.
A variation with respect to the Bogoliubov angle θq
leads to the gap equation
−m sin θq + q cos θq − γ
2
∫
dk
sin (θq − θk)
(q − k)2 = 0 . (128)
The solution θ¯q can be obtained in closed form only in
the free (γ = 0) theory, where it is simply
θ¯(free)q = arctan
q
m
. (129)
However, using the numerical methods described in [33],
we can see its form also in the interacting theory, as re-
ported in Figure 1. Confronting the result with the free
value (129), one can see that the interaction produces,
even in the chiral limit, a non-trivial shape for θ¯q in a
way qualitative similar to the effect of a mass in the free
theory. As we will see in a moment, this sort of dynam-
ical mass produced by the interaction breaks indeed the
chiral symmetry in the massless theory, giving a nonzero
value of the chiral condensate (see also [16] for a discus-
sion). Once that the values of θq solving the gap equation
0
pi/8
pi/4
3pi/8
pi/2
0 pi/8 pi/4 3pi/8 pi/2
θ¯(x)
x = arctan
(
q/
√
2γ
)
Figure 1. Plot for the θq that solves the gap equation.
The topmost, discontinuous line (in black) corresponds to
the chiral limit of the free theory (m = 0, γ → 0); the
following lower one (in red) corresponds to the chiral limit
of the interacting theory (m = 0, γ = 1). The others,
from the top to the bottom, correspond to different values
of the mass in the interacting theory (γ = 1) in the set
m ∈ {0.045, 0.18, 0.749, 1, 2.11, 4.23}, in unities of √2γ, to
confront with references [4, 33].
−2
0
2
4
6
8
10
0 pi/8 pi/4 3pi/8 pi/2
ω0(x)
x = arctan
(
q/
√
2γ
)
Figure 2. Plot for ωq, evaluated on solutions θ¯q of the gap
equation. The lines correspond to the mass values used in
Figure 1, from the bottom up.
are available, the form for the energy density ω0q , which
we interpret as the vacuum contribute to the energy den-
sity, follows easily (Figure 2).
These results are well known in literature: see, for ex-
ample, reference [17] and graphs within. The fact that
we can derive them in the continuum limit of our present
scheme is a proof for the validity of the method proposed.
In particular, equation (128) is the celebrated gap equa-
tion for the ’t Hooft model, written in this form for the
first time by Bars and Green in [2], both from canon-
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ical and diagrammatic approaches. Their result follows
from the request for the theory to be diagonal in what we
call quasiparticles excitations, that is to decouple quasi-
fermions from quasi-antifermions at the quadratic level
(when the integration over the gauge fields is performed,
the resulting theory is actually quartic in the quasipar-
ticles: see subsection IVB). In our notation, this means
to look for the θ¯ that cancels the mixings I(1,2), I(2,1)
in the quasiparticle action (31). As we noted in sec-
tion II and we will explicitly see in the following, our
variational approach produces the requested diagonaliza-
tion as a consequence. In this respect, we follow more
closely the work [16] by W. Bardeen, where however the
variational principle is imposed on the expectation value
of the Hamiltonian on a trial vacuum state in Hartree
approximation. Note that this translates into the mini-
mization of the constant terms in the Hamiltonian that
are produced by a normal-ordering procedure with re-
spect to the quasiparticle operators, as also explained
in [17]. The equivalence between a diagonalization con-
dition and a variational principle after normal-ordering is
a general fact of quadratic Hamiltonians and has already
been pointed out elsewhere. We conclude that our zero-
point action S0, arising from the terms that, after the
expansion of the partition function on the new canoni-
cal coherent states, do not depend on the quasiparticle
fields, is the functional equivalent of the normal-ordering
constant terms in canonical approach.
1. Chiral condensate
The vacuum contribution we have just evaluated is the
leading order term when Nc is large, so it can be used
to estimate the expectation value of relevant physical
quantities on the ground state of the theory. In order
to investigate the possible spontaneous breaking of chi-
ral symmetry, we search for the condensate 〈ψ¯ψ〉, with
the average now intended over all the fields of the theory.
Note that, from the starting partition function (5), we
can simply obtain this quantity differentiating with re-
spect to the fermion bare mass m (see [11]). At leading
order
〈ψ¯(x)ψ(x)〉 = − 1
V
∂ lnZ
∂m
= −Nc
∫
dq
2pi
cos θ¯q. (130)
This result is well known in literature, since [3, 16]. Using
the numerical solution of equation (128) it is easy to find,
in the chiral limit,
〈ψ¯(x)ψ(x)〉∣∣
m=0
= −0.29Nc
√
2γ (131)
as in [3]. Analytically, from [34], we know that
〈ψ¯(x)ψ(x)〉∣∣
m=0
= − Nc√
12
√
2γ, (132)
in perfect agreement. The apparent contradiction with
Coleman’s theorem is avoided because of the large Nc
limit (see [35] for a review).
B. Quasiparticle action
We will now switch on the quasiparticle contribution
to the action, in order to find informations about the
excited states of the theory. From the perturbative point
of view we adopted when we set up the weak coupling
expansion (108), the fermion action can be written as a
series in g that, to second order, reads as
SQP ≃ S(0)QP + gS(1)QP + g2S(2)QP . (133)
This series can be calculated, as we will do in the next
paragraphs, using the same arguments we formulated
to obtain the zero-point action. However, the integra-
tion over gauge fields in (10) acts on the exponential of
the action: we should first expand it to the desired or-
der in g and then averaging over gluons, eventually re-
exponentiating the result. We get
exp (−SQP ) ≃ exp
Ä
−S(0)QP − g2S(2)QP
ä
·
ï
1− gS(1)QP +
1
2
g2
Ä
S
(1)
QP
ä2ò
. (134)
The term proportional to
Ä
S
(1)
QP
ä2
, which we would miss
if we had not expand the exponential, is quartic in the
fields α, β: it could be interpreted as an interaction term
between effective mesons composed of quasifermions,
bound by gluon exchange. We will discuss it in para-
graph IVB3, while now we will focus on the bilinear
terms in α, β, which can be obtained mediating directly
the action (133).
1. Mixing terms
To begin the discussion about the quasiparticle bilin-
ear part, we will now calculate explicitly the terms in (31)
that mix the α and β fields. By Hermiticity and commu-
tativity we have
I(1,2)t = I(2,1)t+1 ≡ It. (135)
With the same arguments used in the previous section,
we get
I(0)(p, q) = 2pia0a1δ(p+ q) (−m sin θq + q cos θq) ,
I(1)t (p, q) = ia0a1A0,t(p+ q) sin
θp + θq
2
,
I(2)t (p, q) = a1a20
∫
dk
2pi
A0,t(p+ k)A0,t(−k + q)
·
ï
−1
2
sin
θp + θq
2
+ cos
θq − θk
2
sin
θp + θk
2
ò
. (136)
Integrating over the gauge fields,
〈It〉 (p, q) = 2pia0a1δ(p+ q)
ï
−m sin θq + q cos θq
− g2
∫
dk
2pi
Θ ·Θ
(q − k)2 cos
θq − θk
2
sin
θq − θk
2
ò
. (137)
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Inserting the expression for the Casimir operator (78)
and contracting the colour indices we get, for the mixing
terms,∑
t
〈βtItαt + α†tItβ†t 〉
=
a0
a1
∑
t
∫
dq
2pi
Iq[θ]
î
βt(q)αt(−q) + α†t (q)β†t (−q)
ó
,
(138)
with
Iq[θ] = −m sin θq + q cos θq
− γ
∫
dk
1
(q − k)2 cos
θq − θk
2
sin
θq − θk
2
. (139)
Confronting this expression with equation (125) we can
verify that
Iq[θ] = d
dθq
ω0q [θ]. (140)
Thus, if θ = θ¯ is a solution of the gap equation, that
is respects the extremality condition for the zero-point
action, the mixing term in the quasiparticle action is null
once the gauge fields have been integrated out.
2. Kinetic terms
At this point we have to perform the calculation of
the quasiparticle Hamiltonians (33), a relevant aspect in
order to understand how the mechanism of confinement
is realized in our picture. We sketch it for the α field,
as the β field discussion is analogue. The corresponding
term in (31) is
α†t (∇t −Ht)αt+1 = α†t (αt+1 − αt)− α†tH′tαt+1. (141)
The first term in the last line is simply proportional to
the lattice time (right) derivative (A2), so we only need
to find the expression of the second term. Inverting (114)
we obtain, from (35),
H′(0)(p, q) = 2pia0a1δ(p+ q) (m cos θq + q sin θq) ,
H′(1)t (p, q) = ia0a1A0,t(p+ q) cos
θp + θq
2
,
H′(2)t (p, q) = −
a1a
2
0
2
∫
dk
2pi
A0,t(p+ k)A0,t(−k + q)
·
ï
cos
θp + θq
2
− 2 cos θp − θk
2
cos
θq − θk
2
ò
. (142)
After the integration over gluon fields:
〈H′〉 (p, q) = 2pia0a1δ(p+ q)
ï
m cos θq + q sin θq
+
g2
2
∫
dk
Θ ·Θ
(q − k)2 cos(θq − θk)
ò
. (143)
Inserting the expression for the Casimir operator (78) and
contracting the colour indices we get, for the quasiparticle
kinetic energy energy in the action,
ζ
∫
dq
2pi
ωQPq [θ]α
†
t (q)αt+1(−q), (144)
with
ωQPq [θ] = m cos θq + q sin θq +
γ
2
∫
dk
2pi
cos(θq − θk)
(q − k)2 .
(145)
Sending A0 → −A0 to get E˚t from Et, the β term follows
easily:
ζ
∫
dq
2pi
ωQPq βt+1(q)β
†
t (−q), (146)
with the same quasiparticle energy ωQPq .
It is clear that the integral in ωQPq diverges in a neigh-
bourhood of q. This is not what happens for the contri-
bution ω0 to the vacuum energy in (125), which is regular
in the IR integration. The traditional [1–3, 17] way out
of this problem is to define a principal value procedure
subtracting the divergence and obtaining a regularized
ωQPq,R with a structure similar to the one of ω
0 (note that
it is this regularized quasiparticle energy that is plot-
ted in [3, 17, 33] and not ω0 as in our Figure 2, despite
the similarities of the pictures). However, following [35],
we interpret the bad behaviour of the fermions energy
as a sign of confinement: in the low momentum phase
the quasiparticles do not propagate individually because
they would require an infinite energy to do so. As we
can see, the quasiparticle contributions are O(1) in Nc,
while the term we have evaluated in the previous sec-
tion is O(Nc): that’s the reason we neglected them, in
the large Nc expansion, when we were searching for the
vacuum energy.
3. Quartic potential
Let’s move on now to the evaluation of the quartic
terms in the effective action, as explained at the begin-
ning of subsection IVB. Practically, we have to square
the sum of the O(g) terms we found in the previous sec-
tion (in equations (136) and (142)). We will get objects
with a colour structure of the type(
ψAΘaψB
) (
ψCΘbψD
)
, (147)
with ψA,··· one of the α, β, α†, β† fields. After the in-
tegration over gauge fields, the adjoint indices of the Θ
matrices will be summed over, because the gluon propa-
gator is proportional to δab, and we can thus rearrange
the contractions between fermions using the Fierz iden-
tity (79). Keeping only the leading part in Nc, we will
end with
N2c−1∑
a=1
(
ψAΘaψB
) (
ψCΘaψD
) ≃ 1
2
(
ψAψD
) (
ψBψC
)
.
(148)
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To express them we can introduce effective “mesonic” and
“number” fields made of fermion pairs:
Γt(p, q) = βt(p)αt(q)/
√
Nc,
Γ†t(p, q) = α
†
t (p)β
†
t (q)/
√
Nc,
Λαt (p, q) = α
†
t (p)αt+1(q)/
√
Nc,
Λβt (p, q) = β
†
t (p)βt+1(q)/
√
Nc.
(149)
We can see that these objects are non-local in momentum
space: this is due to the fact that they do not represent
elementary particles, but composite ones. Furthermore,
they are colourless : they carry no colour indices, because
of the contractions in the bilinears; we say that they rep-
resent singlet states in colour.
Now we have to find the momentum structure. A
generic term (147) is of the type
g2
2a41
∫
dp
2pi
dp′
2pi
dq
2pi
dq′
2pi
ψAt (−p)LIt(p,−p′)ψBt (p′)
· ψCt′ (−q)LIIt′ (q,−q′)ψDt′ (q′), (150)
with LI,IIt one of the operators I(1)t , I(1)t−1, H(1)t . Then
LI,IIt (p,−p′) ∈
ß
ia0a1A0,t(p− p′) sin θp − θp′
2
,
ia0a1A0,t−1(p− p′) sin θp − θp′
2
,
ia0a1gA0,t(p− p′) cos θp − θp
′
2
™
.
(151)
Calculating all the combinations, integrating over gauge
fields, anticommuting the bilinears to obtain the com-
posite fields (149), redefining the momenta integration
variables p→ −p when needed, we finally obtain
1
2
g2
Ä
S
(1)
QP
ä2
= −a0
∑
t
1
a21
Vt
[
Γ,Γ†,Λα,Λβ; θ
]
, (152)
with
Vt[Γ,Γ†,Λα,Λβ; θ]
= −γ
2
1
(2pi)2
∫
dp dp′ dq dq′
δ(p+ p′ + q + q′)
(p+ p′)2
·
ß
sin
θp + θp′
2
sin
θq + θq′
2
·
[
Γt(p, q
′)Γt(q, p
′) + Γ†t(p, q
′)Γ†t(q, p
′)
− Λαt (p, q′)Λβt (q, p′)− Λβt (p, q′)Λαt (q, p′)
]
+ cos
θp + θp′
2
cos
θq + θq′
2
·
[
Γ†t+1(p, q
′)Γt(q, p
′) + Γt(p, q
′)Γ†t+1(q, p
′)
+ Λαt (p, q
′)Λαt (q, p
′) + Λβt (p, q
′)Λβt (q, p
′)
]
+ 2 cos
θp + θp′
2
sin
θq + θq′
2
·
[
−Γ†t+1(p, q′)Λαt (q, p′) + Λβt (p, q′)Γ†t+1(q, p′)
− Λαt (p, q′)Γt(q, p′) + Γt(p, q′)Λβt (q, p′)
]™
. (153)
This contribution to the action is quartic in the
quasifermions and represents an interaction term.
Thus, the quasiparticle action (31), after the average
over the gauge fields and evaluated at θ¯, is
SQP [α, β]
= −a0
∑
t
1
a1
∫
dq
2pi
[
α†t (q)(∂
(−)
t − ωQPq )αt+1(−q)
− βt+1(q)(−∂(+)t − ωQPq )β†t (−q)
]
+ a0
∑
t
1
a21
Vt
[
Γ,Γ†,Λα,Λβ
]
. (154)
C. Mesons
The procedure we used in the previous section to de-
rive an effective quasiparticle action did not require fur-
ther hypothesis other than weak coupling and small lat-
tice spacing. However, the resulting action describes a
fermionic model with quartic interaction, while we know
since [1] that the excitations surviving after the large Nc
limit are the mesonic ones, corresponding to planar dia-
grams. The straightforward interpretation of the above
model in term of a collective mesonic theory is quite trou-
blesome: to start with, while it is tempting to take the bi-
linear fields Γt(x, y), Γ
†
t (x, y) as describing mesons, they
are not proper complex fields, because of the nilpotency
of the Grassmann fields α, β, so a measure over them
is not well-defined unless Nc is strictly infinite. More-
over, the kinetic term in the action is still quadratic,
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and not quartic, in the quasifermions fields, so it can-
not be expressed as a kinetic term for the bilinears (not
to mention the fact that it is IR divergent). These prob-
lems can be overcome, in a quite natural way, using the
method described in subsection II C, which produces a
legitimate effective action for mesons, well describing the
model in the hypothesis of boson dominance. In the rest
of this section we explain how to derive an action of the
form (55) for the ’t Hooft model.
1. Mesonic action
From equation (55) and (140), we find that the linear
terms in φ, φ† are exactly null when integrated over the
gauge fields and evaluated in θ¯, solution of the gap equa-
tion (128) (in the following, we will omit the bar over θ
for brevity). In the same conditions, the kinetic terms
become
〈Tr 1
Nc
H′tφ†t+1φt〉
=
a0
a21
∫
dp
2pi
dq
2pi
ωQPq φ
†
t+1(−q, p)φt(−p, q),
(155)
〈Tr 1
Nc
H˚′tφtφ†t+1〉
=
a0
a21
∫
dp
2pi
dq
2pi
ωQPp φ
†
t+1(−q, p)φt(−p, q).
(156)
The interaction terms are
〈Tr
Å
−2g
2
Nc
φ†t+1H˚′(1)t φtH′(1)t
ã
〉
= − 2γ
(2pi)2
a0
a21
∫
dp dq dk du
δ(p+ q − k − u)
(k − q)2
· cos θq − θk
2
cos
θp − θu
2
φ†t+1(p, q)φt(−k,−u), (157)
〈Tr
Å
g2
Nc
φtI(1)t φtI(1)t
ã
〉
= − γ
(2pi)2
a0
a21
∫
dp dq dk du
δ(p+ q + k + u)
(k + q)2
· sin θq + θk
2
sin
θu + θp
2
φt(p, q)φt(k, u)
ò
(158)
and the same for the φ†tφ
†
t term.
Now we are left with the terms obtained expanding the
exponential of the action to order 1/Nc, mediating over
the gauge fields and then re-exponentiating the result.
The new terms are
g2
2
1
Nc
∑
t,t′
Tr
Ä
φtI(1)t + φ†t+1I(1)t
ä
· Tr
Ä
φt′I(1)t′ + φ†t′+1I(1)t′
ä
. (159)
However, these terms are null to order g2, because the
traces over colour act on something linear in A0 = A
a
0Θ
a
(and so traceless).
Thus, we find, from (55),
SM = a0
∑
t
1
a21
∫
dp
2pi
dq
2pi
{
−φt(−q, p)∂(+)0 φ†t (−p, q)
+ (ωq + ωp)φ
†
t+1(−q, p)φt(−p, q)
− γ
2
∫
dk du
δ(p+ q + k + u)
(k + q)2
·
ï
2 cos
θq + θk
2
cos
θp + θu
2
φ†t+1(p, q)φt(k, u)
+ sin
θq + θk
2
sin
θu + θp
2
φt(p, q)φt(k, u)
+ sin
θq + θk
2
sin
θu + θp
2
φ†t (p, q)φ
†
t (k, u)
ò}
.
(160)
The annoying a−21 factor appears because we kept all the
quantities dimensionful except the spinor fields, which are
dimensionless (in coordinate space: as equation (A14)
holds, their Fourier components have dimension -1) to
avoid lattice factors in solving the Berezin integrals in
subsections B 3 and IIC. The dimensionless spinor fields
are related to their dimensionful counterparts (respec-
tively, on the LHS and RHS of the following relations)
by
αt −→ a1/21 αt , βt −→ a1/21 βt , (161)
so the meson field (which in equation (160) has dimension
-2, because of (A14)) becomes
φt −→ a1φt . (162)
Now, after the rescaling,
dimφt(x, y) = 1 , dimφt(p, q) = −1 . (163)
Finally, evaluating the delta functions, we get the effec-
tive meson action
SM = a0
∑
t
∫
dQ dq
(2pi)2
·
{
φt(Q−q, q)
î
−∂(−)0 + (ωQ−q + ωq)
ó
φ†t+1(−q,−Q+q)
− γ
2
∫
dq′
(q − q′)2
ï
2 cos
θq − θq′
2
cos
θQ−q − θQ−q′
2
· φt(Q − q, q)φ†t+1(−q′,−Q+ q′)
+ sin
θq − θq′
2
sin
θQ−q − θQ−q′
2
· φt(Q − q, q)φt(−q′,−Q+ q′)
+ sin
θq − θq′
2
sin
θQ−q − θQ−q′
2
· φ†t (Q− q, q)φ†t (−q′,−Q+ q′)
ò}
. (164)
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See [16, 17] for a comparison from the Hamiltonian
point of view. To recover a quadratic theory for mesons
from a fermionic quartic one, in [16] it is remarked that
the matrix elements of the kinetic quasifermion Hamilto-
nian and the ones of a suitable quadratic term of mesons,
when evaluated on mesonic states of the type (36), are the
same. The authors of [17] substitute bilinear with quartic
fermionic operators with the same (large-Nc) commuta-
tion relations, noting that in the mesonic sector single-
quarks excitations are suppressed. In our approach, the
bosonization of the model is obtained via the projec-
tion (43).
2. Diagonalization
The expression (164) still cannot be interpreted as
an action for complex scalar fields representing physical
mesons: the fields involved are not local, and the inter-
action terms are not in the usual form φ†φ. We know
of two ways to proceed: the first is to recognize in (164)
an action (in holomorphic representation) obtained start-
ing from a Nambu-like Hamiltonian in the operator dou-
blets (Γ,Γ†), which can be diagonalized with a general-
ized Bogoliubov transformation for bilocal bosonic oper-
ators. This is the approach of [17]: the parameters of the
transformation that diagonalize the action comply with
the Bars-Green equations [2] for the structure functions
of the mesons. This procedure also gives a large-Nc sub-
leading correction for the vacuum contribution.
The other path would be to expand, directly in the
functional formalism, the bilocal functions φ and φ† on a
basis of two-particles states. In the free (γ = 0) case the
procedure is straightforward: the fields are expanded as
φt(Q− q, q) =
∑
n
ϕ
(n)
t (Q)ρ
(n)
Q (q) ,
φ†t (q,Q− q) =
∑
n
ϕ†t
(n)
(Q)ρ
∗(n)
−Q (q) ,
(165)
where the index n spans the basis of two-particles states
ρ
(n)
Q (q), which satisfy the completeness relations∫
dq
2pi
ρ
∗(n)
Q (q)ρ
(m)
Q (−q) = δnm ,∑
n
ρ
∗(n)
Q (q)ρ
(n)
Q (p) = 2piδ(p+ q) ,
(166)
while ϕ
(n)
t (Q) are the corresponding coefficients. In this
way we can separate the parts of the fields that depend
only from center-of-mass momenta, which ultimately will
be identified with the physical mesons, from the structure
part, depending also on internal momenta. Indeed, as the
basis is fixed, the functional measure over φ becomes a
measure for the coefficients:∏
p,p′
dφt(p, p
′)→
∏
Q
∏
n
dϕ
(n)
t (Q) . (167)
Because of (166) and the fact that the structure functions
do not depend on time, the temporal derivative part is al-
ready diagonal in the indices (n). In order to diagonalize
also the energy part, we need to impose
λ
(n)
Q δmn =
∫
dq
2pi
(ωQ−q + ωq) ρ
(n)
Q (q)ρ
∗
Q
(m)(−q) (168)
so that, in the free case,
S
(γ=0)
M = a0
∑
t
∫
dQ
2pi
·
∑
n
ϕ
(n)
t (Q)
î
−∂(−)0 + λ(n)Q
ó
ϕ
†(n)
t+1 (−Q) . (169)
Equation (168) is equivalent to the request that
Ä
ωQ−p + ωp − λ(n)Q
ä
ρ
(n)
Q (p) = 0 . (170)
We see that the physical mesons form a tower of states
spanned by the index (n).
In the general case with γ 6= 0 the action have to be
diagonalized also with respect to the Nambu doublets, in
order to obtain only terms ϕϕ†. The procedure is similar
as before (and similar to the one in [17]), but now (165)
mixes the coefficients ϕ† and ϕ, given two sets of different
structure functions ρ
(n)
+ and ρ
(n)
− . It turns out that, to
leave a diagonal action like (169), the structure functions
need to satisfy the Bars-Green equations, which, in this
respect, generalize equation (170). The divergences we
noted in subsection IVB in the quasiparticle energies are
no more present in the mesonic spectrum found in this
way.
V. CONCLUSIONS AND OUTLOOKS
In the present work we have studied the ’t Hooft model
on the lattice, adopting, in a relativistic setting, methods
and intuitions inspired by quantum many-body systems.
In particular, the confinement of the quarks has been un-
derstood as a collective phenomenon similar to the con-
densation of Cooper pairs in the BCS theory of super-
conductivity. The existence of an energy gap between
the perturbative vacuum and the one where the conden-
sation occurs has been verified fixing the parameters of
a Bogoliubov transformation on the canonical fermionic
operators via a variational principle, obtaining the gap
equation (128). Moreover, we exploited the bridge be-
tween canonical formalism and functional formulation for
a quantum partition function to obtain a relativistic the-
ory of the fluctuations around this non-perturbative vac-
uum. At first, we have considered quasiparticle fermionic
fluctuations, obtaining the model (154). Then, we have
implemented an hypothesis of composite bosons domi-
nance on the spectrum, which in our approach has been
realized by a projection onto the mesons subspace, to find
an effective action (164) of these composite fields on the
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lattice. We have also verified that the continuum limit
of this theory reproduces lots of results already known
from different approaches. In this way we have checked
the full consistency of method proposed, which allows to
derive the properties of the effective model from the ones
of the fundamental, fermionic, theory. In this way, the
effective description and the fundamental one are unified
in a coherent frame.
Regarding future developments, we remark here that,
as it is formulated in [9, 12], the method we used has
already been extended to include models at finite tem-
perature and chemical potential. Considering the great
interest aroused by the study of the phase diagram of
gauge theories, the path we have traced in the present
work naturally leads to a formulation of the ’t Hooft
model at finite density, which should, in principle, re-
produce the results of [3, 35]. Moreover, thanks to the
great generality of our approach, other models of strong
interaction can be studied as well, searching for non triv-
ial predictions about ground states and low-energy ex-
citations. Of course, in real QCD confinement is not a
perturbative matter from the point of view of the con-
figuration of the gauge fields, so we do not expect that
the present reasoning can be adopted verbatim in that
context. Indeed, the description of the ground state is
one of the QCD long standing problem, and has been
addressed in countless ways in the past (see, for a recent
survey, [36]). Still, models that mimic some aspects of
strong interactions, such as [37], can be studied in the
present scheme with almost no modifications.
Appendix A: Useful formulas
1. Lattice operators
For a lattice with spacing a, we define the free shift
operators as[
Tµ
]
xy
= δx+aµˆ,y ,
[
T †µ
]
xy
= δx−aµˆ,y . (A1)
Lattice right and left derivatives are
∂(+)µ =
1
a
(Tµ − 1) , ∂(−)µ =
1
a
(1− T †µ) . (A2)
Their action on a generic function is
∂(±)µ f(x) = ±
f(x± aµˆ)− f(x)
a
. (A3)
A symmetric choice for the derivative is
∂(s)µ =
1
2
(∂(+)µ + ∂
(−)
µ ) =
1
2a
(Tµ − T †µ) (A4)
and so
∂(s)µ f(x) =
f(x+ aµˆ)− f(x− aµˆ)
2a
. (A5)
The free Laplacian operator on the lattice is
∂2 =
∑
µ
∂(+)µ ∂
(−)
µ =
∑
µ
1
a2
(Tµ + T
†
µ − 2) . (A6)
Introducing a connection, we get the covariant derivatives
D(+)µ (x, y) =
1
a
¶
Uµ(x)
[
Tµ
]
xy
− 1
©
, (A7a)
D(−)µ (x, y) =
1
a
¶
1− [T †µ]xyU †µ(y)© , (A7b)
Dµ(x, y) =
1
2a
¶
Uµ(x)
[
Tµ
]
xy
− [T †µ]xyU †µ(y)© , (A7c)
where Uµ(x) is the parallel transporter in direction µ. As
usual,
/D(x, y) =
∑
µ
γµDµ(x, y) . (A8)
The covariant Laplacian is naturally
D2(x, y) =
∑
µ
1
a2
¶
Uµ(x)
[
Tµ
]
xy
+
[
T †µ
]
xy
U †µ(y)− 2
©
.
(A9)
2. Fourier representation for the lattice in 1+d
dimensions
To expand lattice functions in the Fourier basis, we
introduce the momentum representation in the spatial
dimensions [38]
f(p) = ads
∑
x
f(x)e−ip·x, f(x) =
∫
BZ
ddp
(2pi)d
f(p)eip·x,
(A10)
where x and p denote the spatial d-vectors of position
and momentum (d + 1)-vectors (which are dimensional
variables with dimension of mass, respectively, -1 and 1)
and f(p) is a periodic function in p (it takes values in
the first Brillouin Zone, BZ = (−pi/as, pi/as]d). As x is
a discrete variable, we have simply defined∑
x
=
∑
n
=
∑
n1,··· ,nd
, x = asn , n ∈ Zd . (A11)
Therefore, the delta functions can be represented on the
lattice as
δd(p− q) =
( as
2pi
)d∑
x
e−ix·(p−q) ,
δd
xy
ads
=
∫
BZ
ddp
(2pi)d
eip·(x−y) .
(A12)
In this respect we follow [32] (see section 2.5). These
definitions tend (formally) to the usual ones for the con-
tinuum Fourier transform in the limit as → 0.
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For a matrix A our convention is to use (A10) for each
index:
A(p,q) = a2ds
∑
x,y
Axye
−i(p·x+q·y) ,
Axy =
∫
BZ
ddp
(2pi)d
ddq
(2pi)d
A(p,q)ei(p·x+q·y)
(A13)
so, by dimensional analysis,
dim f(p) = dim f(x)− d, dimA(p,q) = dimAxy − 2d
(A14)
where “dim” indicates the physical dimension in mass
unit. Using these formulas it’s easy to proof that, for
any two operators A, B and functions f , g, the following
convolution relations hold:
trA =
∑
x
Axx = a
−d
s
∫
BZ
ddp
(2pi)d
A(p,−p) , (A15)
(AB)xy =
∫
BZ
ddp
(2pi)d
ddq
(2pi)d
ei(p·x+q·y)
·
ñ
a−ds
∫
BZ
ddk
(2pi)d
A(p,k)B(−k,q)
ô
,
(A16)
Af(x) =
∫
BZ
ddp
(2pi)d
eip·x
·
ñ
a−ds
∫
BZ
ddq
(2pi)d
A(p,q)f(−q)
ô
,
(A17)
∑
x
f(x)g(x) = a−ds
∫
BZ
ddp
(2pi)d
f(p)g(−p), (A18)
∑
z
Axzf(z)Bzy =
∫
BZ
ddp
(2pi)d
ddq
(2pi)d
ei(p·x+q·y)
·
ñ
a−ds
∫
BZ
ddk
(2pi)d
dds
(2pi)d
A(p,k)f(−k + s)B(−s,q)
ô
(A19)
and so on.
Conventions on complex and Hermitian conjugation
are the same:
f∗(x) =
∫
BZ
ddp
(2pi)d
f∗(p)eip·x ,
f∗(p) = ads
∑
x
f∗(x)e−ip·x ,
[
A†
]
xy
=
∫
BZ
ddp
(2pi)d
ddq
(2pi)d
A†(p,q)ei(p·x+q·y) ,
A†(p,q) = a2ds
∑
x,y
[
A†
]
xy
e−i(p·x+q·y) .
(A20)
Note that this means
[f(p)]
∗
= f∗(−p) ,
[A(p,q)]
†
= A†(−q,−p) . (A21)
3. Dirac matrices
In 1+1 dimensions we choose the representation
γ0 =
Å
1 0
0 −1
ã
= σ3 , γ1 = i
Å
0 1
−1 0
ã
= −σ2 ,
γ5 = −iγ0γ1 =
Å
0 1
1 0
ã
= σ1 .
(A22)
4. Berezin Integrals
To define a path integral for fermions it is customary
to work with anticommuting (“Grassmannian”) variables.
This construction is standard and can be found in vir-
tually every textbooks about QFT. We report here the
main points for practicality and to establish conventions.
Let θK , θ
†
K , K = 1, · · · ,Ω, be two (independent, in spite
of the †) sets of anticommuting symbols, that is
{θK , θJ} = 0 , {θ†K , θ†J} = 0 , {θK , θ†J} = 0 . (A23)
An integral over these symbols is defined by the requests∫
dθK 1 = 0 ,
∫
dθK θK = 1 ,∫
dθ†K 1 = 0 ,
∫
dθ†K θ
†
K = 1 .
(A24)
This means that∫
dθK ≡ ∂
∂θK
,
∫
dθ†K ≡
∂
∂θ†K
. (A25)
The product measures are simply
dθ ≡ dθ1 · · · dθΩ, dθ† ≡ dθ†Ω · · · dθ†1
=⇒ dθ†dθ ≡
Ω∏
K=1
dθ†KdθK . (A26)
Using these definitions, it is easy two show that the fol-
lowing formula for Gaussian integrals holds:∫
dθ†dθ e−θ
†Aθ+η†θ+θ†η = detAeη
†A−1η . (A27)
Appendix B: Effective action with Bogoliubov
transformations
1. Canonical coherent states
Let F =
⊗Ω
K=1 HK be a Fock space defined as a di-
rect product of single-particle fermionic Hilbert spaces.
The annihilation and creation operators obey canonical
anticommutation relations{
aˆJ , aˆK
}
= 0 ,
{
aˆ†J , aˆ
†
K
}
= 0 ,
{
aˆJ , aˆ
†
K
}
= δJK ,
(B1)
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with J,K = 1, · · · ,Ω. For each sector, the vacuum state
is defined by
aˆK |0〉K = 0 (B2)
and therefore the vacuum state in F is
|0〉 =
Ω⊗
K=1
|0〉K . (B3)
Applying the creation operators, we obtain
|K1 · · ·Kp〉 = aˆ†K1 · · · aˆ†Kp |0〉 p = 1, · · · ,Ω . (B4)
These states span the entire Fock space: they form an
orthonormal basis
〈J1 · · ·Jp|K1 · · ·Kq〉 = δpq
∑
perm pi
(−)piδJ1pi(K1) · · · δJppi(Kp)
(B5)
and the resolution of unity reads
Ω∑
p=0
1
p!
∑
K1,··· ,Kp
|K1 · · ·Kp〉〈K1 · · ·Kp| = I . (B6)
The factor 1/p! takes account of the indistinguishability
of the particles. A generic state |ψ〉 can be written as
|ψ〉 = ψ(aˆ†) |0〉 , ψ(aˆ†) ≡
Ω∑
p=0
1
p!
ψK1···Kp aˆ
†
K1
· · · aˆ†Kp ,
(B7)
where the coefficients ψK1···Kp are totally antisymmetric.
An arbitrary operator Aˆ can be written as
Aˆ =
∑
p,q
1
p!q!
AK1···KpJ1···Jq aˆ
†
K1
· · · aˆ†Kp aˆJq · · · aˆJ1 , (B8)
normal-ordered.
The canonical coherent states are defined by
|θ〉 = e−
∑
K
θK aˆ
†
K |0〉 =
∏
K
Ä
1− θK aˆ†K
ä
|0〉 , (B9)
with θK Grassmannian variables such that
θJθK = −θKθJ , θ†JθK = −θKθ†J ,
θJ aˆK = −aˆKθJ , θJ aˆ†K = −aˆ†KθJ
(B10)
(the variables θK and θ
†
K are independent for the pur-
pose of constructing the algebra). The state |θ〉 is an
eigenstate of aˆK , with eigenvalues θK :
aˆK |θ〉 = θK |θ〉 . (B11)
The inner product between two coherent states |θ〉 and
|η〉 is
〈θ|η〉 = exp
(∑
K
θ†KηK
)
≡ exp (θ†η) . (B12)
These states form an overcomplete basis, and the resolu-
tion of unity reads as
Iˆ =
∫
dθ†dθ
|θ〉〈θ|
〈θ|θ〉 . (B13)
Using (B13) a generic state can be written as
|ψ〉 =
∫
dθ†dθ e−θ
†θψ(θ†) |θ〉 , (B14)
with
ψ(θ†) ≡ 〈θ|ψ〉 =
Ω∑
p=0
1
p!
ψK1···Kpθ
†
K1
· · · θ†Kp , (B15)
as it results from (B7) and (B11). Using (B8), the expres-
sion for the representative of a generic operator follows:
A(θ†, η) ≡ 〈θ|Aˆ|η〉
= eθ
†η
∑
p,q
1
p!q!
AJ1···JpK1···Kqθ
†
J1
· · · θ†JpηKq · · · ηK1
(B16)
and so
Aψ(θ†) ≡ 〈θ|Aˆ|ψ〉 =
∫
dη†dη e−η
†ηA(θ†, η)ψ(η†) ,
(B17)
AB(θ†, η) ≡ 〈θ|AˆBˆ|η〉
=
∫
dη′
†
dη′ e−η
′†η′A(θ†, η′)B(η′
†
, η) . (B18)
If an operator Oˆ can be written in the special form
Oˆ = exp
(∑
J,K
aˆ†JMJK aˆK
)
, (B19)
then its representative is
O(θ†, η) ≡ 〈θ|Oˆ|η〉 = exp
[∑
J,K
θ†J(e
M )JKηK
]
. (B20)
Combining this formula with (B18) it follows that, if two
operators are in the form
Oˆ1 = exp
(∑
J,K
aˆ†JMJK aˆK
)
, Oˆ2 = exp
(∑
J,K
aˆ†JNJK aˆK
)
,
(B21)
then
O1O2(θ
†, η) = exp
[∑
J,K
θ†J(e
MeN)JKηK
]
. (B22)
Finally, the trace of an even operator Aˆ (such as it com-
mutes with any Grassmannian variable, AˆθK = θKAˆ)
can be written as
tr Aˆ =
∫
dθ†dθ e−θ
†θA(θ†,−θ) . (B23)
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If two kind of fermions (namely, particles and antipar-
ticles) are admitted, the Fock space can be constructed
from the set of canonical creation and annihilation oper-
ators
{
uˆ†J , uˆK
}
=
{
vˆ†J , vˆK
}
= δJK ,{
uˆJ , uˆK
}
=
{
vˆJ , vˆK
}
= · · · = 0, (B24)
where u†J and v
†
J create, respectively, a particle and an
antiparticle in the state J . Canonical coherent states can
be defined in the same way:
|ρσ〉 = exp
(
−
∑
K
ρK uˆ
†
K −
∑
K
σK vˆ
†
K
)
|0〉 (B25)
and the resolution of unity reads as
Iˆ =
∫ ∏
K
dρ†KdρKdσ
†
KdσK
· e−
∑
J
ρ†
J
ρJ−
∑
J
σ†
J
σJ |ρσ〉〈ρσ| . (B26)
2. More on Bogoliubov transformations
We collect here some properties of the Bogoliubov
transformation (17). With the definitions (18), it follows
that
f(R)F† = F†f(R˚) , f(R˚)F = Ff(R) (B27)
for any function f . The transformation inverse of (17) is
uˆ = R1/2
Ä
aˆ+ F†bˆ†
ä
,
vˆ =
Ä
bˆ− aˆ†F†
ä
R˚1/2 ,
(B28)
as expected sending F → −F . The vacuum state (20) is
normalized as
〈F|F〉 = det (R−1) = (detR)−1 . (B29)
The norm of the new coherent states (23) is
〈αβ;F|αβ;F〉 = eα†α+β†β (detR)−1 . (B30)
The inner product with the old coherent states is
〈ρσ|αβ;F〉 = eρ†F†σ†−α˜ρ†−β˜σ†−βFα . (B31)
3. Quasiparticle action
To find the trace of the transfer matrix in (26) we can
write
〈αtβt;Ft|Tˆ †t VˆtTˆt+1|αt+1βt+1;Ft+1〉
= 〈αtβt;Ft|Tˆ †t IˆVˆt IˆTˆt+1|αt+1βt+1;Ft+1〉 , (B32)
where Iˆ is given by (B26). We get
〈ρσ|Tˆt|αtβt;Ft〉 = detF†N ,t
· exp
[
−βtFtαt + β˜tNt
Ä
F†N ,t
ä−1
α˜t
− β˜t
Ä
F˚†N ,t
ä−1
e−Mtσ† + ρ†e−Mt
Ä
F†N ,t
ä−1
α˜t
+ ρ†e−Mt
Ä
F†N ,t
ä−1 F†t e−Mtσ†
]
. (B33)
In the same way
〈ωϕ|VˆtTˆt+1|αt+1βt+1;Ft+1〉
= detF†N ,t+1 exp
[
−βt+1Ft+1αt+1
+ β˜t+1Nt+1
Ä
F†N ,t+1
ä−1
α˜t+1
− β˜t+1
Ä
F˚†N ,t+1
ä−1
e−Mt+1U†0,tϕ†
+ ω†U0,te−Mt+1
Ä
F†N ,t+1
ä−1
α˜t+1
+ ω†U0,te−Mt+1
Ä
F†N ,t+1
ä−1 F†t+1e−Mt+1U†0,tϕ†
]
.
(B34)
The last effort:
〈αtβt;Ft|Tˆ †t VˆtTˆt+1|αt+1βt+1;Ft+1〉
= det
Ä
e−M
†
tU0,te−Mt+1Et+1,t
ä
exp
(
α†tI(1,2)t β†t
+ βt+1I(2,1)t+1 αt+1 + α†tR−1/2t E−1t+1,tR−1/2t+1 αt+1
− βt+1R˚−1/2t+1 E˚−1t+1,tR˚−1/2t β†t
)
, (B35)
where we used the definitions (28) and (32).
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