ABSTRACT Estimation of jitter and eye diagram in high-speed serial channels can be challenging. The existing methods might fail to show inter-symbol interference (ISI) and data dependent jitter because they are either excessively time consuming or only applicable to linear time-invariant (LTI) systems. Therefore, this paper suggests a hybrid methodology to develop surrogate models of the system from a short transient simulation and using them to efficiently determine the eye diagram and related parameters. This paper is based on uncertainty quantification techniques that use polynomial chaos (PC) expansions to estimate the output. Necessary modifications are applied to PC modeling to make it applicable to high-speed channels. Finally, the performance of the proposed approach is shown through numerical examples.
I. INTRODUCTION
In the past decades the bandwidth of high-speed channels have increased exponentially [1] . As frequency of systems increase, it becomes more challenging to avoid undesired deviations in the transmitted signal, due to amplitude noise and timing jitter. Fig. 1 shows an example of such deviations. In this figure, the jitter t, will cause an error in the data transmission if it moves the rising or falling edge over the sampling point τ . Error caused by jitter and noise is often measured by bit error rate (BER). Additionally, the eye diagram, bathtub curve, and probability distribution function (PDF) are used to evaluate the quality of the signal [2] . In this paper we focus on jitter; however, a parallel discussion can be applied to noise as well. To study jitter, its various causes need to be considered. In general, jitter sources are divided into intrinsic and nonintrinsic. The intrinsic jitter sources are based on physical properties of the materials, and the non-intrinsic sources are
The associate editor coordinating the review of this manuscript and approving it for publication was Dušan Grujić. related to the design parameters. The latter includes duty cycle distortion (DCD), crosstalk and ISI. Amongst them, ISI is a result of memory and capacitive effects in circuits, which is challenging to model. On the other hand, jitter can be divided into random and deterministic types. Random jitter is mainly caused by intrinsic sources, which can be added to the signal after simulation is completed. The root cause of deterministic jitter are effects such as reflection, crosstalk, electromagnetic interference, etc. In other words, it is generated by design of the channel. Furthermore, deterministic jitter is divided into periodic jitter, bounded uncorrelated jitter, and data dependent jitter (DDJ). DDJ depends on the data pattern, and it is caused by DCD and ISI [2] . Current simulation methods are not accurate in capturing the ISI and DDJ; hence, in this paper we focus on estimating this type of jitter. The proposed approach can be combined with other estimation methods to efficiently predict BER. Jitter is often evaluated by drawing an eye diagram. Traditionally, it is done with a lengthy transient simulation (transient eye). Although it is straightforward, generating the transient eye requires high computation time and memory storage. For instance, if the BER is 10 −12 , it is expected that data transmission of 10 12 bits be simulated to observe one bit failure. Such a long simulation is not practical for complex circuits. Hence, methods based on extrapolation and approximation from a shorter transient simulation (e.g., 10 10 bits) are used, which reduce the accuracy.
Therefore, new statistical methods have been developed for eye estimation. One of these methods is peak distortion analysis (PDA), which is used to find the worst-case eye opening of an LTI system [3] , [4] . Initially in this method, the response to a single pulse is determined. Pulse response can be longer than one unit interval (UI), and can overlap with response of another symbol, causing ISI. Therefore, the response of a sequence of pulses is found by superposition of shifted pulse responses, which is applicable if the system is LTI. The lowest logical one and the highest logical zero are calculated at the sampling point, and their difference is reported as the worst-case vertical eye opening. The worst-case eye shape can also be found by repeating this analysis at multiple sampling points and superimposing the results [5] . To extend the worst-case eye analysis, the StatEye method has also been developed [6] . This method suggests that the same superposition technique can be used to find the response to any combination of input pulses. Based on this idea, a statistical method has been developed to find the distribution of receiver voltages. This is done statistically to avoid substantial CPU run times and high DRAM memory requirements. The StatEye method considers probability of different pulse combinations, and finds the distribution of ISI at an arbitrary sampling point. By connecting different sampling points, the statistical eye is formed. Furthermore, BER is calculated as the ratio of area in the jitter's/noise's PDF that crosses the time/voltage threshold. Finally, bathtub curve is determined by drawing the cumulative distribution function (CDF) of BER over one UI [1] .
Although efficient, both PDA and Stat-Eye are only applicable to LTI systems since the result is based on linear superposition of the pulse responses. However, non-LTI components, such as I/O drivers and receivers, can be present in high-speed channels and can contribute to jitter. Notably, this is observed in single-ended signaling, such as DDR signaling in memory systems. In these systems rising and falling edge responses can be asymmetric, which shows that the system is non-LTI. Recent work has tried to extend statistical methods to non-LTI cases. In [7] , it has been suggested to estimate the receiver voltage using the superposition of responses of a rising edge and a falling edge. This method improves the result since the difference between the rising and falling edge is considered. However, calculating the statistical eye is challenging since edge responses are not independent of each other. Therefore, [7] develops an inductive technique to find the distribution of receiver voltage, which is derived from steady state responses step by step. However, using this approach, improvements in accuracy of non-LTI systems is not always sufficient. Therefore, [5] expands this method by using various edge responses, which are different in the bits prior to the rising or falling edge. For instance, if M bits are considered, 2 M responses are generated. Nevertheless, it is hard to generalize the edge response-based methods since their accuracy depends on number of considered responses, which increases exponentially with M . Moreover, they are an extension of the superposition method; thus, they fail for more complicated non-LTI systems. Therefore, in this paper we propose a new approach for eye diagram estimation.
The proposed approach is based on uncertainty quantification, which is based on the study of propagation of random variables in a system [8] . This method can be applied to the estimation of jitter which is a function of random input pulses. The most well-known uncertainty quantification method is Monte Carlo (MC) analysis. MC can be exorbitantly time consuming; hence, more efficient approaches have been developed [8] - [19] . A popular concept used in these approaches is based on the generalized Polynomial Chaos (PC) theory [20] , where random variables are approximated with an expansion of orthogonal polynomials. In this paper, based on PC theory and uncertainty quantification, we propose an approach to predict jitter, eye diagram, and statistical results in high-speed channels. This is done by training a surrogate model of the system using a transient simulation, which is drastically shorter than the simulation required for transient eye analysis. In addition, unlike statistical approaches it is applicable to non-LTI systems. There are many candidates in machine learning for developing surrogate models. Using neural networks (NN) has been previously suggested to generate surrogate models for nonlinear circuits. In [21] and [22] , recurrent NNs is used to model nonlinear I/O drivers, and in [23] recurrent NNs is used to model SerDes channels. However, training neural networks is generally more complicated and time consuming compared to PC models. Moreover, they can accumulate error over time, and can become significantly large for channels with long memory. In addition, PC provides statistical moments of the output as a byproduct of the training process with no additional costs, while numerous evaluations using the NN model are necessary to determine the statistics.
We first presented the use of PC surrogate models in [24] . However, after further examination it was observed that the size of the surrogate model increases near exponentially with delay of the channel. This is because a channel with a longer delay needs to consider a higher number of previous bits for determining ISI, which increases the size of the surrogate model. Therefore, we used a modified PC expansion and developed a smaller PC model for channels with long delays. Preliminary results in [25] and [26] showed this modified model significantly reduces computational costs, while providing acceptable results. This paper further expands the previous methods. New contributions include the ridge regression technique to provide more stable results. Instructions to choose between the methods in [24] and [25] are given to balance accuracy and efficiency. The model in [25] is improved and includes correlation between the variables. Computation costs are provided to show the advantage of using the proposed approach. More complex examples are presented, and jitter distribution is provided to have a better evaluation of the jitter.
The rest of the paper is organized as follows. In sec. II, a review of PC theory is presented. In sec. III, the proposed approach is introduced. In sec. IV, numerical examples are provided. Finally, sec. V concludes the paper.
II. POLYNOMIAL CHAOS THEORY
In this section, PC surrogate models, and a training method are discussed.
A. PC SURROGATE MODELS
Generalized PC theory suggests approximating a smooth function of random variables as:
where λ = [λ 1 , λ 2 , . . . , λ n ] represents a vector of random variables, c i are unknown coefficients, P is truncated length of the expansion, and φ i (λ) are multidimensional polynomials, which are orthogonal with respect to the distribution of λ [8] , [9] , [20] . The orthogonality condition is described as:
where , represents the inner product, is the random space, ρ (λ) shows the distribution of random variables, δ i,j is the delta or Dirac function, and α i is a constant, which can be calculated analytically for common distributions. We normalize each polynomial term φ i (λ), with respect to α 2 i , to simplify the calculations. Using the orthogonality condition, mean and variance are found analytically:
where σ is the standard deviation. It is worth noting, that mean and variance are found directly from coefficients of the PC expansion at no extra cost. When analyzing jitter, we can use (4) to find its RMS value since it has zero mean. Finally, to determine the PDF from the PC expansion, an approach similar to MC analysis is used, by evaluating the PC expansion of (1) at numerous sample points. However, this evaluation is relatively quick since it is done analytically and without the need for circuit simulations.
Furthermore, the multidimensional polynomials, φ i (λ), are found by multiplying a subset of 1-D polynomials:
where α = [α 1 , α 2 , . . . , α n ] is the index of 1-D polynomials. Traditionally, α j are selected with a linear constraint:
Number of terms selected in (6) determines length of the expansion in (1), and it is calculated as:
where m shows the maximum order of each polynomial term in the expansion. For smooth functions, good approximation is achieved with m set to 2 or 3. Unfortunately, P scales near exponentially with n, and size of the PC expansion becomes prohibitive when n is greater than 20. For the problems addressed in this paper, expansions with n as large as 50 are required; hence, development of a modified approach is necessary. We propose using the hyperbolic Polynomial Chaos (HPC) expansion [18] when it is necessary. According to sparsity of effects [27] , polynomial terms that are closer to the center of origin are more effective. Hence, the following constraint is used, instead of (6), to select the multidimensional polynomial basis:
Here the first norm of α is replaced by its u-norm, where u < 1 to provide a concise selection of the basis. This process drastically reduces length of the expansion in (1).
B. TRAINING THE MODEL
The next step is finding the c i coefficients in (1), which alternatively can be called training the model. During the past decade several intrusive and non-intrusive solutions have been suggested in [8] - [18] . Here, we introduce a nonintrusive linear regression method for finding the PC coefficients [11] , [12] since it can be used with commercial software, and it is applicable to a large number of variables.
In the linear regression method, N random training samples are generated from distribution of λ, where N = k(P + 1), and k ≥ 2. We show these samples as λ 1 to λ N . By placing them in the PC expansion of (1) and writing them in matrix form, we have:
where
FIGURE 2. Simplified input and output signals of a channel for illustrating cause of data dependent jitter in a falling edge. a) A sample signal. b) Small change in the previous bits of (a). c) All possible combinations of previous bits.
Next, the solution is found using the least squares method:
with τ representing the transpose operator. Although this approach minimizes the error for training data, it does not always provide the best result for testing data. In other words, the solution does not always generalize well. Therefore, we suggest improving the model by using Ridge Regression, which is a regularized regression method [28] . This approach suggests adding a regularization term to the error minimization. The updated solution is:
with B being equal to √ βI, except that B(0, 0) is kept at zero. Moreover, I is the unity matrix, and β is a constant that determines the weight of regularization. With optimization, it can be shown that (12) is minimized when:
III. MODIFIED PC MODELING APPROACH
In this section, the proposed approach, development steps, and an analysis of the computation costs is presented.
A. APPROACH
Jitter and noise parameters in the eye diagram have stochastic characteristics, which enables using uncertainty quantification approaches to calculate them. In fact, this work is inspired by the similarities between the transient eye [29] and the MC [30] analysis. In the MC approach, random variables in the system are sampled at numerous points. Then, the system is simulated at the samples, and the results are used to estimate distribution of output random variables. Similarly, in the transient eye, a long physical simulation is performed to calculate the uncertainty of output. This simulation is the response to a long sequence of random pulses, and it is equivalent to finding the output at various sample points in the MC analysis. In this case the outputs are noise and jitter.
Both methods are straightforward and accurate if given enough time to complete; however, their computation costs can be prohibitive for complex systems. On the other hand, modern uncertainty quantification methods, such as PC theory, are substantially more efficient than MC. The idea behind this paper is to use PC to develop surrogate models for estimating jitter and eye diagram, as an efficient alternative to the transient eye.
The simplified process is illustrated in Fig. 2 , where random input patterns, and a falling edge in the output are shown. All input patterns end in a one to zero transition, causing a falling edge at the output; however, they have different patterns before the last two bits. Intuitively, it can be said that different previous bits cause different jitter. Fig. 2 (a) shows the response to a falling edge after a sample signal. However, the response can be shifted from its original place by changing the previous bits, as shown in Fig. 2 (b) . Moreover, Fig. 2 (c) shows all possible combinations of previous bits and the corresponding outputs. Both previous bits and jitter are random and lead to the memory effect described in Fig. 2 . The goal in this work is therefore to find the relationship between them, and determine how the randomness propagates from data to jitter. In other words, by running a short simulation this approach learns the intrinsic pattern that causes jitter from data. Then, the pattern is expanded to arbitrary combinations of data by training a surrogate model. It is worth noting that, unlike statistical methods, in this approach the system does not have to be LTI.
B. IMPLEMENTATION OF THE PROPOSED APPROACH
As mentioned earlier, PC methods are suitable for smooth variations in the output. However, the output signal of a channel can show a wide variation, between logical zero and one, as shown in Fig. 3 . Therefore, directly applying the existing PC approaches to this problem can yield inaccurate results. To address this issue, we suggest breaking the problem to four smaller cases and developing four sub-models. Fig. 3. (a) shows a typical eye diagram of an NRZ signal, where at an arbitrary point on the X-axis, shown with a blue line, four possible transitions can be seen. The transitions are zero to zero, zero to one, one to zero, and one to one. The response to each transition is disturbed from its average value by variations in the previous bits. Moreover, Fig. 3. (b) shows the distribution of the signal at the blue line in Fig. 3 (a) . Each Gaussian curve in this figure shows distribution of one of the possible transitions. It is observed that, by modeling each transition separately the variation of output is significantly limited, which makes the PC methods applicable. Similarly, this approach can be extended to other coding schemes such as PAM4.
Next, we need to specifically define the inputs and outputs of the models. Inputs are the previous bits that cause effective ISI, while the last two bits show the transition. These two are used to divide training and testing data into four categories, and show which sub-model needs to be used for each category. The remainder of the previous bits disturb output of each transition from its average value, and they are therefore inputs to the four sub-models. Henceforth, we label these bits as λ = [λ 1 , λ 2 , . . . , λ n−2 ]. Furthermore, we define two types of outputs for two different ways of evaluating the degraded signal. The first method is a quick and direct method to find jitter, which can also be applied to other eye parameters such as eye height and eye width. In this method, training data is obtained directly by measuring jitter at each instance. Then, the PC surrogate models are trained to predict jitter and its statistics. Although this method quickly gives some insight on the output signal, designers often prefer to look at the actual eye diagram. Hence, a second type of output is determined. To create the full eye, we define the voltage of each time point, on the X-axis of the eye diagram, as an output. In other words, V (t, λ) is modeled over one UI. Training data is obtained by measuring the voltage of each time point over a number of intervals. Then, using PC surrogate models, the output voltage and its statistics are estimated for arbitrary data patterns. Finally, the eye diagram is created by overlaying the estimated results.
Next, we discuss the training process. It is not efficient to run a separate simulation for each training sample. Hence, all necessary information is extracted from a single short transient simulation, with length of the simulation being much greater than P + 1 and much smaller than the traditional eye. This process is illustrated in Fig. 4 . In this figure, input and output signals of the channel are shown. Imagine a box, with length of n bits, moving from end of the input signal to the left, with n being number of bits with effective ISI. Similarly, imagine a box with length of one bit, moving from end of the output signal to the left. We crop the signals at each instance, then we move the boxes one bit to the left. Each pair of corresponding inputs and outputs shows one sample or experiment. Number of input bits, n, is calculated based on the channel, using some heuristics. However, we use a rule of thumb, which states that n * T ≈ 3 * D, where T is length of one unit interval, and D is delay of the channel. This formula considers effective ISI for a signal traveling through a channel and its two reflections. For n ≤ 20, size and cost of creating the regular PC model is justifiable; however, for channels with a longer memory the computational cost can be prohibitive. Therefore, we suggest a hybrid methodology where the regular PC expansion is used for channels with n ≤ 20 to obtain more accurate results, and the HPC expansion is applied for channels with a longer memory to reduce CPU costs. We show PC and HPC models with the same formulation; nevertheless, length of the expansions, shown with P, are different. Moreover, polynomials φ i are different subsets of Hermite polynomials.
For directly modeling jitter, only rising and falling transition sub-models are needed because steady one and steady zero do not have a zero crossing. Using (1), the surrogate models for rising and falling edge jitter, J r (λ) and J f (λ), are defined as: (14) where C r i and C f i are unknown coefficients for the rising edge and falling edge models, respectively. Using these coefficients and (4), the RMS value of jitter for rising and falling edges is calculated. It is important to note that while finding the RMS value, this method reduces time and memory since calculation of the complete eye is not required. However, parameters such as RMS value and peak-to-peak jitter can be misleading because they do not provide a comprehensive picture of the distribution. Therefore, it is necessary to look at the distribution of the signal for a fair evaluation [2] . To find the distribution, we use (14) to predict value of jitter for an arbitrary number of samples. Then, we use the results to estimate the distribution. There are 2 n possible combinations of λ. If n ≤ 20, all 2 n possible values of J r (λ) and J f (λ) are calculated. Note that using more samples does not improve the distribution of jitter since all the possible values are included. If n > 20, it is not practical to estimate all possible outputs. Hence, a large enough subset of the samples is selected randomly.
Next, we find the surrogate models of V (t, λ) as:
where 0 ≤ t ≤ T , and r, s ∈ {0, 1}, which represents the four sub-models needed for modeling the receiver voltage. Thus, C 0 0_i, C 0 1_i, C 1 0_i, and C 1 1_i, are the unknown coefficients for steady zero, rising edge, falling edge, and steady one models, respectively. With these coefficients, mean and variance of the receiver voltage are found using (3) and (4). Furthermore, to draw the eye diagram, (15) is evaluated at an arbitrary number of possible samples, then the results are overlaid over one UI. If n ≤ 20, all 2 n possible combinations of V rs (t, λ) are calculated, otherwise a large enough subset of the samples is selected randomly. An overview of the implementation process is represented in Fig. 5 . Due to the nature of this problem, we need to use a nonintrusive approach to find the unknown coefficients in (14) and (15) . Therefore, the regularized regression approach, introduced in sec. II-B, is used. More complex and efficient regression techniques are available in [16] , [17] ; however, they need sampling at predetermined input data points. This is not possible in digital signaling problems since the input data is either a zero or a one.
To find the coefficients with the suggested regularized regression approach, N samples are extracted from a short transient simulation, which provides λ 1 to λ N and f λ 1 to f λ N . Using these values, matrices A and E in (10) are filled. Matrix A needs to be full rank in order to do the matrix inversion in (13) . Initially, this might not be true because all the input variables are 0 or 1, which makes some of the columns a linear combination of other columns. Therefore, we have modified the polynomial basis and only use a subset of the polynomials, which results in a full rank matrix A. Specifically, we simply remove the repeated columns and their corresponding polynomials φ i since they do not provide any additional information. This would not cause a problem for estimation of new test samples because they are a combination of zeros and ones as well. After this modification, the unknown coefficients are found with the matrix inversion in (13) . For example, coefficients in the surrogate model of the rising edge receiver voltage are found as:
whereˆ 01 (t) is a vector of C rs_i coefficients. After training the models, we use the surrogate models of (15) for a validation step, where they are used to estimate the receiver voltage for a short sequence of random input pulses, which has not been used for model development. If this matches with the actual transient simulation, we proceed to find the statistics and the estimated eye. Otherwise, the parameters are further tuned to provide a more accurate surrogate model. It is worth noting, that random jitter can be added to this analysis later as single or multiple Gaussian distributions. Adding random jitter in post-processing is a common practice in commercial solvers such as HSSCDR, a specialized channel simulator, used by IBM [31] . Therefore, we suggest the same technique to integrate random jitter with the 53634 VOLUME 7, 2019 results from the proposed approach. Moreover, the proposed approach is different from previously developed uncertainty quantification approaches such as [18] since it modifies the PC surrogate model by defining four sub-models for the transitions. More importantly, a novel training method is introduced to make the approach applicable to high-speed channels.
C. COMPUTATION COSTS
The proposed approach can reduce cost of the physical transient simulation significantly. We suggest using this approach for problems where overhead cost of developing the surrogate models is negligible compared to the transient simulation. Note that, φ i polynomials are known beforehand, and by keeping the same sequence of random training data, all the parameters of (A τ A + B τ B) −1 A τ in (13) can be calculated and stored in advance. Therefore, the main overhead cost in the training process is the remaining matrix vector multiplication in (13) . The computations cost of this multiplication is O (P + 1) 2 , and it needs to be calculated for every submodel in (15) . There are four sub-models, and assuming there are time points in one UI, the corresponding overhead cost is O 4 (P + 1) 2 = O P 2 . Cost of the direct method for training jitter models in (14) is negligible in comparison since the matrix vector multiplication is done only twice. Furthermore, the testing process and calculating the full eye diagram involves evaluating (15) at ν samples, where φ i (λ) values can be calculated beforehand. In the matrix form, this process is similar to (9) , where A is computed in advance and is known. Hence, the computational cost to find E is of a matrix vector multiplication, which is O(ν(P + 1)). With time points in one UI, the corresponding cost for evaluating the voltage models is O ( ν(P + 1)) = O ( νP). Again, the CPU cost of directly finding jitter for ν samples is negligible in comparison. Therefore, the total overhead cost is O νP + P 2 . It is worth noting, this approach is highly parallelizable; hence, its computation time can significantly decrease with parallelization.
IV. NUMERICAL EXAMPLES
In this section the proposed approach is applied to numerical examples to evaluate the performance of the PC based surrogate models. PC calculations and modeling are done in MATLAB R2015a, while transient simulation is performed using available commercial software.
A. EXAMPLE 1
The circuit in Fig. 6 (a) is considered for observing performance of the proposed approach, when memory of the channel is relatively small, and a full PC expansion can be used. This example shows a single-ended signaling system, which includes two sets of coupled microstrip lines and nonlinear terminations. The cross section of microstrip lines is shown in Fig. 6 (b) . The first set of lines are three coupled lines that are 4 inches long, while the second one consists of two coupled lines with length of 2 inches. All conductors are copper; dielectric permittivity is 4.5, and tan δ = 0.02. The PMOS and NMOS transistors in the terminations are Schicman-Hodges models. Supply voltage is +/ − 1 V, and the circuit is fed through a voltage source with 50 resistance, using a random trapezoidal pulse with V high = 1 V and V Low = −1 V. Bit rate is 1 Gb/s; rise time and fall time are both 100 ps, and output voltage is observed at the shown eye probe. Finally, the transient simulation is done using ANSYS Electronics Desktop 17.2 circuit simulator [32] .
In this example, 20 bits are considered to capture the effective ISI. Hence, we use the regular PC expansion. In addition, there are 2 20 possible combinations of these bits; therefore, all possible outputs are estimated. Note that using more samples does not change the result since all the possible combinations are included. The results are compared with an actual transient simulation with one million random bits. We did not use more than one million samples for the transient eye since variations in the outcome were minimal, and we were limited by the memory of our machine. Moreover, maximum order of expansion, m, is set to 3. For training the models, first a short transient simulation is performed, with VOLUME 7, 2019 its length being more than 60000 bits. From this simulation, four sets of training data are extracted. Each set shows a different transition and has about 15000 samples. Using them and the proposed method, jitter and voltage surrogate models are generated. For validation, the receiver voltage for a short sequence of random pulses is estimated. The result is shown in Fig. 7 , and compared with actual circuit simulation. Since the model shows perfect accuracy, we continue to calculate the statistical results and the eye diagram. Next, the jitter RMS is directly calculated, and it is presented in Table. 1. Additionally, distribution of jitter is calculated and shown in Fig. 8 and compared with transient simulation, showing good agreement.
In the next step, the mean and standard deviation of receiver voltage is calculated over one UI, and the results are shown in Fig. 9 . In this figure, the mean and mean +/− standard deviation of the four possible transitions are shown, and compared with the transient simulation. Fig. 9 gives us an idea about quality of the signal. The mean and standard deviation in this figure are found using only coefficients of the voltage model; hence, it reduces time and memory. Finally, the eye diagram is evaluated, and shown in Fig. 10 (b) . The eye diagram, from the transient simulation with one million bits, is shown in Fig. 10 (a) . Peak to peak jitter is also displayed in Fig. 10 (a) and (b) , which is calculated from the final eye diagram. In all the results it is observed that the proposed approach matches well with the transient simulation. Moreover, computation time of the main steps, except the initialization, are reported in Table 2 . It is observed that the CPU cost for determining jitter and statistics is negligible. The full eye diagram evaluation is more time consuming; however, it is about 3 times faster than the transient eye. Note that this time can be significantly reduced by using a shorter expansion. Moreover, the required memory for finding mean and variance values is reduced by about 35%. 
B. EXAMPLE 2
The purpose of this example is to show performance of the proposed approach for a channel with long memory, where the Hyperbolic PC expansion needs to be used. Therefore, a commercial SerDes channel with differential signaling is considered, provided by IBM. This channel is shown in Fig. 11 (a) , and its frequency response is presented in Fig. 11 (b) . Output of the system is the receiver voltage. Moreover, the channel is comprised of two processor packages, communicating with each other and interfaced to a board with two hybrid land grid array (LGA) connectors. The transmitter and receiver processor packages contain 85 Ohm differential stripline wiring in GZ41 material (Dk ∼ 3.31 and Df ∼ 0.0092 at 1 GHz), and have 31 mm and 34 mm lengths, respectively. The board contains two differential PCB vias with an active via length of 150 mil, and stub length of 20 mil. It contains 4 inches of total wiring, including 1 inch of necked down pin area wiring in the shadow of each processor, and 2 inches of 85 Ohm differential open area wiring. The dielectric material utilized for the board is a low loss material, having a Dk ∼ 3.95 and Df ∼ 0.0084 at 1GHz. This channel is simplified and does not include crosstalk. The passive channel loss at 8 GHz is ∼11 dB. The high-speed link, including the channel, transmitter and receiver is tested with a bit rate of 16 Gb/s. For transient simulations the channel is simulated with HSSCDR [31] . In addition, to ensure nonlinearity a low compression point for the receiver is considered. To show the impact, eye diagrams of the output before and after decreasing the compression point, are shown in Fig. 12 and Fig. 16 (a) , respectively. Moreover, the difference of maximum and minimum of the receiver voltage is indicated in both figures. Comparison of the figures shows that eye diagram is considerably affected by the low compression point. Note that the compression is nonlinear.
In this example, due to long delay of the channel, 50 bits are considered for capturing the ISI effect. Since size of the regular PC expansion would be prohibitive, we use the HPC expansion. The maximum order of polynomials m is set to 3, and the constraining factor u is set to 0.7. Moreover, there are 2 50 possible combinations of input bits; therefore, we select a random subset from them with one million samples to estimate the outputs. Furthermore, a transient simulation with a different one million random bits is simulated using HSSCDR for comparison. We did not use more than one million samples since variations in the outcome were minimal, and we were limited by the memory of our machine.
For training the models, first a short transient simulation is performed, with its length being more than 50000 bits. From this simulation, four sets of training data are extracted. Each set shows a different transition and has 12500 samples. Next, jitter and voltage surrogate models are generated. For validation, a short random sequence of receiver voltage is estimated and shown in Fig. 13 . Since the model shows perfect accuracy, we continue to calculate the statistical results and the eye diagram.
The jitter RMS is found directly, and presented in Table. 3. Distribution of jitter is calculated and shown in Fig. 14 . Next, mean and standard deviation of the receiver voltage is found over one UI, and results are shown in Fig. 15 . Finally, the eye diagram is evaluated, and shown in Fig. 16 (b) . The eye diagram from the transient simulation with one million bits, is shown in Fig. 16 (a) . The difference of maximum and minimum of the receiver voltage is also displayed in Fig. 16 (a) and (b) . Peak to peak jitter values calculated with the transient eye and the proposed approach are 34.7 ps and 35.1 ps, respectively. In this example, it is observed that replacing the PC expansion with an HPC expansion provides for a good estimation. All training and testing steps, including obtaining the eye diagram, were completed in about 50 minutes. This includes calculation of mean and variance values of the receiver voltage and jitter, which takes negligible time. Besides, the required memory for finding mean and variance values was reduced by about 50%.
V. CONCLUSION
Traditional techniques for jitter and eye diagram estimation are either costly or limited to LTI systems. Therefore, a novel hybrid methodology for estimation of data dependent jitter and the corresponding eye diagram is proposed. Using a short transient simulation, the proposed approach trains surrogate models to efficiently estimate jitter, eye diagram, and statistics of the output signal. The surrogate models are trained with a Polynomial Chaos method, to model behavior of the system. Moreover, the expansion is altered based on memory of the channel, to either increase the accuracy or decrease the computation cost. Finally, numerical examples are provided, showing a good match between results of the proposed approach and the traditional transient eye simulation, with savings in memory and CPU time.
