Abstract -Medical imaging is one of the most powerful tools for gaining information about internal organs and tissues. It is a challenging task to develop sophisticated image analysis methods in order to improve the accuracy of diagnosis. The objective of this paper is to develop a Computer Aided Diagnostics (CAD) scheme for Brain Tumour detection from Magnetic Resonance Image (MRI) using active contour models and to investigate with several approaches for improving CAD performances. The problem in clinical medicine is the automatic detection of brain Tumours with maximum accuracy and in less time. This work involves the following steps: i) Segmentation performed by Fuzzy Clustering with Level Set Method (FCMLSM) and performance is compared with snake models based on Balloon force and Gradient Vector Force (GVF), Distance Regularized Level Set Method (DRLSE). ii) Feature extraction done by Shape and Texture based features. iii) Brain Tumour detection performed by various tree classifiers. Based on investigation FCMLSM is well suited segmentation method and Random Forest is the most optimum classifier for this problem. This method gives accuracy of 97% and with minimum classification error. The time taken to detect Tumour is approximately 2 mins for an examination (30 slices).
Introduction
Medical imaging plays a vital role in detecting and treating virtually all types of Cancer. The key characteristics of imaging in cancer are early detection of Cancer, enable less invasive Cancer diagnosis and treatment and foster more effective management of Cancer. A key problem in medical imaging is automatically segmenting an image into its constituent non homogeneous processes. Automatic segmentation has the ability to positively impact clinical medicine by freeing physicians from the burden of manual labelling and by providing robust, quantitative measurements to aid in diagnosis and disease type. One such problem in clinical medicine is the automatic detection of brain Tumours. This problem is handled by various researchers [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] and related summary is given in Table 1 .
The aim of this paper is to develop improved CAD scheme to detect Brain tumour with maximum accuracy. Segmentation and Classification plays a vital role in CAD. The field of image segmentation kept continuously developing for almost 40 years, and a number of algorithms came forth steadily every year.
In recent years, active contour models have been increasingly and widely used in image processing. These methods all need to initialize a closed curve, also called the evolving curve [15] , in the image to be segmented and then evolve it driven by a Partial Differential Equation (PDE) until the evolving curve converges. According to the representation of the evolving curve, active contour models can be classified as explicit [16] and implicit [17] categories. Snake a typical explicit active contour model, uses parametric equations to explicitly represent the evolving curve. Implicit active contour models, i.e., level set methods [18] replace the parametric curve with a signed distance function, i.e., the level set function. A level set function is a real-valued function of multiple variables; when the function takes a constant value, e.g., zero, the obtained set is the zero level set which is used to represent the evolving curve. Thus, the evolving curve is implicitly represented by the zero set of the level set function. This representation results implicit active contour models that could handle the topological changing more conveniently than the explicit active contour models. This paper describes a CAD scheme for Brain Tumour detection using active contour models and investigates several approaches to improve CAD performances. This work involves following steps: i) Segmentation is done based on Fuzzy C-Means Level Set Methods (FCMLSM) and the performance is compared with snake models based on Balloon force and Gradient Vector Force (GVF), Distance Regularized Level Set Method (DRLSE) and. ii) Feature extraction is by Shape based features and Texture features and iii) Brain Tumour detection is performed by various tree classifiers.
Materials and Methods

Image datasets
In this work totally 100 clinical MR Brain images of T1, Contrast enhanced T1, and T2 images with CNS tumours are considered for analysis. The images obtained from Lung Image Database Consortium (LIDC)
A CAD Scheme
The proposed method consists of the following steps: i) Image segmentation using Level Set method ii) Image post processing for Tumour extraction iii) Feature extraction iv) Feature Selection v) Classification using Tree Classifiers
Level Set method
The level set method was developed in the 1980s by the American mathematicians Stanley Osher and James Sethian. It has become popular in many disciplines. The basic idea of level set method is to represent a contour as the zero level set of a higher dimensional functional cubes as the Level Set Function (LSF) and formulate the motion of the contour as the evolution of the level set function. A desirable advantage of Level Set Method is that they can represent contours of complex topology and are able to handle topological changes, such as splitting and merging, in a natural and efficient way, which is not allowed in parametric active contour models.
FCMLSM
Level set methods, which are established on dynamic implicit interfaces and PDEs, have been shown to be effective for medical image segmentation. However to employ those methods, clinical radiologists and even engineering practitioners are often overwhelmed by intensive computational requirements and complex regulation of controlling parameters. This FCMLSM is new fuzzy level set algorithm developed by Bing Nan Li [19] for automated medical image segmentation.
Features extraction
For each pixel in the segmented image, three categories of features are extracted: Shape based features, Texture features based on the spatial gray level (SGLDM) dependence method and Gray level Co-occurrence matrix (GLCM) detail list is given in Table 2 .
Feature selection
This section describes the Feature Selection(FS) using SVM and comparing with other feature selection approaches. For this application also SVM based feature selection method is adopted. Using SVM based feature selection 10 features (F7, F8, F5, F6, F14, F11, F3, F12, F1) are [2] Eigen image analysis 10 N/A N/A Zhu and Yan (1997) [3] Hopfield neural network and active contours 2 N/A N/A Clark et al (1998) [4] Knowledge based fuzzy clustering 7 70% N/A Karayiannis & pin(1999) [5] Fuzzy clustering 1 N/A N/A Vinitsku et al (1999) [6] k-Nearest Neighbour 9 N/A 2 min Fletcher-Heath et al (2001) [7] Knowledge based fuzzy clustering 6 53%-90% N/A Kaus et al (2001) [8] Statistical classification with atlas prior 20 99% 10 min Ho et al (2002) [9] 3D Level sets 3 85%-93% N/A Prastawa et al (2003) [10] Statistical classification via EM 5 49%-71% 100 min Prastawa et al (2004) [11] Knowledge -based 4 68%-80% 90 min Zhang et al (2004) [12] Support Vector Machines 9 60%-87% N/A Lee et al (2005) [13] Discriminative Random Field and SVM 7 40%-89% N/A Jason J. Corso et al (2008) [14] Multilevel 
SVM based feature selection
A central problem in machine learning is identifying a representative set of features from which to construct a classification model for a classification task. This work addresses the problem of feature selection for machine learning through a SVM based approach. For this application SVM is very effective for discovering informative features or attributes for classifying the medical images. The worth of a feature is evaluated by using a SVM classifier. Features are ranked by the square of the weight assigned by the SVM. Feature selection for multiclass problems is handled by ranking attributes for each class separately using a one-versus-all method and then "dealing" from the top of each pile to give a final ranking [20] . The total number of features considered are 14 but using SVM based feature selection method best features are selected for classification.
Tumour classification
Amongst other classifiers methods, decision trees have various advantages: Simple to understand and interpret, requires little data preparation, able to handle both numerical and categorical data, possible to validate a model using statistical tests, Robust and performs well with large data in a short time. The classification of tumour is done by following tree classifiers. They are Alternating Decision (AD) Tree, Best-First (BF) Decision Trees(DT), Random Forest (RF), Functional Trees (FT), Decision Stump (DS) and REP Tree.
Performance Evaluation
To evaluate the performance of the segmentation algorithm, there are many methods available to perform evaluation, In this work region non uniformity and correlation is used.
Region non uniformity
This is a standard method to evaluate performance. This does not require ground-truth information and is defined as
Where σ 2 represents the variance of the whole image, and σ f 2 represents the foreground variance F T and B T denotes the foreground and background area pixels in the test image It is expected that a well-segmented image will have a non uniformity measure close to 0, while the worst case corresponds to NU=1.
Correlation
Correlation between two quantities denotes how closely related those two are. A measure of correlation is thus a really good quantity to prove proper segmentation. In this method, a correlation is done between the selected input image and an image formed by superimposing the foreground segmented using the proposed method with the standard background of the input image.
Confusion matrix
To evaluate the performance of the classifier confusion matrix is created. Confusion matrix is a visualization tool typically used in supervised learning. Each column of the matrix represents the instances in a predicted class, while each row represents the instances in an actual class. One benefit of a confusion matrix is that it is easy to see if the system is confusing two classes. Sensitivity is the probability that test result will be positive when the disease is present (true positive rate expressed as percentage). Specificity is the probability that a test result will be negative when the disease is not present (true negative rate expressed as percentage).
Results
The segmentation is implemented using Matlab 10.0 under windows 7 operating system and classification is implemented by Weka 3.6. All images used in this work are raw clinical MR brain T1 weighted, T2 weighted and contrast enhanced images. The Figs. 1 and 2 shows the Tables 3 and 4 respectively. The performance evaluation chart is shown in Fig. 3 .
Discussions
The unique characteristic of this work is the investigation and observation a number of important issues in developing and assessing CAD for Brain Tumour detection using our prototype CAD scheme on limited image dataset.
The developed CAD scheme initially deals with Tumour segmentation based on Segmentation performed by Fuzzy Clustering with Level Set Method (FCMLSM) and performance is compared with snake models based on Balloon force and Gradient Vector Force (GVF), Distance A central problem in machine learning is identifying a representative set of features from which to construct a classification model for a classification task. This work addresses the problem of feature selection for machine learning through a SVM based approach. For this application SVM is very effective for discovering informative features or attributes for classifying the medical images. The worth of a feature is evaluated by using a SVM classifier. Features are ranked by the square of the weight assigned by the SVM. Feature selection for multiclass problems is handled by ranking attributes for each class separately using a one-versus-all method and then "dealing" from the top of each pile to give a final ranking (Xiaoou 1998). The total no. of features considered are 14 but using SVM based feature selection method minimum best features are selected for classification.
Amongst other classifiers methods, decision trees have various advantages: Simple to understand and interpret, requires little data preparation, able to handle both numerical and categorical data, possible to validate a model using statistical tests, Robust and performs well with large data in a short time. From the Table 4 , results inferred that the Random Forest and AD Tree classifiers have a correct classification percentage approximately of above 97% and with minimum classification error. Finally above proposed CAD scheme is suitable for detecting Brain Tumour. In future the method can be enhanced to say the severity of Tumour benign (non-cancerous) or malignant Tumour (cancerous).
Conclusion
In this paper a CAD scheme is developed to detect Brain Tumour in Magnetic Resonance Brain Images using active contour models and tree classifiers. In this work, 100 clinical MR brain images (T1 weighted and T2 weighted) with Tumour and without Tumour are considered for brain Tumour detection. For segmentation, snake models, DRLSE and FCMLSM are applied. Segmentation based on snake models and DRLSE are to initialize a closed curve so user interaction is needed. But for FCMLSM segmentation user interaction is not needed since initial contour is developed by FCM. Based on experimental results, Segmentation accuracy of FCMLSM is best when comparing with other techniques. For classification, Random Forest and AD Tree classifiers are adopted and give sensitivity of 97% and with minimum classification error. The time taken to detect Tumour is approximately 2 mins. for an examination(30 slices). By comparing the accuracy and diagnostic time with other method, the proposed method is the best.
