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Re´sume´
Ce travail aborde le proble`me de l’identification de signaux et syste`mes, applique´ a`
des proble`mes de communications nume´riques. Contrairement aux me´thodes classiques
d’optimisation stochastiques, nous proposons une approche alge´brique et de´terministe. De
plus, nous conside´rons les signaux et syste`mes sous leur forme temps-continu, ce qui nous
permet d’exploiter certaines proprie´te´s qui peuvent eˆtre cache´es ou oublie´es apre`s un pro-
cessus d’e´chantillonnage. Enfin, avec les me´thodes alge´briques propose´es, on abouti a` des
techniques simples et rapides, qui permettent une imple´mentation en temps re´el.
Dans un premier temps, nous abordons le proble`me de correction des distorsions dans
un syste`me de communication par courant porteur, en utilisant la platitude du syste`me
repre´sente´ par la ligne e´lectrique. Le syste`me inverse de la ligne obtenu est, par la suite,
utilise´ dans un autre contexte, notamment celui de la correction du timbre de la voix dans
un re´seau te´le´phonique.
Dans un deuxie`me temps, le proble`me de l’identification est aborde´ dans le cadre d’une
nouvelle the´orie de´terministe de l’estimation reposant sur l’alge`bre diffe´rentielle et le calcul
ope´rationnel. Partant de cette the´orie, nous avons de´veloppe´ un algorithme ge´ne´ral d’identifi-
cation entre´e-sortie d’un syste`me rationnel. De plus, la rapidite´ des estimations nous permet-
tent d’introduire une notion de filtrage local. Ce filtrage rend possible la repre´sentation
d’un syste`me de grande dimension par un mode`le de dimension tre`s re´duite (ordre un ou
deux), variable par morceaux dans le temps. Cette mode´lisation est tre`s inte´ressante car elle
permet une de´modulation directe des symboles transmis, sans ne´cessiter d’identifier/e´galiser
explicitement le canal.
Finalement, le proble`me de de´modulation des signaux module´s en fre´quence a` phase con-
tinue, rec¸us a` travers un canal a` bruit additif, a aussi e´te´ aborde´ a` la lumie`re de ces techniques
alge´briques. Notre de´marche consiste a` de´crire le signal rec¸u, dans chaque intervalle symbole,
par une e´quation diffe´rentielle line´aire bruite´e (en ge´ne´ral a` coefficients variables), dont les
coefficients sont des fonctions du symbole courant. La de´modulation symbole par symbole
devient alors imme´diate et particulie`rement robuste aux perturbations.
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Abstract
This thesis is concerned with the problem of signals and systems identification applied to
digital communication. While the majority of the existing methods are stochastic, we propose
an algebraic and deterministic approach. Moreover, we will treat signals and systems directly
in continuous time, which enables us to explore the knowledge of their shape, that may be
hidden or forgotten by the sampling operation. Furthermore, the proposed techniques are
simple and rapid, what allows their on-line implementation.
Firstly, we consider the problem of correcting distortions in a power-line communication
system, exploring its flatness property. The inverse system obtained is then applied to another
context, more specifically to the restoration of the voice timbre in telephone networks.
Afterwards, the system identification problem is considered in the context of a new de-
terministic theory, based on differential algebra and operational calculus. This theory gives
rise to a new general algorithm for the input-output identification of a rational system. The
rapidness of estimation also allows the presentation of the local filtering notion, which consists
in representing a high dimension system by a time-varying low dimension model. This ap-
proach is interesting since it permits the direct demodulation of the received signal, without
the need of explicitly identifying or equalizing the channel.
Finally, the demodulation of a continuous phase modulation signal is addressed in the
light of the algebraic techniques proposed. The solution consists in describing the received
signal, at each symbol period, as a linear differential equation (generally with time-varying
coefficients), with coefficients that are functions of the current symbol. Therefore, the symbol
by symbol demodulation becomes immediate and particularly robust to noise.
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Chapitre 1
Introduction
Le proble`me de l’identification de syste`mes est important dans plusieurs disciplines. Il
intervient par exemple dans la mode´lisation des phe´nome`nes naturels, dans les proble`mes de
controˆle d’un syste`me ou, dans le cas des communications nume´riques, dans la re´cupe´ration
de l’information transmise. Pour cette raison, beaucoup a e´te´ de´ja` fait dans la litte´rature
pour essayer de re´soudre ce proble`me. Dans le contexte des communications nume´riques,
dans lequel nous nous plac¸ons dans ce travail, les me´thodes existantes sont de´veloppe´es
dans le cadre the´orique de l’optimisation stochastique et traitent les signaux et syste`mes
en temps discret. Or, avec la demande croissante pour les services de communication a`
des de´bits de transmission de plus en plus e´leve´s, les retards de traitement inhe´rents aux
me´thodes d’optimisation stochastiques peuvent repre´senter un inconve´nient important. Dans
ce contexte, une approche alge´brique et de´terministe de´vient inte´ressante. Meˆme si le cadre
de´terministe a toujours e´te´ de´conside´re´ essentiellement en raison de la sensibilite´ des me´thodes
aux bruits, une telle approche peut se re´ve´ler efficace lorsqu’elle est aborde´e dans un cadre
the´orique approprie´. De plus, elle pre´sente l’avantage de s’affranchir des hypothe`ses classiques
de connaissance a priori d’informations statistiques du bruit ou des signaux traite´s.
Dans ce sens, notre de´marche s’inspire de certains outils et de´veloppements courants en
automatique mais tre`s peu usuels en traitement du signal. L’objectif vise´ est la correction de
distorsions introduites dans un canal de communication. Nous e´tudions deux proble`mes dis-
tincts, mais lie´s par un objectif commun d’identifier un syste`me et/ou d’estimer les parame`tres
d’un signal.
Nous commencerons, dans le chapitre 2, par aborder le proble`me de correction des distor-
sions dans un syste`me par courant porteur. Ce syste`me est inte´ressant, vu qu’il repre´sente une
des solutions possibles pour l’acce`s des derniers me`tres au re´seau internet et, pour cette rai-
son, ils ont e´te´ beaucoup e´tudie´s ces dernie`res anne´es. Notre de´marche s’inspire du syste`me
soliton en optique, dont le principe est de pre´compenser les distorsions introduites par le
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canal. L’objectif est donc, le de´veloppement d’un filtre, de´vant eˆtre place´ dans l’e´metteur,
pour pre´-corriger les distorsions qui seront introduites par le syste`me. Pour cela nous uti-
lisons la platitude du syste`me repre´sente´ par la ligne e´lectrique. Le concept de platitude a e´te´
de´veloppe´ dans le domaine de l’automatique et il fait re´fe´rence aux syste`mes dont toutes les
variables, le signal d’entre´e inclus, peuvent eˆtre e´crites uniquement en fonction de la sortie
du syste`me et de ses de´rive´es.
Ainsi, d’apre`s ce qui a e´te´ fait en [FMPR98], le filtre, donne´ par la re´ponse en fre´quence
inverse de la ligne e´lectrique, sera obtenu en appliquant le calcul ope´rationnel directement
aux e´quations de mode`le du syste`me. Nous reprenons, donc, le de´veloppement re´alise´ dans
[FMPR98], ou` le syste`me est donne´ par une seule ligne, et nous l’e´tendrons pour le cas ou`
il est donne´ par deux lignes en paralle`le. De plus, la solution trouve´e sera applique´e dans
un autre contexte, notamment celui de la restauration du timbre de la voix dans un re´seaux
te´le´phonique, puisque ce dernier peut aussi eˆtre mode´lise´ comme une ligne e´lectrique [MG01].
Dans un deuxie`me temps, le proble`me de l’identification entre´e-sortie d’un syste`me ra-
tionnel sera aborde´ dans le cadre d’une nouvelle the´orie de´terministe de l’estimation, re-
posant sur l’alge`bre diffe´rentielle et le calcul ope´rationnel. Propose´e premie`rement par
[FMMSR03, FSR03], nous partons de l’e´tude de cette the´orie pour pre´senter une nouvelle
me´thode alge´brique et de´terministe qui abouti aux faits suivants:
• Aucune information statistique du bruit n’est ne´cessaire
• Nous conside´rons les signaux sous leur forme temps continu, ce qui nous permet d’exploi-
ter certaines proprie´te´s
• Il n’y a aucune distinction de traitement entre les signaux stationnaires et non station-
naires
• Les calculs peuvent eˆtre faits en temps re´el
Le fait de conside´rer les signaux directement en temps continu, ce qui est tre`s peu usuel
en traitement du signal, nous permet d’exploiter leur forme connue pour de´velopper des
me´thodes tre`s rapides.
Le chapitre 3 sera de´die´ a` la pre´sentation de cette the´orie et au de´veloppement d’une nou-
velle me´thode d’estimation/identification de syste`me, obtenue a` partir de son application. Le
syste`me sera toujours mode´lise´ par une fonction de transfert rationnelle. Nous montrerons
qu’il existe deux fac¸ons d’approcher le proble`me. La premie`re consiste a` trouver une approxi-
mation du syste`me complet, sous un angle global, base´e sur ses signaux d’entre´e et de sortie.
Dans ce cas, la connaissance, au moins approximative, de son ordre est importante pour avoir
une bonne performance. D’autre part, la rapidite´ des estimations nous permet de pre´senter
Introduction 17
une deuxie`me me´thode d’identification, ou` le syste`me est mode´lise´ localement. Dans ce cas,
il est possible de repre´senter un syste`me de grande dimension par un mode`le de dimension
tre`s re´duite (ordre un ou deux) variable par morceaux dans le temps. Ainsi, la connaissance
de l’ordre du syste`me n’est plus ne´cessaire. Cette mode´lisation est tre`s inte´ressante pour le
proble`me de l’e´galisation. En effet, contrairement a` la de´marche classique, elle permet une
de´modulation directe des symboles transmis, sans ne´cessiter d’identifier/e´galiser explicite-
ment le canal. Enfin, les me´thodes seront analyse´es en de´tail, ce qui inclut l’e´tude de l’effet
du bruit.
Ensuite, ces me´thodes seront applique´es a` l’estimation des canaux de communication et,
l’information ainsi obtenue, sera utilise´e pour de´moduler le signal rec¸u. Cela sera e´tudie´
dans le chapitre 4. Nous allons de´velopper deux me´thodes de de´modulation diffe´rentes: une
premie`re ou` le re´cepteur a besoin d’une bonne estimation de la fonction de transfert du canal
et, par conse´quent, son ordre doit eˆtre connu, information qui n’est pas souvent disponible,
et une deuxie`me ou` les symboles sont re´cupe´re´s directement. Dans ce cas, la me´thode est
base´e sur une mode´lisation locale du canal et, ainsi, la connaissance de son ordre n’est plus
ne´cessaire.
Le chapitre 5 abordera le proble`me de de´modulation de signaux module´s en fre´quence a`
phase continue (CPM-Continuous Phase Modulation), transmis a` travers un canal a` bruit ad-
ditif, a` la lumie`re de ces techniques alge´briques. Ces signaux sont particulie`rement inte´ressants
puisque leur modulation est non-line´aire et introduit de la me´moire, ce qui rend difficile un
traitement par les me´thodes classiques. Le re´cepteur optimal dans le sens des moindres
carre´s est le re´cepteur a` maximum de vraisemblance, dont la grande complexite´, qui peut
meˆme devenir prohibitive, est un inconve´nient de´ja` bien connu [Pro95]. Jusqu’a` aujourd’hui,
l’utilisation des signaux CPM pour des alphabets A-aire avec des valeurs de A e´leve´es, est
reste´e restreint a` cause de la complexite´ du re´cepteur. Notre de´marche consiste a` de´crire le
signal rec¸u, dans chaque intervalle symbole, par une e´quation diffe´rentielle line´aire bruite´e (en
ge´ne´ral a` coefficients variables), dont les coefficients sont des fonctions du symbole courant.
La de´modulation symbole par symbole devient alors imme´diate et particulie`rement robuste
aux perturbations.
Enfin, le chapitre 6 pre´sente la conclusion de ce me´moire.
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Chapitre 2
Pre´compensation des Distorsions dans
un Syste`me de Communication par
Courant Porteur
2.1 Introduction
Les syste`mes plats sont des syste`mes dont les variables, le signal d’entre´e inclus, peuvent
eˆtre e´crites uniquement en fonction de la sortie du syste`me et de ses de´rive´es. Dans ce cas,
nous disons que le syste`me a une sortie plate [RFLM93]. Ce concept est couramment utilise´
dans le domaine d’automatique. Cette structure particulie`re facilite la description du syste`me
et son traitement, permettant ainsi le de´veloppement d’algorithmes et de solutions simples.
Supposons par exemple, un syste`me line´aire d’e´quations avec n+m parame`tres inconnus
ξ = (x1, ..., xn, xn+1, ..., xn+m) = (x, xn+1, ..., xn+m) = (x,f) qui s’e´crit comme:
Ax +Bf = 0, B 6= 0, rang[A,B] = n
Si A est inversible et B est a` rang plein m, toutes les solutions pour x peuvent s’e´crire
comme fonction du vecteur inconnu f :
x = −A−1Bf
c’est-a`-dire, toutes les solutions sont parame´tre´es en termes de f . Par ailleurs, comme la
matrice B est a` rang plein, la variable f peut aussi s’exprimer en fonction des composantes
de x, comme:
f = −(BTB)−1BTAx
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Ainsi, ce syste`me line´aire a un ensemble privile´gie´ de variables f = (xn+1, ..., xn+m). Cet
ensemble de variables internes au syste`me d’e´quations peut eˆtre choisi de sorte que x prenne
une valeur de´sire´e quelconque, fixe´e a` l’avance. Si on regarde le syste`me d’un point de vue
entre´e-sortie, avec une entre´e x et une sortie f , on dira que le syste`me est plat et, ainsi, f
est une sortie plate. Par contre, si la matrice A n’est pas inversible, f sera e´gal a` ze´ro pour
quelque soit x appartenant au noyau de A. Comme conse´quence, il n’est plus vrai que les
composantes de x peuvent eˆtre comple`tement parame´tre´es en termes de f . Nous voyons,
donc, comment la proprie´te´ de platitude, pre´sente quand A est inversible, facilite l’obtention
des solutions recherche´es.
En ramenant ce concept au domaine du traitement du signal, les syste`mes plats sont tre`s
inte´ressants vu qu’ils permettent l’e´galisation autodidacte. Celle-ci consiste a` re´cupe´rer les
symboles transmis par un syste`me de communication en n’observant que la sortie du syste`me
et en connaissant quelques caracte´ristiques statistiques du signal d’entre´e. Si toutes les
variables du syste`me peuvent eˆtre e´crites en fonction de sa sortie, il est clair que le syste`me
pourra eˆtre e´galise´ de fac¸on aveugle. Il faut observer, cependant, que, en traitement du
signal, en ge´ne´ral le syste`me est traite´ en temps discret et le concept de platitude est de´finie
seulement pour les syste`mes en temps continu. L’e´quivalent discret serait d’avoir un syste`me
ou` les variables (parame`tres du canal et signal d’entre´e) peuvent eˆtre e´crites en fonction de
la sortie du canal a` l’instant actuel et de ses e´chantillons passe´s.
Dans ce chapitre nous allons e´tudier un exemple de syste`me plat a` parame`tre distribue´s,
donne´ par la transmission d’information sur une ligne e´lectrique. Notre but sera de pre´compen-
ser le signal a` transmettre, en utilisant un filtre a` l’e´metteur, pour que la re´ception soit plus
simple. L’ide´al serait que, a` la sortie de la ligne, nous ayons le signal originalement transmis.
Cet exemple est aussi inte´ressant dans la mesure ou` les syste`mes de communication par
courant porteur ont e´te´ l’objet de nombreuses e´tudes ces dernie`res anne´es, en essayant de
re´pondre a` un nouveau de´fi : quelle serait la meilleure technique pour les derniers me`tres du
re´seau internet (last miles), en incluant la facilite´ d’imple´mentation, prix, de´bit et mobilite´,
parmi d’autres. Plusieurs solutions ont e´te´ propose´es comme les re´seaux personnels sans fils
du type Bluetooth et Wi-Fi. Dans ce contexte, le re´seau e´lectrique de basse tension repre´sente
aussi une solution inte´ressante, principalement duˆ a` son faible couˆt d’imple´mentation, vu que
les caˆbles sont de´ja` installe´s et disponibles. De plus, presque toutes les pie`ces d’une maison
ou d’un bureau ont au moins une prise e´lectrique, ce qui facilite l’acce`s.
Ainsi, il est inte´ressant d’e´tudier des me´thodes pour permettre une communication fiable
en utilisant ce re´seau. Nous allons, donc, essayer de corriger les distorsions introduites par
une ligne e´lectrique, tels que l’atte´nuation et les re´flexions dues a` la non homoge´ne´ite´ des
diffe´rentes portions de la ligne. Il faut observer qu’il existe aussi d’autres perturbations
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comme le bruit de nature impulsionnelle [GD02] et l’effet de peau [WGS02] qui ne seront pas
traite´es ici. La mode´lisation du canal, donne´ par la ligne de transmission, prend en compte
le phe´nome`ne physique de la propagation. Nous obtenons un syste`me a` parame`tres re´partis,
re´gi par une e´quation aux de´rive´s partielles. Cette mode´lisation est inte´ressante en raison de
sa parcimonie (un nombre tre`s limite´ de parame`tres) d’une part et en ce qu’elle est proche de
la re´alite´ physique du phe´nome`ne e´tudie´. Le syste`me sera toujours traite´ en temps continu.
La me´thode a premie`rement e´te´ propose´e par [FMPR98] pour le cas de la transmission
d’un signal te´le´graphique par une ligne de transmission. Nous avons e´tendu ses re´sultats
pour la transmission d’autres types de signaux et aussi pour un cas simple de trajet multiple,
ou` le signal est rec¸u par deux morceaux de ligne avec des parame`tres diffe´rents. L’analyse
de la me´thode nous a montre´ qu’elle a aussi une bonne robustesse a` des erreurs d’estimation
des parame`tres de la ligne, ce qui est important vu que le canal n’est normalement pas connu
a` l’e´metteur.
De plus, la me´thode de pre´compensation propose´e peut aussi avoir d’autres applications.
Un exemple donne´ ici est la restauration du timbre de la voix dans un re´seau te´le´phonique,
mode´lise´ comme une ligne de transmission. La me´thode a e´te´ utilise´e avec l’e´galiseur spectrale
aveugle propose´ par [MG01, Mah02]. Nous allons montrer comment la nouvelle technique
[NMM04] apporte un gain de performance significatif par rapport a` l’e´galiseur de [MG01,
Mah02].
2.2 Pre´compensation d’une Ligne de Transmission
2.2.1 Mode`le du Syste`me
Le syste`me de pre´compensation e´tudie´ est montre´ dans la figure 2.1. ou` u(t) est le signal
Figure 2.1: Syste`me de pre´compensation
transmis, z(t) est le signal pre´compense´ et y(t) est le signal rec¸u. Le but est d’avoir une sortie
y(t) sans distorsion par rapport a` u(t), a` l’aide du filtre de pre´compensation. Autrement dit,
le filtre de pre´compensation ide´al serait l’inverse exacte du canal. Il peut eˆtre vu comme un
e´galiseur place´ a` l’e´metteur.
Le canal est mode´lise´ comme une ligne de transmission, montre´ dans la figure 2.2.
Elle consiste en une cascade de cellules, chacune compose´e d’une inductance Ldx, une
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Figure 2.2: Mode`le de ligne e´lectrique
re´sistance Rdx, une capacite´ Cdx et une perditance Gdx. La valeur des parame`tres R, L, C
et G est donne´e en unite´ S.I., par unite´ de longueur.
Ce mode`le peut aussi eˆtre de´crit selon le syste`me d’e´quations aux de´rive´es partielles ci-
dessous:
L
∂i
∂t
= −Ri− ∂v
∂x
C
∂v
∂t
= − ∂i
∂x
−Gv (2.1)
ou` v(x, t) et i(x, t) sont respectivement la tension et le courant a` une distance x de l’origine
de la ligne et au temps t. Le signal d’entre´e du canal, z(t), est la tension en de´but de ligne,
i.e. z(t) = v(0, t) et la sortie, y(t), est la tension en bout de ligne, i.e. y(t) = v(ℓ, t) ou` ℓ
de´signe la longueur de la ligne.
2.2.2 Obtention du Filtre de Pre´compensation
Le filtre de pre´compensation pour une ligne de transmission a e´te´ propose´ premie`rement
par [FMPR98]. Dans cette section, nous reprenons ce qui a e´te´ fait.
A partir du syste`me d’e´quations (2.1), avec quelques manipulations, nous pouvons obtenir
l’e´quation des te´le´graphistes :
∂2v(x, t)
∂x2
=
(
R + L
∂
∂t
)(
G + C
∂
∂t
)
v(x, t) (2.2)
avec, comme conditions au bords,
v(0, t) = z(t)
v(ℓ, t) = Zi(ℓ, t)
ou` Z est l’impe´dance au bout de la ligne, et avec des conditions initiales nulles, c’est-a`-dire,
v(x, 0) = (∂v/∂t)(x, 0) = 0
En utilisant le calcul ope´rationnel [Mik83] (transforme´e de Laplace) pour transformer (2.2)
en une e´quation diffe´rentielle ordinaire, avec, comme variable inde´pendante, la longueur x,
[FMPR98] trouve l’entre´e zˆ = vˆ(0, s) en fonction de la sortie yˆ = vˆ(ℓ, s), ou` zˆ, yˆ et vˆ sont les
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transforme´es de Laplace de z(t), y(t) et v(x, t) respectivement:
zˆ =
ch(ℓ√β(s))+ R + Ls
Z
sh
(
ℓ
√
β(s)
)
√
β(s)
 yˆ (2.3)
ou` β(s) = LCs2 + (RC + LG)s +RG.
La solution dans le domaine temporel peut eˆtre trouve´e graˆce a` l’application de la trans-
forme´e inverse de Laplace a` (2.3). En conside´rant G = 0 pour simplifier les calculs, nous
avons:
z(t) =
1
2
e−αλ
(
1− 1
Z
√
L
C
)
y(t− λ) + 1
2
eαλ
(
1 +
1
Z
√
L
C
)
y(t+ λ)
+
∫ +λ
−λ
[
R
4Z
√
LC
e−ατJ0
(
iα
√
τ 2 − λ2
)
+
e−ατ iα
2
√
τ 2 − λ2
(
λ− 1
Z
√
L
C
τ
)
J1
(
iα
√
τ 2 − λ2
)]
y(t− τ)dτ (2.4)
ou` α = R/(2L), λ = ℓ
√
LC, J0 et J1 sont les fonctions de Bessel de premie`res espe`ces d’ordre
0 et 1 et τ ∈ [t− λ, t + λ].
Ainsi, comme nous voulons que la sortie y(t) soit la plus proche possible du signal ori-
ginalement transmis, u(t), il suffit de calculer le signal d’entre´e pre´compense´, z(t), par (2.4)
en remplac¸ant y(t) par u(t) (voir figure 2.1). Autrement dit, (2.3) repre´sente l’inverse de la
fonction de transfert du canal, mode´lise´ comme une ligne de transmission. Il faut observer
que, comme nous sommes place´s dans l’e´metteur, le fait de connaˆıtre u(t) ne pose pas de
proble`me.
2.2.3 Re´sultats des Simulations
Les simulations ci-dessous illustrent la performance du syste`me et aident aussi a` la
compre´hension de la me´thode. La figure 2.3 montre comment la ligne de transmission de´forme
le signal d’entre´e u(t) (sans pre´compensation). Les valeurs des parame`tres de la ligne sont
R = 2.16 × 10−3, L = 18.42 × 10−7, C = 1.8 × 10−11, Z = 100 et ℓ = 106, en unite´s S.I
[FMPR98]. Cette simulation a e´te´ re´alise´e avec le logiciel PSpice, en utilisant 4 cellules en
cascade, chacune de longueur ℓ = 2.5× 105.
Pour avoir, a` la sortie, un signal sans distorsion et le plus proche possible du signal
transmis u(t), nous utilisons le filtre de pre´compensation. Le nouveau signal d’entre´e du
canal, z(t), donne´ par (2.4) en remplac¸ant y(t) par u(t), est montre´ a` la figure 2.4 (a). Dans
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Figure 2.3: Transmission par une ligne e´lectrique, sans pre´compensation
ce cas, la sortie de la ligne est montre´e a` la figure 2.4 (b). Nous pouvons observer que, a` un
facteur d’e´chelle pre`s, le signal y(t) obtenu est tre`s proche du signal initialement transmis,
u(t) (montre´ a` la figure 2.3).
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Figure 2.4: (a) Entre´e avec pre´compensation z(t); (b) Sortie du syste`me, y(t), ayant z(t)
comme entre´e
La meˆme simulation a e´te´ faite en utilisant un signal d’entre´e u(t) plus couramment utilise´
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dans les syste`mes de communication. Ce signal est ge´ne´re´ par le filtrage d’une se´quence de
symboles 2-PAM (Pulse Amplitude Modulation), ou` chaque symbole appartient a` {−1,+1},
par un filtre en cosinus sur-e´leve´. Mathe´matiquement nous avons:
u(t) =
n∑
k=0
νkg(t− kT ) (2.5)
ou` νk sont les symboles transmis et g(t) est l’impulsion de mise-en-forme du signal donne´ par
le cosinus sur-e´leve´:
g(t) = sinc(t)
cos(παt)
1− 4α2t2
ou` sinc(t) est la fonction sinus cardinale et α est le facteur de roll-off. Pour les simulations
qui suivent, α a e´te´ pris e´gal a` 0.33.
La figure 2.5 montre le cas ou` u(t) n’a pas e´te´ pre´compense´. La de´formation de y(t)
cause´e par la ligne de transmission est clair. Les fle`ches indiquent un exemple d’instant ou`
la diffe´rence entre le signal original, u(t), et la sortie, y(t), est importante.
Il faut aussi noter que, comme dans le cas pre´ce´dent (figure 2.3), la ligne de transmission
introduit un retard. Le signal y(t) dans la figure 2.5 a e´te´ de´cale´ pour faciliter la comparaison
avec u(t).
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Figure 2.5: Transmission sans pre´compensation, u(t) 2-PAM
Le signal d’entre´e du canal pre´compense´, z(t), obtenu par (2.4), est montre´ dans la figure
2.6. La figure 2.7, montre le signal de sortie de la ligne ayant comme signal d’entre´e z(t).
Le signal d’entre´e original, u(t), est montre´ dans la meˆme figure pour faciliter la comparai-
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Figure 2.6: Le signal pre´compense´ obtenu par (2.4)
son. Nous pouvons observer que, malgre´ la grande diffe´rence d’amplitude, les deux signaux
sont presque pareils, au contraire de la situation montre´e dans la figure 2.5. Quelques pe-
tites diffe´rences peuvent encore eˆtre trouve´es, comme montre´ par les fle`ches, mais elles ne
compromettent pas la bonne performance du syste`me. Si on calcule l’erreur quadratique
moyenne relative ‖y(t)−u(t)‖2/‖u(t)‖2 pour le cas sans pre´compensation (figure 2.5) et avec
pre´compensation (figure 2.7), nous obtenons 0.2685 dans le premier et 1.2 × 10−4 dans le
deuxie`me. Le gain de performance est donc clair. Il faut observer aussi qu’au de´but du
signal de sortie a` la figure 2.7, jusqu’a` a`-peu-pre`s 0.007s, il y a une pe´riode de transition ou`
le signal de sortie y(t) est constant. Cet intervalle peut paraˆıtre un peu long mais il est duˆ
aussi au retard introduit par la ligne de transmission.
2.3 Pre´compensation de 2 Lignes en Paralle`le
D’apre`s la bonne performance de la me´thode propose´e par [FMPR98], montre´e a` la section
2.2, nous traiterons un cas simple de trajet multiple ou` le canal sera mode´lise´ par deux lignes
de transmission en paralle`le. Ainsi, le meˆme signal arrivera par deux chemins diffe´rents,
parcourant deux lignes avec des parame`tres et des longueurs diffe´rents. Le signal rec¸u sera
donne´ par la somme de la sortie de ces deux lignes. Dans ce cas, la distorsion de y(t) sera
plus importante que dans le cas d’une seule ligne, puisqu’il sera donne´ par la somme de deux
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Figure 2.7: Sortie de la ligne ayant, comme entre´e, le signal pre´compense´ z(t)
signaux qui ont souffert des distorsions (atte´nuation et l’effet des re´flexions) diffe´rentes et qui
ont des retards distincts.
2.3.1 Obtention du Filtre de Pre´compensation pour 2 Lignes
Le canal a e´te´ mode´lise´ par deux lignes de transmission diffe´rentes en paralle`le, comme
montre´ a` la figure 2.8. Les deux ont le meˆme signal d’entre´e pre´compense´, z(t), et le signal
de sortie y(t) est donne´ par la somme de la sortie de chaque ligne. Il est clair que chaque
ligne satisfait le syste`me d’e´quations (2.1).
Figure 2.8: Le syste`me en e´tude
Le filtre de pre´compensation sera, donc, donne´ par l’inverse du syste`me e´quivalent com-
pose´ par les deux lignes en paralle`le. Ainsi, nous devrons, premie`rement, obtenir ce syste`me
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e´quivalent. Pour cela, nous pouvons voir chaque ligne comme e´tant un quadripole, c’est-a`-
dire, une boite ferme´e avec deux entre´es et deux sorties, comme montre´ dans la figure 2.9.
La matrice de transfert 1 de ce quadripole, note´e Q, est de´finie par
Figure 2.9: Quadripole
(
zˆ
ıˆ1
)
=
[
q11 q12
q21 q22
]
︸ ︷︷ ︸
Q
(
yˆ
ıˆ2
)
(2.6)
ou` i1 est le courant a` l’entre´e du syste`me et i2 est le courant a` la sortie. Notez que l’e´quation
est e´crite dans le domaine fre´quentiel.
Ainsi, en utilisant des quadripoles, le syste`me montre´ dans la figure 2.8 peut eˆtre vu
comme celui montre´ dans la figure 2.10.
Figure 2.10: Deux quadripoles en paralle`le
Nous voulons, alors, trouver le quadripole e´quivalent, de´note´ QT , qui nous permettra
d’obtenir directement z(t) en fonction de y(t) pour le syste`me montre´ a` la figure 2.10. Cepen-
dant, pour de´terminer ses parame`tres, il est plus commode d’utiliser une repre´sentation mixte.
La repre´sentation mixte d’un quadripole, par exemple celui de la figure 2.9, est donne´e a` l’aide
1Notons que dans la terminologie du traitement du signal, cette matrice Q repre´sente l’inverse de la
matrice de transfert du syste`me
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d’une matrice M , de´finie par (
zˆ
ıˆ2
)
=
[
m11 m12
m21 m22
]
︸ ︷︷ ︸
M
(
ıˆ1
yˆ
)
(2.7)
Avec cette repre´sentation, la matrice MT du quadripole e´quivalent correspondant au syste`me
de la figure 2.10 peut eˆtre facilement obtenue en faisant
M−1T = M
−1
1 +M
−1
2 (2.8)
ou` M1 est la matrice du premier quadripole et M2 celle du deuxie`me. Comme ce que nous
voulons est le rapport entre z(t) et y(t), apre`s avoir trouve´ MT , nous utiliserons cette infor-
mation pour revenir a` la repre´sentation par matrice de transfert et trouver QT . Cela peut
eˆtre fait en utilisant la relation entre Q et M donne´e par:
q11 = m12 − m11m22m21 q12 =
m11
m21
q21 =
−m22
m21
q22 =
1
m21
(2.9)
Pour faciliter les calculs, dans le de´veloppement qui suit, G a e´te´ prise e´gale a` ze´ro.
Repre´sentation Mixte du Quadripole E´quivalent
Pour de´terminer MT , premie`rement nous avons besoin de trouver la matrice M , donne´e
par (2.7), pour chaque ligne de transmission du syste`me. Cela signifie trouver la tension
d’entre´e en fonction du courant d’entre´e et de la tension de sortie de chaque ligne a` l’aide de
(2.1). En utilisant le calcul ope´rationnel et en posant vˆ(ℓ, s) = Zıˆ(ℓ, s), x = 0 et zˆ = vˆ(0, s),
(2.1) nous donne:
vˆ(0, s) = zˆ = vˆ(ℓ, s)ch(ℓ
√
β(s)) +
(R + Ls)ˆı(ℓ, s)√
β(s)
sh(ℓ
√
β(s)) (2.10)
De la meˆme fac¸on, nous pouvons aussi trouver le courant au de´but de la ligne, ıˆ(0, s)
comme fonction du courant et de la tension a` sa sortie. En faisant x = 0, nous trouvons:
ıˆ(0, s) = ıˆ(ℓ, s)ch(ℓ
√
β(s)) +
vˆ(ℓ, s)
√
β(s)
(Ls +R)
sh(ℓ
√
β(s)) (2.11)
En utilisant (2.10) et (2.11), nous trouvons la relation recherche´e. La matrice M sera
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donc:
M =
1
ch(ℓ
√
β(s))
 Ls+R√β(s)sh(ℓ√β(s)) 1
1
−
√
β(s)
Ls+R
sh(ℓ
√
β(s))
 (2.12)
Ainsi, avec (2.8), nous trouvons la repre´sentation mixte du quadripole e´quivalent. L’inverse
de la matrice M ci-dessus est :
M−1 =
1
ch(ℓ
√
β(s))
 √β(s)Ls+R sh(ℓ√β(s)) 1
1 −(Ls+R)√
β(s)
sh(ℓ
√
β(s))
 (2.13)
L’inverse de l’addition des deux matrices, M−11 et M
−1
2 , ou` les sous-indices correspondent
a` la ligne en question, nous donne la matrice recherche´e, MT :
MT =
1
D
 L1s+R1√β1(s) sh1ch2 + L2s+R2√β2(s) sh2ch1 ch1 + ch2
ch1 + ch2
−
√
β1(s)
L1s+R1
sh1ch2 −
√
β2(s)
L2s+R2
sh2ch1
 (2.14)
ou`
ch1 = cosh(ℓ1
√
β1(s)); ch2 = cosh(ℓ2
√
β2(s)) (2.15)
sh1 = sinh(ℓ1
√
β1(s)); sh2 = sinh(ℓ2
√
β2(s))
et
D = 2 + 2ch1ch2 + sh1sh2
[
(L2s +R2)
√
β1(s)
(L1s +R1)
√
β2(s)
+
(L1s +R1)
√
β2(s)
(L2s +R2)
√
β1(s)
]
La Matrice de Transfert du Quadripole E´quivalent
Une fois que nous avons MT , la matrice de transfert du quadripole e´quivalent, QT , peut
eˆtre trouve´e facilement en utilisant (2.9) :
QT =
1
ch1 + ch2
 ch1ch2 L1s+R1√β1(s) sh1ch2 + L2s+R2√β2(s) sh2ch1
−
√
β1(s)
L1s+R1
sh1ch2 −
√
β2(s)
L2s+R2
sh2ch1 D
 (2.16)
Avec (2.16) et en conside´rant que yˆ = Zıˆ2, ou` Z est l’impe´dance a` la sortie du syste`me
e´quivalent, le rapport qui nous inte´resse, entre zˆ et yˆ est donne´ par:
zˆ =
[
ch1ch2 +
(L1s +R1)
Z
√
β1
sh1ch2 +
(L2s+R2)
Z
√
β2
sh2ch1
]
yˆ
ch1 + ch2
(2.17)
Pre´compensation des distorsions dans un syste`me par courant porteur 31
Pour simplifier ce re´sultat, nous pouvons conside´rer deux cas diffe´rents:
• Les deux lignes de transmission ont les meˆmes parame`tres R, L et C (en rappelant que
G = 0) mais ont des longueurs diffe´rentes, c’est-a`-dire, β1 = β2 = β et ℓ1 6= ℓ2. Dans
ce cas, (2.17) peut eˆtre simplifie´:
zˆ = yˆ
ch(ℓ1
√
β)+ch(ℓ2
√
β)
[
ch
(√
β(ℓ1 + ℓ2)
)
+ (R+Ls)
Z
√
β
sh
(√
β(ℓ1 + ℓ2)
)− sh (ℓ1√β) sh (ℓ2√β)]
(2.18)
• Les deux lignes ont la meˆme longueur mais les parame`tres sont diffe´rents, c’est-a`-dire,
ℓ1 = ℓ2 = ℓ et β1 6= β2. Le re´sultat sera alors:
zˆ =
yˆ
ch
(
ℓ
√
β1
)
+ ch
(
ℓ
√
β2
)[
ch
(
ℓ
(√
β1 +
√
β2
))
+
(
(R1+L1s)
Z
√
β1
+ (R2+L2s)
Z
√
β2
)
sh
(
ℓ
(√
β1 +
√
β2
))
+
(
(R1+L1s)
Z
√
β1
− (R2+L2s)
Z
√
β2
)
sh
(
ℓ
(√
β1 −
√
β2
))− sh (ℓ√β1) sh (ℓ√β2)] (2.19)
Nous avons, ainsi, la re´ponse en fre´quence du filtre de pre´compensation recherche´. En
utilisant le calcul ope´rationnel [Yos84, Mik83], il est possible de trouver la re´ponse de ce filtre
dans le domaine temporel, au moins pour le cas le plus simple, ou` les deux lignes ont les
meˆmes parame`tres et des longueurs diffe´rentes. La transforme´e inverse de Laplace de (2.18)
est donc :
z(t) = e
−αλ
2
(
0.5− 1Z
√
L
C
)
y(t− λ) + eαλ2
(
0.5 + 1Z
√
L
C
)
y(t + λ)
+ e
−αλ
′
4 y(t− λ
′
) + e
αλ′
4 y(t + λ
′)
+
∫ +λ
−λ
[
R
4Z
√
LC
e−ατJ0
(
iα
√
τ2 − λ2)+ e−ατ iα
2
√
τ2−λ2
(
λ
2 − 1Z
√
L
C
τ
)
J1
(
iα
√
τ2 − λ2)] y(t− τ)
+
λ
′(λ0λ −1)
4
√
τ2(λ0λ −1)
2−(λ′)2
e−ατ(
λ0
λ
−1)iαJ1
(
iα
√
τ2
(
λ0
λ
− 1)2 − (λ′)2) y (t− τ (λ0
λ
− 1)) dτ
(2.20)
ou` α = R/(2L), λ = (ℓ1 + ℓ2)
√
LC, λ′ = (ℓ1 − ℓ2)
√
LC, λ0 = 2ℓ1
√
LC, J0 et J1 sont les
fonctions de Bessel de premie`res espe`ces d’ordre 0 et 1 et, enfin, τ ∈ [t− λ, t + λ].
Nous avons, donc traite´ le cas ou` il y a deux lignes en paralle`le. La ge´ne´ralisation pour
un nombre quelconque de lignes est directe. La de´marche a` suivre est la meˆme, meˆme si la
complexite´ de calcul pour l’obtention du quadripole e´quivalent augmentera.
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2.3.2 Re´sultats des Simulations
Nous allons, maintenant, refaire les simulations montre´es dans la section 2.2.3, pour le
cas des deux lignes de transmission en paralle`le. Dans ce cas, les simulations ont e´te´ faites
avec Matlab au lieu de PSpice.
La figure 2.11 montre la de´formation cause´e au signal transmis, u(t) par les deux lignes
en paralle`le, dans le cas ou` elles ont les meˆmes parame`tres et des longueurs diffe´rentes. Les
valeurs des parame`tres utilise´es sont celles de la section 2.2.3. La longueur de la premie`re
ligne est ℓ1 = 2× 104 et de la deuxie`me, ℓ2 = 104. Le signal u(t) a e´te´ obtenu par (2.5).
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Figure 2.11: Transmission par deux lignes e´lectriques en paralle`le, sans pre´compensation
La de´formation cause´e par le canal est claire. Les fle`ches indiquent des instants ou` la
diffe´rence entre le signal original, u(t), et la sortie, y(t), est importante.
Nous voulons, alors, pre´compenser les distorsions introduites par le canal, en modifiant
le signal d’entre´e. Cela peut eˆtre fait en utilisant l’e´quation (2.20) avec la substitution de
y(t) par u(t), qui est la sortie de´sire´e. La figure 2.12 montre la sortie du syste`me, y(t), ayant
comme entre´e le signal pre´compense´, z(t). Le signal d’entre´e original, u(t), est montre´ dans
la meˆme figure afin de faciliter la comparaison. Nous pouvons voir que les deux signaux sont
presque pareils, a` un facteur d’e´chelle pre`s.
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Figure 2.12: Sortie du canal ayant, comme entre´e, le signal pre´compense´
2.4 Analyse de la Robustesse du Syste`me
Dans toutes les simulations pre´ce´dentes, les parame`tres des lignes e´taient conside´re´s
comme parfaitement connus. Cependant, normalement le canal n’est pas connu a` l’e´metteur.
Meˆme si les lignes de transmission satisfont certaines normes et ont des parame`tres, en
moyenne, connus, leurs valeurs exactes peuvent varier. Pour cette raison, il est inte´ressant
d’analyser l’effet des erreurs dans l’estimation de ces parame`tres dans la performance du
syste`me.
Ensuite nous avons utilise´ deux me´thodes diffe´rentes pour mesurer cet effet. La premie`re
consiste a` calculer l’erreur quadratique (EQ) entre le signal d’entre´e du syste`me, u(t), et le
signal de sortie, y(t), rapporte´ a` la puissance de u(t), ce qui nous permet de quantifier la
diffe´rence entre les deux. En effet, cette erreur sera e´quivalent a` l’erreur relative (‖y(t) −
u(t)‖2/‖u(t)‖2) puisque ‖u(t)‖2 est a` peu pre`s e´gale a` 1 (u(t) a une modulation 2-PAM).
Pour la simulation qui suit, les lignes de transmission ont les meˆmes parame`tres que celle de
la section 2.2.3. Pour le cas ou` le canal est donne´ par une seule ligne, la longueur utilise´e
e´tait de ℓ = 106 et, pour le cas des deux lignes en paralle`le, nous avons, une fois de plus,
conside´re´ le cas ou` elles ont les meˆmes parame`tres mais des longueurs diffe´rentes, donne´es
par ℓ1 = 2× 104 et ℓ2 = 104. Le signal u(t) a e´te´ obtenu par (2.5). La variation de la valeur
des parame`tres e´taient de 10% et de 20% autour de la valeur correcte. La table 2.1 montre
les re´sultats obtenus. Chacune des trois dernie`res lignes de la table repre´sente l’EQ suite a`
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une erreur d’estimation sur le parame`tre indique´.
Nous pouvons observer que, tant pour le cas d’une seule ligne que pour le cas de deux
lignes, l’EQ a la meˆme ordre de grandeur pour tous les parame`tres. L’EQ minimum a e´te´
obtenue avec des variations sur la valeur de la capacite´, ce qui est aussi duˆ a` sa faible valeur
originale. Le plus important, toutefois, est que l’EQ e´tait toujours suffisamment faible pour
garantir la re´cupe´ration du signal envoye´ a` la sortie du canal. A` titre de comparaison, l’EQ
entre le signal d’entre´e u(t) et le signal de sortie y(t) sans aucune erreur d’estimation est de
7.78× 10−4 pour le cas d’une seule ligne et de 1.7× 10−3 pour les deux lignes en paralle`le.
Canal: 1 ligne Canal: 2 lignes
Parame`tres
10 % 20 % 10 % 20 %
R 0.0070 0.0271 0.0033 0.0037
L 0.0042 0.0136 0.0055 0.0091
C 0.0043 0.0085 0.0027 0.0031
Table 2.1: EQ pour des erreurs dans l’estimation des parame`tres
La deuxie`me me´thode consiste a` calculer l’interfe´rence entre symboles (IES) a` la sortie
de la ligne. L’interfe´rence entre symboles apparaˆıt a` cause de l’e´talement de l’impulsion
transmise duˆ a` la nature dispersive du canal, ce qui re´sulte en une superposition des symboles
adjacents. En de´notant c le vecteur de la re´ponse impulsionnelle du syste`me e´quivalent
e´chantillonne´e a` la cadence de symbole, l’IES peut eˆtre calcule´e de la fac¸on suivante:
IES =
∑
i c
2
i − (max{c})2
(max{c})2 (2.21)
La re´ponse impulsionnelle du syste`me e´quivalent est donne´e par la convolution de la re´ponse
du filtre de pre´compensation avec celle du canal.
Les figures 2.13, 2.14 et 2.15 montrent l’IES re´siduelle obtenue pour une certaine plage
des valeurs possibles autour de la valeur exacte pour la re´sistance, l’inductance et la ca-
pacite´ respectivement. Les parame`tres du canal e´taient les meˆmes utilise´s dans la simulation
pre´ce´dente. Seulement le cas d’une seule ligne a e´te´ conside´re´. A` titre de comparaison, l’IES
re´sultante pour le cas de la pre´compensation avec des parame`tres exacts est e´gale a` 5.7×10−5.
Nous pouvons, ainsi, confirmer les re´sultats obtenus dans les simulations pre´ce´dentes.
Pour des variations jusqu’a` 30% autour de la valeur exacte des parame`tres, l’IES reste suf-
fisamment faible pour permettre une bonne re´cupe´ration des symboles transmis.
Pre´compensation des distorsions dans un syste`me par courant porteur 35
0.5 1 1.5 2 2.5 3 3.5 4
x 10−3
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
Resistance (Ω)
IE
S
Figure 2.13: IES pour l’erreur dans l’estimation de la re´sistance
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Figure 2.14: IES pour l’erreur dans l’estimation de l’inductance
2.5 Application: Restauration du Timbre de la Voix
dans un Re´seau Te´le´phonique
Nous allons, maintenant, appliquer la technique de´veloppe´e dans un proble`me de restau-
ration du timbre de la voix dans un re´seau te´le´phonique. Les lignes analogiques de ce re´seau
peuvent eˆtre mode´lise´es comme des lignes de transmission qui satisfont (2.1). Dans ce con-
texte, nous avons utilise´ la me´thode de pre´compensation couple´e avec l’e´galiseur spectrale
aveugle de´veloppe´ par Mahe´ en [MG01, Mah02] pour ame´liorer sa performance.
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Figure 2.15: IES pour l’erreur dans l’estimation de la capacite´
Figure 2.16: Liaison te´le´phonique avec l’e´galiseur
2.5.1 Mode`le du Syste`me
La figure 2.16 pre´sente une liaison Re´seau Te´le´phonique Commute´ (RTC): chaque utilisa-
teur est relie´ par une ligne analogique au central te´le´phonique le plus proche, et la liaison entre
les centraux emprunte un re´seau entie`rement nume´rique. Nous conside´rons que la transmis-
sion nume´rique est sans erreur et que les distorsions spectrales subies par le signal de parole
proviennent uniquement des e´le´ments de transmission analogiques. Dans ces conditions, le
spectre de la voix est affecte´ par deux types de distorsions.
Le premier est le filtrage passe-bande des terminaux et des points d’acce`s a` la partie
nume´rique du re´seau. Les caracte´ristiques typiques de ce filtrage sont de´crites par l’UIT-T
sous le nom de syste`me de re´fe´rence interme´diaire modifie´ (SRI). Les re´ponses en fre´quence
de ces filtres sont de´finies par [P.896].
Le deuxie`me est le re´sultat du filtrage par les lignes analogiques, qui sont e´quivalentes
a` de filtres passe-bas. L’atte´nuation introduite de´pend de la longueur de la ligne et de la
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fre´quence du signal transmis.
Notre but est, alors, de restaurer le timbre de la voix a` la re´ception. Ici, le terme “timbre”
signifie les caracte´ristiques spectrales a` long terme de la voix. Ainsi, il s’agira essentiellement
de corriger les modifications de l’enveloppe spectrale du signal de manie`re a` ame´liorer le
naturel et la pre´sence de la voix.
Premie`rement, nous nous sommes base´ sur l’e´galiseur spectrale aveugle (ESA) de´veloppe´
par Mahe´ [MG01, Mah02]. Nous nous sommes aperc¸u qu’il serait possible d’avoir des gains
de performance en utilisant cet e´galiseur ensemble avec la me´thode de pre´compensation.
En observant la figure 2.16, il faut noter que l’e´galiseur est place´ dans la partie nume´rique
du re´seau. Cela est inte´ressant au niveau de l’imple´mentation vu que, dans cette partie du
re´seau, il y a de´ja` d’autres dispositifs de rehaussement de la parole et les annuleurs d’e´cho,
ce qui limite les besoins mate´riels de l’imple´mentation. De plus, cette position permet une
allocation dynamique des ressources de calcul aux communications et facilite la maˆıtrise de
la qualite´ du service fourni par un ope´rateur a` un abonne´.
Nous commencerons par la pre´sentation de la me´thode de´veloppe´e par Mahe´ [MG01,
Mah02] et, juste apre`s, nous proposerons un nouveau e´galiseur spectrale aveugle qui utilisera
les deux me´thodes ensemble.
2.5.2 E´galiseur Spectrale Aveugle
L’e´galiseur propose´ par [MG01, Mah02] a pour objectif de rapprocher le spectre de la
parole traite´e d’un spectre de re´fe´rence, dans la bande de fre´quence [200Hz − 3150Hz]. Au
dehors de cette bande l’atte´nuation des composantes du signal par le syste`me d’e´mission
et de re´ception est telle que le rapport signal a` bruit de quantification est faible. Ainsi, le
rehaussement par l’e´galiseur conduirait a` une amplification du bruit haute et basse fre´quence.
L’e´galiseur propose´ utilise deux filtres en cascade. Le premier, appele´ pre´-e´galiseur, est
un filtre fixe dont la re´ponse en fre´quence est l’inverse de la re´ponse globale de la par-
tie analogique du canal moyen, c’est-a`-dire, nous conside´rons les re´ponses en fre´quences
moyennes des syste`mes d’e´mission, re´ception et des lignes analogiques, tous de´finis par le
SRI modifie´ [P.896]. Dans le domaine temporel, ce filtre est imple´mente´ comme un filtre RII
(re´ponse impulsionnelle infinie) d’ordre 20 par la me´thode de Yule-Walker.
Le deuxie`me est un filtre adapte´ qui corrige le de´sajustement entre le pre´-e´galiseur fixe
et les conditions re´elles de transmission. Pour obtenir sa re´ponse en fre´quence, nous partons
de la re´ponse fre´quentielle globale du syste`me, G(f) qui peut eˆtre estime´e par:
|Y (f)|2 = |G(f)|2|U(f)|2 (2.22)
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ou` |Y (f)|2 et |U(f)|2 sont les densite´s spectrales de puissance a` court terme du signal de
re´ception y(t) et du signal original envoye´ u(t) respectivement. G(f) inclut les syste`mes
d’e´mission et re´ception et les deux lignes analogiques.
Comme le canal est invariant dans le temps, les moyennes temporelles de |Y (f)|2 et |U(f)|2
satisfont:
|Y (f)|2 = |G(f)|2|U(f)|2 (2.23)
La re´ponse fre´quentielle du filtre adapte´ sera donc donne´e par:
|EQ(f)| = 1|G(f)| =
√
γu(f)
γy(f)
(2.24)
ou` γ est le spectre a` long terme du signal, de´fini comme e´tant la moyenne temporelle du
spectre a` court terme.
Ne´anmoins, les spectres a` long terme ne sont pas connus. Rappelons que l’e´galiseur est
place´ dans la partie nume´rique du re´seau, n’ayant pas acce`s au signal original transmis ni
au signal a` la re´ception. Pour le signal original transmis, γu a e´te´ remplace´ par un spectre
de re´fe´rence, γref , de´fini par l’UIT [P.593]. Ce spectre est un spectre moyen, calcule´ a` partir
de mesures sur un grand nombre d’e´chantillons de parole prononce´e par diffe´rents locuteurs
dans 20 langues.
Pour le signal a` la re´ception, le spectre a` long terme peut eˆtre estime´ a` partir du signal
connu d’entre´e de l’e´galiseur, que nous allons appeler v(t):
γy(f) = |L RX(f)|2|S RX(f)|2γv(f) (2.25)
ou` L RX(f) est la re´ponse en fre´quence moyenne de la ligne analogique de re´ception et
S RX(f) est la re´ponse en fre´quence moyenne du terminal de re´ception, les deux de´finis par
l’UIT-T [P.896].
Enfin, la re´ponse en fre´quence de l’e´galiseur sera donne´e par:
|EQ(f)| = 1|L RX(f)||S RX(f)|
√
γref(f)
γv(f)
(2.26)
Il est vrai que l’allure ge´ne´rale du spectre a` long terme d’un signal de parole pour un
locuteur quelconque est proche de celle du spectre de re´fe´rence, mais elle est beaucoup moins
lisse. A cause de l’approximation γu ≈ γref , seulement le format global de la re´ponse en
fre´quence est important. De plus, avec la pre´sence du terme γv, la re´ponse EQ(f) oscille
beaucoup et doit eˆtre lisse´e. Ce lissage a e´te´ fait en utilisant une feneˆtre de Hamming. Ainsi,
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dans le domaine temporel, le filtre adapte´ est obtenu par une transforme´e inverse de Fourier
de |EQ| suivi d’une syme´trisation (pour obtenir un filtre causal a` phase line´aire) et de la
multiplication par une feneˆtre de Hamming de longueur 15 centre´e sur le pic de la re´ponse
impulsionnelle.
Cette me´thode sera appele´e e´galiseur spectrale aveugle lisse´ par une feneˆtre de la re´ponse
impulsionnelle (ESA-F).
2.5.3 Nouvelle Me´thode Propose´e
Pour continuer dans le meˆme cadre de la technique propose´e par [MG01, Mah02], l’ESA-F,
nous conside´rerons aussi un e´galiseur forme´ par deux filtres. Le premier, appele´ pre´-e´galiseur,
sera aussi un filtre fixe et aura, comme re´ponse en fre´quence, l’inverse de la re´ponse moyenne
du syste`me d’e´mission et de re´ception et de la ligne analogique de re´ception. Notez que,
dans l’ESA-F, ce filtre incluait aussi la ligne analogique de transmission, ce qui ne sera pas
le cas ici. Ainsi, seul le filtre adapte´ ira compenser les distorsions introduites par la ligne
analogique de transmission et la de´sadaptation entre le pre´-e´galiseur fixe et les conditions
re´elles de transmission.
De plus, nous allons mode´liser les lignes analogiques comme des lignes de transmission
qui satisfont (2.1). Nous savons, donc, de (2.3), que la re´ponse fre´quentielle du filtre adapte´
sera donne´e par:
H(f) = cosh
(
ℓ
√
β
)
+
R + iωL
Z
sinh
(
ℓ
√
β
)
√
β
(2.27)
qui est l’inverse de la re´ponse du canal. Ici, la variable s a e´te´ remplace´e par ω, satisfaisant
la relation s = jω, avec ω = 2πf . Il est important d’observer qu’ici le filtre donne´ par H(f)
sera utilise´ comme e´galiseur et non comme pre´compensateur, comme nous avions vu au de´but
de ce chapitre. En effet, la position du filtre dans le syste`me (a` l’e´metteur dans un cas et au
milieu du re´seau dans l’autre) ne change pas sa re´ponse en fre´quence ni les calculs pour son
obtention.
Pour calculer H(f), donne´ par (2.27), nous avons besoin des parame`tres de la ligne. Les
parame`tres R, L, C et G (ici, G ne sera pas nulle) peuvent eˆtre mesure´s ou nous pouvons
utiliser des valeurs moyennes de´finies par l’UIT [Q.501]. Nous avons de´ja` vu dans la section
2.4 que le syste`me est robuste a` des erreurs d’estimation des ces parame`tres. L’impe´dance
Z, dans un re´seau te´le´phonique, sera donne´e par l’impe´dance d’entre´e du convertisseur 2
fils/4 fils, de´finie aussi par [Q.501]. Il manque, donc, juste la longueur ℓ. En principe, sa
valeur n’est pas connue et peut changer a` chaque nouvelle liaison. Ainsi, nous avons besoin
de l’estimer de fac¸on aveugle.
La solution propose´e est de comparer la re´ponse H(f) avec celle de l’e´galiseur obtenu par
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la me´thode ESA-F, c’est-a`-dire, EQ, donne´ par (2.26). Ainsi, la valeur correcte de ℓ sera celle
qui approchera le plus, H(f) de EQ, dans la plage de fre´quence d’inte´reˆt [200Hz− 3150Hz].
Toutefois, cette comparaison sera faite dans le domaine cepstral et non directement dans le
domaine spectral. Le cepstre d’un filtre avec re´ponse fre´quentielle H est donne´ par:
CH = IDFT (ln(|H|)) (2.28)
La fonction couˆt devant eˆtre minimise´e sera donc la distance entre H et EQ dans l’espace
des dix premiers coefficients cepstraux :
J(ℓ) =
10∑
k=1
(
CEQk − CHk
)2
(2.29)
ou` CEQk est le k-ie`me coefficient cepstral de EQ et C
H
k est le k-ie`me coefficient cepstral de H.
L’inte´reˆt de faire cette comparaison dans ce domaine au lieu du domaine spectral est
multiple:
• la comparaison peut eˆtre faite sans le besoin de faire attention au niveau des deux
re´ponses fre´quentielles, simplement en excluant le coefficient cepstral d’ordre ze´ro.
• nous pouvons controˆler la re´solution spectrale de la comparaison, vu qu’elle de´pend
du nombre de coefficients cepstraux conside´re´s. Dans (2.29) nous avons utilise´ 10
coefficients, ce qui s’est montre´ suffisant.
Le minimum de J sera trouve´ de fac¸on ite´rative, en utilisant un algorithme du gradient
descendant:
ℓn+1 = ℓn − µ∇ℓJ(n) (2.30)
ou` µ est le pas d’adaptation et
∇ℓJ(n) = −
10∑
k=1
(
CEQk − CHk (ℓn)
) ∂CHk
∂ℓ
(ℓn) (2.31)
La de´rive´e de CH par rapport a` ℓ nous donne:
∂CH
∂ℓ
= IDFT
(
1√
|H|
(
H∗
∂H
∂ℓ
+H
∂H∗
∂ℓ
))
(2.32)
ou`
∂H
∂ℓ
=
√
βsh
(
ℓ
√
β
)
+
R + iωL
Z
ch
(
ℓ
√
β
)
(2.33)
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Figure 2.17: Fonction couˆt J(ℓ)
La figure 2.17 pre´sente un exemple de la fonction couˆt J par rapport a` la longueur de
la ligne, ℓ. Dans cette simulation nous avons utilise´ une ligne d’abonne´ de 10 km. Nous
pouvons, donc, voir qu’il y a un seul minimum, a` ℓ = 10 km. Par contre, nous ne pouvons
pas garantir que J sera toujours unimodale, a` cause de la nature ale´atoire de EQ. De toute
fac¸on, pour toutes les simulations faites et qui seront pre´sente´es dans la prochaine section, J
n’a jamais e´te´ multimodale.
Il est important de souligner que H est naturellement lisse. Ainsi, comme on cherche
la longueur qui approche, le plus possible, H de EQ, cette nouvelle me´thode peut eˆtre vue
comme une fac¸on diffe´rente de lissage, remplac¸ant l’utilisation de la feneˆtre de Hamming.
Comme nous allons le montrer dans la section suivante, cela apporte un gain de performance
pour la plupart des locuteurs teste´s.
De plus, pour les simulations, nous n’allons pas utiliser la re´ponse dans le domaine tem-
porel de H, donne´e par (2.4) puisque G n’est plus nulle, ce qui complique beaucoup les
calculs. D’autre part, ici nous sommes dans la partie nume´rique du re´seau, ce qui exige un
filtre discret. Ainsi, pour que la comparaison avec la performance d’ESA-F soit juste, le filtre
dans le domaine temporel sera obtenu a` partir de la transforme´e inverse de Fourier de H et
aura 15 coefficients, comme celui obtenu a` partir de EQ dans ESA-F.
Cette me´thode sera appele´e e´galiseur spectral aveugle base´e sur les parame`tres physiques
de la ligne (ESA-P).
2.5.4 Comparaison des Deux Me´thodes
Pour comparer la nouvelle me´thode propose´e, l’ESA-P, avec la me´thode ESA-F, nous
avons utilise´ une liaison comme celle montre´e a` la figure 2.16, compose´e d’une ligne analogique
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de transmission longue, une ligne de re´ception moyenne et des syste`mes d’e´mission et de
re´ception avec des re´ponses fre´quentielles de´finis par le SRI modifie´. Une ligne te´le´phonique
typique a, comme parame`tres [Q.501]: R = 168 mΩ/m, L = 0.7 µH/m, C = 50 pF/m et
G = 1 pS/m. L’impe´dance Z, qui est l’impe´dance d’entre´e des convertisseurs 2 fils/4 fils,
peut eˆtre une re´sistance de 600 Ω ou une re´sistance de 270 Ω en paralle`le avec une capacite´
de 150 nF (nouveaux appareils).
Les simulations ont e´te´ faites en utilisant le meˆme corpus que [Mah02], c’est-a`-dire, 34
locuteurs diffe´rents (hommes et femmes), prononc¸ant le meˆme texte, repre´sentant une ving-
taine de secondes d’activite´ vocale. Ce signal a e´te´ analyse´ par trames de 32 ms, avec un
recouvrement inter-trames de 50%. Les valeurs des parame`tres des lignes, R, L, C et G
sont celles donne´es par [Q.501], cite´es ci-dessus, et Z a e´te´ conside´re´e complexe. La ligne de
transmission avait une longueur de 10 km tandis que celle de re´ception avait 2 km.
De plus, le filtre adapte´ dans le domaine temporel, obtenu a` partir de EQ, a 15 coeffi-
cients (section 2.5.2) tout comme celui obtenu a` partir de H (me´thode ESA-P), pour que la
comparaison soit juste. L’algorithme donne´ par (2.30) a e´te´ initialise´ avec ℓ = 2 km, qui est
la longueur moyenne d’une ligne d’abonne´. Le pas d’adaptation a e´te´ pris e´gal a` 5× 103.
La performance des me´thodes a` e´te´ mesure´e par l’erreur cepstrale moyenne. Pour chaque
trame du signal, l’erreur cepstrale (EC) est de´fini comme [Mah02]:
ECm =
√√√√ 20∑
k=1
(Cik(m)− Cek(m))2 (2.34)
ou` Cik est le k-ie`me coefficient cepstral de l’e´galiseur ide´al et C
e
k est le k-ie`me coefficient
cepstral de l’e´galiseur teste´, pour la m-ie`me trame du signal. L’e´galiseur ide´al est celui
qui inverse parfaitement la re´ponse en fre´quence du canal, en conside´rant les deux lignes
analogiques et les syste`mes d’e´mission et de re´ception. La figure 2.18 montre la comparaison
de l’erreur cesptrale moyenne (ECM) des deux e´galiseurs, calcule´e comme la moyenne tem-
porelle des erreurs cepstrales (EC) apre`s la convergence des e´galiseurs, pour chaque locuteur.
La convergence de l’algorithme est atteinte apre`s environ 4 secondes d’activite´ vocale ce qui
varie un peu selon le locuteur. Il est clair que, comme la comparaison est faite par rapport
a` l’e´galiseur ide´al, plus faible sera la valeur d’ECM, mieux sera la performance de l’e´galiseur
teste´. Dans la figure, les re´sultats des deux me´thodes, pour chaque locuteur, sont lie´s pour
faciliter la visualisation de la diffe´rence de performance entre les deux.
La figure 2.18 nous montre, donc, que, pour la plupart des 34 locuteurs teste´s, la me´thode
ESA-P a une meilleure performance que la me´thode ESA-F. Toutefois, pour certains locu-
teurs, comme le 4 et le 20, la performance de la nouvelle me´thode est pire, tandis que pour
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Figure 2.18: Comparaison de l’ECM des deux me´thodes
le locuteur 6, les performances des deux me´thodes sont e´quivalentes.
En effet, l’estimation de la longueur par la comparaison entre H et EQ de´pend fortement
de ce dernier. Ainsi, si EQ ne repre´sente pas une bonne inversion du canal de´s le de´but du
processus, il peut eˆtre difficile de trouver une longueur qui rapprochera H de EQ. Dans ce
cas, la nouvelle me´thode n’a pas une bonne performance parce que la fonction couˆt J n’aura
pas de minimum et, e´trangement, sa valeur diminue lorsque la longueur augmente. Ainsi,
la longueur finale estime´e sera beaucoup plus e´leve´e que la correcte. De toute fac¸on, nous
pouvons voir que cela n’arrive que pour 2 locuteurs.
Comme notre but est de restaurer le timbre de la voix, l’inte´reˆt de cette re´duction dans
l’erreur cepstrale est, en effet, dans son impact subjectif. Les relations entre l’erreur cepstrale
et la restauration du timbre ont e´te´ e´tablies dans [Mah02], base´es sur des tests subjectifs.
Comme ces relations ont e´te´ e´tablies dans le meˆme contexte et pour des distorsions cepstrales
et spectrales similaires aux simulations re´alise´es ici, nous pouvons les utiliser pour e´valuer
la signification des re´sultats obtenus. Ainsi, base´ sur [Mah02], nous pouvons dire que la
me´thode ESA-P apporte une ame´lioration significative de la restauration du timbre de la
voix, principalement pour les locuteurs 9, 11 et 29.
Nous pouvons aussi comparer la performance des deux me´thodes par rapport a` leur
re´ponse en fre´quence. La figure 2.19 montre la re´ponse en fre´quence du syste`me complet
pour le locuteur 13. Nous pouvons observer que celle obtenue par la me´thode ESA-P est
beaucoup plus proche de la re´ponse de l’e´galiseur ide´al que celle obtenue par ESA-F.
De plus, la figure 2.20 montre les re´ponses en fre´quence des e´galiseurs obtenus a` partir
des diffe´rentes me´thodes. Nous pouvons, donc, voir comme le re´sultat obtenu par la me´thode
ESA-F oscille beaucoup et que le lissage par la feneˆtre de Hamming de sa re´ponse impul-
sionnelle ne donne pas un re´sultat si proche de l’ide´al comme celui de H (me´thode ESA-P).
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Figure 2.19: Re´ponse en fre´quence du syste`me e´quivalent
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Figure 2.20: Comparaison de la re´ponse en fre´quence des e´galiseurs
E´videmment, H, avec la valeur correcte de ℓ, est l’inverse exacte du canal. Nous pouvons
voir que, avec la longueur estime´e, sa re´ponse est tre`s proche de la re´ponse de l’e´galiseur
ide´al.
2.5.5 Analyse du Re´sultat
Il peut sembler que, pour l’imple´mentation de l’e´galiseur propose´, un nombre important
d’e´le´ments du syste`me doivent eˆtre connus: les syste`mes d’e´mission et de re´ception et les
parame`tres de la ligne de re´ception. En fait, ces suppositions ont e´te´ faites pour eˆtre dans le
meˆme cadre que [Mah02], et pouvoir comparer les re´sultats. En pratique, tre`s peu d’e´le´ments
doivent eˆtre connus pour caracte´riser une liaison entre deux abonne´s. Les deux me´thodes,
ESA-F et ESA-P, utilise´es alternativement, nous permettent de caracte´riser toute une liaison
en ne connaissant que les syste`mes d’e´mission et de re´ception de l’abonne´ en question.
La figure 2.21 nous montre une liaison entre deux abonne´s, A et B. Supposons qu’il faut
Pre´compensation des distorsions dans un syste`me par courant porteur 45
Figure 2.21: Liaison entre deux abonne´s
restaurer le timbre du signal venu de B, pour l’abonne´ A. Avec la me´thode ESA-F, nous
pouvons e´galiser la partie de transmission de B vers A. Apre`s, en connaissant le syste`me de
transmission de A, avec la me´thode ESA-P, nous pouvons trouver la longueur de la partie de
re´ception de la liaison. Ensuite, en connaissant le syste`me de re´ception de A, nous avons la
re´ponse en fre´quence de tout le canal analogique de la liaison.
Ainsi, si cela correspond a` un service offert a` A, il suffit de connaˆıtre les caracte´ristiques
d’e´mission et de re´ception de son appareil pour restaurer le timbre du signal qu’il rec¸oit.
2.6 Conclusion
Dans ce chapitre nous avons e´tudie´ la pre´compensation d’un syste`me plat non line´aire,
donne´ par la transmission des donne´es par une ligne e´lectrique. L’inte´reˆt de ce syste`me vient
du fait qu’il repre´sente une des solutions possibles pour re´soudre le proble`me d’accessibilite´
du re´seau internet dans ce qui est appele´ les last miles, c’est-a`-dire, l’acce`s chez les abonne´s,
ce qui repre´sente les derniers me`tres du re´seau.
Nous avons commence´ par l’e´tude de [FMPR98] et nous avons e´tendu ses re´sultats pour
un cas simple de trajet multiple, ou` le signal arrive au re´cepteur par deux chemins diffe´rents.
Les simulations, en utilisant comme entre´e un signal usuel des syste`mes de communication,
nous a donne´ des tre`s bons re´sultats.
Ensuite, comme normalement les parame`tres des lignes ne sont pas exactement connus a`
l’e´metteur, nous avons e´tudie´ la robustesse du syste`me en conside´rant des erreurs d’estimation
de ses parame`tres. Nous avons vu, donc, que le syste`me est tre`s robuste, ayant des bonnes
performances jusqu’a` une variation de, a`-peu-pre`s, 30% des valeurs originales des parame`tres.
Apre`s cette e´tude, nous avons applique´ la technique de´veloppe´e a` un proble`me plus direct:
la restauration du timbre de la voix dans un re´seau te´le´phonique. Ce re´seau a e´te´ mode´lise´
comme une ligne de transmission et le filtre de pre´compensation a e´te´ utilise´ comme e´galiseur,
ce qui ne change rien dans les calculs de son obtention. Ce filtre a e´te´ utilise´ couple´ avec
l’e´galiseur spectral aveugle de´veloppe´ par [Mah02]. La nouvelle me´thode a apporte´ un gain
de performance tre`s significatif. De plus, en utilisant les deux me´thodes, ESA-F et ESA-P
alternativement, il est possible de caracte´riser comple`tement une liaison te´le´phonique entre
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deux abonne´s en ne connaissant que les syste`mes d’e´mission et de re´ception d’un d’entre eux.
Chapitre 3
Me´thode Alge´brique d’Identification
de Syste`me
La question de l’identification/estimation d’un syste`me est un des proble`mes les plus im-
portants tant en traitement du signal qu’en automatique. Cependant, leur fac¸on d’approcher
ce proble`me est bien diffe´rente. Du coˆte´ du traitement du signal, quelques aspects des
me´thodes existantes peuvent eˆtre re´sume´s comme l’utilisation extensive des outils proba-
bilistes, qui est devenue presque universelle. De plus, l’analyse des signaux est faite exclu-
sivement en temps discret.
Or, dans un contexte probabiliste, la connaissance a priori de la distribution statistique
des signaux et du bruit est tre`s importante. De plus, la performance de nature asymptotique
avec les retards de traitement sont inhe´rents a` une approche probabiliste.
Ici nous allons proposer une nouvelle me´thode, alge´brique et de´terministe, d’estimation
de canal. Cette me´thode sera, ensuite, applique´e au proble`me d’e´galisation. La me´thode
exploite les caracte´ristiques des signaux en continu. Comme nous verrons, la connaissance
de la forme d’onde du signal transmis, traite´ en temps continu, permet la re´alisation de
la de´modulation avec une se´quence d’apprentissage tre`s courte. De plus, la rapidite´ des
estimations, due aux formules explicites fournies par les techniques alge´briques, permettent
l’utilisation d’une mode´lisation locale du syste`me, ce qui simplifie le traitement.
3.1 Introduction
Dans ce chapitre nous allons proposer une me´thode alge´brique et de´terministe d’estimation
de canal qui utilise les caracte´ristiques et proprie´te´s des signaux en temps continu. Ensuite,
cette me´thode sera applique´e a` l’estimation d’un canal de communication et le mode`le ainsi
obtenu sera utilise´, dans une deuxie`me e´tape, pour de´moduler le signal rec¸u et re´cupe´rer les
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symboles transmis.
Les me´thodes d’identification de´terministes apportent quelques avantages par rapport aux
me´thodes stochastiques. Premie`rement, elles ont la proprie´te´ de convergence avec un ensem-
ble d’e´chantillons fini, ce qui permet d’avoir une bonne estimation dans une courte pe´riode
de temps. Les me´thodes stochastiques n’ont pas cette proprie´te´. Cela est important princi-
palement lorsque le canal varie rapidement et ne peut eˆtre suppose´ stationnaire que sur une
courte pe´riode de temps ou quand il n’y a qu’une courte se´quence d’e´chantillons disponible
pour re´aliser l’estimation. De plus, les approches alge´briques aveugles n’ont pas le proble`me
de convergence vers des minima locaux, vu qu’elles pre´sentent une description exhaustive de
l’espace des solutions [LC03]. Par ailleurs, la convergence des me´thodes stochastiques de´pend
fortement de l’initialisation des algorithmes.
Par contre, non seulement les me´thodes de´terministes ont besoin de la connaissance de
l’ordre du syste`me, mais aussi elles s’y sont montre´es tre`s sensibles. Comme cet ordre n’est
pas connu, il doit eˆtre estime´. Si juste une courte se´quence d’e´chantillons est disponible, pro-
bablement cette estimation ne sera pas suffisamment fiable. Les me´thodes stochastiques sont
beaucoup plus robustes a` ce type d’erreur. Il leur suffit d’avoir une valeur limite supe´rieure.
Un autre de´savantage des me´thodes de´terministes est qu’elles sont normalement de´veloppe´es
pour des imple´mentations par blocs, ne permettant pas le calcul adaptatif et re´cursif comme
les me´thodes stochastiques. De plus, les me´thodes alge´briques existantes dans la litte´rature
pre´sentent diverses limitations au niveau du couˆt de calcul et de la gestion de parame`tres
non rationnels dans les e´quations [LC03].
Dans le domaine de l’automatique et du controˆle, le proble`me d’identification et d’estima-
tion des syste`mes est bien connu et a e´te´ beaucoup e´tudie´. En traitement du signal, les
me´thodes de´terministes et alge´briques ont commence´ a` apparaˆıtre il y a quelques anne´es,
toujours traitant le syste`me en discret. Les difficulte´s comme l’ordre inconnu du canal ou
l’imple´mentation de fac¸on re´cursive des me´thodes ont e´te´ e´tudie´es. Un re´sume´ de ce qui a
e´te´ fait sera pre´sente´ dans la section 3.2.
La me´thode que nous allons de´velopper ici diffe`re de toutes les me´thodes classiques, en
premier, parce que nous utilisons un mode`le du syste`me en temps continu et, en deuxie`me,
parce que la me´thode propose´e n’est pas le re´sultat de l’optimisation d’un crite`re ou d’une
fonction couˆt. Ainsi, nous pourrons profiter de certaines caracte´ristiques des signaux qui
finissent par eˆtre oublie´es ou cache´es par l’ope´ration d’e´chantillonnage. De plus, nous n’avons
pas les proble`mes de convergence de la plupart des me´thodes stochastiques, comme le de´lais
de traitement et l’existence des minima locaux. Avec un syste`me line´aire pour l’estimation
du canal et une formule explicite pour la de´modulation des symboles, la me´thode se montre
tre`s simple et efficace. Les re´sultats ont e´te´ tre`s encourageants et des gains de performance
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ont e´te´ obtenus spe´cialement pour certaines configuration de syste`me, comme nous le verrons
ensuite.
La me´thode est fonde´e sur une nouvelle the´orie d’identification/estimation, propose´e
premie`rement par [FMMSR03, FSR03], qui sera pre´sente´e dans la section 3.6 et qui abouti
aux faits suivants :
• Aucune information statistique du bruit n’est ne´cessaire
• Nous gardons les signaux sous leur forme temps-continu ce qui nous permet d’exploiter
certaines proprie´te´s
• Il n’y a aucune distinction entre les signaux stationnaires et non stationnaires
• Les calculs peuvent eˆtre faits en ligne
Ce chapitre sera, alors, de´die´ a` la pre´sentation de la me´thode d’estimation du canal,
tandis que sont application a` la re´cupe´ration des symboles et e´galisation sera traite´e dans
le chapitre suivant. La technique consiste a` estimer le canal mode´lise´ comme une fonction
de transfert rationnelle en utilisant une se´quence d’apprentissage tre`s courte (5 symboles).
Meˆme si la technique n’est pas aveugle, la courte se´quence d’apprentissage nous permet de
dire que la me´thode est semi-aveugle.
En ce qui concerne l’ordre du canal, nous commenc¸ons en le conside´rant connu. Ensuite,
nous proposerons une approche appele´e mode´lisation locale, ou` son connaissance au re´cepteur
n’est plus ne´cessaire.
3.2 E´tat-de-l’Art
L’identification de syste`mes est un proble`me de grande importance dans plusieurs do-
maines, parmi lesquels nous trouvons celui du controˆle et du traitement du signal. Pour
cette raison, il a de´ja` e´te´ beaucoup e´tudie´ et il existe une vaste litte´rature sur le sujet. La
proble´matique consiste a` trouver un mode`le mathe´matique pour un syste`me inconnu. Dans
le cas ou` seulement les valeurs de sa fonction sont donne´es en certains points du plan com-
plexe, le proble`me est pose´ en termes d’interpolation [AD86]. Dans la plupart des cas, par
contre, le syste`me est donne´ a` travers sa re´ponse a` une excitation. Ainsi, le mode`le est
obtenu a` partir de ses signaux d’entre´e et de sortie, ce qui sera le cas e´tudie´ ici. Le syste`me
peut eˆtre repre´sente´ par sa fonction de transfert ou par ses variables internes, comme dans
la repre´sentation par variables d’e´tats.
De fac¸on ge´ne´rale, dans le cas discret, les me´thodes d’identification de syste`me peuvent
eˆtre divise´es en deux cas: me´thodes stochastiques et me´thodes de´terministes. Ensuite nous
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allons discuter sur les travaux existants dans la litte´rature pour ces deux cas, donnant plus
d’attention a` ceux de´veloppe´s pour estimer des syste`mes mode´lise´s par des fonctions de
transfert rationnelles, puisque celui-la sera le cas travaille´ dans la suite de ce chapitre.
3.2.1 Me´thodes Stochastiques
Ces me´thodes reposent essentiellement sur l’optimisation d’un crite`re d’erreur et sont
imple´mente´es comme des filtres adaptatifs a` re´ponse impulsionnelle finie (RIF) ou infinie
(RII). Leur principe de base est la recherche d’un minimum d’une surface d’erreur. Ces
me´thodes ont de´ja` e´te´ tre`s bien e´tudie´es et caracte´rise´es dans la litte´rature [Hay96]. En
ge´ne´ral, elles sont base´es sur l’utilisation d’outils statistiques et, pour cette raison, ont des
convergences asymptotiques.
Dans le cas des filtres RIF, les me´thodes les plus connues sont les algorithmes de descente
du gradient, comme le LMS (Least Mean Square) ou le CMA (Constant Modulus Algorithme),
les moindres carre´es et les me´thodes des sous-espaces [Hay96].
Les me´thodes de sous-espaces [VD91] normalement utilisent un mode`le du syste`me en
variables d’e´tats. Le proble`me d’identification est re´solu en exploitant les caracte´ristiques des
sous-espaces de´finis par les signaux d’entre´e et sortie, comme la proprie´te´ d’invariance apre`s
un de´calage. Cependant, si l’ordre du syste`me a` identifier n’est pas bien estime´, la structure
spe´ciale des sous-espaces est perdue, ce qui conduit alors a` une perte de performance. Comme
cette me´thode est base´e sur le mode`le par variables d’e´tat, elle n’est pas tre`s adapte´e pour une
imple´mentation comme un filtre adaptatif RII. Pour ce type d’application, les me´thodes du
gradient base´es sur l’erreur d’e´quation ou l’erreur de sortie [SDW84, PGR+94] et la me´thode
Steiglitz-McBride [MRA97] sont plus inte´ressantes, vue qu’elles utilisent une repre´sentation
du mode`le par fonction de transfert rationnelle.
Le crite`re connu comme erreur d’e´quations, nomme´ ainsi d’apre`s Kalman [SDW84], con-
siste a` minimiser la fonction d’erreur ‖H(s)A(s)−B(s)‖22, ou` H(s) est la fonction de transfert
(rationnelle) du syste`me a` identifier par F (s) = B(s)/A(s), B(s) et A(s) e´tant des polynoˆmes
en s a` eˆtre estime´s. Par contre, l’erreur de sortie consiste a` minimiser la fonction d’erreur
‖H(s)−F (s)‖22. Il faut observer que ce deuxie`me repre´sente un proble`me d’optimisation non
line´aire, tandis que le premier est line´aire. Ces proble`mes peuvent eˆtre re´solus par la me´thode
des moindres carre´s. La me´thode Steiglitz-McBride est diffe´rente parce qu’elle n’est pas du
type du gradient descendent. Elle ne cherche pas le minimum d’une surface d’erreur quadra-
tique et, ainsi, elle ne risque pas de tomber sur des minima locaux. Cette me´thode peut eˆtre
vue comme une se´quence de proble`mes d’erreur d’e´quation ponde´re´s [SM65, Reg95, MRA97].
On peut aussi mentionner les me´thodes issues de la ge´ome´trie alge´brique, comme celle
propose´e par [LC03]. Cette dernie`re, de´veloppe´e dans le cadre de l’identification aveugle,
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identifie la re´ponse impulsionnelle du syste`me comme la solution d’un syste`me d’e´quations
polynomiales. Elle pre´sente l’avantage d’une description exhaustive de l’espace de solutions
et e´vite, ainsi, tout proble`me de convergence vers des minima locaux. En revanche, le syste`me
d’e´quations polynomiales en question est parametre´ par les coefficients de corre´lation de la
sortie dont l’estimation ne´cessite une feneˆtre temporelle assez longue.
3.2.2 Me´thodes De´terministes
Dans ces dernie`res anne´es, des me´thodes de´terministes ont aussi commence´ a eˆtre de´velop-
pe´es. Leur avantage, en comparaison au me´thodes stochastiques, est qu’elles ont la proprie´te´
de convergence avec un nombre fini d’e´chantillons. Meˆme si ces me´thodes ont e´te´ peu e´tudie´es
a` cause de leur sensibilite´ aux bruits, elles peuvent eˆtre tre`s efficaces si l’on se place dans un
cadre the´orique approprie´.
C’est le cas, par exemple, de la technique propose´e par [LXT93], ou` les auteurs conside`rent
l’identification aveugle d’un syste`me avec une entre´e et plusieurs sorties (SIMO- Single Input
Multiple Output), chaque canal e´tant mode´lise´ par une fonction de transfert polynomiale
(RIF). La figure 3.1 illustre le syste`me en question. Leur but e´tait d’estimer tous les canaux
du syste`me.
Figure 3.1: Syste`me SIMO
Comme tous les canaux ont le meˆme signal d’entre´e, leur sorties sont corre´le´es comme
montre´ ci-dessous:
hj(n)⊙ xi(n) = hj(n)⊙ (hi(n)⊙ ν(n)) = hi(n)⊙ (hj(n)⊙ ν(n)) = hi(n)⊙ xj(n) (3.1)
ou` ⊙ de´signe l’ope´ration de convolution, hi est la re´ponse impulsionnelle du i-e`me canal, xi
est son signal de sortie et ν est le signal d’entre´e. L’e´quation (3.1) nous permet d’e´crire un
syste`me d’e´quations line´aire ayant comme inconnus les coefficients des canaux. Premie`rement,
l’ordre des canaux a e´te´ suppose´ connu mais [LXT93, XLTK95] proposent une fac¸on de
l’estimer qui a une bonne performance. Quant aux conditions d’identifiabilite´ du syste`me
d’e´quations propose´, [LXT93, XLTK95] montrent que le proble`me a une solution unique si,
et seulement si, les canaux hi n’ont pas des racines en commun, ce qui revient a` dire qu’ils
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sont premiers entre eux, et le signal transmis a au moins 2L + 1 modes. Cette dernie`re
condition signifie que le signal e´mis peut eˆtre e´crit comme une combinaison line´aire de 2L+1
exponentielles, ou` L est l’ordre maximale parmi tous les canaux.
Les me´thodes de [LXT93, XLTK95] ont e´te´ ge´ne´ralise´es au cas RII par plusieurs auteurs,
notamment [VKTB98, VTK+99, BF99]. Comme pour le cas RIF, la connaissance de l’ordre
du syste`me, ou du moins une borne supe´rieure, est une condition ne´cessaire d’identifiabilite´.
Dans le cas de l’identification des syste`mes mode´lise´s par des fonctions de transfert ra-
tionnelles, nous pouvons aussi citer l’approche d’identification set-membership [Del89] dans
laquelle l’algorithme base´ sur la borne ellipso¨ıdale optimale [GKNH98] est maintenant re-
connu dans plusieurs applications. Cette approche consiste a` utiliser des informations de´termi-
nistes et instantane´es du syste`me pour calculer les estimations des parame`tres. L’algorithme
cite´ fournit des ellipso¨ıdes dans l’espace des parame`tres et essaie, dans un certain sens,
d’optimiser leur taille. Il faut aussi observer que cette me´thode conside`re la perturbation
(bruit) comme inconnue mais borne´e par une valeur connue.
On peut aussi mentionner les me´thodes de lissage par minimum carre´, dont le principe
est similaire a` celui de l’approche par pre´diction line´aire [TZ98].
C’est dans ce contexte des me´thodes alge´briques et de´terministes pour les syste`mes
mode´lise´s par des fonctions de transfert rationnelles qui s’inscrit la nouvelle technique qui
sera propose´e dans ce chapitre. Une des principales diffe´rences de cette me´thode par rapport
aux autres cite´es ci-dessus est le fait de traiter le mode`le du syste`me en temps continu. Dans
toutes les me´thodes de´crites, le mode`le utilise´ est discret. Comme nous le verrons ensuite,
cette nouvelle approche nous permet de de´velopper des techniques simples et robustes aux
perturbations.
3.3 Nouvelle Me´thode: Un Exemple Simple
d’Identification de Syste`me
Le syste`me conside´re´ est montre´ dans la figure 3.2. Notre but est d’identifier le syste`me
H(s), mode´lise´ comme une fonction de transfert rationnelle, en connaissant le signal de sortie,
x(t) et le signal d’entre´e, u(t). On cherche donc a` de´terminer les parame`tres du mode`le F (s)
de fac¸on a identifier ou estimer H(s). Cela signifie, d’un autre cote´, avoir un signal x˜(t)
proche de x(t) dans un sens qu’on pre´cisera. Pour le moment nous n’allons pas conside´rer
l’addition de bruit.
Le signal de sortie du syste`me, x(t), sans bruit, est donne´ par la convolution de u(t) avec
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Figure 3.2: Mode`le d’Identification d’un syste`me H(s)
la re´ponse impulsionnelle du syste`me, h(t) :
x(t) =
∫ t
0
u(τ)h(t− τ)dτ (3.2)
Pour estimer le syste`me, nous allons conside´rer une fonction de transfert rationnelle du
type :
F (s) =
b0 + b1s + ...+ bMs
M
−a0 − a1s− ...− aN−1sN−1 + sN (3.3)
ou` M est le degre´ du nume´rateur, N du de´nominateur et aN a e´te´ pose´e e´gale a` un sans
perte de ge´ne´ralite´. En effet, cette restriction est ne´cessaire pour e´viter la solution triviale.
Conside´rons donc un cas tre`s simple, ou` M = N = 1, pour pre´senter les principes de base
de la me´thode propose´e. Ainsi, le signal rec¸u satisfait l’e´quation diffe´rentielle :
x˙(t) = a0x(t) + b0u(t) + b1u˙(t), (3.4)
qui, dans le domaine ope´rationnel, donne :
sxˆ− x0 = a0xˆ + b0uˆ+ b1(suˆ− u0) (3.5)
ou` xˆ et uˆ sont les transforme´es de Laplace de x(t) et u(t) respectivement, a0, b0 et b1 sont les
parame`tres du syste`me a` identifier et ou` u0 et x0 sont les conditions initiales. Ces dernie`res
e´tant inconnues, nous commenc¸ons par les e´liminer. Pour cela, il suffit de de´river les deux
membres de l’e´quation (3.5) par rapport a` s, pour obtenir:
xˆ + sxˆ
′
= a0xˆ
′
+ b0uˆ
′
+ b1
(
uˆ+ suˆ
′
)
(3.6)
Pour de´terminer les parame`tres inconnus a0, b0 et b1, de´rivons (3.6) par rapport a` la
variable s successivement, de fac¸on a` ge´ne´rer un syste`me d’e´quations avec un meˆme nombre
d’e´quations et d’inconnus [FMMSR03]. Le syste`me d’e´quations re´sultant est :
(sxˆ)(i) = a0xˆ
(i) + b0uˆ
(i) + b1(suˆ)
(i), i = 1, 2, 3 (3.7)
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ou` l’exposant (i) indique la de´rivation d’ordre i par rapport a` s. Il faut noter que l’e´quation
originale, correspondant a` i = 0, ne fait pas partie du syste`me duˆ a` la pre´sence des conditions
initiales.
Comme il est de´ja` connu, a` partir de la the´orie de la transforme´e de Laplace, la mul-
tiplication par s signifie une de´rivation par rapport a` t dans le domaine temporel, ce qui
n’est pas une ope´ration nume´riquement robuste. C’est pourquoi nous allons diviser toutes
les e´quations par un facteur sγ, ou` γ est une constante supe´rieure a` un pour avoir le syste`me:
xˆ(i)
sγ−1
+ i
xˆ(i−1)
sγ
= a0
xˆ(i)
sγ
+ b0
uˆ(i)
sγ
+ b1
(
uˆ(i)
sγ−1
+ i
uˆ(i−1)
sγ
)
, i = 1, 2, 3 (3.8)
Ainsi les de´rive´es sont e´limine´es et nous n’auront que des inte´grales dans le domaine temporel,
qui sont beaucoup plus robustes nume´riquement. Notre syste`me sera donc compose´ des
termes de la forme :
Ûij =
(
uˆ(i)
sγ−j
)
et X̂ij =
(
xˆ(i)
sγ−j
)
; i = 0, 1, 2, 3 ; j = 0, 1 (3.9)
Les analogues temporels Uij et Xij de Ûij et X̂ij peuvent eˆtre e´crits comme (voir section
3.6.4) :
Uij(t) =
(−1)i
(γ − j − 1)!
∫ t
0
(t− τ)γ−j−1τ iu(τ)dτ
Xij(t) =
(−1)i
(γ − j − 1)!
∫ t
0
(t− τ)γ−j−1τ ix(τ)dτ (3.10)
Enfin, en utilisant (3.9) et (3.10) dans (3.8), les estimations des coefficients de H(s) sont
obtenues comme des fonctions du temps d’estimation t, en re´solvant le syste`me suivant :
X00 +X11 = a0X10 + b0U10 + b1(U00 + U11)
2X10 +X21 = a0X20 + b0U20 + b1(2U10 + U21)
3X20 +X31 = a0X30 + b0U30 + b1(3U20 + U31) (3.11)
ou`, pour simplifier la notation, nous avons omis la de´pendance temporelle.
Prenons un exemple simple de simulation ou` le syste`me est repre´sente´ par la fonction de
transfert:
H(s) =
s + 0.5
s + 2
Nous devrons donc re´soudre le syste`me donne´ par (3.11), en calculant les inte´grales de´finies
en (3.10). Avec un signal d’entre´e u(t) repre´sente´ sur la figure 3.3, la figure 3.4 montre
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l’identification de chacun des 3 parame`tres du syste`me, a0, b0 et b1 en fonction du temps
d’estimation.
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Figure 3.3: Signal d’entre´e u(t)
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Figure 3.4: E´volution des parame`tres par rapport au temps d’estimation t
Nous avons conside´re´ une pe´riode symbole e´gale a` 1s. La figure 3.4 montre que, pour
t = 5 × 10−3 s, les parame`tres ont de´ja` atteint leurs valeurs correctes, c’est-a`-dire, ils sont
e´gaux a` ceux de H(s). Ainsi, un intervalle d’inte´gration tre`s court pour le calcul de (3.10)
suffit de´ja` pour avoir une tre`s bonne estimation. Cela est tre`s inte´ressant pour deux raisons.
En premier, parce que le signal u(t) devra eˆtre connu pendant un intervalle de temps aussi
tre`s court. Ainsi, meˆme si la me´thode n’est pas aveugle, nous pouvons la classifier comme
e´tant semi-aveugle. En deuxie`me, la me´thode sera tre`s rapide et pourra eˆtre imple´mente´e en
temps re´el.
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3.4 Ge´ne´ralisation de la Me´thode d’Identification de
Syste`me
Maintenant nous allons e´tendre le de´veloppement commence´ dans la section 3.3, pour un
cas ge´ne´ral, c’est-a`-dire, avec M et N quelconques. L’estimation de la fonction de transfert
de H(s) va continuer a eˆtre faite en utilisant F (s), de´finie en (3.3) et u(t), connu pendant
un court intervalle de temps.
L’e´quation (3.5) peut eˆtre facilement ge´ne´ralise´e donnant :
sN xˆ−
(
sN−1x0 + sN−2x˙0 + sN−3x¨0 + . . . + x
(N−1)
0
)
= a0xˆ + . . . + aN−1(sN−1xˆ− s(N−2)x0 − . . .− x(N−2)0 )
+b0uˆ + . . . + bM(s
M uˆ− s(M−1)u0 − . . .− u(M−1)0 ) (3.12)
Dans ce cas, le nombre de de´rive´es ne´cessaires pour e´liminer la de´pendance des conditions
initiales est e´gal au maximum entre M et N . Supposons que H(s) soit propre, c’est-a`-dire,
M ≤ N . Dans ce cas, N de´rive´es sont suffisantes. Comme nous avons maintenant N +M +1
parame`tres inconnus, il faut de´river (3.12) 2N + M fois. Le syste`me d’e´quations de´sire´ est
obtenu en prenant les de´rive´es d’ordre N jusqu’a` (2N+M). De fac¸on ge´ne´rale, ces e´quations
sont donne´es par :
(sN xˆ)(i) = a0xˆ
(i) + . . . + aN−1(sN−1xˆ)(i) + b0uˆ(i) + . . . + bM(sM uˆ)(i) (3.13)
ou` i = N, ..., 2N +M .
Pour n’avoir que des inte´grales dans le domaine temporel, il suffit de diviser toutes les
e´quations par sγ. Comme le syste`me inconnu H(s) est propre, il suffit que γ > N . L’e´quation
(3.13) de´vient alors :
(sN xˆ)(i)
sγ
=
a0xˆ
(i)
sγ
+ . . . +
aN−1(sN−1xˆ)(i)
sγ
+
b0uˆ
(i)
sγ
+ . . . +
bM(s
M uˆ)(i)
sγ
(3.14)
ou` i = N, ..., 2N +M .
Il est plus simple de voir le syste`me dont les e´quations sont donne´es par (3.14), sous la
forme matricielle. Dans ce sens, regardons premie`rement les termes (s
j uˆ)(i)
sγ
et (s
j xˆ)(i)
sγ
. En
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posant
Ckn =
(
n
k
)
=
n!
(n− k)!k!
Akn =
n!
(n− k)! (3.15)
on obtient, en appliquant la formule de Leibniz :
(
sjuˆ
)(n)
=
min(n,j)∑
k=0
CknA
k
j s
j−kuˆ(n−k)
(
sjxˆ
)(n)
=
min(n,j)∑
k=0
CknA
k
j s
j−kxˆ(n−k)
La division par sγ nous donne :
(sjuˆ)
(n)
sγ
=
min(n,j)∑
k=0
CknA
k
j
uˆ(n−k)
sγ−j+k
(sjxˆ)
(n)
sγ
=
min(n,j)∑
k=0
CknA
k
j
xˆ(n−k)
sγ−j+k
(3.16)
En utilisant la notation de´finie par (3.9), qui, dans le domaine temporel, correspond a`
(3.10), les termes en xˆ de (3.16) peuvent eˆtre e´crits sous la forme vectorielle :
pij =
(sjxˆ)(i)
sγ
=
[
C0i C
1
i A
1
j . . . C
k
i A
k
j
]

Xij
Xi−1 ,j−1
...
Xi−k ,j−k

i = 0, ..., (N +M)
j = 0, ..., N − 1
k = min(i, j)
(3.17)
Le meˆme re´sultat sera obtenu pour les termes en uˆ. En regardant (3.14), nous observons
que ceux-ci apparaˆıtrons a` partir de la N-e`me colonne de la matrice des coefficients du
syste`me, ce qui nous permet d’e´crire :
pi,j+N =
(sjuˆ)(i)
sγ
=
[
C0i C
1
i A
1
j . . . C
k
i A
k
j
]

Uij
Ui−1 ,j−1
...
Ui−k ,j−k

i = 0, ..., (N +M)
j = 0, ...,M
k = min(i, j)
(3.18)
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Le membre gauche de (3.14) peut eˆtre e´crit comme :
qi =
(sN xˆ)(i)
sγ
=
[
C0i C
1
i A
1
N . . . C
k
i A
k
N
]

Xi ,N
Xi−1 ,N−1
...
Xi−k ,N−k
 i = 0, ..., (N +M)k = min(i, N) (3.19)
Ainsi, (3.14) devient :
Q = P

a0
...
aN−1
b0
...
bM

(3.20)
ou` QT = [q0 q1 ... qN+M ], avec qi donne´s par (3.19) et
P =

p0,0 p0,1 ... p0,N−1
p1,0 p1,1 ... p1,N−1
...
...
pN+M,0 pN+M,1 ... pN+M,N−1︸ ︷︷ ︸
termes en xˆ
p0,N ... p0,N+M
p1,N ... p1,N+M
...
...
pM+N,N ... pN+M,N+M︸ ︷︷ ︸
termes en uˆ

ou` pij est donne´ par (3.17) et (3.18).
Finalement, les coefficients de H(s) sont identifie´s a` partir de la solution de (3.20)
3.5 La Me´thode dans le Domaine Temporel
La me´thode de´veloppe´e jusqu’ici est base´e sur l’application re´cursive de l’ope´rateur de´riva-
tion
[
d
ds
]
a` l’e´quation du signal de sortie du canal en fonction du signal d’entre´e. De cette
fac¸on, nous pouvons ge´ne´rer un syste`me d’e´quations qui nous permet d’estimer les coefficients
de la fonction de transfert du canal. L’application de cet ope´rateur e´quivaut, dans le domaine
temporel, a` la multiplication, aussi re´cursive, des signaux par −t. Nous pouvons donc voir le
syste`me ainsi ge´ne´re´ comme e´tant le re´sultat de l’application des e´le´ments de la base forme´e
par des polynoˆmes en t, [1,−t, t2,−t3, ...], a` l’e´quation (3.12).
En re´alite´, on peut reprendre tous les de´veloppements de la section 3.4, en restant dans
Me´thode alge´brique d’identification de syste`me 59
le domaine temporel. C’est ce que nous ferons ici pour bien introduire notre propos. Con-
side´rons donc le syste`me (3.12) dans le domaine temporel :
x(N)(t) =
N−1∑
k=0
akx
(k)(t) +
M∑
j=0
bju
(j)(t), N ≥M (3.21)
La premie`re e´tape, qui consistait a` e´liminer les conditions initiales de (3.12) revient ici a`
multiplier (3.21) par (−t)N . Ensuite, de´rivations successives par rapport a` s ont permis de
ge´ne´rer le syste`me d’e´quations line´aires (3.13). Encore une fois, ceci se traduit ici par la
multiplication successive par (−t). Ainsi, le syste`me (3.13) est e´quivalent a`
(−t)ix(N)(t) =
N−1∑
k=0
ak(−t)ix(k)(t) +
M∑
j=0
bj(−t)iu(j)(t) i = N, ..., 2N +M (3.22)
Enfin, la division par sγ revient a` inte´grer (3.22) ite´rativement jusqu’a` l’ordre γ:
(−1)i
(γ − 1)!
∫ t
0
(t− τ)γ−1τ ix(N)(τ)dτ =
N−1∑
k=0
ak
(−1)i
(γ − 1)!
∫ t
0
(t− τ)γ−1τ ix(k)(τ)dτ
+
M∑
j=0
bj
(−1)i
(γ − 1)!
∫ t
0
(t− τ)γ−1τ iu(j)(τ)dτ
(3.23)
ou` i = N, ..., 2N +M .
Les coefficients de ce syste`me sont de la forme
∫ t
0
(t− τ)ατ i+Ny(n)(τ)dτ ou` y est le signal
x(t) ou u(t), i = 0, ..., N + M et n ≤ N . Notons qu’une simple inte´gration par parties
permet d’exprimer tous ces termes sans faire intervenir les de´rive´es. En effet, en posant
fi(τ ; t) = (t− τ)ατ i+N , on obtient∫ t
0
(t− τ)ατ i+Ny(n)(τ)dτ =
∫ t
0
fi(τ ; t)y
(n)dτ = (−1)n
∫ t
0
dn
dτn
fi(τ ; t)y(τ)dτ (3.24)
lorsque α ≥ n, car, dans ce cas, f (m)i (t; t) = f (m)i (0; t) = 0 pour m = 0, ..., N .
On voit donc qu’on peut ge´ne´raliser la me´thode en conside´rant, dans la phase de ge´ne´ration
du syste`me d’e´quations, une multiplication par des e´le´ments d’une famille de fonctions
{ϕi(t)}i≥0 a` la place des monoˆmes (−t)i. Il faudrait pour cela que cette famille de fonc-
tions soit telle que les fonctions
fi(τ ; t) = (t− τ)αϕi(τ) (3.25)
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satisfassent
dm
dτm
fi(τ ; t)
∣∣∣∣
τ=t
=
dm
dτm
fi(τ ; t)
∣∣∣∣
τ=0
= 0, m = 0, ..., N (3.26)
Nous verrons dans la section 3.8.2 que cette flexibilite´ peut eˆtre tre`s utile, principalement
pour ame´liorer le conditionnement du syste`me.
3.6 Base Alge´brique pour l’Identification Line´aire
La me´thode pre´sente´e dans la section 3.4 est fonde´e sur une nouvelle the´orie d’estimation
qui repose sur les corps diffe´rentiels, la the´orie des anneaux et le calcul ope´rationnel de
Mikusin´ski, comme nous verrons ensuite. Ces de´finitions peuvent aussi eˆtre trouve´es dans
[FMMSR03, FSR03, FMNSR04].
Dans ce qui suit, nous allons utiliser les notations usuelles: N pour l’ensemble des nombres
naturelles, Z pour les entiers, R pour les re´els et C pour les complexes. Plus de de´tails peuvent
eˆtre trouve´s dans [AM69, Tau99].
3.6.1 De´finitions de Base, Alge`bre
Un anneau A est un ensemble muni de deux ope´rations: l’addition et la multiplication,
qui sont des lois de composition internes sur A. Il satisfait les conditions suivantes:
1. A a un e´le´ment neutre par rapport a` l’addition, appele´ e´le´ment nul et note´ 0 (x+ 0 =
0 + x = x, ∀ x ∈ A) et tout x ∈ A admet une inverse, note´ −x, appartenant a` A
(x + (−x) = 0).
2. La multiplication est associative ((xy)z = x(yz)) et distributive par rapport a` l’addition
(x(y + z) = xy + xz, (y + z)x = yx + zx).
Par exemple, Z est l’anneau des entiers.
Dans la suite, nous allons conside´rer des anneaux qui sont commutatifs: xy = yx pour
tous x, y ∈ A et qui ont l’e´le´ment identite´, note´ 1A: ∃ 1A ∈ A de fac¸on que x1A = 1Ax = x
pour tout x ∈ A. L’e´le´ment identite´ est, alors, unique. Quand il n’y a pas d’ambigu¨ıte´,
nous laisserons tomber l’indice A.
Un morphisme d’anneau de A dans B est une application f de A dans B ve´rifiant, pour
tous x, y ∈ A, les proprie´te´s suivantes:
1. f(x + y) = f(x) + f(y)
2. f(xy) = f(x)f(y)
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3. f(1A) = 1B
Soit x ∈ A. Si ∃ y ∈ A/xy = yx = 1A alors on dit que x est inversible et y est l’inverse
de x.
De´finition 3.6.1. Deux e´le´ments a et b d’un anneau commutatif A sont dits diviseurs de
ze´ro dans A si a 6= 0, b 6= 0 et ab = 0. Un anneau inte`gre est un anneau commutatif non
trivial sans diviseurs de ze´ro.
Un sous-ensemble V d’un anneau A est appele´e ide´al a` gauche (resp. a` droite) de A s’il
satisfait:
• V est un sous-groupe additif de A
• pour tout (a, v) ∈ A× V , on a av ∈ V (resp. va ∈ V )
Un ide´al bilate`re de A, ou simplement un ide´al de A, est un sous-ensemble de A qui est
a` la fois un ide´al a` gauche et un ide´al a` droite de A. Par exemple, les ide´aux de Z sont les
nZ, avec n ∈ N.
On appelle corps un anneau dans lequel tout e´le´ment non nul est inversible. Par exemple,
l’ensemble des entiers Z n’est pas un corps mais il est contenu dans le corps des nombres
rationnels Q. Les re´els R et les complexes C forment aussi des corps.
De´finition 3.6.2. On de´finit la caracte´ristique d’un corps C comme l’ordre (additif) de son
unite´ 1. Un corps C a une caracte´ristique finie n si n est le plus petit entier positif tel que
n.1 = 0. Si n.1 6= 0 pour tous n > 0, alors C a une caracte´ristique 0.
3.6.2 De´finitions de Base, Alge`bre Diffe´rentielle
Un anneau diffe´rentiel (ordinaire) R est un anneau commutatif muni d’une de´rivation
d/ds, i.e., une application R→ R telle que, ∀ x, y ∈ R,
d
ds
(x + y) =
dx
ds
+
dy
ds
d
ds
(xy) =
dx
ds
y + x
dy
ds
Un corps diffe´rentiel (ordinaire) est un anneau diffe´rentiel qui est aussi un corps. Tous
les corps sont suppose´s de caracte´ristique 0, vu que, jusqu’a` aujourd’hui, aucune e´quation
diffe´rentielle avec caracte´ristique diffe´rente de ze´ro est apparue en physique.
Une constante c est un e´le´ment de R tel que dc
ds
= 0. Un anneau (resp. corps) de constantes
est un anneau (resp. corps) diffe´rentiel ne contenant que des constantes. Par exemple, soit k
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un corps diffe´rentiel de constantes. Le corps k(s) des fonctions rationnelles en la variable s, a`
coefficients dans k, posse`de bien une structure de corps diffe´rentiel par rapport a` la de´rivation
d
ds
. k est son sous corps des constantes.
Un morphisme diffe´rentiel φ : R1 → R2 entre deux anneaux diffe´rentiels est un morphisme
d’anneaux tel que, ∀x ∈ R1, dds (φ(x)) = φ
(
dx
ds
)
. Une spe´cialisation diffe´rentielle R → K
est un morphisme diffe´rentiel ou` R est un anneau diffe´rentiel et K un corps diffe´rentiel.
Une extension de corps diffe´rentiel L/K est la donne´e de deux corps diffe´rentiels K, L
tels que :
• K ⊆ L,
• la restriction a` K de la de´rivation de L est la de´rivation de K
Un e´le´ment x ∈ L est dit diffe´rentiellement alge´brique sur K si, et seulement si, x satisfait
une e´quation diffe´rentielle alge´brique sur K, i.e., P (x, dx
ds
, ..., d
nx
dsn
) = 0, ou` P est un polynoˆme
a` coefficients dans K. L’extension L/K est dite diffe´rentiellement alge´brique si, et seulement
si, chaque e´le´ment de L est diffe´rentiellement alge´brique sur K.
Un e´le´ment de L qui n’est pas diffe´rentiellement alge´brique sur K est dit diffe´rentiellement
transcendant, c’est-a`-dire, il ne satisfait aucune e´quation diffe´rentielle alge´brique a` coefficients
dans K. Une extension diffe´rentiellement transcendante est une extension L/K qui n’est pas
diffe´rentiellement alge´brique.
Une famille {̟i; i ∈ I} de L, ou` I est une famille d’indices, est dite diffe´rentiellement
K-alge´briquement de´pendante si, et seulement si, la famille {̟(j)i ; i ∈ I, j ∈ N}
est K-alge´briquement de´pendante. Dans le cas contraire, elle est diffe´rentiellement K-
alge´briquement inde´pendante, c’est-a`-dire, les ̟i ne satisfont aucune e´quation diffe´rentielle
alge´brique a` coefficients sur K.
Une telle famille, lorsqu’elle est maximale par rapport a` l’inclusion, est appele´e base
de transcendance diffe´rentielle de L/K. Deux bases ont la meˆme cardinalite´, appele´ le
degre´ de transcendance diffe´rentielle de L/K. Ainsi, par exemple, l’extension L/K est
diffe´rentiellement alge´brique si, et seulement si, le degre´ de transcendance est e´gal a` ze´ro.
Notation 3.6.1. Soit S un sous ensemble de L. Le sur-corps diffe´rentiel (resp. sur-anneau)
de K ge´ne´re´ par S est note´ K < S > (resp. K{S}).
3.6.3 Ope´rateurs Diffe´rentiels Line´aires
Soit K un corps diffe´rentiel. L’anneau K
[
d
ds
]
des ope´rateurs diffe´rentiels line´aires de
la forme
∑
finie aα
dα
dsα
, aα ∈ K, est commutatif si, et seulement si, K est un corps de
constantes. Par exemple, si a ∈ K, alors d
ds
a = da
ds
+ a d
ds
.
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3.6.4 Corps Diffe´rentiel d’Ope´rateurs de Mikusin´ski
Munissons l’ensemble C des fonctions continues f : [0,+∞) → C d’une structure d’anneau
commutatif par rapport a` l’addition et au produit, qui sera donne´ par l’ope´ration de convo-
lution :
(f + g)(t) = f(t) + g(t)
(f ⋆ g)(t) = (g ⋆ f)(t) =
∫ t
0
f(τ)g(t− τ)dτ =
∫ t
0
g(τ)f(t− τ)dτ
L’addition et la convolution sont les ope´rations fondamentales du calcul ope´rationnel, de
la meˆme fac¸on que l’addition et la multiplication sont les ope´rations fondamentales en
arithme´tique. Au lieu de travailler avec des nombres, maintenant nous allons travailler
avec des fonctions qui appartiennent a` l’ensemble C. Notez que, tout comme l’ope´ration
de multiplication, l’ope´ration de convolution satisfait les proprie´te´s commutative, associative
et distributive [Mik83, MB83, Yos84]. Dans la suite, nous noterons la convolution entre deux
e´le´ments de C, f et g, par fg au lieu de f ⋆ g.
Une autre proprie´te´ des convolutions est e´nonce´e dans le the´ore`me ci-dessous, formule´ par
E. Tichmarsh :
The´ore`me 3.6.1. La convolution entre deux fonctions f, g ∈ C sera nulle si, et seulement
si, f = 0 ou g = 0.
Ce the´ore`me nous garanti que C est un domaine d’inte´grite´, c’est-a`-dire, il n’a pas des
diviseurs de ze´ro : si x 6= 0 ∈ C, il n’existe pas y 6= 0 ∈ C tel que xy = 0.
Nous pouvons aussi introduire des fractions dans le calcul ope´rationnel : f/g, f, g ∈ C.
Cependant, comme f et g sont des fonctions et fg est leur convolution, f/g ne sera pas
regarde´e comme une division ordinaire mais comme l’ope´ration inverse de la convolution.
Ainsi, f/g sera la fonction h tel que f = gh. Notez que l’unicite´ de h est garantie par le
the´ore`me de Tichmarsh 3.6.1.
Toutefois, il se peut que, pour f et g 6= 0 ∈ C, il n’existe pas une fonction h qui satisfait
f = gh. Nous pouvons, alors, de´finir un nouveau concept : celui des ope´rateurs. Si il n’existe
pas h tel que f = gh, f/g sera un ope´rateur. Nous admettons aussi des ope´rateurs f/g pour
lesquels h existe. Ainsi, les ope´rateurs peuvent eˆtre vus comme une ge´ne´ralisation du concept
de fonction. Toute fonction h ∈ C est un ope´rateur mais la re´ciproque n’est pas vraie.
Les quotients de C, comme f/g, forment le corps de Mikusin´ski, appele´ M. Chaque
e´le´ment de M est, donc, un ope´rateur. Toute fonction f : R → C peut aussi s’e´crire comme
{f}, en tant qu’e´le´ment de M.
Donnons quelques exemples :
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1. L’e´le´ment neutre 1 ∈ M pour le produit (de convolution) est la distribution de Dirac.
2. Toute fonction f : R → C localement Lebesgue-inte´grable, a` support borne´ a` gauche,
appartient a` M.
3. L’ope´rateur retard e−Ls, L ∈ R, est l’analogue de la distribution de Dirac a` t = L.
La fonction e´chelon unite´ (Heaviside)
l(t) =
{
0 si t < 0
1 si t ≥ 0 (3.27)
de´finit l’ope´rateur d’inte´gration l . Ainsi, l{f } = ∫ t
0
f (τ)dτ . Le calcul des puissances succes-
sives de l est directe :
l2 =
{
t
1
}
, l3 =
{
t2
1 .2
}
, ln =
{
tn−1
(n − 1 )!
}
(3.28)
Ainsi, ln{f } peut eˆtre interpre´te´ de deux fac¸ons : comme la fonction obtenue par l’inte´gration
de {f} n fois ou par la convolution de tn−1
(n−1)! et {f}, ce qui nous donne :∫ t
0
dtn−1
∫ tn−1
0
...
∫ t1
0
f(τ)dτ =
∫ t
0
(t− τ)n−1
(n− 1)! f(τ)dτ (3.29)
L’inverse de l dans M est l’ope´rateur de de´rivation s, c’est-a`-dire, s = 1
l
. Soit f : R → C
une fonction de C a` support borne´ a` gauche. Alors, s{f} = {f ′} + f(0). La somme de la
valeur initiale est ne´cessaire pour que l’ope´ration soit vraiment l’inverse de l’inte´gration. Soit
g : R → C localement Lebesgue-inte´grable, a` support borne´ a` gauche. Alors la fonction
{g}
s
=
{∫ t
−∞ g(λ)dλ
}
est aussi a` support borne´ a` gauche et nous pouvons de´finir le sous-corps
C(s) ⊂ M des fonctions rationnelles sur C dans la variable s (ge´ne´re´ par l’application de
l’ope´rateur d’inte´gration).
La De´rive´e Alge´brique
Nous pouvons aussi de´finir l’ope´rateur d
ds
de fac¸on que, pour toute fonction f ∈ C,
f 7→ d
ds
= {−tf}, c’est-a`-dire, l’ope´ration consiste a` multiplier les valeurs de {f} par −t.
L’inte´reˆt de ce nouveau ope´rateur vient du fait qu’il satisfait les proprie´te´s de de´rivation, i.e.,
d
ds
(f + g) =
df
ds
+
dg
ds
d
ds
(fg) =
df
ds
g + f
dg
ds
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Il peut donc eˆtre e´tendu de fac¸on triviale a` une de´rivation, appele´e de´rivation alge´brique de
M, en posant, pour g 6= 0,
d
ds
({f}{g}−1) =
df
ds
g − f dg
ds
{g}2
L’application re´cursive de l’ope´rateur n fois correspond donc a` multiplier les valeurs de f par
(−t)n. En l’utilisant avec l’ope´rateur d’inte´gration et (3.29), nous obtenons (3.10).
Muni de cette de´rivation alge´brique, M de´vient un corps diffe´rentiel dont le sous-corps
des constantes est C.
3.6.5 Identifiabilite´
Soit k0 un corps de base, conside´re´ comme un corps diffe´rentiel de constantes. Soit k une
extension alge´brique finie de k0(Θ), ou` Θ = (θ1, ..., θr) est un ensemble fini de parame`tres
inconnus. Le degre´ de transcendance de l’extension k/k0 est donc au plus e´gal a` r. De plus,
nous munissons k d’une structure canonique de corps diffe´rentiel de constantes. Soit K/k(s)
une extension diffe´rentiellement alge´brique finiement engendre´e. Un signal est un e´le´ment
de K. Conside´rons un ensemble fini x = (x1, ..., xk) de signaux. Les parame`tres Θ sont dits
[DF91b, DF91a, FSR03]
• alge´briquement (resp. rationnellement) identifiables par rapport a` x si, et seulement si,
θ1, ..., θr sont alge´briques sur (resp. appartiennent a`) k0 < s,x >
• line´airement identifiables par rapport a` x si, et seulement si,
P

θ1
...
θr
 = Q (3.30)
ou`
– P et Q sont, respectivement, des matrices r × r et r × 1,
– les coefficients de P et de Q appartiennent a` spank0(s)[ dds ](1,x), c’est-a`-dire, ils
sont des combinaisons line´aires de 1 et x dont les coefficients sont des ope´rateurs
diffe´rentiels line´aires sur k0. Chacun de ces e´le´ments est ainsi de la forme: f(s) +∑
gi(s)
di
dsi
x, ou` f(s) et gi(s) sont des fractions rationnelles en s a` coefficients dans
k0
– det(P) 6= 0
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• projectivement line´airement identifiables par rapport a` x si, et seulement si, il existe
θǫ 6= 0 tel que θ1θǫ , ...,
θǫ−1
θǫ
, θǫ+1
θǫ
, ..., θr
θǫ
soient line´airement identifiables.
• faiblement line´airement identifiables par rapport a` x si, et seulement si, il existe un
ensemble fini Θ
′
= (θ
′
1, ..., θ
′
q) tel que
– les composantes de Θ
′
(resp. Θ) soient alge´briques sur k0(Θ) (resp. k0(Θ
′
))
– Θ
′
soit line´airement identifiable
Le re´sultat qui suit est clair :
Proposition 3.6.1. L’identifiabilite´ line´aire (resp. rationnelle) implique l’identifiabilite´ ra-
tionnelle (resp. alge´brique). L’identifiabilite´ line´aire (resp. line´aire faible) implique l’identifia-
bilite´ line´aire faible (resp. alge´brique)
Signaux Rationnels
Un signal rationnel est un e´le´ment de k(s). Avec k0 = Q et k = k0(a0, ..., an−1, b0, ...,
bn−1), nous avons
Proposition 3.6.2. Supposons que la fraction rationnelle
x =
b0 + b1s + ... + bn−1sn−1
a0 + a1s+ ... + an−1sn−1 + sn
(3.31)
soit irre´ductible. Alors, les coefficients a0, ..., an−1, b0, ..., bn−1 sont line´airement identifiables
par rapport a` x
Preuve : Le syste`me line´aire suivant de´coule imme´diatement de (3.30) :
di
dsi
[b0 + ... + bn−1sn−1 − (a0 + ... + an−1sn−1)x] = d
i(snx)
dsi
i = 0, 1, ..., 2n− 1 (3.32)
Notez que ce cas est e´quivalent au syste`me obtenu en (3.20). Cependant, si la contrainte
an = 1 n’avait pas e´te´ pose´e, le syste`me serait projectivement line´airement identifiable.
Signaux Diffe´rentiels Rationnels
Un signal x est dit diffe´rentiellement rationnel si, et seulement si, il existe un ope´rateur
diffe´rentiel line´aire L (i.e. L ∈ k(s) [ d
ds
]
) et un signal rationnel p (i.e. p ∈ k(s)), tels que
L(x) = p. Posons (∑
finie
aαβs
α d
β
dsβ
)
x =
∑
finie
bγs
γ
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k0 = Q, k = k0(aαβ, bγ). Le re´sultat suivant est une ge´ne´ralisation directe de la proposition
3.6.2.
Proposition 3.6.3. Supposons que les polynoˆmes
∑
α aαβs
α et
∑
γ bγs
γ apparaissant dans
l’e´quation (3.32) soient irre´ductibles. Alors, les coefficients aαβ et bγ sont projectivement
line´airement identifiables par rapport a` x.
3.6.6 Perturbations Structure´es et Estimateurs Line´aires
Perturbation
Soit k1/k0 une extension diffe´rentielle telle que
• k1 est un corps diffe´rentiel de constantes,
• k et k1 sont line´airement disjoints sur k0
Une perturbation η est un e´le´ment d’un sous-corps diffe´rentiel N de k1(s) tel que K et
N (i.e. le corps des signaux et celui des perturbations respectivement) soient line´airement
disjoints sur k0(s). Elle est dite structure´e si, et seulement si, elle est annihile´e par un e´le´ment
Π ∈ k0(s)
[
d
ds
]
, Π 6= 0.
Par exemple, conside´rons la perturbation ϑ
sγ
, ϑ ∈ R. Elle est structure´e, vu que pour
Π = γsγ−1 + sγ d
ds
∈ k0(s)
[
d
ds
]
, on a Π ϑ
sγ
= 0 pour tout ϑ re´el.
Signaux Bruite´s
Un signal avec du bruit additif est la somme x + η, ou` x ∈ K est un signal et η ∈ N ,
un bruit. Soit y = (y1, ..., yκ), ou` yi = xi + ηi, une collection finie de signaux bruite´s,
de´pendant des parame`tres Θ. Si les parame`tres Θ sont line´airement identifiables, alors le
syste`me d’e´quations (3.30) devient
(
P + P ′
)
θ1
...
θr
 = Q+Q′ (3.33)
ou`
• les matrices P et Q sont obtenues a` partir de (3.30) en remplac¸ant x par y
• les coefficients des matrices P ′ et Q′ appartiennent a` spank′ (s)[ dds ](η), ou` k
′
est le corps
quotient de k ⊗k0 k1 et ou` η = (η1, ..., ηκ).
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Estimateurs Line´aires
Supposons que les composantes de η soient structure´es, i.e., pouvant eˆtre annihile´es par un
ope´rateur diffe´rentiel line´aire. Le the´ore`me fondamental suivant de´coule du fait que k0(s)
[
d
ds
]
est un ide´al d’anneau principal a` gauche (pour la de´finition d’ide´al d’anneau, voir section
3.6.1).
The´ore`me 3.6.2. Il existe ∆ ∈ k0(s)
[
d
ds
]
, tel que l’e´quation (3.33) devienne
∆P

θ1
...
θr
 = ∆Q (3.34)
L’e´quation (3.34), qui est inde´pendante des bruits, est appele´e un estimateur line´aire des
parame`tres inconnus si, et seulement si, det(∆P) 6= 0.
Soit ℓ un corps diffe´rentiel de constantes. Un ope´rateur diffe´rentiel dans ℓ(s)
[
d
ds
]
est
dit propre (resp. strictement propre) si, et seulement si, les coefficients de d
α
dsα
sont des
fonctions rationnelles propres (resp. strictement propres) dans ℓ(s). L’estimateur (3.34) est
dit propre (resp. strictement propre) si, et seulement si, les coefficients de ∆P et ∆Q sont des
ope´rateurs diffe´rentiels propres (resp. strictement propres). En multipliant les deux membres
de l’e´quation (3.34) par un e´le´ment propre convenable de k0(s), on obtient
Proposition 3.6.4. Tout estimateur line´aire peut eˆtre remplace´ par un estimateur line´aire
propre (resp. strictement propre)
Cette proposition est tre`s importante puisqu’elle nous permet d’obtenir des ope´rateurs
inte´graux (propres). Cela correspond a` la division de tout le syste`me d’e´quation (3.34) par sγ,
comme nous avons vu en (3.14), et qui nous permettra d’estimer les valeurs dans le domaine
temporel en utilisant (3.10).
Supposons, maintenant, un signal rationnel bruite´ y = x + ϑ
s
, ou` x est donne´ par (3.31).
L’analogue de l’e´quation (3.33) s’obtient en substituant y − ϑ
s
a` x dans l’e´quation (3.32).
Proposition 3.6.5. Le syste`me d’e´quations line´aire
dn+i
dsn+i
[
si+1
(
di
dsi
(
b0 + ... + bn−1sn−1 − (a0 + ... + an−1sn−1)y
)− di(sny)
dsi
)]
= 0 (3.35)
i = 0, 1, ..., 2n− 1 est un estimateur line´aire si, et seulement si, le re´sidu de x a` s = 0 est 0.
Preuve : Si, dans le de´veloppement en se´rie de Laurent x =
∑
i∈Z cis
i, c−1 6= 0 alors le
terme c−1
s
est annihile´ dans l’e´quation (3.35) avec ϑ
s
.
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Autrement dit, le fait de multiplier par s re´duit la perturbation a` une constante, qui,
apre`s, peut facilement eˆtre e´limine´e par l’ope´ration de de´rivation par rapport a` la variable s.
3.6.7 Perturbations Non-Structure´es
Une perturbation qui n’est pas structure´e est dite non-structure´e. Spe´cialise´ a` M, un tel
bruit correspond a` une fonction (du temps) “haute-fre´quence”, pouvant ainsi eˆtre atte´nue´e
par un filtrage passe-bas.
Par exemple, soit le bruit
η(t) =
{
0 si t < 0
sin(Ωt+ ϕ) si t ≥ 0
Alors
η
s
=
∫ t
0
η(τ)dτ =
{
0 si t < 0
cos(Ωt+ϕ)
Ω
si t ≥ 0
tend vers 0 lorsque Ω →∞.
Reprenons l’exemple simple utilise´ dans la section 3.3, ou` F (s) a le meˆme ordre que H(s)
avec M = N = 1. Supposons maintenant que le canal introduit aussi un bruit non-structure´
additif, η(t). Notez que nous n’avons besoin de faire aucune hypothe`se sur celui-ci, comme
celles de gaussianite´ ou de blancheur. Dans ce cas, le signal de sortie du canal, d’apre`s (3.4),
sera donne´ par
x˙(t) = a0x(t) + b0u(t) + b1u˙(t) + η(t) (3.36)
Le bruit η(t) peut toujours eˆtre de´compose´ en une composante structure´e et une non-
structure´e:
η(t) = ϑ+ η0(t) (3.37)
ou` la perturbation structure´e ϑ repre´sente, par exemple, la moyenne du bruit et ou` η0(t) est
un bruit non-structure´ mais de moyenne nulle.
Dans le domaine ope´rationnel, avec (3.37), l’e´quation (3.36) devient
sxˆ = a0xˆ+ b0uˆ + b1suˆ + x(0)− b1u(0) + ϑ
s
+ ηˆ0 (3.38)
Comme les condition initiales ne sont pas connues, nous pouvons conside´rer le terme
x(0)−b1u(0)+ ϑs comme e´tant une perturbation structure´e. Pour annihiler cette perturbation,
il suffit de multiplier (3.38) par s et de la de´river deux fois par rapport a` s. Cela correspond
a` appliquer l’ope´rateur diffe´rentiel Π(s) = 2 d
ds
+ s d
2
ds2
a` l’e´quation en question. Le re´sultat
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sera:
2xˆ + 4sxˆ
′
+ s2xˆ
′′
= a0(2xˆ
′
+ sxˆ
′′
) + b0(2uˆ
′
+ suˆ
′′
) + b1(2uˆ + 4suˆ
′
+ s2uˆ
′′
) + Π(s)ηˆ0 (3.39)
L’e´quation (3.39) sera, alors, de´rive´e encore deux fois, pour ge´ne´rer un syste`me de trois
e´quations et permettre ainsi l’estimation des trois parame`tres inconnus a0, b0 et b1. Nous
pouvons, donc, e´crire (3.39) comme un syste`me Pθ = Q+Q′ avec:
P =
 2xˆ
′
+ sxˆ
′′
2uˆ
′
+ suˆ
′′
2uˆ + 4suˆ
′
+ s2uˆ
′′
3xˆ
′′
+ sxˆ(3) 3uˆ
′′
+ suˆ(3) 6uˆ
′
+ 6suˆ(2) + s2uˆ(3)
4xˆ(3) + sxˆ(4) 4uˆ(3) + suˆ(4) 12uˆ
′′
+ 8suˆ(3) + s2uˆ(4)
 ; θ =
 a0b0
b1

Q =
 2xˆ + 4sxˆ
′
+ s2xˆ
′′
6xˆ
′
+ 6sxˆ(2) + s2xˆ(3)
12xˆ
′′
+ 8sxˆ(3) + s2xˆ(4)
 ; Q′ =
 Πηˆ0ddsΠηˆ0
d2
ds2
Πηˆ0

Avant de re´soudre ce syste`me, nous avons encore besoin de diviser tout par sγ avec
γ > 2, pour avoir des ope´rateurs diffe´rentiels propres. Ainsi, les parame`tres seront obtenus
en re´solvant le syste`me Pθ = Q. Il faut noter que, le bruit e´tant non observable, l’estimateur
ne prend pas en compte la de´composition Q+Q′ . Ainsi, il ne conside`re pas le bruit de fac¸on
explicite, celui-ci faisant partie du signal x(t). Reprenons le terme Q′ , qui est donne´ par:
Q′ =
 2ηˆ
(1)
0 + sηˆ
(2)
0
3ηˆ
(3)
0 + sηˆ
(3)
0
4ηˆ
(3)
0 + sηˆ
(4)
0

Dans le domaine temporel, d’apre`s (3.10), les termes dus au bruit interviendront sous la
forme:
bγ(i, j) =
(−1)i
(γ − j − 1)!
∫ λ
0
(λ− τ)γ−j−1τ iη0(τ)dτ (3.40)
avec 1 ≤ i ≤ 4, 0 ≤ j ≤ 1 et ou` λ est l’intervalle d’estimation.
Les ite´rations des inte´grales produisent une moyennisation (un filtrage passe-bas) qui
permettent d’atte´nuer l’effet du bruit non structure´. Reprenant l’exemple de simulation de
la section 3.3, ou` H(s) = s+0.5
s+2
, l’e´volution des parame`tres en pre´sence de bruit est montre´e
dans la figure 3.6. Diffe´remment de la simulation montre´e dans la section 3.3, ici nous avons
utilise´ un signal d’entre´e non-stationnaire montre´ a` la figure 3.5. Ce signal nous permet
d’avoir un meilleur re´sultat, ce qui sera discute´ avec plus de de´tail dans la suite de ce chapitre.
Il est obtenu comme une somme de transitoires, e´tant une modification de [Mal00, eq. 9.76,
p.411]. La figure compare les re´sultats obtenus pour quelques valeurs de rapport signal a`
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bruit, donne´es en de´cibels.
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Figure 3.5: Signal d’entre´e non-stationnaire
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
−1
−0.5
0
0.5
1
1.5
2
b1
Temps (s)
10 dB 
20 dB
5 dB 
0 0.2 0.4 0.6 0.8 1 1.2
−1.5
−1
−0.5
0
0.5
1
1.5
b0
Temps (s)
20 dB 
10 dB 
5 dB 
0 0.2 0.4 0.6 0.8 1 1.2
−1
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
4
a0
Temps (s)
10 dB 
20 dB 
5 dB 
Figure 3.6: E´volution des coefficients par rapport au temps d’estimation
En comparant ces re´sultats avec ceux sans bruit, montre´s a` la figure 3.4, nous voyons que
maintenant la convergence est plus lente. De toute fac¸on, ces re´sultats illustrent d’une part
la robustesse de l’estimateur meˆme en pre´sence de bruit fort (SNR = 5 dB) et d’autre part,
la convergence quand meˆme rapide pour un niveau de bruit moyen (SNR = 20 dB). Il est
aussi inte´ressant de noter que, plus le rapport signal-a`-bruit est faible, plus la convergence est
lente. Ainsi, dans les situations de bruit fort, il sera plus inte´ressant d’utiliser un intervalle
d’estimation plus important.
Comme l’estimation des parame`tres peut eˆtre tre`s rapide dans les cas sans bruit ou avec
un bruit moyen, nous pouvons conside´rer la limite d’inte´gration, λ, comme e´tant infe´rieure
ou e´gale a` 1. Si λ est infe´rieure a` 1 et d’apre`s (3.40), duˆ au terme τ i, l’effet du bruit dans
l’estimation sera plus fort pour des valeurs de i (ordre de la de´rivation) plus faibles. En fixant
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j, l’ine´galite´ suivante est ve´rifie´e:
|bγ(i1, j)| ≥ |bγ(i2, j)| pour i1 < i2 (3.41)
La figure 3.7 montre des re´sultats de simulation de (3.40) en variant la valeur de i (figure
(a)) et aussi de γ (figure (b)). Nous pouvons donc confirmer l’ine´galite´ (3.41) et aussi l’effet
de la valeur de γ: plus elle est e´leve´e, plus l’effet du bruit sera affaibli, duˆ a` l’effet de
moyennisation des inte´grales. La simulation montre´ a` la figure (a) a utilise´ γ = 3 et j = 0,
tandis que la figure (b) a utilise´ i = j = 0.
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Figure 3.7: E´volution de l’effet du bruit en fonction de l’ordre de la de´rive´e (a) et de γ (b)
Par contre, la valeur de γ affecte aussi les inte´grales de x(t) et u(t), rendant ses re´sultats
plus faibles. Cela signifie qu’il existe des restrictions pour sa valeur. Meˆme en pre´sence de
bruit, son augmentation peut ne pas donner des meilleurs re´sultats.
L’analyse de l’effet du bruit principalement par rapport a` l’ordre de la de´rive´e i est
importante puisque l’estimateur des parame`tres peut ne pas eˆtre unique. Dans ce cas, il faut
pouvoir analyser quelle est la meilleure option et le rapport signal a` bruit est un des facteurs
le plus important. Dans la section 5.6.1, nous verrons, a` partir d’un exemple concret, que
le conditionnement de la matrice P et l’identifiabilite´ des parame`tres sont aussi des facteurs
qui doivent eˆtre pris en compte dans ce choix.
3.7 Mode`le Utilise´ dans les Simulations
Nous allons appliquer la technique de´veloppe´e dans la section 3.4 pour l’estimation des
canaux dans des syste`mes de communication. Dans ce cas, le syste`me traite´ est montre´ dans
la figure 3.8.
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Figure 3.8: Estimation d’un canal de communication
Le canal, H(s), est mode´lise´ comme une fonction de transfert rationnelle. Le signal
d’entre´e, u(t), en bande de base, est donne´ par :
u(t) =
n∑
k=0
νkg(t− kT ) (3.42)
ou` νk est le k-ie`me symbole transmis, g(t) est le filtre de transmission ou, autrement dit,
l’impulsion de mise-en-forme du signal et nT ≤ t < (n + 1)T ou` T est la pe´riode symbole.
Les symboles νk peuvent eˆtre re´els, comme dans le cas d’une modulation en amplitude (PAM-
Pulse Amplitude Modulation) ou complexe, comme par exemple dans la modulation QPSK
(Quadrature Phase Shift Keying). Dans les modulations A-PAM, les symboles appartiennent
a` un alphabet fini {±1,±3, ...,±(A− 1)}.
En supposant que l’estimation du canal soit faite dans l’intervalle nT ≤ t < (n+ 1)T , de
dure´e d’une pe´riode symbole, les inte´grales donne´es par (3.10) peuvent eˆtre re´e´crites comme:
Uij =
(−1)i
(γ − j − 1)!
∫ λ
0
(λ− τ)γ−j−1τ iu˜(τ)dτ
Xij =
(−1)i
(γ − j − 1)!
∫ λ
0
(λ− τ)γ−j−1τ ix˜(τ)dτ (3.43)
ou` nous avons fait le changement de variable : t = (n + τ)T , avec 0 6 τ < 1. Cela nous
permet d’e´crire u˜(τ) = u((n + τ)T ) et x˜(τ) = x((n + τ)T ). Comme nous avons vu dans la
section 3.3, la dure´e d’inte´gration λ (0 < λ < 1) peut eˆtre choisie tre`s faible. Il suffit juste
qu’elle soit suffisamment grande pour que les inte´grales convergent. Ainsi, u(t) devra eˆtre
connu pendant un intervalle de temps tre`s court et la me´thode devient tre`s rapide, ce qui
donne la possibilite´ de l’imple´menter en temps re´el.
Il est important d’observer que, meˆme si u(t) doit eˆtre connu pendant un intervalle de
temps tre`s court, en ge´ne´rale infe´rieur a` la dure´e d’une pe´riode symbole, cela ne correspond
pas a` la connaissance d’un seul symbole. En effet, le nombre de symboles ne´cessaire cor-
respond au nombre de pe´riodes symboles du support de l’impulsion de mise-en-forme, g(t).
Pour les simulations qui suivent, g(t) sera conside´re´ comme e´tant le cosinus sur-e´leve´, donne´
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par :
g(t) = sinc(t)
cos(παt)
1− 4α2t2 (3.44)
ou` sinc est le sinus cardinale et α est le facteur de roll-off. Nous avons conside´re´ g(t) avec un
support a` peu pre`s de 5T . Ainsi une se´quence d’apprentissage de 5 symboles est ne´cessaire
pour bien repre´senter u(t).
3.8 Analyse de la Me´thode
3.8.1 Excitation Persistante
Le signal d’entre´e du syste`me, u(t), joue un roˆle tre`s important dans l’identification de
H(s). Ce signal doit eˆtre suffisamment riche pour permettre une bonne identification, c’est-
a`-dire, pour que le syste`me d’e´quations ne soit pas de´ge´ne´re´. Un signal de ce type est dit a`
excitation persistante.
De´finition 3.8.1. Un signal quasi-stationnaire {u(t)}, avec un spectre Φu(ω), est a` excitation
persistante d’ordre n si, pour tous les filtres a` re´ponse impulsionnelle finie (Moving Average)
de la forme :
MAn(s) = ρ1 + ρ2s + ... + ρns
n
la relation |MAn(eiω)|2Φu(ω) = 0 implique que MAn(eiω) = 0 [Lju87]
Autrement dit, u(t) sera a` excitation persistante d’ordre n si son spectre Φu(ω) a au moins
n points non nulles dans l’intervalle −π ≤ ω ≤ π. De plus, Φu(ω) > 0, ∀ω.
Il est montre´ par [Lju87] que l’identification correcte d’un syste`me entre´e-sortie (SISO-
Single Input Single Output), mode´lise´ par une fonction de transfert rationnelle, avec un
nume´rateur d’ordre M et un de´nominateur d’ordre N , ne´cessite d’un signal d’entre´e u(t) qui
soit a` excitation persistante d’ordre au moins e´gal a` M +N .
D’un point de vue plus pratique, une excitation persistante d’ordre n peut eˆtre construite,
par exemple, comme la somme de n sinuso¨ıdes de fre´quences diffe´rentes.
En revenant a` la discussion pre´sente´e a` la section 3.2.2, il est inte´ressant de noter que la
condition d’avoir un signal d’entre´e avec 2L + 1 modes revient justement a` ce que ce signal
soit a` excitation persistante pour le syste`me en question.
Les re´sultats de simulation suivants illustrent l’effet du signal d’entre´e dans la performance
de la me´thode. Supposons un syste`me dont la fonction de transfert est donne´e par:
H(s) =
s3 + 9.8s2 + 20.75s + 8.05
s4 + 10.9s3 + 43.34s2 + 88.24s + 95.2
(3.45)
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Nous estimerons ce canal en utilisant une mode´lisation exacte, c’est-a`-dire, F (s) a le meˆme
ordre de H(s), M = 3 et N = 4. Cela repre´sente 8 coefficients a` estimer, ce qui sera fait
en utilisant le syste`me (3.14) avec i = 4, ..., 11 et γ = 6. Les inte´grales (3.43) sont calcule´es
nume´riquement par la me´thode du trape`ze, avec une grille tre`s petite (50000 points). λ a e´te´
conside´re´e e´gale a` 1. Deux signaux d’entre´e diffe´rents seront utilise´s: le premier est un signal
2-PAM, obtenu en utilisant (3.42) et un cosinus sur-e´leve´ avec facteur de roll-off e´gal a` 0.33
et le deuxie`me est le signal non-stationnaire utilise´ dans la section 3.6.7 et montre´ dans la
figure 3.5.
La table 3.1 montre le re´sultat obtenu. Le gain de performance en utilisant un signal non-
stationnaire est clair. Celui-ci permet l’estimation presque exacte du canal. Il faut observer
que le signal u(t) 2-PAM, n’est pas un signal riche. En effet, dans ce cas, u(t) est une
combinaison line´aire d’un meˆme signal, g(t), de´cale´. Ainsi, la dure´e d’une pe´riode symbole
peut ne pas eˆtre suffisante pour exciter tous les modes d’un canal de degre´ e´leve´. Notez
que l’utilisation d’un alphabet A plus grand, ce qui re´sulte dans les modulations A-PAM,
n’ame´liore pas ce sce´nario puisque le nombre de modes de u(t) ne changera pas.
Ze´ros Poˆles
H(s) -0.5 -2.3 -7 -1.2 ± 2i -3.5 -5
signal 2-PAM -0.704 -2.566±6.57i -2.011±1.88i -6.2168 -16.85
signal non-stationnaire -0.4990 -2.3094 -6.9996 -1.2±2.0006i -3.5056 -5.0044
Table 3.1: Effet du signal d’entre´e
De plus, un signal non stationnaire permet l’utilisation d’un temps d’estimation, λ, vrai-
ment tre`s petit pour la convergence des inte´grales. Les figures 3.9 et 3.10 montrent les
re´sultats obtenus, en fonction de λ, en utilisant un signal d’entre´e 2-PAM et un signal d’entre´e
non-stationnaire respectivement. Le canal utilise´ est donne´ par:
H(s) =
s2 − 3.2s− 1.85
s3 + 7.4s2 + 17.44s + 27.2
(3.46)
et il sera estime´ par un F (s) avec M = 2, N = 3. La performance est mesure´e par la norme
L2 de l’erreur, c’est-a`-dire, ‖H(s)− F (s)‖2, de´fini comme:
‖eˆ(s)‖2 = ‖H(s)− F (s)‖2 =
(∫ ∞
0
|e(t)|2dt
)1/2
(3.47)
et e(t) est la re´ponse impulsionnelle du syste`me obtenue en faisant H(s)− F (s).
Nous voyons, ainsi que, pour un signal 2-PAM, il faut un λ e´gal a` 0.5 pour avoir une
bonne estimation, tandis que, avec un signal non-stationnaire, λ e´gal a` 0.1 suffit. Une
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Figure 3.9: ‖H(s) − F (s)‖2 en fonction de
λ, signal d’entre´e 2-PAM
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Figure 3.10: ‖H(s)−F (s)‖2 en fonction de
λ, signal d’entre´e non-stationnaire
estimation plus rapide est toujours plus inte´ressante puisque cela signifie que le signal d’entre´e
va avoir besoin d’eˆtre connu pendant un intervalle de temps aussi tre`s court. Cela nous
permet de classifier la me´thode comme e´tant semi-aveugle. De plus, cette rapidite´ permet
l’imple´mentation de la me´thode en temps re´el.
3.8.2 Le Conditionnement de la Matrice P
D’apre`s (3.14), nous voyons que, plus l’ordre du syste`me H(s) est e´leve´, plus on a des
coefficients a` estimer et plus e´leve´ sera le nombre de de´rivations de l’e´quation du syste`me a`
calculer. Pour cette raison, les valeurs des coefficients de la matrice P tendent a` devenir de
plus en plus faibles avec l’augmentation de l’ordre du syste`me. Ainsi, a` partir d’un certain
moment, les dernie`res lignes peuvent devenir insignifiantes par rapport aux premie`res, ce qui
rend la matrice mal-conditionne´e.
Quelques re´sultats de simulation illustrent le proble`me. En utilisant le signal d’entre´e non-
stationnaire montre´ a` la figure 3.5, nous avons simule´ l’estimation de deux canaux diffe´rents
dont les fonctions de transfert sont donne´es par:
H1(s) =
s3 + 20.5s2 + 101s + 45.5
s5 + 15.9s4 + 101.8s3 + 328.5s2 + 591.8s + 552.2
H2(s) =
s3 + 20.5s2 + 101s + 45.5
s6 + 25.9s5 + 260.8s4 + 1347s3 + 3877s2 + 6470s + 5522
(3.48)
Les parame`tres utilise´s, λ = 1 et γ = 15, ont e´te´ les meˆmes pour les deux cas. L’estimation
a e´te´ faite en mode´lisation exacte, c’est-a`-dire, H1 est estime´ par F1(s) avec M = 3, N = 5
et H2 par F2(s) avec M = 3, N = 6. Les re´sultats obtenus sont montre´s dans les figures 3.11
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et 3.12.
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Figure 3.11: Diagramme des ze´ros et poˆles; ◦
et ×, ze´ros et poˆles de H1(s); ¤ et ∗, ze´ros et
poˆles de F1(s)
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Figure 3.12: Diagramme des ze´ros et poˆles; ◦
et ×, ze´ros et poˆles de H2(s); ¤ et ∗, ze´ros et
poˆles de F2(s)
La de´gradation de la performance avec l’augmentation de l’ordre de H(s) est claire. Pour
l’obtention de F2(s) la matrice P devient mal-conditionne´e et il n’est plus possible de bien
estimer les coefficients.
E´tude de la Matrice P
Comme nous avons vu, par exemple dans la section 3.5, les coefficients de la matrice P
et du vecteur Q sont obtenus par le calcul des inte´grales ite´re´es des signaux:
(−1)i
(γ − 1)!
∫ λ
0
(λ− τ)γ−1τ iy(n)(τ)dτ
ou` λ est l’intervalle d’estimation et y(t) est le signal x(t) ou u(t).
Nous pouvons faire un changement de variable et substituer τ par λτ
λγ+i−n
(−1)i
(γ − 1)!
∫ 1
0
(1− τ)γ−1τ i d
n
dτn
y(λτ)dτ,
ce qui nous permet de mettre l’intervalle d’estimation comme un facteur. En faisant attention
au fait que l’indice i correspond aux lignes de la matrice P et n correspond aux colonnes,
nous pouvons re´e´crire P et Q:
P(λ) = Λ(λ)P˜(λ)Λ˜(λ) Q(λ) = Λ(λ)Q˜(λ) (3.49)
ou`
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Λ(λ) =

λγ 0 · · · 0
0 λγ+1
. . .
...
...
. . . . . . 0
0 · · · 0 λγ+M+N
 ; Λ˜(λ) =

λN 0 · · · · · · · · · 0
0
. . . . . .
...
...
. . . λ
...
... λN
. . .
...
...
. . . . . . 0
0 · · · · · · · · · 0 λN−M

(3.50)
Lorsque λ est diffe´rent de 1, la matrice Λ sera mal-conditionne´e. Ainsi, d’apre`s (3.49),
cette matrice sera une source de mauvais conditionnement pour la matrice P . Une solution
donc pour ame´liorer le conditionnement du syste`me serait la normalisation par Λ.
Utilisation des Polynoˆmes de Jacobi
D’apre`s l’analyse faite dans la section 3.5, ou` nous avons vu qu’il est possible d’utiliser
d’autres bases de fonctions que les monoˆmes (−t)i (ou` i est l’ordre de la de´rive´e) pour ge´ne´rer
le syste`me d’e´quations, nous pouvons essayer d’encore ame´liorer le conditionnement de P˜.
En effet, cela peut eˆtre fait en choisissant une base de fonctions ϕi(t) orthogonale.
En observant que la fonction fi(τ ; t), de´finie dans (3.24), est la fonction de poids associe´e
aux polynoˆmes orthogonaux de Jacobi, P
(α+1,N+1)
i (t) sur [0, 1] [Chi78] (voir annexe A), le
choix le plus logique est d’utiliser la famille des fonctions
ϕi(t) = t
NP
(α+1,N+1)
i (t)
correspondant a` ces polynoˆmes.
Notons que le facteur tN est ici indispensable pour assurer la condition (3.26) qui, en
re´alite´, correspond a` l’e´limination des conditions initiales. Notons aussi que, puisque ces fonc-
tions ϕi sont polynomiales, elles correspondent, dans le domaine fre´quentiel, a` des ope´rateurs
diffe´rentiels line´aires a` coefficients constants (voir annexe A). Il suffit donc, si l’on veut ope´rer
dans le domaine fre´quentiel, de remplacer les de´rivations par rapport a` s par ces ope´rateurs
diffe´rentiels.
L’estimation du syste`me suivant, par exemple
H(s) =
s4 + 33.5s3 + 368.5s2 + 1366s + 595
s6 + 25.9s5 + 265.8s4 + 1426s3 + 4241s2 + 7257s + 6474
en utilisant un signal d’entre´e non-stationnaire et en situation de mode´lisation exacte, n’est
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pas possible par l’ancienne me´thode (de´rivation re´cursive simple) puisque la matrice P sera
nume´riquement singulie`re. Cependant, avec les polynoˆmes de Jacobi, nous obtenons le
re´sultat montre´ dans la figure 3.13. Nous pouvons voir que les poˆles ont e´te´ tre`s bien estime´s
meˆme si cela n’est pas le cas pour les ze´ros. Dans cette simulation nous avons utilise´ λ = 1
et γ = 9.
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Figure 3.13: Diagramme des ze´ros et poˆles, estimation avec les polynoˆmes de Jacobi, M = 4,
N = 6; ◦ et ×, ze´ros et poˆles de H(s); ¤ et ∗, ze´ros et poˆles de F (s)
Nous voyons, donc, que l’utilisation d’une base de fonctions orthogonales nous permet
d’ame´liorer le conditionnement de la matrice et, en conse´quence, la performance de la
me´thode principalement pour l’estimation des syste`mes d’ordre plus e´leve´.
Il faut aussi noter que les fonction ϕi peuvent eˆtre choisis autrement. Ici nous avons donne´
un exemple avec les polynoˆmes de Jacobi.
3.8.3 Mode´lisation Exacte et Sur-Mode´lisation
Les simulations des sections pre´ce´dentes, toujours re´alise´es en condition de mode´lisation
exacte, c’est-a`-dire, avec un F (s) d’ordre e´quivalent a` celui du canal, nous ont montre´ que, si le
signal d’entre´e du syste`me est suffisamment riche et en faisant attention au conditionnement
de la matrice P , la me´thode a une bonne performance.
Le meˆme re´sultat peut eˆtre attendu dans le cas ou` F (s) est sur-mode´lise´e, c’est-a`-dire,
quand son ordre est plus e´leve´ que celui du syste`me. Dans ce cas, l’e´quation diffe´rentielle
correspondant au syste`me (3.12), continue a` eˆtre satisfaite en utilisant le mode`le identifie´
F (s). Quelques exemples de simulation confirment ce re´sultat.
Les tables 3.2 et 3.3 montrent les re´sultats obtenus pour deux exemples diffe´rents. En
ge´ne´ral, les valeurs absolues des parties re´elles des ze´ros et des poˆles en exce`s seront tellement
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e´leve´es que leur effets sur la re´ponse du syste`me seront ne´gligeables. Dans le meˆme temps,
les poˆles et les ze´ros du canal sont identifie´s presque exactement.
Ze´ros Poˆles
H(s) -0.5 -3 -1.2 ± 2i -5
F (s) -0.4934 -2.9866 -1.2±1.99i -5 -939.38
Table 3.2: Estimation du canal faite avec un poˆle en exce`s
Ze´ros Poˆles
H(s) -0.5 -1.2 ± 2i -5
F (s) -0.4991 -170.46 -1.2±1.99i -5 -231.81
Table 3.3: Estimation du canal faite avec un ze´ro et un poˆle en exce`s
Afin de quantifie´ l’erreur de l’approximation obtenue, nous pouvons calculer l’erreur re-
lative donne´e par ‖H(s)−F (s)‖2/‖H(s)‖2 ou` la norme L2 de l’erreur est donne´e par (3.47).
Ainsi, l’erreur relative est e´gale a` 0.0626 pour le premier cas et 0.0066 pour le deuxie`me.
Dans le chapitre 4, nous verrons que ces estimations nous permettent toujours de bien
re´cupe´rer les symboles transmis.
Un autre proble`me rencontre´ est un mode`le identifie´ F (s) avec des poˆles avec parties
re´elles positives. Logiquement, cela rend le syste`me instable. Une fac¸on simple de re´soudre
le proble`me est de les projeter dans le demi-plan gauche, c’est-a`-dire, en inversant leur signe.
Comme l’ordre du syste`me n’est pas tre`s e´leve´, il est possible de les repe´rer facilement. De
toute fac¸on, dans les exemples montre´s ici, cela n’a pas e´te´ ne´cessaire.
3.8.4 Sous-Mode´lisation
Dans une situation de sous-mode´lisation, ou` F (s) a un ordre plus faible que celui du
canal, l’e´quation diffe´rentielle correspondant au syste`me (3.12) ne sera plus satisfaite. Ainsi,
il ne sera pas possible de bien estimer H(s) par la meˆme proce´dure suivie jusqu’ici.
En effet, dans ce cas, nous aurons l’interfe´rence d’autres parame`tres dans la qualite´ de
l’estimation: l’intervalle d’estimation et sa dure´e. Dans le cas a` mode´lisation exacte ou sur-
mode´lise´, nous avons vu, par les simulations montre´s dans la figure 3.4, que les parame`tres de
F (s) deviennent constants et e´gaux a` ceux de H(s) a` partir d’un certain temps d’estimation.
Comme nous verrons ensuite, cela ne sera pas le cas quand le mode`le est sous-mode´lise´.
Prenons un syste`me simple donne´ par:
H(s) =
s + 0.5
s2 + 7s + 10
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Ce syste`me sera estime´ par un F (s) sous-mode´lise´ d’ordre M = 1, N = 1,
F (s) =
b1s + b0
s + a0
de deux fac¸ons diffe´rentes. En premier, nous fixerons l’origine de l’intervalle d’estimation a`
t0 = 0 et nous varierons sa dure´e. En deuxie`me, nous fixerons la dure´e de l’intervalle et nous
varierons son origine.
La figure 3.14 montre l’e´volution des parame`tres de F (s) en fonction du temps d’estimation
dont l’origine est fixe´e a` ze´ro. Le signal d’entre´e e´tait 2-PAM et γ a e´te´ pris e´gal a` 4. Nous
voyons que, diffe´remment du cas a` mode´lisation exacte, maintenant les valeurs des parame`tres
continuent toujours a` varier avec l’augmentation de la dure´e de l’intervalle d’estimation.
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Figure 3.14: E´volution des coefficients du mode`le re´duit en fonction de la dure´e de l’intervalle
d’estimation
La figure 3.15 montre l’e´volution des parame`tres de F (s) quand la dure´e de l’intervalle
d’estimation est fixe et e´gale a` 1, mais son origine varie. La premie`re estimation a utilise´
t0 = 0, la deuxie`me t0 = 1 et ainsi de suite. Une fois de plus, le mode`le obtenu a` chaque
intervalle est diffe´rent.
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Figure 3.15: E´volution des coefficients du mode`le re´duit en fonction de l’intervalle
d’estimation, dure´e constante
Ces deux re´sultats nous permettent d’affirmer que, avec la me´thode propose´e, il est facile
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de repe´rer une situation de sous-mode´lisation. Il suffit d’observer si le mode`le F (s) con-
verge vers une solution ou si ses coefficients continuent toujours a` varier avec l’intervalle
d’estimation et sa dure´e.
Ce comportement nous inspire une autre fac¸on de mode´liser le syste`me, ce qui nous
appellerons “mode´lisation locale”. Cette approche sera de´veloppe´e dans la section 3.9.
3.8.5 Addition de Bruit
Jusqu’a` maintenant, nous avons fait toutes les simulations sans l’addition de bruit. Comme
les perturbations structure´es sont faciles a` e´liminer, ce qui a e´te´ vu dans la section 3.6.6, nous
allons traiter ici le cas des perturbations non-structure´es. Le bruit sera, donc, donne´ par un
processus stochastique blanc et Gaussien. Comme nous avons de´ja` vu, la moyenne de ce
processus peut eˆtre quelconque puisqu’elle repre´sente une perturbation structure´e et fini par
eˆtre annihile´e.
Ainsi, le signal de sortie du canal sera donne´ par :
x(t) =
∫ t
0
u(τ)h(t− τ)dτ + η(t) (3.51)
Avec un signal d’entre´e u(t) module´ en 2-PAM, la variance de η peut eˆtre de´termine´e de
la fac¸on suivante :
ση =
√
1
10
SNR
10
(3.52)
ou` SNR (Signal to Noise Ratio) est le rapport signal a` bruit en de´cibel (dB).
Conside´rons le canal ci-dessous :
H(s) =
s + 0.5
s + 4
(3.53)
Pour analyser les estimations obtenues, nous allons calculer, par des simulations de
Monte Carlo avec 300 re´alisations, la probabilite´ que le ze´ro estime´, z, soit dans l’intervalle
[−0.7,−0.3], centre´ sur la valeur du ze´ro de H(s) (−0.5) et que le poˆle, p, soit dans l’intervalle
[−4.2,−3.7], centre´ sur la valeur du poˆle de H(s) (−4). Autrement dit, nous allons calculer:
P (z ∈ [−0.7,−0.3], p ∈ [−4.2,−3.7]). Cette probabilite´, en pourcentage, est montre´e dans
la figure 3.16. γ a e´te´ pris e´gal a` 4. Cette valeur a e´te´ choisie par simulation, en cherchant le
meilleur re´sultat. Comme les simulations de la section 3.6.7 avaient de´ja` sugge´re´, l’utilisation
d’un intervalle d’estimation plus important ame´liore beaucoup le re´sultat. La simulation
avec λ = 1.3 nous montre que la me´thode peut eˆtre tre`s robuste au bruit, ayant un taux de
re´ussite de plus de 90% meˆme en situation de bruit fort (SNR=5dB).
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Figure 3.16: Taux de re´ussite pour l’estimation avec bruit, modulation 2-PAM
Cependant, avec l’augmentation de l’ordre du canal, la performance se de´grade rapide-
ment. Cela est duˆ au fait que les proble`mes de l’excitation persistante et du conditionnement
de la matrice P interviennent, dans un cas bruite´, de´ja` dans l’estimation des syste`mes d’ordre
moins e´leve´. Par exemple, pour le canal donne´ par la table 3.2, un F (s) avec M = 2 et N = 3,
u(t) e´tant un signal 2-PAM, λ = 1 et un SNR = 60 dB, c’est-a`-dire, dans une situation de
bruit tre`s faible, une des meilleures estimations obtenues est montre´e a` la figure 3.17. Ainsi,
meˆme dans une situation tre`s favorable, le re´sultat de l’estimation n’est pas tre`s satisfaisant.
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Figure 3.17: Diagramme des ze´ros et des poˆles, M = 2, N = 3, SNR = 60 dB; ◦ et ×, ze´ros
et poˆles de H(s); ¤ et ∗, ze´ros et poˆles de F (s)
Un gain de performance peut eˆtre obtenu avec un signal u(t) plus riche, non stationnaire.
Prenons le syste`me :
H(s) =
s + 0.5
s2 + 7s + 10
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ayant un ze´ro z∗ = −0.5 et deux poˆles, p∗1 = −2 et p∗2 = −5. La probabilite´ P (z ∈
[z∗ − 0.5, z∗ + 0.49], p(1) ∈ [p∗1 − 1, p∗1 + 1], p(2) ∈ [p∗2 − 1, p∗2 + 1]) ou` z, p(1) et p(2)
de´signent respectivement le ze´ro et les poˆles du mode`le identifie´ F (s), est montre´ sur la figure
3.18, pour deux cas distincts : le premier ou` u(t) est 16-PAM et le deuxie`me ou` u(t) est non-
stationnaire. Les parame`tres utilise´s pour les deux cas sont les meˆmes sauf pour le calcul des
inte´grales, ou` nous avons utilise´ une grille de 50000 points pour le signal PAM et de 20000
points pour le signal non-stationnaire. De plus, λ a e´te´ pris e´gale a` 1.
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Figure 3.18: Taux de re´ussite pour l’estimation avec bruit, u(t) 16-PAM et non-stationnaire
Nous voyons que, en ge´ne´rale, avec le signal d’entre´e non-stationnaire l’estimation a 20%
plus de re´ussite qu’avec le signal 16-PAM. Par rapport a` la simulation pre´ce´dente (figure
3.16), il est clair que, maintenant, nous avons besoin d’un SNR beaucoup plus e´leve´ pour
avoir une probabilite´ de re´ussite proche de 100%, meˆme si les limites utilise´es pour conside´rer
l’estimation comme bonne sont moins contraignantes.
Cela nous montre que l’utilisation d’un signal plus riche ame´liore le re´sultat mais la
me´thode continue a` eˆtre sensible a` l’addition de bruit. Dans tous les cas, il faut utiliser des
intervalles d’estimation plus larges pour avoir des bons re´sultats.
Il faut aussi noter que, comme nous conside´rons les signaux et les syste`mes en temps
continu, il serait plus repre´sentatif d’utiliser un bruit a` bande e´troite.
3.9 Mode´lisation Locale du Syste`me
L’identification d’un syste`me peut avoir plusieurs utilite´s. Elle permet, par exemple, de
reproduire le comportement entre´e-sortie, de pre´dire ce comportement et de commander le
syste`me. Dans tous ces cas, le mode`le obtenu a` partir de l’identification doit eˆtre e´quivalent
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au syste`me original, du moins par rapport a` certaines caracte´ristiques privile´gie´es. Ainsi,
l’identification est conside´re´e sous un angle global, puisque le mode`le obtenu doit eˆtre toujours
valable. Les estimations/identifications que nous avons faites jusqu’a` maintenant s’incluent
dans ce contexte.
Par contre, parfois il suffit de pouvoir reproduire le comportement entre´e-sortie dans un
court intervalle de temps spe´cifique. Conside´rons les signaux d’entre´e et de sortie montre´s a` la
figure 3.19. Supposons que ce qui nous inte´resse soit la sortie du syste`me dans un intervalle
de temps donne´ [t0, t1] et que nous voulons eˆtre capables de reproduire le comportement
entre´e-sortie dans cet intervalle. Alors, localement, c’est-a`-dire, dans [t0, t1], cela peut eˆtre
fait en utilisant un mode`le simple d’ordre re´duit. Par contre, il ne sera valable que pour
cet intervalle de temps. Ainsi, nous pouvons dire que nous faisons une mode´lisation locale,
contrairement a` l’approche globale que nous avions pre´ce´demment.
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Figure 3.19: Signal d’entre´e et de sortie d’un syste`me d’ordre M = 3 et N = 4
La figure 3.20 illustre cette approche, en utilisant les meˆmes signaux de la figure 3.19. Le
comportement entre´e-sortie du syste`me est estime´ par un mode`le re´duit a` chaque intervalle
d’une pe´riode symbole. Le syste`me original a un ordre M = 3 et N = 4, tandis que le mode`le
re´duit a M = 1 et N = 1. La figure compare les signaux de sorties des mode`les identifie´s,
obtenus toujours a` partir du meˆme signal d’entre´e u(t), avec la sortie du syste`me original,
x(t).
Nous voyons, donc, que les signaux de sortie des mode`les re´duits ne sont proches de x(t)
que dans l’intervalle utilise´ pour leur estimation. De`s que le temps passe et un nouveau
symbole arrive, ces signaux commencent a` s’e´loigner de x(t) et une nouvelle estimation du
syste`me doit eˆtre calcule´e. C’est pour cette raison que nous appelons cette approche de
mode´lisation locale du syste`me.
Supposons que ce mode`le re´duit soit donne´ par G(s) = b1s+b0
s+a0
. En analysant l’e´volution
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Figure 3.20: Signaux de sortie des estimations re´alise´es en utilisant les signaux de la premie`re,
deuxie`me et troisie`me pe´riodes symbole
des parame`tres de G(s) pendant l’estimation, montre´e a` la figure 3.21, nous voyons que
l’intervalle d’une pe´riode symbole peut eˆtre trop longue pour avoir une bonne approximation
avec un ordre si re´duit. Par exemple, dans l’intervalle correspondant a` la premie`re pe´riode
symbole, les coefficients b0 et a0 commencent de´ja` a` diverger a` la fin du processus. Il serait
inte´ressant, donc, de faire l’estimation pendant un intervalle plus court, de dure´e maximale
de 0.5T au lieu de T . La figure 3.22 montre les signaux de sortie obtenus dans ces deux
cas, compare´s au signal de sortie du syste`me original, x(t). Nous pouvons, donc, observer
que la sortie de G(s) obtenue dans [0, 0.5T ] est plus proche de la sortie originale du syste`me
au de´but de l’intervalle, mais elle commence a` s’e´loigner plus rapidement que la sortie de
l’estimation obtenue a` partir de l’intervalle complet. Ainsi, de´pendant de l’application de´sire´e,
une nouvelle estimation pourrait eˆtre faite entre [0.5T, T ].
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Figure 3.21: E´volution des coefficients du mode`le re´duit
Pour la deuxie`me pe´riode symbole, la figure 3.21 nous montre que la fonction de transfert
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Figure 3.22: Signaux de sortie des estimations faites pendant la premie`re ite´ration en utilisant
les intervalles [0, 0.5T ] et [0, T ]
de l’estimation obtenue est toujours instable, ayant un poˆle dans le demi-plan droite, c’est-a`-
dire, a0 est ne´gatif. Ainsi, pour obtenir le re´sultat montre´ a` la figure 3.19, nous avons re´fle´chi
ce poˆle dans le demi-plan gauche. Apre`s cette ope´ration, il faut faire attention parce que
le signal de sortie du nouveau mode`le peut eˆtre inverse´ par rapport au x(t) original, ce qui
serait e´quivalent a` avoir −x(t), et il y a aussi la possibilite´ d’avoir des retards.
Pour le cinquie`me intervalle, ou` le coefficient a0, a` partir d’un certain moment, devient
aussi ne´gatif, il serait inte´ressant de proce´der comme pour la premie`re pe´riode symbole et
faire l’estimation en utilisant un intervalle de temps plus court, de pre´fe´rence plus faible que
0.5T . Ainsi, le syste`me sera encore stable et cela est de´ja` suffisant pour avoir un bon re´sultat,
comme est montre´ dans la figure 3.23.
Pour re´sumer, la figure 3.24 montre l’e´volution des parame`tres estime´s jusqu’a` 0.5T au
lieu de T . Apre`s l’estimation ils sont conside´re´s constants jusqu’a` la fin de l’intervalle. Nous
voyons, donc, que cet intervalle est plus que suffisant pour avoir des bonnes estimations,
parfois meˆme meilleures que celles obtenues en conside´rant tout l’intervalle.
En somme, comme le mode`le utilise´ a un ordre beaucoup plus faible que le syste`me
original, plus l’intervalle de temps pour l’estimation est court, mieux sera le re´sultat de
l’estimation.
Il est important d’observer aussi que la me´thode marche parce qu’elle est alge´brique
et de´terministe, convergeant tre`s rapidement, c’est-a`-dire, dans un intervalle de temps tre`s
court, ce qui permet l’obtention des mode`les qui sont aussi valables pendant des intervalles
de temps courts.
De plus, nous pouvons voir le mode`le obtenu comme e´tant Gt(s), puisqu’il est une fonction
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Figure 3.23: Signal de sortie de l’estimation obtenue pendant la cinquie`me ite´ration, en
utilisant l’intervalle [4T, 4.5T ]
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Figure 3.24: E´volution des coefficients du mode`le re´duit estime´s dans l’intervalle [0, 0.5T ]
dont les coefficients (a0, b0 et b1) sont variables par morceaux dans le temps. C’est justement
la possibilite´ d’adapter constamment ces coefficients qui nous permet d’utiliser un mode`le
d’ordre si re´duit par rapport au syste`me original et encore pouvoir bien mode´liser la relation
entre´e-sortie du syste`me.
Dans le cas d’un syste`me de communication ou` la de´modulation du signal rec¸u est faite
symbole par symbole, cette approche peut eˆtre tre`s inte´ressante puisqu’il suffit d’avoir, a`
chaque pe´riode symbole, un mode`le du canal valable pour l’intervalle en question. Comme
normalement la valeur d’une pe´riode symbole est faible, il est facile d’approcher le comporte-
ment entre´e-sortie du canal par un mode`le d’ordre re´duit dans cet intervalle. De plus, la
connaissance de l’ordre du syste`me original n’est plus ne´cessaire. Cela repre´sente un avan-
tage important puisque l’ordre est une information difficile d’eˆtre disponible au re´cepteur.
Dans le chapitre 4, nous de´velopperons une me´thode de de´modulation base´e sur cette ap-
proche.
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3.10 Interpre´tation de la Me´thode, Cas Sous-Mode´lise´
Comme nous avons vu, quand l’ordre de F (s) est infe´rieur a` celui du syste`me, situation
dite sous-mode´lise´e, une identification au sens litte´ral n’est plus possible. Dans ce cas, la
solution obtenue a` partir de la me´thode propose´e variera avec l’intervalle d’estimation utilise´
et sa dure´e. Dans la suite, nous donnons une interpre´tation de la me´thode d’identification
propose´e, qui permet d’exhiber le sens du proble`me d’approximation sous-jacent, dans un
contexte sous-mode´lise´. Le de´but de l’intervalle d’estimation est fixe´ au temps t0 = 0.
Nous partons du fait que les signaux d’entre´e et sortie, u(t) et x(t), satisfont une e´quation
diffe´rentielle, comme montre´ par l’e´quation (3.4). Pour M et N donne´, F (s), donne´ par
(3.3), peut eˆtre re´e´crite comme :
F (s) =
B(s)
sN − A(s)
ou` B(s) = b0 + b1s + ... + bMs
M et A(s) = a0 + a1s + ... + aN−1sN−1. Ainsi, nous pouvons
de´finir la fonction d’erreur suivante (voir (3.12)) :
eˆ(s) = sN xˆ(s)− {A(s)xˆ(s) +B(s)uˆ(s)} (3.54)
En suivant l’algorithme de´crit dans la section 3.4, les parame`tres inconnus θ = [a0, ..., aN−1,
b0, ..., bM ]
T sont estime´s a` partir de la solution du syste`me line´aire d’e´quations
1
sγ
di
dsi
eˆ(s) = 0, i = N, ..., 2N +M (3.55)
ou` γ > N pour avoir un estimateur strictement propre. Dans le domaine temporel, en
utilisant (3.10), le syste`me donne´ par (3.55) se traduit par :
(−1)i
(γ − 1)!
∫ λ
0
(λ− z)γ−1zie(z)dz = (−1)
iλγ+i
(γ − 1)!
∫ 1
0
w(γ,N+1)(z)z
ie(λz)dz = 0, (3.56)
pour κ = 0, 1, ..., N + M . λ de´signe le temps d’estimation pendant lequel u(t) est connu
au re´cepteur et w(p,q)(t) = (1 − t)p−1tq−1 est la fonction de poids associe´e aux polynoˆmes
orthogonaux de Jacobi, P
(p,q)
κ (t) sur [0, 1] [Chi78]. Pour plus de de´tail sur ces polynoˆmes,
voir annexe A.
Ainsi, en posant e(λz) = eλ(z), z ∈ [0, 1], la restriction de la fonction d’erreur e(t) sur
l’intervalle d’estimation [0, λ], le syste`me (3.56) se rame`ne a`
〈eλ(z), P (γ,N+1)κ (z)〉wγ,N+1 = 0, κ = 0, 1, ..., N +M (3.57)
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Il suffit, ainsi, d’annuler le produit interne entre eλ(z) et P
(γ,N+1)
κ (t). Conside´rons main-
tenant, en vertu du the´ore`me d’approximation de Weierstrass [Riv74], le de´veloppement de
eλ(z) selon
eλ(z) =
L∑
k=0
εkP
(γ,N+1)
κ (z) (3.58)
ou` chaque coefficient εk est, d’apre`s (3.54), de la forme
εk = Y
(λ)
k − ̺k(θ),
avec ̺k(θ) e´tant une combinaison line´aire des parame`tres θ, i.e., ̺k(θ) = p
t
kθ. Avec le
de´veloppement (3.58), le syste`me (3.57) devient
Y
(λ)
k = p
t
kθ
Ainsi, on distingue plusieurs cas de figures:
1. Le temps d’estimation λ est tel que l’erreur eλ(z) peut eˆtre approche´e avec une erreur
ne´gligeable par un polynoˆme de degre´ L < N + M . Dans ce cas, l’ordre de F (s) est
plus e´leve´ que le ne´cessaire. Ainsi, nous sommes dans une situation de sur-mode´lisation
par rapport au temps d’estimation (voir section 3.9). D’autre part, il est important de
souligner que nous sommes en sous-mode´lisation par rapport a` l’ordre du vrai syste`me.
Dans ce cas, le syste`me (3.57) prend la forme
2. Le temps d’estimation λ est tel que eλ(z) ne peut eˆtre approche´e avec une erreur
ne´gligeable que par un polynoˆme de degre´ L > N + M . Dans ce cas, une bonne
approximation ne serait atteinte qu’avec un F (s) d’ordre plus e´leve´. Ainsi, nous
sommes dans une situation de sous-mode´lisation par rapport au temps d’estimation.
Le de´veloppement (3.58) prend la forme:
eλ(z) =
[
P
(γ,N+1)
0 (z) · · · P (γ,N+1)N+M (z)
... P
(γ,N+1)
N+M+1(z) · · · P (γ,N+1)L (z)
] Q−Pθ. . . . . . . . . . .
Q∞ − P∞θ

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et, en estimant θ par Q−Pθ = 0, on obtient une erreur re´siduelle donne´e par
‖eλ(z)‖w(γ,N+1) = ‖Q∞ −P∞P−1Q‖
Dans ce cas l’estimation peut eˆtre ame´liore´e en augmentant l’ordre de F (s) ce qui
signifie l’augmentation du nombre d’e´quations.
3. Le temps d’estimation λ est tel que eλ(z) peut eˆtre approche´e avec une erreur ne´gligeable
par un polynoˆme de degre´ L = N + M . Dans ce cas, meˆme si l’ordre choisi pour le
mode`le F (s) est insuffisant (en rappelant que nous sommes dans une situation de sous-
mode´lisation), la sortie du syste`me peut eˆtre parfaitement de´crite par une e´quation
diffe´rentielle dans l’intervalle de temps correspondant au temps d’estimation λ. Dans
cet intervalle, la re´ponse impulsionnelle du mode`le co¨ıncide avec celle du syste`me.
Cela justifie l’approche de la mode´lisation locale et les re´sultats obtenus dans la section
3.9.
3.11 Identification Autodidacte d’un Syste`me SIMO
La me´thode d’identification pre´sente´e ici peut eˆtre facilement e´tendue pour le cas d’estima-
tion aveugle d’un syste`me SIMO (mode`le pre´sente´ a` la figure 3.1) quand utilise´e conjointement
avec la technique de´veloppe´e par [LXT93, VKTB98, XLTK95]. Pre´sente´e a` la section 3.2,
cette technique est fonde´e sur le fait que, dans un syste`me SIMO, les sorties sont corre´le´es
vu qu’elles re´sultent d’un meˆme signal d’entre´e. Certes, la me´thode propose´e par [LXT93,
VKTB98] travaille avec un mode`le discret du syste`me en question. La modification pour
arriver a` un mode`le en temps continu est directe.
Le signal de sortie xi(t) du i-e`me canal sera donne´ par:
xi(t) =
∫ t
0
u(τ)hi(t− τ)dτ
L’e´quation (3.1), dans le temps continu, est e´quivalente a` la substitution de n par t. Elle
peut aussi eˆtre re´e´crite de la fac¸on suivante :
Hj(s)xˆi = Hj(s) (Hi(s)xˆi) = Hi(s) (Hj(s)xˆi) = Hi(s)xˆj (3.59)
ou` Hj = Bj/Aj, Bj et Aj e´tant des polynoˆmes en s. De fac¸on ge´ne´rale, nous pouvons e´crire:
Ajxˆj = Bjuˆ (3.60)
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Les e´quations (3.59) et (3.60) nous permettent d’arriver a` la relation suivante :
Bi(s)Aj(s)xˆj −Bj(s)Ai(s)xˆi = 0 (3.61)
Faisons donc
Cij = c
ij
0 + c
ij
1 s + ... + c
ij
Mi+Nj
sMi+Nj = Bi(s)Aj(s), i, j = 0, ..., K, i 6= j (3.62)
ou` K est le nombre de canaux du syste`me et Mj et Nj sont les ordres du nume´rateur et du
de´nominateur du j-ie`me canal.
Les coefficients Cij pourront eˆtre estime´s en appliquant la me´thode de´veloppe´e dans la
section 3.4 a` l’e´quation (3.61). La diffe´rence est qu’au lieu d’utiliser les signaux u et x,
maintenant nous allons utiliser xi et xj. (3.61) sera donc de´rive´e re´cursivement par rapport a`
la variable s jusqu’a` ce qu’on ait un syste`me avec le meˆme nombre d’e´quations et d’inconnus.
Les e´quations du syste`me seront divise´es par sγ, pour n’avoir que des ope´rateurs propres,
ou` maintenant γ sera donne´ par le maximum parmi {Mj + Ni,Mi + Nj}. Il faut noter que,
pour avoir un syste`me line´airement identifiable, nous avons besoin d’une restriction sur les
vecteurs Cij. Nous pouvons donc faire c
ij
Mi+Nj
= 1, ce qui signifie avoir biM = 1 et a
j
N = 1 ou
conside´rer bM connu. Ainsi, avoir juste la restriction aN = 1 ne suffit plus.
Prenons un exemple simple avec K = 3. Les estimations des fonctions de transferts seront
mode´lise´es comme :
F0 =
1
a00 + s
, F1 =
b10 + s
a10 + a
1
1s + a
1
2s
2 + s3
, F2 =
b20 + s
a20 + a
2
1s + s
2
(3.63)
En utilisant (3.61), nous aurons 3 e´quations a` re´soudre :
(
c100 + c
10
1 s + s
2
)
xˆ0 −
(
c010 + c
01
1 s + c
01
2 s
2 + s3
)
xˆ1 = 0(
c200 + c
20
1 s + s
2
)
xˆ0 −
(
c020 + c
02
1 s + s
2
)
xˆ2 = 0(
c210 + c
21
1 s+ c
21
2 s
2 + c213 s
3 + s4
)
xˆ1 −
(
c120 + c
12
1 s + c
12
2 s
2 + s3
)
xˆ2 = 0
Ces e´quations peuvent eˆtre re´e´crites comme :
s2xˆ0 − s3xˆ1 = −c100 xˆ0 − c101 sxˆ0 + c010 xˆ1 + c011 sxˆ1 + c012 s2xˆ1
s2xˆ0 − s2xˆ2 = −c200 xˆ0 − c201 sxˆ0 + c020 xˆ2 + c021 sxˆ2
s4xˆ1 − s3xˆ2 = −c210 xˆ1 − c211 sxˆ1 − c212 s2xˆ1 − c213 s3xˆ1 + c120 xˆ2 + c121 sxˆ2 + c122 s2xˆ2
Ainsi, chacune de ses e´quations sera traite´e se´pare´ment, chacune menant a` un syste`me
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d’e´quations diffe´rent obtenu a` partir des de´rivations par rapport a` s.
Une fois qu’on ait identifie´ tous les vecteurs Cij, i, j = 0, 1, 2, i 6= j, nous pouvons
appliquer la technique de´veloppe´e par [VKTB98] pour re´cupe´rer les Bis et Ais. A` partir
de (3.62), nous pouvons voir le proble`me comme e´tant un cas spe´cial d’identification d’un
syste`me multi-canaux RIF, comme illustre´ a` la figure 3.25. Par exemple, si on suit le mode`le
Figure 3.25: Syste`me MIMO particulier
(a), le vecteur ai = [a
i
0 a
i
1 ... a
i
N−1 1], forme´ par les coefficients de Ai(s), sera conside´re´
comme la se´quence d’entre´e de deux “canaux” dont les fonctions de transfert seront donne´es
par bj et bk, forme´s par les coefficients de Bi(s) et Bj(s), avec i 6= j, k. Nous pouvons donc
e´crire, de fac¸on e´quivalente a` (3.61),
B2C10 −B1C20 = 0
B2C01 −B0C21 = 0 (3.64)
B1C02 −B0C12 = 0
Ici, chaque e´quation repre´sente un syste`me line´aire qui permet la de´termination des Bis,
ce qui repre´sente la solution traditionnelle d’un proble`me multi-canaux RIF [XLTK95]. Le
mode`le (b) de la figure 3.25 inverse les roˆles de a et b.
Toutefois, le choix entre les mode`les (a) et (b) ne peut pas eˆtre fait sans attention, vu
que seulement un des deux mode`les aura une solution unique. Le fait que le syste`me (3.64)
est sous ou sur-de´termine´ ne de´pend que des valeurs de M , N et K. En effet, en choisissant
le vecteur a ou b le plus petit pour eˆtre le “canal” est une condition suffisante (pas toujours
ne´cessaire), pour avoir un syste`me d’e´quations sur-de´termine´ [VKTB98]. Ainsi, si les canaux
sont propres, nous devrons utiliser le mode`le (a). Une fois que les vecteurs Bi ont e´te´
de´termine´s a` partir de (3.64), les Ai peuvent eˆtre identifie´s en utilisant (3.62). Avec ce
mode`le, les Bi doivent eˆtre premiers entre eux pour garantir l’unicite´ de la solution obtenue.
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Il faut aussi noter que les nume´rateurs et de´nominateurs ne peuvent eˆtre re´cupe´re´s a`
partir des Cij que si K est supe´rieur a` deux. En effet, si il n’y a que deux canaux, il n’est pas
possible d’obtenir un syste`me (3.64) sur-de´termine´ quelques soient les valeurs de M et N .
Pour illustrer, nous avons simule´ un cas tre`s simple d’un syste`me avec 3 canaux, ou` ceux-ci
sont donne´s par :
H1 =
1
s+ 2
, H2 =
s + 0.5
s3 + 9.4s2 + 22.24s + 38.08
, H3 =
s + 3
s2 + 14.7s + 47
(3.65)
La table 3.4 montre les valeurs correctes des vecteurs Cij, i, j = 0, 1, 2, i 6= j et les valeurs
estime´es en conside´rant l’ordre des canaux connus, sans addition de bruit. γ a e´te´ pris e´gal
a` 6. Le signal d’entre´e e´tait non stationnaire et donne´ par la figure 3.5.
Valeurs Exactes Valeurs Estime´es
C12 [1.00 9.40 22.24 38.08] [1.00 9.40 22.24 38.08]
C21 [1.00 2.50 1.00] [1.00 2.50 1.00]
C13 [1.00 14.70 47.00] [1.00 14.70 46.99]
C31 [1.00 5.00 6.00] [1.00 5.00 6.00]
C23 [1.00 15.20 54.35 23.50] [1.00 15.04 53.59 25.97]
C32 [1.00 12.40 50.44 104.80 114.24] [1.00 12.24 50.10 104.06 114.47]
Table 3.4: Estimation des vecteurs Cij
Comme nous pouvons voir, les valeurs ont e´te´ tre`s bien estime´es, ce qui permet de
re´cupe´rer les Bis et Ais presque exactement.
3.12 Conclusion
Dans ce chapitre nous avons pre´sente´ une nouvelle technique d’identification de syste`mes
mode´lise´s comme des fonctions de transfert rationnelles. La technique est fonde´e sur une nou-
velle the´orie base´e sur l’alge`bre diffe´rentielle et le calcul ope´rationnel. Une des caracte´ristiques
principales de cette nouvelle me´thode est le fait de conside´rer le mode`le du syste`me en temps
continu, ce qui est tre`s peu usuel dans la litte´rature. Avec un tel mode`le, la me´thode apporte
des avantages :
• nous n’avons pas besoin de connaˆıtre les caracte´ristiques statistiques des signaux
• la me´thode n’est pas une optimisation d’un crite`re. Alors, elle ne repose pas sur la
recherche d’un extremum d’une surface d’erreur. Il n’y a donc pas de proble`mes de
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convergence et encore moins de convergence vers des extrema locaux
• la me´thode peut eˆtre tre`s rapide, ce qui permet une imple´mentation en ligne.
Nous avons montre´ que la me´thode a une bonne performance aussi en condition de sur-
mode´lisation. Par contre, deux proble`mes peuvent de´grader sa performance: le mauvais
conditionnement de la matrice P et le signal d’entre´e, qui doit eˆtre a` excitation persistante.
Principalement avec l’addition de bruit, si le signal d’entre´e n’est pas suffisamment riche, la
perte de performance devient importante.
L’analyse des me´thodes pour essayer d’ame´liorer ce sce´nario nous a montre´ que, princi-
palement avec un signal d’entre´e non-stationnaire, il est possible d’avoir des gains de per-
formance importants. De plus, l’utilisation des polynoˆmes de Jacobi dans l’obtention du
syste`me d’e´quations, ame´liore conside´rablement le conditionnement de la matrice P .
A` part cela, nous avons montre´ que, dans une situation sous-mode´lise´e, le mode`le obtenu
de´pend aussi de l’intervalle d’estimation et de sa dure´e. Ainsi, F (s) aura des coefficients qui
varient en fonction de λ, ce qui facilite la de´tection de la sous-mode´lisation. Ce comportement
sugge`re la possibilite´ de re´aliser une mode´lisation locale du syste`me. Dans ce cas, il est
possible d’utiliser des mode`les d’ordre re´duit pour mode´liser le comportement entre´e-sortie
pendant un intervalle de temps court. Le grand avantage de cette me´thode quand applique´e
au proble`me de l’e´galisation, en plus de sa simplicite´, est que le re´cepteur n’a plus besoin de
la connaissance de l’ordre du canal, information qui normalement n’est pas disponible.
Enfin, nous avons e´tendu la me´thode pour l’estimation d’un syste`me SIMO, en l’utilisant
conjointement avec la technique de´veloppe´e par [VKTB98]. Dans ce cas, la me´thode est
aveugle mais il faut que le syste`me ait au moins 3 canaux pour permettre la re´cupe´ration
correcte de tous les nume´rateurs et de´nominateurs.
Dans le prochain chapitre, nous utiliserons les estimations des canaux obtenues ici pour
de´moduler le signal rec¸u, de fac¸on a` re´cupe´rer les symboles transmis. Cela sera fait de deux
fac¸ons diffe´rentes: en utilisant les mode`les qui de´pendent d’une bonne estimation de l’ordre
du canal et en utilisation l’approche de mode´lisation locale.
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Chapitre 4
Me´thodes d’E´galisation
En appliquant la me´thode de´veloppe´e au proble`me de l’e´galisation, une fois que le canal a
e´te´ estime´, cette information peut eˆtre utilise´e pour re´cupe´rer les symboles transmis. Dans ce
chapitre, nous allons pre´senter deux techniques de de´modulation. Dans la premie`re, qui peut
eˆtre imple´mente´e dans le domaine fre´quentiel ou temporel, les symboles sont re´cupe´re´s par
l’utilisation d’une formule explicite, ce qui rend la me´thode tre`s simple et rapide. Toutefois,
pour une bonne performance, il faut avoir une bonne estimation de la fonction de transfert
du canal. A` partir de ce que nous avons vu dans le chapitre 3, cela n’est possible que quand le
re´cepteur a une bonne approximation de l’ordre du canal, information qui n’est pas toujours
disponible.
Pour cette raison, nous proposons aussi une deuxie`me me´thode, ou` l’estimation a priori
de la fonction de transfert du canal n’est pas ne´cessaire. Les symboles sont, alors, identifie´s
directement. Cette me´thode est base´e sur une mode´lisation locale du canal, faite pendant
un court intervalle de temps et en utilisant un mode`le simple d’ordre re´duit.
4.1 Introduction
Dans l’e´galisation comme dans l’identification des syste`mes, les me´thodes alge´briques
et de´terministes peuvent apporter des avantages. Par exemple, dans le cas des e´galiseurs
autodidactes, les me´thodes classiques base´es sur les statistiques de second ordre ou d’ordre
supe´rieur peuvent avoir des performances qui se de´gradent a` cause des courtes se´quences
d’e´chantillons disponibles, qui ne suffisent pas pour la convergence des algorithmes. En
essayant de re´soudre ce proble`me, plusieurs me´thodes alge´briques et de´terministes ont e´te´
de´veloppe´es ces dernie`res anne´es [LX95, GT99]. Comme toujours, le traitement est fait avec
les mode`les des syste`mes en temps discret.
Dans ce chapitre nous allons proposer deux techniques d’e´galisation du signal rec¸u. Le
97
98 Le proble`me de l’e´galisation
syste`me continuera a` eˆtre traite´ en temps continu, ce qui nous permet d’exploiter directement
de la forme d’onde connue des signaux.
La premie`re me´thode a besoin d’une estimation a priori de la fonction de transfert du
canal, ce qui sera fait en utilisant la me´thode de´veloppe´e dans le chapitre 3. Elle n’est pas une
technique aveugle puisqu’une courte se´quence d’apprentissage est ne´cessaire pour l’estimation
du canal. Toutefois, la re´cupe´ration des symboles est faite par une formule explicite, ce qui
a l’avantage d’eˆtre une me´thode simple et rapide. De plus, elle peut eˆtre imple´mente´e dans
le domaine fre´quentiel ou temporel, ce qui me`ne a` des performances diffe´rentes, comme nous
verrons dans la section 4.4.
Afin d’e´liminer le proble`me pose´ par l’ordre du canal qui est inconnu au re´cepteur, et qui
est ne´cessaire pour l’estimation de sa fonction de transfert, nous proposons une deuxie`me
me´thode d’e´galisation qui ne ne´cessite pas de cette information. La me´thode de´veloppe´e
ressemble beaucoup a` la me´thode d’estimation du canal, mais elle permet l’identification des
symboles directement. Comme la de´modulation est faite symbole par symbole, la me´thode
est base´e sur une mode´lisation locale du canal. Cela nous permet d’utiliser un mode`le sim-
ple d’ordre re´duit. La me´thode continue a` eˆtre semi-aveugle puisqu’une courte se´quence
d’apprentissage, de l’ordre de 2 symboles, est ne´cessaire. Cependant, l’apprentissage n’est
pas destine´ a` l’estimation du canal, mais a` la de´modulation des symboles directement, comme
nous verrons dans la section 4.5.
Les me´thodes seront teste´es par des simulations pour la de´modulation des signaux 2-PAM
(Pulse Amplitude Modulation) et QPSK (Quadrature Phase Shift Keying).
4.2 Le Proble`me de l’E´galisation
4.2.1 La Chaˆıne de Communication
Le sche´ma suivant repre´sente une chaˆıne de communication nume´rique :
Codage
A/N Modulation Canal De´modulation
✲ ✲ ✲✲ ✲
v(t) u(t) x(t)
{νn}
ν˜n
Le signal continu a` transmettre, v(t), est d’abord e´chantillonne´ a` un rythme Fe = 1/T ,
ou, autrement dit, a` la cadence des symboles, ou` T de´signe la pe´riode symbole. Le train
binaire re´sultant est de´coupe´ en paquets de D bits puis code´ en une suite de symboles {νn},
pris dans un alphabet compose´ de A = 2D entre´es. Plus A est grand, plus le de´bit binaire
est e´leve´.
La modulation consiste a` coder la suite de symboles en un signal continu pouvant transiter
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a` travers le canal. En bande de base, ce signal est donne´ par:
u(t) =
n∑
k=0
νkg(t− kT ) (4.1)
ou` g(t) est l’impulsion de mise-en-forme du signal et nT ≤ t < (n + 1)T .
Ce signal, u(t), sera, donc, transmis a` travers d’un canal mode´lise´ par une fonction de
transfert rationnelle H(s). Ce canal distord le signal transmis, notamment, introduisant de
l’interfe´rence entre symboles (IES). Cette interfe´rence est re´sultat de l’e´talement temporel
des impulsions g(t) transmises, duˆ a` l’ine´vitable limitation en largeur de bande du canal. De
plus, celui-ci peut aussi introduire du bruit. Ainsi, pour re´cupe´rer l’information originale,
i.e., les symboles, a` partir du signal rec¸u a` la sortie du canal, x(t), il faut l’utilisation d’un
re´cepteur, appele´ e´galiseur. Le but de ce dispositif est de traiter le signal rec¸u pour e´liminer
l’IES et re´cupe´rer les symboles e´mis correctement.
Dans les simulations qui suivent, g(t) continuera a` eˆtre donne´ par un cosinus sur-e´leve´ de
support e´gal a` 5T . Ainsi, la correcte estimation du canal exige une se´quence d’apprentissage
de 5 symboles.
4.2.2 E´tat-de-l’Art
La fac¸on la plus traditionnelle d’e´galiser un syste`me est en utilisant ce qu’on appelle
e´galisation supervise´. Dans l’e´galisation supervise´, le re´cepteur connaˆıt une se´quence des
symboles e´mis et il l’utilise pour de´terminer les coefficients du filtre de re´ception. Cela est
fait en optimisant un crite`re d’erreur, le plus re´pandue e´tant celui de l’erreur quadratique
moyenne. Ce crite`re est a` l’origine du tre`s connu filtrage de Wiener et des algorithmes
du gradient descendent comme le LMS. Ponde´re´ par un facteur, il est aussi a` l’origine de
l’algorithme des moindres carre´s [Hay96].
Cependant, le fait d’avoir besoin d’une se´quence d’apprentissage peut eˆtre un inconve´nient.
Dans un syste`me du type broadcast, par exemple, ou` plusieurs re´cepteurs se connectent
a` un meˆme e´metteur, il est impossible a` celui-ci d’arreˆter la transmission a` chaque fois
qu’un nouveau utilisateur se connecte, pour transmettre la se´quence d’apprentissage. Ainsi,
des me´thodes d’e´galisation semi-aveugle et aveugle ont commence´ a` eˆtre de´veloppe´es. Les
me´thodes semi-aveugles utilisent des se´quences d’apprentissage tre`s courtes, tandis que les
me´thodes aveugles n’ont acce`s, en aucun moment, au signal e´mis. Dans ce dernier cas,
les me´thodes sont base´es sur des crite`res plus complexes, incluant souvent des statistiques
d’ordre supe´rieures (SOS) ou cyclostationnaires des signaux. Dans le premier cas, les crite`res
les plus connus sont le crite`re de Godard, qui est a` l’origine du algorithme CMA et celui
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de Shalvi-Weinstein, qui est une simplification du crite`re de Benveniste et qui re´sulte dans
l’algorithme super-exponentiel [Hay00]. En ce qui concerne l’exploitation des caracte´ristiques
cyclostationnaires, l’e´tude a commence´ avec Gardner [Gar94]. Ces me´thodes ont un avan-
tage important par rapport a` celles base´es sur des SOS, puisqu’elles convergent avec moins de
donne´es, c’est-a`-dire, plus rapidement. Un des inconve´nients bien connu de ces me´thodes est
la possibilite´ de convergence vers des minima locaux. De plus, meˆme si elles sont conside´re´es
aveugles dans le sens ou` elles ne connaissent pas le canal ou le signal d’entre´e, elles supposent
toujours la connaissance de certaines caracte´ristiques statistiques de ce signal.
Ces dernie`res anne´es, quelques me´thodes de´terministes ont aussi e´te´ propose´es. Toutes ces
me´thodes conside`rent des syste`mes SIMO ou, de fac¸on e´quivalente, le sur-e´chantillonnage du
signal rec¸u. Par exemple, [LX95] de´veloppe une me´thode aveugle d’estimation des symboles
base´e sur les proprie´te´s du sous-espace de signal et du sous-espace nul d’un syste`me SIMO.
L’article n’analyse pas la question du bruit. En [GT99], la meˆme technique de [LXT93],
montre´e dans la section 3.11, est utilise´e pour identifier directement les e´galiseurs au lieu des
canaux. Cependant, dans le cas bruite´, la me´thode se complique revenant a` minimiser un
crite`re d’erreur. De plus, ce crite`re de´pend du calcul des espe´rances des signaux, ce qui exige
une feneˆtre temporelle conside´rable pour une bonne estimation.
Toutes ces me´thodes ont une caracte´ristique en commun: les signaux et les syste`mes sont
traite´s en temps discret. En travaillant dans le temps continu, nous allons eˆtre capables
d’exploiter la connaissance de la forme de g(t) pour proposer une me´thode alge´brique et
de´terministe, tre`s rapide et simple d’eˆtre calcule´e. La me´thode peut eˆtre classifie´e comme
semi-aveugle, duˆ au besoin d’une courte se´quence d’apprentissage. Dans ce qui suit, nous
proposerons des me´thodes de de´modulation en utilisant l’information sur le canal obtenue de
l’application de la technique du chapitre 3.
4.3 Validite´ du Mode`le de Canal par Fonction de Trans-
fert Rationnelle
Avant de pre´senter les me´thodes de de´modulation, il serait inte´ressant d’e´tudier la perti-
nence de l’utilisation d’un mode`le de canal base´ sur des fonctions de transfert rationnelles.
Comme nous sommes habitue´s, en traitement du signal, a` travailler avec la re´ponse im-
pulsionnelle discre`te des canaux, la question qui peut se poser est si le mode`le par fonction
rationnelle arrive a` bien approcher les canaux re´els ou ceux utilise´s souvent dans la litte´rature.
Notons que cette question de la pertinence du mode`le RII a de´ja` e´te´ pose´e dans la litte´rature,
a` propos du proble`me de l’annulation d’e´chos acoustiques en te´le´confe´rence [Mbo92].
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Si l’on s’en tient a` l’interpre´tation physique (superposition de trajets multiples avec des
atte´nuations et des retards diffe´rents) habituellement donne´e au phe´nome`ne de propagation
dans les canaux de communication mobiles, on peut difficilement justifier la pre´sence de poˆles
dans la mode´lisation de tels canaux. Cependant, notre objectif est simplement d’avoir une
description mathe´matique du comportement global entre´e-sortie de ces canaux.
L’e´tude de quelques exemples nous donne raison, mais il faut tenir compte de certain
de´tails. Il n’est pas possible d’approcher, par une fonction rationnelle, un canal discret RIF
qui introduit un retard conside´rable, comme, par exemple, celui montre´ a` la figure 4.1. Cela
est duˆ au fait qu’un tel retard s’exprime, dans le domaine de la transforme´e de Laplace, par la
multiplication de la fonction de transfert par e−trs, ou` tr est le retard. Comme cette fonction
n’est pas rationnelle, l’approximation devient impossible.
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Figure 4.1: Re´ponse impulsionnelle d’un canal avec retard initial
Pour trouver une fonction de transfert rationnelle en temps continu qui soit une bonne
approximation d’un canal en temps discret, avec une re´ponse impulsionnelle donne´e par des
coefficients re´els, nous avons suivi la proce´dure ci-dessous:
• Calcul de la re´ponse en fre´quence du canal discret.
• Recherche d’une fonction de transfert rationnelle en temps continu qui approche cette
re´ponse, en minimisant ‖b − RHa‖2 ou` RH est la re´ponse en fre´quence souhaite´e et
b et a sont les vecteurs des coefficients du nume´rateur et du de´nominateur du filtre
recherche´ pour un ordre M et N donne´. Il est clair qu’il faut tenir compte du fait que
la re´ponse en fre´quence du canal de de´part sera donne´e en fonction des radians par
e´chantillon, tandis que la re´ponse en fre´quence de la fonction de transfert recherche´e
sera donne´e en fonction des radians par seconde.
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• Nous retiendrons le filtre correspondent a` un ordre M et N minimal qui donne des
re´sultats satisfaisants, c’est-a`-dire, avec une re´ponse en fre´quence semblable a` l’originale.
Partons donc d’un canal obtenu a` partir de mesures re´elles. Nous avons pris la partie re´elle
des coefficients du canal nume´ro 1 de la base de donne´es de Cornell (disponible sur internet a`
l’adresse http://bard.ece.cornell.edu/downloads) et nous avons coupe´ sa re´ponse impulsion-
nelle pour que le coefficient le plus puissant soit le premier, c’est-a`-dire, pour e´liminer le
retard initial. La re´ponse impulsionnelle du canal conside´re´ est montre´e dans la figure 4.2.
Ce canal a e´te´ obtenu avec un taux d’e´chantillonnage de T/2, ce qui correspond a` deux fois
la cadence des symboles.
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Figure 4.2: Re´ponse impulsionnelle du canal conside´re´
En suivant la proce´dure de´crite ci-dessus, nous obtenons la fonction de transfert rationnelle
suivante:
G(s) =
1.075s4 + 6.084s3 + 50.84s2 + 118.1s+ 304.8
s4 + 7.614s3 + 47.78s2 + 113.3s + 279.2
La figure 4.3 compare les re´ponses en fre´quence du canal de de´part et de G(s), tandis
que la figure 4.4 montre la sortie de ces canaux, pour un meˆme signal d’entre´e. Le signal
d’entre´e utilise´ e´tait un bruit blanc. Nous pouvons donc conclure que le canal RIF discret
conside´re´ peut eˆtre bien approche´ par une fonction de transfert en temps continu, G(s), avec
des valeurs d’ordre du nume´rateur et du de´nominateur raisonnables.
Ensuite nous avons suivi la meˆme proce´dure pour le canal sugge´re´ par [Pro95] (item c,
page 616), dont la re´ponse impulsionnelle, e´chantillonne´e a` la cadence des symboles, est
donne´e par h(n) = [0.227 0.460 0.688 0.460 0.227]. Notez que ce canal introduit un retard
de deux pe´riodes symbole, mais nous verrons que, comme ce retard n’est pas tre`s important,
nous arrivons a` bien l’approcher par une fonction de transfert rationnelle.
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Figure 4.4: Signal de sortie des canaux
La fonction de transfert en temps continu, obtenue comme une approximation de la
re´ponse en fre´quence de h(n), est:
G(s) =
1.135s4 + 0.03706s3 + 10.61s2 + 0.2848s + 24.64
s5 + 3.498s4 + 12.75s3 + 22.29s2 + 25.05s+ 12.07
Les figures 4.5 et 4.6 montrent les re´ponses en fre´quences des deux filtres et le signal de
sortie obtenu a` partir du filtrage par chacun des deux canaux. Encore une fois, nous pouvons
voir que G(s) est une bonne approximation de h(n).
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Figure 4.5: Re´ponses en fre´quence de h(n)
et de G(s)
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Figure 4.6: Signal de sortie des canaux
Ces exemples montrent que l’on peut mode´liser correctement des canaux de communi-
cations mobiles a` l’aide de fonctions de transfert rationnelles. Il est vrai que parfois cette
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mode´lisation peut eˆtre difficile, comme dans les cas des canaux qui introduisent des retards,
mais cela ne diminue pas l’inte´reˆt d’utiliser un tel mode`le, puisqu’il permet la repre´sentation
d’une grande quantite´ de filtres.
4.4 De´modulation en Utilisant l’Estimation de la Fonc-
tion de Transfert du Canal
Une fois que nous avons une bonne estimation du canal (chapitre 3), il faut encore
de´moduler le signal rec¸u pour re´cupe´rer les symboles transmis. La figure 4.7 montre le
syste`me complet en question. Pour le moment, nous conside´rons une communication sans
bruit.
Figure 4.7: Mode`le du syste`me
Si le canal est de phase minimale, il suffit d’utiliser l’inverse de F (s) comme e´galiseur. Si
F (s) est une bonne approximation de H(s), nous aurons, comme syste`me e´quivalent:
G(s) = H(s)
1
F (s)
≈ H(s) 1
H(s)
= 1
Cette solution repre´sente une e´galisation “forc¸age a` ze´ro”. L’e´chantillonnage de la sortie au
meˆme de´bit que la transmission des donne´es (en conside´rant une synchronisation e´metteur-
re´cepteur parfaite) permet de re´cupe´rer directement les symboles.
Cependant, si le canal est de phase non minimale le proble`me se complique, car l’inverse
de F (s) ne sera pas causale. En effet, les ze´ros qui ont une partie re´elle positive deviendront
des poˆles instables. Nous proposons, donc, d’exploiter, outre F (s), la forme connue du signal
en temps continu. Cela peut eˆtre fait de deux fac¸ons : dans le domaine fre´quentiel, comme
pour l’estimation du canal, ou directement dans le domaine temporel.
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4.4.1 Domaine Fre´quentiel
On s’interesse au signal rec¸u dans l’intervalle de temps [nT, (n + 1)T ]. Si H(s) de´signe
la fonction de transfert du canal, alors l’analogue fre´quentiel (ope´rationnel) de ce signal est
xˆ(s) = H(s)
∑n
k=0 νkgˆk(s) ou` gˆk(s) est la transforme´e de Laplace de g(t − kT ), g(t) e´tant
l’impulsion de mise-en-forme du signal. Dans la suite, on remplace H(s) par son estimation,
F (s), obtenue dans le chapitre 3. Le signal rec¸u ˆ˜x(s), exprime´ dans le domaine fre´quentiel,
est alors mode´lise´ par
ˆ˜x(s) = F (s)
n∑
k=0
νkgˆk(s) (4.2)
Notre but maintenant est d’identifier les symboles transmis, νk. Dans l’e´quation (4.2), le
signal x˜(t) peut eˆtre substitue´ par le signal de sortie connu, x(t). F (s) et g(t) sont aussi
connus. Ainsi, les seuls parame`tres inconnus sont les symboles νk.
F (s) peut eˆtre e´crit comme F (s) = B(s)/A(s) ou` A(s) et B(s) sont deux polynoˆmes
connus, en s. L’e´quation (4.2) de´vient alors (la de´pendance de la variable s a e´te´ e´limine´e
pour simplifier la notation) :
Axˆ = B
n∑
k=0
νkgˆk (4.3)
Ainsi, pour identifier le n-ie`me symbole, nous devrons prendre en compte les symboles
pre´ce´dents de´ja` identifie´s. Nous pouvons donc re´e´crire (4.3) comme :
Axˆ−B
n−1∑
k=0
νkgˆk = Bνngˆn (4.4)
ou` les symboles νk pour k = 0, ..., n− 1 sont de´ja` connus.
Ainsi, il suffit d’utiliser la meˆme technique de´veloppe´e dans la section 3.4 pour identifier
les symboles. Comme nous n’avons qu’un parame`tre inconnu a` obtenir, il suffit de de´river le
syste`me pour e´liminer les conditions initiales et nous aurons une e´quation simple a` re´soudre.
De la meˆme fac¸on qu’en (3.14), (4.4) sera divise´e par sγ pour qu’il n’y ait que des termes
propres. En somme, nous obtiendrons une e´quation comme celle du syste`me (3.20), mais ou`
les calculs des inte´grales de u(t) seront remplace´s par celles de g(t).
4.4.2 Domaine Temporel
La me´thode dans le domaine temporel est e´quivalente a` celle du domaine fre´quentiel.
En conside´rant F (s) strictement propre, c’est-a`-dire, M < N , elle peut eˆtre de´compose´e en
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fractions partielles de la fac¸on suivante :
F (s) =
∑
k
βk
s− ωk (4.5)
ou` ωk est le k-ie`me poˆle de F (s) et les coefficients βk sont des constantes. L’e´quation (4.5) nous
permet de trouver le canal dans le domaine temporel facilement. En faisant la transforme´e
inverse de Laplace, nous avons [Mik83] :
f(t) =
∑
k
βke
−ωkt (4.6)
En utilisant (4.6), le signal de sortie x(t) dans l’intervalle nT ≤ t < (n+ 1)T peut eˆtre e´crit
comme :
x(t) =
n∑
k=0
νkf(t) ∗ g(t− kT ) =
n∑
k=0
νk
∫ t
0
g(τ − kT )f(t− τ)dτ (4.7)
Pour faciliter la notation, nous pouvons de´finir vi,j =
∫ t
0
g(τ − iT )f(t− τ)dτ , dans l’intervalle
jT ≤ t < (j+1)T et xj comme e´tant le signal de sortie x(t) dans l’intervalle jT ≤ t < (j+1)T .
Cela nous permet d’e´crire le syste`me suivant, pour 0 ≤ t < (n + 1)T :
v0,0 0 0 . . . 0
v0,1 v1,1 0 . . . 0
...
...
. . .
... 0
v0,n v1,n v2,n · · · vn,n


ν0
ν1
...
νn
 =

x0
x1
...
xn
 (4.8)
L’e´quation (4.8) nous permet de voir facilement que, une fois de plus, pour l’identification
du n-ie`me symbole, nous allons avoir besoin des symboles pre´ce´dents de´ja` identifie´s. En
inte´grant les deux membres de l’e´quation (4.7) entre nT et (n + 1)T , on obtient:
∫ (n+1)T
nT
(n−1)∑
k=0
νkvk,n(t)dt+ νn
∫ (n+1)T
nT
vn,n(t)dt =
∫ (n+1)T
nT
x(t)dt (4.9)
ce qui nous donne :
νn =
∫ (n+1)T
nT
x(t)dt− ∫ (n+1)T
nT
∑(n−1)
k=0 νkvk,n(t)dt∫ (n+1)T
nT
vn,n(t)dt
(4.10)
ou` les symboles pre´ce´dents, c’est-a`-dire, νi, avec i = 0, ..., (n − 1), sont conside´re´s comme
e´tant connus. Ainsi, nous avons obtenu une expression explicite pour la re´cupe´ration des
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symboles, qui ne de´pend pas de l’optimisation d’un crite`re, comme dans la plupart des
me´thodes existantes dans la litte´rature. Une fois qu’on a F (s), l’identification des symboles
devient tre`s rapide.
La me´thode propose´e donne´e par (4.10), peut eˆtre vue comme un DFE (Decision Feedback
Equalizer) en temps continu, comme montre´ dans la figure 4.8, vu qu’elle de´pend des symboles
estime´s pre´ce´demment pour de´cider l’actuel [NMF04].
Figure 4.8: La me´thode de De´modulation
Meˆme si les filtres DFE ont le de´savantage bien connu de la propagation d’erreurs [WWC94],
ils ont des tre`s bonnes performances principalement pour inverser des canaux difficiles, avec
des ze´ros proches du cercle unite´, limitant l’amplification du bruit [MCJ95].
4.4.3 Re´sultats des Simulations et Discussion
Modulation 2-PAM
Pour analyser juste la performance des me´thodes de de´modulation, nous avons commence´
par conside´rer le canal comme e´tant connu au re´cepteur. Nous avons utilise´ un canal simple
a` phase non-minimale :
H(s) =
s− 2.3
s2 + 6.3s + 6.5
Une fois encore, g(t) est le cosinus sur-e´leve´ avec un facteur de roll-off de 0.33 et la
modulation est 2-PAM. Pour le calcul des inte´grales par (3.43), nous avons pris γ = 5 et
λ = 1. Pour le moment nous n’avons pas additionne´ de bruit. Les figures 4.9 et 4.10
montrent les re´sultats obtenus en utilisant la me´thode de de´modulation dans le domaine
fre´quentiel et dans le domaine temporel respectivement. Nous avons transmis 100 symboles
et utilise´ une grille de 15000 points pour le calcul des inte´grales. Cela est e´quivalent a` prendre
15000 e´chantillons de g(t) et x(t) par pe´riode symbole.
Nous pouvons donc observer que les deux me´thodes ont des performances e´quivalentes.
Les deux arrivent a bien de´moduler le signal rec¸u, presque sans laisser d’interfe´rence entre
symboles (IES) re´siduelle.
Il faut encore noter que, dans ces simulations, nous avons conside´re´ g(t) avec un support de
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Figure 4.9: Symboles re´cupe´re´s, domaine
fre´quentiel
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Figure 4.10: Symboles re´cupe´re´s, domaine
temporel
5T . Cela nous permet d’imple´menter les deux me´thodes par bloc. Ainsi, dans les simulations,
nous avons substitue´ le terme
∑n−1
k=0 νkgˆk de (4.4) par
∑n−1
k=n−4 νkgˆk et le terme
∑n−1
k=0 νkvk,n(t)
de (4.10) par
∑n−1
k=n−4 νkvk,n(t).
Diffe´remment de l’analyse du chapitre 3, maintenant nous pouvons e´valuer l’estimation
du canal, F (s), par rapport a` la de´modulation des symboles transmis. De fac¸on ge´ne´rale,
il est clair que la re´cupe´ration des symboles sera d’autant meilleure que l’approximation de
H(s) donne´e par F (s) sera bonne.
Conside´rons, donc, que le canal n’est pas connu et qu’il faut utiliser les estimations F (s)
pour re´cupe´rer les symboles transmis. Commenc¸ons par la me´thode de de´modulation dans le
domaine fre´quentiel. La figure 4.11 montre les re´sultats pour la transmission de 100 symboles,
en modulation 2-PAM, avec γ e´gal a` 18 et λ = 1.
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Figure 4.11: Re´sultats de la me´thode de de´modulation, domaine fre´quentiel (2-PAM); F(s)
avec : (a) M = 2,N = 3; (b) M = 1,N = 3; (c) M = 2, N = 4
La figure (a) correspond a` une mode´lisation exacte. Le canal a une fonction de transfert
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rationnelle
H(s) =
s2 − 3.2s− 1.85
s3 + 7.4s2 + 17.44s + 27.2
et on choisit F (s) de meˆme ordre (M = 2, N = 3). Comme attendu, duˆ a` la tre`s bonne
approximation donne´e par F (s), il n’y a presque pas d’IES re´siduelle.
La figure (b) correspond a` un canal toujours rationnel,
H(s) =
s2 + 4s + 1.75
s3 + 7.4s2 + 17.44s + 27.2
(4.11)
mais avec un mode`le F (s) d’ordre re´duit (M = 1, N = 3). Comme nous avons vu dans
le chapitre 3, il n’est pas possible d’obtenir une bonne approximation pour H(s) dans cette
situation puisque, maintenant, l’e´quation (4.4) n’est plus satisfaite, une fois que B a un ordre
incorrect.
La figure (c) montre les re´sultats pour le cas sur-mode´lise´ (F (s) avec M = 2 et N = 4),
H(s) et F (s) e´tant donne´s par la table 3.3. Nous re´e´crivons H(s) ci-dessous :
H(s) =
s + 0.5
s3 + 7.4s2 + 17.44s + 27.2
(4.12)
Une fois de plus, nous pouvons confirmer que le poˆle et le ze´ro en exce`s, qui ont des parties
re´elles, en valeur absolue, tre`s e´leve´es, n’ont presque pas d’effet sur le syste`me, l’IES re´siduelle
e´tant tre`s faible.
La figure 4.12 montre les re´sultats obtenus en utilisant la me´thode dans le domaine tem-
porel, pour le cas a` mode´lisation exacte (figure (a)), sous-mode´lise´s (figures (b)) et aussi
avec un F (s) d’ordre M = 1, N = 2 (figure (c)) et pour le cas sur-mode´lise´ (figure (d)), en
utilisant les meˆmes canaux et les meˆmes mode`les F (s) que pour la me´thode dans le domaine
fre´quentiel. Les parame`tres de simulations sont les meˆmes sauf pour la valeur de γ, qui dans
ce cas a e´te´ pris e´gal a` 6.
Nous pouvons observer, en comparant ces re´sultats avec ceux obtenus par la me´thode
fre´quentielle, que les performances sont e´quivalentes pour les cas a` mode´lisation exacte et
sur-mode´lise´. Dans ces cas, les deux me´thodes ont des bonnes performances avec d’IES
re´siduelle tre`s faible.
Par contre, les re´sultats obtenus pour les cas sous-mode´lise´s sont bien diffe´rents. Avec
la me´thode dans le domaine temporel, la figure 4.12 (b) nous montre que, meˆme si il y a
une de´gradation de la performance, la bonne re´cupe´ration des symboles est encore possible,
ce qui n’e´tait pas le cas pour la me´thode fre´quentielle. En effet, en comparant ces deux
me´thodes, nous voyons que, dans le domaine fre´quentiel, les conditions initiales ne sont pas
directement prises en compte, tandis que la me´thode temporelle n’a pas ce proble`me. Pour
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Figure 4.12: Re´sultats de la me´thode de de´modulation, domaine temporel (2-PAM); F(s)
avec : (a) M = 2,N = 3; (b) M = 1,N = 3; (c) M = 1,N = 2; (d) M = 2, N = 4
les e´liminer, dans la me´thode fre´quentielle, nous de´rivons l’e´quation successivement avant
d’estimer les symboles, ce qui peut aussi introduire plus d’erreurs d’impre´cisions nume´riques
de calcul. De plus, la me´thode fre´quentielle peut eˆtre vue comme une me´thode base´e sur
l’erreur d’e´quation tandis que la me´thode temporelle est base´e sur l’erreur de sortie. Ainsi,
l’effet d’avoir une sous-mode´lisation a moins d’effet dans la dernie`re.
La figure 4.12 (c) montre le cas ou` il y a un ze´ro et un poˆle en moins. Meˆme si il n’y a eu
aucune erreur de de´cision, nous pouvons observer que l’IES re´siduelle est encore plus e´leve´e,
ce qui rend le syste`me plus susceptible a` des erreurs principalement avec l’addition de bruit.
A` partir de ces re´sultats, nous pouvons conclure qu’il est mieux de sur estimer l’ordre du
canal. La de´modulation est plus suˆr en utilisant un poˆle et un ze´ro de plus qu’avec un poˆle
et un ze´ro en moins. Par contre, en augmentant l’ordre du syste`me, il faut faire attention
aux proble`mes de conditionnement de la matrice P et du signal d’entre´e, qui doit eˆtre a`
excitation persistante.
Dans la suite, nous mettrons l’accent sur la me´thode dans le domaine temporel, vu qu’elle
a eu une meilleure performance.
Modulation QPSK
Ensuite nous avons simule´ une modulation QPSK (Quadrature Phase Shift Keying), ou`
les symboles appartiennent a` l’alphabet {±1 ± i}. Les re´sultats peuvent aussi eˆtre trouve´s
en [NMF04]. Le syste`me simule´ est celui montre´ dans la figure 4.7, avec la me´thode de
de´modulation temporelle. L’estimation du canal a e´te´ obtenue en utilisant une grille tre`s
petite (50000 points) tandis que la re´cupe´ration des symboles a e´te´ faite en utilisant une
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grille de 20000 points. Nous avons pris γ et λ toujours e´gaux a` 6 et 1 respectivement et 100
symboles ont e´te´ transmis.
Comme maintenant nous avons une modulation diffe´rente, nous commencerons par l’analy-
se de l’estimation de H(s). La figure 4.13 montre les placement des poˆles et des ze´ros de H(s)
et de F (s) pour 4 cas : (a) mode´lisation exacte, (b) et (c) sous-mode´lisation avec M = 1,
N = 3 et M = 1, N = 2 respectivement et, enfin, (d) sur-mode´lisation avec M = 2 et N = 4.
Pour les trois premiers cas H(s) est donne´ par (4.11) et, pour (d), H(s) est donne´ par (4.12).
Nous pouvons observer que les re´sultats obtenus sont presque les meˆmes que pour un signal
2-PAM. Quand F (s) a` le meˆme ordre que H(s), l’estimation est presque parfaite. Pour le
cas (c), nous voyons encore une fois que le fait d’avoir un ze´ro et un poˆle en moins ne permet
pas une bonne estimation du canal, sous un point de vue global. Pour le cas sur-mode´lise´, la
position du poˆle et du ze´ro en plus n’a pas une valeur absolue aussi e´leve´e que dans le cas d’un
signal 2-PAM (table 3.3), mais, comme nous le verrons ensuite, elle est de´ja` suffisamment
e´leve´e pour ne pas influencer la re´cupe´ration des symboles.
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Figure 4.13: Estimation de H(s), modulation QPSK; ◦ et ×, ze´ros et poˆles de H(s); ¤ et ∗,
ze´ros et poˆles de F (s); F (s) avec : (a) M = 2, N = 3; (b) M = 1, N = 3; (c) M = 1, N = 2;
(d) M = 2, N = 4
Il faut aussi noter que, comme maintenant le signal d’entre´e est complexe, duˆ a` l’inexactitu-
de des calculs, les coefficients estime´s de F (s) peuvent aussi eˆtre complexes, avec des par-
ties imaginaires relativement faibles. Par exemple, la valeur des coefficients obtenue, b =
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[b0 ... bM ] et a = [a0 ... aN−1], pour le premier cas montre´ dans la figure 4.13(a) e´tait :
b = [1.72− 0.124i 4.04− 0.093i 1.015− 0.020i]
a = [26.99 + 0.064i 17.44− 0.128i 7.422− 0.034i]
Comme nous pouvons observer, les parties re´elles des coefficients sont tre`s proches de celles
de H(s). Pour cette raison, nous avons ignore´ les parties imaginaires, dans les re´sultats de
la figure 4.13.
Nous voyons ainsi qu’il est aussi possible d’avoir des bonnes estimations avec une mo-
dulation complexe, e´tant suffisant de conside´rer seulement les parties re´elles des coefficients.
En effet, la me´thode d’estimation ne de´pend pas de la modulation utilise´e, puisque nous
supposons que le signal d’entre´e du syste`me est connu pendant l’intervalle de temps ne´cessaire
pour l’estimation.
La figure 4.14 montre les symboles re´cupe´re´s a` la sortie du de´modulateur, suivant les
meˆmes cas utilise´s pour les simulations de la figure 4.12 et en utilisant la me´thode de
de´modulation dans le domaine temporel. Les simulations confirment les bonnes performances
de la me´thode propose´e. Comme nous avions de´ja` commente´, F (s) avec M = 1 et N = 2 n’est
pas une bonne approximation pour H(s), et la perte de performance re´sultante peut encore
eˆtre observe´e a` la figure (c). Par contre, meˆme avec une IES re´siduelle e´leve´e, nous pouvons
encore re´cupe´rer les symboles correctement. Autrement dit, tous les symboles pre´sents dans
un meˆme quadrant, correspondent au symbole original de ce quadrant.
De plus, pour le cas sur-mode´lise´, montre´ en (d), nous pouvons confirmer, encore une fois,
que les poˆles et les ze´ros avec des valeurs absolues des parties re´elles e´leve´es n’ont presque
pas d’effet sur le syste`me, permettant la re´cupe´ration des symboles avec une IES re´siduelle
tre`s faible.
En comparant ces re´sultats avec ceux montre´s a` la figure 4.12, nous observons que les
deux cas donnent a`-peu-pre`s les meˆmes re´sultats, en tentant compte, bien suˆr, des diffe´rences
entre les modulations. Cela nous permet d’affirmer, encore une fois, que le fait d’avoir une
modulation complexe n’apporte aucune diffe´rence de performance par rapport au processus
d’e´galisation.
Addition de Bruit
La section 3.8.5 nous a montre´ la performance de la me´thode d’estimation de la fonction
de transfert du canal en pre´sence de bruit. Nous avons vu que, comme le signal d’entre´e
A-PAM n’est pas suffisamment riche et avec λ = 1, l’addition de bruit occasionne une perte
de performance. Comme ici nous voulons analyser la me´thode de de´modulation, nous allons
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Figure 4.14: Re´sultats de la de´modulation d’un signal QPSK; F(s) avec : (a)M = 2,N = 3;
(b)M = 1,N = 3; (c)M = 1,N = 2; (d) M = 2, N = 4
conside´rer que le canal a de´ja` e´te´ estime´, sans bruit. Le bruit sera donc ajoute´ apre`s cette
premie`re phase d’estimation de H(s), a` l’entre´e du de´modulateur.
La figure 4.15 montre les re´sultats obtenus. Nous avons transmis 100 symboles, γ = 6,
λ = 1. Les figures 4.15(a) et (b) ont e´te´ obtenues avec H(s) donne´ par (4.11) et F (s) montre´
dans les figures 4.13 (a) et (b), c’est-a`-dire, avec M=2, N=3 (mode´lisation exacte) et M=1,
N=3 (cas sous-mode´lise´). Le cas montre´ en (c) a e´te´ obtenu avec H(s) donne´ par (4.12) et
F (s) montre´ dans la figure 4.13 (d) (cas sur-mode´lise´). Le re´sultat en (a) a e´te´ obtenu avec
un SNR de 5 dB et nous n’avons presque pas d’IES re´siduelle. Les cas (b) et (c) ont e´te´
obtenus pour un SNR = 10 dB.
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Figure 4.15: Constellation apre`s de´modulation (a) F(s) avec M = 2, N = 3, SNR = 5 dB;
(b) F(s) avec M = 1, N = 3, SNR = 10 dB; (c) F(s) avec M = 2, N = 4, SNR = 10 dB
Pour le cas sous-mode´lise´ (figure (b)), le re´sultat n’a pas e´te´ tre`s bon, principalement
si on le compare avec le cas sans bruit (figure 4.14(b)). De toute fac¸on, les 100 symboles
transmis ont e´te´ re´cupe´re´s correctement meˆme avec l’IES re´siduelle tre`s e´leve´e montre´e dans
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la figure.
Pour le cas sur-mode´lise´, nous voyons que le re´sultat obtenu est tre`s bon. Il est clair que
l’IES re´siduelle est plus e´leve´e que dans le cas de la figure 4.14 (d), mais la me´thode arrive
a bien de´moduler le signal rec¸u.
Ainsi, nous pouvons conclure que la me´thode a une bonne robustesse a` l’addition de bruit.
4.5 De´modulation avec Mode´lisation Locale du Canal
La me´thode propose´e dans la section 4.4 est tre`s simple et a une bonne performance
meˆme en pre´sence de bruit. Cependant, elle a le de´savantage d’avoir besoin d’une bonne
estimation de l’ordre du canal, pour pouvoir bien estimer la fonction de transfert. Toutefois,
normalement cette information n’est pas disponible au re´cepteur. Nous proposons donc une
deuxie`me me´thode, plus flexible dans ce sens la`.
En reprenant ce qui a e´te´ vu dans la section 3.9, nous savons que le canal peut aussi eˆtre
estime´, a` chaque petit intervalle de temps, par un mode`le simple d’ordre re´duit. Dans ce
cas, comme F (s) est tre`s simple par rapport a` la fonction de transfert originale du canal,
l’estimation n’est valable que pour l’intervalle ou` elle a e´te´ calcule´e. La figure 3.20 nous a
montre´ que, hors de cet intervalle, la sortie de F (s) s’e´loigne de la sortie du syste`me original.
Cette approche a e´te´ appele´e mode´lisation locale du canal.
L’inte´reˆt, donc, de cette approche est justement dans le fait que l’ordre du canal ne doit
pas eˆtre connu au re´cepteur. Quelque soit le canal, son comportement entre´e-sortie, pendant
un court intervalle de temps, peut eˆtre approche´ par un mode`le d’ordre re´duit.
Comme nous voulons faire une de´modulation symbole par symbole, il nous suffit de pou-
voir reproduire la relation entre´e-sortie du canal pendant l’intervalle de temps d’une pe´riode
symbole, qui normalement a une dure´e tre`s courte. Ainsi, la mode´lisation locale du canal
suffit pour re´soudre le proble`me.
Il faut noter que, duˆ au fait que l’estimation n’est valable que pour l’intervalle de temps
en question, elle doit eˆtre refaite a` chaque nouveau symbole qui arrive. C’est justement cette
adaptation qui nous permet d’estimer le comportement entre´e-sortie du canal en utilisant un
filtre d’ordre beaucoup plus faible que le syste`me original.
Ensuite nous pre´senterons une nouvelle me´thode de de´modulation ou` la connaissance de
l’ordre du canal n’est plus ne´cessaire. A` chaque intervalle de dure´e d’une pe´riode symbole,
la relation entre les signaux u(t) et x(t) sera approche´e par une fonction de transfert d’ordre
fixe et plus faible que celui du canal.
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4.5.1 Me´thode Propose´e
Supposons que F (s) soit tre`s simple, donne´e par :
F (s) =
b0
−a0 − a1s+ s2
La sortie de l’estimateur du canal, x˜, et u(t) satisfont :
s2 ˆ˜x = a0 ˆ˜x + a1sˆ˜x + b0uˆ (4.13)
ou` nous n’avons pas mis les conditions initiales vu qu’elles seront e´limine´es apre`s par les
ope´rations de de´rivations.
Le signal d’entre´e est donne´ par (4.1), re´e´crit ci-dessous :
u(t) =
n∑
k=0
νkg(t− kT )
En substituant u(t) dans (4.13) par l’expression ci-dessus, nous avons:
s2 ˆ˜x = a0 ˆ˜x + a1sˆ˜x + b0
n∑
k=0
νkgˆk (4.14)
Comme b0 et les symboles νk sont inconnus, nous pouvons de´finir une nouvelle variable,
ξi = b0νi et re´e´crire (4.14) comme :
s2 ˆ˜x = a0 ˆ˜x + a1sˆ˜x +
n∑
k=0
ξkgˆk (4.15)
L’e´quation (4.15) nous permet de re´cupe´rer directement les ξis a` partir desquelles les
symboles peuvent eˆtre re´cupe´re´s. Comme b0 est une constante, nous re´cupe´rons les symboles
a` un gain pre`s. Notez, toutefois, qu’il faut avoir une petite se´quence d’apprentissage d’un
ou deux symboles, pour qu’on puisse de´finir le signe de b0, ce qui est tre`s important pour
l’estimation correcte des symboles.
L’identification des ξi se fera en utilisant la technique de´veloppe´e dans la section 3.4.
L’e´quation (4.15) sera, alors, de´rive´e par rapport a` s de fac¸on a ge´ne´rer un syste`me avec le
meˆme nombre d’e´quations et des parame`tres inconnus. Ensuite tous les termes seront divise´s
par sγ, ou` γ > N , pour qu’ils soient propres. Le signal x˜ sera substitue´ par le signal de
sortie du canal, x(t), qui est connu. Les termes (s
j xˆ)(i)
sγ
et
gˆ
(i)
k
sγ
seront calcule´s, dans le domaine
temporel, par des inte´grales comme en (3.43).
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4.5.2 De´finition de u(t)
Une question tre`s importante dans la me´thode propose´e est la caracte´risation de u(t).
Comme nous avons de´ja` commente´ dans la section 4.2.1, le nombre de symboles qui inter-
viennent dans l’obtention de u(t) dans l’intervalle d’une pe´riode symbole de´pend du support
de l’impulsion de mise-en-forme, g(t). Et ce nombre de symboles de´finira le nombre de va-
riables devant eˆtre identifie´es dans le syste`me (4.15). Pour illustrer, prenons un exemple
simple ou` g(t) est donne´ par un cosinus sur-e´leve´, avec un facteur de roll-off e´gal a` 0.33.
Supposons que g(t) ait un support de 4 pe´riodes symbole. La figure 4.16 montre la se´quence
d’impulsions de´cale´es dont la somme re´sultera en u(t), pour un intervalle de temps quel-
conque. Les symboles ont e´te´ conside´re´s toujours e´gaux a` +1 et la pe´riode symbole, T , a e´te´
prise aussi e´gale a` 1, pour simplifier.
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Figure 4.16: Signal u(t) comme une somme de cosinus sur-e´leve´
Nous pouvons voir que, dans un intervalle d’une pe´riode symbole, il y a 4 impulsions
cosinus sur-e´leve´ qui interviennent, c’est-a`-dire, u(t), dans cet intervalle, sera donne´ par la
somme de 4 symboles, chacun multiplie´ par une impulsion de´cale´e. Il faut noter que le
symbole correspondant a` l’intervalle de temps montre´ dans la figure 4.16 est le symbole
nume´ro 2. Il subit l’interfe´rence d’un symbole pre´ce´dent et des deux symboles suivants.
Dans ce cas, (4.15) devient :
s2 ˆ˜x = a0 ˆ˜x + a1sˆ˜x + ξn−1gˆn−1 + ξngˆn + ξn+1gˆn+1 + ξn+2gˆn+2 (4.16)
ou` nous avons suppose´ que l’intervalle en question est nT ≤ t < (n + 1)T , pendant lequel le
symbole νn est transmis.
Le syste`me ge´ne´re´ a` partir de (4.16) nous permet d’identifier a0, a1 et les 4 variables, ξi
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avec i = n−1, n, n+1, n+2, a` partir desquelles nous pouvons re´cupe´rer les symboles transmis.
En suivant la meˆme de´marche re´cursivement a` chaque intervalle de symbole, a` la fin de la 4-
ie`me ite´ration nous aurons identifie´s les variables comme montre´ a` la table 4.1, ou` la deuxie`me
ligne repre´sente le symbole de l’instant actuel de l’ite´ration en cours. Notez, toutefois, que
Ite´ration :
1 2 3 4
ξn−1 ξn ξn+1 ξn+2
ξn ξn+1 ξn+2 ξn+3
ξn+1 ξn+2 ξn+3 ξn+4
ξn+2 ξn+3 ξn+4 ξn+5
Table 4.1: 4 ite´rations successives d’identification des variables ξ
la meˆme variable sera identifie´e 4 fois. A` la table 4.1, cela est clair pour ξn+2. Nous pouvons
profiter de ce fait pour de´cider les symboles avec plus de fiabilite´, en espe´rant que la plupart
des identifications seront correctes, meˆme si il y a une errone´e. Ainsi, en suivant l’exemple
donne´, au lieu d’identifier ξn+2 directement a` partir de la troisie`me ite´ration (qui correspond
a` la transmission de νn+2), nous allons attendre jusqu’a` la quatrie`me et utiliser les 4 valeurs
obtenues pour faire la de´cision. Ainsi, celle-ci sera faite avec une pe´riode symbole de retard.
La section suivante expliquera, avec plus de de´tail, comment la de´cision du symbole est faite
a` partir des valeurs de ξ.
4.5.3 Mode`le Simule´
Dans les simulations de la section 4.5.4, u(t) sera obtenu a` partir d’une somme de symboles
2-PAM multiplie´s par des cosinus sur-e´leve´s avec support e´gal a` 6 pe´riodes symbole, c’est-
a`-dire, des cosinus sur-e´leve´s allant de −3T a` 3T . Ainsi, a` chaque pe´riode symbole, nous
aurons l’intervention de 6 symboles, 2 pre´ce´dents, celui de l’instant actuel et les 3 suivants.
La table 4.2 montre les 6 premie`res ite´rations pour la de´modulation des symboles. Afin de
profiter des 6 estimations existantes de chaque variable, la de´cision du symbole est faite avec
un retard de deux pe´riodes symbole, comme nous verrons ensuite.
Comme la modulation est 2-PAM, il suffit d’estimer le signe de b0 pour pouvoir bien
estimer les symboles a` un gain pre`s. Pour e´viter des de´cisions errone´es dans les premiers
symboles de´cide´s, nous avons utilise´ une se´quence d’apprentissage de 2 symboles. Pour cette
raison, la me´thode peut eˆtre conside´re´e semi-aveugle.
Le de´but du processus de de´cision ce passe, donc, de la fac¸on suivante (un sche´ma de
l’algorithme est montre´ dans la figure 4.17) : comme ν0 et ν1 sont connus au re´cepteur, le
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signe de b0 est identifie´ en faisant, dans la premie`re ite´ration (k = 0, voir table 4.2),
b00 = ν0/sign(ξ0) (4.17)
ou` b0k repre´sente le signe de b0 a` la k-ie`me ite´ration et la fonction sign est de´finie comme:
sign(z) =
{
−1; z < 0
+1; z ≥ 0 (4.18)
Les symboles ν−1 et ν−2 n’existent pas, e´videmment, et, pour cette raison, les valeurs de
ξ−2 et ξ−1 (table 4.2) obtenues a` partir du syste`me (4.15) seront presque nulles. Dans cette
ite´ration, les symboles ν1, ν2 et ν3 peuvent aussi eˆtre estime´s, en faisant ν˜j0 = b00sign(ξj0) avec
j = 1, 2, 3, ou` nous avons note´ ν˜ji l’estimation du symbole j a` l’ite´ration i. Ces estimations
seront utilise´es plus tard, mais il faut faire attention parce que, principalement pour ν˜30 , elle
peut ne pas eˆtre tre`s fiable puisque la contribution de ce symbole dans u(t) n’est pas aussi
important que celle de ν0.
Notez que, du fait que nous faisons une mode´lisation locale du syste`me, b0k doit eˆtre obtenu
a` chaque ite´ration puisque le mode`le aussi doit eˆtre recalcule´ a` chaque nouveau symbole.
Ainsi, la deuxie`me ite´ration sera comme la premie`re. Le parame`tre b01 sera identifie´
comme en (4.17), avec ν1 et ξ11 et les symboles ν˜j1 , j = 1, 2, 3, 4 seront estime´s en faisant:
ν˜j1 = b01sign(ξj1) (4.19)
Comme ν1 est connu, on continue a` l’utiliser en faisant, dans la troisie`me et quatrie`me
ite´rations, b0k = ν1/sign(ξ1k) pour k = 2, 3, les autres symboles e´tant identifie´s comme en
(4.19). Dans la cinquie`me ite´ration (k=4), la table 4.2 nous montre que ξ1 ne fait plus partie
des variables identifie´es. A cette ite´ration, nous allons donc estimer ν2 a` partir des ξ2. Le
signe de b04 sera estime´ en utilisant les 4 de´cisions de ν˜2 qui ont de´ja` e´te´ faites dans les
ite´rations pre´ce´dentes : b04 = sign(
∑3
k=0 ν˜2k)/sign(ξ24) et l’estimation des symboles sera
donne´e par ν˜j4 = b04sign(ξj4), j = 2, ..., 7. L’estimation de ν˜2 sera de´finitive, tandis que celle
des autres symboles seront utilise´es dans les prochaines ite´rations et pourront changer jusqu’a`
la fin du processus. Si, par hasard,
∑3
k=0 ν˜2k = 0, nous allons e´liminer ν˜20 du processus de
de´cision et calculer b04 a` partir des 3 autres de´cisions. Nous avons choisi d’e´liminer la premie`re
estimation parce qu’elle a e´te´ obtenue avec la plus faible contribution de g(t− 2T ) a` u(t).
Nous arrivons, finalement, a` la sixie`me ite´ration (k = 5). L’estimation sera calcule´e
comme a` la cinquie`me, mais cette fois-ci en utilisant les 5 estimations obtenues pour le calcul
du signe de b05 : b05 = sign(
∑4
k=0 ν˜3k)/sign(ξ35). Ici, le symbole ν˜3 sera estime´ de´finitivement,
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ce qui nous donne un retard de 2 pe´riodes symbole pour l’estimation, comme de´ja` commente´.
A` partir d’ici, les prochaines ite´rations suivront cette meˆme proce´dure. La figure 4.17 illustre
cet algorithme pour k ≥ 5.
Ite´ration :
k = 0 k = 1 k = 2 k = 3 k = 4 k = 5
ξ−20 ξ−11 ξ02 ξ13 ξ24 ξ35
ξ−10 ξ01 ξ12 ξ23 ξ34 ξ45
ξ00 ξ11 ξ22 ξ33 ξ44 ξ55
ξ10 ξ21 ξ32 ξ43 ξ54 ξ65
ξ20 ξ31 ξ42 ξ53 ξ64 ξ75
ξ30 ξ41 ξ52 ξ63 ξ74 ξ85
Table 4.2: Les 6 premie`res ite´rations pour l’estimation des symboles
Figure 4.17: Algorithme de re´cupe´ration des symboles sans estimation du canal
4.5.4 Re´sultats des Simulations
La simulation du mode`le montre´ dans la section 4.5.3 n’a pas donne´ des tre`s bons re´sultats.
L’estimation des 6 variables a` chaque ite´ration de dure´e d’une pe´riode symbole nous a donne´,
a` la sortie, des symboles avec une grande variance meˆme sans addition de bruit. Ainsi, meˆme
dans une situation de mode´lisation exacte, l’estimation des symboles n’a pas e´te´ suffisamment
fiable. Une des raisons pour cette performance est le mauvais conditionnement de la matrice
P, puisque le syste`me a un ordre relativement e´leve´.
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Une solution propose´e pour ame´liorer les re´sultats a` e´te´ l’augmentation de l’intervalle
d’estimation. Dans les sections 4.5.2 et 4.5.3, nous avons suppose´ que l’estimation e´tait
faite dans un intervalle d’une pe´riode symbole. Cela correspond a` avoir, pour les calculs des
inte´grales en (3.43), λ = 1. Nous allons donc l’augmenter, en faisant λ = 2, c’est-a`-dire,
l’estimation sera faite en utilisant un intervalle de deux pe´riodes symbole. Notez que le fait
d’augmenter λ augmente aussi le nombre des symboles qui interviennent dans l’obtention de
u(t) dans l’intervalle de temps conside´re´. En suivant la meˆme proce´dure discute´e dans la
section 4.5.2, nous aurons l’intervention de 7 symboles, ce qui augmente aussi un peu la taille
du syste`me donne´ par (4.15).
La figure 4.18, montre la constellation a` la sortie du de´modulateur avant la de´cision des
symboles, c’est-a`-dire en faisant ν˜k = b0k+3ξk au lieu de ν˜k = sign(b0k+3ξk). Ainsi nous
pouvons voir la variance des estimations de ξk par la re´solution du syste`me donne´ par (4.15).
Le canal utilise´ est donne´ par
H(s) =
1
s3 + 7.4s2 + 17.44s + 27.2
F (s) a toujours un nume´rateur donne´ par une constante, b0, et l’ordre de son de´nominateur,
N , a` e´te´ pris e´gal a` 3. γ e´tait e´gale a` 5, λ = 2 et la pe´riode symbole, T = 1. Il n’y a pas
d’addition de bruit. Nous pouvons voir que les symboles ont e´te´ tre`s bien re´cupe´re´s.
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Figure 4.18: Constellation a` la sortie du de´modulateur, λ = 2, T = 1
Ensuite nous avons simule´ le syste`me pour le canal donne´ par (4.11), en utilisant F (s)
avec N = 1. Dans ce cas, comme F (s) est beaucoup plus simple que le canal, on peut espe´rer
des meilleurs re´sultats quand l’intervalle d’estimation diminue, comme a e´te´ vu dans l’analyse
de la mode´lisation locale d’un syste`me (section 3.9).
L’intervalle d’estimation peut eˆtre re´duit de deux fac¸ons : en diminuant la valeur de λ, ce
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qui n’est pas une bonne ide´e vu les re´sultats obtenus auparavant, ou en diminuant la valeur
de la pe´riode symbole, T , ce qui correspond a` une augmentation de la fre´quence des symboles
transmis.
La figure 4.19 nous montre les re´sultats obtenus en fonction de la valeur de T . Le taux
d’erreur binaire (TEB) a e´te´ obtenu avec la transmission de 1000 symboles par blocs de 50,
sans addition de bruit. Comme espe´re´, le re´sultat est mieux pour des valeurs de T plus
faibles. Pour T ≤ 0.6, aucune erreur de de´cision a e´te´ repe´re´e.
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Figure 4.19: TEB en fonction de T , λ = 2
Par contre, la me´thode ne s’est pas montre´e robuste a` l’addition de bruit. Le fait
d’utiliser un mode`le d’ordre tre`s re´duit apporte de´ja` une certaine perturbation au processus
de de´modulation. Si, en plus, il y a l’addition de bruit, meˆme pour des SNRs e´leve´s, la
me´thode perd de la performance.
En comparant ces re´sultats avec ceux obtenus par les me´thodes dans les domaines fre´quen-
tiel et temporel, montre´s dans la section 4.4.3, nous voyons que la nouvelle me´thode propose´e
n’a pas une performance si bonne. Cela e´tait de´ja` attendu principalement parce que, comme
maintenant l’ordre du canal n’est pas connu, parfois nous pouvons avoir des mauvaises esti-
mations locales du canal, ce qui re´sultera en erreurs de de´cision dans l’intervalle en question.
De plus, la me´thode est beaucoup plus complexe. Elle a besoin de re´soudre un syste`me
d’e´quations plus large que celui de la me´thode dans le domaine fre´quentiel par exemple.
Pendant que celle-ci avait une seule variable inconnue a` de´terminer par ite´ration, la me´thode
propose´e en a neuf. Comme toujours, le fait d’avoir besoin de calculer plus de de´rive´es aug-
mente la chance d’avoir un syste`me mal-conditionne´ et d’avoir des erreurs nume´riques de
calcul.
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4.6 Conclusion
Dans ce chapitre nous avons pre´sente´ trois me´thodes de de´modulation. Les deux premie`res
ont besoin d’une estimation la plus exacte possible du canal, ce qui est fait en utilisant la
me´thode de´veloppe´e dans le chapitre 3. Pour cette raison, une bonne approximation de l’ordre
du canal est aussi ne´cessaire et, pourtant, elle n’est pas toujours facile a` obtenir. Quoi qu’il
en soit, une fois qu’on ait une bonne approximation du canal, les me´thodes donnent des bons
re´sultats. Nous avons vu que celle de´veloppe´e dans le domaine temporel est plus robuste et a
une meilleure performance que celle de´veloppe´e dans le domaine fre´quentiel, principalement
pour les cas sous-mode´lise´s. Nous avons vu que ces deux me´thodes, meˆme e´tant e´quivalentes,
sont bien diffe´rentes, la temporelle e´tant une me´thode base´e sur l’erreur de sortie tandis que
la fre´quentielle est base´e sur l’erreur d’e´quation.
De plus, la me´thode temporelle peut eˆtre vue comme un DFE en temps continu, ayant
les avantages et les de´savantages que cette structure apporte. Comme avantages, nous avons
la bonne performance meˆme pour des canaux difficiles, limitant l’amplification du bruit et,
comme de´savantage, la propagation d’erreurs, puisque chaque nouvelle de´cision de´pend des
symboles de´ja` identifie´s. Comme nous avons vu, la me´thode a une bonne performance meˆme
en condition de bruit fort.
Comme l’ordre du canal n’est pas connu au re´cepteur, la troisie`me me´thode propose de
re´cupe´rer les symboles directement. De toute manie`re, une estimation du canal est ne´cessaire,
mais, cette fois-ci elle peut eˆtre locale. Cela nous permet d’utiliser un mode`le simple d’ordre
re´duit pour estimer la relation entre les signaux d’entre´e et de sortie du canal dans l’intervalle
de temps court d’une pe´riode symbole. Par rapport a` la premie`re me´thode, elle a` l’avantage
de ne pas avoir besoin d’une estimation de l’ordre du canal, mais, d’autre part, l’estimation
locale du canal doit eˆtre recalcule´ a` chaque nouveau symbole qui arrive.
Les simulations nous ont montre´ que cette me´thode n’est pas aussi robuste que les
premie`res. Meˆme si elle arrive a` bien re´cupe´rer les symboles transmis pour une modula-
tion 2-PAM, ses performances se de´gradent avec l’addition de bruit, meˆme pour des valeurs
de SNR e´leve´es. Cela est duˆ au fait que, a` chaque ite´ration, la me´thode doit re´soudre un
syste`me plus complexe que celui des me´thodes pre´ce´dentes, avec beaucoup plus de variables
a` identifier. De plus, l’approximation locale peut, parfois, ne pas donner des bons re´sultats,
ce qui introduit des erreurs dans le processus de de´modulation.
Chapitre 5
De´modulation des Signaux CPM
Comme nous traitons le mode`le du syste`me en continu, la modulation en fre´quence a`
phase continue (CPM-Continuous Phase Modulation) est naturellement inte´ressante. Cette
modulation consiste a` rajouter de la me´moire dans le processus de modulation, de fac¸on
a` garantir la continuite´ de la phase du signal. C’est donc une modulation non line´aire.
Elle est tre`s inte´ressante aussi d’un point de vue pratique, graˆce a` deux proprie´te´s: une
efficacite´ spectrale et une enveloppe constante. La premie`re est tre`s importante pour les
transmissions par des canaux limite´s en bande et la deuxie`me, permet qu’il n’y ait pas des
pertes d’information en pre´sence d’amplificateurs non-line´aires. Ainsi, cette modulation est
tre`s utile pour les syste`mes de communication satellite et sans fils. Elle est de´ja` utilise´e par
exemple dans le GSM (Global System Mobile Communication) ou dans le syste`me Bluetooth
[FK02].
Dans ce chapitre, nous allons montrer comment la me´thode alge´brique permet de re´cupe´rer
les symboles transmis dans une modulation CPM de fac¸on simple et fiable, en exploitant
directement la forme continue connue du signal transmis. Le fait que ce soit une modulation
non-line´aire rend le proble`me encore plus inte´ressant, parce que les me´thodes classiques de
de´modulation existantes dans la litte´rature ont une complexite´ qui peut eˆtre restrictive. Avec
notre me´thode, la de´modulation est faite de fac¸on tre`s simple et directe, et aussi robuste a`
l’addition de bruit.
5.1 La Modulation en Fre´quence a` Phase Continue
En bande de base, le signal CPM est donne´ par:
ub(t) = Eejφ(t,ν) (5.1)
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ou` E de´termine l’e´nergie du signal et l’information est porte´e par la phase, φ(t, ν), qui de´pend
des symboles ν. Le signal module´ est alors obtenu en faisant:
u(t) = Re{ub(t)ejωct} (5.2)
ou` ωc = 2πfc, fc e´tant la fre´quence de la porteuse. La phase φ(t, ν) est donne´e par:
φ(t,ν) = 2π̺
n∑
k=−∞
νkq(t− kT ) (5.3)
ou` ̺ est l’indice de la modulation, {νk} sont les symboles transmis qui appartiennent a` un
alphabet fini {±1, ±3, ...,±(A − 1)}, q(t) est l’impulsion de mise-en-forme de la transition
de phase du signal et T est la pe´riode symbole. L’impulsion q(t) intervient dans la phase
pendant la dure´e de L symboles. Pour L = 1, la modulation est appele´e a` re´ponse comple`te
et pour L > 1, a` re´ponse partielle. La fonction q(t) est de´finie a` partir de g(t), l’impulsion
de mise-en-forme fre´quentielle:
q(t) =
∫ t
−∞
g(τ)dτ (5.4)
On applique alors la normalisation q(t) =
∫∞
0
g(τ)dτ = 1/2 pour que la transition de phase
pendant une pe´riode symbole T soit, au maximum, e´gale a` ̺(A− 1)π radians.
Les familles CPM sont de´finies a` partir de l’impulsion g(t). La table 5.1 nous montre
les cas les plus utilise´s [Sun86]. Dans le cas de l’impulsion LREC, la modulation est plutoˆt
connue comme CPFSK (Continuous Phase Frequency Shift Keying). La notation LRC re´fe`re
a` l’impulsion cosinus sur-e´leve´ avec une longueur de L symboles. Nous avons aussi le TFM
(Tamed Frequency Modulation), le GMSK (Gaussian Minimum Shift Keying), utilise´ par
exemple dans le syste`me GSM, et le LSRC (Spectrally Raised Cosine). Il faut observer que
le CPM est une ge´ne´ralisation du Minimum Shift Keying (MSK), qui est obtenu comme un
cas particulier des signaux donne´s par (5.2), en choisissant l’impulsion 1REC (L = 1) dans
la table 5.1 avec A = 2 (symboles binaires) et ̺ = 0.5.
Il est important d’observer que la continuite´ de la phase implique une me´moire, c’est-
a`-dire, la phase actuelle de´pend des symboles pre´ce´dents. Cette me´moire augmente encore
dans le cas d’une re´ponse partielle ou` L > 1.
Dans ce travail, nous allons traiter principalement les modulations LREC et le LRC.
Les impulsions de mise-en-forme q(t) correspondantes, calcule´es en utilisant (5.4) avec g(t)
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LREC g(t) =

1
2LT
0 ≤ t < LT
0 sinon
LRC g(t) =

1
2LT
[
1− cos (2πt
LT
)]
0 ≤ t < LT
0 sinon
TFM
g(t) = 1/8 [ag0(t− T ) + bg0(t) + ag0(t+ T )] ; a = 1; b = 2
g0(t) ≈ sin
(
πt
T
) [
1
πt
− 2−
2πt
T
cot(πtT )−π
2t2
T2
24πt3
T2
]
GMSK
g(t) = 1
2T
[
Q
(
2πBb
t−T
2√
ln2
)
−Q
(
2πBb
t+T
2√
ln2
)]
0 ≤ BbT <∞
Q(t) =
∫∞
t
1√
2π
e−τ
2/2dτ
LSRC g(t) = 1
LT
sin( 2πtLT )
2πt
LT
cos(β 2πtLT )
1−( 4βLT t)
2 0 ≤ β < 1
Table 5.1: Les impulsions g(t) les plus fre´quents
donne´s par la table 5.1, sont:
qLREC(t) =

0 t < 0
t
2LT
0 ≤ t < LT
1
2
t ≥ LT
qLRC(t) =

0 t < 0
1
2
(
t
LT
− 1
2π
sin2πt
LT
)
0 ≤ t < LT
1
2
t ≥ LT
En utilisant q(t) ci-dessus et (5.2), le signal u(t), dans l’intervalle nT ≤ t < (n+1)T peut
eˆtre re´e´crit comme:
u(t) = Ecos
(
ωct+ π̺
n∑
k=n−L+1
νk
t− kT
LT
+ π̺
n−L∑
k=0
νk
)
(5.5)
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pour la modulation LREC et
u(t) = Ecos
(
ωct + π̺
n∑
k=n−L+1
νk
t− kT
LT
− ̺
2
n∑
k=n−L+1
νksin
(
2π
LT
(t− kT )
)
+ π̺
n−L∑
k=0
νk
)
(5.6)
pour la modulation LRC. L’indice n de´note le symbole actuel transmis.
Nous pouvons aussi faire le changement de variable t = (n+ τ)T , ou` 0 ≤ τ < 1. Dans ce
cas, (5.5) et (5.6) deviennent, respectivement:
u˜n(τ) = Ecos
((
ωcT +
π̺
L
n∑
k=n−L+1
νk
)
τ +
π̺
L
n−1∑
k=n−L+1
(n− k)νk + ωcnT + π̺
n−L∑
k=0
νk
)
(5.7)
u˜n(τ) = Ecos
((
ωcT +
π̺
L
n∑
k=n−L+1
νk
)
τ − ̺
2
n∑
k=n−L+1
νksin
2π
L
(n− k + τ)+
π̺
L
n∑
k=n−L+1
(n− k)νk + ωcnT + π̺
n−L∑
k=0
νk
)
(5.8)
5.2 Le Spectre d’un Signal CPM
Un des principaux inte´reˆts des signaux CPM est leur efficacite´ spectrale. En ge´ne´rale, la
bande de fre´quence occupe´e par le signal de´pend de l’indice de modulation ̺, de la forme
de l’impulsion g(t) et de la taille de l’alphabet A. D’une part, la bande occupe´e augmente
avec la valeur de ̺ et, d’autre part, elle diminue d’autant plus que g(t) est lisse. Ainsi, les
impulsions LRC auront une efficacite´ spectrale plus importante que les LREC. Comme g(t)
devient aussi plus lisse avec l’augmentation de la valeur de L, les modulations a` re´ponse
partielle ont un spectre plus e´troit que celui des modulations a` re´ponse comple`te. En ce
qui concerne la taille de l’alphabet A, le spectre sera plus large pour les valeurs plus faibles
[AS81]. A` titre d’illustration, la figure 5.1 montre le spectre pour quelques signaux CPM, en
utilisant un alphabet binaire et avec ̺ e´gal a` 0.5 [AS81].
5.3 Le Re´cepteur de Maximum Vraisemblance
Parmi les me´thodes de de´modulation classiques existantes dans la litte´rature, le re´cepteur
optimal pour un signal CPM est donne´ par la maximisation de la vraisemblance (ML),
imple´mente´e par un banc de filtres adapte´s suivi d’un algorithme de Viterbi [Pro95]. Les
inconve´nients d’un tel re´cepteur sont de´ja` bien connus, comme par exemple sa haute com-
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Figure 5.1: Spectre d’un signal CPM
plexite´, qui augmente exponentiellement avec la me´moire de la modulation et l’alphabet des
symboles utilise´. En effet, l’utilisation des signaux CPM est reste´e limite´e a` cause de la
complexite´ de son processus de de´modulation. Ensuite, nous allons montrer brie`vement en
quoi consiste ce re´cepteur.
Quand le signal transmis n’a pas de me´moire, a` chaque pe´riode symbole il ne de´pend
que du symbole en question et sa de´modulation peut eˆtre re´alise´e symbole par symbole. Par
contre, quand le signal a une me´moire, comme c’est le cas du signal CPM, les symboles
deviennent inter-de´pendants et les estimations, plus complique´es. Le de´tecteur optimal a
besoin d’observer le signal rec¸u pendant toute la transmission des donne´es et, apre`s, il choisit
la se´quence des symboles qui minimise la probabilite´ d’erreur. Il cherche a` maximiser la
densite´ de probabilite´ conditionnelle p(x|ν) ou` x(t) est le signal rec¸u et ν est la se´quence des
symboles transmis pendant l’intervalle d’observation. Ce re´cepteur est appele´ re´cepteur de
maximum vraisemblance. Dans la pratique, pourtant, il n’est pas possible d’observer le signal
rec¸u pendant toute la transmission avant de faire une de´cision de la se´quence des symboles
transmise. Il faut que cette observation soit limite´e dans le temps, ce qui re´sulte dans les
re´cepteurs sous-optimaux.
Supposons que le signal rec¸u soit observe´ pendant R pe´riodes symbole et que le canal
additionne du bruit blanc et gaussien (canal AWGN-Additive White Gaussian Noise). Dans
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ce cas, le signal rec¸u sera:
x(t) = u(t, ν) + η(t) (5.9)
ou` η(t) est le bruit, blanc, gaussien, de moyenne nulle et de variance σ2b et u(t, ν) est le signal
transmis qui de´pend des symboles ν.
Ainsi, la fonction de densite´ de probabilite´ conditionnelle p(x|ν) est proportionnelle a`
[AS81, Pro95]:
p(x|ν) ∝ exp
[
− 1
2σ2
∫ RT
0
(x(t, ν)− u(t, ν))2 dt
]
(5.10)
En calculant le logarithme de (5.10) et en e´liminant les termes qui ne de´pendent pas de
x(t), maximiser (5.10) e´quivaut a` minimiser
∫ RT
0
(x(t)− u(t))2dt.
La recherche de la se´quence ν qui maximise (5.10) se fait en suivant un treillis, forme´ par
des e´tats qui caracte´risent la me´moire du signal. Pour le cas d’un signal CPM, normalement
on utilise une constante ̺ rationnelle, ce qui limite le nombre d’e´tats ne´cessaires pour de´crire
le signal. En supposant ̺ = m/p, ou` m et p sont des entiers positifs sans facteurs en commun,
il y aura p e´tats de phase [Pro95]:
θ =
{
0,
πm
p
,
2πm
p
, ...,
(p− 1)πm
p
}
(5.11)
si m est pair et 2p e´tats:
θ =
{
0,
πm
p
,
2πm
p
, ...,
(2p− 1)πm
p
}
(5.12)
si m est impair. Si L = 1, φ(t,ν) peut eˆtre e´crit comme, pour nT ≤ t < (n + 1)T :
φ(t,ν) = 2π̺
n−1∑
k=−∞
νk + 2π̺νnq(t− nT ) = θn + θ(t,ν)
Dans ce cas, les e´tats montre´s dans (5.11) et (5.12) seront les seuls e´tats du treillis. Cepen-
dant, si L > 1, il y a des e´tats additionnels dus a` la forme e´tale´e de g(t). Dans ce cas, θ(t,ν)
peut eˆtre re´e´crit comme:
θ(t,ν) = 2π̺
n−1∑
i=n−L+1
νiq(t− iT ) + 2π̺νnq(t− nT ) (5.13)
Le premier terme de´pend des symboles pre´ce´dents et repre´sente un terme de la phase duˆ
aux impulsions qui n’ont pas encore atteint leurs valeurs finales. Le second terme est la
contribution due au symbole le plus re´cent, νn. Ainsi, pour le cas ou` L > 1, l’e´tat du signal
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CPM sera donne´ par la combinaison de ces deux termes [Sun86, Pro95]:
Sn = {θn, νn−1, νn−2, ..., νn−L+1} (5.14)
Ainsi, le nombre d’e´tats existants sera e´gal a` pAL−1 pour m impair et 2pAL−1 pour m pair.
Supposons, maintenant, que nous sommes a` un e´tat Sn a` t = nT . A` l’arrive´e d’un nouveau
symbole, a` nT ≤ t < (n + 1)T , nous passerons a` l’e´tat Sn+1 donne´ par:
Sn+1 = {θn+1, νn, νn−1, ..., νn−L+2} ou` θn+1 = θn + π̺νn−L+1
En partant de t = 0, a` chaque nouveau symbole qui arrive, nous devrons calculer une
me´trique correspondante par rapport aux e´tats pre´ce´dents. Cette me´trique est accumule´e
de fac¸on qu’a` la fin nous pourrons voir quelle se´quence donne la valeur la plus faible. Cette
se´quence sera choisie comme e´tant la se´quence transmise. Cette me´trique est donne´e par∫ RT
0
(x(t) − u(t))2dt qui est proportionnelle a` la corre´lation croise´e entre le signal transmis
et celui rec¸u. Dans l’intervalle nT ≤ t < (n + 1)T , et en utilisant (5.2), cela correspond a`
calculer:
Men(ν) =
∫ (n+1)T
0
x(t)cos[ωct+ φ(t,ν)]dt
= Men−1(ν) +
∫ (n+1)T
nT
x(t)cos[ωct+ θ(t,ν) + θn]dt (5.15)
ou` Men−1 est la me´trique accumule´e par les n− 1 e´tapes pre´ce´dentes du treillis et
υn(ν, θn) =
∫ (n+1)T
nT
x(t)cos[ωct+ θ(t,ν) + θn]dt (5.16)
est l’incre´ment de la valeur de la me´trique duˆ au n-ie`me symbole. Ensuite, il suffit d’utiliser
l’algorithme de Viterbi pour estimer la se´quence transmise.
Nous pouvons, donc, apercevoir facilement la grande complexite´ de cette technique. De
plus, le nombre d’e´tats croˆıt exponentiellement avec la me´moire du signal. A` part cela, le
syste`me est plus efficace avec l’augmentation des valeurs de L et A, mais la complexite´ du
re´cepteur augmente aussi dans cette meˆme direction. Cela ne sera pas le cas dans la nouvelle
me´thode qui sera propose´e ensuite. Sa complexite´ ne de´pend pas de A et elle augmente
line´airement avec la valeur de L. De plus, nous n’avons pas besoin que ̺ soit rationnelle
puisque notre me´thode ne de´pend pas des e´tats de la modulation.
La section suivante montre la performance du re´cepteur ML. Nous utiliserons ces re´sultats
apre`s, pour mesurer la performance de la nouvelle me´thode qui sera propose´e.
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5.4 Performance du Re´cepteur de Maximum
Vraisemblance
L’analyse de la performance du re´cepteur ML pour les signaux CPM, de´pend de la distance
euclidienne entre des chemins dans le treillis issus d’un meˆme e´tat et se rejoignant par la suite
a` un meˆme e´tat. Cette distance de´pend du signal rec¸u. Supposons deux signaux, ui et uj,
avec des trajectoires en phase diffe´rentes, φ(t,νi) et φ(t,νj). Les se´quences νi et νj doivent
eˆtre diffe´rentes dans leur premier symbole. La distance euclidienne entre ces deux signaux
dans un intervalle NT est de´finie comme [Pro95]:
d2ij =
∫ NT
0
(ui(t)− uj(t))2 dt
= NTE2 − 2E2
∫ NT
0
cos (ωct+ φ(t,νi)) cos (ωct+ φ(t,νj)) dt
= NTE2 − E2
∫ NT
0
cos (φ(t,νi)− φ(t,νj)) dt
= E2
∫ NT
0
{1− cos (φ(t,νi)− φ(t,νj))} dt
Ainsi, la distance euclidienne de´pend simplement de la diffe´rence de phase entre les
chemins du treillis. Le taux d’erreur de re´ception est fonction de la distance minimale,
d2min = limN→∞ mini,j d
2
ij, et est donne´ par [Pro95]:
PE = Q
(√
d2min
Eb
N0
)
(5.17)
ou` Q(x) = (
√
2π)−1
∫∞
x
e−z
2/2dz. Ainsi, la probabilite´ d’erreur de´pend, a` travers dmin, de
l’indice de la modulation, ̺, de la taille de l’alphabet utilise´, A et du support de l’impulsion
de mise-en-forme, L.
Pour les cas les plus simples, comme quand l’alphabet est binaire (A = 2) et L = 1, une
limite supe´rieur de d2min, note´e d
2
B, peut eˆtre trouve´e directement [Pro95]:
d2B(̺) = 2
(
1− sin(2π̺)
2π̺
)
(5.18)
Lorsque A > 2, encore dans le cas d’une re´ponse comple`te, il est aussi facile de trouver
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une limite supe´rieur pour d2min [Pro95]:
d2B(̺) = min
1≤k≤A−1
{
(2 log2A)
(
1− sin2kπ̺
2kπ̺
)}
(5.19)
L’e´quation (5.17) sera donc utilise´, avec une valeur limite supe´rieur d2B pour d
2
min, pour
donner une limite the´orique de la performance du re´cepteur.
5.5 E´tat-de-l’Art
Due a` la complexite´ du re´cepteur optimal, vue a` la section 5.3, une grande partie de la
recherche concernant la modulation CPM consiste a` trouver des re´cepteurs sous-optimaux, en
cherchant le meilleur compromis entre complexite´ et performance. L’ide´al serait de trouver
une technique simple, sans perte de performance par rapport au re´cepteur optimal.
Dans la plupart des travaux, le canal est simplement AWGN et le re´cepteur est cohe´rent
[SW83, SSA84, Kal89, Sim91, TS95], l’objectif e´tant toujours de re´duire la complexite´ de
l’algorithme de Viterbi. En [Gas98], l’auteur de´veloppe une technique de de´tection non-
cohe´rente. Pour le cas spe´cifique de la modulation MSK, des re´cepteurs line´aires peuvent
eˆtre utilise´s avec une perte de performance tre`s limite´e [TM87, LM91].
Dans ce contexte, le travail de Laurent [Lau86] a eu une grande importance. Il a montre´
que toutes les modulations de phase binaires, d’amplitude constante, peuvent eˆtre e´crites
comme une somme finie d’impulsions module´es en amplitude, de dure´e limite´e. Cela est
valable quelque soit les valeurs de ̺ et de L, ce qui re´duit conside´rablement la complexite´
inhe´rente a` l’interpre´tation des modulations en phase. Autrement dit, il a trouve´ une fac¸on
line´aire d’approcher une modulation qui est non-line´aire. Base´e sur cette repre´sentation,
plusieurs travaux ont e´te´ faits en calculant la distance euclidienne [DP01], les limites de
capacite´ pour des canaux AWGN et avec du bruit colore´ [YG02], et des re´cepteurs optimaux
et sous-optimaux, cohe´rents et non-cohe´rents [FK02, eRR99].
Quelques travaux ont aussi e´te´ faits en cherchant un e´galiseur autodidacte pour les signaux
CPM. En [BLS03b], les auteurs montrent que le crite`re du module constant (CM) n’arrive
pas a` e´galiser ce type de signal, parce que l’hypothe`se d’avoir une entre´e i.i.d. (inde´pendant
et identiquement distribue´e) n’est plus valable. Ainsi, le crite`re aura plusieurs mauvaises
solutions. En [FN01], base´ sur l’approche de Laurent, les auteurs de´veloppent une technique
aveugle pour l’estimation de ̺, base´e sur des techniques de chaˆınes de Markov Monte-Carlo,
et utilisent des statistiques de second ordre pour re´ussir l’e´galisation, en conside´rant les
e´chantillons du signal CPM comme e´tant une se´quence de symboles colore´s qui ont des
proprie´te´s d’autocorre´lation connues. Finalement, en [BLS03a], les auteurs proposent une
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me´thodologie pour l’identification aveugle des parame`tres de la modulation CPM comme
l’indice de la modulation ̺, la pe´riode symbole et l’offset de fre´quence de la porteuse. Cepen-
dant, la me´thode est complexe et a des inconve´nients comme l’optimisation d’un crite`re donne´
par une fonction couˆt non convexe et le calcul d’une se´quence ou` les e´le´ments sont e´leve´s a`
des puissances non-entie`res.
Toutes les techniques cite´s ci-dessus ont un point en commun: elles de´pendent de la
connaissance des caracte´ristiques statistiques des signaux et du bruit. La technique de
de´modulation qui nous allons pre´senter ici, est fonde´e sur une approche alge´brique et de´termi-
niste. Ainsi, nous n’avons pas besoin de connaˆıtre ces caracte´ristiques, ni d’imposer des
hypothe`ses sur elles.
A` part cela, le principal avantage de notre me´thode est sa simplicite´, principalement en
comparaison avec les me´thodes cite´s ci-dessus. Elle ne de´pend d’aucune proce´dure d’optimisa-
tion et ne cherche pas a` trouver la se´quence des symboles transmise a` partir de toutes les
possibilite´s existantes, comme dans le cas du re´cepteur de maximum vraisemblance. La
me´thode est tre`s rapide, peut eˆtre imple´mente´e en temps re´el et ne repose que sur des
inte´grales, faciles a` calculer. Elle peut eˆtre utilise´e pour une de´modulation cohe´rente ou
non-cohe´rente et est aussi robuste a` l’addition de bruit.
5.6 Modulation CPFSK
Nous commencerons par le cas le plus simple, avec la modulation CPFSK en re´ponse
comple`te. Ensuite nous proposerons deux me´thodes diffe´rentes qui permettent de de´moduler
un signal CPM facilement, sans le besoin d’un re´cepteur complexe comme celui montre´ dans
la section 5.3.
La premie`re me´thode provient directement de l’application du calcul ope´rationnel au
signal module´, u(t). Nous profiterons ici pour montrer les facteurs a` eˆtre conside´re´s dans le
choix de l’estimateur des symboles, puisque celui-ci n’est pas unique. Nous verrons, pourtant,
que, dans ce cas, les symboles seront seulement faiblement line´airement identifiables, ce qui
peut affecter la robustesse de la de´modulation en pre´sence de bruit. La deuxie`me me´thode,
par contre, provient d’un rapport direct entre les parties en phase et en quadrature du signal
rec¸u. Elle est encore plus simple et plus robuste que la pre´ce´dente.
5.6.1 De´modulation Indirecte du Signal Rec¸u
Estimateur des Symboles
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Reprenons, premie`rement, l’e´quation du signal module´ donne´e par (5.7). Avec
L = 1 (re´ponse comple`te) et dans l’intervalle nT ≤ t < (n + 1)T , nous avons, avec le
changement de variable t = (n + τ)T :
u˜n(τ) = Ecos
(
(ωcT + π̺νn) τ + ωcnT + π̺
n−1∑
k=0
νk
)
(5.20)
Cette e´quation peut eˆtre re´e´crite comme:
u˜n(τ) = Ecos (ωnτ + φn) , 0 ≤ τ < 1 (5.21)
ou` ωn = ωcT + π̺νn et φn = ωcnT + π̺
∑n−1
k=0 νk.
Supposons que le canal introduit un bruit additif non-structure´. Notez que, une fois de
plus, nous n’avons pas besoin de faire les hypothe`ses de gaussienite´ ou de blancheur. Le
signal rec¸u est alors de la forme, pour nT ≤ t < (n + 1)T :
xn(τ) = Ecos(ωnτ + φn) + ηn (5.22)
ou` ηn est la portion du bruit qui affecte la transmission du n-ie`me symbole.
Comme nous avons vu dans la section 3.6.7, nous pouvons toujours de´composer le bruit
ηn en composantes structure´es et non-structure´es:
ηn(τ) = ϑn + η
0
n(τ) (5.23)
ou` la perturbation structure´e ϑn repre´sente, par exemple, la moyenne du bruit et ou` η
0
n(τ)
est un bruit non-structure´ mais de moyenne nulle.
Dans le domaine ope´rationnel, le signal (5.22) devient, en utilisant la de´composition (5.23):
xˆn =
sEcosφn − ωnEsinφn
s2 + ω2n
+
ϑn
s
+ ηˆ0n (5.24)
En faisant αn = Ecosφn et βn = −ωnEsinφn, (5.24) peut eˆtre re´e´crite comme:
xˆn =
sαn − βn
s2 + ω2n
+
ϑn
s
+ ηˆ0n (5.25)
La perturbation structure´e peut, par de´finition meˆme, eˆtre annihile´e par un ope´rateur
diffe´rentiel Π approprie´. Cependant, un tel ope´rateur n’est pas unique. En effet, pour
e´liminer ϑn, nous pouvons:
• Multiplier les deux membres de l’e´quation (5.25) par s et, ensuite, de´river par rapport
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a` s, ce qui nous donne:
xˆn + sxˆ
′
n =
(2sαn − βn) (s2 + ω2n)− 2s2 (sαn − βn)
(s2 + ω2n)
2 +
(
ηˆn
0 + sηˆ0
′
n
)
(5.26)
et l’ope´rateur diffe´rentiel correspondant est:
Π1(s) = 1 + s
d
ds
. (5.27)
• Multiplier les deux membres de l’e´quation (5.25) par s(s2 +ω2n) et, ensuite, de´river trois
fois par rapport a` s. Dans ce cas, nous obtenons:
(
s3xˆn
)(3)
= −ω2nxˆ(3) + Π2(s)ηˆ0n (5.28)
et l’ope´rateur diffe´rentiel est alors
Π2(s) = 6 + 18s
d
ds
+ 3
(
3s2 + ω2n
) d2
ds2
+
(
s3 + sω2n
) d3
ds3
(5.29)
Nous voyons donc qu’a` chaque ope´rateur diffe´rentiel Π correspond un estimateur de ωn.
Le choix de l’estimateur sera guide´, entre autres, par l’influence du bruit non-structure´ sur
l’estimation des symboles.
Choix de l’Estimateur - Influence de la Perturbation Non-Structure´e
Nous e´tudions ici l’effet de la perturbation non-structure´e sur les estimateurs de ωn
obtenus a` partir des e´quations (5.26) et (5.28). Commenc¸ons par l’e´quation (5.26), que
l’on re´e´crit sous la forme:
2s2
(
xˆn + sxˆ
′
n
)
ω2n +
(
xˆn + sxˆ
′
n
)
ω4n − βns2 − 2αnω2ns + βnω2n =
= −s4
(
xˆn + sxˆ
′
n
)
+
(
s2 + ω2n
)2
Π1(s)ηˆ
0
n (5.30)
ou encore:
p1(s)θ1 + p2(s)θ2 + θ3s
2 + θ4s + θ5 = q(s) +
(
s2 + ω2n
)2
Π1(s)ηˆ
0
n (5.31)
ou` θ1 = ω
2
n, θ2 = ω
4
n et ou` une identification terme a` terme avec l’e´quation (5.30) fournit
imme´diatement les de´finitions des termes restantes.
En toutes ge´ne´ralite´s, on peut estimer tous les coefficients θ = [θ1, ..., θ5] et en de´duire
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l’estimation du symbole νn a` partir de l’estimateur donne´ par le syste`me line´aire d’e´quations:
di
dsi
(
p1(s)θ1 + p2(s)θ2 + θ3s
2 + θ4s + θ5
)
=
di
dsi
q(s) (5.32)
pour i = 0, ..., 4.
Notons que l’estimateur ignore tout simplement la pre´sence de la perturbation non-
structure´e inconnue. Bien entendu, l’estimateur (5.32), qui n’est pas propre, doit eˆtre trans-
forme´ en un estimateur propre. Cela est fait en divisant tout le syste`me par sγ ou`, dans ce
cas, γ > 4 (voir section 3.6.6, proposition 3.6.4).
Cependant, puisque le parame`tre recherche´, i.e. le n-ie`me symbole νn, est entie`rement
de´termine´ par ωn par la formule νn =
ωn−ωcT
π̺
, nous ne retiendrons que le sous syste`me de
(5.32)
di
dsi
(θ1p1(s) + θ2p2(s)) =
di
dsi
q(s) i = 3, 4 (5.33)
ou, encore, Pθ = Q.
Comme l’estimateur (5.33) ignore la perturbation η0n, les parame`tres estime´s sont entache´s
d’une erreur ∆θ, dont une borne est donne´e par la formule bien connue
‖∆θ‖
‖θ‖ ≤ cond(P)
‖∆Q‖
‖Q‖ (5.34)
ou` ∆Q = [∆q1 ∆q2]T repre´sente le terme ignore´, duˆ au bruit et ou` cond(P) est le condition-
nement de P . Nous nous inte´ressons ici seulement au terme ∆Q donne´ par
∆Q = d
i
dsi
(
s2 + ω2n
)2
Π1(s)ηˆ
0
n, i = 3, 4 (5.35)
Plus pre´cise´ment on a, pour la composante ∆q1,
∆q1(s) = 24
(
4s2 + ω2n
)
ηˆ0
(1)
n + 24s
(
3s2 + 2ω2n
)
ηˆ0
(2)
n
+4
(
4s4 + 5s2ω2n + ω
4
n
)
ηˆ0
(3)
n + s
(
s2 + ω2n
)2
ηˆ0
(4)
n
Apre`s division par sγ, on obtient dans le domaine temporel, une expression compose´e de
termes de la forme:
bγ(i, j) =
(−1)i
(γ − j − 1)!
∫ λ
0
(λ− τ)γ−j−1 τ iη0n(τ)dτ, (5.36)
ou` 1 ≤ i ≤ 4, 0 ≤ j ≤ 3 et γ > 4.
On ve´rifie directement qu’il en sera le meˆme pour ∆q2(s).
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Conside´rons maintenant l’e´quation (5.28). L’erreur ∆Q correspondant est, apre`s division
par sγ, et d’apre`s (5.29), compose´e de termes de la meˆme forme que (5.36), avec, cette fois-ci,
0 ≤ i ≤ 3.
Puisque le temps d’inte´gration λ est infe´rieur ou e´gal a` un, d’apre`s (5.36) et ce qui a e´te´
vu dans la section 3.6.7, le terme dominant de l’erreur correspond a` la valeur minimale de i,
c’est-a`-dire i = 1 pour l’estimateur (5.33) et i = 0 pour l’estimateur (5.28) (voir section 3.6.7).
On peut alors en de´duire que, vraisemblablement, le niveau du bruit sera plus important pour
l’estimateur (5.28) que pour celui donne´ par (5.33).
Cependant, il est e´vident, comme le montre la borne (5.34), que ce qui importe le plus
c’est d’une part le rapport signal a` bruit de l’estimateur et d’autre part le conditionnement
du syste`me. Maintenant, si l’on regarde de plus pre`s le syste`me (5.33), il apparaˆıt, en posant
p(s) = sxˆ
′
+ xˆ, comme
(
2s2p(s)
)(i)
θ1 + p(s)
(i)θ2 = −
(
s4p(s)
)(i)
i = 3, 4 (5.37)
Dans la premie`re colonne de la matrice du syste`me, on retrouve des de´rive´s de p(s) a` partir
de l’ordre 1 alors que pour la deuxie`me colonne, l’ordre de de´rivation est 3 et 4. Ceci signifie
que dans le domaine temporel, cette matrice sera constitue´e d’inte´grales ite´re´es de τ ixn(τ),
i = 1, ..., 4 pour la premie`re colonne et i = 3, 4 pour la deuxie`me. Celle-ci sera, donc,
ne´gligeable par rapport a` la premie`re, ce qui est une source de mauvais conditionnement.
Pour cette raison, nous choisirons toujours l’estimateur ou` les colonnes de P sont forme´es
par des termes qui ont la meˆme ordre de de´rivation ou dont les ordres sont le plus proches
possible. Ainsi, l’estimateur donne´ par (5.28) sera privile´gie´ par rapport a` celui donne´ par
(5.33).
De´modulation des Symboles
Une fois l’estimateur choisi, pour re´cupe´rer le symbole νn transmis, il nous suffit d’identifier
le terme ω2n a` partir de (5.28). Nous allons, donc, diviser l’e´quation par s
γ avec γ > 3 et
calculer les inte´grales de x(τ) avec (3.43). Avec ωn, les symboles transmis seront identifie´s
en faisant:
νn =
ωn − ωcT
π̺
(5.38)
ou` ωc, T et ̺ sont conside´re´s comme connus au re´cepteur.
Il faut noter que, a` part le besoin de ces parame`tres, la me´thode a l’avantage d’eˆtre
aveugle. De plus, nous voyons que meˆme si la modulation CPM est une modulation non-
line´aire, sa de´modulation peut eˆtre obtenue tre`s facilement, sans le besoin d’un re´cepteur
ML.
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Par contre, comme l’identification des symboles de´pend de celle de ω2n, ils seront seule-
ment faiblement line´airement identifiables. Cela est tre`s inde´sirable puisqu’il de´grade la
performance de la me´thode. Ainsi, l’identifiabilite´ est aussi une caracte´ristique tre`s impor-
tante a` eˆtre prise en compte dans le choix d’un estimateur. Ensuite nous proposerons un
nouveau estimateur ou` les symboles seront line´airement identifiables.
A` cause de la de´pendance de ω2n, dans ce qui suit, cette me´thode sera appele´e me´thode de
De´modulation Indirecte des Symboles (DIS). Les re´sultats de simulation seront montre´s dans
la section 5.6.3
L’extension de la me´thode pour le cas d’une modulation CPFSK a` re´ponse partielle, ou`
L > 1, est directe. A` partir de (5.7) nous pouvons rede´finir ωn et φn comme:
ωnp = ωcT +
π̺
L
n∑
k=n−L+1
νk
φnp =
π̺
L
n−1∑
k=n−L+1
(n− k)νk + ωcnT + π̺
n−L∑
k=0
νk (5.39)
Ainsi, u˜n sera encore donne´ par (5.21) mais en substituant ωn et φn par ωnp et φnp donne´s
ci-dessus. La proce´dure pour l’identification des parame`tres reste exactement la meˆme, mais,
maintenant, a` la fin du processus, nous aurons identifie´ ω2np . Pour re´cupe´rer le symbole νn,
nous aurons:
n∑
k=n−L+1
νk =
L
(
ωnp − ωcT
)
π̺
ce qui nous donne:
νn =
L
(
ωnp − ωcT
)
π̺
−
n−1∑
k=n−L+1
νk (5.40)
et ainsi, la re´cupe´ration de νn de´pendra des symboles de´ja` identifie´s.
Contrairement au re´cepteur ML ou` le nombre d’e´tats augmente exponentiellement avec
L, ici nous avons simplement une ope´ration de soustraction en plus. Cependant, comme dans
toute structure avec rebouclage, il existe la possibilite´ de propagation d’erreurs.
L’extension de la me´thode vers le cas d’un canal se´lectif en fre´quence n’est pas si simple.
En effet, le signal rec¸u par le re´cepteur, dans ce cas, serait donne´ par:
x(t) =
n−1∑
k=0
∫ (k+1)T
kT
h(t− ζ)uk(ζ)dζ +
∫ t
nT
h(t− ζ)un(ζ)dζ (5.41)
ou` nT ≤ t < (n+1)T et ui(τ) est le signal transmis dans l’intervalle iT ≤ t < (i+1)T . Nous
voyons, donc, que x(t) de´pend du signal transmis dans l’intervalle d’inte´reˆt et aussi de son
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passe´. Cela rend le traitement par l’application du calcul ope´rationnel a` x(t) tre`s difficile.
Comme nous avons de´ja` commente´, nous proposerons ensuite une deuxie`me me´thode,
encore plus simple et robuste que celle-ci, ou` les symboles peuvent eˆtre identifie´s directement.
5.6.2 De´modulation Directe du Signal Rec¸u
La me´thode qui sera pre´sente´e utilise le mode`le de re´cepteur montre´ a` la figure 5.2. Le
signal rec¸u, x(t), doit eˆtre premie`rement ramene´ en bande de base pour qu’apre`s on puisse
le de´moduler. Pour cette raison, il sera multiplie´ par un cosinus et un sinus et, apre`s, filtre´
par un filtre passe-bas. Ainsi, nous aurons les composants en phase et en quadrature de x(t)
en bande de base.
Figure 5.2: Mode`le du re´cepteur utilise´
Pour le moment, notre but est simplement de de´moduler u(t), sans la pre´sence de bruit,
ce qui fait que x(t) soit e´gal a` u(t), avec u(t) donne´ par (5.5). De plus, conside´rons la
modulation a` re´ponse comple`te et plac¸ons-nous dans l’intervalle nT ≤ t < (n + 1)T .
La multiplication de x(t) par un cosinus et un sinus, comme dans la figure 5.2, nous
donnera, apre`s quelques manipulations:
x(t)cos(ωct) =
E
2
[
cos
(
2ωct+ π̺νn
(t− nT )
T
+ π̺
n−1∑
k=0
νk
)
+ cos
(
−π̺νn t− nT
T
− π̺
n−1∑
k=0
νk
)]
(5.42)
x(t)sin(ωct) =
E
2
[
sin
(
2ωct+ π̺νn
(t− nT )
T
+ π̺
n−1∑
k=0
νk
)
+ sin
(
−π̺νn t− nT
T
− π̺
n−1∑
k=0
νk
)]
(5.43)
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Ensuite, le filtrage passe-bas e´limine les e´le´ments qui de´pendent du double de la fre´quence
de la porteuse, 2ωc. A` la sortie de ce filtre, nous aurons donc:
xI(t) =
E
2
cos
(
−π̺νn t− nT
T
− π̺
n−1∑
k=0
νk
)
xQ(t) =
E
2
sin
(
−π̺νn t− nT
T
− π̺
n−1∑
k=0
νk
)
(5.44)
ou` xI(t) est la composante en phase et xQ(t) celle en quadrature de x(t) en bande de base.
Ces deux composantes sont lie´es par:
dxI(τ)
dτ
= π̺νn
E
2
sin
(
−π̺νnτ − π̺
n−1∑
k=0
νk
)
= π̺νnxQ(τ) (5.45)
Dans le domaine fre´quentiel, (5.45) de´vient:
sxˆI(s)− xI(0) = π̺νnxˆQ(s) (5.46)
Pour identifier le seul parame`tre inconnu, νn, on commencera par de´river (5.46) par rapport a`
s, pour e´liminer la de´pendance a` la condition initiale xI(0). Ensuite, on divise le re´sultat par
sγ avec γ supe´rieur a` 1, pour que les termes soient propres. Le symbole sera enfin identifie´
par:
νn =
(sxˆI(s))
′
π̺xˆ
′
Q(s)
(5.47)
avec ̺ connu au re´cepteur.
Dans ce cas, la me´thode obtenue est aussi autodidacte, comme la me´thode DIS. En
analysant l’estimateur par rapport a` ce que nous avons vu dans la section pre´ce´dente, nous
voyons que l’ordre des de´rive´s n’est pas e´leve´, ce qui signifie une influence plus forte du bruit.
Pourtant, cet effet peut aussi eˆtre re´duit en controˆlant la valeur de γ (voir section 3.6.7).
Dans le cas d’une perturbation structure´e, il suffit de multiplier (5.46) par s et la de´river
une fois que la perturbation sera annihile´e. De plus, ici nous n’avons pas le proble`me de
mauvais conditionnement. La proce´dure propose´e est plus simple que la pre´ce´dente, avec
une identifiabilite´ line´aire des symboles qui, comme nous le verrons, favorise une plus grande
robustesse. Cette me´thode sera appele´e De´modulation Directe des Symboles (DDS).
En suivant la proce´dure de´crite, il est clair que nous pouvons aussi intervertir xQ(t) et
140 Modulation CPFSK
xI(t), pour obtenir
(sxˆQ)
′
= −π̺νnxˆ′I (5.48)
Nous pouvons, donc, profiter de cela pour rendre la me´thode de re´cupe´ration des symboles
encore plus robuste. Nous appellerons νn1 le symbole obtenu par (5.47), νn2 le symbole obtenu
a` partir de (5.48) et νn3 celui re´sultant d’une combinaison des deux pre´ce´dents:
νn3 =
(sxˆI)
′
+ (sxˆQ)
′
π̺(xˆ
′
Q − xˆ′I)
(5.49)
La de´cision finale sur le n-ie`me symbole est de´termine´e par vote, par νn = νni ou` i est
l’indice du minimum du vecteur
[|dec(νn1)− dec(νn2)|, |dec(νn2)− dec(νn3)|, |dec(νn3)− dec(νn1)|] ,
ou` dec(·) est le dispositif de de´cision a` la sortie du de´modulateur. Si l’un des νni a un signe
incorrect, par exemple, cette me´thode permet d’e´liminer la possibilite´ de le choisir. Ainsi, le
fait de de´cider le symbole de cette fac¸on apporte un gain de robustesse au syste`me.
Comme dans la me´thode DIS (section 5.6.1), l’extension pour le cas d’une modulation
CPFSK a` re´ponse partielle est directe. Dans ce cas, la de´rivation de xI(τ) par rapport a` τ
nous donnera:
dxI(τ)
dτ
=
π̺
∑n
k=n−L+1 νk
L
xQ(τ) (5.50)
et, une fois de plus, l’identification du symbole νn de´pendra des symboles pre´ce´dents de´ja`
identifie´s. La me´thode d’identification du symbole de´crite ci-dessus, ou` le symbole est choisi
parmi 3 possibilite´s, peut eˆtre applique´e ici de la meˆme fac¸on que dans le cas a` re´ponse
comple`te.
Enfin, il faut aussi noter que le cas d’un canal se´lectif en fre´quence pose le meˆme proble`me
que pour la me´thode DIS. Duˆ a` l’e´talement temporel du signal transmis, cause´ par le canal,
le traitement se complique.
5.6.3 Re´sultats des Simulations
Pour les simulations en bande passante, le bruit est mode´lise´ comme un bruit de bande
e´troite filtre´ [Hay89, WFJ+02]:
η(t) = ηI(t)cos(ωct+ ϕ1)− ηQ(t)sin(ωct+ ϕ2) (5.51)
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ou` ηI(t) et ηQ(t) sont les composants en phase et en quadrature du bruit η(t). Les deux
composantes sont statistiquement inde´pendantes et de´correle´es, chacune e´tant un processus
gaussien, blanc, de variance σ2. Les phases ϕ1 et ϕ2 sont choisies ale´atoirement. Comme nous
avons de´ja` vu, les moyennes des processus peuvent eˆtre quelconques puisqu’elles disparaˆıtront
avec les de´rivations par rapport a` la variable s.
La variance du bruit σ2 est calcule´e comme [Hay89, WFJ+02]:
σ =
√
E2
4 · log2(A) · 10Eb/No/10
ou` A est la taille de l’alphabet des symboles et Eb/No est le rapport signal a` bruit par bit,
donne´ en de´cibels. Rappelons que l’e´nergie d’un symbole est E = Eb · log2(A).
La performance des me´thodes propose´es sera mesure´e par le calcul des taux d’erreurs
binaires (TEB). Ces taux sont obtenus a` partir de symboles choisis ale´atoirement. La taille
de la se´quence transmise doit toujours eˆtre, en bit, au moins 10 fois supe´rieure a` l’inverse de
la valeur du TEB trouve´e. Ainsi, par exemple, si l’alphabet est binaire, pour qu’un TEB de
10−5 soit valable, il faut la transmission d’au moins 106 symboles. Tous les re´sultats montre´s
ci-dessous ont e´te´ ainsi obtenus. La taille minimale utilise´e pour la se´quence transmise e´tait
de 50000 symboles.
Me´thode DIS
Pour la me´thode DIS, les symboles seront obtenus a` partir de l’e´quation (5.28). La figure
5.3 montre le re´sultat obtenu pour la modulation a` re´ponse comple`te. Les parame`tres de
simulation sont: E = 1.437, ̺ = 0.725, T = 6.25 × 10−5, ωc = 60/T , γ = 18, λ = 1, A e´gal
a` 4 et 8, et nous avons utilise´, pour le calcul des inte´grales, 10000 e´chantillons par pe´riode
symbole.
Nous pouvons observer, en premier, que le re´sultat obtenu pour A = 4 est presque le
meˆme que celui obtenu pour A = 8 ce qui nous montre que la taille de l’alphabet n’influence
pas beaucoup le re´sultat.
De plus, nous voyons que le re´sultat n’est pas tre`s satisfaisant. Comme nous avons
de´ja` commente´, cela est duˆ a` la faible identifiabilite´ du syste`me obtenu. En effet, les vrais
parame`tres sont des fonctions alge´briques des parame`tres estime´s et, pour cette raison, nous
ne maˆıtrisons pas l’influence d’erreurs potentielles. Dans le cas simule´, par exemple, la valeur
de ωcT est beaucoup plus e´leve´e que celle du terme π̺ν. Ainsi, les re´sultats estime´s de ω
2
n, a`
partir du syste`me donne´ par (5.28), varieront autour de la valeur de (ωcT )
2. Pour A = 4, plus
pre´cise´ment, ils varieront entre [2826, 4467]. Il est clair, donc, que les erreurs d’estimations se
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Figure 5.3: TEB pour la me´thode DIS, canal AWGN
re´percuterons diffe´remment sur la re´cupe´ration des symboles, ce qui de´grade la performance.
De plus, de fac¸on plus ge´ne´rale, les syste`mes faiblement line´airement identifiables ont une
taille plus grande que le ne´cessaire. Cela implique la ne´cessite´ de calculer plus de de´rivations,
ce qui augmente les chances d’avoir un syste`me mal-conditionne´. Dans la me´thode propose´e,
cela n’est pas le cas puisque nous avons un seul parame`tre a` identifier, meˆme si nous avons
eu besoin de de´river (5.25) pour e´liminer les constantes.
La me´thode DDS, dont les re´sultats de simulations seront montre´s ensuite, ne pre´sente
pas ces proble`mes. Nous verrons, donc, qu’elle est beaucoup plus performante.
Me´thode DDS
Pour la me´thode DDS, la re´cupe´ration des symboles est faite en utilisant la me´thode
de´crite dans la section 5.6.2. De plus, pour simuler une de´modulation non-cohe´rente, x(t) est
multiplie´ par cos(ωct+ ϕc) et sin(ωct+ ϕs), avec des phases ϕc et ϕs choisies ale´atoirement.
En ce qui concerne le filtrage passe-bas, plusieurs solutions sont possibles. La premie`re
est d’utiliser un filtre, comme celui de Butterworth par exemple, avec une largeur de bande
suffisante pour ne pas distordre le signal CPM. Comme a e´te´ vu dans la section 5.2, cela
de´pend de la famille de la modulation conside´re´e, de la valeur L, de ̺ et de A. Cependant,
l’ope´ration d’inte´gration repre´sente de´ja` un filtrage passe-bas. Ainsi, la deuxie`me solution est
de conside´rer simplement les inte´grales ite´re´es du de´modulateur. Il suffira, donc, d’utiliser
une valeur de γ qui permet un bon filtrage du signal rec¸u.
La figure 5.4 montre le re´sultat obtenu pour la me´thode DDS, modulation a` re´ponse
comple`te, compare´ avec la limite the´orique donne´e par (5.17). Ici nous avons utilise´ les
meˆmes parame`tres de la simulation pre´ce´dente, sauf pour ωc = 2π10 × 106, γ = 8 et, dans
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ce cas, 1500 e´chantillons par pe´riode symbole suffisent pour avoir un bon re´sultat. De plus,
nous avons utilise´ A = 8. Pour le calcul de la limite the´orique, la distance d2B utilise´e est de
5.23, calcule´e avec (5.19).
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Figure 5.4: TEB pour la me´thode DDS, canal AWGN, modulation CPFSK
Nous pouvons, donc, observer que le re´sultat est tre`s bon, e´tant meˆme au dessous de
la limite the´orique pour les valeurs de Eb/No plus faibles. Cela montre la puissance de la
me´thode propose´e, qui, en plus, est tre`s simple a` imple´menter.
De plus, la figure 5.4 compare les simulations en bande de base, en bande passante avec
le filtrage passe-bas et en bande passante sans le filtrage. Nous pouvons voir que les 3
cas donnent presque le meˆme re´sultat, avec une petite diffe´rence juste pour Eb/No e´gal a`
6 dB. Cela confirme que les inte´grales du processus de de´modulation repre´sentent un filtre
passe-bas et suffisent pour permettre une bonne re´cupe´ration des symboles, ce qui simplifie
le de´modulateur.
Les figures 5.5 et 5.6 montrent les re´sultats obtenus pour une modulation a` re´ponse
partielle avec L = 2 et L = 3 respectivement. Il e´tait de´ja` attendu d’avoir une perte de
performance par rapport au cas de la modulation a` re´ponse comple`te, puisque maintenant la
re´cupe´ration des symboles de´pend des symboles de´ja` identifie´s dans les instants pre´ce´dents.
De toute fac¸on, nous pouvons observer qu’il n’y a pas une grande diffe´rence de performance
entre les deux cas teste´s (L = 2 et L = 3). Pour les parame`tres de simulation, la seule
diffe´rence est dans le nombre d’e´chantillons utilise´ pour le calcul des inte´grales: 3000 par
pe´riode symbole pour L = 2 et 5000 pour L = 3.
Les figures montrent aussi les simulations en bande de base, en bande passante avec un
filtre passe bas et en bande passante sans le filtre. Nous pouvons voir que les trois re´sultats
sont tre`s proches, tant pour L = 2 que pour L = 3, ce qui valide, une fois de plus, la solution
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sans filtre.
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Figure 5.5: TEB pour la me´thode DDS,
L = 2, A = 8, canal AWGN, CPFSK
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Figure 5.6: TEB pour la me´thode DDS,
L = 3, A = 8, canal AWGN, CPFSK
5.7 Modulation LRC
La modulation LRC est un peu plus difficile a` traiter que la modulation CPFSK duˆ a`
la sinuso¨ıde pre´sente dans l’argument du cosinus, comme nous pouvons voir dans l’e´quation
(5.6). Comme pour la modulation CPFSK, nous commencerons par le cas le plus simple ou`
L = 1. Une fois de plus, il est possible de trouver une me´thode de de´modulation DIS ou
DDS. Cependant, comme la deuxie`me est plus robuste et a une meilleure performance, ici
nous n’allons traiter qu’elle.
5.7.1 Me´thode DDS
Comme pour le cas de la modulation CPFSK, le de´modulateur consiste, premie`rement, a`
ramener le signal rec¸u en bande de base et, ensuite, trouver une e´quation diffe´rentielle entre
les composantes en phase et en quadrature du signal telle que les parame`tres a` identifier
apparaissent dans les coefficients. Pour ramener le signal en bande de base, x(t) est multiplie´
par un cosinus et un sinus et, apre`s, filtre´ par un filtre passe-bas.
La multiplication de (5.6) dans l’intervalle nT ≤ t < (n + 1)T , avec L = 1, par un sinus
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et un cosinus, nous donne, apre`s le filtrage passe-bas:
xI(t) =
E
2
cos
(
−π̺νn t− nT
T
+ ̺
νn
2
sin
2π(t− nT )
T
− π̺
n−1∑
k=0
νk
)
xQ(t) =
E
2
sin
(
−π̺νn t− nT
T
+ ̺
νn
2
sin
2π(t− nT )
T
− π̺
n−1∑
k=0
νk
)
(5.52)
Une fois de plus, nous cherchons une relation entre ces deux signaux. Ainsi, la de´rivation de
xI(t) par rapport a` la variable t, avec le changement de variable t = (n + τ)T , nous donne:
x˙I(τ) = (π̺νn − π̺νncos(2πτ)) E
2
sin
(
−π̺νnτ + ̺νn
2
sin(2πτ)− π̺
n−1∑
k=0
νk
)
= (π̺νn − π̺νncos(2πτ))xQ(τ) (5.53)
Alors que pour la modulation CPFSK l’estimation du symbole νn reposait sur une e´quation
diffe´rentielle line´aire a` coefficients constants, l’e´quation diffe´rentielle correspondante ici est en-
core line´aire mais a` coefficients variables. Ceci correspond aux signaux dits diffe´rentiellement
rationnels. La de´marche pour l’identification des parame`tres reste cependant la meˆme.
Nous avons, donc, a` nouveau, une e´quation diffe´rentielle simple entre les composants en
phase et en quadrature du signal rec¸u. La seule difficulte´ ici est de trouver la transforme´e
de Laplace de (5.53) duˆ au coefficient variable pre´sent dans l’e´quation. Cependant, nous
pouvons calculer directement, dans le domaine temporel, les inte´grales correspondantes aux
ope´rations de de´rivation par rapport a` s et de la division par sγ dans le domaine ope´rationnel.
Comme nous avons vu dans le chapitre 3, la de´rivation par rapport a` la variable s correspond,
dans le domaine temporel, a` la multiplication du signal par −t. De plus, la division par sγ
correspond a` une inte´grale ite´re´e.
Pour identifier les symboles en partant de (5.53), nous avons besoin de de´river l’e´quation
par rapport a` s seulement une fois, pour e´liminer les conditions initiales, et la diviser par sγ
avec γ supe´rieur a` 1. Cela sera e´quivalent, dans le domaine temporel, a`:∫
γ
τ x˙I(τ)dτ = π̺νn
∫
γ
τ(1− cos(2πτ))xQ(τ)dτ (5.54)
ou` ∫
γ
f(τ)dτ =
∫ t
0
dtγ−1
∫ tγ−1
0
...
∫ t1
0
f(τ)dτ =
∫ t
0
tγ−1
(γ − 1)!f(τ)dτ
Comme x˙I(τ) n’est pas connu et l’ope´ration de de´rivation n’est pas nume´riquement ro-
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buste, nous allons inte´grer par partie le membre gauche de cette e´quation, ce qui nous donne:∫
γ−1
τxI(τ)dτ −
∫
γ
xI(τ)dτ = π̺νn
∫
γ
τ(1− cos(2πτ))xQ(τ)dτ (5.55)
En utilisant (3.43), (5.55) peut eˆtre re´e´crite comme:
1
(γ − 2)!
∫ λ
0
(λ− τ)γ−2τxI(τ)dτ + −1
(γ − 1)!
∫ λ
0
(λ− τ)γ−1xI(τ)dτ
= π̺νn
1
(γ − 1)!
∫ λ
0
(λ− τ)γ−1τ(1− cos(2πτ))xQ(τ)dτ (5.56)
ou` 0 < λ ≤ 1.
Ainsi, les symboles peuvent eˆtre facilement re´cupe´re´s avec la re´solution de l’e´quation
ci-dessus. De fac¸on plus directe, les symboles seront donne´s par:
νn =
1
(γ−2)!
∫ λ
0
(λ− τ)γ−2τxI(τ)dτ + −1(γ−1)!
∫ λ
0
(λ− τ)γ−1xI(τ)dτ
π̺ 1
(γ−1)!
∫ λ
0
(λ− τ)γ−1τ(1− cos(2πτ))xQ(τ)dτ
(5.57)
Nous voyons donc que meˆme si l’e´quation diffe´rentielle (5.53) est plus complique´e que celle
correspondant pour la modulation CPFSK (5.45), le parame`tre νn est encore line´airement
identifiable et son estimation est donne´e par une formule explicite.
L’extension de la me´thode pour le cas a` re´ponse partielle n’est pas directe pour cette
modulation. Pour un L quelconque, le signal d’entre´e est toujours donne´ par (5.6). Ainsi, le
signal rec¸u, en bande de base, d’apre`s (5.52), sera:
xI(t) =
E
2
cos
(
−π̺
L
n∑
i=n−L+1
νi
t− iT
T
+
̺
2
n∑
i=n−L+1
νisin
2π(t− iT )
LT
− π̺
n−L∑
k=0
νk
)
xQ(t) =
E
2
sin
(
−π̺
L
n∑
i=n−L+1
νi
t− iT
T
+
̺
2
n∑
i=n−L+1
νisin
2π(t− iT )
LT
− π̺
n−L∑
k=0
νk
)
(5.58)
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La de´rive´e de xI(t) par rapport a` t, avec le changement de variable t = (n+ τ)T , donne:
x˙I(τ) =
(
π̺
L
n∑
i=n−L+1
νi − π̺
L
n∑
i=n−L+1
νicos
(
2π
L
(n− i + τ)
))
E
2
sin
(
−π̺
L
n∑
i=n−L+1
νi(n− i + τ)+
+
̺
2
n∑
i=n−L+1
νisin
(
2π(n− i + τ)
L
)
− π̺
n−L∑
k=0
νk
)
=
(
π̺
L
n∑
i=n−L+1
νi − π̺
L
n∑
i=n−L+1
νicos
(
2π
L
(n− i + τ)
))
xQ(τ) (5.59)
On peut re´e´crire cette e´quation diffe´rentielle sous une forme plus simple:
x˙I(τ) =
(
θ1 − θ2cos
(
2πτ
L
)
+ θ3sin
(
2πτ
L
))
xQ(τ) (5.60)
= θ1xQ(τ)− θ2xcQ(τ) + θ3xsQ(τ) (5.61)
ou`
θ1 =
π̺
L
n∑
i=n−L+1
νi,
θ2 =
π̺
L
n∑
i=n−L+1
νicos
(
2π
L
(n− i)
)
,
θ3 =
π̺
L
n∑
i=n−L+1
νisin
(
2π
L
(n− i)
)
.
sont des constantes inconnues et
xcQ(τ) = cos
(
2πτ
L
)
xQ(τ),
xsQ(τ) = sin
(
2πτ
L
)
xQ(τ).
De cette fac¸on, il nous suffit d’identifier θ1 pour pouvoir re´cupe´rer le symbole qui nous
inte´resse. Comme aucune des 3 variables n’est connue, nous allons appliquer la meˆme
proce´dure vue au chapitre 3 pour l’estimation des parame`tres d’une fonction de transfert ra-
tionnelle. Nous allons utiliser (5.61) pour ge´ne´rer un syste`me, dans le domaine ope´rationnel,
avec 3 e´quations puisque nous avons 3 parame`tres inconnus. Cela sera fait, en de´rivant (5.61)
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successivement par rapport a` la variable s. Comme toujours, la premie`re e´quation ne fera
pas partie du syste`me a` cause de la pre´sence des conditions initiales inconnues. On peut
aussi, comme pre´ce´demment, traiter le proble`me directement dans le domaine temporel. On
obtient alors:
1
(γ − 2)!
∫ λ
0
(λ− τ)γ−2τ ixI(τ)dτ + −1
(γ − 1)!
∫ λ
0
(λ− τ)γ−1iτ i−1xI(τ)dτ =
= θ1
1
(γ − 1)!
∫ λ
0
(λ− τ)γ−1τ ixQ(τ)dτ
+θ2
1
(γ − 1)!
∫ λ
0
(λ− τ)γ−1τ icos
(
2π
L
τ
)
xQ(τ)dτ
+θ3
1
(γ − 1)!
∫ λ
0
(λ− τ)γ−1τ isin
(
2π
L
τ
)
xQ(τ)dτ (5.62)
pour i = 1, 2, 3. L’exposant i est l’e´quivalent, dans le domaine temporel, de l’ordre de la
de´rive´e par rapport a` s dans le domaine ope´rationnel.
Ainsi, avec θ1 et les symboles de´cide´s pre´ce´demment, nous pouvons re´cupe´rer le symbole
actuel, νn. Nous revenons, donc, a` un cas ou` l’identification est faite indirectement, puisqu’elle
de´pend de θ1.
5.7.2 Re´sultats des Simulations
La figure 5.7 montre le re´sultat obtenu pour le cas d’un canal AWGN, modulation a`
re´ponse comple`te, avec les meˆmes parame`tres de la simulation re´alise´e dans la section 5.6.3.
Meˆme le taux d’e´chantillonnage utilise´ a` e´te´ maintenu.
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Figure 5.7: TEB pour la me´thode DDS, canal AWGN, modulation RC
Une fois de plus, nous pouvons voir que le filtre passe-bas n’est pas ne´cessaire, vu que
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les inte´grales ite´re´es de la me´thode de de´modulation remplissent aussi ce roˆle sans perte de
performance.
En comparaison avec la modulation CPFSK (figure 5.4), nous pouvons voir que les per-
formances des me´thodes pour les deux modulations sont presque pareilles. Cela e´tait de´ja`
attendu puisque nous pouvons aussi voir la me´thode comme e´tant x˙I(τ) = π̺νnx˜Q(τ), ou`
x˜Q(τ) = (1− cos(2πτ))xQ(τ) et nous retrouvons la meˆme e´quation obtenue pour la modula-
tion CPFSK. Par contre, la performance est un peu pire pour les valeurs de Eb/No les plus
faibles. Cela est probablement duˆ au terme en cosinus qui intervient dans ce cas, et qui rend
le calcul un peu plus couˆteux et impre´cis que dans le cas pre´ce´dent.
Cependant, nous ne pouvons pas dire la meˆme chose du cas a` re´ponse partielle. Les
re´sultats pour A = 4 et A = 8 sont montre´s dans les figures 5.8 pour L = 2 et 5.9 pour
L = 3. Ces re´sultats ont e´te´ obtenus avec les meˆmes parame`tres de simulation que pour la
modulation CPFSK sauf pour γ qui, ici, a e´te´ pris e´gal a` 5 et pour le taux d’e´chantillonnage
qui e´tait e´gal a` 5000 e´chantillons par pe´riode symbole.
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Figure 5.8: TEB pour la me´thode DDS,
L = 2, A = 4 et A = 8, canal AWGN,
modulation RC
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Figure 5.9: TEB pour la me´thode DDS,
L = 3, A = 4 et A = 8, canal AWGN,
modulation RC
Il est clair que les TEBs re´sultants dans le deux cas (L = 2 et L = 3) sont beaucoup
plus e´leve´s que ceux obtenus pour la modulation CPFSK. La performance obtenue est aussi
loin des performances obtenues par des re´cepteurs ML. Par exemple, pour un rapport signal
a` bruit par bit de 6 dB, ceux-ci pre´sentent de´ja` un TEB infe´rieur a` 10−4, avec les meˆmes
parame`tres de simulation utilise´s ci-dessus [LA03].
Ce re´sultat e´tait de´ja` attendu puisque maintenant la relation entre x˙I(t) et xQ(t) n’est
pas directe. Dans le cas de la modulation CPFSK, on avait un syste`me de dimension un
a` re´soudre, ce qui nous permettait d’identifier directement les symboles. Maintenant, nous
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avons un syste`me de dimension trois. Cela implique en plus de de´rivations et d’inte´grales a`
calculer. De plus, maintenant nous avons l’intervention des termes en cosinus (xcQ(t)) et en
sinus (xsQ(t)). Tous ces facteurs aident a` augmenter la possibilite´ d’avoir des impre´cisions
nume´riques de calcul. Cela, somme´ aux possibles propagations d’erreurs dues a` la me´thode
en rebouclage, re´sulte dans la perte de performance observe´e.
5.8 Conclusion
La modulation CPM est une modulation non-line´aire, avec me´moire, et pour ces raisons
elle est difficile a` traiter par les me´thodes existantes dans la litte´rature. Le re´cepteur optimal
est un re´cepteur de maximum vraisemblance, qui a l’inconve´nient de´ja` connu d’avoir une
haute complexite´.
Dans ce chapitre nous avons propose´ deux nouvelles me´thodes pour la de´modulation d’un
signal CPM, en appliquant la nouvelle technique de´veloppe´e dans le chapitre 3. Nous avons,
donc, traite´ le signal directement en temps continu, et, de cette fac¸on, nous avons trouve´ des
me´thodes simples et robustes.
Pendant le de´veloppement de la premie`re me´thode, nous avons aussi discute´ des facteurs
qui sont importants dans le choix d’un estimateur pour les symboles. Nous avons donc vu qu’il
faut trouver un compromis entre le rapport signal a` bruit de l’estimateur, le conditionnement
de la matrice P et l’identifiabilite´ des symboles. Les re´sultats des simulations nous ont
montre´ que la me´thode DIS n’a pas eu une bonne performance, principalement duˆ a` la faible
identifiabilite´ des symboles. L’estimation correcte de ceux-ci de´pend de l’estimation de ω2n,
ce qui augmente la probabilite´ des de´cisions errone´es.
Cependant, la deuxie`me me´thode propose´e, la me´thode DDS, n’a pas ces inconve´nients.
Elle repose sur une relation directe entre les composants en phase et en quadrature du signal
rec¸u, ayant, ainsi, plusieurs avantages:
• La me´thode est tre`s simple et tre`s facile a` calculer, puisqu’elle de´pend seulement des
inte´grales des signaux xI(t) et xQ(t).
• La me´thode est tre`s robuste aussi dans les cas de bruit fort (Eb/No faible).
• La complexite´ de la me´thode ne de´pend pas de l’alphabet, A, et augmente tre`s peu avec
la me´moire du signal (une ope´ration de soustraction pour chaque symbole de plus en
me´moire), contrairement au re´cepteur ML. Meˆme si la structure en rebouclage permet
la propagation d’erreurs, les re´sultats des simulations confirment la bonne performance
de la me´thode.
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• La me´thode est aveugle, meˆme si l’indice de la modulation doit eˆtre connu au re´cepteur.
• L’indice de la modulation, ̺, peut eˆtre quelconque, tandis que, pour le re´cepteur ML,
il doit eˆtre rationnel.
• La me´thode peut eˆtre utilise´e e´galement pour une re´ception cohe´rente comme pour une
non-cohe´rente, sans perte de performance.
Les bons re´sultats des simulations obtenus, principalement pour la modulation CPFSK,
confirment la puissance de cette nouvelle me´thode, principalement pour les cas de faible
rapport signal a` bruit.
Par ailleurs, il faut faire attention au fait que la me´thode de´pend de la famille de la
modulation a` eˆtre conside´re´e. Nous avons vu que, pour le cas des modulations RC, la
me´thode n’est de´ja` pas tellement simple et, principalement pour le cas a` re´ponse partielle,
une importante perte de performance a e´te´ repe´re´e. Ainsi, son application a` d’autres familles,
comme les modulations TFM, GMSK et LSRC, ou` la fonction g(t) devient plus complexe,
n’est pas imme´diate.
De plus, son extension pour le cas d’un canal se´lectif en fre´quence n’est pas facile, duˆ au
passe´ de u(t) qui intervient dans l’obtention de x(t).
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Chapitre 6
Conclusion
Dans ce me´moire nous avons e´tudie´ le proble`me de l’identification de signaux et syste`mes,
applique´ a` l’e´galisation, dans un nouveau cadre alge´brique et de´terministe. De plus, nous
avons utilise´ un point de vue peu usuel dans la litte´rature, en gardant les signaux et les
syste`mes dans le temps continu. Notre objectif est de corriger les distorsions introduites par
un canal de communication.
Le premier proble`me aborde´ est la correction des distorsions dans un syste`me de commu-
nication par courant porteur, ou` le canal est mode´lise´ par une ligne e´lectrique. Nous nous
sommes inspire´s du syste`me soliton en optique pour pre´-compenser les distorsions, ce qui sig-
nifie l’utilisation d’un filtre a` l’e´metteur. Ce filtre a e´te´ obtenu en exploitant la proprie´te´ de
platitude du syste`me donne´ par la ligne e´lectrique. Cette proprie´te´, de´veloppe´e en automa-
tique, caracte´rise des syste`mes dont toutes les variables, le signal d’entre´e inclus, peuvent eˆtre
e´crites uniquement en fonction de la sortie du syste`me et de ses de´rive´es. Les re´sultats de
simulation montrent que cette pre´compensation est robuste a` des erreurs d’estimation dans
les parame`tres de la ligne. La solution obtenue a aussi donne´ des bons re´sultats quand ap-
plique´e a` la restauration du timbre de la voix dans un re´seau te´le´phonique, mode´lise´ comme
une ligne e´lectrique.
Dans un deuxie`me temps, nous avons traite´ le proble`me de l’identification d’un syste`me
rationnel, dans le cadre d’une nouvelle the´orie de´terministe de l’estimation, reposant sur
l’alge`bre diffe´rentielle et le calcul ope´rationnel. Cette the´orie est a` la base d’une nouvelle
me´thode que nous avons propose´e et qui consiste a` estimer des parame`tres par la simple
re´solution d’un syste`me line´aire. Ce cadre nous permet d’e´viter les proble`mes de conver-
gence trouve´s dans les me´thodes d’optimisation stochastiques classiques comme le retard de
traitement, inhe´rent a` de telles me´thodes et la possibilite´ de convergence vers de minima
locaux. De plus, la me´thode propose´e ne ne´cessite pas la connaissance des caracte´ristiques
statistiques des signaux et peut eˆtre utilise´e e´galement avec des signaux stationnaires et non-
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stationnaires. Meˆme si la me´thode n’est pas autodidacte, nous avons vu qu’il suffit d’avoir
une se´quence d’apprentissage tre`s courte. En dernier, nous pouvons dire que la me´thode est
tre`s rapide, pouvant ainsi eˆtre imple´mente´e en temps re´el.
Dans le cas ou` l’ordre du syste`me a` identifier est connu, la me´thode montre une bonne
robustesse au bruit. Par contre, quand l’ordre du mode`le utilise´ est infe´rieur a` celui du
syste`me, une identification sous un angle global de la fonction de transfert n’est plus possible.
Toutefois, cette situation est facilement repe´rable puisque, dans ce cas, les coefficients du
mode`le d’ordre re´duit seront variables dans le temps. Ce comportement et le fait que la
me´thode soit tre`s rapide, nous a inspire´ une autre technique d’identification: la mode´lisation
locale. Dans ce cas, il est possible d’estimer le comportement local entre´e-sortie d’un syste`me
de grande dimension par un mode`le de dimension tre`s re´duite. Le principal avantage est que
la connaissance de l’ordre du syste`me original n’est plus ne´cessaire.
Applique´es au proble`me d’e´galisation, ces me´thodes nous permettent de de´velopper des
techniques simples et rapides de de´modulation des symboles. En effet, quand l’ordre est
connu, nous arrivons a` des formules explicites pour la re´cupe´ration des symboles ce qui
facilite le calcul. Lorsque l’ordre n’est pas connu, nous pouvons utiliser le principe de la
mode´lisation locale. La me´thode propose´e dans ce cas permet la de´modulation directe,
sans la ne´cessite´ d’une identification/e´galisation explicite du canal. Duˆ au proble`me de
mauvais conditionnement du syste`me line´aire qui estime les parame`tres, cette me´thode a une
performance moins bonne que celle de´veloppe´e lorsque l’ordre est connu.
Finalement, la nouvelle technique a e´te´ applique´e a` la de´modulation des signaux module´s
en fre´quence a` phase continue. La me´thode propose´e est base´e sur une e´quation diffe´rentielle
simple satisfaite par les composantes en phase et en quadrature du signal rec¸u. Ainsi, elle
est tre`s simple et tre`s robuste a` l’addition de bruit.
Il reste donc a` faire une analyse rigoureuse de la me´thode alge´brique et de´terministe
d’identification de syste`mes propose´e, base´e sur l’alge`bre diffe´rentielle et le calcul ope´rationnel.
Il serait inte´ressant d’inclure dans cette analyse une comparaison avec les crite`res classiques
existants dans la litte´rature comme celui de l’erreur quadratique moyenne.
Nous envisageons aussi l’application de la me´thode a` d’autres proble`mes en traitement
du signal. Premie`rement il serait inte´ressant d’e´tendre le re´sultat pour le cas des syste`mes
multi-utilisateurs par exemple et, ensuite, l’appliquer a` des proble`mes comme la se´paration
de sources.
Annexe A
Polynoˆmes de Jacobi
Les polynoˆmes de Jacobi P
(p,q)
κ (t) sont les solutions de l’e´quation diffe´rentielle de Jacobi,
donne´e par :
d
dt
[
(1− t)p+1(1 + t)q+1y′
]
+ κ (κ+ p + q + 1) (1− t)p(1 + t)qy = 0
Ces polynoˆmes ont d’autres polynoˆmes comme cas spe´ciaux. Par exemple, en faisant
p = q = 0 nous avons les polynoˆmes de Legendre. Les polynoˆmes de Gegenbauer et ceux de
Chebyshev du premier type sont aussi des cas particuliers des polynoˆmes de Jacobi.
Les polynoˆmes sont donne´s par [Chi78, Riv74]:
P (p,q)κ (t) =
(−1)κ
2κκ!
(1− t)−p(1 + t)−q d
κ
dtκ
[
(1− t)p+κ(1 + t)q+κ]
pour p, q > −1. Il forment un syste`me orthogonal dans l’intervalle [−1, 1], avec, comme
fonction de poids,
wκ(t) = (1− t)p(1 + t)q
Ces polynoˆmes satisfont la relation de re´currence :
2(κ + 1)(κ+ p + q + 1)(2κ+ p + q)P
(p,q)
κ+1 (t) =[
(2κ+ p + q + 1)(p2 − q2) + (2κ + p + q)(3)t
]
P (p,q)κ (t)
−2(κ+ p)(κ + q)(2κ+ p + q + 2)P (p,q)κ−1 (t) (A.1)
ou` (x)(m) est le symbole de Pochammer:
(z)(m) = z(z + 1)...(z +m− 1) = (z +m− 1)!
(z − 1)!
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Toutefois, il faut noter que l’intervalle qui nous inte´resse est [0, 1], qui est l’intervalle
dans lequel les inte´grales des signaux (3.43) sont calcule´es. Or, pour de´caler les polynoˆmes
de [−1, 1] a` [0, 1], il suffit de faire un changement de variable en substituant t par 2t − 1.
Il faut noter que, dans ce cas, les fonctions poids wκ(t) changent aussi. Pour un intervalle
quelconque [a, b], ces fonctions sont donne´es par wκ(x) = (b− x)p(x− a)q.
Nous avons, ci-dessous, les premiers polynoˆmes P
(p,q)
κ pour κ = 0, 1, 2, orthogonaux dans
l’intervalle [−1, 1] et qui satisfont la relation de re´cursivite´ donne´e par (A.1) :
Pˇ
(p,q)
0 = 1
Pˇ
(p,q)
1 =
1
2
[2(p + 1) + (p + q + 2)(t− 1)]
Pˇ
(p,q)
2 =
1
8
[
4(p + 1)(2) + 4(p + q + 3)(p + 2)(t− 1) + (p + q + 3)(2)(t− 1)2
]
Leur de´placement vers l’intervalle [0, 1] nous donne:
P
(p,q)
0 = 1
P
(p,q)
1 =
1
2
[2(p+ q + 2)t− 2(q + 1)]
P
(p,q)
2 =
1
2
[
(p + q + 3)(2)t
2 − 2(p + q + 3)(q + 2)t + 4(q + 1)(2)
]
Finalement, les ope´rateurs de´rivation correspondants, utilise´s dans la ge´ne´ration du syste`me
d’e´quations pour l’estimation des coefficients du canal, seront:
Pˆ
(p,q)
0 = 1
Pˆ
(p,q)
1 =
−1
2
[
2(p + q + 2) d
ds
+ 2(q + 1)
]
Pˆ
(p,q)
2 =
1
2
[
(p + q + 3)(2)
d2
ds2
+ 2(p + q + 3)(q + 2) d
ds
+ 4(q + 1)(2)
] (A.2)
ou` il faut faire attention vu que d/ds correspond, dans le domaine temporel, a` la multiplica-
tion par −t.
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