Abstract. In this paper, we prove a general version of Thomsen-Li's theorem-a Krein-Milman type theorem for C*-algebras. Given a Markov operator on C[0, 1] preserving a certain type of subspaces, which correspond to certain subhomogeneous C*-algebras on [0, 1], we approximate it by an average of * -homomorphisms on C[0, 1] in the strong operator topology; moreover, we require the average preserves the same subspace. We also generalize this Krein-Milman type results to the case of path connected compact metrizable spaces. Such results could be useful for constructing * -homomorphisms of subhomogeneous C*-algebras.
introduction
There have been already great amounts of results in the classification program of C*-algebras, which is proposed by George A. Elliott, see for example [1] . As it is well known, the main ingredients for the classification program involve two parts, i.e., existence theorems and uniqueness theorems. Among the proof of existence theorems, K. Thomsen and L. Li established some approximation results of a Markov operator by an average of homomorphisms, see [7] and [4] ; especially, Li's theorem achieves the improvement that the number of homomorphisms used for the approximation only depends on the given data of a finite subset and a tolerance.
However, all such results are of concern with homogeneous C*-algebras C(X), the algebra of continuous functions on some compact metrizable space X. There are also many subhomogeneous C*-algebras, i.e., subalgebras of C(X). In the case of the unit interval, X. Jiang and H. Su studied the typical subhomogeneous algebras: splitting interval algebras and dimension drop interval algebras, see [2] and [3] . Moreover, there are even natural nonunital subhomogeneous algebras, for example, the building blocks considered in [5] , they are stably projectionless. For such algebras, one cannot apply Thomsen and Li' results directly, it is desirable to establish some non-unital version of their theorems. In this paper, we will try to do so.
To be precise, we investigate the approximation problem for a Markov operator on homogeneous algebras preserving certain subspace, which indicates certain subhomogeneity. We want to use an average of homomorphisms on homogeneous algebras to do an approximation, additionally we require that the average also preserves the same subspace. In this paper, first of all we present such an approximation for C[0, 1] with a subspace to be specified from certain C*-algebras. Consider the following C*-algebra (see e.g. [5] ): 
In general, we replace a a+k by α ∈ (0, 1) and [0, 1] by path connected compact metrizable spaces X and Y . Let p, q and z, w be fixed points in X and Y respectively, define C(X) (p,q,α) = {f ∈ C(X) | f (p) = αf (q)}, and C(Y ) (z,w,β) = {f ∈ C(X) | f (z) = βf (w)}. Then we have the following generalizations: Theorem 1.3. Suppose that X is a path connected compact metrizable space, Y is a compact metrizable space. For any finite subset F ⊂ C(X) (p,q,α) and ε > 0. There is an integer N > 0 with the following property: for any unital positive linear map φ : C(X) → C(Y ) which sends C(X) (p,q,α) to C(Y ) (z,w,α) , then there are N homomorphisms φ 1 , φ 2 , ..., φ N :
Theorem 1.4. Suppose that X is a path connected compact metrizable space, Y is a compact metrizable space, and α, β are rational numbers with β > α. For any finite subset F ⊂ C(X) (p,q,α) and ε > 0, any unital positive linear map φ :
belongs to C(Y ) (z,w,β) for all f ∈ C(X) (p,q,α) and
To achieve these results, we keep tracking the approximation process of Li's theorem in [4] , and the crucial point is that we must argue if we are able to choose proper eigenvalue maps to define homomorphisms such that their average preserves the subspace. The existence of such a choice relies on an analysis of the measures induced by evaluations of a given Markov operator at 0 and 1.
The paper is organized as follows. Section 2 contains some preliminaries about Markov operators, and basic properties of the subspace C[0, 1] (a,k) of C[0, 1]. In Section 3, concrete analysis of the measures induced by evaluations of a given Markov operator at 0 and 1 are given, and based on this the proof of Theorem 1.1 and 1.2 are presented. Section 4 gives the general case of the approximation results of Theorem 1.3, 1.4.
preliminaries
Definition 2.1. Given compact Hausdorff spaces X and Y , a Markov operator T from C(X) to C(Y ) is a unital positive linear map.
The set of Markov operators forms a convex set of bounded operators, and it is well known that the extreme points are the unital homomorphisms, see [6] .
K. Thomsen and L. Li proved a Krein-Milman type theorem for Markov operators, which is frequently used in the classification program for establishing existence theorems. What we are concerned with is for the case of subhomogeneous algebras, see for example, [2] , [3] , etc.. In S. Razak's paper [5] , he considered certain stably projectionless building blocks-necessarily non-unital. The space of continuous affine functions on this building block's tracial cone is a non-unital subspace of C[0, 1], see Proposition 2.1 in [5] . Therefore, we consider Markov operators on homogeneous algebras which preserve this subspace. Fix a positive integer a and a positive integer k, denote by C[0, 1] (a,k) the subspace of C[0, 1]:
Next we shall see some examples of Markov operators on C[0, 1] which preserve this subspace.
• Example 1: Choose a continuous function λ :
• Example 2: Choose two continuous functions λ 1 and λ 2 on the unit interval with λ 1 (0) = 0, λ 1 (1) = 1 and λ 2 (0) = 1, λ 2 (1) = 0, and choose proper k 1 > k 2 ≥ 0, then one can define a Markov operator T on C[0, 1] as follows:
• Example 3: In general, one has similar examples which involve more points. Choose the λ 1 , λ 2 above, and λ 3 (t) = 1/2 (one can pick up any point in the middle), then one can choose proper k 1 , k 2 to define a Markov operator T as follows:
where s(t) = (
This process can continue to involve more points in [0, 1]. The following direct sum decomposition holds.
). Since a = 0, we have λ 1 = λ 2 and g 1 (x) = g 2 (x).
In the dual viewpoint, one might consider positive linear maps on these subspaces which extend to First, it is not hard to see that if φ is positively extendible, then it must be a contraction. However, we point out that the converse is not true, even in the case φ is of norm one.
. It is obvious that φ is positive and linear. Moreover, φ has norm one. First, for any g
Next we choose a function for which the supreme reaches one. Define a function g 1 (x) as follows
. However, the natural extension φ is not positive. Choose
Although the constant function 1 is not in C[0, 1] (a,k) , we still can approximate it using special functions in the subspace, which are referred as test functions. Moreover, the behavior of a positive linear map on the test functions indicate the positivity of its extension. Proof. First suppose φ is positively extendible, then φ is positive. For any γ ∈ S, e ∈ L, γ > 1 > e, φ(γ) ≥ 1 ≥ φ(e), then φ(γ) ≥ 1 ≥ φ(e), and inf
Conversely, suppose inf γ∈S {φ(γ)} ≥ 1 ≥ sup e∈L {φ(e)}, we need to show φ :
and f ≥ 0 with the decomposition f = λ + g, then we need to show φ(f ) = λ + φ(g) ≥ 0. Thus we need to prove φ(g) ≥ −λ if g ≥ −λ.
CaseII : If λ < 0, then −λ > 0, then we can find a γ σ ∈ S such that (−λ)γ σ ≤ g. Since φ is positive, one has that φ(g) ≥ φ(−λγ σ ) = −λφ(γ σ ) ≥ −λ.
CaseIII : If λ > 0, then −λ < 0, then we can find a e δ ∈ L such that g ≥ −λe δ . Since sup 0<δ≤1 φ(e δ ) ≤ 1, one has −λφ(e δ ) ≥ −λ. Therefore,
Hence φ is positive and φ is positively extendible. 
Then for all
For any δ > 0, choose a finite δ-dense subset {x 1 , x 2 , ..., x n } ⊂ [0, 1] with x 1 = 0, x n = 1. Then for every x ∈ [0, 1], there is a x i in the finite subset above such that dist(x, x i ) < δ. Given a partition of [0, 1], denoted by {X 1 , X 2 , ..., X n }, with each X i being a connected Borel set, satisfying the following conditions:
For any fixed δ above, there exists a
as follows:
Since a a+k ≤ e δ 0 ≤ 1, and µ 0 and µ 1 are positive measures, one has that
Then the left hand side of equation above is ≥ 0 and the right hand side is ≤ 0. Hence
Then we have
In a similar way, for any fixed δ, there exists a
Then the left hand side of the equation above is ≥ k a and the right hand side is ≤ k a . Hence
Proof. Choose some injective function f and apply the lemma above.
Next we proceed to prove Theorem 1.1:
Proof. The proof is inspired by Li's proof in [4] , the thing is we need more accurate analysis for the endpoints. We spell it out in full detail for the convenience of readers.
StepI . For all f ∈ F and y ∈ [0, 1], we approximate φ(f )(y) by a finite sum of evaluations of f with continuous coefficients.
For any > 0, there is a δ 0 such that for any
] with x 1 = 0, x n = 1. Then for every x ∈ [0, 1], there is a x i in the finite subset such that dist(x, x i ) < δ 0 . Choose a partition of [0, 1], denoted by {X 1 , X 2 , ..., X n }, with each X i being a connected Borel set, satisfying the following conditions:
Then for any probability measure µ on [0, 1], there are non-negative numbers λ 1 , λ 2 , ..., λ n with
Actually, we have
So one may choose
is a probability measure on [0,1], thus from above, there are non-negative numbers λ 1y , λ 2y , ..., λ ny with
By continuity of φ(f ), this estimation holds in a neighborhood of y. Since [0, 1] is compact, we can find an open cover
Then one has that
Let {h j } R 1 be a partition of unity subordinate to
for all y ∈ [0, 1] and f ∈ F .
StepII . We approximate the finite sum of evaluations above by a linear map w on C[0, 1] defined as an integral of the composition with some continuous function h(y, t)
Let there be given a δ > 0 to be used later with 4nδ sup f ∈F f < 4 . First, we define continuous maps
For each y ∈ [0, 1], these points {G i (y)} i give to a partition of [0, 1]. Moreover, for each j, we define
and
To define h(y, t), we only need to define h(y, t) on each [0, 1]×[G j−1 (y), G j (y)], let us denote by h j (y, t) this restriction. For our purpose, we choose the following h j (y, t):
Then h j (y, t) satisfies that for any y ∈ [0, 1],
Define w :
Then for all f ∈ F , one has that
StepIII . Finally we shall choose N continuous maps on [0, 1] to define the homomorphisms. Such maps come from h(y, t) by specifying N values of t. Moreover, we choose these maps in a way that the corresponding homomorphisms preserve the subspace C[0, 1] (a,k) .
Choose an integer N 1 > 0 with This is shown as follows: set
< δδ 0 ). However, the average of these homomorphisms may not preserve the subspace. To fix this problem, we have to make more delicate choices.
By Lemma 3.1, we know that for φ(f )(0), the coefficients are:
Similarly, for φ(f )(1), one has that
Therefore, one sets that h(0, t) = 0; and
If we can choose new t j such that h(0, t j ) = 0 and h(1, t j ) = 1, then the corresponding homomorphisms will fit our purpose. Choose those j such that δ ≤
We are going to show that the average of these N homomorphisms can approximate the average of the original N 1 homomorphisms:
(Note that the above estimation holds since
For those new j, let us define φ j :
Remark 3.3. From the proof above, one can see that for any integer M 1 ≥ N 1 , there are an corresponding integer M and M homomorphisms such that the average of these M morphisms also meets the requirements.
Hence, under the assumption of Theorem 1.1, there is a sequence of positive integers {L j } ∞ j=1 with large enough lower bound, and there are corresponding L j morphisms for each j, such that the average of these L j morphisms meets the requirements.
Consider the C*-algebras
where d and e are matrices of appropriate sizes. Theorem 1.1 can be used to build up * -homomorphisms between certain C*-algebras. 
Proof. We take N as in Theorem 1.1, and the corresponding N continuous maps h(y, t 1 ), ..., h(y, t N ) on [0, 1] . By the constructions of h(y, t j ), there are unitary matrices U 0 and U 1 , such that for each g ∈ A, (1, t 1 ) ), ..., g(h(1, t N )))U * 1 = e ⊗ id a+k , for some matrix e. By choosing a continuous path of unitaries U (t) connecting U 0 and U 1 , one can define φ : A → B as
Keeping mind the correspondence f = (tr ⊗ δ t )(g)(see Proposition 2.1 in [5] ), and applying Theorem 1.1, one has that
Now we consider the case involving different subspaces. 
Then we have the following distribution of µ 0 and µ 1 with respect to the partition:
Proof. First we prove the first relation. This is shown as follows. Choose a continuous function which is almost supported on X i , then apply φ, and compare the evaluations at 0 and 1, one can get the relation.
For i = 2, ..., n − 1, let us assume a i = sup{x : x ∈ X i }, b i = inf{x : x ∈ X i }. We deal with the problem in several cases, and we only spell it out in one case, similar proof works for other cases.
Choose a function g i (x) as follows:
Let us take
Hence
since is arbitrary, one gets that
Next we prove the second relation. We use similar ideas, i.e., we choose a function which is almost supported around 0 and 1, apply φ, and then compare the evaluations.
For i = 1 and i = n, we know that 0 = inf {x : x ∈ X 1 }, 1 = sup{x : x ∈ X n }, and suppose a 1 = sup{x :
For ∀ > 0, by Lemma 3.5, there exists a δ > 0 such that
We choose a function g(x) as follows:
Let us take 
Moreover, one has that
Then
for some r, which implies that
since is arbitrary. Similar proofs go through for other cases. , where X i is a connected Borel set and 0 ∈ X 1 , 1 ∈ X n , then we have the following distribution of µ 0 and µ 1 with respect to the partition:
Proof. By adding (3.1) from i = 2, ...n − 1 and (3.2), we have
Then we add µ 0 (X 1 ) + b b + k µ 1 (X 1 ) from both sides of the equation above,
Then one can solve µ 0 (X 1 ) from above to get the equation (3.3) . By (3.2) and (3.3), we could get the equation (3.4).
Remark 3.8. By (3.3), we have 
Lemma 3.9. For any η > 0, and for all the given µ 0 (X i ), µ 1 (X i )(i = 1, ..., n) as above in Lemma 3.6, there exist rational numbers 0 ≤ r 1 , ..., r n ≤ 1 and 0 ≤ s 1 , ..., s n ≤ 1 which add up to 1 respectively, such that
moreover, the relations among µ 0 (X i ) and µ 1 (X i ) hold for these r i and s i , i.e.,
Proof. We take rational approximations s i for µ 1 (X i ) with 0 ≤ s i −µ 1 (X i ) ≤ η n , and then take r i = b b + k s i , then they fit the desired relation because of the relation between µ 0 (X i ) and µ 1 (X i )(2 ≤ i ≤ n − 1). Fix a rational approximation s n for µ 1 (X n ) with 0
We take
then all of the data fit in the requirements.
Corollary 3.10. For any positive integer N , for any collection of N points {x i ∈ (0, 1)|1 ≤ i ≤ N }, and for integers k 1 , k n and m 1 , m n satisfying the relation (3.6), Then we have that
, where these l i are arbitrarily chosen positive integers.
. Then the left hand side of above equals to (
coincides with the right hand side by the relation (3.6).
Now we proceed to prove Theorem 1.2:
Proof. StepI , The first step is exactly the same as the first step of Theorem 1.1. To avoid redundancy, we skip it and still use the same notations there.
StepII , In a similar way, we approximate the finite sum of evaluations by a linear map w on C[0, 1] defined as an integral of the composition with some continuous function h(y, t)
Let us define
By (3.1-3.4), we have
Then for j = 2k we have the consistency that
Let δ > 0 be a rational number, for each y ∈ [0, 1], these points {G i (y)} i give to a partition of [0, 1].
Moreover, for each j, we define
To define h(y, t), we only need to define h(y, t)
. Let us denote by h j (y, t) this restriction. For our purpose, we choose the following h j (y, t):
where
and h j (y, t) :
The last inequality holds because of the choice of δ later.
StepIII , We shall choose N 1 continuous maps on [0, 1] to define the homomorphisms. Such maps come from h(y, t) by specifying N 1 values of t.
let τ be the number of X i such that µ 0 (X i ) = 0 for i = 2, ..., n − 1. Then µ 1 (X i ) = 0 for the same index by (3.1). We denote these X i by X i 1 , , ..., X iτ .
Then for X 1 , X i 1 , ..., X iτ , X n , by Lemma 3.9, for δ n , there exist rational numbers 0 ≤ r 1 , r i 1 ..., r iτ , r n ≤ 1 and 0 ≤ s 1 , s i 1 , ..., s iτ , s n ≤ 1 such that
Choose an integer N 1 > 0, such that
StepIV , We need to choose some t j = j N 1 among all of them to obtain new N points, such that the corresponding average 1
, and also this new average approximates the average of the original N 1 homomorphisms. But in the current situation, rather than that for Theorem 1.1, it is much more complicated. Define new integers
, we need to exclude some functions h(y, t j ), for which h(0, t j ) = x iι when j ∈ (
Assume that we throw out m iι functions h(0, t j ) for j ∈ (S i ι−1 , R iι ](ι = 1, ..., τ ), m n functions h(0, t j ) for j ∈ (S iτ , R n ], and m 1 functions h(0, t j ) for the remaining j; z iι functions h(1, t j ) for j ∈ (S i ι−1 , S iι ](ι = 1, ..., τ ), z n functions h(1, t j ) for j ∈ (S iτ , S n ], and z 1 functions h(1, t j ) for j ∈ (S n , N 1 ].
By Corollary 3.10, to fit in our purpose, we need to throw out functions in proportion, such that the remaining ones could satisfy the relation (3.9-10). So we need to require
Next we proceed in two cases. Case I: µ 0 (X n ) = 0. By (3.7), we get r n ≤ N 1 δ n . then take m n = 0. So we suppose
By (3.12), since
Consider the set Λ 1 of integers j which belongs to one of the following intervals:
| j ∈ Λ 1 } and N = |D 1 |, then by the construction of h(y, t), point evaluations of h at the points in D 1 has the following conclusion:
, and one has that
because of (3.9-3.12) and Corollary 3.10.
Next, we show that the average of these N homomorphisms will approximate the average of the original N 1 homomorphisms:
. Then we take
Consider the set Λ 2 of integers j which belongs to one of the following intervals:
| j ∈ Λ 2 } and N = |D 2 |, then by the construction of h(y, t), point evaluations of h at the points in D 2 has the following conclusion:
Next, we show the average of these N homomorphisms will approximate the average of the original N 1 homomorphisms:
In other words, no matter in which cases we can always find N functions h(y, t d ), d = 1, ..., N , as required.
Finally, let us define
Remark 3.11. 1, In the proof of Theorem 1.2, rather than Theorem 1.1, we could only achieve that the number of homomorphisms depends on the finite subset F , and φ. 2, In an overview of the approximation procedure above, one can see that the crucial thing is the distribution of the measures induced by evaluations of φ at 0 and 1, which determines the boundary condition at algebra level. This idea will go through in general cases.
Next, we consider general subspaces of C[0, 1]:
where 0 < α < 1. Obviously, it is also a subspace of co-dimension one. Applying similar proofs as in Lemma 3.1, Lemma 3.6, Corollary 3.7 and Corollary 3.10, parallel results hold in this general setting, namely, the corresponding measures induced by evaluations of a Markov operator at 0 and 1 have similar features. , where X i is a connected Borel set and 0 ∈ X 1 , 1 ∈ X n . Then we have the following distribution of µ 0 and µ 1 with respect to the partition: µ 0 (X i ) = βµ 1 (X i ) f or i = 2, ..., n − 1, αµ 0 (X 1 ) + µ 0 (X n ) = β[αµ 1 (X 1 ) + µ 1 (X n )]. , where X i is a connected Borel set and 0 ∈ X 1 , 1 ∈ X n . Then we have the following distribution of µ 0 and µ 1 with respect to the partition:
In particularly, if α = β, then φ(f )(0) = f (0), φ(f )(1) = f (1) for all f ∈ C[0, 1].
Once the distribution of the induced measures at 0 and 1 has similar features, then the corresponding approximation results hold. Proof. Based on Lemma 3.12 and Corollary 3.13, parallel results as Lemma 3.6, Corollary 3.7 and Corollary 3.10 hold, then similar proofs as in Theorem 1.2 go through.
Remark 3.16. Because of some technicalities in the approximation procedure, mainly about some integer issue at certain points, we restrict our attentions on the case that α, β being rational numbers in the theorem above.
generalizations
In general, we replace [0, 1] by compact metrizable spaces X and Y . Let p, q and z, w be fixed points in X and Y , α, β ∈ (0, 1), and consider subspaces:
C(X) (p,q,α) = {f ∈ C(X) | f (p) = αf (q)}, and C(Y ) (z,w,β) = {f ∈ C(Y ) | f (z) = βf (w)}. Similarly, in this case, the corresponding measures have the same features.
Lemma 4.1. Let there be given compact metrizable spaces X and Y . Given any unital positive linear map φ from C(X) to C(Y ) which sends C(X) (p,q,α) to C(Y ) (z,w,β) , denote by µ z , µ w the measures induced by evaluations of φ at z and w. Let there be given a partition {X 1 , X 2 , ..., X n } of X, where X i is a connected Borel set and p ∈ X 1 , q ∈ X n .
Then we have the following distribution of µ z and µ w with respect to the partition: µ z (X i ) = βµ w (X i ) f or i = 2, ..., n − 1, αµ z (X 1 ) + µ z (X n ) = β[αµ w (X 1 ) + µ w (X n )].
Proof. First of all we prove the first relation for i = 2, ..., n − 1. By the regularity of µ z , µ w , for any > 0, there exist open sets O i0 , O i1 ⊇ X i , closed sets F i0 , F i1 ⊆ X i with µ z (O i0 \ F i0 ) < , µ w (O i1 \ F i1 ) < . Let F i = F i0 ∪ F i1 ⊆ X i , then F i is closed and µ z (X i \ F i ) < , µ w (X i \ F i ) < . Since p / ∈ X i , q / ∈ X i , then p / ∈ F i , q / ∈ F i , then there are open sets Q i0 , Q i1 ⊇
