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ANALYSIS OF SPACECRAFT PLANAR DOCKING WITH
ROTATING BODY IN CLOSE PROXIMITY
Costantinos Zagaris∗, and Marcello Romano†
Spacecraft rendezvous and proximity missions have been addressed in several past
publications, focusing on many different aspects of the problem. This paper inves-
tigates a scenario where the target spacecraft is rotating on a plane, at a constant
rate, and the chaser spacecraft is on the same plane within close proximity. The
controllability characteristics of the problem are analyzed for both unbounded and
bounded control inputs. The goal of this research is to identify a reachable set of
initial conditions, from which the chaser can successfully dock with the target.
INTRODUCTION
Spacecraft proximity maneuvering has been the topic of many past publications. Specifically, the
topic of docking with, or maneuvering around, a tumbling object has been gaining more interest in
the community, due to the vast applications of such maneuvers. Guidance stategies for conducting
proximity maneuvers close to a tumbling object were investigated by Boyarko, through an optimal
control framework.1, 2 Boyarko’s research built upon the work presented by Ma.3 Ma et al. pre-
sented the general formulation of an optimal control problem for a spacecraft to rendezvous with a
tumbling satellite in close range, and showed results of a planar case study.3
More recently, robust control methods for autonomous docking to a tumbling spacecraft have
been researched, using sliding mode control,4, 5 and adaptive control.6 Ventura et al. presented
an algorithm for autonomous docking to a tumbling target through an Inverse Dynamics-based
approach,7 which was experimentally characterized by Wilde et al.8 The experimental case study
involved a target rotating, on a plane, at a constant rate with results showing that maneuver success
rate decreased for target rotation rates higher than 4 deg/s. This limit was attributed to restrictions
of the experimental testbed, and not necessarily the algorithm itself.8
Although research shows a variety of algorithms can be successfully applied to the problem of
docking with a tumbling spacecraft, a detailed analysis of the problem has not been presented. By
focusing on the controllability aspects of the dynamics, and leveraging some tools from reachability
theory, this research gap can be filled. In this paper, the example presented by Ma et al.3 is used
as the benchmark case study. The relative motion dynamics were derived, and the authors stated
that the system was controllable by linear independence of the Lie derivatives associated with the
dynamics. The authors also presented numerical solutions to the minimum-time and minimum-fuel
control problems.3
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Problem Setup
The scenario considers a controlled chaser vehicle, in very close proximity (within 10 meters) to
a target vehicle that is rotating on the plane at a constant rate, Ω, and the goal is for the chaser to
dock with the target. Figure 1 shows the basic set-up for this scenario. The O frame is considered
to be inertially fixed, while the T frame rotates with the target vehicle, and the B frame rotates with
the chaser vehicle.
Figure 1. Depiction of Spacecraft Docking with Rotating Body
In Figure 1, the angle through which the T frame is rotated is given by Ωt. The rotation matrix














where θ is the chaser’s orientation with respect to the inertial frame.
The forces and moment acting on the chaser vehicle are assumed to be in the chaser’s body frame













where u1 and u2 are the translational forces acting on the vehicle in the x and y directions respec-
tively, u3 is moment acting on the vehicle, and m and Iz are the vehicle’s mass and moment of
inertia.
The relative dynamics can be derived, and written as a control-affine system:3
2
x˙ = f(x) +G(x)U (6)




















It is noted that the control system in Equation 6 is nonlinear. Ma et al. state that the Lie deriva-
tives associated with this system are linearly independent, implying controllability. However, no
controllability assessment is made for the more practical case, when control inputs are bounded.
This paper is organized as follows. First an equivalent linear system of equations is presented,
which simplifies further analysis. The related concepts of controllability, reachability, and optimal
control are then discussed briefly. Finally, results are presented to show the computed backwards
reachable sets, for admissible control inputs, while varying the target’s rotation rate.
PROBLEM FORMULATION AND ANALYSIS
Starting with the system in Equation 6, it is noted that the nonlinearities appearing in the ma-
trix, G(x), are in the form of a direction cosine matrix (DCM). In fact, this matrix describes the
orientation of the T frame relative to B. Re-writing Equation 6:
x˙1 = x4 (7a)
x˙2 = x5 (7b)






















The nonlinearity in Equation 7d can be handled directly by using the linearizing control: U =
C−1V . Since C is a standard DCM, C−1 = CT , and the new control input, V , simply defines the
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Figure 2. Depiction of Spacecraft Docking with Rotating Body with Linearizing Control
forces acting on the chaser vehicle expressed in the T frame. Figure 2 shows the depiction of the
scenario with the linearizing control input.
With the new control input, u = [V1 V2 U3]T , the linear equations of motion are written as:




0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
Ω2 0 0 0 2Ω 0
0 Ω2 0 −2Ω 0 0











It is also noted that the translational states (x1, x2, x4, x5) are decoupled from the rotational states
(x3, x6), therefore the two subsystems can be analyzed independently.
Rotational Subsystem
The rotational subsystem from Equation 8 has the form of a simple double integrator:
x˙3 = x6 (9a)
x˙6 = U3 (9b)
This special class of linear systems is one of the few that offers analytical solutions to optimal
control problems, and is a fundamental example covered in many optimal control textbooks.9 In
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this case, the resulting pair (A,B) is controllable, and A has two eigenvalues at the origin. As such,
a minimum-time optimal control exists and is unique.9 The optimal control does not have a singular
interval, and there can be at most one switch of the control variable.9
Translational Subsystem
The translational subsystem is written as:
x˙1 = x4 (10a)
x˙2 = x5 (10b)
x˙4 = Ω
2x1 + 2Ωx5 + V1 (10c)
x˙5 = Ω
2x2 − 2Ωx4 + V2 (10d)
The corresponding A matrix has repeated eigenvalues on the imaginary axis, at ±Ωi. The system is
unstable, but the pair (A,B) is controllable. Although a minimum-time control exists and is unique,
an analytical solution is not readily available. The state transition matrix (Φ(0, t) = eAt) for this
subsystem can be expressed in closed-form:
Φ(0, t) =

cos(Ωt) + Ωt sin(Ωt) sin(Ωt)− Ωt cos(Ωt) t cos(Ωt) t sin(Ωt)
− sin(Ωt) + Ωt cos(Ωt) cos(Ωt) + Ωt sin(Ωt) −t sin(Ωt) t cos(Ωt)
Ω2t cos(Ωt) Ω2t sin(Ωt) cos(Ωt)− Ωt sin(Ωt) sin(Ωt) + Ωt cos(Ωt)
−Ω2t sin(Ωt) Ω2t cos(Ωt) − sin(Ωt)− Ωt cos(Ωt) cos(Ωt)− Ωt sin(Ωt)
 (11)
Linear controllability analysis, in this case, shows that the controllability matrix has full rank
for all values of Ω. This fact is not surprising since, given an infinite control input, a trajectory
will always exist to bring the system to the target state. However, when a constraint is imposed
on the control variables it is intuitive that there will exist a condition where successful docking is
not feasible. In the next section, the concept of reachability will be discussed briefly, as well as its
relation to optimal control.
CONTROLLABILITY, REACHABILITY, AND OPTIMAL CONTROL
From a fundamental perspective, the question of controllability can be answered by describing
all possible states that are reachable from an initial state.10 Generally speaking, if a dynamic system
with initial condition, x(t0) = x0, is subjected to all admissible control inputs over a specified time
interval, [t0, T ], the collection of states, x(T ), is the set of reachable states from x0 at time T .9
Although reachability is a fairly straight-forward concept, computing and depicting reachable sets
is a quite complex and computationally expensive process.
Background
The topic of reachability is motivated by the need to verify control system behavior and safety.
As such, the main question posed by a reachability problem is one of control verification, rather
than synthesis.11 Consider a general dynamical system:
x˙ = f(x(t),u(t)) (12)
with x(t0) ∈ X0, or x(T ) ∈ Xf , u(t) ∈ U , and t ∈ [t0, T ]. The set of initial conditions (X0) is
used when solving forward reachability problems, while the terminal set (Xf ) is used when solving
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backwards reachability problems. Both sets are assumed to be convex. The set U represents the
set of all admissible controls, and is assumed to be compact and convex. The control input, u(t), is
assumed to be a measurable function. Finally, the function f is assumed to be Lipschitz, in order
for the dynamics to have a unique solution.
Definition 1.12 The forward reachable set at time τ (0 ≤ τ ≤ T ) from the initial set X0, is the set
of states x(τ), such that there exists an admissible control input, u(t) ∈ U , producing a trajectory
from x(0) ∈ X0 that reaches x(τ).
Definition 2.12 The backwards reachable set at time τ (0 ≤ τ ≤ T ) from the target set Xf , is
the set of states x(0), such that there exists an admissible control input, u(t) ∈ U , producing a
trajectory from x(0) that reaches x(τ) ∈ Xf .
The concepts of forward and backward reachability are the same, with the only difference being
the direction of propagation. In some literature the backwards reachable set is referred to as a con-
trollable set, highlighting the relationship between the concepts of controllability and reachability.
To further elaborate the concepts of forward and backward reachability, Figure 3 shows a pictorial
representation of the definitions above.
Figure 3. Difference Between Forward and Backwards Reachable Sets
It has been shown that the reachability problem can be formulated as an optimal control problem
and solved through a particular Hamilton-Jacobi (HJ) equation.13, 14 By representing the target set
Xf as an implicit function, l(x), such that Xf = {x ∈ Xf |l(x) ≤ 0}, the reachable set can be












with boundary condition V (x, T ) = l(x). The exact reachable set is then represented as the zero
level-set of V :
R(t) = {x|V (x, t) ≤ 0} (14)
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The HJ-PDE in Equation 13 represents a solution minimizing the system Hamiltonian,






highlighting the connection to classical optimal control.
With this insight, it becomes evident that the reachable set is related to the existence of a time-
optimal control solution. Kirk states, in his textbook, that one could visualize the solution to the
minimum-time problem as the earliest instant at which the boundary of the target set intersects the
boundary of the reachable set.9 Therefore, trajectories starting from the boundary of the backwards
reachable set, and ending on the boundary of the target set will be the corresponding minimum-time
solutions. It is therefore worthwhile to formulate the minimum-time control problem for a linear
system through Pontryagin’s Principle.
Minimum-Time Control of a Linear System. The minimum-time optimal control problem is stated
as follows:
minimize : J =
∫ tf
0 dt = tf (17)
subject to : x˙ = Ax+Bu (18)
−umax ≤ ui ≤ umax, i = 1, . . . ,m (19)
with x ∈ Rn, u ∈ Rm. Equation 18 defines the linear time-invariant system dynamics with the pair
(A,B) assumed controllable, and Equation 19 represents a rectangular constraint on the control
variables. The Hamiltonian for this system is:
H = 1 + pT (Ax+Bu) (20)
where p ∈ Rn is the costate. The evolution of the state vector is governed by Equation 18. The




By applying Pontryagin’s principle the control policy minimizing the Hamiltonian is given by:
u∗ = −sign (pTB)umax (22)
The optimal control policy is dependent on the sign of the costates, whose dynamics are given by
Equation 21. The optimal control is undefined when p = 0, however since the system is controllable
that condition will not be true for an interval of time, but only at the instants when controls are
switched. Since Equation 21 is linear, the solution for the costate is:
p(t) = e−A
T tp(0) (23)
which can be easily computed through the matrix exponential. Solving the minimum-time problem
then is a matter of selecting the appropriate initial costate values, p(0), and applying the optimal
control policy in Equation 22 to reach the target state.
Analytical solutions to the minimum-time problem, even for linear time-invariant systems, are
only available for a class of problems, like the double-integrator. In general, solutions are obtained
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only through numerical methods. However, reachability theory provides some insight into the re-
lationship between the costates and the boundary of the reachable set. Specifically, from Equation
16 it is evident that the costate vector is normal to the boundary of the reachable set. As a result,
trajectories starting on the boundary of the reachable set are the minimum-time solutions to reach
the target.
Methods and Tools for Computing Reachable Sets
As mentioned earlier, computing reachable sets is a computationally complex process. Simulation
of trajectories is a commonly used approach for system verification, but the main drawback is that
only a single point within a set can be simulated, and computing the entire reachable set would
require an exhaustive search of the state space.11 The desired result is the computation of all possible
cases within the set. A variety of methods have been presented in literature to compute reachable sets
that can be divided in two major categories: numerical computation of the exact reachable set, and
approximate geometric methods. Related work from each category will be briefly discussed below.
In addition to computational complexity, visualization of the set becomes challenging especially for
systems of more than 3 dimensions (a problem common among all methods for computing the sets).
In these cases, only specific projections(or slices) of the set can be meaningfully depicted.
Numerical Computation of Exact Reachable Sets. Exact computation of a reachable set requires
solving the HJ-PDE, shown in Equation 13. Although classical solutions to the HJ-PDE are not gen-
erally attainable, unique viscosity solutions are available and have been well studied.15 A toolbox
of algorithms, referred to as Level-Set Methods, was designed to compute approximations to the
viscosity solutions of the HJ-PDE.14, 15 The toolbox is MATLAB-based and publicly available,16
and has been used for a variety of applications. Although accuracy of the results obtained through
level-set methods is high, the computational complexity of the algorithms limits their applicability
only to low-dimensional systems.15
Mithcell et al. applied the Hamilton-Jacobi formulation to compute the reachable set for a two-
player differential game, representing an aircraft collision avoidance scenario.14 Oishi et al. used
a reachability computation, through the HJ-PDE framework, to synthesize a controller that simul-
taneously satisfies state constraints, and stabilizes the system under input saturation. They pre-
sented results of their technique applied to two different scenarios.17 In overcoming the dimen-
sional limitations of level-set methods, Stipanovic´ et al. presented a method of decomposing the
problem into computing reachable sets for a series of lower-dimensional subspaces, providing over-
approximations of subsystem level-set functions.18 Ding et al. used HJ-PDE reachability calcula-
tions to design switching conditions for a hybrid system representing maneuvers of unmanned aerial
vehicles under human supervision.19 A more space-focused application was presented by Holzinger
and Scheeres, where a HJ-PDE based reachability analysis was utilized to study safety in spacecraft
proximity operations.20
Approximate Geometric Methods More popular methods for computing reachable sets in litera-
ture involve approximating a convex set by a geometric shape (i.e. ellipsoid, polytope), and propa-
gating the set according to the system dynamics. These approaches require set-based computations,
which can be computationally expensive depending on the geometry of the approximate sets.11, 21
One of the drawbacks of these methods is that as the set grows at each iteration of the algorithm,
computations such as the Minkowski sum become more expensive. Additionally, depending on the
geometry chosen to represent the sets, the Minkowski sum results in an over-approximation at each
step, and the propagation of those errors could cause a dramatic over-approximation of the complete
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set (known as the wrapping effect).22 Girard et al. presented an algorithm for computing reachable
sets of linear time-invariant systems based on zonotopes (centrally symmetric polytopes), which is
not subject to the wrapping effect.22
Makhouf et al. presented a comparison of reachability calulation methods using zonotopes, sup-
port functions, and invariant sets as approximations, applied to linear time-invariant systems.21 An
application to nonlinear systems was presented by Greenstreet and Mitchell, where a reachabil-
ity analysis tool (Coho) was developed for reachability computations using projection of high-
dimensional objects onto planes.23 Kurzhanskiy and Varaiya presented a technique based on el-
lipsoidal approximation of convex sets, for discrete-time linear systems. The main advantage of el-
lipsoidal approximations is lower computational complexity, compared to polytopes.24 Reachability
analysis for linear systems through polytopic approximation is implemented in the MATLAB-based
Multi-Parametric Toolbox (MPT), which is publicly available.25 Finally, approaches using convex
optimization techniques have been applied in generating reachable sets through a simplex growth
method. These approaches were demonstrated for a spacecraft docking problem with a line-of-sight
constraint,26 and a precision planetary landing problem.27
Some blends of exact and approximate methods have also been presented in literature. Hwang et
al. used polytopic approximations combined with dynamic optimization to compute reachable sets
for linear systems and a class of nonlinear systems.12 Varaiya presented a method for computing
reachable sets through an optimal control formulation. The method involves approximating the
true set using a set of support hyperplanes, which provide an inner and outer approximation. The
normal vectors of the support hyperplanes are then used to initialize the costates.28 This results in a
polytopic approximation, since a polytope is a set of intersecting hyperplanes. As mentioned earlier,
if the polytope is represented as an implicit function, which could be used to solve the HJ-PDE, then
the normal vector on the boundary of the set would be equivalent to the costate. A similar method
was utilized by HomChaudhuri et al. to compute reach-avoid sets for a spacecraft docking scenario
with a line-of-sight constraint. In this paper, the authors used a polytopic approximation, combined
with HJ theory to propagate only the usable faces of the polytope in order to compute the complete
reachable set.29
RESULTS
The focus of this paper is computing and depicting the backwards reachable set for a spacecraft
planar docking scenario with a rotating body in close proximity. The problem at hand has fairly
simple dynamics, and allows for a foundation of the analysis to be laid and later extended to more
complex scenarios.
The linearized dynamics were formulated in the Problem Formulation section, as a linear time-
invariant system that was decoupled into rotational and translational subsystems, as shown in Equa-
tions 9a-9b and 10a-10d. The control inputs of the system were assumed to be bounded at ±1, for
each of the three control inputs (cubic constraint). The target state is at xt = [1 0 0 0 0 0]T , as
in the example presented by Ma et al.. The backwards reachable set at T = 10 seconds, defining
the set of initial conditions from which the spacecraft can successfully reach the target within 10
seconds, was computed via MPT. The target rotation rate, Ω, was varied in order to examine how
the set changes as the rotation rate increases. Since the rotational and translational subsystems were
decoupled the two sets were computed separately.
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Rotational Subsystem
The rotational subsystem is a simple double-integrator, which has an analytical solution for the
minim-time control switching curve.9 As such, the backwards reachable set will have the familiar
S-curve shape. Figure 4 shows the computed backwards reachable set.
Figure 4. Backwards Reachable Set for Rotational States at T = 10 seconds
The target’s rotation rate does not affect the relative rotational dynamics, and the reachable set is
identical regardless of the rotation rate. From Figure 4 it is evident that, for this system, reaching
the target rotational state (at the origin) will not be a limiting factor.
Translational Subsystem
The translational subsystem adds a level of complexity to the reachability computation, since it is
a 4-dimensional system. The minimum-time control problem does not offer an analytical expression
of the switching curves, and as mentioned earlier the number of switches of the control variables is
unknown. MPT was utilized successfully in computing the 4-dimensional backwards reachable set
at T = 10 seconds, through polytopic aprooximation. The reachable set is computed for varying
target rotation rates, Ω = 0, 5, 10, 20 degrees per second, in order to observe how the set changes
with increasing rotation rate.
In order to show a meaningful depiction of the high dimensional set, slices of the polytope are
plotted along the position coordinates, at specific values of velocity, and vice versa. Figure 5 shows
the sets along the position coordinates, and Figure 6 shows the sets along the velocity coordinates.
The position backwards reachable sets in Figure 5 show that as the target rotation rate increases,
the reachable set shrinks, which is an intuitive result. At higher rotation rates, the chaser would
either need to have more time, or more available control usage in order to dock successfully. The
velocity sets in Figure 6 show an interesting trend, in that at larger distances away from the target
the reachable sets spread apart. This result is because when the chaser is further away, a larger initial
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Figure 5. Backwards Reachable Set for Position States at T = 10 seconds
velocity would need to be imposed in order for the spacecraft to reach the target within the alloted
time.
In addition to computing the backwards reachable sets for the translational subsystem, one of
the vertices of the reachable set (for Ω = 5 deg/s) was selected arbitrarily and the minimum-time
control solution was computed independently through a pseudospectral method.30 The optimal
solution from the boundary of the set should show a 10 second trajectory. Figure 7 shows the state
trajectories, and Figure 8 shows the control history, of the minimum-time solution. As expected, the
minimum-time to reach the target from the boundary of the reachable set is 10 seconds.
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Figure 6. Backwards Reachable Set for Velocity States at T = 10 seconds
CONCLUSION AND FUTUREWORK
This paper investigates a scenario of spacecraft planar docking with a rotating body in close
proximity. A case study which was previously presented in literature is used as the benchmark for
this research. First, a linearized system of equations is formulated which enables the use of linear
controllability analysis tools. After introducing the concept of reachability, an existing tool is used
to compute backwards reachable sets of the linear system, under bounded control authority, for
different target rotation rates. It is shown that as the target rotation rate increases, the reachable set
shrinks, thus limiting the initial conditions from which a successful docking is feasible. Finally,
it is shown that reaching the target from the boundary of the reachable is a minimum-time control
solution.
Future work will include application of this analysis to a real-world system, namely, the PO-
SEIDYN testbed at the Naval Postgraduate School.31 Additionally, extending these methods to
a scenario accounting for planar orbital dynamics and, if possible, full 6-DOF relative dynamics
would be a worthwhile contribution to the field.
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Figure 7. State Trajectories for Minimum-Time Control from the Boundary of the Reachable Set
Figure 8. Control History for Minimum-Time Control from the Boundary of the Reachable Set
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