Abstract: Data Quality (DQ) is seen as critical to effective business decision-making. However, maintaining DQ is often acknowledged as problematic. Asset data is the key enabler in gaining control of assets. The quality asset data provides the foundation for effective Asset Management (AM). Researches have indicated that achieving AM DQ is the key challenge engineering organisations face today. This paper investigates the DQ issues emerging from the unique nature of engineering AM data. It presents an exploratory research of a large scale national-wide DQ survey on how Australian engineering organisations address DQ issues, and proposes an AM specific DQ framework.
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Introduction
Almost every process and activity in the organisations involves data. Levitin and Redman (1998) suggest that data provides the foundation for operational, tactical, and strategic decisions; further, they identify that, through the judicious use of data, managers are able to plan, organise and control an organisation's resources to seek out new business opportunities, improvements to processes and the development of innovative products and services. As data becomes increasingly important in supporting organisational decisions together with the increasing global competition, regulatory compliance and corporate governance, which all demand that data be leveraged to help day-to-day business operations, modern organisations, both public and private, are now continually generating more data than at any other time.
More data, however, does not necessarily mean better information, or more informed business decisions. In fact, many are finding it difficult to use the data. It is estimated that more than 70% of generated data is never used (Koronios, 2006) . Gartner Research (Desisto, 2004) found that bad data is worse than no data at all. There is strong evidence that most organisations have far more data than they possibly use; yet, at the same time, they do not have the data they really need (Levitin and Redman, 1998) . Despite this apparent explosion in the generation of data it appears that, at the management level, executives are not confident that they have enough correct, reliable, consistent and timely data upon which to make decisions. Many say they are drowning in data and are starved of information.
Consequently, the quality of the data that managers use becomes critical. Poor-quality data, if not identified and corrected, often leads to decisions being made more on the basis of personal judgement rather than being data driven judgement (Koronios et al., 2005) . Without quality data, organisations are running blind and make any decision a gamble (ARC Advisory Group, 2004) . This can lead to disastrous economic impacts on the health of the company such as less effective strategic business decisions, an inability to reengineer, mistrust between internal organisational units, increased costs, customer dissatisfaction, and loss of revenue (Wang and Strong, 1996) . In some cases, it could also lead to catastrophic social consequences such as massive power failures, and industrial or aviation disasters.
Industry has recently put a strong emphasis onto the area of AM. In order for engineering organisations to generate revenue they need to utilise assets in an effective and efficient way. Often the success of an enterprise depends largely on its ability to utilise assets efficiently. Thus, AM has been regarded as an essential business process in many organisations, and is moving to the forefront of contributing to an organisation's financial objectives.
Previous studies in AM suggest that a common, critical concern with engineering AM is the lack of quality data (Eerens, 2003; IPWEA, 2002) . Recent research by US GAO (2004) clearly demonstrates that achieving DQ is the key challenge engineering organisations face today in successfully implementing effective engineering AM. Saunders (2004) indicated that although very large amounts of data are being generated from asset condition monitoring systems, little thought has been given to the quality of such generated data. Thus the quality of data from such systems may suffer from severe quality limitations.
As an important initiative proposed by the Australian federal government and the industry sector, studies were commenced in 2003 into the impact of the quality of data on AM organisations including the Australian Navy, state utilities, transportation and mining companies, and local governments. A number of research findings (Neely et al., 2006; Saunders, 2004; Koronios and Haider, 2003; Koronios et al., 2005; Lin et al., 2006) were published in various conferences and journals. In 2006, a large-scale nation-wide survey was conducted into DQ issues in engineering AM, with a sample size of 2000 and a response rate of over 23.9%. This is one of the largest nation-wide surveys of its kind, aimed as directly addressing DQ issues in engineering AM organisations in Australia. This paper discusses the development of the DQ framework through this survey and presents some of its findings. Data and information are often used synonymously. In practice, managers differentiate information from data intuitively, and describe information as data that has been processed. Unless specified otherwise, this paper will use data interchangeably with information.
Data Quality (DQ)
Through time, the field of DQ and data management has become an important and vibrant research domain. Numerous researchers have attempted to define DQ and to identify its dimensions (Kriebel, 1979; Ives et al., 1983; Wang, 1998; Fox et al., 1994; Wand and Wang, 1996; Wang and Strong, 1996; Shanks and Darke, 1998; Kahn et al., 2002) . Traditionally, DQ has been described from the perspective of accuracy. However, many researches have indicated that DQ should be defined as beyond accuracy and is identified as encompassing multiple dimensions. Through literature, many authors have tried to explain the meaning of all relevant dimensions from several points of view (Strong, 1997; English, 1999; Ballou et al., 1998; Orr, 1998) . Each of them has tried to identify a standard set of DQ dimensions valid for any data product; but as Huang et al. (1999) state, it is nearly impossible due to different nature of different data environment.
The four most frequently mentioned DQ dimensions in the literature are accuracy, completeness, timeliness and consistency (Liu and Chi, 2002; Naumann, 2002; Bouzeghoub and Peralta, 2004; Batini et al., 2004; Strong, 1997) . Unfortunately, a set of data may be completely satisfactory on most dimensions but inadequate on a critical few. Furthermore, improving on one DQ dimension can impair another dimension. For example, it may be possible to improve the timeliness of data at the expense of accuracy (Ballou and Pazer, 1995) . It may be complete at the cost of concise representation (Neely and Pardo, 2002) . Moreover, different stakeholders in an organisation may have different DQ requirements and concerns (Giannoccaro et al., 1999) . Data whose quality is appropriate for one purpose may not be sufficient for another (Neely and Pardo, 2002) . The DQ dimensions considered appropriate for one decision may not be sufficient for other types of decisions. As a result, Wang and Strong (1996) 's widely-accepted definition of DQ "quality data are data that are fit for use by the data consumer" is adopted in this research.
In practice, maintaining the quality of data is often acknowledged as problematic. Examples of the many factors that can impede DQ are identified within various elements of the DQ literature. These include: inadequate management structures for ensuring complete, timely and accurate reporting of data; inadequate rules, training, and procedural guidelines for those involved in data collection; fragmentation and inconsistencies among the services associated with data collection; and the requirement for new management methods which utilise accurate and relevant data to support the dynamic management environment. Clearly, personnel management and organisational factors, as well as effective technological mechanisms, affect the ability to maintain DQ.
Due to the complexity of DQ problems, there is a need for a generic DQ framework to categorise the issues, and further provide guidance for exploring and understanding the DQ issues. With this respect, the framework (Table 1) developed by Wang et al. (1995) served this purpose. Table 1 A framework for DQ research
Framework element Description
Development of a corporate DQ policy Management responsibilities Establishment of a DQ system
Operating costs include prevention, appraisal, and failure costs Operation and assurance costs Assurance costs relate to the demonstration and proof of quality as required by customers and management Definition of the dimensions of DQ and measurement of their values Analysis and design of the quality aspects of data products
Research and Development
Design of data manufacturing systems that incorporate DQ aspects Quality requirements in the procurement of raw data, components, and assemblies needed for the production of data products Quality verification of raw data, work-in-progress, and final data products
Production
Identification of non-conforming data items and specifications of corrective actions Wang et al. (1995) 3 Engineering Asset Management (AM)
As the domain of this research is about DQ in engineering AM organisations, it is important to address the nature of engineering AM first. Engineering enterprises have a broad range of physical assets and each type deserves attention. Engineering assets like machine, production equipment, and fleets have a unique set of characteristics that dictate the need for a separate strategy. Engineering assets are expensive and demand constant accountability and care to extend their useful lifetime. They are complex and have lifecycles that must be managed through best practice methodologies and business processes. Their impact on the organisation is broad and involves many stakeholders who require visibility into asset information. Multiple stakeholders also introduce the need for synchronisation between engineering AM activities and other processes like production management and sales. Finally, engineering assets are expected to provide value over an extended period. Performance of the asset and the AM program must be periodically assessed, responsibly managed and continuously improved to reap maximum value. Table 2 summarises the nature of engineering AM. According to the British Standards Institute (2004), AM encompasses activities that are aimed at establishing the optimum way of managing assets to achieve a desired and sustained outcome. The objective of AM is to optimise the lifecycle value of the physical assets by minimising the long term cost of owning, operating, maintaining, and replacing the asset, while ensuring the required level of reliable and uninterrupted delivery of quality service (Eerens, 2003; Spires, 1996; IPWEA, 2002) . At its core, AM seeks to manage the facility's asset from before it is operationally activated until long after it has been deactivated. This is because, in addition to managing the present and active asset, AM also addresses planning and historical requirements. AM is process-oriented. The AM process itself is quite sophisticated involving a wide range of disciplines as well as the whole asset lifecycle that can span a long period of time (Steed, 1988) . The lifecycle for a typical asset involves several interdependent stages including the identification of the need for an asset, the definition of the requirements, design, plan, acquisition, installation, operation, maintenance, rehabilitation and disposal. An overview is shown in Figure 1 . At every stage of the process, AM also needs to collaborate and synchronise with other business processes, which is vital to the effective management of engineering assets (as shown in Figure 2 ). The cost and complexity of engineering assets demands considerable planning to identify appropriate solutions and evaluate investment opportunities. These same characteristics are reflected in the need for an extended acquisition process, a comprehensive request for proposal, and an equally comprehensive purchase agreement that addresses guarantees and warranties. Installation and placing in service of engineering assets is also complex and requires a proper set of processes to manage contractors. Once the asset is acquired, it must be tracked throughout its useful life. Finally, records must be made of its eventual disposition.
Figure 1 Asset lifecycle stages
Source: Snitkin (2003) The AM process itself is data centric. The sophistication of the engineering AM process requires substantial information to be collected throughout all stages of a typical asset's lifecycle. This information needs to be maintained for many years in order to identify long-term trends. The process also uses this information to plan and schedule asset maintenance, rehabilitation, and replacement activities. In order to manage and support the complicated AM process and its data requirements, specialised technology and systems are required. A variety of specialised technical, operational and administrative systems exist in AM. These not only manage, control and track the asset through its entire lifecycle, but also provide maintenance support throughout the lifecycle of the asset. Table 3 shows some of these technical systems. Considering the complexity and importance of AM, these systems are normally bought from multiple vendors and each is specialised to accomplish its task. Unfortunately, this leads to an extremely difficult integration job for the end-user. Engineering processes rely heavily on input of data and also produce a large amount of data. Engineering data itself is quite different to typical business-oriented data as illustrated in Table 4 . It has unique data characteristics and complex data capture processes from a large variety of data sources. This large amount of data therefore can suffer from DQ problems. The nature of such DQ problems has not previously been investigated in Australian engineering-oriented organisations. As discussed before, AM consists of a number of processes across the entire organisation. At each stage of the processes, all the resources required for the effective management of the processes such as people, technology, procedures etc need to be well considered. Thus, it is appropriate to use Mitroff and Linstone's (1993) TOP model to explore the current DQ issues associated with AM practices. Mitroff and Linstone's (1993) TOP model allows analysts to look at the problem context from either Technical or Organisational or Personal points of view:
• The technical perspective (T) sees organisations as hierarchical structures or networks of interrelationships between individuals, groups, organisations and systems.
• The organisational perspective (O) considers an organisation's performance in terms of effectiveness and efficiencies. For example, leadership is one of the concerns.
• The personal perspective (P) focuses on the individual's concerns. For example, the issues of job description and job security are main concerns in this perspective.
The aggregation of these perspectives will present a comprehensive structure for understanding the research problem in an organised manner.
Research methodology
Considering the importance of engineering data in AM and the uniqueness of AM data as compared to other business data, it becomes obvious that the quality asset-related data provides the foundation for effective AM in achieving the success of an asset-intensive organisation. Therefore, this research seeks to investigate the following research questions:
• What is the current state of DQ in Australian engineering organisations?
• What are the specific DQ requirements in AM?
• What are the emerging key factors for ensuring high quality of AM data?
In order to answer the above questions, a four-phase empirical study was designed.
• Phase 1: literature review and analysis 
Phase 1 (literature review and analysis)
Phase 1 is an extensive literature review of the streams of research in generic DQ and engineering AM. The objective of the literature review is to propose a conceptual research framework for the study of DQ related issues in AM. As a starting point, the key DQ research framework (Wang et al., 1995) was used to extract a list of important issues for the study of DQ in engineering AM. This study was then based on Mitroff and Linstone's (1993) TOP model to identify and categorise key DQ issues. This list of issues was then supplemented by other studies in DQ and AM research streams (English, 1999; Wang, 1998; Segev, 1996; Firth, 1996; Saraph et al., 1989; Bever, 2000; Xu et al., 2003; CIEAM, 2003; Sandberg, 1994; IPWEA, 2002; Eerens, 2003; Snitkin, 2003; Steed, 1988; US GAO, 2004; Woodhouse, 2003) . The near-exhaustive list was analysed to develop the research framework (Figure 3 ) which provided the basis in guiding this research. 
Phase 2 (pilot case study)
The second phase uses the pilot case study approach to provide a broad picture of DQ issues in AM. There are two main reasons for using case studies for this phase. First, case studies are likely to be the most appropriate way for initial investigation of issues in a relatively new area. This investigation will eventually form the foundation for further research in DQ for engineering AM. Second, as per Yin (2003) , case study research provides the advantage of presenting a holistic view of a process. The in-depth investigation allows the study of different aspects of a research topic and their relationship with one another. In essence, it enables researchers to view the total environment of the process under study.
The pilot case study was conducted in two different companies based in Adelaide. Of the two organisations, one is a government owned organisation and the other is a private company. These companies represent industries of water utility and general engineering service. The selection of companies was based on our ability to gain access to key AM stakeholders in the company. The objective of the pilot case study was to create a DQ research forum within industry partners and to discuss their specific DQ problems. The outcome from the pilot case study was used to refine and extend the issues from the literature review.
In DQ studies, four types of stakeholders have been identified: data collector, data custodian, data consumer, and data owner (Strong, 1997; Wang, 1998) . In this study, stakeholders of DQ in AM are defined as follows:
• data collectors are those who create or collect asset data e.g., technician, data entry staff • data custodians are those who design, develop, manage, and operate the AM information systems e.g., IT manager, data manager • data consumers are those who use the asset information in their work activities e.g., maintenance engineer, senior manager • data owners are those who own and responsible for managing the entire data in AM systems e.g., asset manager.
The key stakeholders were interviewed to elicit information for the pilot case study. Care was taken to ensure that the stakeholders interviewed were involved with data management and/or decision making associated with engineering AM in their respective companies. Open-ended questionnaires were used for the case study. The data from the cases was analysed using content analysis. Inferences were made based on responses of interviewees. Underlying themes were the major unit of analysis. The results of interview analysis were then validated by the interviewees.
Phase 3 (national DQ survey)
The third phase used a mail DQ survey to get responses on a variety of questions. To apply the process of triangulation it has been suggested that active data collection methods can often be supplemented with passive data collection methods (such as written or observational methods) to overcome limitations associated with each type (Davis and Cosenza, 1988) . Thus, a mail DQ survey was designed to address the questions developed in the previous studies, in order to understand the general perceptions towards data management issues and further establish the extent of DQ maturity.
A multi-section questionnaire were mailed to 2000 large random samples of asset manager, data collector, data custodian and data user, in 1100 geographically dispersed engineering AM organisations in Australia (including 572 organisations in the public sector). The questionnaire provided a guideline in the beginning to ensure that respondents had a common understanding of the various sections and definitions.
The questionnaire was pre-tested by initially mailing it to 15 companies. Changes were incorporated and the questionnaires were then mailed to the remaining companies. The survey population for the questionnaire was chosen from engineering AM organisations based in Australia. These organisations represent a variety of industries:
• utility (water, electricity, gas, oil)
• mining and resources
• transport (rail, airline, ship, automobile)
• defence
• local government.
The list of AM organisations was first generated by selecting the major participants from the databases of specific industry-related associations in Australia. This list was then matched with the database of Business Who's Who of Australia to develop the survey population list of Australian AM organisations. We believed that being the key participants or leaders in the major areas of engineering AM, these organisations would be potential candidates for having AM information systems. Once the data was collected, statistical tools and methods were used to analyse the data and report the results.
The results of this phase, along with the analysis of the literature and pilot case study, were used to develop an AM DQ framework and formulate specific research propositions and questions for the next phase. The AM DQ framework developed as shown in Figure 4 will form the foundation for further research in performing a data audit to identify the nature and volume of DQ problems, and in developing a specification of the functional requirements for AM data cleansing and enrichment software packages. 
Phase 4 (multiple case studies)
After the DQ survey, multiple case studies were conducted in phase 4 as the methodology to further validate the proposed DQ framework and obtain in-depth understanding. Case study research is an acceptable research strategy in IS. Cavaye (1996) suggests that the term 'case research' is not a monolithic one: case study methods can be applied and used in many different ways and, as such, case research is open to much variation. It is further suggested that case research can be carried out taking a positivist or an interpretivist stance, can take a deductive or an inductive approach, can use qualitative and quantitative methods, and can investigate one or multiple cases.
The interview-based case studies were designed to explore the DQ issues emerging within the chosen organisations. Four cases for the study were carefully selected from the large participating industry partners in the Centre for Integrated Engineering Assets Management (CIEAM) due to research commitments and funding arrangements. Semi-structured interviews were conducted with key AM people, including asset managers, IT managers, maintenance engineers, external contractors, senior managers, and data managers.
Responses to our research questions from the interviewees were collated, stored, and analysed using qualitative data analysis software. This analysis allows us to explore the raw data, identify and code the common themes, and identify relationships between themes in a rigorous manner. In analysing the collected data, an extensive examination of the viewpoints of various stakeholders was conducted. The views and actions of various interviewees in terms of their organisational interests were also examined. Interpretive research requires sensitivity to possible differences in interpretations among the participants as are typically expressed in multiple narratives of the same sequence of events under study (Klein and Myers, 1999) . Klein and Myers (1999) also suggest that interpretive research requires sensitivity to possible 'biases' and systematic 'distortions' in the narratives collected from participants. Thus, the validation of the DQ framework for AM was achieved.
Findings and discussions
The findings are based on the DQ survey responses and interviews with DQ stakeholders in the multiple case studies, and are presented respectively below. The DQ survey is the first national DQ survey performed in Australia, focusing specifically on the DQ issues of engineering AM organisations. The key findings from this survey show the different attitudes and perceptions towards DQ. More importantly, it shows that the emerging key DQ issues found in the various data roles.
In addition to the survey findings, a number of DQ issues were identified and discussed in the case study findings. Many of them are specific to the AM practice. Examples of these issues were presented using the TOP model. Overall, asset-intensive organisations should adopt an active approach and focus on these DQ issues in their efforts for effective AM.
Survey findings

Awareness of DQ importance
The majority of survey respondents recognise the important role that Data Quality is playing in achieving the success of an asset-intensive organisation.
DQ was considered to have a direct effect on AM operations (and therefore have a potential to enhance the organisation's performance). Approximately 81% of data owners, and 88% of data consumers considered DQ as a critical or very important issue (Table 5) , especially as a path towards developing cost saving strategies and improving current AM performance. The 72% of the data collectors, and 80% of the data custodians also felt that the DQ is a critical or very important consideration to the organisation. Overall, the majority (81%) of participants perceived that DQ is an important success determinant for their organisations. It also suggests that the data consumers have a much higher needs for quality data. Further analysis reveals that the respondents from the defence industry, or in the chief officer level, or from the large AM enterprises have the highest rate of DQ awareness. Data consumers and data owners in strategic level have more confidence on the quality data they use/own, while data collectors and data custodians in tactical/operational level have less confidence on their organisational DQ. Majority of data consumers (89%) and data owners (85%) have DQ confidence and can rely on organisational data (sometimes or all the time) for making critical decisions. However, only 26% of data collectors have confidence that data in the organisational system is correct. Fifty-seven percent of data custodians even suggest that there are a lot of DQ problems in the enterprise information system. The different attitudes found between groups indicate that there may be a disconnection between the strategic level managers and the operational personnel.
Further analysis found that only 38% of data consumers from engineering AM area have DQ confidence compared to 50% of those from general/finance management function area. Data consumers in utility companies responded the highest confidence rate of 64% while data users in defence industry have the lowest confidence rate of only 25%.
Data collector
The rule for data collection and data entry is seldom adhered to in capturing asset data.
Sixty-two percent of data collectors collect asset data by physically inspecting the assets and writing down the details for later data entry. Only 2% responded using electronic transducers to record data automatically. In entering the collected data, 34% of data collectors reported that the data entry was taken place after they returned to the office from the fields, 51% say that data entry was done even several days later. Only 10% of data collectors enter the data immediately at the location where the data was captured. Majority of the data providers (55%) manually type into the system from paper records while 14% give the paper records to office data entry staff for manual data entry.
According to literature, the rule for asset data entry is that the quality of AM data improves the nearer the data entry is to the asset and its work. It is obvious that the rule was seldom adhered to in the current process of AM (as shown in the statistics analysis). Literature indicates most organisations have a growing need for real-time access to information across their business. Mobile computing makes data accessible to decision makers at decision time, regardless of their location. It also makes data entry possible immediately at the location where the data is captured. It is suggested that business increase its DQ, productivity, and efficiency by employing mobile solutions to collect and deliver vital information where it is needed in each step of the AM process.
Electronic sensors and transducers are used to capture data in asset condition monitoring systems. Sixty-two percent of data custodians indicated that DQ problems exist in the condition monitoring systems, and have impacted on their organisations. The study found that despite sensor calibration and integrity check are essential steps in AM for ensuring high quality condition data captured in the automatic data production system, these steps are often ignored in the process of asset maintenance and management. Therefore, the extent that data captured by sensors is reliable is questionable. Nevertheless, 60% of data collectors show confidence with the data captured by electronic sensors. The inconsistent perceptions towards data confidence between data collector and data custodian indicate that there may be a lack of effective communication among DQ stakeholders in AM.
Over half of data collectors were given guidelines to follow in the forms of standard form (58%) or work procedure (46%) with only 25% were given appropriate training for data collection work. Only 11% of data collectors responded that management reviews in relation to data collection performance were regularly conducted with almost 50% were seldom, rarely, or never reviewed. The statistics analysis also shows that large organisation or local government have regular management review done on data collection performance with the highest rate of 72%.
Literature shows that data collectors with why-knowledge about the data production process contribute to producing better quality data. Data collector's knowing-why knowledge is the most critical prerequisite for high DQ across data production processes. It is found that data collectors need management feedback and support as well as effective communication among DQ stakeholders, to enhance their knowing-why knowledge about the data production process. Thus, high quality data can be produced.
Data custodian Lack of specific DQ tools available for engineering Asset Management DQ improvement.
About four in five data custodians are aware of the importance of DQ to the success of their organisations. But there appears to be much room for DQ improvement -particularly in the areas of database design, data migration, information system, standard adoption, and specific AM DQ software implementation.
Overall, only 10% say they have total confidence the data in their system is accurate to the required level. The rest have DQ problems with various degrees of seriousness. In fact, three-fourths report a whopping four or more DQ problems experienced in their organisations -the most-significant being wrong data, noted by 72%. Other common data problems include missing fields, duplicate records, out-of-date, and violation of standard or rules (Table 6) . Table 6 DQ problems
Wrong data 72%
Out-of-date 70%
Missing fields 68%
Validity with respect to related data 58%
Violation of standard or rules 46%
Duplicate records 43%
When it comes to ranking the significance of DQ dimension, most data custodians say accuracy is first priority, higher than timeliness (Table 7) . Only 11% of data custodians say they strongly agree the data in their organisations have been stored in a well-designed database. Among companies where database is not regarded as well-designed, three quarters report they neither use DQ software to manage their data asset, nor have DQ system implementation in their organisations. But, among companies where DQ software is used across the enterprise or DQ system is implemented, 89% and 78% respectively report having well-designed database. It stands to reason that a well-designed database is more likely to be associated with having DQ solution implementation. While 45% of the organisations were using some kinds of DQ products, there were nearly half of the participants who have not used any DQ software. Many participants cited there was no relevant DQ software available for specific engineering AM system. Compared to other DQ stakeholder groups, data consumers (88%) have the highest awareness of DQ importance. The majority of data consumers in the area of finance and general management (93%) considered DQ as a critical or very important issue, while a lower 71% of the respondents from AM domain were aware the importance of DQ to the success of their organisations. Overall, 89% of data consumers say they can access the data and information all the time or sometimes when required. However, only 52% of senior managers in the higher strategic level can access the data all the time, compared to the higher 66% of data users in tactical and operational level. A possible reason for the difference is that data consumers in higher organisational level require to access data from external sources more often than operational staff.
Data consumer
Despite the higher rate in DQ awareness and data access, 75% of data consumers indicate they have problems with the data in their systems. The 86% of data users in operational level have data problems, compared to the 71% in the senior level. Among the respondents in AM area, 84% have data problems, compared to the 75% from finance and general management area. This indicates DQ in AM has become an important business issue.
Data consumers in AM indicate some major issues for data management. They are overloaded with data, but still have insufficient data for what is required for AM. Despite a lot of data is collected that is not used, often the data that is needed is not collected. This has resulted in data overloaded with insufficient quality data. In addition, different asset groups use different specialised systems to manage the assets, and the lack of overall data architecture and management strategy have made the control of data in AM more complicated.
When there is a doubt with the data obtained, most data consumers make cross-check (80%), or even ask the field people (71%), or make assumptions based on their own experience (67%). However, it is important to point out from the respondents' comments that many data consumers would capture the data personally, or check on site themselves, or conduct field checks themselves, or just work on their own data wherever possible. This implies data users have a lack of trust on the data collectors in the fields. The survey revealed that 81% of data owners considered DQ as a critical or very important issue. Despite having high awareness of the DQ problems associated with AM, it appears that data owners at strategic level do not treat the DQ problems with high priority. Therefore, only limited resources were allocated to solve the problems. At tactical level, data owners such as asset managers were frustrated by the poor quality information stored in the company's AM information system. It appears that they can not do too much about it due to the limited resource support. Therefore, they tend to rely on other information sources such as GIS for AM practices. They even suggested organisational DQ efforts should be linked with reward system in order to make staff responsible for the DQ problems they caused.
Data owner
The majority of data owners (58%) indicated they had data management strategy in place within their organisation. However, it appears that there was a lack of action in the organisation to actually implement the required DQ improvement solution. Over 44% of asset owners have no plans to implement any data management solutions in near future. Considering the findings along with the earlier observation that 89% of participants either suffered major or minor impacts by poor quality data, it appears that there may still be many organisations which have not learnt lessons and taken any timely actions to prevent future negative impacts caused by poor DQ. It is also found that senior management commitment and support are critical in ensuring the success of the organisation's DQ efforts.
Case study findings
A number of DQ issues specific to AM practice were identified in the case study findings and summarised using the TOP model as shown in Table 8 . Table 8 The AM DQ issues
TOP perspective Data Quality issues in Asset Management
Integration of disparate AM systems 
Integration of disparate AM systems
Most companies today purchase specialised systems from many suppliers. Disparate systems have often led to an extremely difficult integration job for the end-user. Some of these AM-related systems include: reliability assessment systems, turbo-machinery safety systems, rotating machine vibration condition monitoring systems, electrical motor testing systems, enterprise asset maintenance systems, asset capacity forecasting systems, and physical asset data warehouse systems. Normally these systems are bought from multiple vendors and each is specialised to accomplish its task. Such disparate systems have often led to an extremely difficult integration job for the end-user.
Lack of integration between business and technical systems
Organisations have frequently adopted systems for the management of financial, human resource, inventory and maintenance aspects of the business which are incompatible with technical systems such as Supervisory Control and Data Acquisition (SCADA) and condition monitoring systems. The various computer software programs written for condition monitoring and diagnostics of machines that are currently in use cannot easily exchange data or operate in plug-and-play fashion without an extensive integration effort. For example, the maintenance work event forms which contain the hours that a contract has worked cannot be directly input to the payroll system as an alternative to the traditional timesheets. This makes it difficult to integrate systems and provide a unified view of the condition of assets to users. Such disconnects make it extremely difficult to bring real-time information from the plant into business systems. This has resulted in significant DQ consequences and thus negatively affected data-driven decision-making, because most users are unable to translate the vast amounts of available asset data into meaningful management information to optimise their operation and control the total asset base.
Asset hierarchy
Infrastructure assets generally have a clear hierarchical relationship that breaks down from the asset type as a whole to large units (facilities), then to assets and their components. The objective of developing an asset hierarchy is to provide a suitable framework for assets, which segments an asset base into appropriate classifications. The intent of the asset hierarchy is to provide the business with the framework in which data are collected, information is reported, and decisions are made. In most cases (as found in one organisation) organisations work with an informal asset hierarchy. This often leads to data being collected to inappropriate levels, either creating situations where costs escalate with minimal increases in benefits, or insufficient information is available to make informed decisions.
Data accessibility
Designers and asset manufacturers represent the external source of asset data. As part of the asset acquisition process, all asset information required to own and operate the asset should be handed over to the user organisation at the commissioning of the asset, in a form that can be assimilated readily into the user organisation's asset information systems. These asset data may include a fully-fledged technical information database with GIS maps, technical specifications, and even video clips of the equipment and its operation.
The research has found that a data gap may exist between the maker and the user of asset equipment. The user organisation needs to populate the AM information system with data from the manufacturer -particularly the component structure and spare parts. These capabilities exist in manufacturers' Product Data Management (PDM) and Product Lifecycle Management (PLM) systems. Unless arrangements or contract conditions are made, in many cases, the data is not passed on to the buyer in a usable electronic format. In some cases, the asset data handed over to the user organisation does not conform to the physical assets delivered. In other cases, updated asset data, particularly the component structure, may not always be passed on to the user organisation. Information such as job instructions, maintenance cycles and advisory notices is also available. However, without standards and interfaces to share this information across systems, it is often held offline either as paper documents or poorly linked electronic copies of instructions.
Database synchronisation
The capability of AM information systems can be enhanced through a link with GIS to provide the ability to access, use, display, and manage spatial data. The ability to effectively use spatial asset data is important for utilities with geographically dispersed utility networks. However, it was found that one of the most critical activities is to establish synchronisation between the two database environments. One asset manager indicated that there has been an issue existed for overcoming the synchronisation of asset register in a very common work management system with GIS in the company. Both automated and manual processes needed to be defined and implemented to maintain synchronisation between the GIS and EAM databases. Database triggers and stored procedures need to be defined to automate the attribute update process maintaining synchronisation between the GIS and AM databases. Workflows and business rules must be developed for GIS and AM data editing, to ensure synchronisation from both applications.
Data exchange and integration
AM enterprises typically have many disparate systems monitoring different assets and/or locations. These systems are normally bought from different vendors and often do not share data with the AM system(s) directly. Two organisations indicated there is a need for data exchange between AM systems for seamless access to information across heterogeneous systems and different departments within an engineering enterprise. The apparent lack of dialogue among vendors leads to incompatibilities among hardware, software and instrumentation. Moreover, the life cycle performance data of the various assets are kept in individual uncoordinated databases, which make inter-process, inter-functional analysis very difficult.
Merging of data records in databases
There is a need to design databases to accurately record asset condition. Facility managers in one organisation indicated that whilst comprehensive asset databases generally exist, not all of them have been designed to accurately record asset condition data. For example, a plant records system may hold data on all items of operational plant in terms of age, location, and date last inspected/maintained, but it does not provide the means to hold data on the condition of the plant. Where a comprehensive asset database exists containing both asset details and record of defects, the database, however, does not permit the recording of successive inspection data and so the important function of developing generic aging curves is not achievable.
Sensor calibration and integrity check
Interviews with asset maintenance field workers indicated that data captured by intelligent sensors may not always be accurate. Data capturing devices typically used in condition monitoring are electronic sensors or transducers, which convert numerous types of mechanical behaviour into proportional electronic signals, usually voltage-sensitive signals, producing analogue signals which in turn are processed in a number of ways using various electronic instruments. As signals are generally very weak, a charge amplifier is connected to the sensor to minimise noise interference and prevent signal loss. The amplified analogue signal can then be sent via coaxial cables to filtering devices to remove or reduce noise, before being routed to a signal conditioner and/or Analogue-to-Digital converters for digital storage and analysis. To ensure the data received by the condition monitoring system conforms to the original signal data captured by sensors, integrity checks for signal transmission process and sensor calibration need to be performed and maintained. However, as the sensor calibration and integrity check are often neglected in asset maintenance as mentioned in the interviews with maintenance staff, the extent to which automatically captured data is correct was shown to be of concern.
Organisational readiness
Many companies that attempt to implement AM information systems run into difficulty because they are not ready for integration, and the various departments within the organisation have their own agendas and objectives that conflict with each other. Organisational readiness can be described as having the right people, focused on the right things, at the right time, with the right tools, performing the right work, with the right attitude, creating the right results. It is a reflection of the organisation's culture. AM system implementation involves broad organisational transformation processes, with significant implications to the organisation's AM model, organisation structure, management style and culture, and particularly, to its people.
An AM system implementation project within the AM organisation is expected to have a high acceptance of the system in areas that provide just as good or better functionality than the old system. However some functions and processes did not get the full appreciation the legacy systems once had. Through interviews with technicians and data collectors, it was found that field workers are frustrated with the need to use Maximo [an asset maintenance work order management system] and are losing confidence in it. One staff member said that, "… with Maximo there are so many problems, people are not interested". Another interviewee said that, "Maximo hasn't solved the speed problem which you would have thought it would have … From day 1, workers were starting to acknowledge the good points of old systems compared to Maximo."
Business process reengineering
Organisational fit and adaptation are important to the implementation of modern large-scale enterprise systems. Like enterprise resource planning systems, specialised AM systems are also built with a pre-determined business process methodology that requires a rigid business structure for it in order to work successfully. They are only as effective as the processes in which they operate. When AM organisations faced with promised technology and systems, realising the gain does not occur with technology implementation. It occurs when business processes are reengineered to successfully integrate with the new systems. The integration of technology with business processes sets the stage for operational transformation, enabling the desired efficiency gains to be realised. In other words, integrating technology and business processes are the first step. The next step is for people to change their behaviour to incorporate the newly integrated business processes and technology into their daily work habits. Widespread collaboration and strategic discussions are crucial to realising an organisation's desired goals when planning a new technology deployment.
Companies that place faith in EAM systems often do so without reengineering their processes to fit the system requirements. Consequently, this often results in negative impacts on the effectiveness of both the AM system and AM practices. It is found that the business process for AM in the organisation was not modified to fit the AM system.
Education and training
Engineering assets are generally complex in nature and some training is required to operate and maintain them. The data entry operators should be trained. This would improve the accuracy and also speed of data entry. One field technician indicated in the interview, when the new state-wide AM system was first introduced, several field staff members were chosen to take a brief, 3-day training workshop and then were assigned to be trainers for the rest of the regional office. Due to the insufficient knowledge and skills of these trainers, the system implementation experienced tremendous problems. One manager mentioned that, "training has been provided, but a lot of attendants are old and hence can't be bothered". However, through the interviews with field workers, one said that "training is the same for everyone" and "most of us have very little training, we're mostly self-taught". It was found that the gap between current practices and capabilities, and those required to harness everybody's best efforts, is wide in the organisation. On the education front alone, simple things like "awareness of the cost of downtime" and "how the data being collected is going to be used" can transform the motivation, performance and creativity of the asset operators/technicians.
Managing assets requires all aspects of training as well as appropriate documentation of the system. It was found that organisations tended to focus more on the 'hardware' part of the systems' development process, putting less effort on the 'soft' part, that is, the training of how to operate and manage the system. People's skills and abilities to use the system efficiently are very critical to ensure DQ in AM systems. If people do not have the skills and knowledge to control the system, then even a perfect system would not be able to produce high quality information. Lack of training can cause serious damage and have an adverse impact on information quality. Unfortunately, it is easy for organisations to find reasons/excuses for avoiding adequate training for the staff and management.
Communication and management feedback
Competitive asset intensive companies have reported that most of their asset improvements come from their workforce. Despite the fact that "people are our greatest asset", evidence of the opposite was often found. People's problems, people's relationships, people's aspirations and people's personal agendas are seldom given the consideration appropriate to their importance in the successful implementation of an AM system. In fact, the problem needs to be stated more emphatically. Most system implementations neglect the people factor and, as a result, most systems ultimately fail to achieve the objectives upon which their original funding was justified.
To improve performance of people in any organisation, they should get feedback about the effectiveness of their performance. As the data recorder is not the data user, the data collection process could be significantly improved by motivating the data recorder with feedback on what has been done with the data. The positive feedback keeps operators motivated and they see a purpose in their continuing to do a good job. Negative feedback coupled with the information on what went wrong and where, would help operators correct their mistakes and know exactly where to concentrate to improve in future.
It appears through the interviews that the organisations continue to see the operators and technicians as skilled hands, rather than also having brains and being very sophisticated sensors. It was also found that field people within one organisation often generate the view that "year after year they filled out field data without feedback and a lot of them worked out that if they did nothing, nothing happens so why bother?".
Motivation
The asset organisations are different from many businesses where separate personnel are engaged for data entry who are skilled and trained for their job. In engineering organisations, the task of data entry would normally be done by operators whose primary job is to operate and maintain assets and who are also expected to perform the job of entering data, observations and maintenance actions. The operator may see the data entry job as unnecessary and of low importance. It is important for the organisation to make them aware of the significance of entering correct and complete data. They should be informed about the far reaching consequence of good and bad data at the decision making stage; and how their job of entering data could have substantial impact on the work of other people and the organisation as a whole.
Conclusion
This paper included a proportion of survey findings. Nevertheless, these results suggest that while the organisations are concerned about the quality of data, there is a lack of scrutinised discussion on the various issues associated with DQ problems. More importantly, there is a disconnection between data custodians and data producers and high level data owners. Despite over half of engineering AM organisations in Australia have data management strategy in place, it appears that there was a lack of actions in most organisations to actually implement the required DQ improvement solutions. Over 44% of the AM organisations have no plans to implement any data management solutions in the near future.
Due to the lack of the relevant DQ software available for specific engineering AM system, the majority of participating organisations have not used any DQ tool in their AM practices. As engineering data itself is quite different to typical business-oriented data, there is a pressing need for the development of specific DQ solutions for engineering AM.
The survey findings are very different from those by PricewaterhouseCoopers which were mainly concerned with the strategic development of data management within financial institutions. Perhaps, the engineering AM organisations in Australia still adopt a reactive approach and only focus on the daily operations. A more comprehensive analysis will show the different attitudes and management strategies in relation to sizes of the organisations and the industries that they operate within. Further, these findings will be compared with the general DQ surveys.
This research provided a better understanding of DQ issues for AM and is assisting in identifying elements which will contribute towards the development of a DQ framework specific to engineering AM. This in turn will assist in providing useful advice for improving DQ in this area. As an increasing number of organisations are putting in resources in data management solutions, there is a growing need for suitable guidelines to help them develop appropriate strategies and employ appropriate tools. Perhaps this is why DQ research has become more critical.
