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Le de´veloppement de la technologie des services Web d’aujourd’hui, connaˆıt de nou-
velles formes d’interaction, notamment a` travers sa mise en place sur des dispositifs
portables pour utilisateurs nomades, pour des applications industrielles et d’entreprise.
Ces nouvelles technologies offrent un potentiel important pour le de´veloppement de
services complexes assistant les activite´s humaines (pour le travail, a` la maison, et pour
le divertissement) et dans des contextes mobiles, en cre´ant des re´seaux de services Web
coope´ratifs.
Bien que la technologie des services Web offre des me´canismes qui permettent de
traiter le proble`me de l’he´te´roge´ne´ite´ des composants, d’autres exigences ne´cessitent
des efforts supple´mentaires pour obtenir une solution a` la proble´matique impose´e par
les nouvelles applications. En effet, la technologie de service Web offre un potentiel
important pour la cre´ation des applications complexes et dans des domaines divers, en
composant des re´seaux de service coope´ratifs. Ne´anmoins, ces re´seaux sont ouverts et
entraˆınent une dynamique dans leur composition, ce qui se traduit par la de´couverte et
l’utilisation dynamiques des services. Ces re´seaux sont aussi sensibles a` la complexite´
lie´e a` la gestion de la dynamique de ce type de syste`mes.
Duˆ a` cette complexite´, les applications, en ge´ne´ral, et les architectures en particulier,
ont besoin de s’adapter aux changements tels que :
– les variations de la bande passante,
– les changements dans les terminaux d’acce`s,
– les variations du nombre d’utilisateurs.
Ainsi, les applications ont besoin de nouvelles me´thodologies et techniques afin d’ac-
complir des exigences telles que la provision de la qualite´ de service (QdS).
Cette proble´matique inhe´rente aux applications distribue´es de grande taille, avait
e´te´ initialement identifie´e par la communaute´ scientifique internationale au de´but des
anne´es 2000. A cette e´poque, la socie´te´ IBM a annonce´ une nouvelle initiative appele´e
« Autonomic Computing », Kephart et Chess (2003), envisageant le de´veloppement de
syste`mes capables de s’auto-ge´rer. Cette ide´e a e´te´ inspire´e du fonctionnement du corps
humain qui est pourvu d’une telle capacite´. Afin d’atteindre ses objectifs, l’initiative
« Autonomic Computing » a e´te´ de´compose´e en quatre sous-disciplines :
1. Le self-configuring conside`re la reconfiguration de composants et de syste`mes en
de´finissant des politiques de haut-niveau.
2. Le self-healing s’inte´resse a` l’auto-de´tection, le diagnostic et la re´paration des
proble`mes au niveau logiciel et mate´riel.
3. Le self-optimizing implique l’auto-re´glage de parame`tres au niveau service.
4. Le self-protecting conside`re la protection des syste`mes contre des attaques et des
malveillances.
Les objectifs de notre travail partagent ceux des deux premie`res sous-disciplines.
Concre`tement, nos travaux conside`rent la gestion des architectures logicielles dyna-
miques comme un outil pour l’adaptation des applications a` base de services Web, avec
l’objectif de proposer des me´canismes d’aide a` la gestion de la qualite´ de service.
Dans la litte´rature, deux approches comple´mentaires sont conside´re´es. La premie`re
se focalise sur le comportement de l’application, et vise a` reconfigurer soit le ser-
vice, soit le « workflow » implique´ lorsqu’une inconsistance, qui pourrait entraˆıner une
de´gradation de la qualite´ de service est observe´e. Une seconde approche (dite archi-
tecturale), vise a` surveiller et a` mesurer les interactions entre services Web au niveau
architectural et a` re´agir par reconfiguration de l’architecture lorsqu’une une de´gradation
de la qualite´ de service est constate´e. Nos travaux s’inscrivent dans cette seconde ap-
proche.
1.1 Objectifs et contributions
Les objectifs de cette the`se sont de proposer :
– Des techniques de mode´lisation afin d’assister les de´veloppeurs dans la concep-
tion des architectures dynamiques et adaptatives pour les applications a` base de
services Web.
– Des techniques pour la gestion de la qualite´ de service pour les applications du
meˆme type.
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Dans un cadre local, cette the`se s’inscrit dans les the`mes de recherche du groupe OLC
du LAAS-CNRS, en particulier ceux des axes de recherche « Composants et services de
coope´ration » et « Architecture et protocoles de communication ». Ces deux axes visent
le de´veloppement des me´thodologies et des techniques pour la conception et la mise
en œuvre d’architectures logicielles distribue´es dynamiques et adaptatives, ainsi que la
de´finition des protocoles de coordination associe´s.
Dans un contexte national, les objectifs de cette the`se sont proches de l’action
spe´cifique du CNRS sur l’adaptabilite´ dynamique du GDR - Architecture, Syste`mes
et Re´seaux.
Dans un contexte europe´en, les objectifs de cette the`se s’inscrivent dans le cadre du
projet IST WS-DIAMOND. Ce projet e´tudie le de´veloppent des me´thodologies et des
techniques pour la conception et le de´veloppement des syste`mes a` base de service Web
suivant une approche de « self-healing ».
Les contributions principales de cette the`se peuvent eˆtre re´sume´es comme montre´
dans la figure 1.1. Notre but principal e´tant la reconfiguration dynamique des appli-
cations a` base de services Web (1 ), nous proposons une approche guide´e par la QdS
afin de pre´venir la de´gradation de la QdS des applications a` base de services Web
(1.1 ). Notre proposition de reconfiguration dynamique suit une approche architec-
turale (1.2 ), conside´re´e comple´mentaire a` l’approche comportementale (1.3 ) qui est
traite´e par d’autres partenaires dans le cadre du projet WS-DIAMOND. Dans notre
approche architecturale, les applications sont structure´es par quelques types architec-
turaux (1.2.1 ) de´finis selon un me´ta-mode`le e´tendant la vue de de´ploiement d’UML.
De meˆme, l’approche architecturale est formalise´e par des me´canismes de transforma-
tion de graphes (1.2.2 ). Ces me´canismes sont utilise´s pour la de´finition de re`gles de
base (1.2.2.1 ) et en combinant celles-ci, nous de´finissons des re`gles de reconfiguration
architecturale (1.2.2.2 ). Notre approche principale de reconfiguration dynamique a e´te´
e´prouve´e par deux sce´narios applicatifs suivants un style oriente´ service, a` savoir : la
Revue coope´rative (1.4 ) et le FoodShopping (1.5 ), tous les deux font partie du Delive-
rable 1.1 du projet WS-DIAMOND et ont e´te´ publie´s dans le cadre de deux confe´rences
internationales : WebIST 07 et ISCC 07.
Concernant les aspects de pre´vention de la de´gradation de la QdS des applications
a` base de services Web (1.1)), nous proposons une approche base´e sur les ontologies
(1.1.1 ) permettant l’identification de diffe´rents cas de dysfonctionnement au travers de
la de´finition des re`gles d’infe´rence. L’ontologie et les re`gles d’infe´rences ont e´te´ de´finies
en utilisant les outils Prote´ge´ et Jess (1.1.1.1 ), respectivement. Notre approche de
pre´vention de la de´gradation de la QdS a e´te´ e´prouve´e sur le sce´nario de la revue
1) Reconfiguration dynamique
des applications à base de WS.
1.2) Approche architecturale.
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Fig. 1.1 – Illustration de l’articulation des diffe´rentes contributions de la the`se.
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coope´rative, instancie´ au cas d’un syste`me de gestion de confe´rences. De meˆme, nous
proposons une architecture de « Self-healing » (1.6 ) pour la gestion de la QdS conc¸ue
dans le cadre du projet WS-DIAMOND. Nous avons mode´lise´ et valide´ par simulation
cette architecture dans diffe´rents sce´narios en utilisant l’outil UML Tau G2.
1.2 Plan du me´moire
Nous avons structure´ ce me´moire en deux parties. La premie`re partie concernant
l’e´tat de l’art est compose´e de deux chapitres :
Le chapitre 2 pre´sente une e´tude de synthe`se sur les architectures logicielles ainsi
que leurs de´finitions. Ensuite, une introduction sur les Langages de Description des
Architectures (ADLs) est pre´sente´e. Une section particulie`re est consacre´e a` UML en
tant que langage de description des architectures. Nous abordons par la suite le cas des
architectures oriente´es services et leur application a` la technologie des services Web.
Une dernie`re section est consacre´e aux architectures dynamiques.
Le chapitre 3 traite de l’adaptabilite´ des architectures logicielles selon deux axes : un
premier qui aborde les travaux lie´s a` la reconfiguration des architectures et un second
qui traite des architectures de « self-healing ». Dans ces deux axes, nous consacrons une
attention particulie`re aux travaux traitant des architectures a` base de service Web.
La deuxie`me partie concernant nos contributions est divise´e en trois chapitres :
Le chapitre 4 propose la mode´lisation des architectures logicielles dynamiques pour
les applications a` base de services Web. Concernant la description architecturale, de
nouveaux e´le´ments architecturaux sont introduits, notamment : le Roˆle coope´ratif, la
Cate´gorie de service et la Classe de service. Ces e´le´ments sont caracte´rise´s par le biais
d’un me´tamode`le qui e´tend la vue de de´ploiement d’UML. Les instances de services
Web et leurs interactions sont base´es sur les diagrammes de composants d’UML. En-
suite, des re`gles de base pour la dynamique de l’architecture sont de´finies en se basant
sur la technique de re´e´criture de graphes. Pour la description des architectures et des
re`gles, des sche´mas XML ont e´te´ de´finis et valide´s en utilisant le logiciel XML Spy1.
Puis, a` partir des re`gles de base, nous avons de´fini des actions de reconfiguration des
architectures, notamment pour les actions de duplication et de substitution.
Le chapitre 5 pre´sente deux sce´narios d’application pour valider notre approche de
1http ://www.altova.com/products/xmlspy/xml editor.html
mode´lisation de´crite dans le chapitre 4. Le premier sce´nario traite du processus de revue
coope´rative, applique´ au cas plus spe´cifique d’un syste`me de gestion de publications
scientifiques. Le deuxie`me sce´nario conside`re le processus d’une chaˆıne de production
applique´ au cas plus spe´cifique d’un magasin de produits alimentaires en ligne. Dans
les deux sce´narios, sont de´finis les acteurs, le « workflow » (sous forme d’activite´s) et
l’architecture implique´e selon notre approche. De meˆme, les actions de reconfiguration
sont de´crites et applique´es lorsqu’un constat de de´gradation de la QdS est identifie´.
Le chapitre 6 propose une infrastructure pour la gestion de la QdS des applications a`
base de services Web. D’abord nous introduisons la notion d’ontologie et ses langages et
ses formes de repre´sentation. Ensuite, afin de ge´rer la QdS dans les applications a` base
de services Web, nous proposons une classification des dysfonctionnements pour la QdS.
Cette classification a e´te´ applique´e au cas de la revue coope´rative et a e´te´ formalise´e
et imple´mente´e par le biais d’une ontologie en utilisant le logiciel Prote´ge´. Finalement,
nous de´finissons une architecture pour la gestion de la QdS. Cette architecture reprend
et adapte quelques e´le´ments des architectures « self-healing ». Elle a e´te´ valide´e par le
moyen de l’outil de mode´lisation UML Tau G2.
Ce me´moire ce termine par un ensemble de conclusions ge´ne´rales et de perspectives









Les architectures logicielles sont conside´re´es comme une sous-discipline du ge´nie
logiciel. Une architecture est conside´re´e comme l’organisation ne´cessaire d’un syste`me
caracte´rise´ par ses composants, leurs relations et avec l’environnement, et les principes
qui guident leur conception et e´volution. Les architectures logicielles forment la colonne
verte´brale pour construire des logiciels complexes et de grande taille. La description
des architectures permet d’avoir l’abstraction ne´cessaire pour mode´liser les syste`mes
logiciels complexes durant leur de´veloppement, de´ploiement et e´volution.
2.1.1 Historique
Les concepts qui font naˆıtre les architectures logicielles, telles qu’elles sont connues
aujourd’hui, remontent aux de´buts de la discipline du ge´nie logiciel. Les travaux pion-
niers de Dijkstra (1968) sur la matie`re ont propose´ une structuration impe´rative d’un
syste`me avant meˆme de se lancer a` e´crire des lignes de code. De meˆme, les travaux de
cet auteur mettent en e´vidence le besoin de la notion de « niveaux d’abstraction » dans
la conception de syste`mes a` grande taille. Bien que Dijkstra n’utilise pas le terme « ar-
chitecture » dans l’ensemble de ses travaux les notions sorties de ceux-ci repre´sentent
une base pour la de´finition des architectures logicielles contemporaines.
On cite souvent Sharp (1970) par ses commentaires verse´s en 1969 en relation avec
les travaux pre´ce´dents de Dijkstra : « Je pense qu’on a quelque chose en plus du ge´nie
logiciel, quelque chose qu’on a discute´ sommairement mais qu’il va falloir regarder
d’avantage, c’est le sujet des architectures logicielles ». Pour illustrer ses mots, il donne
l’exemple du syste`me OS/360 : « ce syste`me repre´sente un beau travail d’inge´nierie
puisqu’il a e´te´ tre`s bien code´. Par contre, il est constitue´ d’un ensemble amorphe de
programmes parce qu’il n’a pas e´te´ conc¸u par un architecte ».
Au de´but des anne´es 70 les travaux de Parnas (1972) ont introduit le concept de
« modularite´ » qui propose d’ame´liorer la souplesse et le controˆle conceptuel du logi-
ciel en re´duisant le temps de de´veloppement des syste`mes. Il a montre´ l’importance
d’une bonne structuration des syste`mes dans les e´tapes de conception dont il propose
certaines ide´es afin d’atteindre un niveau de structuration ade´quat. La notion de «mo-
dularite´ » conside`re les de´cisions de conception qui doivent se faire avant d’initier les
travaux de mise en œuvre. Plusieurs avantages en re´sultent :
– le temps de de´veloppement peut se re´duire puisque diffe´rents groupes pourraient
travailler dans diffe´rents modules avec un faible besoin de communication,
– il est possible de faire des changements importants sur un module sans avoir
besoin de retoucher les autres,
– afin de faciliter la compre´hension du syste`me il est possible d’analyser les modules
se´pare´ment.
Une diffe´rence importante entre ces deux auteurs est le fait que les notions intro-
duites par Dijkstra se sont focalise´es sur des aspects de programmation (niveau de mise
en œuvre) alors que les travaux de Parnas se sont centre´s sur les niveaux de conception.
C’est incontestablement dans les anne´es 90 que les architectures logicielles com-
mencent a` avoir un essor important. Les ide´es de base telles que donner de l’importance
aux de´cisions prises dans les premie`res e´tapes du de´veloppement du syste`me ainsi que
de l’importance d’une de´finition correcte de la structure du syste`me ont joue´ un roˆle
de´terminant dans l’e´volution de la discipline.
Un des premiers papiers qui traite les architectures logicielles en tant que nouvelle
discipline et en termes plus proches aux notions actuelles est celui de Perry et Wolf.
(1992). Dans ce papier, les auteurs font une analogie des architectures logicielles avec
l’architecture des baˆtiments. Ils proposent la de´finition des architectures logicielles par
le biais de l’expression suivante :
Architecture logicielle = Ele´ments, Forme, Raisonnement
C’est-a`-dire qu’une architecture est un ensemble d’e´le´ments avec une forme particulie`re.
Il existe trois classes d’e´le´ments :
1. Ele´ments de traitement,
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2. Ele´ments de donne´es, et
3. Ele´ments de connexion.
Les e´le´ments de traitements sont les composants qui agissent sur les e´le´ments de
donne´es. Les e´le´ments de donne´es stockent l’information a` traiter, et les e´le´ments
de connexion permettent de relier les diffe´rentes parties de l’architecture. La forme
repre´sente des proprie´te´s et des relations ponde´re´es. La ponde´ration permet d’indiquer
l’importance de la proprie´te´ ou la relation, ou la ne´cessite´ de choisir d’entre plusieurs
alternatives. Le raisonnement repre´sente la motivation pour choisir les styles architec-
turaux, les e´le´ments et la forme.
Ces ide´es ont e´te´ a` la base de la de´finition des premiers Langages de Description
d’Architectures (ADL), tels que Wright, Rapide, Darwin,... La figure 2.1 adapte´e de
Kruchten et al. (2006) re´sume, par des faits marquants, l’e´volution des architectures
logicielles depuis les anne´es 90. Faute d’accord sur un ADL universel, vers la fin des
anne´es 90, c’est UML (Langage de Mode´lisation Unifie´) qui a e´te´ introduit comme stan-
dard de mode´lisation et avec ceci des efforts pour l’adopter en tant qu’ADL. D’autres
initiatives ont e´te´ lance´es visant un langage standard pour les ADLs, c’est le cas par
exemple du Langage de Marquage pour la Description d’Architectures (ADML), Group
(2000), qui comme d’autres, conside`re XML (Langage de Marquage E´tendu) comme






Premiers ADL tels que 






Fig. 2.1 – L’e´volution des architectures logicielles.
2.1.2 De´finition
A pre´sent il n’existe pas un consensus sur une de´finition des architectures logicielles.
Dans la litte´rature on pourrait retrouver quelques dizaines de de´finitions1. Devant une
telle perspective nous listerons par la suite quelques de´finitions tire´es de la litte´rature
avec le but de donner une ide´e plus claire des principaux inte´reˆts porte´s par cette
discipline.
Selon Garlan et Shaw (1993), le niveau de conception des architectures logicielles va
au dela` des algorithmes et des structures de donne´es : « la conception et la spe´cification
de la structure globale d’un syste`me repre´sente un nouveau type de proble`me ». Les
taˆches comprennent :
1. l’organisation et le controˆle structural,
2. la de´finition de protocoles de communication, de synchronisation, et d’acce`s aux
donne´es,
3. l’affectation des fonctionnalite´s aux e´le´ments de conception,
4. la distribution physique,
5. la composition des e´le´ments de conception,
6. la mise a` l’e´chelle et la performance, et
7. la se´lection entre diffe´rentes alternatives de conception.
Une de´finition assez re´cente est celle de Kruchten et al. (2006) : « L’architecture logi-
cielle implique la structure et l’organisation par lesquelles des composants interagissent
pour cre´er de nouvelles applications, posse´dant la proprie´te´ de pouvoir eˆtre les mieux
conc¸ues et analyse´es au niveau syste`me ».
Bien qu’il n’y ait pas une de´finition amplement accepte´e, il existe des efforts de
standardisation notamment a` travers les travaux mene´s par l’IEEE sous la norme IEEE
1471-2000, IEEE (2000). Selon cet organisme : «L’architecture est de´finie par la pratique
comme l’organisation fondamentale d’un syste`me, inte´gre´e par ses composants, leurs
relations entre-eux et avec l’environnement, et les principes qui guident sa conception
et son e´volution ». Dans ce manuscrit, nous adoptons cette dernie`re de´finition.
1A l’heure actuelle il existe meˆme un site Web, celui de l’Universite´ Carnegie-Mellon aux Etats-Unis
(http ://www.sei.cmu.edu/architecture/definitions.html) qui invite les visiteurs a` proposer leur propre
de´finition.
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2.2 Description des Architectures
2.2.1 Approches ADL
Les premiers travaux re´alise´s pour de´crire les architectures logicielles ont fait naˆıtre
les langages de description d’architecture. En accord avec la notion d’architecture logi-
cielle, l’ide´e est de fournir une structure de haut niveau de l’application plutoˆt que l’im-
plantation dans un code source spe´cifique, Vestal (1993). Il faut pre´ciser qu’il n’existe
pas une de´finition unique des ADL, mais en ge´ne´ral on accepte qu’un ADL fournit un
mode`le explicite de composants, de connecteurs et de leur configuration. Optionnelle-
ment, un ADL pourrait fournir des outils pour la ge´ne´ration de code source base´s sur
les architectures et pour la gestion de l’e´volution des applications.
Depuis le de´but des anne´es 90 bon nombre d’ADLs ont vu le jour. Parmi les plus
repre´sentatifs correspondant a` une premie`re ge´ne´ration nous trouvons notamment :
Darwin Magee et al. (1995); Magee et Kramer (1996), Rapide Luckham et al. (1995),
Wright Allen (1997); Allen et Garlan (1997). Alors que l’on peut conside´rer comme
partie d’une deuxie`me ge´ne´ration aux ADLs : xADL Dashofy et al. (2001) et pi-ADL
Oquendo (2004). Chacun propose une architecture a` sa manie`re, les uns privile´giant les
e´le´ments architecturaux et leur assemblage structurel et les autres s’orientant vers la
configuration de l’architecture et la dynamique du syste`me.
Face a` une telle varie´te´ et au manque de consensus Medvidovic et Taylor (2000)
ont fait une classification. Nous reprenons leurs de´finitions et les caracte´ristiques par la
suite de la section.
Le composant
Le composant est une unite´ de calcul ou de stockage. Il peut eˆtre simple ou compo-
site, et sa fonctionnalite´ peut aller de la simple proce´dure a` une application comple`te.
Le composant est conside´re´ comme un couple spe´cification-code : la spe´cification donne
les interfaces, les proprie´te´s du composant ; le code correspond a` la mise en œuvre de
la spe´cification par le composant.
Les caracte´ristiques globales d’un composant sont les suivantes :
– L’interface d’un composant est la description de l’ensemble des services offerts
et requis par le composant sous la forme de signature de me´thodes, de type
d’objets envoye´s et retourne´s, d’exceptions et de contexte d’exe´cution. L’inter-
face est un moyen d’expression des liens du composant ainsi que ses contraintes
avec l’exte´rieur.
– Le type d’un composant est un concept repre´sentant l’implantation des fonctionna-
lite´s fournies par le composant. Il s’apparente a` la notion de classe que l’on trouve
dans le mode`le oriente´ objet. Ainsi, un type de composant permet la re´utilisation
d’instances de meˆme fonctionnalite´ soit dans une meˆme architecture, soit dans
des architectures diffe´rentes. En fournissant un moyen de de´crire, de manie`re
explicite, les proprie´te´s communes a` un ensemble d’instances d’un meˆme compo-
sant, la notion de type de composant introduit un classificateur qui favorise la
compre´hension d’une architecture et de sa conception.
– La se´mantique du composant est exprime´e en partie par son interface. Cepen-
dant, l’interface, telle qu’elle est de´crite ci-dessus, ne permet pas de pre´ciser
comple`tement le comportement du composant. La se´mantique doit eˆtre enrichie
par un mode`le plus complet et plus abstrait permettant de spe´cifier les aspects
dynamiques ainsi que les contraintes lie´es a` l’architecture. Ce mode`le doit ga-
rantir une projection cohe´rente de la spe´cification abstraite de l’architecture vers
la description de son implantation avec diffe´rents niveaux de raffinements. La
se´mantique d’un composant s’apparente a` la notion de type dans le mode`le oriente´
objet.
– Les contraintes de´finissent les limites d’utilisation des composants. Une contrainte
est une proprie´te´ devant eˆtre ve´rifie´e pour un syste`me ou pour une de ces parties.
Si celle-ci est viole´e, le syste`me est conside´re´ comme incohe´rent. Elle permet ainsi
de de´crire de manie`re explicite les de´pendances des parties internes d’un compo-
sant comme la spe´cification de la synchronisation entre composants d’une meˆme
application.
– L’e´volution d’un composant doit eˆtre simple et s’effectuer par le biais de tech-
niques comme le sous typage ou le raffinement. Un ADL doit favoriser la modi-
fication de ses proprie´te´s (interface, comportement, implantation) sans perturber
son inte´gration dans les applications de´ja` existantes.
– Les proprie´te´s non fonctionnelles doivent eˆtre exprime´es a` part, permettant ainsi
une se´paration dans la spe´cification du composant des aspects fonctionnels (as-
pects me´tiers de l’application) et des aspects non fonctionnels ou techniques (as-
pects transactionnels, de cryptographie, de qualite´ de service). Cette se´paration
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permet la simulation du comportement d’un composant a` l’exe´cution de`s la phase
de conception, et de la ve´rification de la validite´ de l’architecture logicielle par
rapport a` l’architecture mate´rielle et l’environnement d’exe´cution.
Le connecteur
Le connecteur mode´lise un ensemble d’interactions entre composants. Cette inter-
action peut aller du simple appel de proce´dure distante aux protocoles de communi-
cation. Tout comme le composant, le connecteur est un couple spe´cification-code : la
spe´cification de´crit les roˆles des participants a` une interaction ; le code correspond a`
l’implantation du connecteur. Cependant, la diffe´rence avec le composant est que le
connecteur ne correspond pas a` une unique, mais e´ventuellement a` plusieurs unite´s de
programmation.
Six caracte´ristiques importantes sont a` prendre en compte pour spe´cifier de manie`re
exhaustive un connecteur. Ces caracte´ristiques sont les suivantes :
– L’interface d’un connecteur de´finit les points d’interactions entre connecteurs et
composants. L’interface ne de´crit pas des services fonctionnels comme ceux du
composant mais s’attache a` de´finir des me´canismes de connexion entre compo-
sants. Certains ADLs nomment ces points d’interactions comme e´tant des roˆles.
– Le type d’un connecteur correspond a` sa de´finition abstraite qui reprend les
me´canismes de communication entre composants ou les me´canismes de de´cision
de coordination et de me´diation. Il permet la description d’interactions simples ou
complexes de manie`re ge´ne´rique et offre ainsi des possibilite´s de re´utilisation de
protocoles. Par exemple, la spe´cification d’un connecteur de type RPC qui relie
deux composants de´finit les re`gles du protocole RPC.
– La se´mantique des connecteurs est de´finie par un mode`le de haut niveau spe´cifiant
le comportement du connecteur. A l’oppose´ de la se´mantique du composant, qui
doit exprimer les fonctionnalite´s de´duites des buts ou des besoins de l’application,
la se´mantique du connecteur doit spe´cifier le protocole d’interaction. De plus, le
protocole d’interaction doit pouvoir eˆtre mode´lise´ et raffine´ lors du passage d’un
niveau de description abstraite a` un niveau d’implantation.
– Les contraintes permettent de de´finir les limites d’utilisation d’un connecteur,
c’est-a`-dire les limites d’utilisation du protocole de communication associe´. Une
contrainte est une proprie´te´ devant eˆtre ve´rifie´e pour un syste`me ou pour une
de ses parties. Si celle-ci est viole´e, le syste`me est conside´re´ comme un syste`me
incohe´rent. Par exemple, le nombre maximum de composants interconnecte´s a`
travers le connecteur correspond a` une contrainte.
– La maintenance des proprie´te´s (interface, comportement) d’un connecteur doit
lui permettre d’e´voluer sans perturber son utilisation et son inte´gration dans
les applications existantes. Il s’agit de maximiser la re´utilisation par modifica-
tion ou raffinement des connecteurs existants. Un ADL donnant la possibilite´ de
de´finir un connecteur doit donc permettre de le faire e´voluer de manie`re simple
et inde´pendante en utilisant le sous typage ou des techniques de raffinement.
– Les proprie´te´s non fonctionnelles d’un connecteur concernent tout ce qui ne
de´coule pas directement de la se´mantique du connecteur. Elles spe´cifient des be-
soins qui viennent s’ajouter a` ceux de´ja` existants et qui favorisent une implanta-
tion correcte du connecteur. La spe´cification de ces proprie´te´s est importante puis-
qu’elle permet de simuler le comportement a` l’exe´cution, l’analyse, la de´finition
de contraintes et la se´lection des connecteurs.
La configuration de l’architecture
La configuration de l’architecture de´finit les proprie´te´s topologiques de l’applica-
tion : les connections entre composants et connecteurs, mais aussi, selon les ADL, les
proprie´te´s de concurrence, de re´partition, de se´curite´, etc. La topologie peut eˆtre dyna-
mique, auquel cas la configuration de´crit la topologie ainsi que son e´volution.
Neuf caracte´ristiques sont pre´cise´es pour e´valuer la configuration d’un ADL. Ces
caracte´ristiques sont les suivantes :
– Un formalisme commun. Une configuration doit permettre de fournir une syn-
taxe simple et une se´mantique permettant de (a) faciliter la communication entre
les diffe´rents partenaires d’un projet (concepteurs, de´veloppeurs, testeurs, archi-
tectes), (b) rendre compre´hensible la structure d’une application a` partir de la
configuration sans entrer dans le de´tail de chaque composant et de chaque connec-
teur, (c) spe´cifier la dynamique d’un syste`me, c’est-a`-dire l’e´volution de celui-ci
au cours de son exe´cution.
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– La composition. La de´finition de la configuration d’une application doit per-
mettre la mode´lisation et la repre´sentation de la composition a` diffe´rents niveaux
de de´tail. La notion de configuration spe´cifie une application par composition
hie´rarchique. Ainsi un composant peut eˆtre compose´ de composants, chaque com-
posant e´tant spe´cifie´ lui-meˆme de la meˆme manie`re, jusqu’au composant dit pri-
mitif, c’est-a`-dire non de´composable. L’inte´reˆt de ce concept est qu’il permet la
spe´cification de l’application par une approche descendante par raffinement, allant
du niveau le plus ge´ne´ral forme´ par les composants et les connecteurs principaux,
de´finis eux meˆmes par des groupes de composants et de connecteurs, jusqu’aux
de´tails de chaque composant et de chaque connecteur primitifs.
– Le raffinement et la trac¸abilite´. La configuration est e´galement un moyen de per-
mettre le raffinement de l’application d’un niveau abstrait de description ge´ne´ral
vers un niveau de description de plus en plus de´taille´, et, ceci, a` chaque e´tape du
processus de de´veloppement (conception, implantation, de´ploiement). Ainsi il est
possible, par la de´finition de la configuration, de garder une trace de ce qui a e´te´
fait en amont, et de cre´er des liens entre les diffe´rents niveaux de description de
l’application. Cette caracte´ristique permet le rapprochement entre les mode`les de
haut niveau et le code.
– L’he´te´roge´ne´ite´. La configuration d’un ADL doit permettre le de´veloppement de
grands syste`mes avec des e´le´ments pre´existants de caracte´ristiques diffe´rentes.
L’ADL doit eˆtre capable de spe´cifier une application inde´pendamment du langage
de programmation, du syste`me d’exploitation et du langage de mode´lisation.
– Le passage a` l’e´chelle. Les ADLs se doivent de proposer une mode´lisation de
syste`mes qui peuvent grossir en taille. Il s’agit de pre´voir le nombre d’instances et
leur placement dans un environnement ainsi que la dynamique de l’application.
– L’e´volution de la configuration. La configuration doit eˆtre capable d’e´voluer pour
prendre de nouvelles fonctionnalite´s impliquant une modification ou une e´volution
de l’application. Elle doit permettre de faire e´voluer l’architecture d’une applica-
tion de manie`re incre´mentale, c’est-a`-dire par ajout ou retrait de nouvelles classes
de composants et des connecteurs.
– L’aspect dynamique de l’application. La configuration d’une application doit per-
mettre la modification a` l’exe´cution de syste`mes demandant des temps d’exe´cution
longs ou pouvant difficilement eˆtre stoppe´s. Elle doit spe´cifier le comportement dy-
namique de l’application, c’est-a`-dire les changements de l’application qui peuvent
arriver pendant son exe´cution comme la cre´ation, ou la suppression d’instances
de composants.
– Les contraintes. Les contraintes lie´es a` la configuration viennent en comple´ment
des contraintes de´finies pour chaque composant et chaque connecteur. Elles de´cri-
vent les de´pendances entre les composants et les connecteurs et concernent des ca-
racte´ristiques lie´es a` l’assemblage de composants que l’on qualifie de contraintes in-
ter composants. La spe´cification de ces contraintes permet de de´finir des contraintes
dites globales, s’appliquant a` tous les e´le´ments de l’application.
– Les proprie´te´s non-fonctionnelles. Certaines proprie´te´s non fonctionnelles ne concer-
nant ni les connecteurs ni les composants doivent eˆtre exprime´es au niveau de la
configuration. Ces contraintes sont lie´es a` l’environnement d’exe´cution. Un ADL
doit donc eˆtre capable de spe´cifier ces contraintes au niveau de la configuration.
L’Adl Darwin
Le langage Darwin, Magee et al. (1995); Magee et Kramer (1996), est conside´re´
comme un langage de description d’architecture, bien que celui-ci soit souvent appele´
langage de configuration. Un langage de configuration favorise la description de la confi-
guration d’une application, c’est-a`-dire la description des interactions entre composants.
La particularite´ de ce langage est qu’un composant est une entite´ instanciable. La des-
cription d’un composant au niveau du langage permet de cre´er de multiples instances
d’un composant lors de l’exe´cution. Ainsi, ce type de langage se centre sur la description
de la configuration et sur l’expression du comportement d’une application plutoˆt que
sur la description structurelle de l’architecture d’un syste`me comme le font de nom-
breux ADLs. La particularite´ de Darwin est donc de permettre la spe´cification d’une
partie de la dynamique de l’application en terme de sche´ma de cre´ation de composants
logiciels avant, apre`s ou en cours d’exe´cution.
Le concept principal de Darwin est le composant. Un composant est de´crit par une
interface qui contient les services fournis et requis. Ces services s’apparentent plus aux
entre´es et sorties de flots de communication qu’a` la notion de fonction. Deux types de
composants existent :
– les primitifs inte`grent du code logiciel, leur granularite´ est e´tablie au niveau d’un
processus,
– les composites sont des interconnexions de composants, ils repre´sentent des unite´s
de configuration.
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La se´mantique associe´e a` un composant est celle du processus. Ainsi, une instance
de composant correspond a` un processus cre´e´. Il est possible d’associer au compo-
sant un ensemble de parame`tres type´s d’initialisation et d’utiliser les valeurs de ceux-ci
a` l’inte´rieur de la configuration du composite de fac¸on a` de´crire la configuration de
manie`re dynamique. Par exemple, Darwin permet de fixer le nombre d’instances d’un
composant lors de son initialisation. Les services requis ou fournis (ang. require et pro-
vide) correspondent a` des types d’objets de communication que le composant utilise
pour respectivement communiquer avec un autre composant ou recevoir une communi-
cation d’un autre composant. Ainsi, les services n’ont pas de connotation fonctionnelle.
Ils de´crivent les types d’objets de communication utilise´s ou autorise´s a` appeler une fonc-
tion du composant. Ces types d’objets sont de´finis par le support d’exe´cution re´parti
appele´ Regis, Magee et al. (1994) et sont limite´s. Ainsi, a` l’exe´cution, un composant
Darwin est un processus qui communique avec d’autres composants graˆce a` des objets
de communication cre´e´s et ge´re´s par le syste`me d’exe´cution Regis. Parmi les types d’ob-
jet, le port est le plus courant : il s’agit d’un objet envoyant des requeˆtes de manie`re
synchrone ou asynchrone entre composants re´partis ou non.
La de´claration d’un composant suit la syntaxe suivante :
Component nom (liste de parame`tres)
Provide nomPort <port, signature>
Require nomPort <port, signature>
Les composites sont des entite´s de configuration. Ils contiennent les descriptions
des interconnexions de l’application. Une application est de´crite comme un composant
composite. Deux constructions syntaxiques permettent de de´finir des sche´mas d’instan-
ciation :
– l’ope´rateur inst qui de´clare une instance de composant sur un site particulier. Cet
ope´rateur permet de de´crire la phase d’initialisation,
– l’ope´rateur bind qui relie un port requis d’un composant a` un port fourni d’un
autre composant. Cet ope´rateur permet de de´crire les liens entre composants au
moment de l’exe´cution. Cet ope´rateur peut servir a` lier un port d’un composant
composite avec un port d’un composant primitif faisant partie du composite.
Darwin permet de de´crire un sche´ma d’instanciation de composants tre`s e´volue´.
Par exemple, il est possible de de´finir des variables tels que des compteurs. Il existe
e´galement des constructions syntaxiques telles que l’ite´rateur forall et l’ope´rateur de
test when. Ainsi, il est possible de spe´cifier le comportement de l’application au niveau
comportement global en spe´cifiant la coope´ration des instances de composants.
Listing 2.1 – Architecture pipeline a` base d’un composant composite dans Darwin.
component p i p e l i n e ( int n) {
prov ide input ;
r e qu i r e output ;
array F [ n ] : f i l t e r ;
f o r a l l k : 0 . . n−1 {
i n s t F [ k ] ;
bind F [ k ] . output −− output ;
when k<n−1 bind
F [ k ] . next −− F[ k+1] . prev ;
}
bind
input −− F [ 0 ] . prev ;
F [ n−1] . next −− output ;
}
L’exemple de la figure 2.2 illustre un composant de type pipeline compose´ par une
liste d’instances de composant filter. L’entre´e input de chaque instance est connecte´e
a` la sortie output de son pre´de´cesseur. L’ite´rateur forall permet d’instancier chacune
des instances (inst) et de les connecter (bind). Lorsqu’une interface n’est pas satisfaite
a` l’inte´rieur du composant, le composant peut l’exposer comme un besoin a` satisfaire
par l’exte´rieur, c’est-a`-dire par d’autres composants compatibles. Ceci est le cas, par
exemple dans F[n-1].next – output.
L’Adl Rapide
Rapide, Luckham et al. (1995), est un langage de description d’architecture dont le






Fig. 2.2 – Architecture pipeline a` base d’un composant composite dans Darwin.
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fut propose´ a` l’origine au projet ARPA (ang. Advanced Research Projects Agency) en
1990 par l’universite´ de Stanford aux E´tats Unis.
Avec le langage Rapide, une application est construite a` partir de modules ou de
composants communiquant par e´change de messages ou d’e´ve´nements. Rapide fournit
e´galement un environnement compose´ d’un simulateur permettant de ve´rifier la validite´




L’e´ve´nement est une information transmise. Il permet de construire des expressions
appele´es event patterns qui caracte´risent les e´ve´nements circulant entre composants. La
construction de ces expressions se fait avec l’utilisation d’ope´rateurs qui de´finissent les
de´pendances entre e´ve´nements. Parmi ces ope´rateurs on trouve l’ope´rateur de de´pendance
causale (A→ B si l’e´ve´nement B de´pend causalement de A), l’ope´rateur d’inde´pendance
(A ‖ B), l’ope´rateur de diffe´rence (A ∼ B si A et B sont diffe´rents) et l’ope´rateur de
simultane´ite´ (A and B si A et B sont ve´rifie´s). Ainsi, l’e´ve´nement correspond a` une
information permettant de spe´cifier le comportement d’une application.
Le composant ou le module est de´fini par une interface. Cette dernie`re est constitue´e
d’un ensemble de services fournis et d’un ensemble de services requis. Les services sont
de trois types :
1. les services Provides fournis par le composant appele´s de manie`re synchrone par
d’autres composants,
2. les services Requires demande´s par le composant appele´s de manie`re synchrone,
3. les Actions qui correspondent a` des appels asynchrones entre composants. Deux
types d’actions existent : les actions in et out qui sont des e´ve´nements accepte´s
et envoye´s par un composant.
L’interface contient e´galement une section de description du comportement (clause
behavior) du composant. Cette dernie`re correspond au fonctionnement observable du
composant comme, par exemple, l’ordonnancement des e´ve´nements ou des appels aux
services. Ainsi, l’environnement Rapide peut simuler le fonctionnement de l’application.
De plus, Rapide permet e´galement de spe´cifier des contraintes (clause constraint)
qui sont des patrons d’e´ve´nements qui doivent ou non se produire pour un composant
lors de son exe´cution. Par exemple, une contrainte peut fixer un ordre obligatoire pour
une se´quence d’e´ve´nements d’un composant. En ge´ne´ral, ces contraintes permettent de
spe´cifier des restrictions sur le comportement des composants.
L’architecture contient la de´claration des instances de composants et les re`gles de
connexions entre ces instances. Toutes les instances sont de´clare´es sous forme de va-
riables. La re`gle d’interconnexion est compose´e de deux parties. La premie`re est la partie
gauche qui contient une expression d’e´ve´nements qui doit eˆtre ve´rifie´e, la seconde est
la partie droite qui contient e´galement une expression d’e´ve´nements qui doivent eˆtre
de´clenche´s apre`s la ve´rification de l’expression de la partie de gauche. Les contraintes
(clause constraint) peuvent eˆtre utilise´es pour de´crire l’architecture. Elles permettent de
restreindre le comportement de l’architecture en de´finissant des patrons d’e´ve´nements
a` appliquer pour certaines connexions entre composants. Les parties gauches et droites
peuvent eˆtre connecte´es par trois types d’ope´rateurs :
1. l’ope´rateur To connecte deux expressions d’e´ve´nements simples. Il ne peut y avoir
qu’un e´ve´nement possible vers un composant. Si la partie gauche est ve´rifie´e
alors l’expression de la partie droite permet le de´clenchement de l’e´ve´nement
vers l’unique composant de´signe´ par cette expression. Cet ope´rateur permet de
spe´cifier un appel de type RPC.
2. l’ope´rateur de diffusion ‖> connecte deux expressions quelconques. De`s que la
partie gauche est ve´rifie´e, tous les e´ve´nements contenus dans la partie droite sont
de´clenche´s. Ils sont envoye´s vers l’ensemble des destinataires de´signe´s dans cette
expression. L’ordre d’e´valuation de cette re`gle de connexion est quelconque. Un
de´clenchement de cette re`gle est inde´pendant d’autres de´clenchements ante´rieurs
ou poste´rieurs.
3. l’ope´rateur pipeline => est identique au pre´ce´dent mais l’ordre d’e´valuation des
re`gles est controˆle´. Un de´clenchement de cette re`gle est causalement de´pendant
des de´clenchements ante´rieurs de cette meˆme re`gle.
Un exemple d’architecture producteur/consommateur est de´crit par la spe´cification
suivante :
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Listing 2.2 – Exemple d’architecture producteur/consommateur dans Rapide.
type Producer (Max : Po s i t i v e ) i s i n t e r f a c e
ac t i on out Send (N: In t eg e r ) ;
a c t i on in Reply (N : In t eg e r ) ;
behavior
Star t => send ( 0 ) ;
(?X in In t eg e r ) Reply (?X) where ?X<Max => Send (?X+1);
end Producer ;
type Consumer i s i n t e r f a c e
ac t i on in Receive (N: In t eg e r ) ;
a c t i on out Ack(N : In t eg e r ) ;
behavior
(?X in In t eg e r ) Receive (?X) => Ack(?X) ;
end Consumer
a r c h i t e c t u r e ProdCon ( ) return SomeType i s
Prod : Producer ( 1 0 0 ) ; Cons : Consumer ;
connect
(?n in In t eg e r ) Prod . Send (?n) => Cons . Receive (?n ) ;
Cons . Ack(?n) => Prod . Reply (?n ) ;
end a r c h i t e c t u r e ProdCon ;
L’Adl Wright
Wright est un langage d’architecture logicielle propose´ par Allen (1997); Allen et
Garlan (1997) qui se centre sur la spe´cification de l’architecture et de ses e´le´ments. Il
n’y a pas de ge´ne´rateur de code, ni de plate-forme permettant de simuler l’application
comme pour Rapide. Il repose sur quatre concepts qui sont le composant, le connecteur,
la configuration et le style.
La notion de composant
Un composant en Wright est une unite´ abstraite localise´e et inde´pendante. La des-
cription d’un composant contient deux parties importantes qui sont l’interface (inter-
face) et la partie calcul(computation). L’interface consiste a` de´crire les ports, c’est-a`-dire
les interactions auxquelles le composant peut participer. Par exemple, un composant
repre´sentant un serveur de base de donne´es peut avoir deux ports, un pour les requeˆtes
du client et un autre pour l’administrateur pour ses propres taˆches. Un port peut
e´galement eˆtre perc¸u comme une facette d’un composant. A chaque port est associe´e
une description formelle par le langage CSP spe´cifiant son comportement par rapport
a` l’environnement. La partie calcul, quant a` elle, consiste a` de´crire le comportement
du composant en indiquant comment celui-ci utilise les ports. Ainsi, les ports qui sont
de´crits inde´pendamment dans l’interface, sont utilise´s pour de´crire le comportement du
composant dans le calcul.
La notion de connecteur
Un connecteur repre´sente une interaction entre une collection de composants. Il
posse`de un type. Il spe´cifie le patron d’une interaction de manie`re explicite et abstraite.
Ce patron peut eˆtre re´utilise´ dans diffe´rentes architectures. Par exemple, un protocole
de base de donne´es comme le protocole de validation a` deux phases (two-phase commit)
peut eˆtre un connecteur. Il contient deux parties importantes qui sont un ensemble de
roˆles et la glue. Chaque roˆle indique comment se comporte un composant qui participe
a` l’interaction. Le comportement du roˆle est de´crit par une spe´cification CSP. La glue
de´crit comment les participants (c’est-a`-dire les roˆles) interagissent entre eux pour for-
mer une interaction. Par exemple, la glue d’un connecteur appel de proce´dure indiquera
que l’appelant doit initialiser l’appel et que l’appele´ doit envoyer une re´ponse en retour.
La notion de configuration
La configuration permet de de´crire l’architecture d’un syste`me en regroupant des
instances de composants et des instances de connecteurs. La description d’une confi-
guration est compose´e de trois parties qui sont la de´claration des composants et des
connecteurs utilise´s dans l’architecture, la de´claration des instances de composants et
de connecteurs, les descriptions des liens entre les instances de composants par les
connecteurs. Wright supporte la composition hie´rarchique. Ainsi, un composant peut
eˆtre compose´ d’un ensemble de composants. Il en va de meˆme pour un connecteur.
Lorsqu’un composant repre´sente un sous-ensemble de l’architecture, ce sous-ensemble
est de´crit sous forme de configuration dans la partie calcul du composant.
La notion de style
Le style d’une architecture permet de de´crire un ensemble de proprie´te´s communes
a` une famille de syste`mes comme, par exemple, les syste`mes temps-re´el ou les syste`mes
de gestion de paie. Il permet de de´crire un vocabulaire commun en de´finissant un en-
semble de types de connecteurs et de composants et un ensemble de proprie´te´s et de
contraintes partage´es par toutes les configurations appartenant a` ce style. Ainsi, Wright
permet de de´finir des types de connecteurs et de composants pour une famille d’architec-
tures a` la condition que ceux-ci respectent les proprie´te´s de cette famille. Les proprie´te´s
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et les contraintes communes a` une architecture peuvent eˆtre de´finies selon trois ca-
racte´ristiques qui sont les types d’interfaces, les parame`tres et les contraintes. Les types
d’interface permettent de typer le roˆle d’un connecteur ou le port d’un composant pour
un syste`me donne´. Les parame`tres comprennent les informations de style pour de´finir
des composants ou des connecteurs avec des parties de leurs descriptions qui peuvent
eˆtre en parame`tre comme par exemple la partie calcul. Finalement, les contraintes sont
des pre´dicats logiques de premier ordre qui doivent eˆtre satisfaits pour tous les e´le´ments
appartenant au style. Chaque partie d’un e´le´ment de l’architecture sous Wright (glue du
connecteur, roˆles du connecteur, calcul ou ports d’un composant, configuration de l’ar-
chitecture du syste`me, interface de type) a une spe´cification de´crivant le comportement
de celle-ci. Le mode`le utilise´ pour la spe´cification est le mode`le CSP. Ainsi, a` chaque
comportement, est associe´ un process CSP. Le process est un patron de comportement
forme´ d’e´ve´nements observables et de´clenche´s par ce process (events). Les e´ve´nements
de´clenche´s par le process posse`dent une barre au dessus, les e´ve´nements observables n’en
posse`dent pas ; de plus, les e´ve´nements peuvent fournir (x !e) ou recevoir des donne´es
(x ?e). Il est possible de de´finir d’autres process tels qu’une se´quence de process ou un
ensemble de process exclusifs.
L’exemple suivant correspond a celui d’une architecture client/serveur pre´sente´ dans
Allen et al. (1997). Il s’agit d’un client et un serveur interagissant via un connecteur link
(Figure 2.3). La description d’un tel syste`me doit conside´rer sa structure, en de´crivant
sa topologie et sa composition, ainsi que les aspects comportementaux du syste`me en
tant qu’unite´ globale.
Client ServerLink
Fig. 2.3 – Architecture Client/Serveur dans Wright
Chaque description de composant fournit une spe´cification de haut niveau vis-a`-vis
des fonctionnalite´s et des interfaces. Tandis que la spe´cification du connecteur indique
comment le pattern link combine les comportements d’un client et un serveur. Dans
ce cas, un client fait une requeˆte, laquelle est rec¸ue par le serveur ; ensuite le serveur
fournit une re´ponse, laquelle est communique´e au client. Cette se´quence d’actions peut
se re´pe´ter plusieurs fois.
La spe´cification Wright pre´sente´e ci-dessous, montre les patterns d’interactions et
en plus fournit des de´tails importants sur les re`gles d’interactions. L’ide´e de base est de
traiter les composants et le connecteurs en tant que processus qui se synchronisent.
Component Client
Port p =request→ reply → p u §
Computation = internalCompute→ p.request→ p.reply → Computation u §
Component Server
Port p = request→ reply → p§
Computation = p.request→ internalCompute→ p.reply → Computation§
Connector Link
Role c = request→ reply → p u §
Role s = request→ reply → p§
Glue = c : request→ s : request→ Glue




C :Client ; L :Link ; S :Server
Attachments
C.p as L.c ; S.p as L.s
End Configuration
L’utilisation du choix interne (u) dans la spe´cification du client indique que c’est le
client qui de´cide sur la ge´ne´ration de requeˆtes. L’utilisation du choix externe () dans
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la spe´cification du serveur indique qu’on attend que le serveur re´ponde a` un nombre
de´termine´ de requeˆtes, et qu’il ne doit pas s’arreˆter avant que ceci passe. Une terminai-
son correcte est indique´e par § (le processus vide).
L’Adl xADL
xADL, Dashofy et al. (2001), est base´ sur la de´finition de XML Schemas W3C
(2004d,e) pour la description de « familles d’architectures ». Techniquement, xADL
correspond a` une application d’une spe´cification plus abstraite et ge´ne´rique connue
comme xArch, Dashofy et van der Hoek (2001). Dans xADL, chaque type de connecteur,
de composant et d’interface est relie´ a` une partie correspondant a` son imple´mentation.
Cette partie est remplace´e par les variables de´finies dans le mode`le de programmation
et de plateforme cible.
2.2.2 Style d’architecture
Un style architectural est un moyen ge´ne´rique qui aide a` l’expression des solutions
structurelles des syste`mes. Il comprend un vocabulaire d’e´le´ments conceptuels (les com-
posants et les connecteurs), impose des re`gles de configuration entre les e´le´ments du
vocabulaire (ensemble de contraintes) et ve´hicule une se´mantique qui donne un sens
(non ambigue¨) a` la description structurelle, Shaw et al. (1995); Shaw et Garlan (1996).
Chaque style ve´hicule des proprie´te´s logicielles spe´cifiques adapte´es a` des crite`res
retenus pour un syste`me. Ainsi, dans une organisation client-serveur :
– Un serveur repre´sente un processus qui fournit des services a` d’autres processus
appele´s clients ;
– Le serveur ne connaˆıt pas a` l’avance l’identite´ et le nombre de clients ;
– Le client connaˆıt (ou peut trouver via un autre serveur) l’existence du serveur ;
– Le client acce`de au serveur, par exemple via des appels de proce´dures distants.
Le style d’une architecture permet de de´crire un ensemble de proprie´te´s communes
a` une famille de syste`mes comme, par exemple, les syste`mes temps-re´el ou les applica-
tions oriente´es service. Il permet de de´crire un vocabulaire commun en de´finissant un
ensemble de types de connecteurs et de composants et un ensemble de proprie´te´s et de
contraintes partage´es par toutes les configurations appartenant a` ce style. La confor-
mite´ d’un syste`me a` un style apporte plusieurs avantages, notamment pour : l’analyse,
la re´utilisation, la ge´ne´ration du code et l’e´volution du syste`me, Garlan et al. (1994);
Shaw et Garlan (1996); Taylor et al. (1996).
Le style d’architecture C2
Un exemple concret de style d’architecture est celui de´fini par C2, Taylor et al.
(1996). Ce style a e´te´ de´fini pour repre´senter les logiciels distribue´s. Une architecture
suivant le style C2 pre´sente les caracte´ristiques suivantes :
– les connecteurs permettent l’e´change de messages entre composants,
– les composants ont un e´tat associe´, re´alisent des ope´rations et e´changent des
messages avec d’autres composants via deux interfaces (appele´es « top » et « bot-
tom »),
– chaque interface conside`re un ensemble de messages qui peuvent eˆtre envoye´s ou
rec¸us. L’interface d’un composant ne peut eˆtre relie´e qu’a` un seul connecteur,
– un connecteur peut eˆtre relie´ a` n’importe quel nombre de composants et de connec-
teurs,
– deux types de messages sont permis : request (appel a` un composant pour re´aliser
une ope´ration) et notification (pour informer des ope´rations re´alise´es ou des chan-
gements d’e´tat),
– un message request peut seulement eˆtre dirige´ vers le haut de l’architecture, alors
qu’un message notification peut seulement eˆtre dirige´ vers le bas.
La figure 2.4 illustre un exemple d’une architecture C2 pour un syste`me de ges-
tion de re´unions. Les composants implique´s sont : (i) MeetingInitiator qui s’occupe
des apertures de re´union, (ii) Attendee qui repre´sente chacun des participants a` une
re´union pre´e´tablie, et (iii) ImportantAttendee qui repre´sente un type spe´cial de par-
ticipant. Trois connecteurs sont de´clare´s, chacun correspondant a` un des composants.
Certains messages sont envoye´s depuis le MeetingInitiator vers les diffe´rents types de
participants. D’autres messages sont adresse´s uniquement aux participants spe´ciaux.
C’est le composant MeetingInitiator qui entame les ope´rations en demandant les
besoins de re´union aux composants Attendees et ImportantAttendees. Les composants
concerne´s notifient au composant MeetingInitiator leurs besoins spe´cifiques, alors que
celui-ci cherche a` programmer des re´unions en fonctions de leurs exigences. Dans la
figure 2.4, une bonne partie de l’information requise par cet exemple est implicite, ainsi
un ADL s’ave`re ne´cessaire pour pre´ciser les de´tails.
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2.3 Les architectures dynamiques
Les architectures dynamiques correspondent a` des applications dont les composants
sont cre´e´s, interconnecte´s, et supprime´s pendant l’exe´cution. Cette dynamique re´pond
a` des contraintes lie´es a` l’adaptabilite´ d’une application distribue´e et a` la mobilite´
de ses utilisateurs. Le caracte`re dynamique des architectures implique des difficulte´s
supple´mentaires pour la description. Pour les architectures statiques, cette description
est re´alise´e via la de´claration des instances des composants, et de liens d’interconnexions.
Cette approche est inutilisable puisque la structure meˆme de l’architecture change.
Les modifications des architectures logicielles de manie`re ge´ne´rale peuvent se pro-
duire soit au moment de la conception, soit au moment de la pre´-exe´cution ou encore au
moment de l’exe´cution. Les architectures dynamiques changent de structures pendant
l’exe´cution du syste`me et donnent une description a` propos de ce changement. Depuis
quelques anne´es, la dynamique des architectures est devenue une activite´ qui commence
a` prendre de l’ampleur puisqu’elle donne la possibilite´ aux administrateurs d’agir sur
l’architecture de l’application.
La dynamique de l’architecture consiste donc a` adapter une architecture pour prendre
en compte de nouveaux besoins. Ceci permet de faire passer une architecture d’un confi-
guration C a` une configuration C’. Une ope´ration peut eˆtre initie´e soit par un adminis-
trateur, soit par l’application elle-meˆme en re´ponse a` des e´ve´nements de surveillance.
Ces architectures dynamiques sont particulie`rement utilise´es dans les applications
dites « sensibles au contexte » c’est-a`-dire les applications qui doivent e´voluer suite a`

















Fig. 2.4 – Style d’architecture C2 pour un syste`me de gestion de re´unions, Taylor et al.
(1996).
2.3.1 Architectures dynamiques selon les ADL
Nombre d’ADL propose´s se sont limite´ a` une description statique des architectures
logicielles. D’autres ont alle´s plus loin, en abordant la proble´matique des architectures
dynamiques. Parmi les plus repre´sentatifs on peut citer : Darwin et Wright.
Darwin
Darwin, Magee et al. (1995); Magee et Kramer (1996), offre deux approches pour
de´crire l’aspect dynamique des architectures. La premie`re approche appele´e instancia-
tion paresseuse (ang. lazy instantiation) permet de retarder l’instanciation de certains
composants. Ainsi, un composant offrant un service et de´clare´ dynamiquement en uti-
lisant cette approche, ne sera instancie´ que lorsqu’un utilisateur de ce service tente d’y
acce´der.
La deuxie`me approche permettant de de´crire l’e´volution dynamique de l’architecture
concerne ce qui est appele´ dans la se´mantique Darwin l’instanciation dynamique directe
(ang. direct dynamic instantiation). Cette approche permet la de´finition de structures
qui peuvent e´voluer par re´plication de composants. Chaque e´ve´nement introduit une
nouvelle instance d’un composant spe´cifie´. Les connexions des composants cre´e´s selon
cette approche sont de´finies de manie`re ge´ne´rique pour chaque composant re´plique´.
Les deux approches de´finies par le langage Darwin pour la description des architec-
tures dynamiques correspondent au traitement de plusieurs cas classiques de reconfigu-
ration. Elles pre´sentent, ne´anmoins, plusieurs limitations. Ainsi, la premie`re approche
ne´cessite d’e´nume´rer et de de´clarer tous les composants potentiels de l’architecture. Elle
est inade´quate si, par exemple, l’architecture posse`de un nombre non borne´ de compo-
sants. Cette approche n’adresse re´ellement l’e´volution dynamique de l’architecture que
du point de vue de l’activation des composants.
La deuxie`me approche adresse l’e´volution dynamique par la cre´ation de nouvelles
instances de composants, mais le fait que les instances cre´e´es par re´plication soient ano-
nymes et soient, donc, toutes connecte´es de la meˆme manie`re constitue une limitation
tre`s contraignante. De plus, comme le langage Darwin interdit de connecter plusieurs
services offerts a` un seul service requis, le raccordement des services offerts par les
composants cre´e´s par re´plication ne peut eˆtre de´crit par Darwin. Un autre aspect non
conside´re´ par Darwin est la spe´cification des suppressions de composants.
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Wright
L’ADL Wright conside`re une version qui traite la dynamique des architectures, cette
version appele´e dynamic Wright, Allen et al. (1998), a introduit des e´ve´nements de
controˆle permettant de spe´cifier les conditions sous lesquelles les transformations de
l’architecture sont autorise´es. Ces e´ve´nements de controˆle induisent l’exe´cution d’une
se´quence d’actions e´le´mentaires de reconfiguration comprenant l’introduction et la sup-
pression de composants et de connecteurs (respectivement les actions new et del) et
l’introduction et la suppression des liens (respectivement les actions attach et detach).
Les programmes de reconfiguration (appele´s Configuror) spe´cifient les politiques qui
caracte´risent l’e´volution dynamique de l’architecture globale.
Le formalisme de description pour les architectures dynamiques de´fini par l’exten-
sion dynamic Wright est plus expressif que celui spe´cifie´ par Darwin. Cependant, sa
puissance d’expression reste limite´e par le fait qu’il implique l’e´nume´ration de toutes
les configurations possibles de l’architecture. Dans la mesure ou` la taille des architec-
tures dynamiques (en nombre de composants et de connecteurs) est ge´ne´ralement non
borne´e et que, par conse´quent, le nombre de configurations possible est infini, cette
limite re´duit le champ d’application de ce formalisme aux applications de petite taille
avec une faible composante dynamique.
2.3.2 UML en tant que langage pour la description des archi-
tectures
UML2 Rumbaugh et al. (2005); OMG (2005) est conside´re´ comme un successeur des
langages de mode´lisation trouve´s dans les me´thodologies : Booch Booch (1993), Object-
Oriented Software Engineering (OOSE) Jacobson (1992) et Object Modeling Technique
(OMT) Rumbaugh (1997). UML est un autre me´canisme descriptif qui peut eˆtre em-
ploye´ pour mode´liser des architectures logicielles. UML est un langage qui se base
sur une repre´sentation graphique pour mode´liser un syste`me. Il aide ses utilisateurs
a` produire diffe´rents diagrammes qui forment ensemble une mode´lisation comple`te du
syste`me. UML n’impose aucune me´thodologie de conception, c’est-a`-dire, UML n’im-
pose pas une manie`re particulie`re pour l’utilisation des diagrammes qu’il offre, excepte´
l’utilisation des re`gles de syntaxe de´finies dans sa spe´cification.
A l’heure actuelle UML comporte 13 diagrammes. 6 diagrammes de´crivent la struc-
2UML a e´volue´ en plusieurs versions depuis sa cre´ation, donc dans ce manuscrit on s’adresse a` la
version 2.0 faute de de´clarer explicitement une autre version
ture du syste`me (figure 2.5(a)) : diagramme de classes, diagramme de structure com-
posite, diagramme de composants, diagramme de de´ploiement, diagramme d’objets et
diagramme de paquetage. Les 7 autres autres diagrammes permettent de de´crire le com-
portement du syste`me (figure 2.5(b)) : les diagrammes d’interactions (diagramme de
se´quence, diagramme de vue d’ensemble des interactions, diagramme de communica-
tion et diagramme de temps), diagramme d’activite´, diagramme de machine a` e´tats et
diagramme de cas d’utilisation.
La diversite´ des ADLs propose´s a conduit a` plusieurs efforts d’analyse d’UML en tant
que langage de description des architectures, Abi-Antoun et Medvidovic (1999); Egyed
et Medvidovic (2001); Garlan et al. (2002); Gomaa et Wijesekera (2001); Hofmeister
et al. (1999); Rausch (2001). Certains le conside`rent en soit incapable de repre´senter les
e´le´ments des architectures logicielles, Schewe (2000), alors que d’autres conside`rent la
syntaxe et la se´mantique d’UML comme insuffisante, mais en pre´conisant une extension
ade´quate on peut l’utiliser en tant qu’ADL. Parmi les principales exigences que doit
accomplir UML pour l’adapter comme un ADL on peut citer notamment :
1. UML doit eˆtre ade´quat pour mode´liser les exigences structurelles d’un syste`me,
c’est-a`-dire les aspects lie´s a` la configuration ou a` la topologie,
2. il doit eˆtre capable de mode´liser les diffe´rents aspects comportementaux issus
des divers formalismes retrouve´s dans le domaine des ADLs, tels que pi-calculus,
logique de premier ordre, ensembles d’e´ve´nements a` ordre partiel, ...,
3. il doit eˆtre capable de mode´liser une large varie´te´ de paradigmes d’interaction
entre composants, par exemple en utilisant la notion de connecteur,
4. la se´mantique d’un connecteur en UML est diffe´rente de celle qu’on trouve dans les
ADLs, donc une adaptation s’ave`re ne´cessaire. Par exemple, en UML un connec-
teur relie deux composants dont un offre un service que l’autre a` sollicite´. Tandis
que dans les ADLs, souvent un connecteur peut eˆtre relie´ a` un nombre quelconque





































(a) Aspect statique (b) Aspect comportementale
Fig. 2.5 – Classification de diagrammes UML.
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UML et le style architectural C2
Dans les travaux qui visent une adaptation d’UML, Medvidovic et al. (2002) pro-
posent une mode´lisation visant a` repre´senter le style d’architecture C2. Dans un premier
temps, ils proposent l’utilisation d’UML 1.4 tel qu’il est, c’est-a`-dire sans conside´rer ses
me´canismes d’extension. Pour illustrer leurs ide´es ils utilisent l’application de gestion
de re´unions (pre´sente´e dans la section 2.2.2). D’abord, ils repre´sentent la structure du




































Fig. 2.6 – Mode´lisation d’une application de gestion de re´unions par un diagramme de
classe UML.
Le diagramme de classe illustre les classes issues de l’application, leurs relations
d’he´ritage et leurs associations. Les interfaces de messages sont des e´le´ments importants
dans le style C2. Celles-ci sont de´crites au travers des ste´re´otypes UML comme illustre´










(a) Interfaces (b) Connecteurs
Fig. 2.7 – Mode´lisation UML des interfaces et des connecteurs d’une application de
gestion de re´unions.
Dans la de´finition du style C2 la de´finition de connecteurs s’ave`re ne´cessaire. Bien
que ceux-ci jouent un roˆle diffe´rent par rapport aux composants, ils sont aussi mode´lise´s
par le biais de classes UML (voir figure 2.7(b)). Chaque connecteur est conside´re´ comme
une classe simple qui (possiblement filtre et) renvoie les messages qu’elle rec¸oit vers les
composants indique´s.
Le diagramme de classe de la figure 2.8 adapte´ au style C2 montre les relations entre
classes et interfaces. Les traits avec le rond repre´sentent la re´alisation des interfaces par
les classes, alors que les traits en pointille´s avec des fle`ches oriente´es vers les ronds
repre´sentent des relations de de´pendance d’une classe avec l’interface implique´e.
Des diagrammes de collaboration sont utilise´s pour la repre´sentation des interactions
entre les instances de classes. Par exemple, la figure 2.9 illustre une collaboration entre
une instance de la classe MeetingInitiator (MI) et les instances des classes Attendee
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Fig. 2.8 – Utilisation des diagrammes de classes UML pour repre´senter une application
















Fig. 2.9 – Utilisation des diagrammes de collaborations UML pour repre´senter une
application de gestion de re´unions selon le style C2.
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ensemble de dates de re´union possibles ; l’instance de la classeMainConn (MC) renvoi la
requeˆte vers les instances des connecteurs AC et IAC, lesquels a` leur tour, renvoient la
requeˆte vers les composants associe´s Attendee et ImportantAttendee. Chaque composant
participant choisit une date et notifie celle-ci a` MI via la diffusion de messages en
passant par les connecteurs implique´s.
En conclusion, UML en tant que langage pour les architectures logicielles ne satisfait
pas comple`tement les besoins structuraux ne´cessaires dans la description des architec-
tures. C’est le cas, par exemple, des connecteurs que l’on doit spe´cifier en UML de la
meˆme fac¸on que les composants, bien qu’il s’agit d’entite´s diffe´rentes. Un autre point
concerne l’absence de me´canismes pour e´tablir des re`gles pour la de´finition du style
architectural.
Une fac¸on de palier les manques d’UML est l’utilisation de ses me´canismes d’ex-
tension. Ceci consiste a` adapter le meta-mode`le UML afin de rajouter des nouveaux
e´le´ments ne´cessaires a` la description des architectures. Pour cela la de´finition des
ste´re´otypes s’ave`re ne´cessaire. Cette strate´gie est employe´e, comme une deuxie`me op-
tion, dans l’adaptation d’UML pour repre´senter le style C2, Robbins et al. (1998).
UML et le style architectural C3
Un autre travail qui traite l’adaptation d’UML pour la description des architectures
logicielles est celui de Pe´rez-Mart´ınez et Sierra-Alonso (2004); Pe´rez-Mart´ınez (2003).
Leur travail repre´sente un exemple des extensions lourdes (heavyweight) d’UML. Pour
illustrer leur approche, ils proposent un style architectural appele´ C3 lequel est base´
sur le style C2. Concre`tement le style C3 modifie le style C2 de la manie`re suivante :
– a` la diffe´rence de C2, C3 ne pre´de´termine pas le type d’he´ritage des composants.
Il laisse aux composants ce choix,
– les ope´rations des interfaces permettent seulement des parame`tres d’entre´e,
– le type de composants et sa structure interne ne sont pas pre´de´termine´s,
– les connecteurs admettent uniquement des politiques de filtrage et de consomma-
tion de messages,
– pre´conditions et postconditions peuvent eˆtres de´finies comme des ope´rations des
interfaces.
Pour e´tendre le me´tamode`le UML, C3 suit les consignes suivantes :
– aucun metaconstructeur (me´taclasse du me´tamode`le UML) n’est supprime´ ni mo-
difie´ dans sa syntaxe ou se´mantique,
– les nouveaux metaconstructeurs doivent avoir un minimum de relations avec les
metaconstructeurs existants, c’est-a`-dire ils doivent eˆtre auto-contenus.
Architecture
Component
isActive: Boolean = true
Connector












































Fig. 2.10 – Syntaxe abstraite caracte´risant le paquet C3.
La figure 2.10 illustre le me´tamode`le propose´ pour la description de la syntaxe
abstraite des architectures. Les nouveaux constructeurs sont rajoute´s au me´tamode`le
comme sousclasses de la me´taclasse ModelElement, laquelle est d’ailleurs sousclasse de
Element (la me´taclasse racine). Les constructeurs Constraint, Attribute et Parameter
de´finis dans le paquet Core, et les types Boolean et ProcedureExpression de´finis dans le
paquet Data Types sont utilise´s.
L’architecture
– cet e´le´ment repre´sente un conteneur de blocs de construction qui de´finissent une
architecture C3,
– dans le me´tamode`le une architecture est forme´e par deux composants ou plus et
un connecteur ou plus.
Les composants
– sont repre´sente´s par deux ports, un avec la valeur top et un autre avec la valeur
bottom,
– sont des e´le´ments actifs dans le sens qu’ils ont leur propre flux de controˆle,
– ont un e´tat de´crit par le constructeur Attribute,
– peuvent de´clarer un invariant, lequel est soutenu par la me´taclasse Constrait.
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Les connecteurs
– ont un ou plusieurs points d’interactions caracte´rise´s par le constructeur Role,
– ils sont aussi des e´le´ments actifs,
– ils imple´mentent des politiques de filtrage.
L’interface d’e´le´ment
– ce constructeur repre´sente une ope´ration impliquant les interactions d’un compo-
sant avec son environnement,
– elle dispose d’un nom et d’une direction (en tant qu’attributs), qui correspondent
a` des types e´nume´re´s ayant pour valeurs prov (fournisseur) et req (demandeur),
– une pre et/ou post condition peut lui eˆtre associe´e.
Le filtre
– repre´sente la politique de filtrage associe´e a` un connecteur,
– comme attributs il dispose d’un nom et d’une expression (f) repre´sentant la poli-
tique de filtrage.
Le port
– repre´sente un point d’interaction entre le composant et son environnement,
– il dispose d’un domaine repre´sentant le top ou le bottom de son composant,
– il peut eˆtre connecte´ au roˆle d’un connecteur.
Le roˆle
– repre´sente un point d’interaction entre un connecteur et son environnement,
– il dispose d’un domaine repre´sentant le top ou le bottom de son connecteur,
– il peut eˆtre connecte´ au port d’un composant ou a` un autre roˆle avec un autre
connecteur.
2.4 Architectures oriente´es service
Les architectures oriente´es service (SOA) sont des mode`les qui de´finissent un syste`me
par un ensemble de services logiciels distribue´s, qui fonctionnent inde´pendamment les
uns des autres afin de re´aliser une fonctionnalite´ globale. Le choix d’une architecture
SOA entre dans la perspective de transformer le Web en une e´norme plate-forme de
composants faiblement couple´s et automatiquement inte´grables. L’une des technologies
la plus utilise´e pour implanter ce type d’architectures est les services Web. La parti-
cularite´ de cette nouvelle technologie re´side dans le fait qu’elle utilise la technologie
Internet comme infrastructure pour la communication entre les composants logiciels et
prend le pari d’employer des standards ge´ne´ralistes, fortement re´pandus et peu couˆteux
tels que XML ou HTTP.
SOA est une approche architecturale permettant la cre´ation des syste`mes base´s
sur une collection de services de´veloppe´s dans diffe´rents langages de programmation,
he´berge´s sur diffe´rentes plates-formes avec divers mode`les de se´curite´ et processus
me´tier. Chaque service repre´sente une unite´ autonome de traitements et de gestion
de donne´es, communiquant avec son environnement a` l’aide de messages. Les e´changes
de messages sont organise´s sous forme de contrats d’e´change.
Compare´e a` la programmation oriente´e objet qui promeut la re´utilisation au niveau
micro, par le biais de classes et d’objets, l’architecture oriente´e service promeut la
re´utilisation de composants logiciels au niveau macro, par le biais de services.
L’ide´e de base de l’architecture oriente´e service est que tout e´le´ment du syste`me
d’information doit devenir un service :
– Clairement identifiable : identifier un service signifie eˆtre en mesure d’en connaˆıtre
l’existence, inde´pendamment de sa localisation, de son mode de fonctionnement,
de son mode d’appel, etc.
– Re´alisant un ensemble de taˆches parfaitement de´finies : il s’agit de comprendre le
fonctionnement global du service, c’est-a`-dire de connaˆıtre la liste des taˆches qu’il
est capable de traiter, ses conditions ope´rationnelles d’exe´cution, les exceptions
qu’il peut provoquer, etc.
– Documente´ : La documentation doit de´crire clairement comment faire appel au
service. Elle doit spe´cifier nettement (et si possible de manie`re unifie´e, voire stan-
dardise´e) les me´thodes d’appels, les fonctions propose´es et la signature du service.
– Autonome et dote´ d’un niveau de se´curite´ controˆle´.
– Fiable dans un contexte donne´ : La fiabilite´ d’un service de´pend naturellement
de son contexte d’utilisation. Ce contexte doit eˆtre clairement identifie´ et les
conditions de fonctionnement du service doivent eˆtre explicitement de´crites.
– Inde´pendant vis-a`-vis d’autres services (meˆme si pouvant faire appel a` certains
d’entre eux).
– Accessible sur le re´seau.
2.4.1 Structure de SOA
SOA est axe´e autour de trois concepts fondamentaux :
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1. Le fournisseur de services : de´signe un serveur ou un syste`me permettant l’acce`s
aux services via un re´seau tel que Internet. Cet acce`s s’ope`re via une interface
de services, c’est a` dire une application permettant a` d’autres applications d’y
acce´der.
2. Le consommateur de services : de´signe une personne, un serveur ou un syste`me en
re´seau qui acce`de aux services et les utilise graˆce a` son interaction avec l’annuaire,
afin de trouver un service re´pondant a` un besoin pre´cis. Une fois ce service localise´,
le demandeur contacte ou se connecte a` l’interface de services du fournisseur afin
d’utiliser le service de son choix.
3. Le registre de services : appele´ aussi annuaire de services, il repre´sente l’entite´
logicielle qui joue le roˆle d’interme´diaire entre les clients et les fournisseurs de
services. Le concept « registre » ou « de´poˆt de service » est essentiel dans l’archi-
tecture oriente´e service. Il joue un roˆle central dans le processus de localisation
des besoins et dans l’interope´rabilite´ car il est suppose´ fournir aux clients les in-
formations techniques sur le fonctionnement du service et ceci dans des langages
interpre´tables par les machines.
2.4.2 Services Web
L’une des tendances historiques qui a conduit a` l’apparition des services Web est
l’utilisation de l’architecture par composants comme approche d’inte´gration des appli-
cations, Pfister et Szyperski (1996). Les composants sont des entite´s logicielles fonde´es
sur une interface et une se´mantique bien de´finie. Ils interagissent moyennant une in-
frastructure qui permet de ge´rer la communication entre des composants au sein d’un
meˆme syste`me ou a` travers un re´seau via une de´composition de la logique applicative en
composants distribue´s, Brown (1996); Szypersky (1999). L’architecture de composants
distribue´s a engendre´ un de´veloppement rapide et e´volutif d’applications distribue´es
et complexes. Au cours de ce de´veloppement, on a assiste´ a` la mise en place de trois
architectures par composants : CCM (CORBA Component Model) OMG (2002), EJB
(Enterprise Java Beans) MicroSystems (2003) et COM (Commun Object Model) Ro-
gerson (1997). La mise en œuvre de ces trois architectures soule`ve des difficulte´s dans
le cadre d’une infrastructure ouverte telle que Internet.
En effet, ces architectures, bien qu’utilisant un mode`le objet distribue´, proposent
chacune sa propre infrastructure. Ce qui impose une forte liaison entre les services
offerts par les composants et leurs clients. Ainsi on ne peut assembler que des objets
CORBA (ou COM) entre eux. Le re´sultat est que les syste`mes construits a` base de ces
architectures sont monolithiques.
Paralle`lement apre`s l’ave`nement du B2C (Business To Consumer), ou` les entre-
prises mettent en ligne leurs services pour leurs consommateurs au travers des applica-
tions Web, celles-ci souhaitent augmenter leur productivite´ a` l’aide du paradigme B2B
(Business To Business). Le B2B repose sur l’e´change de produits, d’informations et
de services entre entreprises. Ceci implique l’utilisation de services et la collaboration
avec des syste`mes propose´s par d’autres concepteurs et par conse´quent une maˆıtrise de
l’he´te´roge´ne´ite´. L’interoperabilite´ est ainsi devenue une ne´cessite´ pour l’entreprise dans
le monde du B2B. C’est justement ce que les services Web apportent par rapport aux
solutions dites monolithiques.
D’une certaine fac¸on, le mode`le des services Web est une e´volution du mode`le des
composants distribue´s rendu ne´cessaire par l’utilisation intensive de l’Internet. A l’instar
des technologies pre´ce´dentes, les services Web proposent une architecture par compo-
sants qui permet a` une application de faire l’usage d’une fonctionnalite´ situe´e dans
une autre application. Cependant la solution des services Web repose sur l’ubiquite´
de l’infrastructure d’Internet alors que les autres architectures reposent chacune sur
leur propre infrastructure. L’interoperabilite´ est donc une caracte´ristique intrinse`que
aux services Web. De´finir les services Web ne´cessite alors d’introduire a` la fois leur
architecture et leur infrastructure.
Lorsqu’on parle de Web Services, on parle aussi d’architecture oriente´e services. Le
terme « services Web » est souvent utilise´ de nos jours bien qu’il n’ait pas toujours
le meˆme sens. La de´finition existante s’e´tend du tre`s ge´ne´rique vers le spe´cifique et
le restrictif. Souvent, un service Web est vu comme une application accessible pour
d’autres applications a` travers le Web. C’est une de´finition tellement large dans ce que
l’on peut dire que n’importe quel objet ayant un URL est un service Web. Par exemple,
un programme accessible sur le Web avec une API.
Une de´finition plus pre´cise est propose´e par le consortium UDDI qui caracte´rise les
services Web :
« Un service Web est une application me´tier modulaire qui posse`de des interfaces
oriente´es Internet base´es sur des standards ».
Cette de´finition est plus de´taille´e et elle ne´cessite que le service soit ouvert, pour qu’il
soit invoque´ a` travers Internet. Malgre´ cette classification, la de´finition reste impre´cise.
Par exemple, on ne comprend pas bien le sens d’une application me´tier modulaire.
Une autre de´finition est propose´e par le World Wide Web Consortium (W3C)
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« Un service Web est un syste`me logiciel identifie´ par un identificateur uniforme
de ressources (URI), dont les interfaces publiques et les liens (binding) sont de´finis
et de´crits en XML. Sa de´finition peut eˆtre de´couverte dynamiquement par d’autres
syste`mes logiciels. Ces autres syste`mes peuvent ensuite interagir avec le service Web
d’une fac¸on de´crite par sa de´finition, en utilisant des messages XML transporte´s par
des protocoles Internet ».
La de´finition du W3C est tre`s pre´cise mais ne spe´cifie pas la manie`re avec la-
quelle les services Web doivent fonctionner. La de´finition exige que les services Web
soient « de´finis, de´crits et de´couverts » ce qui clarifie le sens du mot en rendant plus
concret la notion de « oriente´ Internet, interfaces base´es sur des standards ». Elle
pre´cise que les services Web doivent eˆtre des services similaires a` ceux des « midd-
lewares » conventionnels. En plus, les services Web doivent eˆtre de´crits et publie´s pour
qu’il soit possible d’e´crire ou de de´finir des clients interagissant avec eux. En d’autres
mots, les services Web sont des composants qui peuvent eˆtre inte´gre´s dans des appli-
cations distribue´es plus complexes. Le W3C a fixe´ que le XML est une partie de la
solution. En effet, XML est tre`s populaire et tre`s utilise´ aujourd’hui tout comme le
HTTP et les serveurs Web. Il est conside´re´ comme une partie de la technologie du Web.
Les services Web ne sont pas attache´s a` une plate-forme spe´cifique comme le JVM
(machine virtuelle de Java) ou a` une infrastructure de technologie comme CORBA parce
qu’ils se concentrent sur les protocoles employe´s pour e´changer des messages (SOAP
et WSDL) et non pas l’exe´cution qui soutient ces protocoles. En d’autres termes, vous
pouvez e´tablir des services Web sur n’importe quelle plate-forme, en utilisant n’importe
quel langage de programmation.
SOAP et WSDL sont base´s sur XML dont existe de´ja` nombre d’analyseurs. Les
analyseurs de XML sont disponibles pour la majorite´ des langages de programmation
modernes (Java, C, C++, C#, VB, Perl, Python, etc.). Ainsi, l’infrastructure pour
traiter des messages SOAP et des documents WSDL existe de´ja`. De meˆme, les messages
de services Web sont normalement e´change´s via les protocoles de TCP/IP, lesquels sont
soutenus par la plupart des langages de programmation modernes et des plateformes
logicielles disponibles aujourd’hui. Graˆce aux constructions de services Web sur une
infrastructure existante de XML et de TCP/IP, l’adoption des services Web a e´te´ rapide
et re´pandue.
Architecture de base
Les services Web posse`dent trois acteurs principaux :
1. le fournisseur de service (service provider) : Il de´finit le service a` publier et la
description du service dans l’annuaire,
2. l’annuaire (service broker) : Il rec¸oit et enregistre les descriptions des services
publie´s par les fournisseurs, d’autre part il rec¸oit et re´pond aux recherches de
services lance´es par les clients,
3. le demandeur (service requestor) : obtient la description du service graˆce a` l’an-
nuaire utilise´ par le service Services Web et invoque les services demande´s.
Le sce´nario classique d’utilisation d’un service Web est le suivant :
1. Une premie`re e´tape consiste a` l’enregistrement du fournisseur du service Web
aupre`s de l’annuaire en passant le fichier WSDL pre´cisant la description du service
Web.
2. Dans une autre e´tape, un client de´couvre le service offert par le fournisseur en
consultant le fichier WSDL concerne´ par l’interme´diaire de l’annuaire.
3. La e´tape suivante consiste en l’invocation a` distance du service Web a partir du
fournisseur.
4. La dernie`re e´tape consiste en l’interaction entre le demandeur et le fournisseur du
service Web.















Fig. 2.11 – Architecture oriente´e service.
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2.5 Conclusion
Bien que les ADL repre´sentent des outils efficaces pour la description et l’analyse
des architectures logicielles, son adoption reste un peu a` l’e´cart, surtout dans les mi-
lieux industriels et d’entreprise. Ceci est duˆ au niveau de compe´tences exige´es pour la
compre´hension des concepts et des notations. De meˆme, la diversite´ des ADL propose´s
ayant des objectifs diffe´rents implique un choix d’adoption encore plus difficile.
Dans la meˆme ide´e, l’adoption d’UML pour la description des syste`mes est de plus
en plus courante dans le de´veloppement du logiciel d’aujourd’hui, bien que souvent ses
vues doivent eˆtre e´tendues pour obtenir le niveau de description requise par l’architecte.
Une solution inte´grant les forteresses des deux approches s’ave`re inte´ressante, en
utilisant UML en tant que me´canisme de spe´cification des architectures, puis en tradui-
sant ses diagrammes (de manie`re automatique) vers une approche formelle, telle que






Au de´but des anne´es 2000 IBM annonce une nouvelle initiative appele´e «Autonomic
Computing », Kephart et Chess (2003), envisageant le de´veloppement de syste`mes ca-
pables de s’auto-ge´rer. Cette ide´e a e´te´ inspire´e du fonctionnement du corps humain qui
est pourvu d’une telle capacite´. Afin d’atteindre ses objectifs, l’initiative « Autonomic
Computing » est de´compose´e en quatre sous-axes :
1. Le self-configuring conside`re la reconfiguration de composants et de syste`mes en
de´finissant des politiques de haut-niveau.
2. Le self-healing s’inte´resse a` l’auto-de´tection, le diagnostic et la re´paration des
proble`mes au niveau logiciel et mate´riel.
3. Le self-optimizing implique l’auto-re´glage de parame`tres au niveau service.
4. Le self-protecting conside`re la protection des syste`mes contre des attaques et des
malveillances.
Les objectifs de notre travail sont fortement partage´s avec les deux premie`res sous-
disciplines. Donc, dans ce chapitre nous introduisons les travaux qui proposent des
approches diverses visant a` apporter des contributions au de´fi souleve´ par ces disciplines
e´mergeantes.
3.2 Reconfiguration des architectures
3.2.1 Une approche comportementale de mode´lisation SOA
Baresi et al. (2003) proposent un mode`le base´ sur UML pour de´finir un style SOA.
Ils utilisent les graphes et la transformation de graphes pour traduire et analyser les
mode`les. Afin d’illustrer ces ide´es, un exemple de « chaˆıne de production » est pre´sente´.
Le style architectural est de´compose´ en deux parties : un mode`le statique et un mode`le
dynamique. Le mode`le statique correspond a` la configuration initiale caracte´rise´e par
les composants et les connecteurs. Le mode`le dynamique fournit la repre´sentation des
actions de reconfiguration de l’application comme re´ponse aux changements impre´vus
de l’environnement. Des proprie´te´s d’accessibilite´ et de consistance sont prouve´es a`









Fig. 3.1 – Module pour la partie structurelle du mode`le statique, Baresi et al. (2003).
La partie statique du mode`le, dans cette approche, est base´e sur les diagrammes
de classe UML. Cette mode´lisation conside`re trois types d’e´le´ments structure´s par trois
« modules » :
1. le module Structure (figure 3.1) contient les classes principales qui de´finissent le
style architectural.
2. le module Specification (figure 3.2) contient les classes repre´sentant les documents
de spe´cification ne´cessaires au mode`le statique. Deux types de documents sont
conside´re´s : Requirements (exigences) et ServiceSpecification (spe´cification du ser-
vice).
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3. le module Messages (figure 3.3) fournit les classes ne´cessaires pour la communi-

























« Package » Specification


































« Package » Messages
Fig. 3.3 – Module pour la partie messages du mode`le statique, Baresi et al. (2003).
La partie dynamique du mode`le conside`re la reconfiguration des architectures. Pour
ceci, une approche base´e sur re`gles de transformation de graphes est utilise´e. Par
exemple, dans la figure 3.4 une re`gle pour la connexion a` une session est pre´sente´e.
Apre`s la re´ception d’un message de notification, concernant l’acceptation a` la session,
cette re`gle peut eˆtre de´clenche´e et un lien est e´tabli entre le composant serviceRequestor
et la nouvelle session.
Cette approche ne distingue pas les aspects fonctionnels des aspects non-fonctionnels
de´finissant le niveau architectural. En effet, dans leur mode`le on trouve invariablement
des aspects lie´s aux intergiciels (middleware) ainsi que des aspects associe´s a` la lo-
gique me´tier des applications. De meˆme, cette approche conside`re plutoˆt des aspects
comportementaux par opposition aux aspects architecturaux issus de notre travail.
3.2.2 Approches base´es sur les graphes
Nous retrouvons dans la litte´rature diffe´rents travaux base´s sur les graphes qui
traitent des architectures logicielles. Nous pouvons citer principalement les travaux de
Me´tayer (1998) qui constituent probablement les premiers travaux de description base´e
sur les graphes. Le mode`le de´crit par Me´tayer (1998) est structure´ en deux niveaux,
le premier de´crit l’architecture sous la forme d’un graphe, et le second de´crit les styles
architecturaux par une grammaire de graphes. L’e´volution de l’architecture est de´crite
par des re`gles de transformation de graphes. Le mode`le de´finit une approche formelle
base´e sur un algorithme de ve´rification permettant de ve´rifier a` priori et de manie`re
statique la consistance des re`gles de l’e´volution de l’architecture. Cette approche per-
met de prouver que les contraintes conside´re´es par la description de l’architecture sont
pre´serve´es par ces re`gles.
Dans Hirsch et al. (1999), les auteurs reprennent le meˆme mode`le pour la description
de l’architecture et de son e´volution dynamique. Ils de´composent la description de
l’architecture en trois parties :
1. la premie`re partie spe´cifie les re`gles de la construction de la configuration initiale,
2. la deuxie`me partie spe´cifie les re`gles re´gissant l’e´volution dynamique de l’archi-
tecture, et
3. la troisie`me partie spe´cifie les re`gles re´gissant la communication.
Ces travaux abordent aussi la proble´matique de la consistance du point de vue de
la communication et des e´tats de composants. Le cycle de vie des composants (com-
prenant par exemple leur activation et leur de´sactivation) est simule´ en affectant des
labels (correspondants a` l’e´tat courant des composants) aux nœuds des graphes et des
re`gles de re´e´criture. La partie de´crivant la communication est spe´cifie´e via l’introduction
d’e´ve´nements (en notation CSP, Hoare (1985)) et leur prise en compte en e´tiquetant





























Fig. 3.4 – Re`gle de connexion a` une session, Baresi et al. (2003).
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3.3 Mode´lisation de syste`mes « self-healing »
Dans cette section nous pre´sentons les travaux lie´s au domaine du « self-healing ».
On s’inte´resse aux travaux lie´s a` la mode´lisation des architectures de « self-healing » en
ge´ne´ral et plus particulie`rement aux architectures de « self-healing » pour les services
Web.
3.3.1 Un mode`le d’adaptation pour les architectures
Dans cette approche Garlan et Schmerl (2002); Schmerl et Garlan (2002); Garlan
et al. (2001) proposent un me´canisme base´ sur une boucle ferme´e d’e´le´ments pour l’adap-
tation des syste`mes a` base de composants (figure 3.5). Le comportement du syste`me
en exe´cution est surveille´ par des composants externes. Ces composants de´terminent
quand le comportement du syste`me rentre dans la plage de valeurs acceptables, et dans










Fig. 3.5 – Mode`le abstrait pour l’adaptation des architectures, Garlan et Schmerl
(2002).
Plus en de´tail, cette approche (figure 3.6 propose une infrastructure compose´e par
les e´le´ments suivants :
1. Le syste`me en exe´cution (Executing System). Des capteurs appele´s « probes » (P)
sont utilise´s pour recueillir les informations pertinentes lie´es au fonctionnement
du syste`me,
2. les e´le´ments de monitoring du syste`me (Monitoring). Des adaptateurs appele´s
« gauges » (G) sont propose´s pour le passage entre les e´ve´nements de bas niveau
issus du fonctionnement du syste`me et les proprie´te´s architecturales,
3. le mode`le architectural de l’application (Arch. Model),
4. les e´le´ments d’analyse et e´valuation du syste`me (Analyzer),
5. les e´le´ments de re´paration a` l’issue de fautes du syste`me (Repair Handler), et
6. l’application des changements a` l’architecture comme re´sultat de l’application des





































Fig. 3.6 – Infrastructure pour l’adaptation des syste`mes, Garlan et Schmerl (2002).
La mode´lisation de l’architecture du syste`me est faite en utilisant l’ADL ACME,
Garlan et al. (2000). Ensuite, les proprie´te´s a` surveiller sont rajoute´es en adaptant le
style architectural. Finalement, les e´le´ments de re´paration sont aussi rajoute´s au style
architectural.
3.3.2 Une approche architecturale pour le logiciel auto-adapta-
tif
Oreizy et al. (1999, 1998) proposent une strate´gie globale pour le de´veloppement de
syste`mes auto-adaptatifs. Cette strate´gie, illustre´e par la figure 3.7 ; est compose´e par
deux parties :
1. la gestion de l’adaptabilite´ (Adaptation management) de´crit le cycle de vie des
logiciels adaptatifs. Le cycle de vie peut eˆtre sujet aux interventions humaines
ou eˆtre comple`tement autonome. Diffe´rentes types d’e´valuation et de surveillance
(Evaluate and monitor observations) peuvent eˆtre mis en place durant l’exe´cution
du syste`me, notamment : la performance, la suˆrete´ de fonctionnement, la ve´rifica-
tion de contraintes,... Le plan d’adaptation (Plan changes) correspond a` la de´fini-
tion d’un me´canisme d’adaptation en rapport avec les re´sultats de l’e´valuation et la
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surveillance du syste`me. Le de´ploiement de changements (Deploy change descrip-
tion) implique l’application coordonne´e des changements du syste`me. Les chan-
gements du syste`me impliquent aussi bien le remplacement d’un composant isole´
que toute une reconfiguration avec des composants distribue´s et interde´pendants.
2. la gestion de l’e´volution (Evolution management) correspond aux changements
effectue´s afin de reconfigurer et adapter l’application. Ce me´canisme suit une
approche architecturale, c’est-a`-dire les changements sont explicitement e´tablis
sur un mode`le architectural (Architectural model) de´ploye´ sur une plate-forme
d’imple´mentation (Implementation). Les modifications faites sur le mode`le archi-
tectural sont reproduites sur l’application en respectant la consistance (Maintain















Evaluate and monitor 
observations
Plan changes
Fig. 3.7 – Une approche ge´ne´rique pour le logiciel auto-adaptatif, Oreizy et al. (1999).
3.3.3 Une approche pour le de´veloppement de composants
« self-healing »
Shin (2005) propose une architecture a` deux niveaux pour le de´veloppement de
composants dites « self-healing ». Un composant « self-healing » en plus d’imple´menter
la logique me´tier d’une application, il est capable de de´tecter et de re´parer situations de
dysfonctionnement de fac¸on autonome. Chaque composant est de´fini par deux couches
(figure 3.8), la couche de service est la couche de « healing ».
La couche de service fournit la fonctionnalite´ ne´cessaire entre composants et notifie
a` la couche « healing » le statut de messages e´change´s entre composants. La communica-
tion entre couches services de diffe´rents composants est faite par le biais de connecteurs.
Le me´canisme de notification de messages de la couche service est utilise´ par la couche
« healing », afin de surveiller et de de´tecter situations de dysfonctionnement des objets
de la couche service. Dans le cas de situation de dysfonctionnement, le composant passe
d’un e´tat normal a` un e´tat de re´paration. Dans cet e´tat les fonctionnalite´s de la couche
service doivent s’arreˆter partiellement ou comple`tement.
La couche « healing » de chaque composant est responsable de la de´tection, recon-
figuration et re´paration d’objets de la couche service. Ceci est fait par le composants
suivants :
– Le composant Component Monitor surveille la trace d’exe´cution de chaque taˆche,
connecteur et objets.
– Le composant Component Reconfiguration Plan Generator maintient l’informa-
tion de configuration des objets de la couche de service. De meˆme, il ge´ne`re plans
de reconfiguration dans les cas ne´cessaires.
– Le composant Component Repair Plan Generator maintien et ge´ne`re plans de
re´paration pour les objets en e´tat de dysfonctionnement.
– Le composant Component Reconfiguration Executor applique le plan de reconfigu-
ration ge´ne´re´ par le composant Component Reconfiguration Plan Generator afin
de re´organiser les objets en e´tat anormal.
– Le composant Component Repair Executor applique le plan de re´paration ge´ne´re´
par le composant Component Repair Plan Generator et ve´rifie que les objets
re´pare´s reviennent a` l’e´tat normal.
– Le composant Component Self-Healing Controller agit comme le coordonnateur
ge´ne´ral d’autres composants de la couche « healing ».
Component
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Fig. 3.8 – Architecture des composants « self-healing », Shin (2005).
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3.3.4 Une approche architecturale pour la cre´ation de syste`mes
« self-healing »
Selon Dashofy et al. (2002) la capacite´ de re´parer dynamiquement un syste`me en
temps d’exe´cution en se basant sur son architecture demande un certain nombre d’exi-
gences :
1. La capacite´ de de´crire l’architecture du syste`me. La description architecturale est
faite en utilisant les outils lie´s a` l’ADL xADL 2.0.
2. La capacite´ d’appliquer des changements a` l’architecture issus d’un plan de re´para-
tion. Une re´paration architecturale est faite par le biais d’une strate´gie appele´ diff.
Une diff est un document qui de´crit les diffe´rences entre deux architectures lo-
gicielles spe´cifie´es par xADL 2.0. Dans le contexte des syste`mes « self-healing »,
la diff d’une architecture de´crit ses diffe´rences avant et apre`s l’application des
actions de re´paration. En comple´ment de l’outil diff un autre outil nomme´ Arch-
Merge permet de fusionner deux architectures dans une architecture cible.
3. La capacite´ d’analyser et valider les re´sultats obtenus apre`s l’application des ac-
tions de re´paration. Ceci est fait par le biais de composant appele´s design critics.
Ces composants surveillent l’application afin de trouver possibles proble`mes dans
son architecture, lie´s a` l’application des actions de re´paration.
4. La capacite´ d’exe´cuter un plan de re´paration sans re´initialiser le syste`me. Une
fois le plan de re´paration choisi, celui-ci est applique´ en s’appuyant sur un outil
appele´ c2.fw . Cet outil est une librairie Java qui permet la mise en œuvre des
architectures e´volutives a` base d’e´ve´nements. En concret, lorsque le composant
AEM (Architecture Manager Evolution) rec¸oit une notification de changement,
celui-ci de´termine si la structure de l’architecture a subi un changement, dans le
cas positive il fait les appels ne´cessaires a` l’outil c2.fw pour appliquer les change-
ments au syste`me en exe´cution.
Les composants est documents lie´s a` cette strate´gie, ainsi que leurs relations, sont
illustre´s dans la figure 3.9.
3.3.5 Une architecture pour les services Web autonomes
Birman et al. (2004) proposent une extension a` l’architecture classique de services
Web Weerawarana et al. (2005) afin de permettre la conception et de´veloppement de
services Web autonomes. Le but est de garantir la suˆrete´ de fonctionnement dans les
syste`mes critiques a` base de services Web. L’extension propose´e est montre´e dans la
figure 3.10. La de´finition de chaque composant de l’architecture est comme suit :
– Le composant CHM surveille le fonctionnement de composants de l’application de
fac¸on individuelle et rapporte des changements sensibles d’eˆtre importants pour
d’autres composants. Cette information pourrait eˆtre utilise´e pour de´tecter des
e´ventuelles fautes et puis de´clencher les me´canismes de re´cupe´ration ne´cessaires.
– Le composant CRM offre me´canismes de communication fiable et synchronisation
dans des groupes de processus.
– Le composant DDS offre me´canismes de multicast fiable pour la duplication de
donne´es et la diffusion d’information entre services Web et leurs clientes.
– Le composant MDC e´tablie me´canismes de surveillance et gestion globale de
l’application, par opposition a` la surveillance individuelle faite par le composant
CHM.
– Le composant EVN joue un roˆle analogue au DDS, sauf que le premier est
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Fig. 3.9 – Outils et documents pour le de´veloppement de syste`mes « self-healing »,
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Fig. 3.10 – Composants pour les services Web autonomes, Birman et al. (2004).
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3.3.6 Une infrastructure d’exe´cution pour les syste`mes « self-
healing »
Wile et Egyed (2004); Wile (2002) proposent une infrastructure pour surveiller, in-
terpre´ter, analyser et reconfigurer les syste`mes en exe´cution (figure 3.11). Une couche
d’e´le´ments appele´s Probes, qui rapportent donne´es pertinentes, sont installe´s avant
de de´marrer le syste`me. D’autres e´le´ments appele´s Gauges traduisent et interpre`tent
ces donne´es, par rapport au mode`le architectural du syste`me, afin de repe´rer certains
e´ve´nements cibles. Les donne´es issues des Gauges sont transmissent a` travers le bus de
Gauges ou` d’autres Gauges peuvent re´agir ou prendre de´cisions de controˆle. Ensuite,





























Fig. 3.11 – Architecture de l’infrastructure pour l’exe´cution de syste`mes « self-healing »,
Wile et Egyed (2004).
3.3.7 Une plate-forme pour le « self-healing » dans les services
Web
Gurguis et Zeid (2005) conside`rent une imple´mentation base´e sur une strate´gie de
« self-healing » appele´e MAPE Kephart et Chess (2003) propose´e par IBM. La strate´gie
MAPE est de´finie par une boucle de controˆle compose´e de 4 phases inte´gre´es :
1. Dans la premie`re phase, le composant Monitor collecte des donne´es des e´le´ments
controˆle´s.
2. Dans la deuxie`me e´tape, le composant Analyzer e´value les e´ve´nements rapporte´s
afin d’identifier la situation courante de l’e´le´ment controˆle´. Ensuite, dans le cas
de dysfonctionnement il propose des actions de re´paration.
3. Dans la troisie`me e´tape, le composant Planner spe´cifie les actions ade´quates a`
prendre pour sortir d’un e´tat de dysfonctionnement.
4. Et dans la dernie`re phase, le composant Executive exe´cute les actions de re´paration
sur les e´le´ments controˆle´s.
La proposition d’imple´mentation de la strate´gie MAPE est illustre´e par la figure 3.12.
Pendant l’exe´cution d’un service Web, des e´ve´nement correspondant au fonctionnement
du service Web sont stocke´s et classe´s dans de registres CBE (Common Base Event). Un
composant de diagnostic Diagnosis Engine analyse les donne´es issues des services Web
afin de reconnaˆıtre patterns pre´sents dans les registres et avec ceci identifier possibles
fautes. Pour en faire, ce composant s’appui sur une base de donne´es de symptoˆmes et
actions de re´paration Symptoms Database. Une fois la faute et les actions de re´paration
repe´re´es, un composant Rule Engine de´termine la faisabilite´ d’application des actions
de re´paration en accord avec les politiques du syste`me. Ceci est fait en se basant sur
une base de donne´es de politiques (Database Policies).
CBE Logs Functional WS X
Monitoring WS Diagnosis Engine
Symptoms 
Database















Fig. 3.12 – Imple´mentation de la strate´gie MAPE pour le « self-healing » de services
Web, Gurguis et Zeid (2005).
3.4 Conclusion
Nous avons pre´sente´ dans ce chapitre diffe´rentes approches pour l’adaptabilite´ des
architectures. Nous reprendrons certaines ide´es de ces travaux pour nous inspirer et nous
positionner dans le de´veloppement de nos contributions, pre´sente´es dans les prochains
chapitres. En particulie`re, nous adoptons les e´le´ments d’adaptabilite´ des architectures
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pour sa description et sa reconfiguration. De meˆme, les e´le´ments de « self-healing » sont
pris en compte, afin de proposer des me´canismes de gestion de la QdS pour les appli-







Cadre logiciel pour l’adaptation des
architectures
4.1 Introduction
Dans ce chapitre nous proposons une approche guide´e par le mode`le pour le de´ploie-
ment et la reconfiguration des architectures a` base de services Web. Cette approche
conside`re un partitionnement explicite des aspects fonctionnels et non fonctionnels afin
de mode´liser une application de´finie par des services Web coope´ratifs. Dans cette pers-
pective, notre premie`re de´marche consiste a` repre´senter les aspects fonctionnels des
architectures. On cherche, en premie`re instance, a` de´finir une spe´cification structurelle
conside´rant la de´composition fonctionnelle d’une application de services Web. Comme
deuxie`me instance, on conside`re la gestion des actions de re´paration, au niveau archi-
tectural, au travers de la de´finition et de l’application de re`gles de transformation.
Cette proposition vise d’une part les aspects statiques tels que la spe´cification des
architectures, et d’autre part, des aspects dynamiques par la de´finition de re`gles de
transformation et leur application a` la construction des actions de reconfiguration au
niveau architectural. La figure 4.1 illustre les e´le´ments composant notre strate´gie. La vue
conceptuelle conside`re les aspects lie´s au mode`le, alors que la vue re´alisation conside`re
les aspects techniques qu’imple´mentent chacune des parties des aspects conceptuels.
Les sections de´veloppe´es dans ce chapitre traitent chacun des aspects conside´re´s par les
deux vues.
4.2 Positionnement par rapport aux approches de
reconfiguration
Quand on s’inte´resse aux services Web « self-healing » on peut conside´rer deux ap-
proches pour la reconfiguration. Une premie`re approche se focalise sur le comportement
du syste`me, en ge´ne´ral ; et de manie`re plus particulie`re au comportement interne de ses
services Web. Ainsi, lorsqu’un proble`me est diagnostique´, l’infrastructure de reconfi-
guration mise en place est amene´e a` re´parer le « workflow » en cours d’exe´cution, en
appliquant les actions de re´paration sur les services Web concerne´s. Ce type de reconfi-
guration peut eˆtre conside´re´ comme une re´paration fine, puisque ses actions sont cense´es
modifier la composition interne du service Web. On peut parler aussi d’une reconfigura-
tion directe puisque a` chaque proble`me il y a une re´action imme´diate en vue de corriger
le syste`me. Dans les dernie`res anne´es un grand nombre de travaux s’inte´ressent a` cette
approche, par exemple : Modafferi et al. (2006); Modafferi et Conforti (2006).
La deuxie`me approche se focalise sur l’architecture de l’application. Ainsi, lors de
l’exe´cution du syste`me ses composants (services Web) sont observe´s. Plusieurs symptoˆmes
sont stocke´s avant de de´cider l’activation d’une action de reconfiguration. Ainsi, il n’y
a pas une re´action imme´diate correspondante a` chaque symptoˆme. Ici, la re´paration
est faite par la reconfiguration de l’architecture, c’est-a`-dire, en appliquant des actions






































































Fig. 4.1 – Strate´gie ge´ne´rale pour le cadre logiciel.
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type de reconfiguration peut eˆtre conside´re´ comme une re´paration a` gros grain. Ses
actions sont cense´es modifier l’architecture de l’application. Dans ce manuscrit nous
de´veloppons une strate´gie base´e sur cette approche.
Le tableau 4.1 re´sume les diffe´rences entre ces deux approches de reconfiguration.
Surveillance Diagnostic Actions de Re-
configuration
Approche























de WS et leurs
connexions.
Tab. 4.1 – Approches de reconfiguration dans les services Web « self-healing ».
4.3 Description architecturale
Notre premie`re de´marche consiste a` de´finir les architectures caracte´risant les appli-
cations a` base de services Web. Pour ceci, nous introduisons diffe´rents types visant a`
de´finir la structure des applications. Ainsi, pour nous, une application a` base de service
Web est caracte´rise´e par un ensemble de Roˆles coope´ratifs. Chaque Roˆle coope´ratif peut
contenir une ou plusieurs Cate´gories de service. Chaque Cate´gorie de service peut eˆtre
compose´e par une ou plusieurs Classes de service. Et chaque Classe de service peut
instancier un ou plusieurs services. De cette manie`re, chaque service peut eˆtre identifie´
essentiellement par ces trois types architecturaux.
Ces trois types architecturaux sont de´finis comme suit :
De´finition 4.3.1 (Roˆle coope´ratif). Repre´sente une unite´ logique de de´ploiement ca-
racte´risant les sites ou` les acteurs participant a` l’application sont connecte´s.
Dans la pratique un Roˆle coope´ratif peut eˆtre associe´, plus particulie`rement a` une
entite´ d’exe´cution, telle que un serveur d’application ou une machine d’orchestration.
Mais il n’existe pas de corre´lation entre un Roˆle coope´ratif et une entite´ d’exe´cution
en ge´ne´ral, un Roˆle coope´ratif peut correspondre a` plusieurs entite´s d’exe´cution, ou
bien une entite´ d’exe´cution peut he´berger plusieurs services associe´s a` plusieurs Roˆles
coope´ratifs.
La notion de Roˆle coope´ratif satisfait des besoins retrouve´s dans toute application
base´e sur les services Web, en distinguant la distribution logique des sites he´bergeant
des services Web. Concre`tement, quelques exemples de Roˆles coope´ratifs sont : «Author
Site », « Supplier Site », « TrackChair Site », « Client Site »,...
De´finition 4.3.2 (Cate´gorie de service). Repre´sente une fonctionnalite´ globale com-
mune´ment offerte par un ensemble de services Web.
Les services Web appartenant a` la meˆme Cate´gorie de service peuvent eˆtre de´ploye´s
sur un ou plusieurs noeuds ayant diffe´rents Roˆles coope´ratifs. Nous distinguons, par
exemple les Cate´gories de service suivantes : « Travel Agency Management », « Food
Shopping Management », « Cooperative Review Management », ...
De´finition 4.3.3 (Classe de service). Correspond au comportement fonctionnel offert
par un type particulier de service Web, en tant qu’unite´ logique de base associe´e a` une
Cate´gorie de service.
Dans un sce´nario de de´ploiement, une Classe de service repre´sente une partie spe´cifi-
que de la logique me´tier offerte par une Cate´gorie de service e´tant de´ploye´e sur un noeud
associe´ a` un Roˆle coope´ratif. Pour un souci de simplicite´, nous conside´rons une seule
Classe de service de la meˆme Cate´gorie de service, e´tant de´ploye´e sur un ensemble de
noeuds associe´s a` diffe´rents Roˆles coope´ratifs. Ainsi, nous distinguos par exemples, les
Classes de service suivantes : «Booking Manager », «Customer Manager », «Reviewing
Manager »,...
4.3.1 Me´tamode`le UML pour la description des architectures
Le standard UML propose une vue de de´ploiement a` travers la de´finition de dia-
grammes de de´ploiement OMG (2005). Ces diagrammes sont essentiellement faits pour
de´crire une structure statique base´e sur les notions de noeud, artefact, relations de com-
munication et de´pendance. Nous conside´rons qu’il est ne´cessaire d’e´tendre ces concepts
pour repre´senter les exigences des applications suivant une approche oriente´e service,
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telles que les applications a` base de services Web. Dans ce genre de syste`mes on doit eˆtre
capable de repre´senter non seulement une distribution statique des composants, mais
aussi les changements (dans ce cas, au niveau architectural) ne´cessaires, par exemple,
pour palier a` d’e´ventuels proble`mes pendant l’exe´cution de l’application. Pour ceci,
des modifications au me´tamode`le de de´ploiement UML, s’ave`rent ne´cessaires. Parmi les
diffe´rentes fac¸ons d’e´tendre UML, nous adoptons, pour notre solution, une strate´gie de
type lourd (heavyweigt). Une extension lourde implique l’ajout de nouveaux e´le´ments
et l’e´ventuelle modification de la se´mantique des e´le´ments UML de base.
Le me´tamode`le de´fini pour notre extension est illustre´ par la figure 4.2. Les restric-
tions lie´es a` la de´finition de ce me´tamode`le sont les suivantes :
– chaque type architectural e´tend la me´taclasse Node, alors que le Service e´tend la
me´taclasse Component,
– une relation d’agre´gation est e´tablie entre le Roˆle coope´ratif et la Cate´gorie de
service, du fait qu’une meˆme Cate´gorie de service peut eˆtre de´ploye´e sur plusieurs
Roˆles coope´ratifs,
– une relation de composition est e´tablie entre la Cate´gorie de service et la Classe
de service, du fait qu’une meˆme Classe de service ne peut appartenir qu’a` une
Cate´gorie de service.
uml20.deployments.Node
« Cooperative role »
name: String
« Service category »
name: String




















Fig. 4.2 – Un me´tamode`le e´tendant la vue de de´ploiement UML.
En accord avec le me´tamode`le, donc les notions de Roˆle coope´ratif, Cate´gorie de ser-
vice et Classe de service sont toutes repre´sente´es par le symbole de noeud. Une e´tiquette
permet de distinguer chaque e´le´ment par son nom. Les de´pendances de´rive´es des types
architecturaux sont implicitement repre´sente´s par imbrication de chaque type avec sa
contre partie, en respectant l’ordre e´tabli par le me´tamode`le. On utilise e´galement des
liens de communication (communication path), y compris leur multiplicite´ ; comme
e´tabli dans un diagramme de de´ploiement afin de spe´cifier les interactions entre Classes























Fig. 4.3 – Description graphique d’une application de services Web mode´lise´e par les
notions de Roˆle coope´ratif, Cate´gorie de service et Classe de service
4.3.2 Interactions entre services
Un diagramme supple´mentaire est e´tabli afin de repre´senter les instances de ser-
vices et leurs interactions (voir figure 4.4). Du fait qu’un service e´tend la me´taclasse
Component, les interactions entre services utilisent les meˆmes notions de ports et d’in-
terfaces. Ainsi, chaque service est caracte´rise´ par un dessin de composant. De meˆme, des
e´tiquettes rappellent les de´pendances par rapport aux types architecturaux pre´sente´s
pre´ce´demment. Ainsi, dans une instance de service, le Roˆle coope´ratif est identifie´ par
l’e´tiquette Cr, la Cate´gorie de service est identifie´e par l’e´tiquette Sct, et la Classe
de service est identifie´e par l’e´tiquette Scl. Les services et leurs interactions doivent
respecter les restrictions impose´es par le me´tamode`le.
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4.3.3 Sche´ma XML pour la description architecturale
Par rapport a` la vue re´alisation annonce´e dans l’introduction de ce chapitre, nous
de´finissons des sche´mas XML afin de traduire les architectures issues du me´tamode`le, sur
un langage permettant la manipulation de leurs e´le´ments. Par la suite nous allons de´crire
les principales structures du sche´ma XML lie´es a` la spe´cifications des architectures des
applications a` base de services Web.
Une architecture spe´cifiant une application a` base de services Web est de´finie par un
type complexe ArchType. Ce type est compose´ par un e´le´ment CoopRole repre´sentant
les Roˆles coope´ratifs. Un autre e´le´ment InterRoleLink de´finit les relations entre services
de´ploye´s sur les diffe´rents Roˆles coope´ratifs. De meˆme, un attribut archDescription
permet d’associer un nom ou description aux architectures. Le code XML consacre´ a`
cette partie est montre´ dans la figure 4.5. Le code complet du sche´ma XML pour la
spe´cification des architectures est liste´ dans l’annexe A.
Les Roˆles coope´ratifs sont caracte´rise´s par un type complexe RoleType. Ce type
est compose´ par un e´le´ment ServiceCategory qui de´finit les Cate´gories de service. Un
autre e´le´ment IntraRoleLink permet d’e´tablir les relations entre les services de´ploye´s
sur les nœuds associe´s au meˆme Roˆle coope´ratif. De meˆme, un attribut roleName vise a`
associer un nom aux Roˆles coope´ratifs. La figure 4.6 illustre le code XML correspondant
a` cette partie.
Les Cate´gories de service sont caracte´rise´es par un type complexe CategoryType.
Ce type est de´finit par un e´le´ment serviceClass repre´sentant les Classes de service
associe´es a` la Cate´gorie de service. Un attribut catName est aussi e´tabli pour nommer
les Cate´gories de service. Le code utilise´ pour cette partie est montre´ dans la figure 4.7.
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Fig. 4.4 – Description graphique des interactions entre services Web
<xs:complexType name="ArchType">
<xs:sequence>
<xs:element name="CoopRole" type="RoleType" maxOccurs="unbounded"/>
<xs:element name="InterRoleLink" type="InterRoleLinkType" maxOccurs="unbounded"/>
</xs:sequence>
<xs:attribute name="archDescription" type="xs:string" use="required"/>
</xs:complexType>
Fig. 4.5 – Description architecturale
Les Classes de service sont caracte´rise´es par le type complexe ClassType. Ce type est
constitue´ d’un e´le´ment Service repre´sentant les instances de services de´rive´s des Classes
de service. Un attribut className permet de nommer les Classes de service. Ceci est
montre´ dans le code de la figure 4.8.
<xs:complexType name="RoleType">
<xs:sequence>
<xs:element name="ServiceCategory" type="CategoryType" maxOccurs="unbounded"/>
<xs:element name="IntraRoleLink" type="IntraRoleLinkType" maxOccurs="unbounded"/>
</xs:sequence>
<xs:attribute name="roleName" type="xs:string" use="required"/>
</xs:complexType>
Fig. 4.6 – Description des Roˆles coope´ratifs
<xs:complexType name="CategoryType">
<xs:sequence>
<xs:element name="serviceClass" type="ClassType" maxOccurs="unbounded"/>
</xs:sequence>
<xs:attribute name="catName" type="xs:string" use="required"/>
</xs:complexType>







Fig. 4.8 – Description des Classes de service
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Un service est repre´sente´ par une se´quence d’e´le´ments repre´sentant chacun des types
architecturaux associe´s au service. Ceci est illustre´ par la figure 4.9.
Les connections entre services de´ploye´s a` l’inte´rieur des nœuds associe´s au meˆme
Roˆle coope´ratif sont caracte´rise´es par un type complexe IntraRoleLinkType. Ce type
permet de de´finir la mise en relation des deux e´le´ments service1 et service2 de´finis
chacun par le type complexe service (figure 4.10). De manie`re similaire les connections
entre services de´ploye´s dans deux types Roˆles coope´ratifs diffe´rents sont caracte´rise´es




























Fig. 4.10 – Description des liens intra-roˆle
4.4 De´finition de re`gles de base
Cette de´marche consiste en la de´finition de re`gles ge´ne´riques afin d’introduire des
actions de reconfiguration. La de´finition de re`gles est essentiellement base´e sur les types
architecturaux de base. C’est-a`-dire chaque re`gle implique, dans sa spe´cification, l’uti-
lisation des Roˆles coope´ratifs, Cate´gories de service et Classes de service, seuls ou com-
bine´s. Le but de cette strate´gie est de tirer avantage des aspects tels que :
– la de´finition de re`gles simples (impliquant un minimum d’e´le´ments),
– la de´finition de re`gles ge´ne´riques. Cette ge´ne´ricite´ est lie´e au fait que chaque type
architectural ge´ne´ralement implique plusieurs instances de services Web.
Avant de de´finir les re`gles de base nous devons traduire l’architecture de l’appli-
cation sur une notation base´e sur les graphes. Dans cette notation, les services Web
sont repre´sente´s par les nœuds du graphe et les connections entre services par les arcs
du graphe. L’ide´e est d’appliquer des re`gles de transformation de graphes afin de ca-
racte´riser l’adaptation dynamique de l’architecture d’une application a` base de services
Web. De manie`re plus pre´cise, pour la repre´sentation des re`gles de base nous adoptons
une notation base´e sur des techniques issues de la re´e´criture des graphes. La nota-
tion a` utiliser suit l’approche ACG (ang. Abstract Component Graph) introduite dans
Guennoun et al. (2004). Cette approche est base´e sur les graphes et les re`gles de coor-
dination pour de´crire l’e´volution dynamique des architectures. Elle est aussi employe´e
pour simuler les diffe´rentes e´tapes d’instanciation des composants, le changement de
comportement pendant l’exe´cution, la migration, et d’autres caracte´ristiques spe´cifiques
aux architectures logicielles des syste`mes distribue´s. Dans cette approche une re`gle est
partitionne´e en quatre zones permettant de spe´cifier les contraintes qui conditionnent
l’application de la re`gle et les transformations qui se produisent (repre´sentant l’adap-
tation dynamique de l’architecture) quand une re`gle est applicable. Ces zones sont les
suivantes :
– La zone Inv repre´sente un fragment du graphe de la re`gle qui doit eˆtre identifie´
(par homomorphisme) dans le graphe de l’architecture, si plusieurs sous graphes







Fig. 4.11 – Description des liens inter-roˆle
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– La zone Abs ou Rest repre´sente un fragment du graphe de la re`gle qui ne doit pas
eˆtre identifie´ (par homomorphisme) dans le graphe de l’architecture pour que la
re`gle soit applicable ;
– La zone Del est un fragment du graphe de la re`gle qui sera supprime´ a` l’application
de la re`gle ;
– La zone Add est un fragment du graphe de la re`gle dont une copie isomorphe sera
ajoute´e apre`s l’application de la re`gle.
Afin de de´finir les re`gles de base nous conside´rons un service Web1 comme un e´le´ment
d’un graphe de l’architecture de´fini par :
WS(i,j,k,l) ou` :
i repre´sente un Roˆle coope´ratif,
j repre´sente une Cate´gorie de service,
k repre´sente une Classe de service, et
l repre´sente l’identifiant d’un service Web.
Dans la plupart de cas, les variables i,j, et k sont suffisantes pour distinguer les
services Web implique´s dans la de´finition de re`gles. Le cas e´che´ant, l’identifiant l devrait
eˆtre utilise´ afin de distinguer les services Web comportant des valeurs similaires dans
i,j, et k.
Par la suite on pre´sente trois re`gles de base de´finies a` partir d’une se´quence d’ac-
tions e´le´mentaires. Dans ces re`gles, les variables X,Y et Z correspondent a` des motifs
repre´sentent plusieurs instances de services Web. Les re`gles de base sont de´finies comme
suit.
Re`gle 1
Implique l’ajout des e´le´ments. Dans la pratique, ceci pourrait entraˆıner l’activation
ou le de´ploiement d’instances de services Web. La figure 4.12 illustre une description
textuelle de cette re`gle, alors que la figure 4.13 illustre sa repre´sentation graphique.
Re`gle 2
Implique l’ajout des connexions. Une restriction est ne´cessaire au niveau des connexions
entre une paire d’e´le´ments puisque leurs connexions doivent rester uniques. La fi-
1Ici, service Web repre´sente un type a` partir duquel seront ge´ne´re´es les instances de services Web.
gure 4.14 illustre une description textuelle de cette re`gle, alors que la figure 4.15 illustre
sa repre´sentation graphique.
Re`gle 3
Implique la suppression des e´le´ments et connexions respectives. On doit remarquer
que, du fait d’associer les parame`tres aux types architecturaux, chaque variable pourrait
affecter plusieurs e´le´ments. La figure 4.16 illustre une description textuelle de cette re`gle,
Rule [name=R1](i,j,k,l,i',j',k',l')
Match Vertices: 
   X with parameters i,j,k,l;
Add Vertices:
   Y with parameters i',j',k',l';







Fig. 4.13 – Re`gle 1 (repre´sentation graphique).
Rule [name=R2](i,j,k,l,i',j',k',l',i'',j'',k'',l'')
Match Vertices: 
   X with parameters i,j,k,l;
   Y with parameters i',j',k',l';
   Z with parameters i'',j'',k'',l'';
Match Edges:
   X->Z, Z->X
Add Edges:
   Y->Z, Z->Y
Restriction Edges:
   Y->Z, Z->Y
Fig. 4.14 – Re`gle 2 (repre´sentation textuelle).
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alors que la figure 4.17 illustre sa repre´sentation graphique.
En conside´rant ces principes, une re`gle de base de´crivant, par exemple : « l’ajout
de nouvelles instances de services Web ayant pour Cate´gorie de service AuthorMana-
gament », serait re´alise´e en appliquant la Re`gle R1 avec le motif Y(j=AuthorManagement).
Cette re`gle concerne tous les e´le´ments associe´s a` la Cate´gorie de service implique´e,








Fig. 4.15 – Re`gle 2 (repre´sentation graphique).
Rule [name=R3](i,j,k,l)
Delete Vertices: 
   X with parameters i,j,k,l;






Fig. 4.17 – Re`gle 3 (repre´sentation graphique).
la Cate´gorie de service AuthorManagament.
Un autre exemple serait : « la de´sactivation des services Web associe´s au Roˆle
coope´ratif TrackChair et a` la Cate´gorie de service ConferenceManagement ». Pour ceci,
nous appliquons la Re`gle R3 avec le motif X(i=TrackChair,j=ConferenceManagement). De nou-
veau, cela implique tous les e´le´ments associe´s a` ce Roˆle coope´ratif et a` cette Cate´gorie
de service.
4.4.1 Sche´ma XML pour les re`gles de base
Nous avons de´fini un sche´ma XML afin de repre´senter les re`gles de base. Cette
sche´ma he´rite certains types de´finis dans le sche´ma repre´sentant les architectures. La
figure 4.18 montre la de´finition du type complexe ruleType, il permet de de´crire les
quatre zones implique´es dans une re`gle de base. Chacune des zones est de´finie par
un type complexe nomme´ Node. La spe´cification du type Node est montre´e dans la
figure 4.19. Le code complet du sche´ma XML pour la spe´cification des re`gles de base






















Fig. 4.18 – Description des re`gles de base
Par rapport aux connexions entre nœuds, nous trouvons la de´finition des connexions
intra-zone par le biais de l’e´le´ment Interaction de´fini dans le type Node. Alors que les
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interactions inter-zone sont de´finies par le biais de l’e´le´ment IntersectionLinks de´fini
dans le type ruleType. Dans la de´finition de ce meˆme type, un attribut InvolvedSections








Fig. 4.19 – Description d’un nœud et ses connexions a` l’inte´rieur d’une zone de la re`gle
4.5 De´finition de re`gles de reconfiguration
Afin de de´finir la dynamique de la reconfiguration au niveau architectural nous pro-
posons l’utilisation de re`gles de transformation. Cette dynamique conside`re les actions
classiques ne´cessaires pour le diagnostic et la reconfiguration des applications.
Pour de´finir les actions de reconfiguration requises par un syste`me de services Web,
on se sert des re`gles de base et on de´finit les politiques pour sa correcte application.
C’est-a`-dire, on de´finit une se´quence ade´quate de re`gles de base afin d’e´tablir des actions
telles que la duplication ou la substitution de services Web.
La re`gle de duplication
La duplication conside`re l’addition de services ayant des fonctionnalite´s e´quivalentes.
Le but est de bien repartir la charge entre les services afin de pre´venir la de´gradation
de la qualite´ de service.
L’action de reconfiguration nomme´e Duplication est de´finie par la se´quence de re`gles
de base suivantes :
1. R1(X(i,j,k,l), Y(i′,j′,k′,l′)). // appliquer la re`gle R1 pour toutes les instances de ser-
vices Web identifie´es (par homomorphisme) a` partir des motifs X et Y.
2. R2(X(i,j,k,l), Y(i′,j′,k′,l′), Z(i′′,j′′,k′′,l′′)). // appliquer la re`gle R2 pour toutes les ins-
tances de services Web identifie´es (par homomorphisme) a` partir des motifs X,Y
et Z.
La re`gle de substitution
La substitution conside`re la redirection du flux du processus entre deux services
Web. L’application de cette action est traduite par la de´sactivation du premier service
et son remplacement par le second.
L’action de reconfiguration nomme´e Substitution est de´finie par la se´quence de re`gles
de base suivantes :
1. R1(X(i,j,k,l), Y(i′,j′,k′,l′)). // appliquer la re`gle R1 pour toutes les instances de ser-
vices Web identifie´es (par homomorphisme) a` partir des motifs X et Y.
2. R2(X(i,j,k,l), Y(i′,j′,k′,l′), Z(i′′,j′′,k′′,l′′)). // appliquer la re`gle R2 pour toutes les ins-
tances de services Web identifie´es (par homomorphisme) a` partir des motifs X,Y
et Z.
3. R3(X(i,j,k,l)). // appliquer la re`gle R3 pour toutes les instances de services Web
identifie´es (par homomorphisme) a` partir du motif X.
4.5.1 Outils pour la transformation des graphes
Tous les e´le´ments de´crits dans notre strate´gie peuvent eˆtre traduites dans un outil
logiciel imple´mentant des techniques de transformation de graphes. Dans le groupe OLC
du LAAS-CNRS et dans le cadre de la the`se de Guennoun (2006), un tel outil a e´te´
de´veloppe´. Les re´sultats en performance, pour la premie`re version, sont encourageants.
Ne´anmoins, dans son e´tat actuel, on se trouve avec une contrainte majeure, du fait
que les re`gles sont applique´es sur une seule instance (choisie arbitrairement) des homo-
morphismes trouve´s dans le graphe de l’architecture. Dans notre approche, ceci nous
empeˆche d’actualiser le graphe de l’architecture correctement, du fait que pour nous, la
re`gle doit s’appliquer sur toutes les instances associe´es aux types architecturaux de´finis
dans la re`gle.
Il existe d’autres outils du meˆme genre et de´veloppe´s dans d’autres institutions,
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tels que : AGG2 ou Fujaba3, ne´anmoins ils restent inade´quats du fait de son faible
performance pour traiter des architectures a` grande e´chelle.
4.6 Conclusion
Dans ce chapitre nous avons pre´sente´ une approche pour la description des architec-
tures des applications a` base de services Web. La proposition repre´sente une approche
originale visant l’automatisation du processus de gestion des architectures par des ac-
tions de reconfiguration.
De meˆme, notre approche associe de fac¸on originale, des techniques semi-formelles
(UML), mais amplement utilise´es ; avec des techniques formelles (technique de re´e´criture
de graphes) qui sont moins connues dans les milieux industriels et d’entreprise. La
description des architectures par les types structuraux, a permis un niveau d’abstraction
ade´quate, autorisant la construction des re`gles de base simples, et une manipulation qui
s’ave`re performante pour l’application des techniques de re´e´criture de graphes.
Le processus d’automatisation de notre approche est partiellement acheve´. Une tra-
duction des diagrammes UML par le biais des plugins de l’outil Fujaba vers le langage
XML a e´te´ de´veloppe´e dans le cadre d’une collaboration avec l’Universite´ de Sfax en
Tunisie. De meˆme, le moteur de transformation de graphes en cours de de´veloppement







Dans ce chapitre on introduit deux sce´narios applicatifs illustrant l’application de
l’approche introduite dans le chapitre pre´ce´dant. Un premier exemple traite le cas d’une
application de revue coope´rative, affecte´ au cas particulier d’un syste`me de gestion de
confe´rences scientifiques. Le deuxie`me exemple conside`re une application de magasin en
ligne. Dans les deux exemples les architectures, les acteurs, les activite´s et les actions
de reconfiguration sont pre´sente´es.
5.2 La revue coope´rative
Cet exemple illustre le fonctionnement d’une activite´ coope´rative commune adres-
sant le proble`me du « processus de revue ». Ce proble`me connaˆıt plusieurs adaptations
dans diffe´rents domaines d’activite´1. L’application de la revue coope´rative que nous
e´tudions dans le contexte du projet DIAMOND IST (2006) a pour but soutenir ce
genre d’activite´s.
L’ensemble des services, des parame`tres, des acteurs et des processus sont de´finis de
fac¸on ge´ne´rique et peuvent eˆtre applique´s a` diffe´rents domaines applicatifs ayant besoin
1Dans les activite´s industrielles, telles que l’inge´nierie de syste`mes embarque´s complexes, le « pro-
cessus de revue » est connu comme l’un des plus complexes de l’industrie ae´rospatiale (voir le projet
IST-DSE Baurens et al. (2001))
du processus de revue. Afin de faciliter la compre´hension de cet exemple nous nous
focalisons sur le classique sce´nario du processus de revue des publications scientifiques.
Nous abordons le cas des confe´rences scientifiques, en de´crivant le fonctionnement au-
tomatique de ses diffe´rentes activite´s, par le moyen de la conception d’un syste`me de
gestion de confe´rences qui suit une approche oriente´e service. Plusieurs travaux dans la
litte´rature ont aborde´ cette proble´matique, notamment : Nierstrasz (2000); Papagelis
et al. (2005); Mathews et Jacobs (1996).
Cette description prend en compte les diffe´rentes e´tapes caracte´risant les activite´s
notamment :
1. la recherche par les auteurs des confe´rences satisfaisant certains crite`res (par
exemple : the`me de recherche, re´putation de la confe´rence, date limite pour la
soumission et la publication des articles, maison d’e´dition,...),
2. la recherche par le Pre´sident du comite´ de programme des relecteurs satisfaisant
certains crite`res (par exemple : domaine de recherche, niveau d’expertise, labora-
toire de recherche,...),
3. le processus de soumission d’articles par les auteurs,
4. le processus d’e´valuation des articles par les relecteurs,
5. la re´cupe´ration des rapports d’e´valuation,
6. la diffusion des re´sultats issus des rapports envoye´s par les relecteurs,
7. l’e´dition et publication des actes.
5.2.1 Acteurs et Workflow
Plusieurs acteurs coope`rent afin d’accomplir les diffe´rentes taˆches de gestion du
processus de revue coope´rative. Ces acteurs sont de´finis comme suit :
– Le Pre´sident du comite´ de programme (PCP) repre´sente l’acteur principal dans
l’organisation d’une confe´rence. Ses taˆches sont requises dans diverses e´tapes du
syste`me, que ce soit dans le planning des confe´rences ou dans la publication des
actes. Dans la pratique, cette responsabilite´ peut eˆtre partage´e entre plusieurs
personnes.
– Les responsables de the`mes (RT) sont en charge de ge´rer chacune des sessions qui
composent une confe´rence.
– Les auteurs repre´sentent chacun des participants potentiels aux sessions d’une
confe´rence.
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– Les relecteurs repre´sentent les experts dans chacun des domaines de recherche issus
d’une confe´rence. Ils sont choisis en fonction de leur compe´tence pour produire
un rapport objectif sur les articles qui leurs sont affecte´s.
Pour la repre´sentation du workflow du syste`me de gestion de confe´rences, nous
adoptons une approche que nous appelons coope´rative. Dans cette approche nous nous
inte´ressons aux interactions entre services Web issues des activite´s caracte´risant les fonc-
tionnalite´s offertes par le syste`me. Ces activite´s correspondent aux diffe´rentes phases
du processus de revue coope´rative. Ainsi, le workflow du syste`me correspond au com-
portement externe de ses composants, par opposition a` leur comportement interne.
5.2.2 Description des phases
Plusieurs interactions, organise´es sous forme d’activite´s entre services Web, pour-
raient se mettre en place pour de´finir la dynamique de cette application. Par la suite
nous de´crivons les plus importantes. Du fait de l’inte´reˆt dans les interactions entre les
services Web du syste`me, nous proposons une description par le biais de diagrammes
de se´quence.
Phase de recherche de confe´rences
Cette phase de´crit le processus ou` les auteurs cherchent des « appels a` communica-








Fig. 5.1 – Recherche de confe´rences.
La figure 5.1 illustre le diagramme de se´quence concernant cette phase. Initialement,
un auteur (Author) ge´ne`re une requeˆte confSearch(confData visant la recherche de
confe´rences. La requeˆte est envoye´e par le service Web AuthorMgrSrv vers le service Web
ConfInfoProvServ. A son tour le service Web ConfInfoProvServ re´pond au service Web
AuthorMgrSrv en envoyant l’information des confe´rences send(confInfo) satisfaisant les
crite`res de choix e´tablis par l’auteur.
Phase de recherche de relecteurs
Cette phase concerne le processus de recherche et de se´lection des relecteurs. Les
relecteurs potentiels sont choisis par leurs qualifications et leur niveau d’expertise dans
un domaine donne´. Ils sont sollicite´s pour manifester leur inte´reˆt de participation aux












Fig. 5.2 – Recherche de relecteurs.
La figure 5.2 illustre le diagramme de se´quence concernant cette phase. Le service
Web ReviewingMgrServ envoie une requeˆte searchReviewersData(confData) contenant
les donne´es de la confe´rence, et visant a` inviter aux relecteurs a` participer dans une
confe´rence. Cette requeˆte est destine´e au service Web ReviewerMgrServ qui aˆ son tour
l’adresse aux relecteurs. Chaque relecteur doit accepter ou refuser l’invitation. Les re-
lecteurs qui ont accepte´ de participer a` la confe´rence sont rassemble´s par le service Web
ReviewerMgrServ qui adresse cette information au service Web ReviewingMgrServ.
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Phase d’inscription des auteurs
Cette phase conside`re le processus d’inscription des auteurs, ne´cessaire pour la sou-









Fig. 5.3 – Inscription a` une confe´rence.
La figure 5.3 illustre le diagramme de se´quence concernant cette phase. Initialement,
un auteur (Author) demande son inscription a` une confe´rence inscription(confId). Cette
demande est prise par le service Web AuthorMgrServ qui ge´ne`re une requeˆte autho-
rIns(authorData,confId) contenant : les donne´es de l’auteur et de la confe´rence. Cette
requeˆte est destine´e au service Web SubmisMgrServ qui enregistre a` l’auteur et envoie
une confirmation send(ack,authorId) au service Web AuthorMgrServ. Enfin, l’auteur
est informe´ de la prise en compte de son inscription.
Phase de soumission d’articles
Cette phase implique la soumission d’articles par les auteurs inte´resse´s a` une confe´-
rence.
La figure 5.4 illustre le diagramme de se´quence concernant cette phase. Initialement,
un auteur (Author) demande la soumission d’un article a` une confe´rence submit(paper).
Cette demande est prise par le service Web AuthorMgrServ qui ge´ne`re une requeˆte
submit(authorId,paper) contenant : l’identifiant de l’auteur et le papier a` de´poser. Cette
requeˆte est destine´e au service Web SubmisMgrServ qui enregistre la soumission et
envoie une confirmation send(ack,authorId,paperId) au service Web AuthorMgrServ.
Enfin, l’auteur est informe´ de la prise en compte de sa soumission.
Phase d’affectation d’articles
Cette phase implique le processus d’affectation des articles aux relecteurs par les
membres du comite´ de programme.
La figure 5.5 illustre le diagramme de se´quence concernant cette phase. Apre`s d’avoir
cre´e la liste d’affectation des articles, le service Web ReviewingMgrServ envoie une
requeˆte send(paper, paperId, reviewerId) contenant : l’article a` qualifier, l’identifiant
du papier et l’identifiant du relecteur. Cette requeˆte est prise par le service Web Re-
viewerMgrServ, qui adresse le papier aux relecteurs concerne´s. Le relecteur doit accu-
ser de re´ception, ainsi au travers du service Web ReviewerMgrServ, une confirmation
send(ack,paperId,reviewerId) est adresse´e au service Web ReviewingMgrServ.
Phase de transmission de rapports









Fig. 5.4 – Soumission d’articles.
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Fig. 5.6 – Transmission de rapports.
La figure 5.6 illustre le diagramme de se´quence concernant cette phase. Initia-
lement, un relecteur (Reviewer) demande la transmission de son rapport de revue
d’un article send(report,paperId). Cette demande est prise par le service Web Revie-
werMgrServ qui ge´ne`re une requeˆte send(report,paperId,reviewerId) contenant : le rap-
port, l’identifiant de l’article et l’identifiant du relecteur. Cette requeˆte est destine´e au
service Web ReviewingMgrServ qui enregistre le rapport et envoie une confirmation
send(ack,paperId,reviewerId) au service Web ReviewerMgrServ. Enfin, le relecteur est
informe´ de la prise en compte de son rapport.
Phase de notification
Cette phase traite le processus de notification des rapports de revue aux auteurs. La
de´cision sur l’acceptation ou le refus est prise par le PCP en se basant sur les rapports








Fig. 5.7 – Notification d’e´valuation.
La figure 5.7 illustre le diagramme de se´quence concernant cette phase. Apre`s d’avoir
cre´e la liste des articles accepte´s et la liste des articles refuse´s, le service Web ApprovalM-
grServ envoie une requeˆte send(authorId,paperId,decision,rapports) contenant : l’iden-
tifiant de l’author, l’identifiant du papier, la de´cision finale sur le papier (accepte´ ou re-
fuse´) et les rapports de revue. Cette requeˆte est prise par le service Web AuthorMgrServ,
qui adresse son contenu a` l’auteur concerne´. L’auteur doit accuser de re´ception, ainsi
au travers du service Web AuthorMgrServ, une confirmation send(ack,paperId,authorId)
est adresse´e au service Web ApprovalMgrServ.
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Phase de soumission des versions finales des articles
Cette phase traite la soumission, par les auteurs des versions finales des articles









Fig. 5.8 – Soumission des articles pour e´dition.
La figure 5.8 illustre le diagramme de se´quence concernant cette phase. Initialement,
un auteur (Author) dont son papier a e´te´ accepte´ pour publication, demande la sou-
mission de la version finale submit(finalPaper,paperId). Cette demande est prise par le
service Web AuthorMgrServ qui ge´ne`re une requeˆte send(finalPaper,paperId,authorId)
contenant : la version finale du papier, l’identifiant du papier et l’identifiant de l’auteur.
Cette requeˆte est destine´e au service Web PublishingMgrServ qui enregistre le papier
et envoie une confirmation send(ack,authorId,paperId) au service Web AuthorMgrServ.
Enfin, l’auteur est informe´ de la prise en compte de la version finale de son papier.
De´pendances entre phases
Les relations de de´pendances entre les diffe´rentes phases du syste`me de gestion de
confe´rences sont illustre´es dans la figure 5.9. Les deux premie`res phases, recherche de
confe´rences et recherche de relecteurs peuvent eˆtre de´marre´es en paralle`le. Apre`s ces
deux phases, l’inscription des auteurs et la soumission des articles doit eˆtre termine´es
avant de la phase d’affectation des articles. Ensuite, les phases de transmission de
rapports et notification aux auteurs doivent se succe´der. Enfin, lorsqu’un article est













Fig. 5.9 – Relations de de´pendances entre phases.
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5.2.3 Description architecturale
La description architecturale concernant cet exemple est pre´sente´e dans la figure
5.10. Cette description implique :
– Quatre Roˆles coope´ratifs :
– AuthorSite implique les sites participants pour les auteurs,
– ConfChairSite implique les sites participants pour les Pre´sidents des confe´ren-
ces,
– TrackChairSite implique les sites participants pour les track Chairs,
– ReviewerSite implique les sites participants pour les relecteurs.
– Trois Cate´gories de services :
– AuthorMgmt conside`re la gestion des fonctionnalite´s ge´ne´riques vis-a`-vis des
auteurs,
– ConfMgmt conside`re la gestion des fonctionnalite´s ge´ne´riques vis-a`-vis des
confe´rences,
– ReviewerMgmt conside`re la gestion des fonctionnalite´s ge´ne´riques vis-a`-vis
de relecteurs.
– Sept Classes de Services :
– AuthorMgr de´finit les fonctionnalite´s particulie`res concernant les auteurs,
– ConfInfoProv de´finit les fonctionnalite´s concernant les renseignements lie´s
aux confe´rences,
– ApprovalMgr de´finit les fonctionnalite´s du processus d’approbation des pu-
blications,
– PublishingMgr de´finit les fonctionnalite´s de gestion de publication des actes,
– SubmisMgr de´finit les fonctionnalite´s de gestion lie´e au processus de soumis-
sion des papiers,
– ReviewingMgr de´finit les fonctionnalite´s concernant la gestion du processus
de re´vision des papiers,
– ReviewerMgr de´finit les fonctionnalite´s particulie`res aux relecteurs.
5.2.4 Application des re`gles de reconfiguration
Afin de faciliter la lecture des actions de reconfiguration, nous utilisons un style left-
right (gauche-droit). C’est-a`-dire chaque action de reconfiguration est compose´e par un
coˆte´ gauche et un coˆte´ droit. Du coˆte´ gauche, on de´crit les e´le´ments de l’architecture
(services Web et connections) ne´cessaires a` l’application des re`gles. Et du coˆte´ droit,
on de´crit les e´le´ments de l’architecture souhaite´e par l’application des re`gles. Dans la
pratique, les modifications subies par l’architecture comme re´sultat de l’application de
l’action de reconfiguration sont obtenues en re´alisant plusieurs actions e´le´mentaires,
notamment : l’activation et la de´sactivation de services et de connections.
Re`gle de duplication
Un premier exemple concernant les actions de reconfiguration applique´es au syste`me
de gestion de confe´rences conside`re la duplication de services Web. On pourrait imaginer
plusieurs cas ou` cette action s’ave`re ne´cessaire, par exemple, des symptoˆmes tels que
la surcharge ou le de´bit faible. Comme illustre´ dans la figure 5.11 a` un moment donne´
plusieurs services AuthorMgrServ pourraient essayer d’acce´der a` la meˆme instance de
service ConfInfoProvServ, donc il est pertinent d’ame´liorer la performance, afin de sa-
tisfaire ce besoin, en de´ployant de nouvelles instances de ce dernie`re service. Dans ce
cas, la re`gle de duplication doit eˆtre applique´e. En suivant la description introduite dans
la section 4.5, l’application de la re`gle de duplication (R1R2) concernant cet exemple
est de´finie comme suit :
Pour toutes les instances de service Web de´finies par les motifs X, Y et Z, appliquer
les re`gles R1 (fig. 5.12) et R2 (fig. 5.13) de´finies ci-dessous.































Fig. 5.10 – Architecture de de´ploiement du syste`me de gestion de confe´rences.
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Fig. 5.11 – Application de la re`gle de duplication de services Web.
Rule [name=R1](i,j,k,l,i',j',k',l')
Match Vertices: 
   X with parameters i=ConfChairSite,j=ConfMgmt,k=ConfInfoProv,l=*;
Add Vertices:
   Y with parameters i'=ConfChairSite,j'=ConfMgmt,k’=ConfInfoProv,l'=new;
Fig. 5.12 – Re`gle R1 applique´e a` l’action de duplication de services Web.
Rule [name=R2](i,j,k,l,i',l',i'',j'',k'')
Match Vertices: 
   X with parameters i=ConfChairSite,j=ConfMgmt,k=ConfInfoProv,l!=new;
   Y with parameters i'=ConfChairSite,j'=ConfMgmt,k'=ConfInfoProv,l'=new;
   Z with parameters i''=*,j''=*,k''=*;
Match Edges:
   X->Z, Z->X
Add Edges:
   Y->Z, Z->Y
Restriction Edges:
   Y->Z, Z->Y
Fig. 5.13 – Re`gle R2 applique´e a` l’action de duplication de services Web.
de duplication.
Action de Reconfiguration Actions e´le´mentaires
Duplication add Service(ci2)
bind Service(am1,ci2)
Tab. 5.1 – Actions e´le´mentaires exe´cute´es pendant l’application de la re`gle de duplica-
tion.
Re`gle de substitution
Un deuxie`me exemple conside`re un cas d’application de la re`gle de reconfiguration
nomme´e substitution. Des cas de dysfonctionnement re´currents telles que : un service de
mauvaise qualite´, un de´bit faible ou le de´ni de service ; pourraient entraˆıner la de´cision
d’appliquer ce genre de reconfiguration. Comme illustre´ dans la figure 5.14, a` un moment
donne´ il est possible qu’un groupe de services Web relie´s par la meˆme Cate´gorie de
service tombe dans un e´tat de dysfonctionnement, donc a` ce moment il est pertinent
de lancer une action de substitution sur tous les services Web implique´s par cette
cate´gorie, visant a` ramener le syste`me dans un e´tat normal d’exe´cution. Pour cela, il
faut e´galement prendre en compte les connections pre´e´tablies avant d’appliquer l’action
de reconfiguration, afin de les pre´server avec les nouvelles instances des services cre´e´s
par cette action. Ceci est le cas, par exemple, en appliquant la re`gle de substitution sur
les services AuthorMgrServ et ConfInfoProvServ. De la meˆme manie`re, plusieurs autres
cas pourraient eˆtre illustre´s. En suivant la description introduite dans la section 4.5,
l’application de la re`gle de substitution (R1R2R3) concernant cet exemple est de´finie
comme suit :
Pour toutes les instances de services Web de´finies par X, Y et Z, appliquer les re`gles
R1 (fig. 5.15),R2 (fig. 5.16) et R3 (fig. 5.17) de´finies ci-dessous.
Le tableau 5.2 re´sume la se´quence des actions e´le´mentaires associe´es a` la re`gle de
substitution.
5.2.5 Mise en œuvre du syste`me de gestion de confe´rences
Le syste`me de gestion de confe´rences a e´te´ imple´mente´ en utilisant la technologie
des services Web. Par la suite, nous pre´sentons les e´le´ments principaux de sa mise en
œuvre.
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   X with parameters j=ConfMgmt;
Add Vertices:
   Y with parameters j'=ConfMgmt,l'=new;
Fig. 5.15 – Re`gle R1 applique´e a` l’action de substitution de services Web.
Rule [name=R2](j,l,j',l',i'',j'',k'')
Match Vertices: 
   X with parameters j=ConfMgmt,l!=new;
   Y with parameters j'=ConfMgmt,l'=new;
   Z with parameters i''=*,j''=*,k=''=*;
Match Edges:
   X->Z, Z->X
Add Edges:
   Y->Z, Z->Y
Restriction Edges:
   Y->Z, Z->Y
Fig. 5.16 – Re`gle R2 applique´e a` l’action de substitution de services Web.
Rule [name=R3](j,l)
Delete Vertices: 
   X with parameters j=ConfMgmt,l!=new;
Fig. 5.17 – Re`gle R3 applique´e a` l’action de substitution de services Web.













Tab. 5.2 – Actions e´le´mentaires exe´cute´es pendant l’application de la re`gle de substi-
tution.
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Environnement Logiciel
Pour la re´alisation de ce syste`me, sous la plate-forme J2EE (Java 2 Entreprise
Edition) comme environnement de de´veloppement, les outils suivants ont e´te´ utilise´s.
Le langage de programmation JAVA a e´te´ choisi pour de´crire les diffe´rents services
Web formant cette application. Outre ses avantages de portabilite´, de simplicite´, d’eˆtre
oriente´ objet et dynamique, Java nous permet de de´velopper des applications Web graˆce
a` la technologie JSP et Servlet.
Eclipse a e´te´ utilise´ tant qu’environnement de de´veloppement. Eclipse est un envi-
ronnement de de´veloppement inte´gre´ (ang. IDE : Integrated Development Environment)
dont le but est de fournir une plate-forme modulaire pour permettre de re´aliser toute
sorte de de´veloppements informatiques. Nous avons choisi Eclipse, d’une part parce
qu’il utilise Java comme langage de programmation, d’autre part vu la pertinence de
cet outil pour le de´veloppement des applications utilisant la technologie des services
Web et enfin pour l’extensibilite´ qu’offre cet outil graˆce aux plug-ins.
Apache Tomcat a e´te´ utilise´ en tant que serveur d’applications. Tomcat est un ser-
veur d’applications Java Open source qui fonctionne sur plusieurs plates-formes (Linux,
Windows, MAcOs...). Ce serveur nous permet d’he´berger le site Web de l’application.
Il nous offre un environnement pour l’exe´cution des services Web (graˆce a` Axis).
On a travaille´ avec Apache Axis en tant que conteneur de de´ploiement. Axis est
un ensemble d’APIs permettant le de´ploiement de services Web. Axis nous permet de
de´ployer des services Web a` travers Eclipse et permet de ge´ne´rer automatiquement leurs
fichiers de description.
Concernant la gestion de la base de donne´es, le syste`me de gestion de bases de
donne´es Open Source MySQL a e´te´ choisi pour stocker toutes les donne´es relatives
au syste`me de gestion de confe´rences a` savoir les informations personnelles de tous
les utilisateurs du syste`me (PCP, PT, auteur) et les informations relatives a` chaque
confe´rence. Ce choix se justifie par son adaptabilite´ avec les applications Web et sa
capacite´ de supporter une masse importante d’enregistrements.
Enfin, les protocoles de transfert de fichiers HTTP et le protocole de messagerie
SMTP sont utilise´s pour le routage des interactions.
Architecture de mise en œuvre
L’architecture globale de mise en œuvre est illustre´e par la figure 5.18. Cette ar-
chitecture qui repose sur l’utilisation des services Web a pour objectif d’assurer une
flexibilite´ d’e´change de services entre les diffe´rents composants du syste`me de ges-
tion de confe´rences. Le choix des services Web participants respecte la spe´cification
du syste`me de gestion de confe´rences, de´crit pre´ce´demment, qui donne l’ensemble des
services a` conside´rer conforme a` une architecture oriente´e service. Ces services Web
servent a` exe´cuter des taˆches varie´es pour supporter l’ensemble des fonctionnalite´s de
l’application et ils peuvent eˆtre classe´s en trois parties :
Fig. 5.18 – Architecture de mise en œuvre du syste`me de gestion de confe´rences.
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1. Partie cliente (Client Side)
– Couche de pre´sentation : C’est l’interface homme machine qui assure l’incor-
poration entre les clients. Elle contient les services Web clients suivants qui
se distinguent par l’acteur qui les utilise :
– Service Web Author : Il est interroge´ sur chaque traitement spe´cifique a`
l’auteur a` savoir son inscription, la soumission de ses papiers, la soumis-
sion finale, etc.
– Service Web Reviewer : Il est invoque´ par le relecteur pour re´pondre
a` toutes ses demandes a` savoir son inscription, la transmission de ses
rapports et le te´le´chargement des papiers qui lui sont assigne´s.
– Service Web Chairman : Il est interroge´ si les services demande´s concerne
le pre´sident de la confe´rence. Ces services sont la recherche et l’invita-
tion des relecteurs, l’affectation des papiers soumis et la notification des
auteurs par la de´cision prise concernant leurs papiers.
– Service Web Administrator : Il est spe´cifique a` l’administrateur et lui
fournit tous les services ne´cessaires pour recouvrir la taˆche d’administra-
tion a` savoir la cre´ation de nouvelles confe´rences, l’attribution des roˆles
et le suivi des actions des utilisateurs pour chacune des confe´rences.
– Service Web Conference : Il peut eˆtre invoque´ par tout utilisateur de
l’application voulant proce´der a` l’enregistrement pour assister a` une
confe´rence choisie ou la recherche d’une confe´rence.
2. Partie orchestration. Pour faciliter la communication entre les services Web de
l’application, nous avons choisi de mettre en place un service Web centralise´ qui
joue le roˆle d’un orchestrateur (ang. Orchestrator). Sa taˆche se restreint a` la
redirection des requeˆtes envoye´es par les diffe´rentes entite´s vers leurs destinations
ce qui permet de bien organiser le trafic d’e´change de services entre eux. Il agit
donc comme un chef d’orchestre pour les services Web sur lesquels se base notre
syste`me de gestion de confe´rences en assurant une flexibilite´ extreˆme.
3. Partie serveur (Server Side). Cette partie contient deux principaux services Web :
Cooprerative reviewing et ConfSearch.
– Service Web Cooperative reviewing : Il englobe les services Web suivants :
– ConfInfoProvider : Il assure la cre´ation de nouvelles confe´rences ainsi
que l’affectation des pre´sidents pour chacune d’elles.
– SubmissionMgr : Il permet la sauvegarde des donne´es personnelles de
l’auteur ainsi que ses donne´es d’authentification, de ge´rer le processus
de soumission des papiers et celle de la soumission finale en cas d’accep-
tation d’un papier.
– AprovalMgr : Il assure la prise de de´cision finale ainsi que la notification
des auteurs par cette de´cision.
– ReviewingMgr : Il permet la sauvegarde des donne´es personnelles du
relecteur ainsi que ses donne´es d’authentification. De plus, il ge`re l’af-
fectation des papiers aux relecteurs ade´quats. Il assure aussi la revue des
papiers assigne´s et la transmission des rapports d’analyse.
– ReviewerRegistry : Il se charge de stocker les donne´es de base des relec-
teurs ainsi que leur recherche suivant certains crite`res.
Pour assurer toutes ces fonctionnalite´s, ces services Web prennent la charge
d’acce´der a` la base de donne´es (Database interface) soit pour enregistrer
toutes les donne´es concernant les confe´rences, les auteurs, les relecteurs,
les pre´sidents, les rapports et les papiers lors de leurs cre´ations soit pour
re´pondre a` une requeˆte portant sur les informations relatives a` un de ces
e´le´ments.
– service Web ConfSearch. Nous y recensons le service Web Registry permet-
tant aux diffe´rents acteurs de lancer une recherche sur des confe´rences exis-
tantes selon un certain nombre de crite`res.
Description des interfaces utilisateur
Par la suite, nous de´crivons les interfaces utilisateur les plus importantes du syste`me
de gestion de confe´rences.
La page d’accueil
La page d’accueil du site pre´sente au de´but un aperc¸u ge´ne´ral sur les diffe´rents
services offerts par le syste`me. Elle affiche aussi une liste des confe´rences he´berge´es par
le site (voir figure 5.19).
A travers des liens hypertextes, l’utilisateur a le choix entre :
– La cre´ation d’une nouvelle confe´rence (c’est principalement la taˆche de l’adminis-
trateur),
– La participation a` une confe´rence pour chacun des utilisateurs (PCP, PT, auteur),
– La recherche d’une confe´rence respectant certains crite`res,
– L’inscription a` une confe´rence pour payer les frais d’enregistrement.
En suivant le lien « Create your own conference », une interface d’identification s’af-
fiche demandant le login et le mot de passe de l’administrateur. Une fois l’identification
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Fig. 5.19 – Page d’accueil du syste`me de gestion de confe´rences.
de l’administrateur est valide´e, la page d’accueil concernant l’administrateur s’affiche
pre´sentant dans un menu horizontal toutes les fonctionnalite´s possibles. En cliquant sur
le bouton « Configuration », l’administrateur a la possibilite´ de configurer les diffe´rents
parame`tres d’installation du site sur la machine he´bergente (adresse du serveur SMTP,
le chemin du re´pertoire d’installation du serveur d’application, l’adresse du serveur,
etc.).
Fig. 5.20 – Page de recherche de confe´rences.
Recherche de confe´rences
En cliquant sur le lien « Search for a conference », l’interface de recherche apparaˆıt.
L’utilisateur saisit les diffe´rents crite`res sur lesquels porte sa recherche. Le re´sultat
s’affiche sous forme d’une liste contenant les donne´es relatives a` chaque confe´rence
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re´pondant a` ces crite`res de recherche (Voir figure 5.20). En validant les crite`res de
recherche, une interface contenant les titres des confe´rences ouvertes et re´pondants aux
crite`res de´ja` saisis s’affiche.
Soumission d’un papier
Un auteur ne peut soumettre son papier que s’il est de´ja` inscrit dans la confe´rence.
Pour cela deux choix sont possibles : Si l’auteur n’est pas inscrit, un lien lui permet
de faire son inscription et s’il est de´ja` inscrit, l’interface d’identification apparaˆıt de-
mandant a` l’auteur de saisir son nom d’utilisateur et son mot de passe. Apre`s son
identification, un auteur peut soumettre la version de son papier plusieurs fois avant de
de´passer la date limite de soumission (deadline). Pour la premie`re soumission, l’auteur
doit se´lectionner le bouton radio « New Paper » et remplir les informations relatives
a` son papier a` savoir : le titre, les diffe´rents sujets couverts par le papier, le re´sume´,
les mots cle´s et ensuite, il doit soumettre la version comple`te de son article (Voir fi-
gure 5.21). Seuls les formats pdf, doc, ps, txt sont accepte´s. Autrement, un message
d’erreur apparaˆıt.
L’auteur qui s’est identifie´ et qui a rempli toutes les informations pre´ce´demment
mentionne´es, est conside´re´ comme l’auteur principal de l’article. Si le papier est re´dige´
par plusieurs auteurs (co-auteurs), l’auteur principal est invite´ a` les inscrire en cliquant
sur le bouton « Other authors »et a` saisir leurs diffe´rentes informations. Ces co-auteurs
sont ajoute´s a` la base de donne´es et le syste`me attribue a` chacun un nom d’utilisateur
et un mot de passe qu’il envoie par courrier e´lectronique. Si l’une des donne´es relatives
a` l’article n’est pas fournie, un message d’erreur apparaˆıt demandant a` l’auteur de
remplir le champ manquant et de refaire la soumission. Si la soumission du papier est
valide´e, un code est attribue´ au papier soumis et automatiquement expe´die´ a` l’adresse
e´lectronique de l’auteur principal.
Affectation des papiers
L’ope´ration d’affectation des papiers aux relecteurs se fait en cliquant sur le bou-
ton du menu. L’affectation n’est possible que si la date de « deadline » est de´passe´e.
Autrement, un message d’erreur sera affiche´.
Une fois la date finale de soumission est de´passe´e, le PCP aura une interface conte-
nant le nombre total de papiers soumis ainsi que le nombre de relecteurs qui participent
a` la confe´rence. A travers cette interface, le PCP pre´cise les diffe´rentes contraintes d’af-
fectation : le nombre minimum de relecteurs pour la revue d’un papier et le nombre
maximum de papiers affecte´s a` un relecteur (Voir figure 5.22).
Fig. 5.21 – Page de soumission d’articles.
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Fig. 5.22 – Phase d’affectation des articles aux relecteurs.
En validant les contraintes d’affectation le PCP aura le choix entre l’affectation
automatique ou l’affectation manuelle des papiers. Pour une affectation automatique,
le PCP suit le lien « Assign paper ». Ainsi, l’affectation des papiers aux relecteurs
se fait automatiquement en respectant les contraintes de´ja` de´finies et des courriers
e´lectroniques seront envoye´s aux relecteurs pour leur informer des papiers a` te´le´charger.
L’affectation d’un papier a` un relecteur n’est valide que si ce dernier n’est ni un auteur
ni un co-auteur du papier. Le PCP aura la possibilite´ de modifier la liste des relecteurs
qui ont e´te´ affecte´s a` un papier.
Transmission d’un rapport
Pour chaque papier, un formulaire d’e´valuation apparaˆıt permettant au relecteur
de saisir ses commentaires et de donner son jugement concernant ce papier (Voir fi-
gure 5.23).
A la suite de cette de´marche, deux types de rapports d’analyse seront envoye´s au
site de la confe´rence. Le premier est destine´ au pre´sident et le deuxie`me est destine´ a`
l’auteur (Voir figure 5.24). Le relecteur n’a pas le droit de modifier un rapport de´ja`
envoye´.
5.3 L’exemple « Foodshopping »
L’exemple du « Foodshopping » conside`re une socie´te´ qui vend et de´livre des pro-
duits d’alimentation. Pour placer ses produits, cette socie´te´ dispose d’un magasin (ang.
Shop) en ligne et de plusieurs entrepoˆts (ang. Warehouses) localise´s dans des re´gions
diffe´rentes. Les entrepoˆts stockent de produits non-pe´rissables et sont en charge de la
de´livrance aux clients en fonction de la proximite´ aux domiciles des clients.
Les clients (ang. Customers) interagissent avec le magasin afin de placer des com-
mandes de produits, acquitter la facture et recevoir les produits. Dans le cas de produits
pe´rissables, ou de produits indisponibles en stock, la socie´te´ doit contacter plusieurs
fournisseurs (ang. Suppliers).
Bien que la plupart des interactions cite´es par ce cas d’e´tude sont e´lectroniques, et
effectue´es par de services Web, dans certains cas il peut avoir des interactions impli-
quant des acteurs humains (par exemple, la livraison des produits). Ne´anmoins, afin de
garder un esprit d’automatisme nous nous limitons a` traiter uniquement les interactions
e´lectroniques.
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Fig. 5.23 – Rapport d’e´valuation des articles.
Fig. 5.24 – Transmission du rapport d’e´valuation.
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5.3.1 Acteurs et workflow




– un nombre variable de fournisseurs, qui pourrait eˆtre aussi 0.
Lorsqu’un client fait une commande, le magasin choisi d’abord l’entrepoˆt plus proche
a` l’adresse du client qui sera implique´ dans la conversation. Les produits commande´s
sont conside´re´s de deux types :
1. Produit pe´rissable, c’est-a`-dire il ne peut pas eˆtre stocke´, donc il n’est disponible
qu’aupre`s des fournisseurs. Ces produits sont ge´re´s directement par le magasin.
2. Produit non-pe´rissable, ils sont disponibles aupre`s des entrepoˆts et sont ge´re´s par
eux-meˆmes.
La premier de´marche a` faire est de ve´rifier la disponibilite´ des produits commande´s,
aupre`s d’entrepoˆts pour les produits non-pe´rissables et de fournisseurs pour les produits
pe´rissables. Par un souci de simplicite´, on ne conside`re pas les e´changes de produits
entre diffe´rents entrepoˆts. Dans le cas de disponibilite´, les produits sont temporairement
re´serve´s afin d’e´viter les conflits entre plusieurs ordres.
Une fois que le magasin rec¸oit toutes les re´ponses sur la disponibilite´ des produits,
il peut de´cider de continuer avec la commande, ou bien l’annuler. Une commande est
annule´e chaque fois qu’au moins un produit est indisponible. Dans le dernier cas, toutes
les re´servations des produits sont annule´es et la conversation est termine´e.
Si la commande continue, le magasin calcule le couˆt total (produits + livraison) en
ensemble avec l’entrepoˆt qui de´termine le couˆt de livraison. Ensuite, le magasin envoie
la facture au client, qui peut de´cider de payer ou pas. Si le client ne paye pas, toutes le
re´servations de produits sont annule´es et la conversation est termine´e. Si le client paye,
tout les produits re´serve´s sont confirme´s et les fournisseurs sont sollicite´s a` envoyer les
produits a` l’entrepoˆt. L’entrepoˆt ressemblera tout les produits et les enverra au client.
Par la suite, pour chaque acteur nous de´crivons son workflow et ses relations avec
les autres acteurs dans l’ensemble du workflow. Chaque workflow est repre´sente´ par
un diagramme d’activite´s. Dans la notation un trait continu indique une interaction
e´lectronique alors qu’un trait en pointille´ indique une interaction physique.
Workflow coˆte´ Client
Nous repre´sentons le workflow du client (figure 5.25) de manie`re abstraite, c’est-a`-
dire nous ne repre´sentons pas son comportement interne mais seulement son interface
avec les autres acteurs. La raison est que le client est conside´re´ comme un composant

























Fig. 5.25 – Workflow du client dans l’application « Foodshopping ».
Le client commence son workflow en faisant une commande (sendOrder). La com-
mande de´crit les produits (items) qu’inte´ressent au client et ses coordonne´es personnels
(custInfo). Ensuite, le client attend une re´ponse du magasin ; si un ou plusieurs produits
ne sont pas disponibles la conversation termine (exit). Dans le cas contraire, le client
rec¸oit la facture (bill) et de´cide payer (replyPay) en envoyant le paie (payment) au
magasin. Si le client de´cide de ne pas payer, la conversation termine (exit). Si le client a
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paye´, il attend le colis (parcel) avec les produits commande´s depuis l’un des entrepoˆts.
Dans ce workflow tous les interactions sont e´lectroniques sauf la livraison des produits
par l’entrepoˆt.
Workflow coˆte´ Magasin
Le workflow du magasin (figure 5.26) implique plusieurs activite´s internes. Lorsque le
magasin rec¸oit une commande (receiveOrder) de´crivant les produits (items) commande´s
et les coordonne´es du client (custInfo), il choisit l’entrepoˆt le plus proche au client
(selectWH) et divise en deux groupes la commande (splitOrder) : un pour les produits
pe´rissables (ns items) et un autre pour les produits non-pe´rissables (s items). Ensuite,
le magasin ve´rifie la disponibilite´ des produits pe´rissables (checkAvail&reserve) aupre`s
des fournisseurs, en demandant une re´servation provisoire des produits disponibles.
Le magasin rec¸oit en retour la liste de produits re´serve´s (ns resitems), les codes de
re´servation correspondants (ns rescodes) et la re´ponse des disponibilite´s(ns answers).
La liste de produits non-pe´rissables (s items) est envoye´e a` l’entrepoˆt choisi (che-
ckAvail), qui envoi en retour une re´ponse collective (s answers) sur la disponibilite´s des
produits.
Si l’un des produits commande´s n’est pas disponible, la commande est annule´e. Le
magasin communique cette de´cision au client et annule les re´servations des produits
(unreserved) aupre`s des fournisseurs et de l’entrepoˆt.
Par contre, si tous les produits de la commande sont disponibles, le magasin de-
mande a` l’entrepoˆt de calculer le couˆt de livraison (shipCost), qui de´pend de la distance
entre l’entrepoˆt et l’adresse du client, ainsi que du poids total des produits commande´s
(c’est pourquoi le magasin envoi a` l’entrepoˆt la liste de produits (items) ainsi que les
coordonne´es du client (custInfo).
Le magasin calcule le couˆt total (totalCost) et envoi la facture au client, qui devrais
l’acquitter (payment). Si le client de´cide de ne pas payer, le magasin annule toutes
les re´servations (unreserved) aupre`s des fournisseurs et de l’entrepoˆt. Si le client paie,
le magasin renvoi la commande a` l’entrepoˆt (fwOrder), qui a` ce moment, deviens le
responsable de la livraison. L’entrepoˆt envoi aux fournisseurs ses coordonne´es (whInfo)

































available, and if it is









































































Fig. 5.26 – Workflow du magasin dans l’application « Foodshopping ».
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Workflow coˆte´ Entrepoˆt
Le workflow de l’entrepoˆt commence en recevant une commande depuis le magasin,
afin de ve´rifier la disponibilite´ de produits non-pe´rissables (s items) et de les re´server
(reserveAvail). Si quelques produits ne sont pas disponibles, l’entrepoˆt contacte les four-
nisseurs afin de ve´rifier leur disponibilite´ et de les re´server (findSuppliers). En retour,
l’entrepoˆt rec¸oit la liste de produits re´serve´s (s items), les codes de re´servations corres-
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Fig. 5.27 – Workflow de l’entrepoˆt dans l’application « Foodshopping ».
L’entrepoˆt pre´pare une re´ponse collective vis-a`-vis de la disponibilite´ des produits
et l’envoi au magasin (collectAnswers). Ensuite, deux cas sont possibles : le magasin
de´cide d’annuler la commande ou de proce´der. Dans le premier cas, le magasin doit
annuler toutes les re´servations aupre`s des fournisseurs (unreserved). Dans le second
cas, le magasin demande a` l’entrepoˆt de calculer le couˆt de livraison (provideShipCost).
Ensuite le magasin demande a` l’entrepoˆt de continuer avec la commande. Dans le
cas de produits non-disponibles, l’entrepoˆt demande aux fournisseurs de lui envoyer les
produits re´serve´s (requestSupply), en lui donnant les codes de re´servation (s rescodes)
et ses coordonne´es (whInfo).
A ce moment, l’entrepoˆt doit pre´parer le colis avec les produits. Afin de pouvoir
re´aliser ceci, l’entrepoˆt doit attendre les items en provenance des fournisseurs, que ce soit
les produits non-pe´rissables re´serve´s par lui meˆme ou les produits pe´rissables re´serve´s
par le magasin.
Une fois que le colis est preˆt, l’entrepoˆt demande au transporteur (requestShipping)
de le livrer au client.
Workflow coˆte´ Fournisseur
A l’instar du client, le workflow du fournisseur (figure 5.28) est abstrait du fait que
chaque fournisseur peut avoir des comportements internes diffe´rents.
Ici on de´crit un workflow ge´ne´rique et inde´pendant du service Web qui contactes le
fournisseur. C’est pourquoi, le service Web qui ache`te des produits est nomme´ acheteur
(buyer), alors que celui qui rec¸oit les produits est nomme´ re´cepteur (receiver). En ce qui
concerne cet exemple de «Foodshopping », l’acheteur peut eˆtre le magasin ou l’entrepoˆt,
tandis que le re´cepteur est toujours l’entrepoˆt.
Le workflow du fournisseur commence quand il est sollicite´ par l’acheteur de ve´rifier
la disponibilite´ de quelques produits et de les re´server (verify&reserve). Le fournisseur
envoi en retour la liste de produits re´serve´s (resitems), les codes de re´servation corres-
pondants (rescodes) et les re´ponses de disponibilite´s (answers).
Ensuite l’acheteur peut demander l’annulation de la re´servation (unReserve) ou
demander au fournisseur d’envoyer les produits (supply) a` l’adresse de livraison du
re´cepteur (sendAddress).
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Fig. 5.28 – Workflow du fournisseur dans l’application « Foodshopping ».
5.3.2 Description architecturale
La description architecturale caracte´risant cet exemple est illustre´e par la figure 5.29.
Cette description implique :
– Quatre Roˆle coope´ratifs
– CustSite conside`re les sites participant pour les clients,
– ShopSite repre´sente les sites de de´ploiement pour les e´le´ments caracte´risant
le magasin,
– WHSite repre´sente les sites participant pour l’entrepoˆt,
– SupSite conside`re les sites participant pour les fournisseurs.
– Quatre Cate´gories de service
– CustMgmt ge`re les fonctionnalite´s ge´ne´rales vis-a`-vis des clients,
– ShopMgmt ge`re les fonctionnalite´s ge´ne´rales vis-a`-vis du magasin,
– WHMgmt conside`re la gestion des fonctionnalite´s ge´ne´rales vis-a`-vis des en-
trepoˆts,
– SupMgmt conside`re la gestion des fonctionnalite´s ge´ne´rales vis-a`-vis des four-
nisseurs.
– Six Classes de service
– CustMgr caracte´rise les fonctionnalite´s spe´cifiques aux clients,
– OrderMgr caracte´rise les fonctionnalite´s spe´cifiques au processus de com-
mandes,
– StockMgr caracte´rise les fonctionnalite´s spe´cifiques a` la gestion de stocks,
– SalesMgr caracte´rise les fonctionnalite´s spe´cifiques au processus de ventes,
– WHMgr caracte´rise les fonctionnalite´s spe´cifiques aux entrepoˆts,
– SupMgr caracte´rise les fonctionnalite´s spe´cifiques aux fournisseurs.
Une configuration initiale illustrant des services Web et leurs interactions, est pre´sente´e
par la figure 5.30. La fonctionnalite´ caracte´risant le magasin est de´compose´e en trois
services Web :
1. Le service Web OrderMgrServ est responsable de la gestion des commandes d’ar-
ticles, pour ceci il doit e´tablir une conversation avec le service Web WHMgrServ
(en ce qui concerne le transport et les produits non-pe´rissables) et avec le service
Web SupMgrServ (en ce qui concerne les produits pe´rissables).
2. Le service Web StockMgrServ est responsable de la gestion de l’indisponibilite´ des
produits, en interaction avec le service Web SupMgrServ.
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3. Le service Web SalesMgrServ ge`re toutes les de´marches concernant les paiements
et l’e´mission des factures. Pour ceci, ce service doit e´tablir une conversation avec





























































Fig. 5.30 – Interconnexion des services Web interagissant dans l’application « Food-
shopping ».
5.3.3 Application des re`gles de reconfiguration
Re`gle de duplication
Un premier exemple illustrant les actions de reconfiguration pour l’application «Food-
shopping » conside`re la duplication de services Web. En effet, plusieurs raisons pour-
raient eˆtre a` l’origine de la de´cision d’appliquer cette action, notamment des symptoˆmes
associe´s : a` la surcharge et a` un faible taux de re´ponse. Et ceci afin d’anticiper et de
pre´venir la de´gradation de la QdS offerte par les services Web.
Comme montre´ dans la figure 5.31, il s’ave`re que a` un moment donne´, suite a` une
sur-demande de produits, un service Web OrderMgrServ essayant d’adresser plusieurs
instances du service Web WHMgrServ entraˆıne le de´ploiement de nouvelles instances
de ce dernier service. En effet, c’est le maintien de la QdS qui pousse a` la cre´ation de
ces nouvelles instances. Dans ce cas, la re`gle de duplication est applique´e en adressant
les instances de services Web associe´s au Roˆle coope´ratif WHSite.
En suivant la description introduite dans la section 4.5, l’application de la re`gle de
duplication (R1R2) concernant cet exemple est de´finie comme suit :
Pour toutes les instances de service Web de´finies par les motifs X, Y et Z, appliquer
les re`gles R1 (fig. 5.32) et R2 (fig. 5.33) de´finies ci-dessous.
Le tableau 5.3 re´sume la se´quence des actions e´le´mentaires ne´cessaires pour la re`gle
de duplication.





Tab. 5.3 – Actions e´le´mentaires exe´cute´es pendant l’application de la re`gle de duplica-
tion.
Re`gle de substitution
Un second exemple de´crivant des actions de reconfiguration pour l’application «Food-
shopping » conside`re l’action de substitution. Des cas de dysfonctionnement re´currents
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Fig. 5.31 – Application de la re`gle de duplication.
telles que : des services Web retournant des valeurs errone´es, temps de re´ponse tardive
ou encore le de´ni de service pourraient de´clencher l’application de ce type d’action.
Comme illustre´ dans la figure 5.14 il se peut que, a` un moment donne´, un groupe de
services Web associe´s a` la meˆme Cate´gorie de service rentre dans un e´tat de dysfonction-
nement. Ainsi, une manie`re efficace de palier a` cette situation conside`re la substitution
de tous le services Web associe´s a` cette Cate´gorie de service (ShopMgmt).
On doit e´galement tenir compte des interactions en cours mene´s par les services Web
a` remplacer, afin de les re´tablir avec les nouvelles instances de services Web de´ploye´es.
Dans cet exemple, c’est le cas entre les couples de services Web suivants :
– CustMgrServ et OrderMgrServ,
– OrderMgrServ et WHMgrServ, et
– OrderMgrServ et StockMgrServ.
Dans ce sce´nario, la re`gle de substitution est applique´e en adressant le Roˆle coope´ratif
ShopSite et la Cate´gorie de service ShopMgmt. Plusieurs autres sce´narios pourraient
eˆtre illustre´s en affectant des valeurs diffe´rentes aux variables associe´es a` chaque type
architectural.
En suivant la description introduite dans la section 4.5, l’application de la re`gle de
substitution (R1R2R3) concernant ce sce´nario particulier est de´finie comme suit.
Rule [name=R1](i,i',l')
Match Vertices: 
   X with parameters i=WHSite;
Add Vertices:
   Y with parameters i'=WHSite,l'=new;
Fig. 5.32 – Re`gle R1 applique´e a` l’action de duplication de services Web.
Rule [name=R2](i,l,i',l',i'',j'',k'')
Match Vertices: 
   X with parameters i=WHSite,l!=new;
   Y with parameters i'=WHSite,l'=new;
   Z with parameters i''=*,j''=*,k''=*;
Match Edges:
   X->Z, Z->X
Add Edges:
   Y->Z, Z->Y
Restriction Edges:
   Y->Z, Z->Y
Fig. 5.33 – Re`gle R2 applique´e a` l’action de duplication de services Web.
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Fig. 5.34 – Application de la re`gle de substitution.
Pour toutes les instances de services Web de´finies par X, Y et Z, appliquer les re`gles
R1 (fig. 5.35), R2 (fig. 5.36) et R3 (fig. 5.37) de´finies ci-dessous.
Rule [name=R1](i,j,i',j',l') 
Match Vertices: 
   X with parameters i=ShopSite,j=ShopMgmt;
Add Vertices:
   Y with parameters i'=ShopSite,j'=ShopMgmt,l'= new;
Fig. 5.35 – Re`gle R1 applique´e a` l’action de substitution de services Web.
Rule [name=R2](i,j,i',j',l',i'',j'',k'')
Match Vertices: 
   X with parameters i=ShopSite,j=ShopMgmt;
   Y with parameters i'=ShopSite,j'=ShopMgmt,l'= new;
   Z with parameters i''=*,j''=*,k=''=*;
Match Edges:
   X->Z, Z->X
Add Edges:
   Y->Z, Z->Y
Restriction Edges:
   Y->Z, Z->Y
Fig. 5.36 – Re`gle R2 applique´e a` l’action de substitution de services Web.
Rule [name=R3](i,j,l)
Delete Vertices: 
   X with parameters i=ShopSite,j=ShopMgmt,l!=new;
Fig. 5.37 – Re`gle R3 applique´e a` l’action de substitution de services Web.
Le tableau 5.4 re´sume la se´quence des actions e´le´mentaires associe´es a` la re`gle de
substitution.
5.4 Conclusion
Les deux sce´narios pre´sente´s dans ce chapitre e´prouvent l’approche pre´sente´e dans le
chapitre pre´ce´dent. Un point a` souligner et le fait qu’ils traitent deux niveaux diffe´rents
de spe´cification mais que s’ave`rent comple´mentaires. Tandis que le sce´nario du syste`me
de gestion de confe´rences adopte une approche coope´rative, en se focalisant sur les inter-
actions externes des services Web, l’exemple du « Foodshopping » adopte une approche
comportementale, en se focalisant sur la description du comportement interne des ser-
vices Web. Les deux sce´narios ont e´te´ de´veloppe´s dans le cadre du projet europe´en
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WS-DIAMOND et ils font partie du Deliverable 1.1. L’exemple du « Foodshopping »,
en particulier la partie correspondante au workflow, a e´te´ de´veloppe´ en collaboration
avec le Politecnico di Milano. Les sections concernant les re`gles de reconfiguration font
partie du Deliverable 3.1 du meˆme projet.
La mise en œuvre du syste`me de gestion de confe´rence a e´te´ faite dans le cadre d’une
collaboration avec l’Universite´ de Sfax, en Tunisie.

















Vers une infrastructure de gestion
de la QdS
6.1 Introduction
Dans ce chapitre nous pre´sentons une ontologie pour le traitement des dysfonction-
nements de la QdS. Cette ontologie est de´finie a` partir d’une classification des dysfonc-
tionnements qui peuvent eˆtre subis pour une application a` base de services Web. En
tant que politiques de gestion de la QdS nous proposons des re`gles qui traitent d’une
part la de´tection des dysfonctionnements de la QdS et d’autre part la pre´vention (sous
forme de recommandations) de ces dysfonctionnements. L’ontologie a e´te´ applique´e au
syste`me de gestion de confe´rences de´crit dans le chapitre pre´ce´dent.
De meˆme, une architecture pour la gestion de la QdS est propose´e. Cette architecture
reprend des e´le´ments propres des architectures issues du domaine du « self-healing ».
L’architecture propose´e a e´te´ mode´lise´e et valide´e avec un outil UML.
6.2 Les ontologies et leur spe´cification
En informatique, le terme ontologie de´signe un ensemble structure´ de savoirs dans
un domaine de connaissance particulier. Une ontologie de´crit une se´mantique associe´e
qui fournit une signification aux donne´es par le biais de mode`les conceptuels. De meˆme,
elle permet une cate´gorisation au style « pages jaunes » en associant taxonomies a` des
relations, des restrictions et des re`gles. On distingue ge´ne´ralement deux entite´s glo-
bales au sein d’une ontologie. La premie`re, a` objectif terminologique, de´finit la nature
des e´le´ments qui composent le domaine de l’ontologie en question, un peu comme la
de´finition d’une classe en programmation oriente´e objet de´finit la nature des objets que
l’on va manipuler par la suite. La seconde partie d’une ontologie explicite les relations
entre plusieurs instances de ces classes de´finies dans la partie terminologique. Ainsi, au
sein d’une ontologie, les concepts sont de´finis les uns par rapport aux autres (mode`le
en graphe de l’organisation des connaissances), ce qui autorise un raisonnement et une
manipulation de ces connaissances.
Les premie`res de´finitions ont e´te´ donne´es par les chercheurs du domaine de l’intelli-
gence artificielle, « l’ontologie de´finit le vocabulaire et un ensemble de restrictions que
combine´s peuvent mode´liser un domaine », Neches et al. (1991). Cette ide´e servait (et
encore sert) a` un objectif visant la re´utilisation et le partage des sources de connais-
sance. La de´finition la plus cite´e dans le Web, celle de Gruber (1995) « une spe´cification
explicite d’une conceptualisation » a e´te´ explique´e par Studer et al. (1998) comme :
« la conceptualisation repre´sente un mode`le abstrait d’un phe´nome`ne en identifiant les
concepts importants relatifs a` ce phe´nome`ne ; alors que, explicite signifie que le type des
concepts use´s et les restrictions de´rive´es de son utilisation sont de´finis explicitement ».
Les ontologies forment la base du Web se´mantique. Ce que veut dire que le me´ta-
mode`le de´fini par l’ontologie est utilise´ par tous les langages qui de´crivent le Web
se´mantique et encore par d’autres applications qui de´crivent des bases de connaissances
et assistent dans le de´veloppement de ces bases. Le Web se´mantique est une extension
du Web actuel dans lequel les informations sont accompagne´es par une signification bien
de´finie en assistant les personnes et les ordinateurs a` travailler de forme coope´rative,
Berners-Lee et al. (2001).
6.2.1 Langages pour la repre´sentation des ontologies
Depuis son apparition dans l’informatique, plusieurs langages pour la repre´sentation
des ontologies ont e´te´s propose´s, parmi les plus importants on pourrait citer notam-
ment :
– OKBC (ang. Open Knowledge Base Connectivity), Chaudhri et al. (1998), est une
API permettant d’acce´der a` des bases de connaissance (Knowledge Representation
System).
– KIF (ang. Knowledge Interchange Format), Ginsberg (1991), est un langage pro-
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jete´ pour eˆtre utilise´ pour l’e´change de connaissances entre syste`mes informatiques
dissemblables (de´veloppe´s par diffe´rents programmeurs, dans diffe´rents moments,
dans langages diffe´rentes etc.). Il a e´te´ conc¸u pour eˆtre un format d’e´change pour
les ontologies et constitue une extension du langage de pre´dicats de premier ordre.
Il fournit des moyens pour repre´senter connaissance sur connaissance. Ceci permet
a` l’utilisateur d’expliciter des de´cisions lie´es a` la repre´sentation de la connaissance
et d’introduire une nouvelle construction de la repre´sentation de la connaissance,
sans modifier le langage.
– RDF (ang. Resource Description Framework),W3C (2004b), est un langage XML
permettant de de´crire des me´tadonne´es et facilitant leur traitement. Il est cense´
faciliter le traitement automatique de l’information du Web par des agents lo-
giciels, transformant ainsi le web d’un regroupement d’informations uniquement
destine´es aux humains, en un e´tat de re´seau de processus en coope´ration. Dans
ce re´seau, le roˆle de RDF est de fournir une langage commun compre´hensible par
tous les agents. DF proce`de par une description de savoirs (donne´es tout comme
me´tadonne´es) a` l’aide d’expressions de structure fixe´e. La structure fondamentale
de toute expression en RDF est une collection de triplets, chacun compose´ d’un
sujet, un pre´dicat et un objet. Un ensemble de tels triplets est appele´ un graphe
RDF. Dans un graphe, chaque triplet repre´sente l’existence d’une relation entre
les choses symbolise´es par les noeuds qui sont joints.
– DAML+OIL (ang. Ontology Inference Layer + Ontology Inference Layer), W3C
(2001), est un ensemble de de´clarations RDF et XML. RDF a e´te´ conc¸ue pour
permettre aux utilisateurs de construire leurs propres de´finitions de me´tadonne´es.
Ne´anmoins, a` moins que le producteur et le consommateur des informations aient
le meˆme accord commun, les informations ne peuvent pas eˆtre partage´es. RDF
n’est pas suffisante parce que permet seulement une construction limite´e des res-
trictions, seulement applicable dans des termes de la porte´e et/ou les proprie´te´s
du domaine, donc il n’admet pas la repre´sentation des proprie´te´s des proprie´te´s,
l’e´quivalence ou la disjonction et il ne posse`de pas se´mantique de´finie. Le langage
DAML+OIL e´tend RDF en facilitant la construction de mode`les d’infe´rence. OIL
est un langage base´ sur des frames qui e´tend RDFS (Projet RDF) avec un en-
semble de primitives qui augmente les possibilite´s de description. DAML est une
extension de RDF et une partie de leurs ide´es sont inspire´es de OIL. En novembre
2001, la W3C a de´bute´ le Web Ontology Working Group, ayant pour objectif la
de´finition d’un langage pour le Web se´mantique. Ce groupe a utilise´ DAML+OIL
comme son point de de´part et visait la de´finition d’un nouveau langage appele´e
OWL (ang. Web Ontology Language)
Le langage OWL
OWL, W3C (2004a), est tout comme RDF, un langage XML profitant de l’univer-
salite´ syntaxique de XML. Fonde´ sur la syntaxe de RDF/XML, OWL offre un moyen
d’e´crire des ontologies Web. OWL se diffe´rencie du couple RDF/RDFS en ceci que,
contrairement a` RDF, il est justement un langage d’ontologies. Si RDF et RDFS ap-
portent a` l’utilisateur la capacite´ de de´crire des classes et des proprie´te´s, OWL inte`gre,
en plus, des outils de comparaison des proprie´te´s et des classes : identite´, e´quivalence,
contraire, cardinalite´, syme´trie, transitivite´, disjonction, etc. OWL offre aux machines
une plus grande capacite´ d’interpre´tation du contenu Web que RDF et RDFS, graˆce a`
un vocabulaire plus large et a` une vraie se´mantique formelle.
OWL W3C (2004a), est forme´ de trois sous-langages offrant des capacite´s d’expres-
sion croissantes et destine´s a` des communaute´s diffe´rentes d’utilisateurs :
– OWL Lite est le sous langage de OWL le plus simple. Il est destine´ aux utilisateurs
qui ont besoin d’une hie´rarchie de concepts simple. OWL Lite est adapte´, par
exemple, aux migrations rapides depuis d’anciens the´saurus.
– OWL DL est plus complexe que OWL Lite, permettant une expressivite´ bien plus
importante. OWL DL est fonde´ sur la logique descriptive (d’ou` son nom, OWL
Description Logics), un domaine de recherche e´tudiant la logique, et confe´rant
donc a` OWL DL son adaptation au raisonnement automatise´. Malgre´ sa com-
plexite´ relative face a` OWL Lite, OWL-DL garantit la comple´tude des raisonne-
ments (toutes les infe´rences sont calculables) et leur de´cidabilite´ (leur calcul se
fait en une dure´e finie).
– OWL Full est la version la plus complexe d’OWL, mais e´galement celle qui permet
le plus haut niveau d’expressivite´. OWL Full est destine´ aux situations ou` il est
plus important d’avoir un haut niveau de capacite´ de description, quitte a` ne
pas pouvoir garantir la comple´tude et la de´cidabilite´ des calculs lie´s a` l’ontologie.
OWL Full offre cependant des me´canismes inte´ressants, comme par exemple la
possibilite´ d’e´tende le vocabulaire par de´faut de OWL. Il existe entre ces trois
sous langage une de´pendance de nature hie´rarchique : toute ontologie OWL Lite
valide est e´galement une ontologie OWL DL valide, et toute ontologie OWL DL
valide est e´galement une ontologie OWL Full valide.
Ele´ments du langage
Dans cette partie, nous introduisons les e´le´ments du langage OWL le plus impor-
tants. Pour des explications exhaustives du roˆle de chacun des e´le´ments composant le
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vocabulaire d’OWL, il est recommande´ de se reporter a` W3C (2004a).
Les classes
Une classe de´finit un groupe d’individus qui sont re´unis parce qu’ils ont des ca-
racte´ristiques similaires. L’ensemble des individus d’une classe est de´signe´ par le terme
« extension de classe », chacun de ces individus e´tant alors une « instance » de la classe.
Les trois versions d’OWL comportent les meˆmes me´canismes de classe, a` ceci pre`s que
OWL FULL est la seule version a` permettre qu’une classe soit l’instance d’une autre
classe (d’une me´taclasse). A l’inverse, OWL Lite et OWL DL n’autorisent pas qu’une
instance de classe soit elle-meˆme une classe.
La de´claration d’une classe se fait par le biais du me´canisme de « description de
classe », qui se pre´sente sous diverses formes. Une classe peut se de´clarer des manie`res
suivantes :
1. l’indicateur de classe. La description de la classe se fait, dans ce cas, directement
par le nommage de cette classe.
2. l’e´nume´ration des individus composant la classe. Ce type de description se fait
en e´nume´rant les instances de la classe, a` l’aide de la proprie´te´ owl :oneOf. Ce
me´canisme ne fait pas partie de OWL Lite.
3. La restriction de proprie´te´s. La description par restriction de proprie´te´ permet de
de´finir une classe anonyme compose´e de toutes les instances de owl :Thing qui
satisfont une ou plusieurs proprie´te´s. Ces contraintes peuvent eˆtre de deux types :
contrainte de valeur ou contrainte de cardinalite´. Une contrainte de valeur s’exerce
sur la valeur d’une certaine proprie´te´ de l’individu (par exemple, pour un individu
de la classe Humain, sexe = Homme), tandis qu’une contrainte de cardinalite´ porte
sur le nombre de valeurs que peut prendre une proprie´te´ (par exemple, pour un
individu de la classe Humain, aPourFrere est une proprie´te´ qui peut ne pas avoir
de valeur, ou avoir plusieurs valeurs, suivant le nombre de fre`res de l’individu. La
contrainte de cardinalite´ portant sur aPourFrere restreindra donc la classe de´crite
aux individus pour lesquels la proprie´te´ aPourFrere apparaˆıt un certain nombre
de fois). Il existe naturellement diffe´rents ope´rateurs de comparaison pour e´tablir
les contraintes.
4. Enfin, les descriptions par intersection, union ou comple´mentaire permettent de
de´crire une classe par, comme leur nom l’indique, l’intersection, l’union ou le
comple´mentaire d’autres classes de´ja` de´finies, ou dont la de´finition se fait au sein
meˆme de la de´finition de la classe courante.
Il existe dans toute ontologie OWL une superclasse, nomme´e Thing, dont toutes les
autres classes sont des sous-classes. Ceci nous ame`ne directement au concept d’he´ritage,
disponible a` l’aide de la proprie´te´ subClassOf. Il existe e´galement une classe nomme´e
noThing, qui est sous-classe de toutes les classes OWL. Cette classe ne peut avoir aucune
instance.
Les instances de classes
La de´finition d’un individu consiste a` e´noncer un « fait », encore appele´ « axiome
d’individu ». On peut distinguer deux types de faits :
– les faits concernant l’appartenance a` une classe. La plupart des faits concerne
ge´ne´ralement la de´claration de l’appartenance a` une classe d’un individu et les
valeurs de proprie´te´ de cet individu.
– les faits concernant l’identite´ des individus. Une difficulte´ qui peut e´ventuellement
apparaˆıtre dans le nommage des individus concerne la non-unicite´ e´ventuelle
des noms attribue´s aux individus. Par exemple, un meˆme individu pourrait eˆtre
de´signe´ de plusieurs fac¸ons diffe´rentes. C’est la raison pour laquelle OWL pro-
pose un me´canisme permettant de lever cette ambigu¨ıte´, a` l’aide des proprie´te´s
owl :sameAs, owl :diffrentFrom et owl :allDifferent.
Les proprie´te´s
Les proprie´te´s OWL permettent d’exprimer des faits au sujet des classes et de leurs
instances. OWL fait la distinction entre deux types de proprie´te´s :
1. les proprie´te´s d’objet, owl :ObjectProperty, permettent de relier des instances a`
d’autres instances,
2. les proprie´te´s de type de donne´e, owl :DatatypeProperty, permettent de relier des
individus a` des valeurs de donne´es.
Ces deux classes sont elles-meˆme sous-classes de la classe RDF rdf :Property. La
de´finition des caracte´ristiques d’une proprie´te´ se fait a` l’aide d’un axiome de proprie´te´
qui, dans sa forme minimale, ne fait qu’affirmer l’existence de la proprie´te´. En plus du
me´canisme d’he´ritage et de restriction du domaine et de l’image d’une proprie´te´, il existe
divers moyens d’attacher des caracte´ristiques aux proprie´te´s, ce qui permet d’affiner
grandement la qualite´ des raisonnements lie´s a` cette proprie´te´. Parmi les caracte´ristiques
de proprie´te´s principales, on trouve la transitivite´, la syme´trie, la fonctionnalite´ et
l’inverse.
Le Langage SWRL
SWRL (ang. Semantic Web Rule Language), W3C (2004c), est une proposition de
standard pour la spe´cification de re`gles. Il combine les sous langages OWL DL et OWL
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Lite de OWL avec certains sous langages de RuleML. En particulier, SWRL de´finit
plusieurs ope´rateurs mathe´matiques.
SWRL est un langage qui enrichit la se´mantique d’une ontologie de´finie en OWL.
SWRL permet contrairement a` OWL, de manipuler des instances par des variables
( ?x, ?y, ?z,...). SWRL ne permet pas de cre´er des concepts ni des relations, il permet
simplement d’ajouter des relations suivant les valeurs des variables et la satisfaction de la
re`gle. Les re`gles SWRL sont construites suivant ce sche´ma : ante´ce´dent→ conse´quent.
L’ante´ce´dent et le conse´quent repe´sentent des conjonctions d’atomes. Un atome est
une instance de concept, une relation OWL ou une des deux relations SWRL same-
as( ?x, ?y) ou different-from ( ?x, ?y). Le fonctionnement d’une re`gle est base´e sur le
principe de satisfiabilite´ de l’ante´ce´dent ou du conse´quent. Pour une re`gle, il existe
trois possibilite´s :
1. l’ante´ce´dent et le conse´quent sont de´finis. Si l’ante´ce´dent est satisfait alors le
conse´quent doit l’eˆtre ;
2. l’ante´ce´dent est vide, cela e´quivaut a` un ante´ce´dent satisfait ce qui permet de
de´finir des faits ;
3. le conse´quent est vide, cela e´quivaut a` un conse´quent insatisfait, l’ante´ce´dent ne
doit pas eˆtre satisfiable.
Exemple de re`gle
Dans l’exemple suivant, la relation estOncleDe a e´te´ construite en OWL, SWRL
apporte la description de cette relation et relie les instances concerne´es. Ainsi, OWL
permet de de´finir le concept d’Oncle de la manie`re suivante :
intersectionOf(SubClassOf(Homme), estfrereDe(Pere))
Ne´anmoins, OWL ne permet pas de de´finir une relation qui repre´sente le fait d’eˆtre
oncle d’une personne. Avec SWRL nous de´finissons une telle relation de la manie`re
suivante :
aEnfant(?x, ?y) ∧ estfrereDe(?z, ?x)→ estOncleDe(?z, ?y)
6.3 La qualite´ de service
Il n’existe pas de consensus sur la de´finition de la qualite´ de service (QdS). La
recommandation ITU-X.9021 de´finit la QdS comme « un ensemble d’exigences dans le
comportement collectif d’un ou plusieurs objets ». Dans le contexte des technologies
de l’information et multime´dia, la QdS a e´te´ de´finie par Vogel et al. (1995), comme
« l’ensemble des caracte´ristiques quantitatives et qualitatives d’un syste`me multime´dia,
ne´cessaires pour atteindre la fonctionnalite´ requise par l’application ». Nous pouvons
aussi dire que la qualite´ de service repre´sente l’aptitude d’un service a` re´pondre de
manie`re ade´quate a` des exigences qui visent a` satisfaire ses usagers. Ces exigences
peuvent eˆtre lie´es a` plusieurs aspects d’un service, par exemple : son accessibilite´, sa
disponibilite´, sa fiabilite´, etc.
Afin de pouvoir ge´rer la QdS dans une application a` base de services Web, nous
tenons a` identifier les diffe´rentes cate´gories ou types de dysfonctionnement que l’appli-
cation pourrait confronter. Ainsi, dans cette section nous proposons une classification
des dysfonctionnements organise´e par cate´gories.
La figure 6.1 pre´sente la classification des dysfonctionnements propose´e. Cette clas-
sification conside`re trois cate´gories majeures :
1. La cate´gorie QoS Mismatch conside`re les dysfonctionnements lie´s au non respect
du contrat de la QdS entre le service demandeur et le service fournisseur.
2. La cate´gorie Semantical Mismatch conside`re les dysfonctionnements lie´s aux mau-
vaises interpre´tations des me´thodes ou des parame`tres entre le service demandeur
et le service fournisseur (par exemple, deux interfaces qui offrent des fonctionna-
lite´s similaires mais qui sont adresse´es avec des noms diffe´rents).
3. La cate´gorie Functional Mismatch conside`re toutes les autres cate´gories qui ne
sont classe´es dans les deux premie`res cate´gories. Cette cate´gorie conside`re les
proble`mes d’exe´cution d’un service duˆs, par exemple, a` une imple´mentation in-
correcte du service.
La cate´gorie destine´e a` la gestion de la QdS est de´compose´e dans les sous-cate´gories
suivantes :
– La cate´gorieGeneric QoS conside`re des valeurs tels que la disponibilite´, la se´curite´,
le temps de re´ponse, et le « throughput ».
– La cate´gorie Application-specific QoS est de´compose´e en :
1The International Telecommunication Union (ITU) standard X.902, Information technology - Open
distributed processing - Reference Model.
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Fig. 6.1 – Classification ge´ne´rale des dysfonctionnements.
– La cate´gorie Argument Related QoS traite la validite´ dans les valeurs des
parame`tres (ou leurs combinaisons).
– La cate´gorie Conversational Related QoS conside`re la validite´ des protocoles
ge´rant les interactions entre les services demandeurs et fournisseurs. Elle est
de´compose´e en :
– La cate´gorie Time Related QoS conside`re les proble`mes lie´s aux contraintes
de temps.
– La cate´gorie Causal Related QoS conside`re les proble`mes lie´s a` l’ordre
correcte dans l’exe´cution des ope´rations entre services.
6.3.1 La QdS dans la revue coope´rative
Concernant le processus de revue coope´rative, nous avons identifie´ une liste des
dysfonctionnements qui pourraient de´grader la QdS. En effet, il s’agit des e´ve´nements
a` mesurer afin de diagnostiquer des e´ventuels proble`mes du syste`me. La partie dite
de´tection est mene´e, dans une architecture de gestion de la QdS, par les composants de
surveillance, en premie`re instance, et puis par les composants de diagnostic en deuxie`me
instance. Par la suite nous pre´sentons la liste des dysfonctionnements identifie´s et classe´s
par rapport a` la classification des dysfonctionnements donne´e dans la section pre´ce´dente.
I. Activite´ de recherche de confe´rence
1. Renvoie de confe´rences dont le « deadline » est de´passe´ : Argument Related QoS.
– Causes possibles :
(a) inconsistance dans la se´mantique de la date,
(b) dysfonctionnement du service Web ConfInfoProv,
(c) message en retard.
– De´tection possible :
(a) par l’utilisateur,
(b) par le service Web AuthorMgr.
2. Renvoie de confe´rences dont le the`me n’est pas pertinent : Argument Related QoS.
– Causes possibles :
(a) inconsistance dans la se´mantique du the`me,
(b) dysfonctionnement du service Web ConfInfoProv,
132
Chapitre 6. Vers une infrastructure de gestion de la QdS 133
(c) message en retard.
– De´tection possible :
(a) par l’utilisateur,
(b) par le service Web AuthorMgr.
II. Activite´s d’inscription des auteurs et de soumission d’articles
1. Inscription d’un auteur et non re´ception d’une confirmation : Time Related QoS.
– Causes possibles :
(a) perte de connexion,
(b) panne du service Web SubmisMgr,
(c) panne du service Web AuthorMgr.
– De´tection possible :
(a) par l’utilisateur (si panne du service Web AuthorMgr),
(b) par le service Web AuthorMgr (si perte de connexion entre le service
Web AuthorMgr et le service Web SubmisMgr, ou si panne du service
Web SubmisMgr).
2. Soumission d’un papier et non re´ception d’une confirmation : Time Related QoS.
– Causes possibles :
(a) perte de connexion,
(b) panne du service Web SubmisMgr,
(c) panne du service Web AuthorMgr.
– De´tection possible :
(a) par l’utilisateur (si panne du service Web AuthorMgr),
(b) par le service Web AuthorMgr (si perte de connexion entre le service
Web AuthorMgr et le service Web SubmisMgr, ou si panne du service
Web SubmisMgr).
3. Inscription correcte mais puis impossibilite´ de connexion : Functional Mismatch.
– Causes possibles :
(a) perte de connexion,
(b) panne du service Web SubmisMgr,
(c) panne du service Web AuthorMgr.
– De´tection possible :
(a) par l’utilisateur (si panne du service Web AuthorMgr),
(b) par le service Web AuthorMgr (si perte de message entre le service Web
AuthorMgr et le service Web SubmisMgr, ou si panne du service Web
SubmisMgr),
4. Pas de soumission de papier apre`s l’inscription d’un auteur : Time Related QoS.
– Causes possibles :
(a) l’utilisateur n’a pas soumis le papier,
(b) perte de connexion,
(c) panne du service Web AuthorMgr.
– De´tection possible :
(a) par l’utilisateur (si perte de connexion entre le service Web AuthorMgr
et le service Web SubmisMgr, ou si panne du service Web AuthorMgr),
(b) par le service Web SubmisMgr (si perte de connexion entre le service Web
AuthorMgr et le service Web SubmisManager, ou si panne du service
Web AuthorMgr).
III. Activite´ d’affectation de papiers aux relecteurs
1. Non affectation d’un relecteur : Functional Mismatch.
– Causes possibles :
(a) perte de connexion,
(b) dysfonctionnement du service Web ReviewingMgr,
(c) dysfonctionnement du service Web ReviewerMgr,
– De´tection possible :
(a) par l’utilisateur.
2. Relecteurs non qualifie´s (sujet de recherche ou compe´tences non concordants) :
Argument Related QoS.
– Causes possibles :
(a) dysfonctionnement du service Web ReviewingMgr.
– De´tection possible :
(a) par le service Web ReviewerMgr,
(b) par l’utilisateur relecteur.
3. Relecteur qui est auteur du papier (ou qui travaille dans la meˆme institution) :
Argument Related QoS.
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– Causes possibles :
(a) dysfonctionnement du service Web ReviewingMgr (e.g. prise en compte
d’un nombre insuffisant de relecteurs).
– De´tection possible :
(a) par le service Web ReviewerMgr,
(b) par l’utilisateur relecteur.
IV. Activite´ de qualification des papiers
1. Papier non envoye´ a` temps (« deadline » de´passe´) aux relecteurs : Time Related
QoS.
– Causes possibles :
(a) propagation du dysfonctionnement « Non affectation d’un relecteur »,
(b) perte de connexion,
(c) dysfonctionnement ou panne du service Web ReviewingMgr.
– De´tection possible :
(a) par l’utilisateur relecteur.
(b) par le service Web ReviewerMgr (si non envoie ou perte de message entre
le service Web ReviewingMgr et le service Web ReviewerMgr).
2. Rapport non envoye´ a` temps (« deadline » de´passe´) : Time Related QoS.
– Causes possibles :
(a) le relecteur ne l’a pas envoye´,
(b) perte de connexion,
(c) dysfonctionnement ou panne du service Web ReviewerMgr.
– De´tection possible :
(a) par le service Web ReviewingMgr (si non envoie ou perte de message
entre le service Web ReviewerMgr et le service Web ReviewingMgr).
3. Rapport ne correspondant pas au papier (paperId) : Argument Related QoS.
– Causes possibles :
(a) le relecteur confond les ids de deux papiers diffe´rents,
(b) perte de connexion,
(c) dysfonctionnement des services Web ReviewerMgr ou ReviewingMgr, ou
ApprovalMgr.
– De´tection possible :
(a) par le service Web ReviewingMgr (si dysfonctionnement ou perte de
connexion avec le service Web ReviewerMgr),
(b) par l’auteur (si dysfonctionnement du service Web ApprovalMgr ou perte
de connexion entre le service Web ApprovalMgr et le service Web Re-
viewingMgr).
V. Activite´ de se´lection de papiers et notification
1. De´cision ne respectant pas le de´lai de temps : Time Related QoS.
– Causes possibles :
(a) propagation du dysfonctionnement « Non affectation d’un papier »,
(b) perte de connexion.
– De´tection possible :
(a) par l’auteur.
VI. Activite´ de soumission des versions finales de papiers
1. Non envoie de version final du papier dans la limite du temps (« deadline ») :
Time Related QoS.
– Causes possibles :
(a) l’auteur ne le renvoie pas,
(b) perte de connexion,
(c) dysfonctionnement du service Web AuthorMgr.
– De´tection possible :
(a) par le service Web PublishingMgr,
(b) par le PCC (dans tous les cas).
6.4 Mode´lisation de la QdS par les ontologies
Dans cette section nous abordons la mode´lisation de la QdS par le biais des on-
tologies et nous utilisons OWL en tant que langage pour leur de´finition. Pour cette
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mode´lisation nous avons choisi l’outil Prote´ge´2. Prote´ge´ est un e´diteur d’ontologies dis-
tribue´ en open source par le groupe d’informatique me´dicale de l’universite´ de Stanford.
Prote´ge´ n’est pas un outil spe´cialement de´die´ a` OWL, mais un e´diteur hautement ex-
tensible, capable de manipuler des formats tre`s divers. Le support d’OWL, comme de
nombreux autres formats, est possible dans Prote´ge´ graˆce a` un plugin de´die´.
Concernant les re`gles d’infe´rence, nous avons utilise´ pour l’e´dition de re`gles le plugin
SWRL3 de Prote´ge´, et pour la validation et l’exe´cution des re`gles le moteur d’infe´rence
Jess4.
6.4.1 De´finition de la structure de l’ontologie
La premie`re e´tape dans la de´finition d’une ontologie consiste a` de´finir sa structure,
c’est-a`-dire, les classes qui la caracte´risent. Du fait que nous sommes inte´resse´s a` appli-
quer l’ontologie a` l’exemple de la revue coope´rative, repre´sente´ par le syste`me de gestion
de confe´rences, nous pouvons de´finir l’ontologie en deux parties. Une premie`re partie qui
caracte´rise un syste`me de gestion de confe´rences et une deuxie`me partie caracte´risant
les diffe´rents types de dysfonctionnements affectant la QdS.
Pour la premie`re partie nous proposons la re´utilisation et l’adaptation de l’ontologie
KA5. Cette ontologie de´finit des concepts lie´s au domaine de la recherche acade´mique,
et a e´te´ propose´e par Ian Horrocks.
Pour la deuxie`me partie nous reprenons la classification introduite pre´ce´demment.
La figure 6.2 pre´sente la structure des classes de l’ontologie propose´e. La classe ra-
cine de toute ontologie est owl :Thing. L’ontologie KA, que nous avons importe´e, est
visualise´e a` partir de la classe Object. Cette ontologie a e´te´ simplifie´e et adapte´e, en
fonction de nos besoins, au niveau des classes et des proprie´te´s. L’ontologie caracte´risant
la classification des dysfonctionnements est visualise´e a` partir de la classe Mismatch-
Categories. Ce premier aperc¸u de l’ontologie ne montre pas les relations entre classes,





6.4.2 De´finition des proprie´te´s de l’ontologie
Les proprie´te´s d’une classe permettent de la caracte´riser et d’e´tablir des relations
d’interde´pendance. Un premier cas est illustre´ par la figure 6.3. La classe Argumen-
tRelatedQoS contient deux proprie´te´s : nonQualifiedreviewer et reviewerMismatch. La
premie`re correspond au cas ou` un relecteur a e´te´ affecte´ avec un papier qui ne corres-
pond pas a` son domaine de recherche. Et la deuxie`me correspond au cas ou` un relecteur
a e´te´ affecte´ avec un papier dont lui est un des auteurs.
La de´finition de ces deux proprie´te´s, elle meˆme, ne permet pas de de´duire les valeurs
qui leurs seront affecte´es lors de la cre´ation des instances de la classe ArgumentedRela-
tedQoS. A ce moment, ces deux proprie´te´s pourraient prendre des valeurs a` partir de
l’application des re`gles d’infe´rence. Donc, on pourrait dire pour ce type de proprie´te´s,
qu’il s’agit de proprie´te´s infe´re´es.
Les autres classes qui de´finissent la classification des dysfonctionnements de la QdS,
contiennent des proprie´te´s du meˆme type.
Un autre cas montre la de´finition des proprie´te´s de la classe Publication, illustre´e
par la figure 6.4. La proprie´te´ hasReviewer montre une restriction indiquant un nombre
minimum de relecteurs associe´s a` une publication. Ce type de restriction est e´tabli par
le biais des fonctionnalite´s offertes par le langage OWL. De meˆme, les valeurs associe´es
lors de la cre´ation des instances sont valide´es par l’outil Prote´ge´. Une autre proprie´te´,
Fig. 6.2 – Ontologie caracte´risant les cas de dysfonctionnements dans un syste`me de
gestion de confe´rences.
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Fig. 6.3 – Proprie´te´s de la classe ArgumentRelatedQoS.
Fig. 6.4 – Proprie´te´s de la classe Publication.
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telle que hasConference met en rapport la classe Publication avec la classe Conference
en indiquant que les valeurs valides pour cette proprie´te´ doivent correspondre a` la
de´finition de la classe Conference. Une proprie´te´ du meˆme genre est hasAuthor qui relie
la classe Publication avec la classe Person.
A la fin de la liste des proprie´te´s de la classe Publication, on peut trouver une
proprie´te´ nomme´e keyword. Cette proprie´te´ de´note les mots cle´s associe´s a` la classe
Publication. De meˆme, elle correspond a` une proprie´te´ qui a e´te´ he´rite´e d’une super-
classe, en l’occurence la classe Object.
Fig. 6.5 – Proprie´te´s de la classe Person.
Les proprie´te´s de la classe Person sont illustre´es par la figure 6.5. Ces proprie´te´s
correspondent a` des donne´es particulie`res caracte´risant une personne. Les valeurs valides
pour ces proprie´te´s sont associe´es a` un type, en l’occurence le type string. Dans la meˆme
figure, on peut apercevoir quelques individus (instances) associe´s a` cette classe.
Un dernie`re de´finition des proprie´te´s correspond au cas de la classe Reviewer, illustre´e
par la figure 6.6. Un relecteur doit eˆtre une personne, donc ceci est de´finie par la pro-
prie´te´ describedBy qui met en rapport la classe Reviewer avec la classe Person. Un
relecteur doit avoir au moins une publication affe´cte´e, ceci est de´fini par la proprie´te´
Fig. 6.6 – Proprie´te´s de la classe Reviewer.
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hasPublication.
6.4.3 De´finition des individus
Une fois que l’on a de´fini les classes et leurs proprie´te´s, on doit cre´er des individus
afin d’alimenter la base de connaissance issue de l’ontologie. La cre´ation des individus
est valide´e par les restrictions impose´es pendant la de´finition des proprie´te´s.
Les figures 6.7, 6.8, 6.9 et 6.10, illustrent successivement la cre´ation des individus
pour les classes Conference, Publication, Person et Reviewer. Dans tous le cas, le volet
INSTANCE BROWSER liste les individus de´ja` cre´e´s pour la classe en question.
Fig. 6.7 – Instances de la classe Conference.
Un exemple de restriction, introduit pre´ce´demment, est celui du nombre minimum
de publications affecte´es a` un relecteur. Ainsi, dans la figure 6.10, lors de la cre´ation
des individus de la classe Reviewer, la proprie´te´ hasPublication a e´te´ encadre´e en rouge
(ou en gris fonce´), indiquant que la valeur courante (case vide) n’est correspond pas a`
la restriction impose´e par la proprie´te´ (minimum 1).
Ce type de restriction permet de pre´venir certain types de dysfonctionnements iden-
tifie´s dans l’exemple du syste`me de gestion de confe´rences. A l’occurrence, lorsqu’un
papier n’a pas e´te´ affecte´ a` un relecteur (dysfonctionnement III.1 ).
6.4.4 De´finition et application des re`gles
Du fait que le langage OWL est limite´ au niveau des infe´rences que l’on peut
e´tablir lors de la de´finition des proprie´te´s des classes. Nous devons construire des re`gles
d’infe´rence qui vont nous permettre de de´duire des dysfonctionnements qui pourraient
entraˆıner une de´gradation de la QdS.
Comme annonce´ pre´alablement, la de´finition des re`gles est faite en utilisant le lan-
gage SWRL supporte´ par le plugin ayant le meˆme nom dans Prote´ge´. Ensuite, la com-
pilation et l’exe´cution des re`gles sont faites par le biais du moteur d’infe´rence Jess.
Les dysfonctionnements a` repe´rer sont ceux identifie´s et expose´s dans la classification
des dysfonctionnements de la QdS introduite pre´ce´demment.
Fig. 6.8 – Instances de la classe Publication.
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Fig. 6.9 – Instances de la classe Person.
Fig. 6.10 – Instances de la classe Reviewer.
Une premie`re re`gle nomme´e keywordMismatch est illustre´e par la figure 6.11. Cette
re`gle permet d’identifier les relecteurs dont le papier affecte´ ne correspond pas a` son do-
maine de recherche. Ceci a e´te´ pre´sente´ comme le dysfonctionnement III.2 dans la clas-
sification des dysfonctionnements de la QdS pour le syste`me de gestion de confe´rences.
D’autres types de dysfonctionnements pourrait eˆtre identifie´s par des re`gles du meˆme
type, notamment le dysfonctionnement I.2 Renvoie de confe´rences dont le the`me n’est
pas pertinent et le dysfonctionnement IV.3 Rapport ne correspondant pas au papier
(paperId).
La logique derrie`re la de´finition de cette re`gle est comme suit :
– Du coˆte´ de l’ante´ce´dent :
1. pour chaque publication cherche ses mots cle´s et les noms des relecteurs qui
lui ont e´te´ affecte´s,
2. pour chaque relecteur re´cupe`re son nom et cherche les mots cle´s qui de´finissent
son domaine de recherche,
3. du fait que les noms des relecteurs sont obtenus a` partir de deux classes
diffe´rentes (Publication et Reviewer), on doit ve´rifier qu’il s’agit de la meˆme
personne, en comparant leurs noms.
4. pour infe´rer qu’il s’agit d’un dysfonctionnement, les mots cle´s associe´s au
relecteur et a` la publication doivent eˆtre diffe´rents.
– Du coˆte´ du conse´quent :
1. si l’ante´ce´dent e´tais vrai, on pourrait affirmer qu’un dysfonctionnement ca-
racte´rise´ par la proprie´te´ nonQualifiedreviewer est pre´sent. Cette proprie´te´
a e´te´ de´finie dans la classe ArgumentRelatedQoS. Lors de son exe´cution, la
re`gle montrera les noms des relecteurs qui sont dans une telle situation.
La re`gle nomme´e ReviewerNoAuthor est illustre´e par la figure 6.12. Cette re`gle per-
met d’identifier les papiers dont le relecteur affecte´ est aussi un des auteurs. Ceci a
e´te´ pre´sente´ comme le dysfonctionnement III.3 dans la classification des dysfonction-
nements de la QdS pour le syste`me de gestion de confe´rences.
La logique derrie`re la de´finition de cette re`gle est comme suit :
– Du coˆte´ de l’ante´ce´dent :
1. pour chaque publication re´cupe`re le nom de ses auteurs et le nom des relec-
teurs qui lui ont e´te´ affecte´s,
2. pour infe´rer qu’il s’agit d’un dysfonctionnement, le nom d’un des auteurs
doit eˆtre e´gal au nom d’un des relecteurs.
– Du coˆte´ du conse´quent :
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Fig. 6.11 – Dysfonctionnement dans l’affectation des papiers : relecteur dont le domaine
de recherche et e´tranger au sujet du papier.
Fig. 6.12 – Dysfonctionnement dans l’affection des papiers : Papier dont le relecteur et
aussi auteur.
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1. si l’ante´ce´dent e´tais vrai, on pourrait affirmer qu’un dysfonctionnement ca-
racte´rise´ par la proprie´te´ reviewerMismatch est pre´sent. Cette proprie´te´ a e´te´
de´finie dans la classe ArgumentRelatedQoS. Lors de son exe´cution, la re`gle
montrera les noms des relecteurs qui sont dans une telle situation.
La re`gle nomme´e SubmissionOut Of Date est illustre´e par la figure 6.13. Cette re`gle
permet d’identifier les papiers qui n’ont pas respecte´ la date limite e´tablie pour la
soumission dans une confe´rence. Cette re`gle repre´sente un cas ge´ne´rique qui pourrait se
de´cliner dans plusieurs des cas liste´s dans la classification des dysfonctionnements de la
QdS pour le syste`me de gestion de confe´rences. En particulier nous pouvons l’associer
aux cas suivants :
– I.1 Renvoie de confe´rences dont le « deadline » est de´passe´.
– II.4 Pas de soumission de papier apre`s l’inscription d’un auteur.
– IV.1 Papier non envoye´ a` temps (« deadline » de´passe´) aux relecteurs.
– IV.2 Rapport non envoye´ a` temps (« deadline » de´passe´).
– V.1 De´cision ne respectant pas le de´lai de temps.
– VI.1 Non envoie de version final du papier dans la limite du temps.
La logique derrie`re la de´finition de cette re`gle est comme suit :
– Du coˆte´ de l’ante´ce´dent :
1. pour chaque confe´rence cherche son nom et le « deadline » e´tabli pour la
soumission des papiers,
2. pour chaque publication cherche le nom de la confe´rence ou` elle a e´te´ sou-
misse, et la date de soumission,
3. du fait que les noms des confe´rences sont obtenus a` partir de deux classes
diffe´rentes (Conference et Publication), on doit ve´rifier qu’il s’agit de la meˆme
confe´rence, en comparant leurs noms.
4. pour infe´rer qu’il s’agit d’un dysfonctionnement, la date ou` la publication
a e´te´ soumisse doit eˆtre poste´rieure a` la date limite pour la soumission des
publications e´tablie par la confe´rence.
– Du coˆte´ du conse´quent :
1. si l’ante´ce´dent e´tais vrai, on pourrait affirmer qu’un dysfonctionnement ca-
racte´rise´ par la proprie´te´ outOfDayMismatch est pre´sent. Cette proprie´te´ a
e´te´ de´finie dans la classe TimeRelatedQoS. Lors de son exe´cution, la re`gle
montrera les noms des publications qui sont dans une telle situation.
Mise a` part les re`gles pour la de´tection des dysfonctionnements, nous pouvons aussi
de´finir des re`gles qui agissent de fac¸on pre´ventive. Dans ce cas, il s’agit d’actions qui
pourrait eˆtre ve´rifie´es afin d’e´viter les dysfonctionnement qui ame`nent le syste`me vers
Fig. 6.13 – Dysfonctionnement dans la soumission des papiers : La date de soumission
ne respect pas le « deadline ».
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un e´tat anormal ou` la QdS est de´grade´e. Ce type de re`gle nous l’appelons une recom-
mandation.
La figure 6.14 illustre un exemple de recommandation. Afin de pre´venir le dys-
fonctionnement ou` un relecteur rec¸oit un papier dont il est auteur, la recomman-
dation nomme´e RecommendedReviewers conference pourrait eˆtre utilise´e. Ainsi, cette
re`gle cherche des relecteurs ayant des inte´reˆts de recherche proches des the`mes de la
confe´rence.
Fig. 6.14 – Recommandation de relecteurs en fonction des the`mes de la confe´rence.
La logique derrie`re la de´finition de cette re`gle est comme suit :
– Du coˆte´ de l’ante´ce´dent :
1. pour chaque confe´rence cherche ses mots cle´s identifiant ses the`mes de re-
cherche,
2. pour chaque relecteur re´cupe`re son nom et ses mots cle´s identifiant ses
inte´reˆts de recherche,
3. pour infe´rer qu’il s’agit d’un relecteur habilite´ pour la confe´rence, les mots
cle´s de la confe´rence et du relecteur doivent co¨ıncider.
– Du coˆte´ du conse´quent :
1. si l’ante´ce´dent e´tais vrai, on pourrait affirmer qu’un relecteur est habilite´, ceci
est caracte´rise´ par la proprie´te´ recommendedReviewers. Cette proprie´te´ a e´te´
de´finie dans la classe Conference. Lors de son exe´cution, la re`gle montrera
les noms des relecteurs, les mots cle´s co¨ıncidents et les confe´rences ou` les
relecteurs sont habilite´s.
Application des re`gles
Nous avons applique´ les re`gles introduites pre´ce´demment, un exemple des re´sultats
est illustre´ dans la figure 6.15. Les re´sultats obtenus sont en fonction des instances
de´finies dans la basse de connaissance de l’ontologie. Durant l’exe´cution l’outil Jess
applique toutes les re`gles de´finies dans l’e´diteur de re`gles, est les re´sultats (caracte´rise´s
par le conse´quent de la re`gle) son affiche´s sous l’onglet Asserted Properties.
Fig. 6.15 – Exe´cution des re`gles avec Jess.
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6.5 Reconfiguration au niveau classe de service
Dans ce travail, du fait que l’on traite la reconfiguration architecturale, nous nous
focalisons sur la reconfiguration au niveau classe de service, par opposition a` la recon-
figuration au niveau instance de service (lie´e a` la reconfiguration comportementale).
Le but e´tant d’offrir une infrastructure de gestion de la QdS pour les applications a`
base de services Web.
Les de´cisions de reconfiguration au niveau classe de service de´pendent d’une analyse
statistique des valeurs recueillies par la mesure et la surveillance des parame`tres de QdS.
Ces valeurs sont obtenues a` partir de plusieurs interactions entre instances de services
Web.
Plusieurs cas d’interaction pourrait se pre´senter afin d’e´tablir une reconfiguration
au niveau classe de service. Par la suite nous introduisons plusieurs sce´narios possibles.
6.5.1 Cas 1. Interaction simple
Ce cas conside`re des conversations entre plusieurs instances d’une meˆme paire de
services Web. Plusieurs de´rivations peuvent eˆtre possibles.
Conversation acyclique
Par acyclique nous voulons dire une conversation sur un meˆme sens, comme pre´sente´
dans la figure 6.16. Normalement, les interactions dans cette sche´ma sont inde´pendantes,
ainsi une surveillance locale s’ave`re ne´cessaire pour chaque paire demandeur (ang. re-
quester) / fournisseur (ang. provider). Dans tous le cas, la surveillance est re´alise´e en
mesurant les parame`tres de QdS aussi bien du coˆte´ demandeur que du coˆte´ fournisseur.
Conversation cyclique
Par cyclique nous voulons dire une conversation dans les deux sens comme illustre´








Fig. 6.16 – Interaction entre Web services simple et acyclique.
ainsi une surveillance globale s’ave`re ne´cessaire (e´ventuellement par rassemblement de





Fig. 6.17 – Interaction entre Web services simple et cyclique.
6.5.2 Cas 2. Interactions multiples
Ce cas conside`re des conversations entre plusieurs paires de services Web. A l’instar
du cas 1, plusieurs de´rivations peuvent eˆtre possibles.
Conversation acyclique
Normalement, ce type de conversation conside`re des interactions de´pendantes, ainsi
une surveillance globale s’ave`re ne´cessaire (fig. 6.18).
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Fig. 6.18 – Interaction entre Web services multiple et acyclique.
Conversation cyclique
Normalement, les interactions dans ce type de conversation sont de´pendantes, ainsi








Fig. 6.19 – Interaction entre Web services multiple et cyclique.
6.6 Architecture de gestion de la QdS
Toujours dans le but d’offrir des me´canismes pour la gestion de la QdS, nous nous
sommes inspire´s des travaux sur les architectures de « self-healing », pour proposer une
architecture de gestion de la QdS. Cette architecture, illustre´e par la figure 6.20, est
de´compose´e en quatre modules :
1. Le module Measurement (MeMo),
2. Le module Monitoring (MoMo),
3. Le module Diagnosis & Repair (D&R), et
4. Le module Reconfiguration (ReMo).
Dans le module MeMo un intercepteur Requester Side Intercepteur (RSI) est de´fini
du coˆte´ du service Web demandeur (ang. WS Requester) et un autre intercepteur Pro-
vider Side Intercepteur (PSI) est place´ du coˆte´ du service Web fournisseur (ang. WS
Provider). Ces intercepteurs ont le but d’attraper les requeˆtes, en provenance et a` desti-
nation des services Web, de calculer et de loger les valeurs correspondant aux parame`tres
de QdS, obtenues a` partir des interactions entre instances de services Web.
Reconfiguration Module (ReMo)
Measurement Module (MeMo)


























Fig. 6.20 – Architecture de gestion de la QdS.
Le module MoMo re´cupe`re et analyse depuis le log les valeurs de QdS calcule´es, afin
de repe´rer des symptoˆmes impliquant e´ventuellement une de´gradation de la QdS. Ces
symptoˆmes sont notifie´s au module D&R sous forme d’e´ve´nements d’alarme.
Dans le module D&R les e´ve´nements d’alarme sont analyse´s par le composant QoS
Local Diagnoser (QLD). Dans le cas d’identification d’une de´gradation de la QdS, le
composant QLD notifie le type de proble`me au composant Recovery Action Selector
(RAS) qui de´termine les actions de reconfiguration a` mettre en place par le module
ReMo.
Le service Web Flexible WS correspond a` un service qui offre la meˆme signature du
service Web fournisseur re´el. Dans le but d’assurer une connexion avec le service Web
fournisseur. Le service Web Flexible Service (FS) ope`re de la fac¸on suivante :
Quand le PSI rec¸oit une requeˆte en provenance du service Web demandeur, il lit la
requeˆte (pour des raisons de surveillance sur les parame`tres de QdS), et puis il laisse
passer le message vers l’intercepteur Concrete Service Invoquer (CSI). Le CSI prend
une copie des donne´es contenue dans la requeˆte (input du service Web), et ensuite :
1. Il laisse passer la requeˆte vers le FS,
2. Il construit une nouvelle requeˆte vers le service Web fournisseur, avec les pa-
rame`tres intercepte´s du message se dirigeant vers le FS.
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Ensuite, le CSI attend la re´ception du message de retour du FS, et le re´sultat
d’invocation du service Web fournisseur. Lorsqu’il les rec¸oit tous les deux, il met le
re´sultat du service Web fournisseur dans le message provenant du FS, et il laisse passer
le message de retour a` destination finale du service Web demandeur. Et comme c¸a, le
service Web demandeur envoie une requeˆte vers le FS et rec¸oit une re´ponse du service
Web fournisseur.
6.6.1 Mode´lisation de l’architecture de gestion de la QdS
Dans le but de valider l’architecture de gestion de la QdS propose´e, nous l’avons
mode´lise´e avec le langage UML. De manie`re plus pre´cise, nous avons utilise´ le profil
UML/SDL de l’outil Tau G2 de la socie´te´ Telelogic6. Cet outil permet de ge´ne´rer des
simulations qui permettent d’observer si le comportement de´clare´ dans la spe´cification
du syste`me correspond au comportement affiche´ par la simulation. Pour ge´ne´rer des
simulations avec TAU nous devons suivre la de´marche suivante :
1. Cre´er des diagrammes de classe pour les composants du syste`me,
2. Cre´er des diagrammes de classe caracte´risant les messages qui seront e´change´s par
les composants du syste`me,
3. Cre´er des diagrammes de structure composite caracte´risant les modules compo-
sant le syste`me.
4. Cre´er des diagrammes de machine a` e´tat caracte´risant le comportement des com-
posants du syste`me.
Une fois tous ces e´le´ments re´unis, la simulation peut se de´clencher. Le re´sultat de
la simulation peut s’afficher de formes diverses, pour en faire, nous avons privile´gie´ la
vue de diagrammes de se´quence.
Diagrammes de classe
La figure 6.21 illustre les classes caracte´risant les composants qui participent dans
l’architecture. La classe QoSMgmt repre´sente l’architecture ge´ne´rale, elle a des relations
de compositions avec chacun des modules de´finissant l’architecture. Pour la de´finition
de la simulation, pre´sente´e plus tard, nous avons des classes repre´sentant les services
6http ://www.telelogic.com/
Web demandeur (WSReq) et fournisseur (WSProv, WSProv2). Les interfaces FromUser,
ToUser correspondent aux points de communication du syste`me avec l’environnement
(i.e. l’utilisateur externe du syste`me). Le commentaire place´ en bas de la meˆme figure,
repre´sente une initialisation de variable qui prend du sens lors de l’exe´cution de la
simulation.
Un autre diagramme de classe a e´te´ de´fini pour la repre´sentation des messages qui
seront e´change´s par les composants du syste`me. L’application de ces messages sera
illustre´e pendant la phase de simulation de l’architecture. Afin de ne pas encombrer
d’avantage cette section on a place´ la figure B.1 correspondante a` ce diagramme dans
l’annexe B.
Diagrammes de structure composite
Les diagrammes de structure composite ont pour but de de´finir les relations entre
les composants de´finissant un module. D’abord, nous avons inte´gre´ tous les modules
composant l’architecture de gestion de la QdS, et les composants interagissant avec ces
modules, dans un seul diagramme de structure composite global, ceci est illustre´ par la
figure 6.22.
Les interactions entre modules et entre composants et modules, sont faites par le
biais des ports et des connecteurs. Dans chaque port on de´finit les messages qui sont at-
tendus en entre´e et en sortie, ces messages doivent correspondre a` des messages spe´cifie´s
dans le diagramme de classe de la figure B.1.
Pour chaque module compose´ de plusieurs composants, et de´fini dans le diagramme
de structure composite global, nous avons de´taille´ sa composition interne, donc on a
de´fini de nouveaux diagrammes spe´cifiant les composants et leurs relations (par des
ports et des connecteurs). Les diagrammes de structure composite concernant les mo-
dules Measurement, Diagnosis&Repair et Reconfiguration sont illustre´s successivement
par les figures 6.23, 6.24 et 6.25.
Les diagrammes de machine a` e´tat correspondant au comportement des composants
sont place´s dans l’annexe B.
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// measured value of QoS (for simulation)
// <= 0.5 -> QoS Ok
//  > 0.5 -> QoS Not Ok
const Real QoSSimul=0.9;
Fig. 6.21 – Diagramme de classes.




























































Fig. 6.22 – Diagramme de structure composite global.
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Fig. 6.23 – Diagramme de structures composites pour le module Measurement.






Diag : DiagnosticP26 P27
 







Fig. 6.24 – Diagramme de structure composite pour le module Diagnosis&Repair.
6.6.2 Validation de l’architecture de gestion de la QdS
Comme annonce´ pre´ce´demment, nous avons fait des simulations avec l’outil TAU
afin de valider l’architecture de gestion de la QdS propose´e. Par la suite, on expliquera les
re´sultats de cette simulation par le biais d’un sce´nario d’utilisation. Le cas d’utilisation
illustre le comportement des composants du syste`me, lorsque la QdS est de´grade´e et
donc une action de substitution d’une instance de service Web par une autre s’ave`re
ne´cessaire. Pour des soucis de clarte´ on de´composera la simulation en trois phases.
Premie`re phase de la simulation
Dans la premie`re phase (figure 6.26) un utilisateur (actor) fait une requeˆte au travers
d’un service Web (req). La requeˆte se dirigeant vers un service Web fournisseur, est
intercepte´e, d’abord pour l’intercepteur coˆte´ demandeur reqInt, puis par l’intercepteur
coˆte´ fournisseur provInt et enfin pour l’intercepteur Concrete Service Invoker (ServInv).
Ensuite, la requeˆte est adresse´e au Flexible Service (FWS) et au service Web fournisseur
(prov). L’intercepteur CSI attend la re´ponse des deux services invoque´s et puis laisse
passer la re´ponse vers l’intercepteur coˆte´ fournisseur provInt, qui ensuite la renvoie
vers l’intercepteur coˆte´ demandeur reqInt. A ce moment, l’intercepteur coˆte´ demandeur
reqInt laisse passer la re´ponse vers le service Web demandeur (req), ensuite il renvoie les
re´sultats de ses calculs au log, et puis envoie un message vers le composant Monitoring


































Fig. 6.25 – Diagramme de structure composite pour le module Reconfiguration.
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(Monit) en indiquant qu’une nouvelle valeur a rentre´e dans le log. Le message qui arrive
au service Web demandeur et enfin de´livre´ a` l’utilisateur (actor).




























































Fig. 6.26 – Simulation de l’architecture de gestion de la QdS (1/3).
Par rapport aux mesures des parame`tres de QdS, chaque passage d’une requeˆte vers
les intercepteurs du module Measurement repre´sente une copie des donne´es et puis des
calculs pour mesurer l’e´tat de la QdS. Les re´sultats de ses calculs seront stocke´s dans
le log. Ainsi, le composant Monitoring (Monit) re´cupe`re les donne´es du log qui seront
ensuite analyse´s.
Deuxie`me phase de la simulation
La deuxie`me phase de la simulation ( 6.27) repre´sente des nouvelles requeˆtes entre
services Web de fac¸on similaire a` celle de´crite dans la premie`re phase. Par contre, cette
fois lorsque le composantMonitoring analyse les donne´es stocke´es dans le log, il aperc¸oit
des symptoˆmes qui pourrait entraˆıner une de´gradation de la QdS. Donc, le Monitoring
adresse une alarme vers le composant de diagnostic (Diag). Ensuite, ce composant
de´termine qu’une de´gradation de la QdS a eu lieu, et puis communique la de´tection de
ce proble`me au composant Recovery (Rec). Ensuite, le composant Recovery de´cide les
actions de reconfiguration a` prendre, en l’occurence, la substitution de l’instance du ser-
vice Web fournisseur prov, pour l’instance prov2. A ce moment, l’intercepteur Concrete
Service Invoker (ServInv) rec¸oit l’ordre d’appliquer cette action de reconfiguration.
Troisie`me phase de la simulation
Dans la troisie`me phase de simulation, quand de nouvelles requeˆtes de l’utilisateur
sont ge´ne´re´es, celles-ci seront adresse´es vers l’instance du service fournisseur prov2, et
non plus vers l’instance prov. Cette dernie`re phase est illustre´e par la figure 6.28.
6.7 Conclusion
Dans ce chapitre nous avons propose´e une approche pour la gestion de la QdS pour
les applications a` base de services Web. Cette approche a e´te´ base´e sur la de´finition
d’une classification des dysfonctionnements qui ont e´te´ caracte´rise´s, pour son traite-
ment, sous forme d’ontologies. Nous avons valide´ l’ontologie en l’appliquant au syste`me
de gestion de confe´rences. Les re`gles de´finies pour la de´tection et la pre´vention des dys-
fonctionnements, traitent des cas ge´ne´riques, ainsi elles couvrent un nombre important
des dysfonctionnements affectant la QdS pour le syste`me de gestion de confe´rences.
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Fig. 6.27 – Simulation de l’architecture de gestion de la QdS (2/3).



























































Fig. 6.28 – Simulation de l’architecture de gestion de la QdS (3/3).
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L’architecture propose´e pour la gestion de la QdS, reprend des e´le´ments identifie´s
dans les syste`mes qui suivent une approche de « self-healing ». Cette architecture
repre´sente un inte´reˆt particulier pour le projet WS-DIAMOND, et elle est en cours




7.1 Bilan des contributions
Dans ce me´moire nous avons pre´sente´ l’ensemble des travaux re´alise´s dans le cadre
de cette the`se. Le manuscrit a e´te´ organise´ en deux parties.
La premie`re partie a e´te´ compose´e de deux chapitres qui de´crivent l’e´tat de l’art sur
les the`mes de recherche aborde´s par cette the`se. Le chapitre 2 a introduit les architec-
tures logicielles et ses principales techniques de mode´lisation, par les ADL et par UML,
et ses adaptations. Nous avons aussi aborde´ le cas des architectures oriente´es services
et leur application particulie`re aux services Web. Nous avons termine´ ce chapitre par
la pre´sentation des architectures dynamiques et par leur mode´lisation avec les ADL. Le
chapitre 3 traite de l’adaptabilite´ des architectures logicielles. Nous avons pre´sente´ les
travaux sur la reconfiguration des architectures, au moyen d’UML et des techniques de
re´e´criture de graphes. Enfin, nous avons pre´sente´ un bilan des travaux qui proposent
des approches diverses pour les syste`mes de « self-healing ».
La deuxie`me partie a e´te´ compose´e de trois chapitres qui pre´sentent les contribu-
tions apporte´es par nos travaux de the`se. Le chapitre 4 propose un cadre logiciel pour
l’adaptation des architectures des applications a` base de services Web. La proposition
repre´sente une approche originale visant l’automatisation du processus de gestion des
architectures par des actions de reconfiguration. De meˆme, notre approche associe de
fac¸on originale, des techniques semi-formelles (UML), mais amplement utilise´es ; avec
des techniques formelles (technique de re´e´criture de graphes) qui sont moins connues
dans ce domaine d’application. La description des architectures par les types structu-
raux, a permis un niveau d’abstraction ade´quat, qui autorise la construction des re`gles
de base simples, et qui applique les techniques de re´e´criture de graphes de fac¸on per-
formante. Le processus d’automatisation de notre approche est partiellement acheve´.
Une traduction des diagrammes UML par le biais des plugins de l’outil Fujaba vers
le langage XML a e´te´ de´veloppe´e dans le cadre d’une collaboration avec l’Universite´
de Sfax en Tunisie. Le chapitre 5 a pre´sente´ deux sce´narios applicatifs validant l’ap-
proche de description et de reconfiguration des architectures. Ces sce´narios traitent
deux niveaux de spe´cification diffe´rents et comple´mentaires. Le sce´nario du syste`me
de gestion de confe´rences adopte une approche coope´rative, en se focalisant sur les
interactions externes des services Web. L’exemple du « Foodshopping » adopte une ap-
proche comportementale, en se focalisant sur la description du comportement interne
des services Web. Les deux sce´narios ont e´te´ e´prouve´s dans le cadre du projet europe´en
WS-DIAMOND et font partie du Deliverable 1.1. Les sections concernant les re`gles de
reconfiguration font partie du Deliverable 3.1 du meˆme projet. La mise en œuvre du
syste`me de gestion de confe´rences a e´te´ re´alise´e dans le cadre d’une collaboration avec
l’Universite´ de Sfax, en Tunisie. Le chapitre 6 a propose´ une approche pour la gestion de
la QdS pour les applications a` base de services Web. Cette approche a de´fini une classi-
fication des dysfonctionnements affectant la QdS des applications. Cette classification a
e´te´ caracte´rise´e, pour son traitement, par des ontologies. L’ontologie a e´te´ valide´e et ap-
plique´e au syste`me de gestion de confe´rences. Les re`gles de´finies pour la de´tection et la
pre´vention des dysfonctionnements, traitent des cas ge´ne´riques, ainsi elles couvrent un
nombre important des dysfonctionnements affectant la QdS pour le syste`me de gestion
de confe´rences. L’architecture propose´e pour la gestion de la QdS, reprend des e´le´ments
identifie´s dans les syste`mes qui suivent une approche de « self-healing ».
7.2 Travaux en cours et perspectives
Plusieurs axes de´rivent par la suite de nos travaux, tant de niveau the´orique que de
niveau pratique.
Nous projetons de poursuivre le de´veloppement du processus d’automatisation de
l’approche d’adaptation des architectures par UML et XML, et du moteur de transfor-
mation de graphes. Par cette inte´gration, les re´sultats ge´ne´re´s par l’outil de graphes, a`
l’issue de l’application des re`gles de reconfiguration, sont redirige´s vers une API de ges-
tion d’applications a` base de services Web. L’architecture envisage´e pour l’API suit une
approche a` base de canaux a` e´ve´nements. Le but est d’avoir un outil complet pour l’ana-
lyse des architectures dynamiques et adaptables par inte´gration des diverses techniques.
A moyen terme nous comptons enrichir les types architecturaux (le Roˆle coope´ratif, la
Cate´gorie de service et la Classe de service) qui structurent les architectures des appli-
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cations a` base de service Web. L’ide´e est d’associer des proprie´te´s se´mantiques a` chacun
des types. Ces proprie´te´s peuvent servir par exemple, pour affiner le choix entre services
Web, lorsque l’on applique des actions de reconfiguration. Ce dernier point pourrait eˆtre
re´alise´ par le biais des ontologies et en utilisant les techniques d’annotation issues du
Web se´mantique.
Il s’ave`re ne´cessaire d’e´tendre la gestion de la QdS, de´finie par les ontologies, en
suivant l’approche de QdS par objectif, ou` les services Web demandeur et fournisseur
se mettent d’accord a` partir de contrats de QdS indiquant le niveau de QdS a` maintenir.
Par rapport au syste`me de gestion de confe´rences, d’autres parame`tres pourraient eˆtre
pris en compte. Par exemple, le niveau de qualite´ des actes lors de la phase de recherche
de confe´rences, ou le nombre de publications, dans revues de prestige, lors de la phase
de recherche de relecteurs. De meˆme, nous envisageons de de´finir des politiques de
de´tection et de pre´vention de la de´gradation de la QdS pour leur application au syste`me
de « Foodshopping ».
Dans le cadre du projet WS-DIAMOND, d’autres e´quipes de´veloppent des me´canismes
pour le diagnostic et la reconfiguration de services Web au niveau comportemental.
Dans l’approche comportementale des actions de reconfiguration sont de´clenche´es lors-
qu’un dysfonctionnement est de´tecte´ sur une instance d’un service Web. Ces me´canismes
sont conside´re´s comple´mentaires a` notre approche de reconfiguration architecturale. Un
exemple de ces me´canismes conside`re la compensation (retour en arrie`re vers un e´tat
suˆr du syste`me et reprise par des routes alternes) dans le « workflow » de l’application.
Des efforts de recherche sont en cours pour la composition des deux approches aux
niveaux du diagnostic et de la reconfiguration. Une premie`re ide´e consiste a` mettre les
me´canismes comportementaux plus rapidement en application, et lorsque cela ne suf-
fit pas, basculer vers les me´canismes architecturaux. Dans la meˆme ide´e, l’architecture
de gestion de la QdS repre´sente un inte´reˆt particulier pour le meˆme projet. Elle est
en cours de de´veloppement par le LAAS-CNRS et l’Universite´ de Sfax, en Tunisie. A
l’heure actuelle, une premie`re version de la mise en œuvre des modules Meaurement et
Reconfiguration a e´te´ re´alise´e. Cette imple´mentation a e´te´ teste´e sur la grille G5000.
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Listing A.1 – Sche´ma XML pour la spe´cification des architectures a` base de services
Web.
<?xml version=” 1 .0 ” encoding=”UTF−8”?>
<xs:schema xmlns=” ht tp : //www. l a a s . f r /˜ fjmoomen/WSCoopArch”
xmlns :xs=” ht tp : //www.w3 . org /2001/XMLSchema”
targetNamespace=” ht tp : //www. l a a s . f r /˜ fjmoomen/WSCoopArch”
elementFormDefault=” q u a l i f i e d ”
attr ibuteFormDefau l t=” q u a l i f i e d ”>
<xs : e l ement name=”WSCoopArch” type=”ArchType”/>
<xs:complexType name=”ArchType”>
<xs : s equence>
<xs : e l ement name=”CoopRole” type=”RoleType”
maxOccurs=”unbounded”/>
<xs : e l ement name=” InterRo leL ink ” type=”
InterRoleLinkType ” maxOccurs=”unbounded”/>
</ xs : s equence>
<x s : a t t r i b u t e name=” archDesc r ip t i on ” type=” x s : s t r i n g ” use=”
requ i r ed ”/>
</xs:complexType>
<xs:complexType name=”RoleType”>
<xs : s equence>
<xs : e l ement name=” Serv iceCategory ” type=”
CategoryType” maxOccurs=”unbounded”/>
<xs : e l ement name=” IntraRoleLink ” type=”
IntraRoleLinkType ” maxOccurs=”unbounded”/>
</ xs : s equence>
<x s : a t t r i b u t e name=”roleName” type=” x s : s t r i n g ” use=”
requ i r ed ”/>
</xs:complexType>
<xs:complexType name=”CategoryType”>
<xs : s equence>
<xs : e l ement name=” s e r v i c eC l a s s ” type=”
ClassType” maxOccurs=”unbounded”/>
</ xs : s equence>
<x s : a t t r i b u t e name=”catName” type=” x s : s t r i n g ” use=”
requ i r ed ”/>
</xs:complexType>
<xs:complexType name=”ClassType”>
<xs : s equence>
<xs : e l ement name=” Se rv i c e ” type=”ServiceType ”/
>
</ xs : s equence>
<x s : a t t r i b u t e name=”className”/>
</xs:complexType>
<xs:complexType name=”ServiceType ”>
<xs : s equence>
<xs : e l ement name=” r o l e ”>
<xs:complexType>
<x s : a t t r i b u t e name=”roleName” type=”
x s : s t r i n g ” use=” requ i r ed ”/>
</xs:complexType>
</ xs : e l ement>
<xs : e l ement name=” category ”>
<xs:complexType>
<x s : a t t r i b u t e name=”catName” type=” x s : s t r i n g ” use=”
requ i r ed ”/>
</xs:complexType>
</ xs : e l ement>
<xs : e l ement name=” c l a s s ”>
<xs:complexType>
<x s : a t t r i b u t e name=”
className”/>
</xs:complexType>
</ xs : e l ement>
</ xs : s equence>
<x s : a t t r i b u t e name=”serviceName” use=” requ i r ed
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”/>
</xs:complexType>
<xs:complexType name=” InterRoleLinkType ”>
<xs : s equence>
<xs : e l ement name=” s e r v i c e 1 ” type=”
ServiceType ”/>
<xs : e l ement name=” s e r v i c e 2 ” type=”
ServiceType ”/>
</ xs : s equence>
</xs:complexType>
<xs:complexType name=” IntraRoleLinkType ”>
<xs : s equence>
<xs : e l ement name=” s e r v i c e 1 ” type=”
ServiceType ”/>
<xs : e l ement name=” s e r v i c e 2 ” type=”
ServiceType ”/>
</ xs : s equence>
</xs:complexType>
</xs:schema>
Listing A.2 – Sche´ma XML pour la spe´cification des re`gles de base
<?xml version=” 1 .0 ” encoding=”UTF−8”?>
<xs:schema xmlns=” ht tp : //www. l a a s . f r /˜ fjmoomen/ArchCoopRules
−0.2”
xmlns :xs=” ht tp : //www.w3 . org /2001/XMLSchema”
xmlns:archCoop=” ht tp : //www. l a a s . f r /˜ fjmoomen/WSCoopArch”
xmlns:ns1=” ht tp : //www. l a a s . f r /˜ fjmoomen/ArchCoopRules−0.2”
targetNamespace=” ht tp : //www. l a a s . f r /˜ fjmoomen/ArchCoopRules
−0.2”
elementFormDefault=” q u a l i f i e d ”
attr ibuteFormDefau l t=” q u a l i f i e d ”>
<xs : import namespace=” ht tp : //www. l a a s . f r /˜ fjmoomen/
WSCoopArch” schemaLocation=”Z:\ pub l i c html \
WSCoopArch . xsd”/>
<xs : e l ement name=” bas icRule ” type=” ruleType”/>
<xs:complexType name=” ruleType”>
<xs : s equence>
<xs : e l ement name=”Add” type=”Node”/>
<xs : e l ement name=”Del” type=”Node”/>
<xs : e l ement name=”Inv” type=”Node”/>
<xs : e l ement name=”Abs” type=”Node”/>




<x s : e x t en s i on base=”
archCoop:InterRoleLinkType ”>
<x s : a t t r i b u t e name=”
Invo lvedSec t i on s ”




x s : r e s t r i c t i o n
base=”




</ x s : a t t r i b u t e>
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</ x s : e x t en s i on>
</xs:complexContent>
</xs:complexType>
</ xs : e l ement>
</ xs : s equence>
</xs:complexType>
<xs:complexType name=”Node”>
<xs : s equence>
<xs : e l ement name=” s e r v i c e ” type=”
archCoop:ServiceType ”/>













































































Fig. B.1 – Messages e´change´s pour les composants de l’architecture de gestion de la
QdS.
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Fig. B.2 – Diagramme de machine a` e´tat du service Web demandeur.




















/* measurement procedures */
serviceMeasure=QoSSimul;
Fig. B.3 – Diagramme de machine a` e´tat de l’intercepteur du coˆte´ du WS demandeur.
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Fig. B.4 – Diagramme de machine a` e´tat de l’intercepteur du coˆte´ du WS fournisseur.























Fig. B.5 – Diagramme de machine a` e´tat de l’intercepteur Concrete Service Invoquer
(1/2).
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Fig. B.6 – Diagramme de machine a` e´tat de l’intercepteur Concrete Service Invoquer
(2/2).








Fig. B.7 – Diagramme de machine a` e´tat du service Web FS.
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Fig. B.8 – Diagramme de machine a` e´tat du composant Log.
















Fig. B.9 – Diagramme de machine a` e´tat du composant Monitoring (1/2).
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Fig. B.10 – Diagramme de machine a` e´tat du composant Monitoring (2/2).









Fig. B.11 – Diagramme de machine a` e´tat du composant Diagnostic.
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Fig. B.12 – Diagramme de machine a` e´tat du composant Recovery.









Fig. B.13 – Diagramme de machine a` e´tat du premier service Web fournisseur.
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RESUME :
Nos travaux se situent dans le cadre des architectures logicielles dynamiques en tant qu'outil pour l'adaptation 
des applications à base de services Web, l'objectif étant de proposer des mécanismes d'aide à la gestion de la 
QdS. Nous proposons une approche de modélisation par le biais d'éléments architecturaux étendant la vue de 
déploiement d'UML. A partir de la définition de règles de base, issues des techniques de réécriture de graphes, 
des actions de reconfiguration architecturale sont introduites. Un premier scénario applicatif traite le processus 
de revue coopérative adapté au cas spécifique d'un système de gestion de conférences. Un deuxième scénario 
traite le cas d'un magasin en ligne. Nous proposons une classification des cas de dysfonctionnement pour la 
gestion de la QdS, classification que nous formalisons par le biais d'une ontologie. Notre dernière proposition 
concerne une architecture de gestion de la QdS, modélisée et validée au moyen de l'outil UML Tau G2.
MOTS-CLES :
Architectures logicielles, Modélisation des architectures, Adaptabilité des architectures, Services Web, 
Gestion de la QdS, Ontologies, Reconfiguration des architectures
ABSTRACT :
Our work is related to modelling dynamic software architectures as a tool for adapting Web services 
applications. The aim is to propose supporting mecanisms for QoS management. We propose a modelling 
approach by defining some architectural elements which extend the UML's deployment view. From the 
definition of some basic rules, based on graph's rewriting techniques, some architectural reconfiguration actions 
are defined. A first application scenario deals with the cooperative review process, adapted to the more specific 
case of a conference management system. A second scenario deals with the case of an online shop. We 
propose a classification of mistmatches for QoS management. This classification has been formalized by 
defining an ontology. A last proposal considers an architecture for QoS management, which has been 
modelised and validated by using the UML tool Tau G2.
KEYWORDS
Software architectures, architecture modelling, adaptive architectures, Web services, QoS 
management, ontologies, Architecture reconfiguration
