Estimation récursive pour les modèles autorégressifs localement stationnaires by MOULINES, Eric et al.
Estimation re´cursive pour les mode`les autore´gressifs localement
stationnaires
Eric MOULINES1, Pierre PRIOURET2, Franc¸ois ROUEFF1
1GET / Telecom Paris, CNRS LTCI
46 rue Barrault, 75634 Paris Cedex 13, France
2Laboratoire de Probabilite´s, CNRS U.M.R. 7599
Universite´ Paris VI - Tour 56 - 3e`me e´tage, 4, Place Jussieu, 75252 Paris cedex 05, France
moulines@tsi.enst.fr, priouret@ccr.jussieu.fr, roueff@tsi.enst.fr
Re´sume´ – Nous nous inte´ressons dans ce travail a` l’estimation des parame`tres d’un processus autore´gressif localement stationnaire. Dans cette
approche, le parame`tre d’inte´reˆt est une fonction de [0,1] dans Rd × R+ de´crivant l’e´volution de la densite´ spectrale au cours du temps par
l’interme´diaire de d coefficients de pre´diction line´aire et de la variance de l’innovation. Le proble`me d’identification du mode`le se rame`ne alors
a` un proble`me d’estimation fonctionnelle non-parame´trique. Nous nous inte´ressons a` la mise en oeuvre d’estimateurs re´cursifs. Nous avons
e´tudie´ plus particulie`rement l’estimateur LMS (Least Mean Square) qui repose sur l’e´criture d’un gradient stochastique. Nous avons e´tudie´ le
comportement asymptotique pre´cis de l’estimateur, montrant que pour des classes de re´gularite´ trop forte, il n’atteint pas la vitesse minimax.
Dans ce cas, nous appliquons une me´thode de correction du biais pour construire un nouvel estimateur re´cursif de vitesse minimax dans un
ensemble plus large de classes de re´gularite´.
Abstract – We consider the problem of estimating the parameters of a locally statationary autoregressive process. This approach models the
time evolution of the spectral content of a time series by a [0, 1] → Rd × R+ mapping of d linear prediction coefficients and the innovation
variance. The identification problem for this model fits the classical non-parametric curve estimation theory. In this contribution we focus on
recursive estimators and more particularly on the LMS (Least Mean Square) algorithm. This estimator is based on stochastic gradient approach.
A precise study of its asymptotic behaviour is provided. It turns out that this estimator achieves the minimax rate only in alimited range of
smoothness classes. We propose a bias reduction method which allows to achieve this rate in a wider range of smoothness classes.
1 Contexte
Nous nous inte´ressons dans ce travail a` l’estimation des pa-
rame`tres de processus autore´gressifs localement stationnaires
(voir [5], [3], [4] et [2]). Ces mode`les sont de´finis par l’e´quation




θi((k − 1)/n)Xk−i,n + σ(k/n)k,n, (1)
= θTk−1,nXk−1,n + σk,nk,n (2)
ou`, pour tout 1 ≤ k ≤ n, Xk,n := [Xk,n · · · Xk−d+1]T ,
θ(·) := [θ1(·) · · · θd(·)]T et σ(·) sont des fonctions de´finies
sur [0, 1] et (1,n, . . . , n,n) sont inde´pendants, centre´es et de
variance unite´ et inde´pendants de {X0,n, n ≥ 1}. On a de plus
note´ θk,n := θ(k/n) et σk,n := σ(k/n).
La plupart des approches de´veloppe´es a` ce jour pour estimer
les fonctions t → θi(t) et t → σ(t) sont base´es sur des ap-
proches hors ligne. Nous e´tudions ici des me´thodes d’estima-
tion re´cursives, e´tendant ainsi les travaux de [2]. L’algorithme
standard d’estimation re´cursive est donne´ par :
̂k+1,n = Xk+1,n − θ̂
T
k,n(µ)Xk,n,
θ̂k+1,n(µ) = θ̂k,n(µ) + µ ̂k+1,nYµ,k,n, (3)
σ̂2k+1,n = σ̂
2
k,n + µ (̂
2
k+1,n − σ̂2k,n).
ou` µ est le pas d’adaptation et Yµ,k,n est un vecteur de´pendant
de µ et des observations Xl,n, l ≤ n. L’estime´e θ̂0,n(µ) est
de´terministe inde´pendante de n (typiquement θ̂0,n(µ) = 0). La
me´thode la plus e´le´mentaire est l’algorithme LMS, pour lequel
Yµ,k,n = Xk,n. Une variante algorithmique utile est le NLMS,
pour lequel nous prendrons Yµ,k,n = (1 + µ |Xk,n|2)−1Xk,n,
ou` | · | est la norme euclidienne.
2 Principaux re´sultats
Le comportement de l’algorithme LMS pour les mode`les
TVAR a re´cemment e´te´ e´tudie´ par [2] sous des hypothe`ses
tre`s restrictives (mode`le autore´gressif d’ordre 1 et innovation
borne´e). Nous proposons dans ce travail une e´tude sous des hy-
pothe`ses beaucoup plus ge´ne´rales. A notre connaissance, bien
que les algorithmes d’estimation re´cursifs soient couramment
utilise´s pour estimer les parame`tres de mode`les autore´gressifs,
il n’existe pas de preuve convaincante de convergence pour l’al-
gorithme a` pas fixe (qui ne soient pas base´e sur des approxima-
tions errone´es - hypothe`ses d’inde´pendance). La stationnarite´
locale permet de caracte´riser la capacite´ de poursuite des algo-
rithmes dans un cadre tout aussi pertinent que celui utilise´ ge´-
ne´ralement des parame`tres diffusifs, mal adapte´s aux mode`les
autore´gressifs.
Pour β ∈ (0, 1], la β-Lipschitz semi-norme de la fonction
f : [0, 1] 7→ Rd est donne´e par :
|f |Λ,β = sup
t6=s
|f(t)− f(s)|
|t− s|β . (4)
Pour tout variable ale´atoire Z a` valeur dans Rm, m ≥ 1, muni
de la norme euclidienne | · |, on note
‖Z‖p := (E[|Z|p])1/p.
Conside´rons les hypothe`ses suivantes.
(A1) Il existe β ∈ (0, 1] tel que |θ|Λ,β <∞ et |σ|Λ,β <∞.
(A2) Il existe ρ ∈ (0, 1) tel que le polynoˆme caracte´ristique
θ(z; t) = 1−∑pj=1 θj(t)zj soit non nul pour tout t ∈ [0, 1] et
tout |z| ≤ ρ−1.
(A3) {k,n}n≥1,1≤k≤n est un tableau triangulaire de v.a.
inde´pendantes, centre´es et de variance unite´ et la variance lo-
cale est uniforme´ment minore´e et majore´e, i.e. il existe 0 <
σ− < σ+ <∞ tels que σ− ≤ σ(t) ≤ σ+ pour tout t ∈ [0, 1].











E exp(α |k,n|u) soient finis.
Commentons succintement ces hypothe`ses. L’hypothe`se
(A1) est une hypothe`se classique d’estimation fonctionelle.
Elle se comprend aise´ment puisqu’elle controˆle l’e´volution des
parame`tres dans le temps. Plus l’indice β est grand et plus
cette e´volution est re´gulie`re et l’estimation est facilite´e. L’hy-
pothe`se (A2) permet d’e´tablir la stabilite´ du mode`le. Pensons
au cas ou` le parame`tre est constant au cours du temps. Dans
ce cas, le mode`le suit l’e´quation de re´curence d’un proces-
sus AR stationaire et (A2) revient a` la condition habituelle
d’un AR stable causal. Dans le cas d’un processus locale-
ment stationaire, cette hypothe`se continue d’ope´rer mais dans
le contexte d’une chaıˆne inhomoge`ne. Nous ne nous e´tendrons
pas ici sur la notion de stabilite´ dans ce contexte et renvoyons
a` [10] pour une e´tude de´taille´e. L’hypothe`se (A3) est une hy-
pothe`se classique d’innovations de type bruit blanc avec une
variance e´voluant au cours du temps. La condition de mi-
noration uniforme de cette variance par une constante posi-
tive est cruciale pour de´montrer la persistence d’excitation des
algorithmes re´cursifs qui est un ingre´dient fondamental des
syste`mes adaptatifs (voir [9]). L’hypothe`se (A4) est une hy-
pothe`se de majoration uniforme sur les moments des innova-
tions. C’est une hypothe`se essentielle et extre`mement faible
compare´e a` celle utilise´e par [2] qui suppose les innovations
borne´es. C’est l’avantage apporte´ par la normalisation de l’al-
gorithme NLMS. Ne´anmoins, meˆme dans le cas du LMS, l’hy-
pothe`se de [2] peut eˆtre largement ame´liorer, puisque dans ce
cas, nous nous contenterons de (A’4), c’est-a`-dire d’un controˆle
uniforme des moments exponentiels des innovations.
Nous suposons (A1)-(A4). Une conse´quence importante de
ces hypothe`ses est la stabilite´ du processus de´fini par (1)




Dans le cadre du LMS l’hypothe`se (A4) est renforce´e par
l’hypothe`se (A’4) mais ceci n’est pas ne´cessaire dans le cadre
du NLMS. On obtient alors le re´sultat suivant.
The´ore`me 1 Pour tout p ∈ [1, q/3), il existe M, δ > 0 et µ0 >
0 tels que pour tout µ ∈ (0, µ0], pour tout n ≥ 1 et pour tout




|θ̂0,n(µ)− θ(0)| (1− δ µ)k +√µ+ (nµ)−β
)
. (6)
Re´sume´ de la preuve. Notons δk,n = θ̂k,n − θk,n l’erreur
d’estimation. D’apre`s (3), cette erreur satisfait l’e´quation de
re´currence
δk+1,n = (I − µFk,n)δk,n + ξk,n, 0 ≤ k ≤ n− 1,
ou` ξk,n := θk,n − θk+1,n + µσk+1,nk+1,nYk,n et Fk,n :=
Yk,nXTk,n. Notons enfin, pour tout −1 ≤ j ≤ k ≤ n,
Ψn(k, j;µ) := (I − µFk,n)(I − µFk−1,n) · · · (I − µFj+1,n),
avec la convention Ψn(k, k;µ) := I . D’apre`s l’e´quation de
re´currence ve´rifie´e ci-dessus, on obtient, pour tout 0 ≤ k ≤ n,
δk,n = Ψn(k − 1,−1;µ)δ0,n +
k−1∑
j=0
Ψn(k − 1, j;µ)ξj,n. (7)
La majoration (6) repose alors essentiellement sur le re´sultat
suivant.
Lemme 2 Il existe des constantes M, δ > 0 et µ0 > 0 telles
que, pour tout µ ∈ [0, µ0] et pour tout −1 ≤ j ≤ k ≤ n,
‖Ψn(k, j;µ)‖p ≤M(1− µ δ)k−j . (8)
La preuve de ce lemme requiert une e´tude approfondie. Elle re-
pose sur l’utilisation d’ide´es propres aux algorithmes re´cursifs
(qui remontent a` [6], [11], [7]) remises a` jour par l’utilisation
de techniques simples base´es sur les proprie´te´s de stabilite´ des
chaıˆnes de Markov inhomoge`nes. Elle comporte essentielle-
ment trois e´tapes. Une premie`re e´tape concerne l’e´tude de la
stabilite´ du mode`le, c’est-a`-dire du processus {Xk,n, 1 ≤ k ≤
n}. La deuxie`me e´tape consiste a` prouver la persistence d’exci-
tation, qui permet de minorer en moyenne le gradient stochas-
tique a` chaque ite´ration de l’algorithme (3). Enfin l’e´tape la
plus difficile consiste a` montrer un re´sultat de stabilite´ sur un
produit de matrices ale´atoires sous des hypothe`ses adapte´es aux
chaıˆnes inhomoge`nes. Ce re´sultat est donne´ en appendice A.
Nous renvoyons a` [10] pour une e´tude de´taille´e des proprie´te´s
de stabilite´ du mode`le, des re´sultats sur la persistence d’excita-
tion, sur l’e´tablissement du the´ore`me 5 et son application dans
le cadre de l’algorithme NLMS. L’adaptation au LMS est en
cours de re´daction. Concluons maintenant sur l’utilisation du
lemme 2 dans le cadre du the´ore`me. L’e´quation (7) et ce lemme
donne directement








Le premier terme de cette borne donne le premier terme de (6).
Le second terme de cette borne est controˆle´ par une transforma-
tion d’Abel. On remarque que les sommes partielles ve´rifient,




∣∣∣∣∣∣ = |θ(i/n)− θ(k/n)| ≤ |θ|Λ,βn |k − i|β ,
d’autre part, d’apre`s (A3), {σi+1,nYi,ni+1,n, i ≥ 0} est
un processus d’incre´ments de martingale, et l’ine´galite´ de









ou` ?q := sup
1≤k≤n
‖k,n‖q et Y?q := sup
µ,k,n
‖Yk,n‖q. Enfin, on a,
par ine´galite´ d’Ho¨lder, pour tout s ≥ 1,
‖Ψn(k − 1, j;µ)−Ψn(k − 1, j − 1;µ)‖sq/(2s+q) ≤
µF?q/2‖Ψn(k − 1, j − 1;µ)‖s,
ou` F?q/2 := supµ,k,n ‖Fk,n‖q/2. L’e´q. (5) implique Y?q < ∞
et F?q/2 < ∞. Apre`s transformation d’Abel, les trois dernie`res
e´quations ainsi que (8) donnent (6) pour p ∈ [1, q/3) en choi-
sissant s suffisemment grand et en utilisant le lemme 6 mis en
appendice B. 2
Ce re´sultat prouve en particulier la stabilite´ en temps infini de
l’algorithme. Il est inte´ressant d’analyser le roˆle joue´ par les
diffe´rents termes de la borne. Le premier terme est lie´ a` l’oubli
des conditions initiales. Les termes√µ et (nµ)−β sont associe´s
aux fluctuations (erreur de de´sajustement) et au biais (erreur de
poursuite, ce dernier terme s’annulant lorsque les coefficients
de re´gression sont constants). Il est inte´ressant de remarquer
que la forme de cette borne est tre`s similaire (au terme d’ou-
bli des conditions initiales pre`s) aux bornes sur l’erreur Lp
que l’on obtient classiquement dans les proble`mes d’estimation
fonctionnelle non-parame´trique dans des classes de re´gularite´
Ho¨lderienne. Concluons cette section par un simple corollaire
du the´ore`me 1 concernant l’estimation de θ en tant que fonc-
tion [0, 1] 7→ Rd. Soit
θ̂n(t;µ) := θ̂[tn],n(µ),
ou` [u] de´signe la partie entie`re de u. On a alors, sous les hy-
pothe`ses du the´ore`me,
Corollaire 3 Soit c > 0 et η ∈ (0, 1). Il existe M > 0 tel que,
pour tout n ≥ 1,
sup
t∈[η,1]
‖θ(t)− θ̂n(t; c n−2β/(1+2β))‖p ≤Mn−β/(1+2β).
La vitesse obtenue correspond en fait a` la vitesse optimale
au sens minimax (voir [10]).
3 Correction du biais
On note Σ(t,θ, σ) la matrice d× d d’auto-covariance locale
au temps t du processus {Xk,n, 1 ≤ k ≤ n} de parame`tre






exp(iλ (k − l))
|θ(exp(iλ (k − l)); t)|2 dλ,
ou` θ(z; t) := 1 − ∑di=1 θizi est le polynoˆme de pre´diction
local au temps t. La semi-norme de´finie par (9) pour β ∈ (0, 1]
se ge´ne´ralise a` β > 1 de la fac¸on suivante. Soient k ∈ N et
α ∈ (0, 1] tels que β = k + α. On de´finit alors
|f |Λ,β = sup
t6=s
|f (k)(t)− f (k)(s)|
|t− s|α . (9)








FIG. 1: Simulation d’un processus TVAR(2)
En utilisant les me´thodes de de´veloppement de perturbation
que nous avons adapte´ de travaux pre´ce´dents [1], on montre
(voir [10]) le re´sultat suivant.
The´ore`me 4 On suppose ici que q > 4 et β ∈ (1, 2]. Soit
p ∈ [1, q/4). Alors, pour tout η ∈ (0, 1), il existe M > 0 et
µ0 > 0 tel que, pour tout t ∈ [η, 1], pour tout n ≥ 1 et pour





µ+ (µn)−β + (µn)−2). (10)
Ce re´sultat montre que le the´ore`me 1 et son corollaire n’est
valide que pour β ≤ 1 et que, sous des hypothe`ses de
re´gularite´ plus forte correspondant a` β > 1, l’estimateur
θ̂n(t; c n−2β/(1+2β)) n’a plus une vitesse minimax. Ceci est
cause´ par la pre´sence du terme en (µn)−1 dans (10). La
me´thode de Romberg permet de corriger le biais induit par ce





θ̂n(t;µ)− γ θ̂n(t; γ µ)
)
.
On obtient alors facilement, sous les hypothe`ses du the´ore`me 4,
sup
t∈[η,1]
∥∥∥θ˜n(t; c n−2β/(1+2β), γ)− θ(t)∥∥∥
p
≤Mn− β1+2β .
On voit que cet estimateur permet d’e´tendre le corollaire 3 pour
obtenir la vitesse minimax correspondant au cas β ∈ (1, 2].
4 Simulations
L’estimateur θ̂ et sa variante θ˜ ont ete´ imple´mente´s sur
des donne´es simule´es. Le processus AR(2) localement statio-
naire simule´ est repre´sente´ sur la figure 1. La figure 2 montre
l’e´volution des deux coordone´es de θ(t) en fonction de t ∈
[0, 1] et ses deux valeurs estime´es. On remarque le temps d’ou-
bli a` l’erreur initiale et la le´ge`re ame´lioration apporte´e par θ˜ du
point de vue du biais.
Appendice
A Stabilite´ d’un produit de matrices
ale´atoires
The´ore`me 5 Soit {(Ak(µ),Fk), k ∈ N} une suite de proces-
sus adapte´s a` valeurs dans l’ensemble de matices symme´tri-
ques positives d×d. Soient φk, Vk deux processus Fk-adapte´s









FIG. 2: Estimation NLMS due θ1(t) (haut) et θ2(t) (bas) a`
partir des observations simule´es. En trait plein est repre´sente´
la vrai valeur du parame`tre, en trait inte´rompu rouge la valeur
estime´e avec θ˜, en trait bleu pointille´ la valeur estime´e par θ̂.
de nombres positifs avec Vk ≥ 1. Soit r un entier strictement
positif, et R1 et µ1 deux constantes strictement positives. Sup-
pososons que les propositions suivantes soient ve´rifie´es.
(a) Il existe λ < 1 et B ≥ 1 tels que, pour tout k ∈ N,
EFk [Vk+r] ≤ λVk I(φk > R1) +B Vk I(φk ≤ R1).
(b) Il existe α1 > 0 tel que, pour tout k ∈ N et pour tout









≥ α1 I(φk ≤ R1),
Supposons de plus que l’un des deux couples de propositions
suivantes soit ve´rifie´e.
(c1) (i) pour tout k ∈ N et µ ∈ [0, µ1], |µAk(µ)| ≤ 1
(ii) il existe s > 1 et C1 > 0 tels que, pour tout k ∈ N,
µ ∈ [0, µ1] et l = 1, . . . , r,
I(φk ≤ R1)EFk [|Ak+l(µ)|s] ≤ C1,
(c2) (i) Il existe ρ > 0, u > 0 et C2 > 0 tels que, pour tout
k ∈ N, µ ∈ [0, µ1] et l = 1, . . . , r,
I(φk ≤ R1)EFk [exp(ρ |Ak+l(µ)|u)] ≤ C2,
(ii) il existe ξ > 1, v > 0, η > 0 et C3 > 0 tels que,








log |Al(µ)| I(µ |Al(µ)| > 1)
}]
≤(
1 + C3 µ1+η
)n
V v0 .
Alors, pour tout p ≥ 1, il existe C0 > 0, δ0 > 0 et µ0 > 0
de´pendant uniquement des constantes ci-dessus tels que, pour








≤ C0 (1− δ0µ)n V w0 ,
ou` w = 1 sous (c1) et w = 1 + v/ξ sous (c2).
Commentons brie`vement les hypothe`ses de ce the´ore`me. L’hy-
pothe`se (a) est lie´e a` la stabilite´ du processus, (b) est une pro-
prie´te´ de type persistence d’excitation. L’utilisation des hypo-
thje`ses (a), (b) et (c1) est explicite´e dans [10]. L’hypothe`se (c2)
est ne´cessaire a` l’adaptation de ces re´sultats dans le cadre du
LMS (voir [11]).
B Lemme technique
Lemme 6 Soit β ≥ 0 et µ ∈ (0, 1). Alors il existe des
constantes C1, C2 de´pendant uniquement de β telles que
∞∑
s=1
(1− µ)ssβ ≤ C1 µ−(1+β),
sup
t>0
tβ(1− µ)t ≤ C2 µ−β .
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