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En este art´ıculo abordaremos el problema
de la verificacio´n formal [7, 13] de un al-
goritmo con precondiciones y entradas di-
fusas. Se tratara´ la verificacio´n mediante
la sema´ntica axioma´tica realizando transfor-
maciones de predicados difusos. Para ello
comenzaremos presentando la especificacio´n
formal de algoritmos n´ıtidos que ampliare-
mos al contexto difuso para dar paso a la
metodolog´ıa de verificacio´n formal n´ıtida y
difusa. Presentaremos un problema de de-
cisio´n-clasificacio´n para ejemplificar el obje-
tivo de este art´ıculo.
Palabras Clave: Verificacio´n, Especifi-
cacio´n, Algoritmos Difusos.
1 INTRODUCCIO´N
En este trabajo se presenta una metodolog´ıa para
la verficacio´n de algoritmos de clasificacio´n difusa de
ima´genes digitales obtenidas v´ıa sate´lite (teledetec-
cio´n).
Los problemas de clasificacio´n de ima´genes v´ıa sate´lite
han sido ampliamente estudiados en la literatura. Du-
rante las dos u´ltimas de´cadas han aparecido numerosas
te´cnicas para el reconocimiento de patrones y clasi-
ficacio´n para la extraccio´n de informacio´n de datos
procedentes de teledeteccio´n (ver [10]).
Actualmente la clasificacio´n multiespectral puede re-
alizarse utilizando una gran variedad de algoritmos,
que se pueden clasificar en dos grandes grupos: clasi-
ficacio´n n´ıtida y clasificacio´n utilizando conjuntos di-
fusos.
Debido a la naturaleza de las ima´genes as´ı como el pro-
ceso mediante el cua´l se obtienen es deseable abordar
el problema de clasificacio´n desde el contexto difuso.
En la clasificacio´n supervisada, la identidad, lo-
calizacio´n y caracter´ısticas de algunos tipos de terreno
son conocidos a priori, mediante ana´lisis de fotograf´ıas
ae´reas, mapas y experiencia personal. El analista in-
tenta encontrar lugares espec´ıficos en los datos que
representen ejemplos de estos tipos de terreno cono-
cidos. Estas a´reas se conocen como training sites, ya
que las caracter´ısticas de estos tipos de area se suelen
determinar mediante algoritmos de aprendizaje. Cada
pixel es evaluado y sera´ asignado a la clase a la cual
tiene mayor probabilidad de pertenecer (en el contex-
to difuso se obtendra´n funciones de pertenencia para
cada una de las clases).
En la clasificacio´n no supervisada, las clases, as´ı
como otras caracter´ısticas, no son conocidas a priori.
En estos casos se ha de agrupar los pixels con carac-
ter´ısticas similares dentro de un cluster de acuerdo con
algu´n criterio determinado (ver Amo et al [1, 2]). El
algoritmo que se evalu´a en este trabajo es proceso de
una larga investigacio´n en clasificacio´n no supervisa-
da para la determinacio´n de regiones homoge´neas y
posterior clasificacio´n difusa (ver [1, 2, 3, 4]).
Uno de los principales problemas que surge de forma
natural en cualquier algoritmo de clasificacio´n no su-
pervisado (tanto en el caso n´ıtido como en el difuso)
es el de la validacio´n del proceso de clasificacio´n. En
la mayor´ıa de las ocasiones este proceso de evaluacio´n
es hecho de forma emp´ırica por expertos que deciden
si la mayor´ıa de las clasificaciones que se realizan son
adecuadas o no lo son.
Sin embargo este me´todo de evaluacio´n tiene ciertos
problemas:
• En algunos campos (problemas de optimizacio´n
de rutas) existen problemas test para determi-
nar las bondades de un algoritmo, esto puede
hacerse porque tienen una funcio´n objetivo clara-
mente definida. En problemas de clasificacio´n de
ima´genes v´ıa sate´lite no existe esta coleccio´n de
problemas test y por tanto hace ma´s dif´ıcil una
valoracio´n desde un punto de vista emp´ırico.
• Frente a los mismos resultados pueden existir in-
terpretaciones y validaciones distintas (ver [8])
hechas por diferentes expertos (lo que dificulta la
valoracio´n del algoritmo por esta v´ıa).
Por este motivo existe una necesidad de realizar una
validacio´n del algoritmo de clasificacio´n que tenga en
cuenta el proceso y no u´nicamente el resultado final.
La verificacio´n de algoritmos en el contexto n´ıtido
surge como necesidad de demostrar que el algoritmo
hace lo que nosotros queremos que realmente haga.
En el caso difuso la verficacio´n es un poco ma´s flexi-
ble y podr´ıa entenderse como una validacio´n y ana´lisis
del proceso desarrollado. Adema´s, el uso de la verifi-
cacio´n de procesos n´ıtidos como localizacio´n de errores
y depuracio´n de algoritmos puede aplicarse tambie´n en
el caso difuso.
As´ı pues, es necesario desarrollar otras te´cnicas (como
la vericacio´n de algoritmos) con el objeto de validar
y analizar procesos de clasificacio´n no supervisada en
los que la v´ıa del empirismo no es suficiente.
Este trabajo esta´ dividido de la siguiente forma: en
la seccio´n 2 se introduce la especificacio´n formal de
algoritmos en el caso n´ıtido y difuso. En la seccio´n
3 se ve la verificacio´n formal para el caso iterativo
y se analiza el proceso de verificacio´n de algoritmos
difusos. En la seccio´n 4 se aborda el problema de
la especificacio´n y disen˜o de un algoritmo de clasifi-
cacio´n-decisio´n propuesto por los autores en trabajos
anteriores [1, 2, 3, 4, 5] y se verifica en la seccio´n 5. Fi-
nalmente en la seccio´n 6 se presentan las conclusiones
finales.
2 ESPECIFICACIO´N FORMAL DE
ALGORITMOS
Todo problema objeto de solucio´n tiene asociados
datos e informacio´n relativa al problema planteado.
Formalizamos la especificacio´n algor´ıtmica como la
relacio´n formal, expresada con lo´gica de primer orden,
entre los datos iniciales y los datos finales.
2.1 ESPECIFICACIO´N NI´TIDA
La especificacio´n formal es la parte de la algor´ıtmica
que se ocupa de determinar, mediante aserciones
lo´gicas, las condiciones de funcionamiento y el resulta-
do que va a ser calculado por el algoritmo [11]. Consta
de tres partes fundamentales:
Cabecera del programa o subprograma donde se
especifica el nombre del subprograma, los datos
para´metros de entrada y de salida, su modo y su tipo.
Precondicio´n, predicado lo´gico que representa uno o
varios requisitos que deben cumplir los datos de entra-
da para garantizar una ejecucio´n correcta del algorit-
mo.
Postcondicio´n, predicado lo´gico que se hace cierto tras
una ejecucio´n correcta del algoritmo, nos informa del
valor o valores que tomara´n los para´metros de salida
en funcio´n de los datos de entrada.
2.2 ESPECIFICACIO´N DIFUSA
Mediante este t´ıtulo nos referimos a aquellos algorit-
mos cuyos para´metros de entrada deben cumplir por
precondicio´n una fo´rmula difusa, es decir que pueda
no ser estrictamente cierta o estrictamente falsa, sino
que el cumplimiento de la precondicio´n por parte de
los datos de entrada sea un grado de adecuacio´n a las
restricciones del algoritmo.
Ejemplo 2.1 Se dice que una matriz de n × m
nu´meros enteros es melchoriforme si posee algu´n el-
emento ’rubio’. Un elemento es ’rubio’ si su valor
coincide con la suma de los restantes elementos de la
matriz.
En su versio´n n´ıtida, obtendr´ıamos la suma de los el-
ementos de la matriz y realizar´ıamos la bu´squeda del
elemento descrito. Sin embargo, puede interesarnos
conocer si existe algu´n elemento que sin ser ’rubio’
este´ cerca de serlo. De esta forma proponemos la ver-
sio´n difusa del problema. En este caso lo primero sera´
proponer una funcio´n que defina el significado difuso







rubio(i, j,m)⇔ (suma(m) = 2m[i, j])
el predicado ’rdif ’ representa la versio´n difusa del pred-
icado ’rubio’:
rdif(i, j,m)⇔ (suma(m) ∼= 2m[i, j])
La especificacio´n del algoritmo melchoriforme difuso
resulta:
fun Melchorif (m: array[1..n,1..n]) of int ):
ret b:bool;
{PREdif : Cierto}
{POSTdif : b ⇔ ∃(i, j) ∈ {1..n} × {1..m} :
rdif(i, j,m)}
donde la precondicio´n Cierto indica que los datos de
entrada no tienen que cumplir ninguna restriccio´n.








Por otra parte, la postcondicio´n sera´ cierta en cier-
to grado, es decir, el predicado POSTdif sera´ 1 si en
la matriz existe un elemento (i,j) que cumpla el pred-
icado n´ıtido rubio(i, j,m); POSTdif sera´ 0 todos los
elementos de la matriz cumplen rdif(i, j,m) = 0; en
otro caso POSTdif tomara´ un valor en (0,1) que rep-
resentara´ el grado de certeza en que la matriz dada
cumple la propiedad melchoriforme, que debe corre-
sponder con:
max1≤i≤n,1≤j≤m(suma(m) ∼= 2m[i, j])
¦
3 VERIFICACIO´N FORMAL
La verificacio´n de un algoritmo consiste en demostrar
que es formalmente correcto. Esto significa que su fun-
cionamiento es va´lido y es el esperado en cualquier eje-
cucio´n posible, es decir, el resultado (output) guarda
con los datos de entrada (input) la relacio´n establecida
por la especificacio´n del problema [6, 9, 12, 13].
3.1 ALGORITMOS ITERATIVOS.
PARADIGMA ITERATIVO
Aplicaremos este proceso, sin pe´rdida de generalidad,
u´nicamente a los algoritmos iterativos cuyo esqueleto
se corresponda con el esquema de la figura 1. En esta
figura denotamos:
’Inic;’ al grupo de instrucciones de inicializacio´n
del proceso.
’Cond’ es la condicio´n booleana que determina la
permanencia en el proceso.
’SecInst’ es la secuencia de instrucciones necesarias
para la realizacio´n de una etapa en el proceso.
Muchos algoritmos pueden realizarse ajusta´ndose a es-
ta plantilla. No obstante la aplicacio´n reiterada y local
del proceso conduce de forma natural a la verificacio´n
de otros esquemas ma´s complicados.
En el proceso de verificacio´n [13] son precisos los sigu-
ientes elementos:
• Derivacio´n de la condicio´n invariante: A partir
Figura 2: Esquema de verificacion en iterativos
Base de la induccio´n:
{PRE}Inic{INV }
Paso inductivo:
{INV ∧ Cond}SecInst{INV }
Consecucio´n del objetivo:
{INV ∧ ¬Cond} → {POST}
Definicio´n de una funcio´n taman˜o: f ≥ 0
Decrecimiento estricto de f:
fk > fk+nv : nv = nv(k) ∈ nat∀k ∈ nat
de la postcondicio´n del programa buscaremos una
relacio´n invariante en cada ejecucio´n del bucle en-
tre los para´metros y las variables locales del algo-
ritmo .
• Prueba inductiva: Consiste en demostrar que a
partir de la precondicio´n, la ejecucio´n del algorit-
mo, conduce a la postcondicio´n.
• Taman˜o del problema: Consiste en demostrar
que todos los bucles del algoritmo se ejecutan un
nu´mero finito de veces, esto es, no se producen
bucles infinitos y que por lo tanto el algoritmo
para.
La figura 2 es una descripcio´n de las pruebas a realizar
para la consecucio´n de la verificacio´n de un bucle.
4 DISEN˜O Y ESPECIFICACIO´N DE
UN ALGORITMO DE
CLASIFICACIO´N-DECISIO´N
El problema es el de decidir cuando la clasificacio´n
difusa de una imagen de p´ıxeles es correcta, al menos
en grado suficiente, de acuerdo con la opinio´n de un
experto. Una primera propuesta a la especificacio´n del
algoritmo asociado es:
proc DecideyClasifica (in im: Timagen;
out imc:Tlista of Timagen; out k: int);
{PRE: im cumple las caracter´ısticas de imagen }
{POST: imc es una lista de matrices resultado de la
clasificacio´n suficiente de la imagen im. La variable k
devuelve la longitud de la lista imc}
Por supuesto la especificacio´n formal de este algorit-
mo adema´s del uso del ca´lculo de predicados difusos,
requiere establecer el significado de clasificacio´n sufi-
ciente.
4.1 DISEN˜O DE UN ALGORITMO DE
CLASIFICACIO´N-DECISIO´N
Las pautas para la verificacio´n formal de un algorit-
mo difuso son las mismas que en el caso n´ıtido te-
niendo en cuenta que en el contexto difuso el uso de
los operadores habituales debe ser sustituido por las
valoraciones difusas de los mismos. Por lo tanto el es-
quema de verificacio´n de un algoritmo difuso coincide
esencialmente con el de un algoritmo n´ıtido.
Definimos un algoritmo difuso como aque´l cuya especi-
ficacio´n contiene algu´n predicado vago. Habitualmente
encontraremos este tipo de predicados en la parte de
precondicionamiento o postcondicionamiento del prob-
lema.
El siguiente algoritmo utiliza la opinio´n de dos exper-
tos independientes para realizar la valoracio´n del pro-
ceso. El algoritmo recibe una imagen y los niveles de
confianza exigibles frente a la valoracio´n de los exper-
tos. El algoritmo devuelve una lista de matrices cuyos
elementos son valores en el intervalo [0,1] y que repre-
senta la clasificacio´n de la imagen as´ı como un valor k
donde se almacena la longitud de dicha lista, o lo que
es lo mismo, el nu´mero de clases resultante.
El esquema de nuestro primer algoritmo represen-
tante de la primera parte del proceso es el siguiente:
En primer lugar realizamos una llamada al proceso
ClasNit que produce una primera clasificacio´n n´ıtida
de la imagen y le preguntaremos a un experto –el ex-
perto interno al proceso– su opinio´n sobre dicha clasi-
ficacio´n.
La consulta al experto se realiza mediante el algorit-
mo Decide que devuelve una variable booleana vale a
Cierto si el experto opina que la clasificacio´n recibi-
da es va´lida, lo que el experto decide tras comparar
su propia valoracio´n del algoritmo ( αres ) con el val-
or propuesto ( αint ) por el cliente. En ese caso, se
entiende que el experto esta´ de acuerdo con la clasifi-
cacio´n realizada, por lo que acepta que el nu´mero de
clases obtenido en la clasificacio´n anterior sea correcto.
En caso contrario, el experto devuelve vale a Falso y
propone un nu´mero de clases para provocar una nueva
clasificacio´n con este para´metro prefijado. Por ello de-
cidimos aumentar el nu´mero de para´metros de entrada
del proceso an˜adiendo αint.
Mientras el proceso no alcance la satisfaccio´n del ex-
perto interno, esto es, mientras la variable vale sea
Falso se realizara´n clasificaciones difusas que el ex-
perto valorara´.
proc DecideyClasifica (in im: Timagen;
in αint : [0, 1];
out imc:Tlista of Timagen;





Decide(im, imc, k, nk, vale,αres);
while¬vale do
ClasDif(im, nk, imc, k);




El algoritmo padre, esquema de todo el proceso desar-
rollado es el siguiente:
proc ProcesoCompleto (in im: Timagen;
in αext, αint : [0, 1];
out imc:Tlista of Timagen;
out αres, α′res: [0,1];
out k0, k: int);
{PRE ProcesoCompleto}
DecideyClasifica(im, αint,imc,k,αres);
Decide2(im, imc, k,αres, nk, vale,α′res);
{POSTProcesoCompleto}
endproc;
Este procedimiento realiza una llamada al proceso an-
terior de clasificacio´n-decisio´n y a continuacio´n con-
sulta al experto externo su opinio´n sobre el resultado
mediante una llamada al prodedimiento Decide2 de
caracter´ısticas similares a Decide. Decide2 devuelve
vale aCierto si el experto externo califica como va´lida
la clasificacio´n y adema´s devuelve en el para´metro α′res
el valor que decide asignar a dicha clasificacio´n.
Los valores αres y α′res son booleanos en el contexto di-
fuso, por lo que su rango de posibilidades no so´lo sera´n
Cierto o Falso sino que sera´ un rango del intervalo
real [0,1].
A este tipo de rango debera´n pertenecer tambie´n las
variables αint y α′ext. Para generalizar todos los ca-
sos supondremos que estas variables toman valores en
el intervalo [0,1] donde establecemos la imagen de las
siguientes funciones de valoracio´n que definimos a con-
tinuacio´n para distinguir la actuacio´n de los expertos:
¦ V alorint(imc, im) = valor que el experto interno
asigna a la clasificacio´n imc de la imagen im (= αres),
nu´mero de clases propuesto para la siguiente clasifi-
cacio´n
¦ V alorext(imc, im) = valor que el auditor, –experto
externo–, asigna a la clasificacio´n imc de la imagen
im(= α′res)
¦ V alorfinal(imc, im, k0, αres, α′res) = funcio´n esti-
madora que produce una valoracio´n de la clasificacio´n
teniendo en cuenta adema´s el valor producido por la
clasificacio´n n´ıtida: k0, la u´ltima valoracio´n realizada
por el experto interno: αres y la valoracio´n realizada
por el experto externo: α′res
4.2 ESPECIFICACIO´N FORMAL DE
DecideyClasifica
La precondicio´n de este procedimiento debera´ exigir
que la imagen de entrada im cumpla las caracter´ısticas
de una imagen de p´ıxeles. Para simplificar usaremos
el predicado lo´gico EsImagen(im).
La postcondicio´n de DecideyClasifica debe indicar
que el para´metro de salida imc contiene una clasifi-
cacio´n difusa con valoracio´n suficiente. De esta forma
la postcondicio´n de DecideyClasifica resulta:
{POST : V alorint(imc, im) º αint ∧ k = long(imc)}
donde gracias a la condicio´n de generalidad de los pred-
icados difusos sobre los n´ıtidos podemos observar este
predicado como postcondicio´n va´lida cuando no se eje-
cuta el bucle –clasificacio´n n´ıtida– como cuando se eje-
cuta el bucle –clasificacio´n difusa– .
4.3 ESPECIFICACIO´N FORMAL DE
ProcesoCompleto
La precondicio´n del proceso completo coincide
ba´sicamente con la precondicio´n deDecideyClasifica,
basta con an˜adir una cla´usula ma´s para el para´metro
αext obtenie´ndose:
{PRE : EsImagen(im) ∧ (0 ≤ αint, αext ≤ 1)}
En cuanto a la postcondicio´n de ProcesoCompleto
podemos establecer la siguiente:
{POST : (αres º αint) ∧d (α′res º αext)
∧d(f(im, imc, k0, k, αres, α′res) º g(αint, αext)}
donde la primera cla´usula indica que el experto inter-
no admite como suficiente la clasificacio´n de la imagen
respecto al valor αint prefijado por el cliente. De for-
ma ana´loga la segunda cla´usula indica que el experto
externo admite como suficiente la clasificacio´n de la
imagen respecto al valor αext prefijado de antemano
tambie´n por el cliente. La tercera cla´usula comprueba
una preferencia entre la valoracio´n del proceso com-
pleto calculada mediante una funcio´n f que tendra´ en
cuenta los datos ma´s relevantes indicados en sus ar-
gumentos y una funcio´n g de los niveles de confianza
αint y αext. Estas funcio´nes f y g pueden definirse
como se desee en cada caso concreto y su comparacio´n
determinara´ junto con la primera cla´usula un predica-
do difuso que nos dara´ informacio´n sobre la bondad
del proceso completo de clasificacio´n-decisio´n llevado
a cabo.
La conjuncio´n difusa de estas tres cla´usulas confor-
mara´n el grado de adecuacio´n del resultado del proceso
a nuestro objetivo.
4.3.1 Especificacio´n de los subprogramas
♣ Proceso de clasificacio´n n´ıtida
El procedimiento ClasNit tiene la siguiente especifi-
cacio´n formal asociada:
proc ClasNit (in im: Timagen;
out imc:Tlista of Timagen; out k: int);
{PREClasNit : EsImagen(im)}
{POSTClasNit : EsCN(imc, im) ∧ (long(imc) = k) ∧
k0 = k}
donde los predicados lo´gicos EsImagen y EsCN se
pueden definir en lenguaje natural como:
EsImagen(im) ≡ im cumple las condiciones de ima-
gen digital
EsCN(imc, im) ≡ imc es una clasificacio´n n´ıtida de
los p´ıxeles de la imagen im.
Este predicado se define formalmente por:
EsCN(imc, im) ≡
∀Mat ∈ imc[∀i ∈ {1..N}∀j ∈ {1..M}
(Mat[i, j] = 0 ∨Mat[i, j] = 1)]∧
∀i ∈ {1..N}∀j ∈ {1..M}(
∑
Mat∈imc
Mat[i, j] = 1)
que corresponde con la definicio´n cla´sica de particio´n.
♣ Proceso de clasificacio´n difusa
De forma muy parecida podemos especificar el proced-
imiento de clasificacio´n difusa:
proc ClasDif (in im: Timagen;
in k: int;
in/out imc:Tlista of Timagen;
out nk: int);
{PREClasDif : EsImagen(im) ∧ (EsCN(imc, im) ∨
EsCD(imc, im)) ∧ k = long(imc) ∧ imc = IMC}
{POSTClasDif : EsCD(imc, im)∧ (long(imc) = nk)}
donde se aparece un nuevo predicado EsCD definido
informalmente por
EsCD(imc, im) ≡ imc es una clasificacio´n difusa de
los p´ıxeles de la imagen im.
Y formalmente:




donde p = (i, j) representa un p´ıxel de la imagen im y
µC(p) = C[i, j] es el valor de pertenencia del p´ıxel p a
la clase C que sera´ una matriz de la clasificacio´n imc
♣ Consultas a los expertos
En cuanto a los procedimientos de consulta a los ex-
pertos Decide y Decide2 su especificacio´n formal es la
siguiente:
proc Decide (in im: Timagen;






{PREDecide : EsImagen(im) ∧ (EsCN(imc, im) ∨
EsCD(imc, im)) ∧ k = long(imc)}
{POSTDecide : αres = V alorint(imc, im) ∧
vale⇔ (nk = k ∧ αres º αint)}
proc Decide2 (in im: Timagen;





{PREDecide2 : EsImagen(im) ∧ (EsCN(imc, im) ∨
EsCD(imc, im)) ∧ k = long(imc)}
{POSTDecide2 : α′res = V alorext(imc, im) ∧
vale⇔ (nk = k ∧ α′res º αext)}
La verificacio´n formal introducira´ el ca´lculo de predi-
cados difuso para evaluar el factor de certeza de cada
aserto.
5 Verificacio´n del algoritmo de
decisio´n-clasificacio´n
Uniendo todas las partes estudiadas podemos unir la
clasificacio´n difusa con la participacio´n del experto ex-
terno en el algoritmo que contiene el proceso completo
y que se muestra en el siguiente pseudoco´digo:
proc ProcesoCompleto (in im: Timagen;
in αint, αext:[0,1];
out imc:Tlista of Timagen;
out αres, α′res: [0,1];





Decide(im, imc, k, αint, nk, vale, αres);
{POSTDecide} ⇒ {INV: ... }
while ¬vale do
{INV ∧¬vale}⇒ {PREClasDif}
ClasDif(im, nk, imc, k)
{POST ClasDif}⇒ {wp(INV)}⇒ {PREDecide}
Decide(im, imc, nk, αint, k, vale, αres)
{POSTDecide} ⇒ {INV: ...}
endwhile
{POSTDecideyClasifica} ⇒ {PREDecide2}
Decide2(im, imc, k, αext, vale, αres);
{POSTDecide2}⇒ {POST ProcesoCompleto}
endproc;
el primer paso a realizar es la derivacio´n de un invari-
ante adecuado a la correccio´n del proceso:
{INV: (αres, nk) = V alorint(imc, im) ∧d vale ⇔
(αres º αint) ∧d vale⇔ (k = nk)}
El invariante {INV} se cumple trivialmente tras las
instrucciones de inicializacio´n del algoritmo (la clasifi-
cacio´n n´ıtida y la primera llamada al experto interno).
Para comprobarlo basta con comparar la postcondi-
cio´n del proceso Decide tras su primera ejecucio´n:
{POSTDecide} ⇒ {INV: ... }
lo que constituye la base de la induccio´n que funda-
menta nuestro proceso de correccio´n parcial.
En cuanto al paso inductivo, supondremos como
hipo´tesis de nuestra induccio´n que se cumplen las
condiciones:
{INV ∧ ¬vale}
por lo que se produce una entrada en el bucle y como
consecuencia la ejecucio´n de una nueva clasificacio´n
(difusa) para la imagen y una nueva consulta al exper-
to interno. Tras la reclasificacio´n puede haberse perdi-
do la invarianza del predicado {INV } pero la llamada
al proceso Decide de consulta al experto restablecera´
el valor de las variables de forma que se recupere la
invarianza de nuevo.
En cuanto a la consecucio´n del objetivo del bucle, es
trivial observar que:
{INV ∧ vale} ⇒ POSTDecideyClasifica
con lo que se obtiene la correccio´n parcial completa
de la primera parte del proceso, quedando u´nicamente
pendiente la correccio´n de la secuencia de co´digo rela-
tiva a la consulta al experto externo, esto es:
{POSTDecideyClasifica} ⇒ {PREDecide2}
Decide2(im, imc, k, αext, αres, vale);
{POSTDecide2}⇒ {POST ProcesoCompleto}
La postcondicio´n del proceso completo, esta´ constitu-
ida por tres cla´usulas difusas que a su vez se conectan
mediante el operador binario difuso f∧ ≡ ∧d gener-
alizado expuesto en la seccio´n 3.2. de este art´ıculo.
De esta forma la postcondicio´n del proceso comple-
to se cumplira´ en cierto grado y dicho grado a su
vez puede servir como valoracio´n final del proceso de
clasificacio´n-decisio´n desarrollado a lo largo de nuestro
art´ıculo:
V alorfinal(imc, im, k0, αres, α′res) =
(αres º αint) ∧d (α′res º αext)
∧d(f(im, imc, k0, k, αres, α′res) º g(αint, αext)}
6 Conclusiones
Los algoritmos de clasificacio´n-decisio´n difusos pueden
ser debidamente disen˜ados, justificados y valorados
mediante un me´todo formal que detecte problemas y
su posible solucio´n generando disen˜os o´ptimos para
procesos concretos. De esta forma podremos medir
la bondad del algoritmo y establecer as´ı un orden en
el conjunto de algoritmos difusos asociados a un prob-
lema.
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