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We identify a new type of periodic evolution that appears in driven quantum systems. Pro-
vided that the instantaneous (adiabatic) energies are equidistant we show how such systems can be
mapped to (time-dependent) tilted single-band lattice models. Having established this mapping,
the dynamics can be understood in terms of Bloch oscillations in the instantaneous energy basis. In
our lattice model the site-localized states are the adiabatic ones, and the Bloch oscillations manifest
as a periodic repopulation among these states, or equivalently a periodic change in the system’s
instantaneous energy. Our predictions are confirmed by considering two different models: a driven
harmonic oscillator and a Landau-Zener grid model. Both models indeed show convincing, or even
perfect, oscillations. To strengthen the link between our energy Bloch oscillations and the original
spatial Bloch oscillations we add a random disorder that breaks the translational invariance of the
spectrum. This verifies that the oscillating evolution breaks down and instead turns into a ballistic
spreading.
PACS numbers: 45.50.Pq, 03.65.Vf, 31.50Gh
I. INTRODUCTION
It is well known [1] that periodically driven closed
quantum systems in general approaches a steady state
with infinite temperature. The time-dependent drive in-
duces a coupling between nearby energy eigenstates, and
consequently the system shows an energy diffusion. Such
behavior is especially expected in quantum many-body
systems, or for systems showing large anharmonities in
its spectrum. However, for some integrable systems a pe-
riodical driving may not lead to an infinite temperature
steady state, but a periodical solution. A prime exam-
ple is the driven harmonic oscillator when employing the
rotating wave approximation [2].
The harmonic oscillator is also the text-book example
of a closed (undriven) quantum system showing periodic
evolution. After multiples of the classical period 2π/ω
(with ω the oscillator frequency) we regain perfect re-
vivals of the initial state. This is the result of the equidis-
tant energy spectrum; all probability amplitudes return
back in phase at these instances. A less known example of
a closed system with an equidistant spectrum is that of a
tilted single-band lattice model. The spectrum forms a so
called Wannier-Stark ladder, unbounded from below and
above [3]. A particle in such a tilted lattice will not con-
tinuously accelerate (as it would classically), but rather
show a periodic motion called Bloch oscillations. By now,
Bloch oscillations have been demonstrated in numerous
systems [4]. In real experimental systems, however, the
single-band assumption is not strictly true, and the Bloch
oscillations will eventually die out.
In this work we discuss a type of periodic evolution
that we term ‘energy Bloch oscillations’. Instead of dis-
playing a real space oscillating behavior, in our case the
system’s energy will be oscillating. Thus, we consider a
time-dependent system where energy is not conserved. If
the spectrum of the undriven system is equidistant, then
by expressing the full Hamiltonian in the adiabatic basis
we find a ‘tilted’ single-band model. The site localized
states of the original Bloch Hamiltonian have been re-
placed by energy localized adiabatic states, and thereby
the manifestation of oscillations in the system’s energy.
The difference compared to the original lattice Bloch
model is that we have time-dependent parameters. As
we show, despite this we still find perfect periodic evo-
lution. However, the oscillations may, in some cases, be
more reminiscent of ‘super Bloch oscillations’ that appear
in driven tilted lattices [5, 6]. To demonstrate our pre-
dictions we consider two different models, the driven har-
monic oscillator [7], and a Landau-Zener grid [8–10]. In
both examples we find clear evidence of energy Bloch os-
cillations. We also show how the oscillations break down
when we relax the assumption of a equidistant spectrum.
This leads to ballistic spreading among the adiabatic en-
ergy states.
The outline of the paper is as follows. The next section
is devoted to the general theory, starting with recapitu-
lating the basics of Bloch oscillations and super Bloch
oscillations in the single-band model, and then present-
ing the formal description of energy Bloch oscillations.
Section III discusses the two example, the driven har-
monic oscillator in Subsec. III A and the Landau-Zener
grid model in Subsec. III B. Finally we summarize in
Sec. IV, and also briefly suggest that the results should
be readily realized in high-Q cavities.
II. GENERAL THEORY
A. Prelude - Bloch oscillations
Traditionally there are two different approaches for
understanding the dynamics of a particle in a periodic
potential and exposed to a constant force. The accel-
eration theorem says that in the adiabatic regime the
quasi momentum grows linearly in time, and since quasi-
2momentum is defined over the periodic Brillouin zone,
the Bloch oscillations are explained [11]. The other ap-
proach is by introducing so called Wannier-Stark ladders
(one ladder for each band) which are complex equidistant
energies [3]. The decay of the Bloch oscillations steams
from Zener tunneling between different energy bands –
in the language of the acceleration theorem it marks the
breakdown of adiabaticity, while in the Wannier-Stark
approach the decay is reflected in the size of the imag-
inary parts of the spectrum. Then, for a single band
model there are no additional bands generating Zener
tunnelings, and the oscillations will sustain indefinitely.
For a tight-binding model we let J denote the tunnel-
ing amplitude between adjacent sites, and ω the onsite
energy shift representing the applied force, i.e. (~ = 1
throughout)
Hˆsb = −J
+∞∑
n=−∞
(|n〉〈n+ 1|+ |n+ 1〉〈n|)+ω
+∞∑
n=−∞
n|n〉〈n|.
(1)
Here |n〉 represents the Wannier state localized at site n.
The energies are [15]
Em = mω, m ∈ Z, (2)
which form the Wannier-Stark ladder (the vanishing
imaginary part implies that the oscillations do not de-
cay, as expected in this single band model). Note that
the energies are independent of J in the limit of an infi-
nite lattice as considered here. The eigenstates depend,
however, on J [16]
|ψm〉 =
+∞∑
n=−∞
Jn−m (2J/ω) |n〉, (3)
where Jn−m(2J/ω) is the Bessel function of the first
kind. Jn−m(2J/ω) quickly vanishes for |n−m| ≪ 2J/ω.
Hence, the eigenstates are localized in contrast to the ex-
tended Bloch states (the localization length diverges as
1/ω though).
With the equidistant spectrum (2) it is clear that after
a period TBloch = 2π/ω, all energy eigenstates have re-
gained their original phase and there is a perfect revival
of the initial state. We may typically envision two types
of initial states: those localized in real space or those
localized in momentum space. In the latter case we re-
gain the typical oscillating behavior of the wave-packet
in real space, while in the other case we get the so called
breathing modes. Examples of both the breathing and
the oscillating modes for the single-band tight-binding
model (1) are presented in Fig. 1. Shown is the density
Pn(t) = |〈n|ψ(t)〉|2, (4)
with the initial condition |ψ(0)〉 = |0〉 for (a) and a Gaus-
sian centered around n = 0 with width σ = 10 for (b).
Novel phenomena arise when the lattice, apart from
being tilted, is periodically driven. For an untilted lattice
Figure 1: (Color online) Time-evolution of the probability
density
√
Pn(t) for the model (1). Shown is the breathing
mode (a) and the oscillating mode (b). The reason for plot-
ting the square-root of Pn(t) is to better visualize the weakly
populated sites. For the breathing mode the initial state pop-
ulates only the site n = 0, while for the oscillating mode the
initial state is a Gaussian with a width σ = 10 (i.e. it pop-
ulates ∼ 40 sites). The revivals at multiples of the Bloch
period TBloch = 2pi/ω is evident. The width of the wave-
packet for the breathing mode and the oscillating amplitude
for the oscillating mode is determined 4J
ω
| sin(t/TBloch)| [15].
The dimensionless parameters are J = 10 and ω = 1.
the tunneling J is renormalized by a Bessel function [17].
The argument of the Bessel function depends on the pa-
rameters of the drive, and if these are tuned such that
the Bessel function is zero, the tunneling is fully sup-
pressed leading to a so called Bloch band collapse [18].
Thus, the particle transport may be greatly influenced
by the drive. When the lattice is tilted, there occur reso-
nances between the drive frequency Ω and corresponding
frequencies between the Wannier-Stark energies (2), i.e.
δΩn = Ω− nω, n = 1, 2, 3, ... . (5)
This is similar to the red/blue sideband driving in
trapped ion physics [19]. For the tilted lattice a beat-
ing between the involved frequencies takes place which
may result in extended motion in the lattice [5, 6]. In
particular, super Bloch oscillations describe oscillating
motion that may cover hundreds of lattice sites provided
that δΩn is small for some integer n. The period for the
super Bloch oscillation then becomes TSBloch = 2π/δΩn
and the amplitude scales as ∼ J/δΩn (instead of ∼ J/ω
for regular Bloch oscillations).
B. Periodically driven quantum systems
We consider some driven system
Hˆ(t) = Hˆ0 + Vˆ (t), (6)
where the drive is periodic with a period T , Vˆ (t) =
Vˆ (t+T ), and the two terms of the Hamiltonian do not in
3general commute, i.e. [Hˆ0, Vˆ (t)] 6= 0. Furthermore, the
spectrum of the bare Hamiltonian Hˆ0 has the equidis-
tant form En = nω with n ∈ Z (we take n to run over
both positive and negative integers, but we could impose
a lower bound n = 0 as in the example of the driven os-
cillator in the next section). The adiabatic states are the
instantaneous eigenstates of Hˆ(t),
Hˆ(t)|ψ(ad)n (t)〉 = E(ad)n (t)|ψ(ad)n (t)〉 (7)
and E
(ad)
n (t) are the adiabatic energies. With the state
|ψ(ad)n (t)〉 we may form a time-dependent unitary Uˆ(t)
that diagonalizes Hˆ(t). This defines a change of basis
|ψ˜(t)〉 = Uˆ(t)|ψ(t)〉, but since Uˆ(t) is time-dependent
it will induce a ‘gauge term’ Aˆ(t) in the transformed
Schro¨dinger equation
i∂t|ψ˜(t)〉 =
[
Dˆ(t)− Aˆ(t)
]
|ψ˜(t)〉. (8)
Here the diagonal
Dˆ(t) = diag
(
E(ad)m (t)
)
, (9)
and the gauge potential
Aˆ(t) = iUˆ(t)∂tUˆ
†(t). (10)
This last term is also called the non-adiabatic coupling
term or the Berry connection [12, 13] depending on the
community. Its matrix elements expressed in the adia-
batic basis are simply
(
Aˆ(t)
)
mn
= i〈ψ(ad)m (t)|∂t|ψ(ad)n (t)〉 ≡ Θmn(t). (11)
We can choose a gauge (the adiabatic states are defined
up to an overall time-dependent phase factor [12, 13])
such that Θnn(t) = 0. It should be clear that Aˆ(t) is
responsible for the coupling of different adiabatic states,
and that the adiabatic approximation consists in Aˆ(t) =
0.
The driving Vˆ (t) is chosen such that the adiabatic en-
ergies fulfill (up to a possible overall constant shift)
ǫn ≡ 1
T
∫ T
0
E(ad)n (t)dt = nω. (12)
Hence, the driving constitutes a ‘dressing’ of the bare
energies Em that averages to zero over one period. Given
this property we see that (for n 6= m)
Θmn(t) = i〈ψ(ad)m (t)|∂t|ψ(ad)n (t)〉
=
〈ψ(ad)m (t)|
(
∂tVˆ (t)
)
|ψ(ad)n (t)〉
E
(ad)
m (t)− E(ad)n (t)
∼ 1
m− n,
(13)
i.e. the non-adiabatic coupling typically falls off as (m−
n)−1. In general we also have Θmn(t) = Θm−n(t). In
other words, the element Θ1(t) will dominate the non-
adiabatic term Aˆ(t). Using the above, the Hamiltonian
can be written as
Hˆ(t) =
∞∑
l=1
+∞∑
n=−∞
Θl(t)
(
|ψ(ad)n (t)〉〈ψ(ad)n+l (t)|+ h.c.
)
+
+∞∑
n=−∞
E(ad)n (t)|ψ(ad)n (t)〉〈ψ(ad)n (t)|,
(14)
where h.c. stands for hermitian conjugate. When restrict-
ing the non-adiabatic couplings to Θ1(t) the adiabatic
Hamiltonian becomes
Hˆ(t) ≈ Θ1(t)
+∞∑
n=−∞
(
|ψ(ad)n (t)〉〈ψ(ad)n+1(t)|+ h.c.
)
+
+∞∑
n=−∞
E(ad)n (t)|ψ(ad)n (t)〉〈ψ(ad)n (t)|.
(15)
By comparing this expression to the Hamiltonian (1) a
mapping between the two models is evident via the fol-
lowing correspondence
|n〉 ↔ |ψ(ad)m (t)〉
J ↔ Θ1(t)
nω ↔ E(ad)n (t).
(16)
And similarly, Eq. (4) takes the form
Pn(t) = |〈ψ(ad)n (t)|ψ(t)〉|2. (17)
What we have found is that in the periodically driven
model the site localized Wannier states |n〉 have been re-
placed by the adiabatic states |ψ(ad)n (t)〉, which instead
are perfectly localized in energy. Without the time-
dependence the mapping is exact.
Note that the fact that we neglected couplings be-
yond ‘nearest neighbors’ does not change our arguing,
indeed the Bloch oscillations still persists with higher or-
der terms as these would only affect the actual shape and
amplitudes of the oscillations. The time averaged energy
gap δn = ǫn+1 − ǫn (= ω) is clearly translational invari-
ant in the subscript n. This property suggests, just as for
the Wannier-Stark ladder, that we should find a revival
in the system state after a time TEBloch = 2π/ω (where
the subscript EBloch denotes that the period occurs in
the energy space and not in the real space). The resulting
periodic evolution defines the energy Bloch oscillations.
Since the Hamiltonian is periodic with period T , we must
have E
(ad)
n (t) = E
(ad)
n (t + T ) and Θl(t) = Θl(t + T ).
Hence, if TEBloch ≫ T we may expect that the evolu-
tion implies an inherent averaging of the parameters such
that the Bloch oscillations should be almost perfect as in
4Fig. 1. On the other hand, the time-dependence of the
parameters could in principle give rise to some sort of
super Bloch oscillations due to beating of different char-
acteristic frequencies. In this respect, our model bears
similarities with the driven Bloch oscillation problem dis-
cussed in the previous subsection.
Let us give a final comment on the link between the
two models defined by the Hamiltonians (1) and (15). We
pointed out in the previous subsection that Bloch oscilla-
tions may be understood from the acceleration theorem,
which states that the quasi-momentum q grows linearly
in time, and since the quasi-momentum can be restricted
to the first Brillouin zone a periodic motion results (every
time the quasi-momentum hits the end of the Brillouin
zone it reenters on the opposite side). Now what would
be the counterpart of this behavior in our model? The
answer is that the Floquet quasi-energy εn, bounded to
(ω/2, ω/2] (corresponding Brillouin zone), replaces the
quasi-momentum [14].
III. EXAMPLES
A. Driven harmonic oscillator
The first system that comes to mind having an equidis-
tant spectrum is a harmonic oscillator. The Hamiltonian
for the periodically driven oscillator is taken as
HˆdHO(t) = ωaˆ
†aˆ+ J
aˆ† + aˆ√
2
sin(Ωt), (18)
where the creation/annihilation operators obey the reg-
ular bosonic commutation
[
aˆ, aˆ†
]
= 1, and act on the
n-boson Fock states as aˆ†|n〉 = √n+ 1|n + 1〉 and
aˆ|n〉 = √n|n − 1〉. The first part corresponds to Hˆ0
and the second term to Vˆ (t) of Eq. (6). Alternatively
we my consider the quadrature representation defined by
xˆ = aˆ+aˆ
†√
2
and pˆ = −i aˆ−aˆ†√
2
, for which the Hamiltonian
takes the form
HˆdHO(t) = ω
pˆ2 + xˆ2
2
+ Jxˆ sin(Ωt), (19)
Even though the full time-dependent problem is an-
alytically solvable [7], here we are more interested in
expressing the Hamiltonian in the adiabatic basis. By
noticing that the HˆdHO(t) is nothing but a displaced os-
cillator it is convenient to introduce the displacement op-
erator
Dˆ (J sin(Ωt)/ω) = exp (−ipˆJ sin(Ωt)/ω) , (20)
which transforms the Hamiltonian into
Hˆ ′dHO(t) = Dˆ (J sin(Ωt)/ω) HˆdHO(t)Dˆ
† (J sin(Ωt)/ω)
= ω
pˆ2 + (xˆ+ J sin(Ωt))2
2
− J
2
2ω
sin2(Ωt).
(21)
Thus, the adiabatic energies are just
E(ad)n (t) = ωn−
J2 sin2(Ωt)
2ω
, (22)
and the adiabatic states are |ψ(ad)n (t)〉 =
Dˆ (J sin(Ωt)/ω) |n〉 (i.e. displaced Fock states). Using
the second identity of Eq. (13) it is straightforward to
also evaluate the non-adiabatic coupling terms
Θmn(t) =
〈ψ(ad)m (t)|
(
∂tVˆ (t)
)
|ψ(ad)n (t)〉
E
(ad)
m (t)− E(ad)n (t)
= JΩcos(Ωt)
〈m|Dˆ†(J sin(Ωt)/ω)xˆDˆ(J sin(Ωt)/ω)|n〉
(m− n)ω
= JΩcos(Ωt)
〈m| (xˆ− J sin(Ωt)/ω) |n〉
(m− n)ω
=
JΩcos(Ωt)
(m− n)ω
√
nδm,n−1 +
√
n+ 1δm,n+1√
2
,
(23)
where we have used thatm 6= n. We note that in this spe-
cial case only Θ1(t) is non-zero, i.e. all couplings beyond
‘nearest neighbors’ vanish. Summing up, the Hamilto-
nian in the adiabatic basis becomes
HˆdHO(t) =
JΩcos(Ωt)
ω
∞∑
n=0
(
|ψ(ad)n (t)〉〈ψ(ad)n+1(t)|+ h.c.
)
+
∞∑
n=0
ωn|ψ(ad)n (t)〉〈ψ(ad)n (t)|
(24)
up to an overall constant −J2 sin2(Ωt)/2. Note that the
sum does not run over negative n’s since the harmonic os-
cillator is bounded from below. This ‘edge’ of our lattice
should not be a problem as long as we consider localized
states with 〈aˆ†aˆ〉 ≫ 1.
At first sight, the expression (24) seems to suggest
that we should envision energy Bloch oscillations with
a period TBloch = 2π/ω. However, the time-dependent
tunneling amplitude results in that we instead find su-
per Bloch oscillations with a period TSBloch = 2π/δΩ =
2π/|ω − Ω|. This is demonstrated in Fig. 2 (a) and (b).
These plots are the counterparts of those of Fig. 1, i.e. (a)
shows the breathing mode and (b) the oscillating mode.
For the oscillating mode we consider an initial coherent
state |α〉 (i.e. an eigenstate of the annihilation opera-
tor, aˆ|α〉 = α|α〉). The advantage with coherent states
is that they are easy to prepare experimentally, in com-
parison to highly excited Fock states which was used for
demonstrating the breathing mode.
Translational invariance is a necessity for Bloch oscilla-
tions to occur. In the original setting it gives rise to the
quasi-momentum restricted to the first Brillouin zone.
For the energy Bloch oscillations, the translational in-
variance appears as the equidistant spectrum (and in a
5Figure 2: (Color online) The upper two plots, (a) and (b),
display the probabilities
√
Pn(t) for respectively an initial
state |ψ(0)〉 = |200〉 and an initial coherent state |ψ(0)〉 = |α〉
with an amplitude α =
√
200. The two cases correspond,
respectively, to the breathing and oscillating modes. The ap-
pearance of Bloch oscillations is strikingly clear. In fact, for
this model we regain perfect revivals. In the lower plot (c)
we instead show the importance of the ‘translational invari-
ance’. A random shift ξn of the bare energies En = ωn have
been included, with the random variable drawn from a Gaus-
sian distribution centered around 0 and with a variance pi/50.
The initial state is the same as in (b), and we have aver-
aged over 10 ξn-realizations. We can see traces of the Bloch
oscillating motion at early times, but at later times the the
wave packet spreads out indicating a heating. The dimen-
sionless parameters are ω = 1, Ω = 1.2 (giving a Bloch period
TSBloch = 2pi/|ω −Ω| = 10pi), and J = 0.5.
strict sense also in the (m−n)-dependence of the coupling
terms Θ(m−n)(t)). If we break the translational invari-
ance we expect also a breakdown of the energy Bloch
oscillations. There are numerous ways we can imagine to
do this, for example by considering an anharmonic spec-
trum. Here we randomly shift the undriven harmonic
oscillator energy levels
Hˆ0 =
∞∑
n=0
(ωn+ ξn)|n〉〈n|, (25)
where ξn is a random variable drawn from a Gaussian
distribution with zero mean and variance taken to be
σ = π/50. The results are shown in Fig. 2 (c), where
we used the same initial coherent state and parameters
as for plot (b) of the same figure. For short times we
still see remnants of the Bloch oscillations. However, as
time progresses the destructive interference between the
different paths become evident and we see a spreading
of the initially localized wave-packet such that more and
more adiabatic states get populated. Numerically we find
a ballistic
√
t-broadening, which one can expect due to
the loss of constructive interferences.
B. Landau-Zener grid
After the celebrated Landau-Zener model [20] there
have been numerous generalizations of it to multi-level
systems [8, 9, 21]. The one we consider forms a grid of
Landau-Zener transitions in the energy-time plane, i.e.
the adiabatic or diabatic energies forms a lattice struc-
ture as shown in Fig. 3 (a). Such a structure is obtained
from the Landau-Zener grid model defined by the Hamil-
tonian [8, 9]
Hˆ
(d)
LZg(t) = ω(Sˆz ⊗ I) + λt(I⊗ σˆz) + J(A⊗ σˆx), (26)
where σˆx and σˆz are the regular Pauli matrices, Sˆz is
a diagonal matrix with elements ...,−2,−1, 0,+1,+2, ...,
and A is a matrix with ones on every entry. The su-
perscript d labels that the Hamiltonian is written in the
diabatic basis (see below). Explicitly in the σˆz eigenbasis
we have
Hˆ
(d)
LZg(t) =


. . .
...
...
...
. . .
...
...
...
. . . +ω + λt 0 0 . . . . . . J J J . . .
. . . 0 +λt 0 . . . . . . J J J . . .
. . . 0 0 −ω + λt . . . . . . J J J . . .
...
...
...
. . .
...
...
...
. . .
. . .
...
...
...
. . .
...
...
...
. . . J J J . . . . . . +ω − λt 0 0 . . .
. . . J J J . . . . . . 0 −λt 0 . . .
. . . J J J . . . . . . 0 0 −ω − λt . . .
...
...
...
. . .
...
...
...
. . .


. (27)
For a zero coupling J , the Hamiltonian is diagonal with
the time-dependent eigenvalues E
(d)
m±(t) = mω ± λt and
the corresponding eigenstates are the diabatic states
6Figure 3: (Color online) Diabatic (dotted black lines) and
adiabatic (solid red lies) energies. The upper plot (a) demon-
strates the Landau-Zener grid in the energy-time plane, while
the avoided crossings is more evident from the lower plot (b)
that zooms in on two energies over one period τper.
|ψ(d)m±〉. The analytical expressions for the adiabatic
states |ψ(ad)m± (t)〉 are complicated [9], but the expressions
for the adiabatic energies are rather simple,
E
(ad)
m± (t) = ±
ω
2π
cos−1
(
ω2 − π2J2
ω2 + π2J2
cos
2πλt
ω
)
+mω.
(28)
The diabatic energies forms a grid in the E − t plane
with repeated exact crossings at the instants tj = jτper/2
for integers j and the period τper = ω/λ. A non-zero J
couples every positive diabatic state to every negative
diabatic state with equal strengths. This implies that
every crossing becomes avoided with a gap ∼ 2J . These
form the adiabatic energies which are shown in Fig. 3
together with the diabatic energies. It is convenient to
relabel the adiabatic states with a collective index q such
that m+↔ 2k and m− ↔ 2k + 1.
There are a few interesting observations to be made
regarding the adiabatic energies (28): (i) for J = ω/π
the energies become E
(ad)
k (t) =
ω
2
(
k + 12
)
(using the
relabeling of the adiabatic states/energies), i.e. time-
independent and forming a (Wannier-Stark-like) ladder,
and (ii) a grid structure emerges also for strong coupling
|J | > ω/π that is very similar to that of the figure apart
from that it is shifted by half a period. A consequence of
the second property is that the evolution becomes highly
non-adiabatic also for J ≫ ω.
Another important property of the model is its period-
icity, which is somewhat hidden. It is clear that the adi-
abatic spectrum is periodic with the period τper, but the
diabatic energies have a linear time-dependence and does
not seem periodic. The periodicity in the diabatic rep-
resentation translates into E
(d)
(m∓1)±(t) = E
(d)
m±(t + τper).
Thus, if time is shifted by τper simultaneously as the en-
ergy index is shifted by −1 the spectrum is invariant.
This is a true identity since the spectrum is assumed un-
bounded both from below and above.
If we assume that the avoided crossings are well sepa-
rated it is justified to consider non-adiabatic transitions
only between neighboring adiabatic states. We may then
approximate a single crossing by a two-level Landau-
Zener model [20]. Given that the system resides in a sin-
gle diabatic state before the crossing the Landau-Zener
formula PD = exp
(
πJ2/λ
)
gives the probability for pop-
ulation transfer to the other diabatic state. The full time-
evolution of the system can be seen as a grid of repeated
Landau-Zener crossings. If initially, say, the system is
prepared in a single diabatic or adiabatic state, as the sys-
tem goes through repeated crossings, one would expect
continued broadening of the energy uncertainty ∆E(t) =√
〈ψ(t)|
(
Hˆ
(d)
LZg(t)
)2
|ψ(t)〉 − 〈ψ(t)|Hˆ(d)LZg(t)|ψ(t)〉2. How-
ever, interferences between the different ‘paths’ that the
system takes through the grid should somehow influ-
ence the overall dynamics. In fact, the system is a
sort of multi-state Landau-Zener-Stu¨ckelberg interferom-
eter [22]. Thus, the evolution is reminiscent of a discrete
quantum walk [23]: the non-adiabatic transitions play
the role of moving the walker to the right/left (for us
up/down in energy). For a discrete quantum walk the
spreading is super-diffusive, ∆E ∼ t, in contrast to a clas-
sical walker that is diffusive, ∆E ∼ √t. The difference
with a standard discrete quantum walk is that the differ-
ent paths result in different dynamical phases, which we
know is the reason for the Bloch revival. So the construc-
tive interference that causes the state to relocalize will
counteract the spreading of the wave-packet. Indeed, for
short times we do find a super-diffusive spreading like in a
quantum walk, and also the probability distribution (17)
resembles that of a discrete quantum walk [23]. But over
longer times we see instead the Bloch oscillations.
On average the distance between the adiabatic ener-
gies is ω/2 which should reproduce a Bloch period of
TBloch = 4π/ω. In order to see the Bloch oscillations
clearly, we require that this period is larger than the
period τper = ω/λ of our model, see Fig. 3. As dis-
cussed in the previous section, when this is true we may
time-average E
(ad)
n (t) and Θ1(t) to get an exact mapping
between our model and the single-band Bloch Hamilto-
nian (1). Figure 4 (a) displays the results for a numerical
simulation of our model in this parameter regime. We in-
deed see Bloch oscillations with the correct period, even
though the revival is not perfect. Furthermore, the shape
of this breathing mode is not exactly like that of Fig. 1
(a). This can be ascribed the explicit time-dependence
of the system parameters together with coupling terms
beyond nearest neighboring adiabatic states.
The fact that the parameters have a periodic time-
dependence suggests that our model is like a driven tilted
lattice, and hence, it should also be possible to see su-
7Figure 4: (Color online) Demonstration of the energy Bloch
oscillations (a) and super energy Bloch oscillations (b) in the
Landau-Zener grid model. In both cases we show the breath-
ing mode, the oscillating mode does not show as clear oscil-
lating structures. As for Fig. 2, the plots show
√
Pn(t), see
Eq. (17), for the different adiabatic states, and with the initial
state only populating the middlemost adiabatic state. The pe-
riodic evolution is evident even though there are differences
compared to Fig. 1. Especially interesting is that for the en-
ergy Bloch oscillations, the structure of the breathing model is
more diamond-shaped than for regular Bloch oscillation (see
Fig. 1 (a)). In (a) it is evident that some population is ’leak-
ing out’ causing incomplete revivals (even though it should be
remembered that we plot
√
Pn(t) for visibility and not Pn(t)
such that the weakly populated states get ‘magnified’). The
energy Bloch period is simply TBloch = 4pi/ω (4pi since the
level spacing is ω/2 and not ω), while the super energy Bloch
oscillation period is found numerically to TSBloch ≈ 2300/ω.
In both plots λ = 1, while the other dimension parameters
are ω = 0.5 and J = 0.2 in (a), and ω = 5 and J = 0.5 in (b).
per Bloch oscillations. Those should occur with a period
typically much larger than TBloch and τper. By increas-
ing ω we are no longer in the Bloch oscillating regime
TBloch ≪ τper, and we then find breathing modes with
much larger periods, see Fig. 4 (b). To compare the
different time-scales in our system is harder than for a
driven tight-binding Bloch model, and as a consequence
it is not as easy to identify the period. Nevertheless, we
find a beating between TsBloch and τper – perfect revivals
only occurs when the TsBloch/τper is an integer. In ad-
dition, we have verified numerically that TsBloch ∼ 1/ω
(the proportionality constant for the example of Fig. 4
(b) is roughly 2300 which can be compared to 4π for the
regular Bloch oscillations).
IV. CONCLUSIONS
By considering a class of periodically driven quantum
systems we have shown how perfect oscillating dynamics
can emerge. There is a mapping from these systems to
the tilted single-band model, which identifies the periodic
behavior as Bloch oscillations. This new type of Bloch os-
cillations appear in the space of adiabatic states. Hence,
the system’s instantaneous energy oscillates in time. This
phomenon was verified by exploring two different models.
The first is a trivial driven harmonic oscillator, and the
periodic evolution is perfect in this case. In a strict sense,
the obtained Bloch oscillations are super Bloch oscilla-
tions which appear in driven tilted Bloch oscillating sys-
tems as a beating mechanism between different frequen-
cies. The second model, a Landau-Zener grid, consists in
repeated Landau-Zener crossings which forms a grid in
the energy-time plane. When given in the diabatic basis
this model is not manifestly periodic in time, but rather
describe a linear quench. However, this is only true in
this particular basis, in the adiabatic basis, for example,
the periodicity becomes clear. For this model, the energy
Bloch oscillations are not as perfect, but they still domi-
nate the evolution. When the ‘translational invariance’,
imposed by the instantaneous equidistant spectrum, is
broken by a random ‘disorder’ we saw a breakdown of
the energy Bloch oscillations and a buildup of ballistic
spreading.
The energy Bloch oscillations should be fairly straight-
forward to verify experimentally in various realizations of
driven Harmonic oscillators. Naturally, the Bloch period
TBloch should be considerably smaller than the character-
istic time-scales for possible dissipation of decoherence.
As a coherent interference phenomenon, any decoherence
will demolish the oscillations. For a driven high-Q cav-
ity this should not cause any problems. The life-time for
a microwave cavity photon can be as large as tenth of
ms, and the photon frequency ω ∼ 50 GHz [24]. Thus,
it should be enough to drive the cavity with a detuning
δΩ = Ω − ω around MHz. To detect the energy Bloch
oscillations the characteristics of the cavity output field
should be measured. Already the field intensity 〈nˆout〉
will be oscillating with the Bloch period. To experimen-
tally realize the Landau-Zener grid model would require a
bit more work. As expressed in Eq. (26) we have a large
spin coupled to a quibit. We can alternatively replace
the large spin with a harmonic oscillator, and the model
is sort of a generalized quantum Rabi model [25] with
a very special ‘light-matter’ coupling. The system with
maybe the largest freedom in engineering such a coupling
is that of trapped ions [19]. The desired coupling accord-
ing to the Hamiltonian (26) should include every possible
phonon transition; single phonon, two phonons, and so
on. This is certainly challenging, but we do not rule it
out.
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