The (integral) sum number of Kn−E(Kr)  by He, Wenjie et al.
Discrete Mathematics 243 (2002) 241–252
www.elsevier.com/locate/disc
Note
The (integral) sum number of Kn − E(Kr)
Wenjie He∗, Xinkai Yu, Honghai Mi, Yong Xu, Yufa Sheng,
Lixin Wang
Department of Applied Mathematics, Hebei University of Technology, Box 134, Tianjin 300130,
People’s Republic of China
Received 9 March 1999; revised 16 January 2001; accepted 12 February 2001
Abstract
The concept of the (integral) sum graphs was introduced by Harary (Congr. Numer. 72 (1990)
101; Discrete Math. 124 (1994) 99). Let N (Z) denote the set of all positive integers(integers).
The (integral) sum graph of a 7nite subset S ⊂ N (Z) is the graph (S; E) with two vertices that
are adjacent whenever their sum is in S. A graph G is said to be a (integral) sum graph if it is
isomorphic to the (integral) sum graph of some S ⊂ Z . The (integral) sum number of a given
graph G, denoted by 
(G)((G)), was de7ned as the smallest number of isolated vertices which
when added to G resulted in a (integral) sum graph.
In this paper, the integral sum number and the graph (Kn − E(Kr)), which is an unsolved
problem proposed by Harary (1994) in 1994, are investigated and determined. The results on
the integral sum number of graph (Kn − E(Kr)) are presented as follows:
(Kn − E(Kr))=


0 (r= n; n− 1);
n− 2 (r= n− 2);
n− 1 (n− 3¿ r¿  2n3  − 1);
3n− 2r − 4 ( 2n3  − 1¿r¿ n2 );
2n− 4 ( 2n3  − 1¿ n2 ¿r¿ 2);
where n¿ 5; r¿ 2. Furthermore, if r = n − 1, then 
(Kn − E(Kr))= (Kn − E(Kr)). c© 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction
We follow in general the graph-theoretic notation and terminology of [6].
The concept of the (integral) sum graphs was introduced by Harary [7,8]. Although
various results on (integral) sum graphs were presented [1–5,7–9], many open problems
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remain unsolved. In this paper, we shall solve an open problem proposed by Harary
in [8]: determine (Kn − E(Kr)) for Kr ⊂ Kn.
Let N denote the set of positive integers. The sum graph G+(S) of a 7nite subset
S ⊂ N is the graph (S; E) with uv∈E if and only if u+ v∈ S. A graph G is said to be
a sum graph if it is isomorphic to the sum graph of some S ⊂ N . We say that S gives
a sum labeling for G. The sum number 
(G) is the smallest nonnegative integer m
such that G∪mK1, the union of G and m isolated vertices, is a sum graph. In the above
de7nition, by using the set Z of all integers instead of N we obtain the de7nition of
the integral sum graph. Now S ⊂ Z , we also say that S gives an integral sum labeling
for G. Analogously, the integral sum number (G) is the smallest nonnegative integer
m such that G∪mK1 is an integral sum graph. It is obvious that (G)6 
(G) for any
graph G.
Let G=Kn − E(Kr); n¿ r¿ 2, and m= (G). For convenience, we assume that
V (G ∪ mK1) is given an integral sum labeling so that we may denote the vertices of
G ∪ mK1 by their labels. Let
S =V (G ∪ mK1)=V ((Kn − E(Kr)) ∪ mK1);
A=V (Kr)= {a1; a2; : : : ; ar}, where a1¡a2¡ · · ·¡ar and ai is not adjacent to aj
with i = j;
B=V (Kn)\V (Kr)= {b1; b2; : : : ; bn−r}, where b1¡b2¡ · · ·¡bn−r and bi is adjacent
to bj with i = j;
C =V (mK1)= {c1; c2; · · · ; cm}, where c1¡c2¡ · · ·¡cm and C∩(A∪B)=: S =A∪
B ∪ C;
Ai = {bi + aj | j=1; 2; : : : ; r} (i=1; 2; : : : ; n− r);
A∗= {b1 + aj; ar + bi | j=1; 2; : : : ; r; i=2; 3; : : : ; n− r};
A0 = {bi + aj | j=1; 2; : : : ; r; i=1; 2; : : : ; n− r};
Bi = {bi + bj | j=1; 2; : : : ; n− r and j = i} (i=1; 2; : : : ; n− r);
B∗= {b1 + bi; bj + bn−r | i=2; 3; : : : ; n− r; j=2; 3; : : : ; n− r − 1};
B0 = {bi + bj | i; j=1; 2; : : : ; n− r and j = i}.
Thus, A0 ∈ S; B0 ∈ S and
ai + aj ∈ S (i; j=1; 2; : : : ; r and i = j);
ai + ck ∈ S (i=1; 2; : : : ; r; k =1; 2; : : : ; m);
bj + ck ∈ S (j=1; 2; : : : ; n− r; k =1; 2; : : : ; m);
ci + cj ∈ S (i; j=1; 2; : : : ; m and i = j).
It is easy to verify that
|C|=m; |Ai|= r; |Bi|= n− r − 1; Ai ∩ Bi =;
|Ai ∪ Bi|= n− 1; A ∩ B=:
|A∗|= n− 1 since in A∗ there are exactly the following n− 1 distinct vertices
b1 + a1¡b1 + a2¡ · · ·¡b1 + ar¡b2 + ar¡b3 + ar
¡ · · ·¡bn−r−1 + ar¡bn−r + ar:
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|B∗|=2n − 2r − 3 since in B∗ there are exactly the following 2n − 2r − 3 distinct
vertices
b1 + b2¡b1 + b3¡ · · ·¡b1 + bn−r¡b2 + bn−r¡b3 + bn−r
¡ · · ·¡bn−r−2 + bn−r¡bn−r−1 + bn−r :
We also have that
A0 =
n−r⋃
i=1
Ai ⊇ A∗; B0 =
n−r⋃
i=1
Bi ⊇ B∗;
|A0|¿ |A∗|= n− 1; and |B0|¿ |B∗|=2n− 2r − 3:
2. Some properties of the integral sum graph (Kn − E(Kr)) ∪ mK1
At 7rst, we have some lemmas as follows:
Lemma 1. (Kn − E(Kr))= 0 for Kr ⊆ Kn and 26 r6 n6 4.
Lemma 1 is easy to verify. So, from now on, we assume that n¿ 5.
Lemma 2. (Kn − E(Kr))= 0 for Kr ⊆ Kn and r= n or n− 1.
Proof. It is obvious that for r= n since Kn − E(Kn)= nK1. For r= n− 1; Kn − E(Kr)
is a star, which is known to be an integral sum graph [8].
Then, from now on, we only need to consider the cases n− 2¿ r¿ 2 and n¿ 5.
Lemma 3. 0 ∈ S.
Proof. It is obvious that 0 ∈ (A∪C). Since n¿ 5 and n−2¿ r¿ 2, we have |B|¿ 2
and |A|¿ 2. Without loss of generality, we may assume that bn−r ¿ 0. (Otherwise,
we only need to consider another integral sum labeling for graph (Kn − E(Kr))∪mK1
by using the set (−1)S instead of S). Suppose that 0∈B, then C =. Otherwise, for
any ck ∈C and ck =0 we have that 0 + ck = ck ∈C, which is a contradiction. Now if
bt =0∈B, then 0= bt¡bt+1¡ · · ·¡bn−r . We can consider the following three cases.
Case 1: ar ¿ 0
We have that bn−r + ar ¿max{bn−r ; ar}. Therefore, bn−r + ar ∈C, that is C =,
which is a contradiction with the above hypothesis 0∈B.
Case 2: ar¡0 and bn−r−1¿ 0
We have that bn−r + bn−r−1 ∈C, which is a contradiction.
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Case 3: ar¡0 and bn−r−1 = 0
Now, If |B|¿ 3, then b1 + a1¡min{b1; a1}. That is, b1 + a1 ∈C =, which is a
contradiction. If |B|=2, then B= {0; b2}. Since C =, we certainly have that
b2 + ar = b1 = 0 ⇒ ar =− b2;
b2 + ar−1 = ar ⇒ ar−1 =− 2b2;
b2 + ar−2 = ar−1 ⇒ ar−2 =− 3b2:
Therefore, ar + ar−1 = ar−2 ∈A ⊂ S, which is a contradiction with the de7nition of
the set A.
Summarizing the above three cases, 0 ∈ B. So, 0 ∈ (A∪ B∪C)= S. This completes
the proof of Lemma 3.
Lemma 4. A0 ∩ B=.
Proof. Otherwise, there exists ap + bq ∈B. Then, ap + (ai + bq)= ai + (ap + bq)∈ S
for any ai ∈A. Then we have ai + bq ∈ S; thus, ai + bq ∈B or ai + bq= ap. There is at
most one ai0 ∈A such that
ai0 + bq= ap: (1)
On the other hand, since (bj + bq) + ap= bj + (bq + ap)∈ S for any bj ∈B\{ap + bq},
we have bj + bq ∈B or bj + bq= ap. There is at most one bj0 ∈B such that
bj0 + bq= ap (2)
It is easy to see that at most one equation holds in the two Eqs. (1) and (2). Let
D1 = {bq + ai | bq + ai ∈B; i=1; 2; : : : ; r};
D2 = {bq + bj | bq + bj ∈B\{ap + bq}; j=1; 2; : : : ; n− r}:
Since D1 ∩ D2 = and bq ∈ D1 ∪ D2 by 0 ∈ S, we have |{bq} ∪ D1 ∪ D2|= |D1 ∪
D2|+ 1¿ (r + n− r − 1− 1) + 1= n− 1. It is obvious that {bq} ∪D1 ∪D2 ⊆ B. But
|B|= n− r6 n− 2 by r¿ 2, which is a contradiction. Therefore, Lemma 4 holds.
Lemma 5. B0 ⊆ (A ∪ C) .
Proof. Suppose that bp + bq ∈B (p = q). Without loss of generality, we may assume
that bp¡bq (p¡q). Since for any ai ∈A; (ai + bp) + bq= ai + (bp + bq)∈ S, we have
ai + bp ∈A by Lemma 4 and ai + bp ∈ S. Similarly, since (ar + bq) + bp= ar + (bq +
bp)∈ S, we have ar +bq ∈A. Of course ar +bq ¿ai+bp for any ai ∈A. Let D= {ai+
bp | i=1; 2; : : : ; r} ∪ {ar + bq}. Then, |D|= r + 1. But D ⊆ A by the former analysis
and |A|= r, which is a contradiction. This proves Lemma 5.
Lemma 6. A0 ⊆ C for |B|¿ 2.
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Proof. It is easy to see that A0 ⊆ A ∪ C by Lemma 4. If there exists ap + bq ∈A,
then ap + (bj + bq)= bj + (ap + bq)∈ S for any bj ∈B. Thus, bj + bq= ap by
Lemma 5. Since |B|¿ 3, there are two distinct vertices bi; bj ∈B\{bq} such that
bi + bq= ap and bj + bq= ap, which is a contradiction. This completes the proof of
Lemma 6.
Lemma 7. Either B0 ⊆ A or B0 ⊆ C is true for |B|¿ 2.
Proof. If B0 * C, then since B0 ⊆ (A ∪ C) by Lemma 5, there exist two distinct
vertices bp and bq in B such that bp + bq ∈A. For any bi ∈B, we have (bi + bp) +
bq= bi+(bp+bq)∈C by Lemma 6. It implies that bi+bp is adjacent to bq. Furthermore,
since bi+bp ∈ S (where bi = bp, otherwise we should consider bi+bq instead of bi+bp),
then bi+bp ∈ (A∪B). Thus, bi+bp ∈A by Lemma 5. In the same way, since bi+bp ∈A,
we can obtain that bi + bj ∈A for any bj ∈B\{bi}. Since bi and bj are arbitrary, we
have B0 ⊆ A. This proves Lemma 7.
Lemma 8. B0 ⊆ C and (Kn − E(Kr))= 
(Kn − E(Kr)) for 26 r¡2n=3 − 1.
Proof. When 26 r¡2n=3−1 holds, |B|¿ 2 must also hold. By Lemma 7, it suLces
to prove that B0 * A for the 7rst assertion in this Lemma. Otherwise, B0 ⊆ A, but
we know that |B0|¿ |B∗|=2n− 2r− 3 by the de7nitions of the sets B0 and B∗ in the
above section. That is B0 ⊆ A⇒ 2n− 2r− 36 r ⇒ r¿ 2n=3− 1, which contradicts
condition r¡2n=3 − 1.
For the second assertion in this lemma, we have that (Kn−E(Kr))6 
(Kn−E(Kr))
according to the de7nitions of the sum number and the integral sum number. Now let
A(M)= {ai + M | i=1; 2; : : : ; r}; B(M)= {bj + M | j=1; 2; : : : ; n − r}; C(M)= {ck +
2M | k =1; 2; : : : ; m}, where M is a suLciently large positive integer. Furthermore,
it is easy to verify that S(M)=A(M) ∪ B(M) ∪ C(M) is exactly a positive inte-
gral labeling assigned to the vertices of the sum graph (Kn − E(Kr)) ∪ mK1. Thus,

(Kn − E(Kr))6m= (Kn − E(Kr)). So we have (Kn − E(Kr))= 
(Kn − E(Kr)) for
26 r¡2n=3 − 1
Lemma 9. For any positive integers i¡j6 r; if Bi ∩ Aj = (or Ai ∩ Bj =); then
|Ai ∩ Aj|6 1.
Proof. We prove the results for Bi∩Aj =; the proof is the same for Ai∩Bj =. Since
Bi∩Aj =, there exist positive integers p (16p6 n−r and p = i) and t (16 t6 r)
such that bi + bp= bj + at . If |Ai ∩Aj|¿ 1 , then there exist positive integers u; v (16
u¡v6 r) and x; y (16 x¡y6 r and x = u;y = v) such that bi + av= bj + au and
bi + ay = bj + ax. Thus, we obtain that at + av= au + bp ∈ S and at + ay = ax + bp ∈ S.
Besides, we have that v = t or y = t. No matter what happens, it leads to a contradiction
with the de7nition of the set A. Thus, Lemma 9 holds.
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Lemma 10. For any positive integers i¡j6 r; if |Bi ∩Aj|¿ 1 (or |Ai ∩Bj|¿ 1); then
Ai ∩ Aj =.
Proof. We prove the result for |Bi ∩ Aj|¿ 1; the proof is the same for |Ai ∩ Bj|¿ 1.
Since |Bi ∩ Aj|¿ 1, there exist positive integers p; q (16p¡q6 n − r and p; q = i)
and t; e (16 t¡e6 r) such that bi + bp= bj + at and bi + bq= bj + ae. Then, there
must be Ai ∩Aj =. Otherwise, if Ai ∩Aj =, then there exist positive integers f and
g (16 g¡f6 r) such that bi+af = bj+ag. Thus, we obtain that at+af = ag+bp ∈ S
and ae+ af = ag+ bq ∈ S. Since we have that t =f or e =f, no matter what happens,
which is a contradiction with the de7nition of the set A. Thus, Lemma 10 holds.
Lemma 11. For any positive integers i¡j6 n−r; if Bi∩Aj = (or Ai∩Bj =); then
in the two inequalities; |(Aj ∪ Bj) ∩ Ai|6 1 and |(Ai ∪ Bi) ∩ Aj|6 1; at least one is
true.
Proof. We prove the result for Bi∩Aj =; the proof is the same for Ai∩Bj =. Since
Bi ∩ Aj =, we can consider the following four cases, respectively.
Case 1: |Bi ∩ Aj|¿ 1
Since Ai ∩Aj = by Lemma 10, it suLces to prove that |Bj ∩Ai|6 1. Otherwise, if
|Bj ∩Ai|¿ 1, then there exist positive integers u; v (16 u¡v6 n− r and u; v = i) and
x; y (16 x¡y6 r) such that bj+bu= bi+ax and bj+bv= bi+ay. Since |Bi∩Aj|¿ 1,
there exist positive integers p; q (16p¡q6 n−r and p; q = i) and t; e (16 t¡e6 r)
such that bi+bp= bj+at and bi+bq= bj+ae. Thus, we obtain that at+ax = bu+bp; ae+
ax = bu + bq; at + ay = bv + bp and ae + ay = bv + bq. There exists at least one among
the above four equations which contradicts the de7nition of the set A (by reason that if
x= t, then x = e and t =y, and if u = q, then the second equation leads to contradiction;
else if u= q, then v =p; therefore, the third equation leads to a contradiction; if x= e,
then we can also give a contradiction with an analogous method; if x = t and x = e,
then there must be at least one such that it leads to a contradiction among the 7rst and
the second equations). Therefore, |(Aj ∪ Bj) ∩ Ai|6 1.
Case 2: |Bi ∩ Aj|=1 and |Bj ∩ Ai|¿ 1
Since |Bj ∩ Ai|¿ 1, we have that Ai ∩ Aj = by Lemma 10. In addition, we also
have that |Bi ∩ Aj|=1, so |(Ai ∪ Bi) ∩ Aj|6 1.
Case 3: |Bi ∩ Aj|=1 and |Bj ∩ Ai|=0
Since |Bi ∩Aj|=1, we have immediately that |Ai ∩Aj|6 1 by Lemma 9. In addition
|Bj ∩ Ai|=0, we obtain that |(Aj ∪ Bj) ∩ Ai|6 1.
Case 4: |Bi ∩ Aj|=1 and |Bj ∩ Ai|=1
Since |Bi ∩ Aj| =, there exist positive integers p (16p6 n− r and p = i) and t
(16 t6 r) such that bi + bp= bj + at . Since Bj ∩ Ai =, there exist positive integers
q (16 q6 n− r and q = j) and e (16 e6 r) such that bj + bq= bi + ae. Now, since
we have that bq + bp= ae + at , there must be p= q or t= e, otherwise the above
equation leads to a contradiction with the de7nition of the set A. If Ai ∩ Aj =, then
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there exist positive integers u; v (16 u¡v6 r) such that bi + av= bj + au. Thus, we
obtain that at+av= au+bp ∈ S and ae+au= av+bq ∈ S. In addition, we already know
that t= e or p= q. When t= e, it is clear that we have that u = e or v = t, which leads
to a contradiction with the de7nition of the set A. When p= q, it is easy to see that
e¿ t. Thus, we have u = e or v = t since u¡v, which leads to a contradiction with
the de7nition of the set A. Therefore, Ai ∩Aj =. Thus, we obtain |(Aj ∪Bj)∩Ai|6 1
and |(Ai ∪ Bi) ∩ Aj|6 1.
This completes the proof of Lemma 11.
Lemma 12. (Kn − E(Kr))= n− 1 for n− 3¿ r¿  2n3  − 1.
Proof. Since A∗ ⊆ C by Lemma 6, then |C|¿ |A∗|= n− 1. That is
(Kn − E(Kr))¿ n− 1 for n− 3¿ r¿
⌈
2n
3
⌉
− 1: (3)
On the other hand, for m= n − 1 we consider an integral labeling of the graph
(Kn − E(Kr)) ∪ mK1 as follows:
bi = iN1 + N2 (i=1; 2; : : : ; n− r);
aj =(j + 2)N1 + 2N2 (j=1; 2; : : : ; r);
ck =(k + 3)N1 + 3N2 (k =1; 2; : : : ; m);
where N1 and N2 are any two prime numbers with 56N1¡N2. It is easy to verify
that the following assertions are true.
(1) A ∩ B=; B ∩ C =; A ∩ C =;
(2) B0 ⊆ A; A0 ⊆ C;
(3) bi + ck ∈ S for any bi ∈B; ck ∈C;
(4) aj + ck ∈ S for any aj ∈A; ck ∈C;
(5) ci + ck ∈ S for any ci; ck ∈C (i = k);
(6) ai + aj ∈ S for any ai; aj ∈A (i = j).
Thus, we know that the above integral labeling is exactly an integral sum labeling
of graph (Kn − E(Kr)) ∪ (n− 1)K1. So
(Kn − E(Kr))6 n− 1 for n− 3¿ r¿ 2n=3 − 1: (4)
By inequalities (3) and (4), Lemma 12 holds.
Lemma 13. (Kn − E(Kr))¿min{2n− 4; 3n− 2r − 4} for 26 r¡ 2n3  − 1.
Proof. We consider the following two cases, respectively.
Case 1: A0 ∩ B0 =.
We have that A0 ∪ B0 ⊆ C by Lemmas 6 and 8. Thus, we have that |C|¿ |A0 ∪
B0|= |A0|+ |B0|¿ |A∗|+ |B∗|=(n− 1) + (2n− 2r − 3)=3n− 2r − 4:
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Case 2. A0 ∩ B0 =.
It is easy to see that there must be two positive integers p and q (p; q6 n− r) such
that
(a) Bp ∩ Aq =,
(b) |q− p| is minimally by satisfying (a).
Without loss of generality, we may assume that p¡q (otherwise, we only need to
consider another integral sum labeling for graph (Kn − E(Kr)) ∪mK1 by using the set
(−1)S instead of S). Then we can consider the following two subcases.
Subcase 1: q− p¿ 1.
Since Bp ∩ Aq =, we have that |Aq ∩ Ap|6 1 by Lemma 9. Thus, we have |Ap ∪
Aq|¿ |Ap|+ |Aq|−1= r+r−1=2r−1. Furthermore, there are exactly n−r+q−p−2
distinct vertices in B0 as
b1+bp+1¡b2+bp+1¡ · · ·¡bp+bp+1¡bp+bp+2¡bp+bp+3¡ · · ·¡bp+bq¡bp+1+
bq¡bp+2 + bq¡ · · ·¡bq−1 + bq¡bq−1 + bq+1¡bq−1 + bq+2¡ · · ·¡bq−1 + bn−r .
Let H1 be the set of (n− r+ q−p− 2) distinct vertices. We obtain that H1 ∩ (Ap ∪
Aq)=. Otherwise, there must be a positive integer t (p¡t¡q) such that
Bt ∩ Ap = or Bt ∩ Aq =. It contradicts the condition (b) for case 2. Since |Ap ∪
Aq|¿ 2r − 1, we obtain |Ap ∪ Aq ∪H1|¿ |Ap|+ |Aq|+ |H1| − 1= n− r + q−p− 2 +
2r − 1= n+ r + q− p− 3.
Next, if bn−r ¿ar , let H2 = {bn−r+bi | i= q; q+1; : : : ; n−r−1} (of course, if q= n−r,
then H2 = ) else if ar ¿bn−r , let H2 = {ar+bi | i= q+1; q+2; : : : ; n− r} (of course,
if q= n− r, then H2 =). It is clear that |H2|= n− r− q. Since any element of H2 is
more than every one of Ap∪Aq∪H1, we obtain H2∩(Ap∪Aq∪H1)=. Thus, we have
|Ap∪Aq∪H1∪H2|= |Ap∪Aq∪H1|+ |H2|¿ n+ r+q−p−3+n− r−q=2n−p−3.
Finally, if b1¿a1, let the set H3 = {a1 + bi | i=1; 2; : : : ; p − 1} (of course, if
p=1, then H3 =) else if a1¿ b1, let the set H3 = {b1 + bi | i=2; 3; : : : ; p} (of
course, H3 = if p=1). It is clear that |H3|=p− 1. Since any element of H3 is less
than every one of (Ap ∪Aq ∪H1 ∪H2), we obtain H3 ∩ (Ap ∪Aq ∪H1 ∪H2)=. Thus,
we have that |Ap ∪ Aq ∪H1 ∪H2 ∪H3|= |Ap ∪ Aq ∪H1 ∪H2|+ |H3|¿ (2n− p− 3) +
(p− 1)=2n− 4.
Now we know that (Ap ∪ Aq ∪ H1 ∪ H2 ∪ H3) ⊆ C since all sets Ap; Aq; H1; H2 and
H3 belong to C, therefore, |C|¿ |Ap ∪ Aq ∪ H1 ∪ H2 ∪ H3|¿ 2n− 4 .
Subcase 2: q− p=1.
Since Bp ∩ Aq =, we have that |(Aq ∪ Bq) ∩ Ap|6 1 or |(Ap ∪ Bp) ∩ Aq|6 1 by
Lemma 11. We may assume that |(Aq ∪ Bq) ∩ Ap|6 1 ( The proof is analogous for
the other case). Thus, we have that |Ap ∪ Aq ∪ Bq|¿ |Ap| + |Aq| + |Bq| − 1= r + r +
(n− r − 1)− 1= n+ r − 2.
If bn−r ¿bp¿ar , let H1 = {bn−r+bi | i= q+1; q+2; : : : ; n− r−1}∪{bp+bq+1}. If
bn−r ¿ar ¿bq, then let H1 = {bn−r + bi | i= q+ 1; q+ 2; : : : ; n− r − 1} ∪ {bn−r + ar}.
If bq ¿ar ¿bp, then let H1 = {bn−r + bi | i= q+ 1; q+ 2; : : : ; n− r − 1} ∪ {bq+1 + ar}.
If ar ¿bn−r ; then let H1 = {ar + bi | i= q+1; q+2; : : : ; n− r}. Of course, if q= n− r,
then H1 =. It is clear that |H1|= n− r − q. Now it is easy to verify that H1 ∩ (Ap ∪
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Aq ∪Bq)=. Therefore, |Ap ∪Aq ∪Bp ∪H1|= |Ap ∪Aq ∪Bp|+ |H1|¿ n+ r− 2+ n−
r − q=2n− q− 2.
Next, if b1¿a1, then let H2 = {a1 + bi | i=1; 2; : : : ; p− 1}, else if a1¿b1, then let
H2 = {b1 + bi | i=2; 3; : : : ; p}. It is clear that |H2|=p− 1. Since any element of H2 is
less than every one of (Ap ∪Aq ∪Bq ∪H1), we have that H2 ∩ (Ap ∪Aq ∪Bq ∪H1)=.
Therefore, |Ap ∪ Aq ∪ Bq ∪ H1 ∪ H2|= |Ap ∪ Aq ∪ Bq ∪ H1| + |H2|¿ (2n − q − 2)
+ (p− 1)=2n− 4.
Now we know that (Ap ∪Aq ∪Bq ∪H1 ∪H2) ⊆ C since all sets Ap; Aq; Bq; H1 and
H2 belong to C. Therefore, |C|¿ |Ap ∪ Aq ∪ Bq ∪ H1 ∪ H2|¿ 2n− 4.
This completes the proof of Lemma 13.
Lemma 14. (Kn − E(Kr))6 2n− 4 for 2n=3 − 1¿ n=2¿r¿ 2.
Proof. For m=2n−4 we consider an integral labeling of the graph (Kn−E(Kr))∪mK1
as follows:
bi = iN1 + N2 (i=1; 2; : : : ; n− r);
aj =(j + n− 2)N1 + N2 (j=1; 2; : : : ; r);
ck =(k + 2)N1 + 2N2 (k =1; 2; : : : ; m);
where N1 and N2 are any two prime numbers with 56N1¡N2. It is easy to verify
that the following assertions are true.
(1) A ∩ B=; B ∩ C =; A ∩ C =;
(2) B0 ⊆ C; A0 ⊆ C;
(3) bi + ck ∈ S for any bi ∈B; ck ∈C;
(4) aj + ck ∈ S for any aj ∈A; ck ∈C;
(5) ci + ck ∈ S for any ci; ck ∈C (i = k);
(6) ai + aj ∈ S for any ai; aj ∈A (i = j).
Thus, we know that the above integral labeling is exactly an integral sum labeling
of the graph (Kn − E(Kr)) ∪ (2n − 4)K1. So (Kn − E(Kr))6 2n − 4 for 2n=3 −
1¿ n=2¿r¿ 2.
Lemma 15. (Kn − E(Kr))6 3n− 2r − 4 for 2n=3 − 1¿r¿ n=2.
Proof. For m=3n−2r−4 we consider an integral labeling of the graph (Kn−E(Kr))∪
mK1 as follows:
bi = iN1 + N2 (i=1; 2; : : : ; n− r);
aj =(j + n− 2)N1 + N2 (j=1; 2; : : : ; r);
ck =(k + 2)N1 + 2N2 (k =1; 2; : : : ; 2n− 2r − 3; k = n− 2; n− 1; n; : : : ; 2n− 4);
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where N1 and N2 are any two prime numbers with 56N1¡N2. It is easy to verify
that the following assertions are true.
(1) A ∩ B=; B ∩ C =; A ∩ C =;
(2) B0 ⊆ C; A0 ⊆ C;
(3) bi + ck ∈ S for any bi ∈B; ck ∈C;
(4) aj + ck ∈ S for any aj ∈A; ck ∈C;
(5) ci + ck ∈ S for any ci; ck ∈C (i = k);
(6) ai + aj ∈ S for any ai; aj ∈A (i = j).
Since |C|=(2n−4)−(n−2)+1+(2n−2r−3)=3n−2r−4, we know that the above
integral labeling is an integral sum labeling of graph (Kn − E(Kr)) ∪ (3n− 2r − 4)K1.
So (Kn − E(Kr))6 3n− 2r − 4 for 2n=3 − 1¿r¿ n2 .
Lemma 16. If B= {b1; b2}; then |A∗ ∩ A|6 1.
Proof. If |A∗∩A|¿ 1, then there are two distinct vertices ap; aq ∈A; ap+b1 ∈A; aq+
be ∈A (e∈{1; 2}). Thus, we have that ap+(b1 + b2)= (ap+ b1)+ b2 ∈ S; b1 + b2 = ap
by Lemma 5. All the same, we obtain b1 + b2 = aq (since aq + (b1 + b2)= (aq + be) +
bf ∈ S; f=1 when e=2; f=2 when e=1), which is a contradiction. Lemma 16
holds.
Lemma 17. (Kn − E(Kn−2))= 
(Kn − E(Kn−2))= n− 2.
Proof. Since C ⊇ (A∗ ∩ C) and |A∗ ∩ A|6 1 by Lemma 16, we know

(Kn − E(Kn−2))¿ (Kn − E(Kn−2))= |C|¿ |A∗| − 1= (n− 1)− 1= n− 2 (5)
by Lemma 4.
On the other hand, let b1 =N1; b2 =N2, where N1 and N2 are two distinct prime
numbers and 2¡N1¡n; N2¿ 2n. Let
a1 =N1 + N2;
ai =(i − 1)N2 − (i − 4)N1 (i=2; 3; 4; : : : ; n− 2);
c1 = 3N1 + N2;
ck = kN2 − (k − 4)N1 (k =2; 3; 4; : : : ; n− 2):
It is easy to verify that the following assertions are true.
(1) b1 + b2 = a1,
(2) b1 + a1 = a2; b2 + a1 = a3,
(3) ai + b1 = ci−1 (i=2; 3; 4; : : : ; n− 2),
(4) ai + b2 = ci (i=2; 3; 4; : : : ; n− 2).
Furthermore, we can verify that
(5) bi + ck ∈ S for any bi ∈B; ck ∈C,
(6) aj + ck ∈ S for any aj ∈A; ck ∈C,
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(7) ci + ck ∈ S for any ci; ck ∈C (i = k),
(8) ai + aj ∈ S for any ai; aj ∈A (i = j).
Thus, we know that the above labeling is a sum labeling of the graph
(Kn − E(Kn−2)) ∪ (n− 2)K1. Therefore,
(Kn − E(Kn−2))6 
(Kn − E(Kn−2))6 n− 2: (6)
By inequalities (5) and (6), Lemma 17 holds.
3. Results
Theorem 1.
(Kn − E(Kr))=


0 (r= n; n− 1);
n− 2 (r= n− 2);
n− 1 (n− 3¿ r¿  2n3  − 1);
3n− 2r − 4 ( 2n3  − 1¿r¿ n2 );
2n− 4 ( 2n3  − 1¿ n2 ¿r¿ 2);
where n¿ 5; r¿ 2.
Proof. There are 7ve assertions in this theorem. We directly obtain the 7rst, second
and the third from Lemmas 2, 17 and 12, respectively. The fourth and 7fth hold
immediately from Lemmas 13–15.
It is easy to prove the following corollary.
Corollary. For any positive integer k (k¿ 3); there must be a graph G=Kn−E(Kr)
such that (Kn − E(Kr))= k.
By Lemmas 8 and 17 we have that 
(Kn − E(Kr))= (Kn − E(Kr)) for 2n=3 −
1¿r¿ 2 and r= n − 2. Then, for n − 3¿ r¿ 2n=3 − 1 we can also obtain that

(Kn−E(Kr))= (Kn−E(Kr)). Furthermore, it is obvious that 
(Kn−E(Kr))= (Kn−
E(Kr))= 0 for r= n. So we obtain the following
Theorem 2. 
(Kn − E(Kr))= (Kn − E(Kr)) for Kr ⊆ Kn; where n¿ 5; r¿ 2 and
r = n− 1.
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