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A RECIPROCITY LAW AND THE SKEW PIERI RULE FOR THE
SYMPLECTIC GROUP
ROGER HOWE, ROMAN LA´VICˇKA, SOO TECK LEE, AND VLADIMI´R SOUCˇEK
Abstract. We use the theory of skew duality to show that decomposing the tensor prod-
uct of k irreducible representations of the symplectic group Sp2m = Sp2m(C) is equivalent
to branching from Sp2n to Sp2n1 ×· · ·×Sp2nk where n, n1, ..., nk are positive integers such
that n = n1+ · · ·+nk and the njs depend on m as well as the representations in the tensor
product. Using this result and a work of J. Lepowsky, we obtain a skew Pieri rule for Sp2m,
i.e., a description of the irreducible decomposition of the tensor product of an irreducible
representation of the symplectic group Sp2m with a fundamental representation.
1. Introduction
It is well known that decomposing the tensor product of two irreducible polynomial
representations of the general linear group GLn = GLn(C) is equivalent to the branching
of a polynomial representation of GLk+ℓ to GLk ×GLℓ, where k and ℓ depend on n as well
as the representations in the tensor product. This is one of a family of reciprocity laws in
classical invariant theory ([2]).
More generally, using the theory of dual pair correspondences and see-saw dual pairs,
one can obtain reciprocity theorems for the branching rules for certain classical symmetric
pairs ([3, 4]). Except for the case of GLn described above, these reciprocity theorems
relate the branching rule for finite dimensional representations of a symmetric pair to the
branching rule for certain infinite dimensional representations of another symmetric pair.
For example, decomposing the tensor product of two irreducible rational representations of
the symplectic group Sp2n = Sp2n(C) is equivalent to the branching of certain irreducible
holomorphic representations of sop+q to sop ⊕ soq, where p and q depends on n and the
representations in the tensor product.
In this paper, we use the theory of skew duality ([2]) to obtain a reciprocity law for the
symplectic group that involves only finite dimensional representations. It relates two sets
of branching rules. Similar but somewhat more complicated results can be formulated for
orthogonal groups.
Recall that the irreducible rational representations of Sp2n are indexed by Young diagrams
D with at most n rows. We denote the rational representation of Sp2n corresponding to
D by τD2n. For positive integers n and m, let Rn,m be the set of all Young diagrams D
such that D has at most n rows and at most m columns. Let ιn,m : Rn,m → Rm,n be the
involution defined in equation (3.2).
MAIN THEOREM. Let n, n1, ..., nk,m be positive integers such that n = n1 + · · ·+ nk,
and let D1, ...,Dk, E be Young diagrams such that Di ∈ Rni,m for 1 ≤ i ≤ k and E ∈ Rn,m.
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Then
dimHomH
(
k⊗
i=1
τDi2ni , τ
E
2n
)
= dimHomSp2m
(
τ
ιn,m(E)
2m ,
k⊗
i=1
τ
ιni,m(Di)
2m
)
,
where H = Sp2n1 × · · · × Sp2nk is regarded as a subgroup of Sp2n.
For 1 ≤ r ≤ m, let ωr = τ
1r
2m where 1
r is the Young diagram which has exactly 1 column of
length r (so it has a total of r boxes). Then ω1, ..., ωm are the fundamental representations
of Sp2m. We will call a description of how a tensor product of the form τ
D
2m⊗ωr decomposes
into irreducible representations, a skew Pieri rule for Sp2m. According to the Main Theorem,
we see that the skew Pieri rule for Sp2m is equivalent to the branching rule from Sp2n+2 to
Sp2n × Sp2 where n depends on m and the representations in the tensor product. By using
this fact and a result of J. Lepowsky ([6]), we obtain a new skew Pieri rule for Sp2m. For
other known approaches, see e.g. [4, 5, 7, 8, 10, 12].
This paper is arranged as follows. In Section 2, we introduce notation for representations
of Sp2m. In Section 3, we describe the basic tool we are using from [2] - the skew duality
for the group Sp2m. Section 4 is the core of the paper, it contains the proof of the main
theorem. As an application, we deduce a new version of the skew Pieri rule in Section 5.
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2. Preliminaries
Let Sp2n = Sp2n(C) be the subgroup of GL2n(C) which preserves the symplectic form
(·, ·) on C2n given by
(

 u1...
u2n

 ,

 v1...
v2n

) = n∑
j=1
(ujvn+j − un+jvj).
In this section, we shall review some basic facts about the representations of Sp2n.
First, recall that a Young diagram D is an array of square boxes arranged in left-justified
horizontal rows, with each row no longer than the one just above it.
D =
If D has at most r rows, then we shall denote it by
D = (d1, ..., dr)
where for each i, di is the number of boxes in the i-th row of D. For the Young diagram
above, we have D = (6, 4, 4, 2). In particular, (d) is the Young diagram with one row and d
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boxes. For a positive integer c, let 1c denote the Young diagram with only one column and
c boxes, i.e.
1c = (
c︷ ︸︸ ︷
1, ..., 1).
The depth of D, denoted by ℓ(D), is the number of nonzero rows in D. The number
∑
i≥1 di,
which is the total number of boxes in D, will be denoted by |D|.
Let A2n be the diagonal torus of Sp2n, and let U2n be the maximal unipotent subgroup of
Sp2n. The irreducible rational representations of Sp2n are parametrized by Young diagrams
with at most n rows. If D is such a Young diagram, we shall denote the corresponding Sp2n
representation by τD2n, and denote its highest weight by ψ
D
2n : A2n → C
×. See Section 3.8 of
[2] for more details.
3. Skew duality for the symplectic groups
Our formulation of the duality theorem makes use of two involutions on the set of Young
diagrams. The first one is conjugation, D −→ Dt, which flips a diagram across the diagonal,
turning the rows into columns, and the columns into rows. For example, (d)t = 1d. Note
that ℓ(Dt) is the number of columns in D, which equals the length of the first row of D.
For positive integers n and m, let
Rn,m := {D : D is a Young diagram with ℓ(D) ≤ n and ℓ(D
t) ≤ m}.
For D = (d1, . . . , dn) ∈ Rn,m, we can describe the conjugate diagram D
t explicitly as
Dt = (
m︷ ︸︸ ︷
n, . . . , n︸ ︷︷ ︸
dn
, n− 1, . . . , n− 1︸ ︷︷ ︸
dn−1−dn
, . . . , 1, . . . , 1︸ ︷︷ ︸
d1−d2
, 0, . . . , 0︸ ︷︷ ︸
m−d1
).
Note that the conjugation maps Rn,m to Rm,n.
Define an involution rn,m on Rm,n. For E = (a1, ..., am) ∈ Rm,n, define the involution
rn,m(E) = (n− am, n − am−1, ..., n − a1). (3.1)
Definition 3.1. The map ιn,m : Rn,m →Rm,n is defined by
ιn,m(D) := rn,m(D
t). (3.2)
Denote its inverse jn,m = ι
−1
n,m.
It is easy to see that, for D = (d1, . . . , dn) ∈ Rn,m, we have
ιn,m(D) = (
m︷ ︸︸ ︷
n, . . . , n︸ ︷︷ ︸
m−d1
, n− 1, . . . , n− 1︸ ︷︷ ︸
d1−d2
, . . . , 1, . . . , 1︸ ︷︷ ︸
dn−1−dn
, 0, . . . , 0︸ ︷︷ ︸
dn
). (3.3)
For E = (e1, . . . , em) ∈ Rm,n, we have jn,m(E) = (rn,m(E))
t and
jn,m(E) = (
n︷ ︸︸ ︷
m, . . . ,m︸ ︷︷ ︸
n−e1
,m− 1, . . . ,m− 1︸ ︷︷ ︸
e1−e2
. . . , 1, . . . , 1︸ ︷︷ ︸
em−1−em
, 0, . . . , 0︸ ︷︷ ︸
em
). (3.4)
In geometric terms, the conjugation of a diagram corresponds to the diagram reflected
along the main diagonal, while the involution rn,m amounts to the taking the complement
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of the diagram in the box of size m × n, and rotating it by 180 degrees around the center
of the box. For example:
D = Dt = ι6,5(D) =
Next, we let Vn,m := C
2n ⊗ Cm and consider the exterior algebra
∧
(Vn,m) on Vn,m. The
symplectic group Sp2n acts on Vn,m via its action on the first factor, and this action is
extended in the usual way to
∧
(Vn,m). Let End(Vn,m) be the algebra of all endomorphisms
of Vn,m. By [2], the algebra EndSp2n(Vn,m) of all endomorphisms which commute with the
action by Sp2n is generated by a Lie algebra isomorphic to sp2m = sp2m(C). We shall abuse
notation and denote this Lie algebra by sp2m. Then
∧
(Vn,m) is a module for Sp2n × sp2m.
Since Sp2m is connected and simply connected, a representation of sp2m gives rise to a
unique representation of Sp2m by exponentiation. Thus
∧
(Vn,m) is also a Sp2n × Sp2m and
its structure is given by the following theorem:
Proposition 3.2. ([2, Theorem 3.8.9.3]) We have the Sp2n × Sp2m-module decomposition∧
(Vn,m) =
⊕
D∈Rn,m
τD2n ⊗ τ
ιn,m(D)
2m .
In particular, by taking n = 1, we obtain the Sp2 × Sp2m-module decomposition∧
(V1,m) =
⊕
0≤j≤m
τ
(j)
2 ⊗ τ
1m−j
2m .
4. The proof of the main theorem
In this section, we shall prove the Main Theorem, as stated in Introduction.
Proof of the Main Theorem. Let
G = Sp2n, H = Sp2n1 × Sp2n2 × · · · × Sp2nk ,
UG = U2n, UH = U2n1 × U2n2 × · · · × U2nk ,
AG = A2n, AH = A2n1 ×A2n2 × · · · ×A2nk .
We consider the exterior algebra
∧
(Vn,m). It is a module for G× Sp2m, and by Proposition
3.2, it can be decomposed as∧
(Vn,m) =
⊕
E∈Rn,m
τE2n ⊗ τ
ιn,m(E)
2m . (4.1)
On the other hand, we can write Vn,m as a direct sum
Vn,m = C
2n ⊗ Cm =
(
k⊕
i=1
C
2ni
)
⊗ Cm ∼=
k⊕
i=1
(
C
2ni ⊗ Cm
)
,
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so that ∧
(Vn,m) ∼=
k⊗
i=1
∧
(C2ni ⊗ Cm). (4.2)
We see from equation (4.2) that
∧
(Vn,m) is also a module for
(Sp2n1 × Sp2m)× (Sp2n2 × Sp2m)× · · · × (Sp2nk × Sp2m)
∼= H × Spk2m.
We shall restrict this action toH×Sp2m, where Sp2m is identified with the diagonal subgroup
of Spk2m.
By equation (4.2) and Proposition 3.2,
∧
(Vn,m) can be decomposed as an H × Sp2m
module as
∧
(Vn,m) ∼=
k⊗
i=1

 ⊕
Di∈Rni,m
τDi2ni ⊗ τ
ιni,m(Di)
2m


∼=
⊕
Di∈Rni,m,1≤i≤k
{(
k⊗
i=1
τDi2ni
)
⊗
(
k⊗
i=1
τ
ιni,m(Di)
2m
)}
. (4.3)
We now consider the algebra
∧
(Vn,m)
UH×U2m of UH ×U2m invariants in
∧
(Vn,m). It is a
module for AH × A2m. For Young diagrams Di ∈ Rni,m for 1 ≤ i ≤ k, E ∈ Rn,m, denote
by W(D1,...,Dk,E) the space of w ∈
∧
(Vn,m)
UH×U2m such that
(a, b).w = ψ
(D1,...,Dk)
H (a)ψ
ιn,m(E)
2m (b)w ∀(a, b) ∈ AH ×A2m
where ψ
(D1,...,Dk)
H = ψ
D1
2n1
×· · ·×ψDk2nk . Then
∧
(Vn,m)
UH×U2m can be decomposed as a direct
sum ∧
(Vn,m)
UH×U2m =
⊕
D1,...,Dk,E
W(D1,...,Dk,E)
taken over all Young diagrams Di ∈ Rni,m (1 ≤ i ≤ k) and E ∈ Rn,m.
Using formula (4.1), we obtain∧
(Vn,m)
UH×U2m =
⊕
E∈Rn,m
(τE2n)
UH ⊗ (τ
ιn,m(E)
2m )
U2m
=
⊕
E∈Rn,m

 ⊕
D1,...,Dk
(τE2n)
UH
D1,...,Dk

⊗ (τ ιn,m(E)2m )U2m ,
where (τE2n)
UH
D1,...,Dk
is the space of H highest weight vectors of weight ψ
(D1,...,Dk)
H in τ
E
2n.
From this, we see that
W(D1,...,Dk,E) = (τ
E
2n)
UH
D1,...,Dk
⊗ (τ
ιn,m(E)
2m )
U2m .
Since dim(τ
ιn,m(E)
2m )
U2m = 1,
dimW(D1,...,Dk,E) = dim(τ
E
2n)
UH
D1,...,Dk
dim(τ
ιn,m(E)
2m )
U2m = dim(τE2n)
UH
D1,...,Dk
= dimHomH
(
k⊗
i=1
τDi2ni , τ
E
2n
)
, (4.4)
which is the multiplicity of
⊗k
i=1 τ
Di
2ni
in τE2n.
6 ROGER HOWE, ROMAN LA´VICˇKA, SOO TECK LEE, AND VLADIMI´R SOUCˇEK
Next, we use formula (4.3) to obtain
∧
(Vn,m)
UH×U2m ∼=
⊕
Di∈Rni,m,1≤i≤k


(
k⊗
i=1
τDi2ni
)UH
⊗
(
k⊗
i=1
τ
ιni,m(Di)
2m
)U2m

∼=
⊕
Di∈Rni,m,1≤i≤k


(
k⊗
i=1
τDi2ni
)UH
⊗

 ⊕
E∈Rn,m
(
k⊗
i=1
τ
ιni,m(Di)
2m
)U2m
E




where
(⊗k
i=1 τ
ιni,m(Di)
2m
)U2m
E
is the space of Sp2m highest weight vectors of weight ψ
ιn,m(E)
2m
in
⊗k
i=1 τ
ιni,m(Di)
2m . From this, we see that
W(D1,...,Dk,E) =
(
k⊗
i=1
τDi2ni
)UH
⊗
(
k⊗
i=1
τ
ιni,m(Di)
2m
)U2m
E
.
Since dim
(⊗k
i=1 τ
Di
2ni
)UH
= 1,
dimW(D1,...,Dk,E) = dim
(
k⊗
i=1
τDi2ni
)UH
dim
(
k⊗
i=1
τ
ιni,m(Di)
2m
)U2m
E
= dim
(
k⊗
i=1
τ
ιni,m(Di)
2m
)U2m
E
= dimHomSp2m
(
τ
ιn,m(E)
2m ,
k⊗
i=1
τ
ιni,m(Di)
2m
)
(4.5)
which is the multiplicity of τ
ιn,m(E)
2m in
⊗k
i=1 τ
ιni,m(Di)
2m .
Finally, by equation (4.4) and equation (4.5),
dimW(D1,...,Dk,E) = dimHomH
(
k⊗
i=1
τDi2ni , τ
E
2n
)
= dimHomSp2m
(
τ
ιn,m(E)
2m ,
k⊗
i=1
τ
ιni,m(Di)
2m
)
,
which completes the proof. ✷
Corollary 4.1. Let n,m, k be positive integers, D ∈ Rn,m, J = (j1, ..., jk) ∈ Z
k
≥0, E ∈
Rn+k,m, τ
ιn,m(D)⊗(m−J)
2m be the representation of Sp2m given by
τ
ιn,m(D)⊗(m−J)
2m = τ
ιn,m(D)
2m ⊗
(
k⊗
a=1
ωm−ja
)
where ω1, ..., ωm are the fundamental representations of Sp2m and τ
(D,J)
H be the representa-
tion of H = Sp2n × Sp
k
2 given by
τ
(D,J)
H = τ
D
2n ⊗
(
k⊗
a=1
τ
(ja)
2
)
Then
dimHomSp2m(τ
ιn+k,m(E)
2m , τ
ιn,m(D)⊗(m−J)
2m ) = dimHomH(τ
(D,J)
H , τ
E
2(n+k)).
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5. Skew Pieri rule for Sp2m
Using Corollary 4.1 for k = 1, we can translate the explicit branching formula proved by
J. Lepowsky [6] to an explicit skew Pieri rule for Sp2m.
5.1. Explicit branching formula. First let us recall the branching from Sp2n+2 to Sp2n.
Let G and E be Young diagrams with ℓ(G) ≤ n+ 1 and ℓ(E) ≤ n, G = (g1, . . . , gn+1) and
E = (e1, . . . , en). We say that E doubly interlaces G if gi ≥ ei ≥ gi+2 for i = 1, . . . , n, with
the convention gn+2 = 0; and we write E ❁❁ G, or G ❂❂ E. Then the branching of τ
G
2n+2
to Sp2n is in general not multiplicity free and τ
E
2n appears as a Sp2n subrepresentation of
τG2n+2 if and only if E doubly interlaces G. Furthermore, for i = 1, . . . , n+ 1, we define the
numbers
ρi(G,E) = xi − yi (5.1)
where {x1 ≥ y1 ≥ x2 ≥ y2 ≥ . . . ≥ xn+1 ≥ yn+1} is the rearrangement of the sequence
{g1 . . . , gn+1, e1, . . . , en, 0} into a weakly decreasing sequence. Then it is well-known that
dimHomSp2n(τ
E
2n, τ
G
2n+2) =
n+1∏
i=1
(ρi(G,E) + 1),
see [1, Theorem 8.1.5].
To formulate the explicit formula for branching from Sp2n+2 to Sp2n×Sp2 we need more
notation. Let {v1, . . . , vn+1} be the standard basis for R
n+1 and let
Σn+1 := {v1 ± vn+1, . . . , vn ± vn+1}.
For a vector v in Zn+1, define the Kostant partition function Pn+1(v) as the number of
ways of writing
v =
∑
w∈Σn+1
cw w, cw ∈ N.
Then J. Lepowsky [6] proved the following result.
Theorem 5.1. If G is a Young diagram with ℓ(G) ≤ n+ 1, then we have
τG2n+2
∼=
⊕
E,E❁❁G
mGE,(ℓ)τ
E
2n ⊗ τ
(ℓ)
2 (5.2)
where the multiplicities mG
E,(ℓ) are given by
mGE,(ℓ) = Pn+1(ρ1v1+ . . .+ ρn+1vn+1− ℓvn+1)−Pn+1(ρ1v1 + . . .+ ρn+1vn+1+ (ℓ+2)vn+1),
and ρi = ρi(G,E) as in (5.1).
In [11], N. Wallach and O. Yacobi showed that
mGE,(ℓ) = dimHomSp2(τ
(ℓ)
2 , τ
(ρ1)
2 ⊗ . . .⊗ τ
(ρn+1)
2 ) (5.3)
where ρi = ρi(G,E) and formulated the following theorem.
Theorem 5.2. ([11, Theorem 3.3]) If G is a Young diagram with ℓ(G) ≤ n + 1, then we
have
τG2n+2
∼=
⊕
E,E❁❁G
τE2n ⊗ (τ
(ρ1)
2 ⊗ . . . ⊗ τ
(ρn+1)
2 )
as Sp2n × Sp2 modules where for each E in the sum, ρi = ρi(G,E) as in (5.1).
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5.2. Explicit formula for the skew Pieri rule. The skew duality theorem combined
with the multiplicity computations described above yields the following explicit formula for
the skew Pieri rule.
Theorem 5.3. Let ωr = τ
(1r)
2m be the r-th fundamental representation of Sp2m, D a Young
diagram with ℓ(D) ≤ m and n a positive integer such that n ≥ ℓ(Dt). Then we have
D ∈ Rm,n, jn,m(D) ∈ Rn,m and
τD2m ⊗ ωr
∼=
⊕
G❂❂ jn,m(D)
G ∈ Rn+1,m
mGjn,m(D),(m−r) τ
ιn+1,m(G)
2m .
Here mG
jn,m(D),(m−r)
is defined in Theorem 5.1 and the involutions ιn+1,m and jn,m in Def-
inition 3.1.
Proof. Let us consider multiplicities dFD,r in the decomposition of the tensor product defined
by the formula
τD2m ⊗ ωr
∼=
⊕
F
dFD,r τ
F
2m.
Since D ∈ Rm,n, the multiplicity d
F
D,r can be strictly positive only if F ∈ Rm,n+1. Indeed, it
is well known that any highest weight in the decomposition of the tensor product is a sum
of the highest weight of the first factor and a weight of the second one. But all components
of all weights in a fundamental representation of Sp2m are less or equal to one. Suppose
now that dFD,r > 0 for some F ∈ Rm,n+1 and set G = jn+1,m(F ), so F = ιn+1,m(G).
We know that the module τ
jn,m(D)
2n can appear in the branching of τ
G
2n+2 if and only if
jn,m(D) doubly interlaces G. Finally, by Corollary 4.1 for k = 1 and Theorem 5.1, we have
dFD,r = d
ιn+1,m(G)
D,r = m
G
jn,m(D),(m−r)
,
which completes the proof. 
5.3. Example. We shall apply Theorem 5.3 to decompose the tensor product τD2m⊗ωr for
the case D = (52) and r = 4, when m = 5. Note that this is a case where the stable range
formula from [4, 2.1.3] does not apply. To respect the condition D ∈ Rm,n, we choose n = 5
(but the computation is similar for any choice of n with n ≥ d1 = 5).
By (3.4), we get E := j5,5(D) = (44433). The conditions on G = (g1, . . . , g6), that is,
G ❂❂ E and G ∈ R6,5,
give the following possibilities for G : 5 ≥ g1 ≥ g2 ≥ 4, g3 = 4, 4 ≥ g4 ≥ g5 ≥ 3, j := g6 ≤ 3.
Thus there are 9 choices for (g1, . . . , g5), and for each such choice, there are four possible
values for j.
For example, suppose that G = (44433j). Then we get ρ = (ρ1, . . . , ρ6) = (00000j) where
ρi = ρi(G,E) are as in (5.1). Using the Clebsch-Gordan formula and (5.3), we show that
mG := mG
E,(1) is nontrivial just for j = 1. Moreover, for j = 1, we have m
G = 1 and
ι6,5(G) = (63110) by (3.3).
The most interesting case is G = (54443j). Then ρ = (10010j) and, using the Clebsch-
Gordan formula and (5.3), it is easy to see that mG = 2 for j = 1, and mG = 1 for j = 3.
Otherwise, mG = 0. Indeed, we have
τ
(1)
2 ⊗ τ
(1)
2 ⊗ τ
(1)
2 = τ
(3)
2 ⊗ 2τ
(1)
2 and τ
(1)
2 ⊗ τ
(1)
2 ⊗ τ
(3)
2 = τ
(5)
2 ⊗ 2τ
(3)
2 ⊗ τ
(1)
2 .
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The resulting summands ι(G) = ι6,5(G) for j = 1, 3 in the decomposition are then
2 (52110) ⊕ (52000).
Here we write F for τF2m as usual. All results are summarized in the table below. The decom-
position of the tensor product (52) ⊗ (1111) of Sp10-modules has 15 summands (including
multiplicities).
G ρ j mG ι(G) G ρ j mG ι(G)
(44433j) (00000j) 1 1 (63110) (44444j) (00000j) 1 1 (61110)
(54433j) (10000j) 0
2
1
1
(53111)
(53100)
(54444j) (00000j) 0
2
1
1
(51111)
(51100)
(55433j) (00000j) 1 1 (43110) (55444j) (00000j) 1 1 (41110)
(44443j) (00010j) 0
2
1
1
(62111)
(62100)
(55443j) (00010j) 0
2
1
1
(42111)
(42100)
(54443j) (10010j) 1 2 (52110) (54443j) (10010j) 3 1 (52000)
A mild extension of this computation shows that the product (kℓ)⊗ωr of Sp2m modules
has always at most 16 summands and enables one to write down their explicit form.
5.4. The skew Pieri rule in the stable range. The results of Subsection 5.2 can be
compared with those obtained in the stable range in [4]. In [4] there is the following
formula for a decomposition of the tensor product of Sp2m-modules in terms of the classical
Littlewood-Richardson coefficients. Denote by ρFm the irreducible module of the general
linear group GLm = GLm(C) corresponding to a Young diagram F with ℓ(F ) ≤ m. Then
the Littlewood-Richardson coefficient cFD,E is defined as the multiplicity of the GLm-module
ρFm in the tensor product ρ
D
m ⊗ ρ
E
m.
Proposition 5.4. ([4, 2.1.3]) Let D,E be Young diagrams with ℓ(D), ℓ(E) ≤ m. Assume
that the stable range condition ℓ(D) + ℓ(E) ≤ m holds. Then
τD2m ⊗ τ
E
2m
∼=
⊕
F, ℓ(F )≤m
dFD,Eτ
F
2m (5.4)
where
dFD,E =
∑
G1,G2,G3
cFG1,G2c
D
G1,G3
cEG2,G3
where the sum is taken over all Young diagrams G1, G2, G3 with ℓ(G1), ℓ(G2), ℓ(G3) ≤ m.
There is an interesting way to reformulate the result at least for the case of the tensor
product τD2m ⊗ ωr. Before stating it, we introduce certain notation. If D = (d1, ..., dm) and
E = (e1, ..., em) are Young diagrams such that di ≥ ei for all i, then we write E ⊂ D. In
this case, we define the skew diagram D/E to be the diagram obtained by removing all
boxes belonging to E from D. The size of D/E is |D/E| = |D| − |E|. For example, if
D = (6, 6, 5, 3, 2) and E = (4, 4, 2, 1), then D/E is the following skew diagram:
D/E =
10 ROGER HOWE, ROMAN LA´VICˇKA, SOO TECK LEE, AND VLADIMI´R SOUCˇEK
Finally, we call the skew diagram D/E a vertical strip if di − ei ≤ 1 for all i. Then it is
a simple observation that the statement of Proposition 5.4 for τD2m⊗ωr is equivalent to the
following result.
Proposition 5.5. Let D be a Young diagram with ℓ(D) ≤ m and let ωr = τ
(1r)
2m . Assume
that the stable range condition r + ℓ(D) ≤ m holds. Then for a Young diagram F with
ℓ(F ) ≤ m, the multiplicity of τF2m in the tensor product τ
D
2m ⊗ ωr is equal to the number of
Young diagrams E satisfying the following three conditions:
(i) E ⊂ D and E ⊂ F .
(ii) D/E and F/E are both vertical strips.
(iii) |D/E|+ |F/E| = r.
In Proposition 5.5, condition (iii) says that any F is obtained from D by first removing
i boxes and then adding j boxes for some i and j such that i+ j = r. Condition (ii) means
that we can add or remove at most one box in each row.
It turns out that the result of Proposition 5.5 can be extended to one more case outside
the stable range.
Proposition 5.6. The statement of Proposition 5.5 holds true even under a weaker condi-
tion r + ℓ(D) ≤ m+ 1.
Proof. This follows directly from [5]. Indeed, for a Young diagram F , denote by s〈F 〉 the
corresponding symplectic Schur function. In [5] (see also [9, Proposition 2.2]), a ring homo-
morphism πSp2m from the symmetric functions to the character ring of Sp2m is constructed
such that πSp2m(s〈F 〉) is the irreducible character for F when ℓ(F ) ≤ m, and πSp2m(s〈F 〉) = 0
when ℓ(F ) = m+ 1. Furthermore, it is known that, for any Young diagrams D,E,
s〈D〉 · s〈E〉 =
⊕
F

 ∑
G1,G2,G3
cFG1,G2c
D
G1,G3
cEG2,G3

 s〈F 〉 (5.5)
where the sums are taken over all Young diagrams F,G1, G2, G3 (see [9, Proposition 2.3]).
Finally, applying the ring homomorphism πSp2m to (5.5), we show easily that the formula
(5.4) holds true for the tensor product τD2m⊗ωr even when r+ ℓ(D) ≤ m+1. In fact, in this
case the coefficient of s〈F 〉 is non-zero only if ℓ(F ) ≤ m+ 1. See [5, 9] for more details. 
A result analogous to Proposition 5.6 was obtained in [10, Theorem 4.4] for the tensor
product τD2m ⊗
∧r(C2m) of τD2n with any antisymmetric power ∧r(C2m) of the defining
representation for Sp2m (see also [9, Theorem 4.1]). In this case, the submodules of the
tensor product are τF2m for F made from D by first adding i boxes and then removing j
boxes for some i, j such that i+ j = r. From the fact that ωr ∼=
∧r(C2m)/∧r−2(C2m), one
can obtain the decomposition of τD2m ⊗ ωr in the general case.
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