Let G be a discrete infinite amenable group, which acts from the left on a compact metric space X. In this paper, we study the chaotic dynamics exhibited inside and near a minimal center of attraction of (G, X) relative to any Følner net in G.
Introduction
Throughout let (G, ·) be a discrete infinite amenable group. Let (G, X) be a topological dynamical system, or Gsystem for short, on a compact metric space (X, d) (cf. §2.2 for the precise definition). For any point x ∈ X, we shall call Gx = {gx | g ∈ G} the orbit of x under the action of G. We refer to any subset Λ of X as a G-invariant set if gx ∈ Λ for each x ∈ Λ and any g ∈ G. In dynamical systems, statistical mechanics and ergodic theory, we often need to do with probability of sojourn of an orbit Gx in a given region E of X. This drives us to consider density in (G, X).
In order to be more specific let us introduce some basic notation and definitions. First, recall that a net F = {F n } n∈D of finite subsets of G is called a (left) Følner net in G if lim n∈D |gF n △ F n | |F n | = 0 ∀g ∈ G, in the sense of net limit, where | · | is the counting measure on G. Clearly every subnet {F n k } k∈E of a Følner net {F n } n∈D is also a Følner net in G. Since (G, ·) is assumed to be amenable here, it always has a Følner net (cf., e.g., [1, 17] ). After choosing any Følner net F = {F n } n∈D in G, for any subset A ⊆ G, we can define respectively the upper and lower density of A relative to F by
Definition 1.1. Given any x ∈ X and any Følner net F = {F n } n∈D in G, a closed subset C of X is called an F -center of attraction of x if P x (B ǫ (C)) = 1 for all ǫ > 0. If the set C does not admit any proper subset which is likewise an F -center of attraction of x, then C is called the minimal F -center of attraction of x and write C F (x). Here B ǫ (C) denotes the ǫ-neighborhood around C in X.
Given any x ∈ X, by U x we denote the neighborhood system of x in X. Inspired by [22, 23] , we will prove the following characterization of minimal center of attraction in §2.3: Lemma 1.2. Given any x ∈ X and any Følner net F = {F n } n∈D in G, there holds
Consequently, there always exists a minimal center of attraction of a point relative to any Følner net.
It is well known that the the minimal center of attraction admits abundant dynamics for R + -systems and Z + -systems; see, e.g., [22, 23, 18, 8] . In this paper, we will discuss the chaotic behavior of C F (x) for G-systems.
For our convenience, we first introduce the following two notions (see [8, Definitions 1.5 and 1.6] for R + -systems):
• A G-invariant subset Λ of X is called Karl Sigmund generic (S-generic for short) if there exists some point x ∈ Λ with Λ = C F (x).
• Given any x, y ∈ X, we say that (x, y) is an F-chaotic pair in (G, X) if there can be found sequences {l n } In this paper, applying Lemma 1.2, we will show that if C F (x) is not S-generic, then the chaotic behavior occurs near C F (x); see Theorems 3.2 and 3.4 in §3.1. On the other hand, whenever C F (x) is S-generic and if it is non-minimal, then chaotic dynamics exhibits in C F (x); that is the following which is a consequence of Theorem 3.5 in §3.2.
is S-generic and itself is not a minimal subset of (G, X), then there exists an F-chaotic chair in C F (x).
Moreover, we shall study in §3.2 the Auslander-Yorke chaotic dynamics for any non-minimal G-system as follows: Theorem 1.4. If X is S-generic and not minimal, then (G, X) is point transitive and one can find an ǫ > 0 such that for anyx ∈ X, there exists a dense subset S ǫ (x) of X satisfying that for each y ∈ S ǫ (x) there is a sequence
Here "point transitive" and the following "almost periodic point" will be precisely defined in §2.2. Next we will further investigate the so-called 2-sensitivity near C F (x) for any non-minimal G-system in §4.
is S-generic non-minimal and if almost periodic points of (G, X) are dense inside C F (x), then one can find two distinct points x 1 , x 2 ∈ C F (x) such that for anyx ∈ C F (x), U ∈ Ux, U 1 ∈ U x 1 , and U 2 ∈ U x 2 , there exist y 1 , y 2 ∈ U and g ∈ G with gy 1 ∈ U 1 and gy 2 ∈ U 2 .
Furthermore, if G is commutative, then we can obtain a more stronger sensitivity to initial conditions as follows: Theorem 1.6. Let G be abelian. If C F (x) is S-generic non-minimal and if almost periodic points of (G, X) are dense inside C F (x), then one can find an ∞-countable subset K of C F (x) such that for anyx ∈ C F (x), any n distinct points x 1 , . . . , x n ∈ K with n ≥ 2 and any U ∈ Ux, U i ∈ U x i , there exist n points y 1 , . . . , y n ∈ U and some g ∈ G with gy i ∈ U i for all 1 ≤ i ≤ n.
2
Although chaotic behavior possibly occurs near a non-S-generic minimal center of attraction by Theorems 3.2 and 3.4 in §3.1, yet we will construct an example in §5.1 to show that there might exist no chaotic dynamics in a non-S-generic minimal center of attraction.
Since R + and Z are commutative and so they are amenable under the discrete topology (cf. [1, 17] ), hence Theorems 1.3, 1.4, 1.5 and 1.6 generalize the recent works [25, 26, 8] for Z-and R + -systems.
Finally, it should be noted that in general different Følner nets in G may define different minimal centers of attraction of a same point of X; see Example 5.3 below.
Preliminaries
In this section we will introduce some preliminaries needed in our discussion later on.
Sets in a group
Let (G, ·) be a discrete group. An idempotent t in G is an element satisfying t · t = t. A subset I of G is called a left ideal of G if GI ⊆ I, a right ideal if IG ⊆ I, and a two sided ideal (or simply an ideal ) if it is both a left and right ideal. A minimal left ideal is the left ideal that does not contain any proper left ideal. Similarly, we can define minimal right ideal and minimal ideal. An element in G is called a minimal idempotent if it is an idempotent in some minimal left ideal of G. Each left ideal of every compact Hausdorff right-topological semigroup contains some minimal left ideal and every minimal left ideal has an idempotent; see, e.g., [13, 16] .
A filter on G is a nonempty collection S of subsets of G with properties: (1) if A, B ∈ S, then A ∩ B ∈ S; (2) if A ∈ S and A ⊂ B ⊂ G, then B ∈ S; (3) ∅ S. An ultrafilter on G is a filter on G which is not properly contained in any other filter on G. We take the points of the Stone-Čech compactification βG of G to be all the ultrafilters on G; see e.g. [16] . Since (G, ·) is a discrete group, we can extend its operation · to βG such that (βG, ·) is a compact Hausdorff right-topological semigroup; see e.g. [16, Theorem 4.1] .
By K βG we denote the unique minimal ideal of the compact Hausdorff semigroup (βG, ·). If A is a subset of G, then cℓ βG A = {p ∈ βG | A ∈ p} is a base clopen subset of βG; see e.g. [16, Theorem 3.18] . A subset P ⊆ G is called syndetic if there is a finite set F ⊂ G such that F −1 P = g∈F g −1 P = G; it is thick if for every finite subset A ⊆ G there is some t ∈ G such that P ⊇ At. It is well known that P is syndetic if and only if P intersects every thick set; if P ⊆ G is syndetic, then tP is also syndetic for every t ∈ G; see, e.g., [13, 4, 5] . A subset P ⊆ G is called piecewise syndetic if there is a finite subset F of G satisfying that for every finite subset A of G there is some g ∈ G such that Ag ⊆ F −1 P; it is thickly syndetic if for every finite subset A ⊆ G there is a syndetic set Q ⊆ G such that AQ ⊆ P. If P ⊆ G is piecewise syndetic, then so is tP for every t ∈ G; see [4, Theorem 2.3] . 
Topological dynamics
By a G-system (G, X) we here mean that X is a compact metric space, and (G, ·) is a discrete infinite amenable group such that G consists of continuous transformations of X with e(x) = x and g f (x) = g( f (x)) for all x ∈ X and f, g ∈ G. Here e is the identity of G. For any x ∈ X and any subsets U, V of X, we write
A G-system (G, X) is called point transitive if there exists a point y ∈ X such that Gy is dense in X and such point y is called a transitive point; it is minimal if cℓ X Gx = X ∀x ∈ X. A point x ∈ X is called minimal if cℓ X Gx is minimal under G; it is almost periodic (or uniformly recurrent in some literature like [13, 6] Notice that since in our setting the phase space X is compact metric, the point transitive is equivalent to the topologically transitive.
For any p ∈ βG, we call y ∈ X a p-limit point of x ∈ X if y = p-lim g∈G gx; i.e., for all U ∈ U y , {g ∈ G | gx ∈ U} ∈ p. It is well known that for every p ∈ βG and every x ∈ X, p-lim g∈G gx exists uniquely; see, e.g., [16 
Characterization of minimal center of attraction
Let (G, X) be a G-system and let F = {F n } n∈D be any Følner net in G. We now will prove Lemma 1.2 stated in §1.
Proof of Lemma 1.2.
Relative to the Følner net F = {F n } n∈D in G, for any point x ∈ X we write
We first claim that
is also an F -center of attraction of x for (G, X). And we thus arrive at a contradiction to the minimality of C F (x). Now, it is left to prove that C F (x) ⊇ I(x). On the contrary, assume z ∈ I(x) \ C F (x) and then there exists
However, by definitions, we have that
This is a contradiction.
The proof of Lemma 1.2 is thus completed.
To obtain some useful properties of minimal center of attraction of (G, X), we need some basic facts about Følner net in G.
for all i = 1, 2, . . . , M + 1, which implies that there exists m ′ ∈ D such that
By Pigeon house lemma, there exist i, j with i j such that g i = g j . This is a contradiction and so it completes the proof of Lemma 2.6.
The definition of upper density of a subset of G is sometimes not convenient to handle. We provide the following property for it.
Proposition 2.7. Let A be an arbitrary subset of G. Then there exists a subnet
This proves Proposition 2.7.
Given any g ∈ G, let F g = {F n g} n∈D . Clearly, it is also a Følner net in G. As a result of Lemma 1.2 and Proposition 2.7, we can obtain the following
Proof. Let y ∈ C F (x) and g ∈ G. We want to show that gy ∈ C F (x). Let U ∈ U gy . Then g −1 U ∈ U y . By Lemma 1.2 and Proposition 2.7, there exists a subnet {F n k } k∈E of F such that
By Corollary 2.8, it follows that C F (x) can be viewed as a subsystem of (G, X).
Proof. The first part is trivial. Now suppose x ∈ C F (x). By Corollary 2.8, it follows that cℓ X Gx ⊆ C F (x). It is easy to see that for every open neighborhood U of cℓ X Gx, d F (N(x, U)) = 1. From the minimality of C F (x), we can conclude that cℓ X Gx = C F (x).
Given any two points x, y in X, the pair {x, y} is called asymptotic if for every n ∈ N, there exists finite subset F of G such that d(gx, gy) < 1/n for all g ∈ G with g F.
Proposition 2.10. For any two points x, y ∈ X, if {x, y} is asymptotic for
Proof. Assume that {x, y} is asymptotic. Fix an arbitrary point z ∈ C F (x). Let U ∈ U z . Choose an ǫ > 0 with B ǫ (z) ⊂ U. Since {x, y} is asymptotic, it follows that there exists a finite subset
Moreover, by Lemma 2.6, we can require that lim k∈D |F n k | = +∞. Then
Since U is arbitrary, it follows that z ∈ C F (x) and then C F (x) ⊆ C F (y). Similarly, we have C F (y) ⊆ C F (x). This thus completes the proof of Proposition 2.10.
The following Proposition is a folklore result, we provide a proof for completeness.
Proposition 2.11. If Λ is a nonempty G-invariant closed subset of cℓ X Gx, then for any open neighborhood U of Λ, N(x, U) is thick in G.
Proof. Suppose that Λ is a nonempty G-invariant closed subset of cℓ X Gx. Let U be any open neighborhood of Λ. Let F be any finite subset of G. For every y ∈ Λ and every g ∈ F, there exists
This ends the proof of Proposition 2.11.
Li-Yorke chaotic pairs and sensitivity (I)
Let (G, X) be a G-system in the sequel of this section. Recall that for any two points x, y in X, the pair {x, y} is called If there can be found an uncountable subset C of X such that for any x, y ∈ C, x y, {x, y} is a Li-Yorke chaotic pair for (G, X), then we say (G, X) is Li-Yorke chaotic [10] ; see, e.g., Li-Yorke [21] for Z + -systems.
First of all, the proximal pair can be characterized via ultrafilter as follows. Another customary description of chaos is sensitivity to initial conditions (cf., e.g., [11, 20] for Z + -systems and [7, 8] for R + -systems):
• There exists an ǫ > 0 such that for all x ∈ X and any U ∈ U x , there are some y ∈ U and some g ∈ G with d(gx, gy) ≥ ǫ; such an ǫ is called a sensitive constant of (G, X).
See, e.g., [19, 10] .
Non-S-generic case
Let x ∈ X and F = {F n } n∈D be a Følner net in G. We first show that if C F (x) has no the S-generic dynamics, then (G, X) has the chaotic dynamics near C F (x). Proof. Given any x in X, let C F (x) be not S-generic. Let Λ be a nonempty G-invariant closed subset of C F (x). Then by Corollary 2.9 it follows that x C F (x). From Zorn's lemma, there exists a minimal set Λ ′ in Λ. From Lemma 1.2, it follows that x is proximal to Λ ′ ; that is, there exists a sequence Therefore, by Lemma 3.1, it follows that the pair {x, y} is proximal for (G, X).
On the other hand, we claim that {x, y} is not asymptotic for (G, X). Otherwise by Proposition 2.10, there holds C F (x) = C F (y) and then C F (x) is S-generic. This is a contradiction.
The proof of Theorem 3.2 is therefore completed.
We remark that the point x does not need to be recurrent in Theorem 3.2. Motivated by [3, 7, 14] we can obtain the following theorem that captures sensitivity near the minimal center of attraction of x for the G-system (G, X). Theorem 3.4. Let C F (x) be not S-generic. If the almost periodic points of (G, X) are dense in C F (x), then (G, X) is sensitive near C F (x) in the following sense: one can find an ǫ > 0 such that for any points a ∈ X,x ∈ C F (x) and any U ∈ Ux, there exist y ∈ U and some g ∈ G with d(ga, gy) ≥ ǫ.
Proof. Since C F (x) is not S-generic, it follows that C F (x) is not minimal itself and so it contains two distinct minimal points z 1 , z 2 with cℓ X Gz 1 cℓ X Gz 2 . Take d(cℓ X Gz 1 , cℓ X Gz 2 ) = 3δ, where d(A, B) = inf{d(a, b) | a ∈ A, b ∈ B} for any subsets A, B of X. Thus δ > 0 such that for allx ∈ C F (x) there exists a corresponding orbit Gz in C F (x), not necessarily recurrent, such that d(x, cℓ X Gz) ≥ δ where d(x, A) = inf{d(x, a) | a ∈ A} for any subset A of X. We will show that (G, X) is sensitive with sensitive constant ǫ = δ/4.
For this, we letx be an arbitrary point in C F (x) and U an open neighborhood ofx in X. Since the collection of all almost periodic points of (G, X) are dense in C F (x), there exists an almost periodic point p ∈ X with p ∈ U ∩ B ǫ/2 (x) ∩ C F (x).
As we noted above, there must exists another point z ∈ C F (x) such that the orbit cℓ X Gz is of distance at least 4ǫ from the given pointx.
Since p is an almost periodic point, it follows that there exists a finite subset F of G such that G = F −1 N(p, B ǫ/2 (p)). As C F (x) is the minimal F -center of attraction of x, by Lemma 1.2, there exists t ∈ G such that tx ∈ U. From Proposition 2.11, it follows that there exists r ∈ G such that Ftr
for some nonempty subset F ′ of F. Take y = tx. Then y ∈ U and for every g ∈ F ′ trt −1 , there holds d(gp, gy) ≥ 2ǫ. Now for any a ∈ X, using the triangle inequality, we can conclude that either d(gp, ga) ≥ ǫ or d(gy, ga) ≥ ǫ for every g ∈ F ′ trt −1 . Sincex, U both are arbitrary and y ∈ U, the proof of Theorem 3.4 is completed.
It should be noticed here that the subsystem (G, C F (x)) need not be point transitive comparing with [10, Proposition 2.5].
S-generic case
In this subsection, we will show that the minimal center of attraction exhibits more complicate behavior if it is S-generic. Let x ∈ X and F = {F n } n∈D a Følner net in G. 
where
diam(C F (x)) stands for the diameter of the set C F (x). Moreover, if G is commutative, then the set S x is dense in C F (x).
Proof. Since C F (x) is S-generic, it follows that there exists y ∈ C F (x) with C F (y) = C F (x). Because C F (x) is not a minimal subset of (G, X), cℓ X Gz is not minimal for each z ∈ S x by Corollary 2.9. Let ∆ be a minimal subset of C F (x) for (G, X). Then each z ∈ S x is proximal to ∆ following by the proof of Theorem 3.2. Moreover by [13, Proposition 8.6] , it follows that for every z ∈ S x , there corresponds some point y ∈ ∆ such that {z, y} is proximal and y is almost periodic. Clearly, the pair {z, y} is a Li-Yorke chaotic for (G, X). Furthermore, from Lemma 1.2, we can conclude that there exist two sequences {t n } In addition, if G is commutative, then by Corollary 2.8 we see that S x is dense in C F (x). The proof of Theorem 3.5 is thus completed.
Therefore by Theorems 3.2 and 3.5, it follows that every orbit Gx admits at least one F-chaotic pair if its minimal F -center of attraction C F (x) is not a minimal subset of (G, X).
Next we shall show that another kind of chaotic dynamics appears inside a minimal center of attraction which is S-generic but not minimal for (G, X). Recall that
• (G, X) is called Auslander-Yorke chaotic if it is point transitive and sensitive to initial conditions (see [2] for Z + -systems and [8] 
for R + -systems); (G, X) is topologically ergodic if for any nonempty open sets U and V of X, N(U, V) is syndetic in G.
The following is a generalization of [8, Lemma 3.5] .
Proof. Given any two nonempty open sets U, V of X. By Lemma 1.2, the orbit Gx is dense in X. From Proposition 2.4, one can take some g ∈ G so that 
Then by a standard argument of ergodic theory, it follows that there exists a G-invariant Borel probability measure µ on X such that µ(U ′ ) > 0. Choose an element p 1 ∈ P with p 1 e. Since P is thick, there exists p 2 ∈ G with p 2 e such that p 2 , p 1 p 2 ∈ P. Again from the thickness of P, there exists p 3 ∈ G with p 3 e such that
Inductively, we obtain a sequence {p n } ∞ 1 with p n e and with
If {g n } ∞ 1 has only finite many distinct values in G, then there exist m, n with m < n such that g n = g m . Thus
has infinite many distinct values in G. In this case, there exists a subsequence {g n k } ∞ k=1 with g n i g n j for every i j. Since µ(U ′ ) > 0 and µ is a probability invariant measure, it follows that µ(
The following result asserts that the Auslander-Yorke chaotic dynamics occurs inside a minimal center of attraction if it is S-generic but not minimal for (G, X).
is point transitive and sensitive in the following sense: one can find an ǫ > 0 such that for any z ∈ X there exist a dense subset U ǫ (z) of X such that for each y ∈ U ǫ (z) there exists a sequence
Proof. Suppose that C F (x) is an S-generic non-minimal subset of (G, X). Without loss of generality, we may assume that C F (x) = X. By Lemma 1.2, it follows that the system (G, X) is point transitive and x is a transitive point. Hence we only need to prove that the sensitivity of (G, X).
Since (G, X) is not minimal, by Lemma 1.2, one can find a minimal subset, say K, of (G, X). Fix some point w ∈ X with α := d(w, K) > 0. Let r > 0 with r = α/3 and U be any nonempty open subset of X. As x is a transitive, there exists t ∈ G such thatx := tx ∈ U. It is clear thatx is also a transitive point. Since K is G-invariant, it follows that the set N(x, B r (K)) is thick by Proposition 2.11. Since N(U, B r (w) ) is syndetic in G by Lemma 3.6, we can choose an element g 1 ∈ N(x, B r (K)) ∩ N(U, B r (w)); and choose a nonempty open set U 1 in X with
Then we can choose some element g 2 such that g 1 g 2 and g 2 ∈ N(x, B r (K)) ∩ N(U 1 , B r (w)); and choose a nonempty open set U 2 in X with cℓ X U 2 ⊂ U 1 and such that cℓ X U 2 ⊂ U 1 ∩ g Let ǫ = r/2. Then for any z ∈ X and any nonempty open set U, one can find some point y ∈ U and a sequence {g n } ∞  1 in G such that lim
Finally for any z ∈ X, let
Since the open subset U is arbitrary, it follows that N ǫ (z) is a dense subset in X. The proof of Theorem 3.7 is thus completed.
Li-Yorke chaotic pairs and sensitivity (II)
Inspired by [25, 26, 24] , in this section, we will show that if C F (x) is S-generic and non-minimal, then C F (x) exhibits more complicated sensitivity than the non-S-generic case in Theorem 3.4.
Let (G, X) be a G-system and F = {F n } n∈D a Følner net in G. For any tuple (x 1 , . . . , x n ) in X n , we define a subset of X, write L(x 1 , . . . , x n ) , by x ∈ L(x 1 , . . . , x n ) if and only if for any U i ∈ U x i and U ∈ U x , there exist x
For our convenience, let us restate Theorem 1.6 as follows:
is S-generic and non-minimal, and almost periodic points of (G, X) are dense in C F (x), then (G, X) has ℵ 0 -sensitivity near C F (x) in the following sense:
• One can find an infinite countable subset K of C F (x) such that for any k distinct points x 1 , . . . ,
Proof. Since C F (x) is S-generic, there exists a point y ∈ C F (x) with C F (y) = C F (x) and thus y is a transitive point in the subsystem (G, C F (x)). We will divide our discussion into 5 claims.
Proof. By [9, Lemma 3.7] , it follows that one can find a syndetic set S in G such that for any finite set B ⊂ S , there is some g b ∈ G with Bg b ⊂ N(y, U). In addition, there is a finite set F ⊂ G with F −1 S = G. Now for any finite set A ⊂ G, we can write
and so
Thus Ag a ⊂ F −1 N(y, U). This proves Claim 4.1. Proof. This follows from the density of almost periodic points of (G, X) in C F (x).
be a sequence of minimal subsets of C F (x) with M i M j for every i j. Claim 4.3. For any δ > 0, z ∈ C F (x), and any U ∈ U z , both
Proof. Since M k is an invariant closed subset, Proposition 2.11 follows that N(y, B δ (M k )) and then N(U, B δ (M k )) both are thick in G. 
Proof. Let k ≥ 2, δ > 0, z ∈ C F (x), and U ∈ U z be arbitrarily given. Since y is a transitive point in C F (x), it follows that 
Thus
Proof. Fix an arbitrary k ≥ 2. For each n ∈ N, by Claim 4.4, there exist y 1,n , . . . , y k,n ∈ B 1/n (y) and g n ∈ G such that
Without loss of generality, we may assume that
Let z be an arbitrary point in C F (x). Let U 1 , . . . , U k and U be open neighborhoods of x 1 , . . . , x k and z respectively. Since y is a transitive point, there exists l ∈ G such that l −1 U is an open neighborhood of y. Because y ∈ L(x 1 , . . . , x k ), there exist y 1 , . . . , y k ∈ l −1 U and r ∈ G such that ry 1 ∈ U 1 , . . . , ry k ∈ U k which implies that
Take z 1 = ly 1 ,. . . ,z k = ly k and l
Thus z ∈ L(x 1 , . . . , x k ). Since z is arbitrary, it follows that
This ends the proof of Claim 4.5.
Finally for each k ≥ 2, by Claim 4.5, there exist points
Assume that lim n→+∞ x n,2 = x 2 ∈ M 2 . Continuing this construction, we obtain an infinite countable set K = {x 1 , x 2 , . . .}. Again from Claim 4.5, it follows that for any x 1 , . . . , x k ∈ K, there holds C F (x) ⊂ L(x 1 , . . . , x k ) and this ends the proof of Theorem 1.6. 
Three examples
In this section, we will firstly construct a simple example to exhibit that if the minimal center of attraction of a Gsystem is not S-generic then it may not admit the complex dynamics described in Theorems 3.7, 1.5 and 1.6. Secondly, we shall present an example to show that the proof approach of Theorem 1.5 may not work for ℵ 0 -sensitivity without the commutativity. Moreover, we will construct an example to show that relative to different Følner sequences in Z, the minimal centers of attraction of a same point may be different.
Example
Let
With respect to this metric, Σ 2 is homeomorphic to the Cantor set. The standard shift σ on Σ 2 is defined by σ :
Then σ is a homeomorphism from Σ 2 to itself and (σ, Σ 2 ) is a symbolic dynamical system. A word is a finite sequence of elements of {0, 1}. Fix an arbitrary n ∈ N. For any given words w = w 1 w 2 · · · w n , u = u 1 u 2 · · · u 2n+1 and any m ∈ Z, denote Take
By the compactness of Σ 2 , the set .
Since 0 ∞ , 1 ∞ are fixed points in (σ, C F (x)), it follows that C F (x) is not S-generic in (σ, Σ 2 ) and (σ, C F (x)) is not point transitive. And as C F (x) is a finite subset in X, it follows that it does not admit the complex dynamics stated in Theorems 3.7, 1.5 and 1.6.
In the proof of Theorem 1.5, we have utilized a simple but crucial fact: If A, B are two syndetic and thick subsets of Z, then A ∩ B ∅ is piecewise syndetic. But this is never the case for more than two sets.
Indeed, let Note that min{a | a ∈ A n+1 } − max{b | b ∈ B n } − n = 9 · 10 n + 1 − 11n → +∞ as n → +∞.
In addition let
C n ∪ (10N − 2) where C n = {10 n + 10n + n, 10 n + 10n + n + 1, . . . , 10 n+1 − 1}.
Then C is not only thick but also syndetic in N by the above construction. However, Then the sets A * , B * and C * are all thick and syndetic in Z with A * ∩ B * ∩ C * = ∅. Therefore, there exist three subsets A, B, C of Z, which are all syndetic and thick in Z, such that A ∩ B ∩ C = ∅.
We now return to consider the canonical two-sided shift system σ : Σ 2 → Σ 2 . For any n = 0, 1, 2, . . . , let a n = n(n + 1), b n = n(n + 2) + 1;
R n = {a n , a n + 1, . . . , a n + n}, R ′ n = {−a n , −a n − 1, . . . , −a n − n}; Therefore C F (z) = {1 ∞ }. Similarly, we can obtain that C H (z) = {0 ∞ }. This thus completes the construction of Example 5.3.
