Abstract. We investigate the L 2 -supercritical andḢ 1 -subcritical nonlinear Schrödinger equation in H 1 . In [6] and [20], the mass-energy quantity M (Q)
Introduction
We consider the following Cauchy problem of a nonlinear Schrödinger equation iu t + ∆u + |u| p−1 u = 0, (x, t) ∈ R N × R, u(x, 0) = u 0 (x) ∈ H 1 (R N ).
(1.1)
It is well known from [4] and [1] that, equation (1.1) is locally well-posed in H 1 . That is for u 0 ∈ H 1 , there exist 0 < T ≤ ∞ and a unique solution u(t) ∈ C([0, T ); H 1 ) to (1.1). When T = ∞, we say that the solution is positively global; while on the other hand, we have lim t↑T ∇u(t) 2 → ∞ and call that this solution blows up in finite positive time. Solutions of (1.1) admits the following conservation laws in energy space H 1 :
Energy : E(u)(t) ≡ 1 2 |∇u(x, t)| 2 dx − 1 p + 1 |u(x, t)| p+1 dx = E(u 0 );
Momentum : P (u)(t) ≡ Im u(x, t)∇u(x, t)dx = P (u 0 ).
Note that equation (1.1) is invariant under the scaling u(x, t) → λ which is referred to as the L 2 critical case corresponding to s c = 0 (see [5] [13] ). The case 0 < s c < 1 (equivalent to 1 +
) is called the L 2 supercritical and H 1 subcritical case. In this paper, we are concerning with the case 0 < s c < 1. We say that (q, r) isḢ s (R N )-admissible (0 ≤ s ≤ 1) denoted by (q, r) ∈ Λ s if
This is associated to the well-known Strichartz's estimates: for any ϕ
and any admissible pair (q, r), (γ, ρ) ∈ Λ s , we have Note that by Strichartz's estimates, the hypotheses are satisfied if u 0 Ḣsc ≤ Cδ sd . Furthermore, by the result obtained by [20] , the uniform bound ofḢ sc -norm of the solution u to (1.1) implies u(t) scatters as t → ±∞. and p = 3, there have been several results on either scattering or blow-up solutions. In [7] , [2] and [8] , Roudenko and Holmer have shown that M(Q)E(Q) plays an important role in the dynamical behavior of solutions of equation (1.1) with p = 3 and N = 3. The authors in [20] and [6] extended their results to the general L 2 -supercritical andḢ 1 -subcritical case and showed that M(Q) 1−sc sc E(Q) is an threshold for the dynamics in the following sense: Let u be a solution of (1.1) satisfying M(u) , then either u(t) blows up in finite forward time, or u(t) is forward global and there exists a time sequence t n → ∞ such that ∇u(t n ) 2 → ∞. A similar statement holds for negative time. Our goal in this paper is to give a classification of solutions of the solution of (1.1) with the critical level: (1.6) extending the very recent results obtained in [9] for the particular case with p = 3 and N = 3. The idea in this paper follows from Kenig-Merle [3] for the energy-critical NLS.
In this paper we obtain the following results: Theorem 1.5. There exist two radial solutions Q + and Q − of (1.1) with initial data Q 
t) also satisfies the equation (1.1). Recall from the Appendix of [6] , taking the Galilean transform with ξ 0 = −P (u)/M(u) into account, we get a solution with zero momentum which is the minimal energy solution v among all Galilean transformations of the solution u of (1.1). Precisely,
. Applying Theorem 1.6 and the results obtained in [20] and [6] to v, we indeed obtain that Theorem 1.8. Let u be a solution of (1.1) satisfying
Then,
, then either u scatters or u = Q − up to the symmetries;
, and u 0 is radial or of finite variance, then either the interval of existence of u is of finite or u = Q + up to the symmetries.
The outline of this paper is as follows. In section 2, we recall some properties of the ground state Q and analyze the linearized equation associated to (1.1) near e i(1−sc)t Q. In section 3, we construct a family of approximate solutions using the descrete spectrum of the linearized operator and produce candidates for the special solutions Q + and Q − . Then in section 4, we discuss the modulational stability near Q, which is important for our study of solutions with initial data from part (a) and (c) in Theorem 1.6. This is done in sections 5 and 6 respectively. In section 7, we establish the uniqueness of special solutions by analyzing the linearized equation and finally finish the proof of the classification of solution in the critical level.
This paper is a non-trivial generalization of [9] , which deals with the 3D cubic Schrödinger equations. First of all, quite different from the case p = 3, N = 3 considered in [9] , our p is not an integer when N ≥ 4, since 1 +
. This mainly brings two difficulties for our study as follows. On the one hand, it is not enough to consider the problem just in the space C b (I; H 1 ) as the authors did in [9] , where I ⊂ R is a time interval. Instead, we should also work on the Strichartz space L 4(p+1) [17] proved that the sharp constant C GN of Gagliardo-Nirenberg inequality for 0 < s c < 1
is achieved by the unique minimizer u = Q, where Q is the ground state of
which is radial, smooth, positive, exponentially decaying at infinity. In other words, if
then, there exists λ 0 ∈ C and x 0 ∈ R N such that u(x) = λ 0 Q(x + x 0 ). Applying the concentration-compactness principle, the characterization of Q yields the following proposition: Proposition 2.1. ( [14] ) There exists a function ǫ(ρ), defined for small ρ > 0 such that lim ρ→0 ǫ(ρ) = 0, such that for all u ∈ H 1 with
there exist θ 0 ∈ R and x 0 ∈ R N such that
Using Pohozhaev identities we can get the following identities without difficulty: 5) and C GN can be expressed by
By the H 1 local theory [1] , there exist −∞ ≤ T − < 0 < T + ≤ +∞ such that (T − , T + ) is the maximal time interval of existence for u(t) solving (1.1) , and if T + < +∞ then
and a similar argument holds if −∞ < T − . Moreover, as a consequence of the continuity of the flow u(t), we have the following dichotomy proposition :
, and let I = (T − , T + ) be the maximal time interval of existence of u(t) solving (1.1) and suppose (1.6) holds. 
Proof. By rescaling, we can assume
Case (b) is given by the variational characterization (2.3) and the uniqueness of solutions of (1.1). If Case (a) is false and suppose, by continuity, there exists t 1 such that u(t 1 ) 2 = Q 2 , then by Case (b) with the initial condition at t = t 1 , the equality holds for all times, which contradicts the condition at t = 0. Then Case (a) is true. We can prove Case (c) by similar arguments.
2.2.
Properties of the linearized operator. We consider a solution u of (1.1) close to e i(1−sc)t Q and write u(x, t) = e i(1−sc)t (Q(x) + h(x, t)).
Explicitly, h satisfies that
where
with the linear part V h of h defined by
and R(h) = O(Q p−2 |h| 2 + |h| p−1 h) with its expression: 
and
(2.14)
, then h is a solution of the equation 15) where the self-adjoint operators L + and L − are defined by
By Weinstein [18] , we have the following spectral properties of the operator L: By this proposition, if we let 17) and the null-space of L + is spanned by the N vectors ∂ x j Q, j = 1, · · · , N, while the nullspace of L − is spanned by Q. Moreover, also by [18] , we know that the operator L − is non-negative defined. Define the linearized energy
(2.18) Then Φ is conserved for solutions of the linearized equation ∂ t h + Lh = 0. By explicit calculation we have
In fact, M(Q + h) = M(Q) yields that
On the other hand, from
we obtain that
which, combined with (2.20) and (2.18), gives (2.19) by Hölder inequalities. We now denote by B(g, h) the bilinear symmetric form associated to Φ as 
Furthermore, by (2.4), we have
Thus, (2.23) and (2.22) imply immediately that Φ(h) ≤ 0, for any h ∈ span{∂ x j Q, iQ, Q}, j = 1, · · · , N. Next, we are going to find two subspaces of H 1 on which Φ is positive defined. In order to do this we consider the following orthogonality relations:
Let G ⊥ be the set of h ∈ H 1 satisfying (2.24) and (2.25) and G 
The idea of the proof of Proposition 2.4 follows from [18] and [9] .
Proof. Firstly, when h ∈ G ⊥ , we show the coercivity by two steps.
Step 1. We show Φ(h) ≥ 0 for h ∈ H 1 satisfying (2.25). In fact, for u ∈ H 1 , let
which can be shown non-negative by (2.1) and (2.2). By expansion of I(Q + αh) and in view of (2.25), we finally obtain that for h ∈ H 1 and α ∈ R,
Since I(Q) = 0 and I(Q + αh) ≥ 0 for all real α, the linear term in α should be zero, and the quadratic term be nonnegative. Applying (2.4), we obtain finally that
Step 2. We show in this step that for h fulfils (2.24) and (2.25) there exists some c
(L − h 2 )h 2 . By step 1 and Proposition 2.3, L + is nonnegative on {∆Q} ⊥ and L − is nonnegative. Following the arguments in [18] and [9] , we first show that under the assumptions (2.24) and (2.25), there exists c 1 > 0 such that
and ∆Qf n = ∂ x j Qf n = 0 for j = 1, · · · , N. Thus we obtain that
which implies that {f n } is bounded in H 1 . Hence, up to a subsequence, we get that there exists some f * ∈ H 1 such that f n ⇀ f * weakly in H 1 and
, and so f * = 0. From (2.29) and the weak convergence of {f n }, we get also Φ 1 (f * ) ≤ 0 and ∆Qf * = ∂ x j Qf * = 0 for j = 1, · · · , N.
∆Qf * = 0, however, yields that Φ 1 (f * ) ≥ 0 by step 1. Therefore, we obtain that
and that f * solves the following minimization problem
(2.32)
By symmetry of Q, we get that ∂ x j Q∂ x k Q = 0 for j = k and ∂ x j Q∆Q = 0, which together with Proposition 2.3 imply that
showing that λ j = 0 for j = 1, · · · , N. Thus,
In view of Proposition 2.3, (2.33) and (2.34) imply that f * =
2 , which by (2.31) implies that λ 0 = 0 and then f * = 0. This contradicts f * = 0 obtained before. We conclude that Φ 1 (h 1 ) ≥ c 1 h 1 2 2 under the assumptions (2.24) and (2.25). To complete the proof, it suffices to show that for some c 2 > 0,
The proof is similar as for Φ 1 and we skip it. Now we turn to show the coercivity of Φ on G ′ ⊥ also by two steps: Firstly, we show that for any
Since, by (2.35), we also have that B(Y + ,h) = 0, so we have that ∂ x j Q, iQ, Y + andh are orthogonal in the bilinear symmetric form B. Note that Φ(iQ) = Φ(∂ x j Q) = Φ(Y + ) = 0 and Φ(h) ≤ 0, then we get that for any h ∈ E ≡ span{∂ x j Q, iQ, Y + ,h, j = 1, · · · , N}, Φ(h) ≤ 0. Following the proof of [9] , we can claim that the dimension of the set E is N + 3. Since we have known that Φ is definite positive on G ⊥ , which is a subspace of codimension N + 2 of H 1 , then Φ cannot be non-positive on E with dimE = N + 3. Thus we have got a contradiction, and the proof of Φ(h) ≤ 0 is complete.
The second step of the proof of coercivity on G ′ ⊥ can be obtained similar to that on G ⊥ by contradiction arguments and we omit the details. Remark 2.5. As a consequence of Proposition 2.4, we claim that
, we have L + QY 1 = 0, which, by (2.17), implies that QY 2 = 0. Thus, we obtain Q ∈ G ′ ⊥ and, from Proposition 2.4, Φ(Q) > 0, which contradicts (2.23).
Existence of spectral solutions
We construct the solutions Q + and Q − of Theorem 1.5 in this section. 
then we have got that Q ± satisfy the statement in Theorem 1.5 except for their behavior for the negative time, which we shall specify in Section 5 and Section 6. 3.1. Approximate solutions. First in this subsection, we restate the following proposition which is for the construction of the approximate solutions U A k of (1.1). Proposition 3.3. Let A ∈ R. There exists a sequence {Z
is an approximate solution of (1.1) which satisfies (3.1) for large t. Indeed, as t → +∞, we have
The proof of Proposition 3.3 is almost the same as that in [9] , so we only sketch it now: In fact, the proposition is proved by induction. Omitting the superscript A, we define first Z 1 = AY + and V 1 = e −e 0 t Z 1 , which yields (3.4) for k = 1. Let Z 1 , · · · , Z k , k ≥ 1 are known with the corresponding V k satisfying (3.4). Expand the expression R(V k ) and by (3.4) , there exists U k+1 ∈ S such that
By Proposition 2.3, (k + 1)e 0 is not in the spectrum of L, so we can define
Thus, we have obtained (3.4) for k + 1 and complete the proof.
In the following subsections, we shall prove Proposition 3.1.
3.2. Construction of special solutions. We construct a solution U A of (1.1) such that there exists t 0 ∈ R satisfying
with V A k constructed in Proposition 3.3. Note that (3.5) implies (3.1), and that if we have shown it for some b 0 , it follows for b ≤ b 0 . Thus, we only consider the case b > N/2, since then, it is well-known that the Sobolev space H b is a Banach algebra and we have the
. In order to do this, we write
We are going to construct a solution of (2.15)
After that, we show by uniqueness argument that h A is independent of b and k. In the sequel, we omit the superscript A for brevity.
Recall the equation (2.7) of h and define
for k ∈ N. Then, if we set v ≡ h − V k , from (2.7) and (3.7), we obtain that
Note that Proposition 3.3 gives
We solve the corresponding integral equation
Note that (3.6) is equivalent to v(t) H b ≤ Ce −(k+1/2)e 0 t , for t ≥ t k . Thus, we need show that M is a contraction on B, which is defined by
Observe that for all t ∈ R, e it(∆−(1−sc)) is an isometry of H b . By definition of S we have that
Therefore, M(v) ∈ E and by (3.12),
Choose k large so that
and then take t k large such that
. Then M maps B = B(t k , k, b) to itself. Similarly, we can also prove that M is a contraction on B.
We now show that U A is independent of b and k. By the preceding step, for b 0 = [
] + 1 there exist k 0 and t 0 such that there exists a unique solution U A of (1.1) satisfying
By the construction of V
Then, we have that
In particular,Ũ A satisfies (3.14) for large t. By uniqueness in the fixed point argument U A = U A , and then,
. By the persistence of regularity of (1.1),
Note that (3.15) implies (3.5), which conclude the proof of Proposition 3.1.
modulation of threshold solutions
For u ∈ H 1 , we define
The variational characterization of Q (Proposition 2.1) shows that if
2) and δ(u) is small enough, then there existsθ andx such that uθ ,x ≡ e −iθ u(· +x) = Q +ũ with ũ H 1 ≤ε(δ(u)), whereε(δ(u)) → 0 as δ → 0. Now for the solution u of equation (1.1) with small gradient variant away from Q, we aim to introduce a choice of modulation parameters σ and X for which the quantity δ(u) controls linearly u σ,X −Q Ḣ1 and other relevant parameters of the problem. The choice of parameters is made through two orthogonality conditions given by the two groups of transformations u → e −iσ u, σ ∈ R and u → u(· + X), X ∈ R N . We first give a useful lemma as follows. 
3)
The parameters σ and X are unique in R/2πZ × R N , and the mapping u → (σ, X) is C 1 .
Proof. Consider the functionals on R × R N × H 1 :
Thus, the orthogonality conditions (4.4) are equivalent to the conditions J j (σ, X, u) = 0, j = 0, · · · , N. Note that J j (0, 0, Q) = 0 for j = 0, · · · , N. By direct calculation, one can check that for j = 0, · · · , N and k = 1, · · · , N,
is invertible at (0, 0, Q).
By the Implicit Function Theorem, there exist ǫ 0 , η 0 > 0 such that for u ∈ H 1 satisfying u−Q H 1 < ǫ 0 , there exists (σ, X) ∈ R×R N with |σ|+|X| ≤ η 0 such that J j (σ, X, Q) = 0. Now for u ∈ H 1 satisfying (4.2) and δ(u) < δ 0 , by Proposition 2.1, we can chooseθ andX such that e −iθ u(· +X) is close to Q in H 1 , and so, as argued above, get (σ, X) ∈ R × R N required in the lemma. Also by the Implicit Function Theorem, we can show the uniqueness of (σ, X) and the regularity of the mapping u → (σ, X), concluding the proof.
Let u be a solution of (1.1) satisfying (4.2). For convenience, we write δ(t) ≡ δ(u(t)) and set D δ 0 ≡ {t : δ(t) < δ 0 }. By Lemma 4.1, we can define functions σ(t), X(t) ∈ C 1 on D δ 0 . Using the modulation theory to do some perturbative analysis, we write
In fact, we choose α like this such that h satisfies the orthogonality condition (2.25).
Lemma 4.2. Let the solution u of (1.1) satisfy (4.2). Taking δ 0 small if necessary, the following estimate hold for t ∈ D δ 0 :
Proof. Letδ(t) ≡ |α(t)| + δ(t) + h(t) H 1 . By Lemma 4.1, we know thatδ(t) is small when δ(t) is small. From the equalities M(Q + αQ + h) = M(u) = M(Q) we obtain |αQ + h| 2 + 2α Q 2 + 2 Qh 1 , which implies then
By the orthogonality condition (2.25), we get
which implies
The orthogonality condition ∇Q · ∇h 1 = 0 together with the equation (2.2) implies that
On the other hand, by Proposition 2.4 and (2.19), Φ(h) 
By (4.5) and Lemma 4.2, the equation (1.1) can be rewritten as
Firstly, multiplying (4.12) by Q and integrating the real part on R N , we obtain from (2.25) that |θ ′ | = O(δ + δδ * ). Then by multiplying (4.12) by ∂ x j Q, j = 1, · · · , N and integrating the imaginary part, we obtain from Lemma 4.2 and ∆h∂
. Similarly, by multiplying (4.12) by ∆Q and integrating the imaginary part, we obtain that |α ′ | = O(δ + δδ * ). As a consequence, we obtain that δ * = O(δ + δδ * ) which concludes our proof by choosing δ 0 small enough. Then there exist θ 0 ∈ R, x 0 ∈ R N and c, C > 0 such that
Proof. We first announced lim t→+∞ δ(t) = 0. (4.14)
In fact, if not, by (4.13), there exist two increasing sequences t n and t ′ n such that t n < t ′ n , δ(t n ) → 0, δ(t ′ n ) = ǫ 1 for some 0 < ǫ 1 < δ 0 , and for any t ∈ (t n , t ′ n ), there holds that 0 < δ(t) < ǫ 1 . On [t n , t ′ n ], α(t) is well-defined. By Lemma 4.3, |α ′ (t)| = O(δ(t)), so by (4.13),
By Lemma 4.2, we have |α(t)| ≈ δ(t). Then, the assumption δ(t n ) → 0 yields that |α(t n )| → 0, which, by (4.15), implies |α(t ′ n )| → 0 showing a contradiction with the assumption. We have shown the claim (4.14).
By (4.14), Lemma 4.2 and Lemma 4.3, we obtain that
In view of the decomposition (4.5) of u, (4.16) and (4.17) conclude the proof of Lemma 4.4 immediately.
5. convergence to Q in the case ∇u 0 2 u 0 2 > ∇Q 2 Q 2
The goal of this section is to prove the following proposition:
Proposition 5.1. Consider a solution u of (1.1) such that
which is globally defined for positive times. Assume furthermore that u 0 is either of finite variance, i.e.,
3)
or u 0 is radial. Then there exist θ 0 ∈ R, x 0 ∈ R N and c, C > 0 such that
Moreover, the negative time of existence of u is finite.
Note that Proposition 5.1 implies that the radial solution Q + constructed by (3.3) has finite negative time of existence. and there exist c, C > 0 such that for any t ≥ 0,
Before proving this lemma, we first show how to use it to prove Proposition 5.1. Assuming that u is globally defined for negative times, we consider v(x, t) =ū(x, −t). Thus, v is a solution of (1.1) satisfying the assumptions of Lemma 5.2. Applying (5.5) to v for all t in the domain of the existence of u, we get 0 < Im x · ∇v(x, −t)v(x, −t)dx = −Im x · ∇u(x, t)ū(x, t)dx, which contradicts (5.5). Hence, the negative time of existence of u is finite. The other assertion of Proposition 5.1 follows from (5.6) and Lemma 4.4.
Proof of Lemma 5.2: We set y(t) ≡ |x| 2 |u(x, t)| 2 . By calculation, we have that y ′ (t) = 4Im x · ∇uū and
. By (2.5), we get that
We show (5.5), which is equivalent to y ′ (t) > 0, by contradiction. If it does not hold, there exists some t 1 such that y ′ (t 1 ) ≥ 0. Since by (5.7), y ′′ < 0, then for t 0 > t 1 ,
Since T + (u 0 ) = +∞, we obtain that y(t) < 0 for large t, which is a contradiction and (5.5) must hold. We next claim that
In fact, this claim follows from (5.7) and the following lemma:
This lemma was shown in [9] for N = 3. Since for the general case, it is just an easy extension, we omit the proof. Taking φ(x) = |x| 2 in Lemma 5.3, we get (5.8). Now, for all t in the interval of existence of u, we have that y ′ (t) > 0 and y ′′ (t) < 0 and thus,
Integrating (5.9) on [0, t], we get that
which shows that y(t) is bounded for t ≥ 0. Thus (5.9) gives in turn that y ′ (t) ≤ −Cy ′′ (t), which implies then y
δ(s)ds, then we obtain (5.6), concluding the proof of Lemma 5.2.
Radial solutions.
For the radial solution u of (1.1) that satisfies (5.1), (5.2) and is globally defined for positive time, we show in this subsection that u has finite variance and finish the proof of Proposition 5.1 from the finite-variance case obtained above.
Let ϕ be a radial function such that 0 ≤ ϕ(r), ϕ ′′ (r) ≤ 2 and that ϕ(r) = r 2 for 0 ≤ r ≤ 1 while ϕ(r) ≡ 0 for r ≥ 2. Consider the localized variance y R (t) = R 2 ϕ( )|u(x, t)| 2 dx. By (5.1), we compute that
Since u is radial, by explicit calculation, we obtain
, where
We now claim that there exists R 0 > 0 such that for any R > R 0 ,
By (5.12), we need to show that there exists R 0 > 0 such that for any R > R 0 , A R (u(t)) ≤ (N(p − 1) − 4) δ(t). In fact, we first note that, for the standing-wave solution e i(1−sc)t Q of (1.1), the corresponding y R (t) is a constant and the δ(t) is identically zero, which imply that A R (e i(1−sc)t Q) = 0. Now using the parameter δ 0 as in section 4, we will show the claim (5.13) in two cases.
Firstly, we assume that t ∈ D δ 1 , where δ 1 < δ 0 is to be chosen later. If we denote v ≡ αQ + h, we get from Lemma 4.2 that
Noting that ϕ ′′ (
) − 2N = 0 for |x| ≤ R, we obtain that
By the exponential decay of Q at infinity, we get that for R > R 1 > 0 large and δ 1 sufficiently small,
So (5.13) holds for R > R 1 and t ∈ D δ 1 . Next, we fix such a δ 1 and assume that δ(t) ≥ δ 1 . By our assumption on ϕ, we know that
It suffices to bound the other two terms now. Since if
On the other hand, from the Radial Gagliardo-Nirenberb inequality:
Lemma 5.4.
[16] For all δ > 0, there exists a constant C δ > 0 such that for all u ∈Ḣ sc with radial symmetry, and for all R > 0, we have
We have for all ǫ > 0, there exists a constant C ǫ > 0 and C Q > 0 such that for all u ∈Ḣ sc with radial symmetry and M(u) = M(Q) and for all R > 0,
where β = min{2 + 2sc(3p+1) 5−p , 2 + s c (p −3)} > 0. Thus, for ǫ small and R > R 3 large enough,
(5.15) By (5.14) and (5.15), we get the claim (5.13) in the case δ(t) ≥ δ 1 also. Next, we claim that y ′ R (t) > 0 for all t in the interval of existence of u. In fact, if not, since y ′′ R (t) < 0 by (5.13), there must exists t 1 , ǫ > 0 such that for t ≥ t 1 , y ′ R (t) < −ǫ, which contradicts the fact that y R is positive and u is globally defined for positive time. Thus we conclude the claim.
Since y ′ R is positive and decreasing, it must have finite limit as t → +∞. Since then the integral ∞ 0 y ′′ R (t)dt < ∞ converges, this combined with (5.13) implies that ∞ 0 δ(s)ds < ∞. Thus, there exists a subsequence t n → +∞ such that δ(t n ) → 0. By Proposition 2.1, there exists θ 0 ∈ R such that u(t n ) → e iθ 0 Q in H 1 up to a subsequence and translation. Since y ′ R (t) > 0, i.e., y R (t) is increasing, thus
Letting R → +∞, we obtain then |x| 2 |u 0 | 2 < ∞, which turn the radial case to the finite-variance one and, by the argument in Subsection 5.1, we have proved Proposition 5.1.
6. convergence to Q in the case ∇u 0 2 u 0 2 < ∇Q 2 Q 2
In this section we are to prove the following proposition and then finish the proof of Theorem 1.5.
Proposition 6.1. Consider a solution u of (1.1) such that
which does not scatter for positive times. Then there exist θ 0 ∈ R, x 0 ∈ R N and c, C > 0 such that
In subsection 6.1, we show that a solution satisfying (6.1) is compact in H 1 up to a translation x(t) in space. This is a consequence, through the profile decomposition initially introduced by Keraani [12] , of the scattering of subcritical solution of (1.1) shown in [20] . Then in subsection 6.2, it is shown, by a local virial identity, that the parameter δ(t) converges to 0 in mean. We conclude in subsection 6.3 the proof of Proposition 6.1 using the results obtained above. Finally, in the last subsection 6.4, we are dedicated to the behavior of Q − for negative times, concluding the proof of Theorem 1.5. 
has a compact closure in H 1 .
We sketch the proof similar to that in [6] :
Proof. It suffices to show that for every sequence τ n ≥ 0, there exists a subsequence x n such that u(x + x n , τ ) has a limit in H 1 . We recall the profile decomposition discussed in [6] . There exist ψ j ∈ H 1 and sequences x j n , t j n such that
For fixed M and any 0 ≤ s ≤ 1, we have the asymptotic Pythagorean expansion: 5) and the energy Pythagorean decomposition
We now show that there is exactly one nonzero profile. On the one hand, if for all j, ψ j = 0, then u must scatter by the small data theory (Proposition 1.1) and we get a contradiction.
On the other hand, if at least two profiles are nonzero, then by the Pythagorean expansion (6.5), there exists ǫ > 0 such that for all j,
which, by the Gagliardo-Nirenberg inequality (2.1) and (2.6) , implies that E(e −it j n ∆ ψ j ) > 0. Thus, by the Pythagorean expansion (6.6), we obtain also
By the existence of wave operators(Proposition 1.3), there exists, for any j, a function v j 0
in H 1 such that the corresponding solution v j of (1.1) satisfies
Using the arguments in [20] , we can show that for large M, the solution u(x, t + τ n ) of (1.1) is close to the approximate solution
for positive times. More precisely, we obtain that u n , which is the solution of the approximate equation i∂ t u n + ∆u n + |u n | p−1 u n = e n with e n = |u
, satisfies the following: (1) For every M > 0, there exists n 0 = n 0 (M) ∈ N such that for all n > n 0 , u n Ḣsc ≤ A with some large A independent of M; (2) For every M, ǫ > 0, there exists n 1 = n 1 (M, ǫ) ∈ N such that for all n > n 1 , e n Ḣsc ≤ ǫ; (3) There exists M 1 = M 1 (ǫ) and n 2 = n 2 (M 1 ) sufficiently large such that for all n > n 2 , e it∆ (u(τ n ) − u n (0)) Ḣsc ≤ ǫ. Thus, by the perturbation theory (Proposition 1.4), we obtain that u(t+τ n ) ≈ u n (t), which must scatter for positive time. This indeed yields a contradiction and so we obtain that there is only one nonzero profile.
Thus, now we have obtained that
We also claim that
Indeed, if not, we then obtain that for some ǫ > 0, M(e
sc E(Q) − ǫ, which, by similar arguments as above, implies that u scatters, a contradiction.
Finally, we claim that t 1 n is bounded and thus converges up to extracting a subsequence.
This implies that u scatters for negative time and, by Proposition 1.1, satisfies u S((−∞,τn],Ḣ sc ) → 0 as n → +∞. Since τ n > 0, we must have u = 0, contradicting the assumptions. Now, if t
showing that u scatters for positive time. We get a contradiction again. Thus we have proved the claim.
Consequently, the boundedness of t 1 n combined with (6.10) immediately implies the compactness of K. Now, for the solution u of (1.1) satisfying (6.1), we have got the translation parameter x(t) by Lemma 6.2. Let the parameters X(t), θ(t) and α(t) be defined for t ∈ D δ 0 as in Section 4. Then by (4.5) and Lemma 4.2, there exists some constant C 0 > 0 such that for any t ∈ D δ 0 ,
Taking δ 0 smaller if necessary, we can assume that for any t ∈ D δ 0 ,
By the compactness of K, we know that |x(t) − X(t)| is bounded on D δ 0 and so we can modify x(t) such that
and that K defined by (6.2) remains precompact in H 1 . As was discussed in [9] and [2] , it is classical that we can choose the function x(t) to be continuous. As a consequence, we have shown: Corollary 6.3. Let u be a solution of (1.1) satisfying the assumptions of Proposition 6.1. Then with the continuous function x(t) = X(t) with X(t) defined by (4.5), the set K defined by (6.2) is precompact in H 1 .
Lemma 6.4. Let u be a solution of (1.1) satisfying the assumptions of Proposition 6.1 and x(t) defined by Corollary 6.3. Then
Proof. The proof of (6.12) is easy. Indeed, assume P (u) = 0 and consider the Galilean transformation of u i.e., w(x, t) = e ix·ξ 0 e −it|ξ 0 | 2 u(x − 2ξ 0 t, t). As was discussed in Remark 1.7, if we take
. By the result obtained in [20] , this implies that u must scatter in H 1 , which contradicts the assumptions of the lemma concluding (6.12).
For the proof of (6.13), one can refer to [20] , and there is also a similar result in [6] .
Convergence in mean.
Lemma 6.5. Let u be a solution of (1.1) satisfying the assumptions of Proposition 6.1. Then
where δ(t) is defined by (4.1).
Before proving this lemma, we obtain from it the following corollary.
Corollary 6.6. Under the assumptions of Proposition 6.1, there exists a sequence t n with t n + 1 ≤ t n such that lim
Proof of Lemma 6.5: Let ϕ ∈ C ∞ be defined as that in subsection 5.2: 0 ≤ ϕ(r), ϕ ′′ (r) ≤ 2 and that ϕ(r) = r 2 for 0 ≤ r ≤ 1 while ϕ(r) ≡ 0 for r ≥ 2. We consider the localized variance y R (t) = R 2 ϕ( )|u(x, t)| 2 dx again and recall from subsection 5.2:
and (6.16) where
By the properties of ϕ, we can obtain the the estimate for A R (u(t)):
Let x(t) = X(t) be as in K defined by Corollary 6.3. By compactness of K, there exists
Furthermore, by (6.13), there exists t 0 (ǫ) ≥ 0 such that
Let T ≥ t 0 (ǫ) and R = ǫT +R 0 (ǫ)+1 for t ∈ [t 0 (ǫ), T ]. Since |x(t)| ≤ ǫT and ǫT +R 0 (ǫ) ≤ R, we get that
By (6.15) and (6.16),
(6.18) combined with (6.21) gives then, for some C > 0 independent of T and ǫ,
Thus, we obtain
Passing to the limit first as T → +∞, then letting ǫ → 0, we obtain (6.14).
6.3. Exponential convergence. The aim of this subsection is to prove Proposition 6.1 by using the following Lemma 6.7 which is a localized virial argument, and Lemma 6.8, a precise control of the variations of the parameter x(t). Proof. For R > 0 we consider the localized variance y R (t) = R 2 ϕ(
where A R (u(t)) is defined by (6.17 ). Now we show that if ǫ > 0, there exists R ǫ > 0 such that
The proof of the claim is divided in two cases. When δ(t) is small, we consider δ 0 as in section 4 and choose 0 < δ 1 < δ 0 to be determined. For t ∈ D δ 1 | , let v = h + αQ and then from (4.5) and Lemma 4.2 we get that
Note that fix θ 0 and X 0 , then A R (e iθ 0 e it Q(· + X 0 )) = 0 for any R and t. We obtain from the definition of A R that
Since v H 1 ≤ Cδ(t) by Lemma 4.2, then choosing R 0 sufficiently large and δ 1 small enough, we obtain
Recall that by (6.11), x(t) = X(t) on D δ 0 and (6.26) implies (6.24) for δ(t) < δ 1 . In the case δ(t) ≥ δ 1 , there exists some C > 0 such that for any t ≥ 0,
By the compactness of K, there exists R 1 > 0 such that
Finally, we have proved (6.24). By (6.23) and (6.24), we obtain that there exists R * > 0 such that
If δ(t) < δ 0 , by (6.23) and (6.25), then
which implies by Lemma 4.2 that |y
On the other hand, when δ(t) ≥ δ 0 , the above inequality follows by straightforward estimate. Hence by (6.28) and the choice R = R * (sup σ≤t≤τ |x(t)| + 1), we obtain (6.22) and complete our proof.
The following lemma is to control of the variations of x(t).
Lemma 6.8. There exists a constant C such that for any σ, τ > 0 with σ + 1 ≤ τ ,
The proof of the lemma can be found in [9] (Lemma 6.8 there). Now, we are ready to show Proposition 6.1. Proof of Proposition 6.1: Consider the sequence t n given by Corollary 6.6 and so t n → +∞, t n + 1 ≤ t n , and δ(t n ) → 0. By Lemma 6.7 and Lemma 6.8, there exists some C 0 > 0 such that
We choose t such that |x(t)| = sup [t N 0 +1,tn] |x(s)| and then
. Thus, for t n ≥ t N 0 + 1,
Letting n → +∞, since δ(t n ) → 0, we obtain that |x(t)| is bounded on [t N 0 + 1, +∞). By continuity, we finally obtain the boundedness of |x(t)| on [0, +∞). Lemma 6.7 combined with the boundedness of x(t) gives that for any σ, τ > 0 and 0 ≤ στ , τ σ δ(t)dt ≤ C(δ(σ) + δ(τ )). If we take τ = t n and let n → +∞, we obtain that ∞ 0 δ(t)dt < ∞. Thus, for any σ > 0, ∞ σ δ(t)dt ≤ Cδ(σ), By Gronwall's Lemma, we obtain that there exist C, c > 0
Since σ > 0 is arbitrary, we have concluded the proof of Proposition 6.1 again using Lemma 4.4.
6.4. Scattering of Q − for negative times. In the final subsection, we conclude the proof of Theorem 1.5 by showing that the special solution Q − scatters as t → −∞. If not, we apply the argument of above subsections to the solution Q − and Q − (x, −t) of (1.1) and obtain a parameter x(t) defined for t ∈ R such thatK = {Q − (· + x(t), t), t ∈ R} has a compact closure in H 1 . By the argument at the end of Subsection 6.3, x(t) is bounded and δ(t) tends to 0 as t → ±∞. A simple adjustment of Lemma 6.7 implies that if
Letting σ → −∞ and τ → +∞, we obtain then R δ(t)dt = 0. Thus δ(t) = 0 for all t which contradicts the assumption ∇u 0 2 < ∇Q 2 .
uniqueness
We will finally conclude the proof of Theorem 1.6 in this section. The main point is to show the following uniqueness result. We want to point out that our arguments in this section are different from that in [9] , which are indeed invalid for our general L 2 -supercritical case.
Then there exists A ∈ R such that u = U A , where U A is defined by Proposition 3.1.
The proof of Theorem 1.6 is divided into three parts. In subsection 7.1, we analyze the linearized equation and the spectral properties of L defined by (2.15), using which we conclude the proof of Proposition 7.1 in subsection 7.2. Finally, in subsection 7.3, we finish the proof of Theorem 1.6.
Throughout this section, we often use the following integral summation argument introduced in [3] (Claim 5.8 there):
1 − e −a 0 τ 0 , if a 0 > 0.
7.1. Exponentially small solutions of the linearized equation. Setr = p + 1 and
such that
where 0 < γ 1 < γ 2 .
The following self-improving estimate is important for our analysis.
Proof. We first recall the quadratic form Φ defined by (2.18) and the associated bilinear form B by (2.21). We have known that B(Q j , h) = 0 and Q j 2 = 1 for any h ∈ H 1 and j = 0, · · · , N, where we denote
By definition, we can obtain Φ(Y + 
Now we decompose v(t) as
Step 1. By differentiating the equation on the coefficients (7.5) and note that B(Lv, v) = 0, we obtain that d dt (e −e 0 t α − (t)) = e −e 0 t B(g, Y + ), d dt (e e 0 t α + (t)) = e e 0 t B(g, Y − ), (7.6)
Step 2. We now show the following estimates :
and there exits A ∈ R such that
By definition (2.21),
Hence, for any time interval I with |I| < ∞, we have From (7.3) we know that e −e 0 t α − (t) tends to 0 as t goes to infinity. Integrating the equation on α − in (7.6) on [t, +∞), we obtain that |α − (t)| ≤ Ce −γ 2 t showing (7.9). Now, we prove (7.10). In the case e 0 < γ 1 , by (7. 3), we have that e e 0 t α + (t) tends to 0 as t goes to infinity. By similar estimates as (7.13), we also have that Integrating the equation on α + in (7.6) on [t, +∞), we obtain that |α + (t)| ≤ Ce −γ 2 t . In the case γ 1 ≤ e 0 < γ 2 , also by (7.3), This shows (7.10) in this case.
In the following steps, we prove Lemma 7.3 under the conditions (7.9), (7.10) and (7.11).
Step 3. We first do with the case γ 2 ≤ e 0 or γ 2 > e 0 and A = 0. By step 2, we have got in this case that |α + (t)| + |α − (t)| ≤ Ce Now we turn to estimate the decay of β j . By (7.5) and the above step, we know that |β j (t)| → 0 as t → +∞. Moreover, by the notation ofṽ, )t .
Thus by (7.7) and Lemma 7.2, we obtain that |β j (t)| ≤ Ce in the case γ 2 ≤ e 0 or γ 2 > e 0 and A = 0.
Step 4. We finish the proof of Lemma 7.3 by dealing with the case γ 2 > e 0 and A = 0. In this case, it suffices to assume γ 1 ≤ e 0 since, otherwise, we can take A = 0 by Step 2. Letṽ(t) ≡ v(t) − Ae −e 0 t Y + , it holds that ∂ tṽ (t) + Lṽ(t) = g(t), ṽ H 1 ≤ Ce −γ 1 t .
We considerα + (t) = B(ṽ(t), Y − ), which is the corresponding coefficient of Y + in the decomposition ofṽ. By the decomposition of v, we get thatα + (t) = B(v(t)−Ae −e 0 t Y + , Y − ) = α + (t) − Ae −e 0 t . Thus by (7.11), we have that |α + (t)| ≤ Ce This, in turn, implies that R(h) Lq ′ ([t 0 ,∞);W 1,r ′ ) ≤ Ce −2ct satisfying the assumptions of Lemma 7.3 with γ 1 = c, γ 2 = 2c. If 2c > e 0 , the proof is complete; otherwise, we get by Lemma 7.3 that h(t) H 1 ≤ Ce −2c − t and then (7.18) follows by iteration arguments.
Step 2. Consider the solution U A constructed in Proposition 3.1 and write U A = e i(1−sc)t (Q + h A ). We show that there exists A ∈ R such that for all γ > 0, there exists C > 0 such that for any t ≥ t 0 , e 0 . In fact, since h − h A solves the equation
Again from the local well-posedness theory, for any admissible pair (q, r) ∈ Λ 0 , h − h If ∇u 0 2 < ∇Q 2 and assume that u does not scatter for both positive and negative times. Replacing u(x, t) byū(x, −t) if necessary, we may assume u does not scatter for positive times. By Proposition 6.1, there exist θ 0 ∈ R, x 0 ∈ R N and c, C > 0 such that u(t) − e i(1−sc)t+iθ 0 Q(· − x 0 ) H 1 ≤ Ce −ct for t > 0. Hence, v(x, t) = e −iθ 0 u(x + x 0 , t) satisfies the assumptions of Proposition 7.1, which shows that v = U A for some A. Since ∇u 0 2 < ∇Q 2 , by Remark 3.2, the parameter A should be negative. Thus, from the arguments in the first paragraph of this subsection, we get that v = Q − up to the symmetries of the equation, yielding case (a).
We can show case (c) similar to case (a) in view of Proposition 5.1 and Proposition 7.1 and conclude the proof of Theorem 1.6.
