Early estimation of the probable impact of a pandemic influenza outbreak can assist public health authorities to ensure that response measures are proportionate to the scale of the threat. Recently, frameworks based on transmissibility and severity have been proposed for initial characterization of pandemic impact. Data requirements to inform this assessment may be provided by "First Few Hundred" (FF100) studies, which involve surveillance-possibly in person, or via telephone-of household members of confirmed cases. This process of enhanced case finding enables detection of cases across the full spectrum of clinical severity, including the date of symptom onset. Such surveillance is continued until data for a few hundred cases, or satisfactory characterization of the pandemic strain, has been achieved.
Introduction
Influenza pandemics occur following the emergence of a new strain of the influenza virus; a strain that is sufficiently immunologically distinct to previous strains such that the majority of the population has negligible levels of immunity against it. Past influenza pandemics have given rise to dramatically different scales of impact; the 1918 Spanish influenza pandemic has been estimated to have caused approximately 40 million deaths worldwide, whereas the 2009 Swine Flu pandemic has been estimated to have caused approximately 14,000 deaths worldwide. The ability to assess the expected impact as early as possible following the emergence of a new strain is of obvious benefit to informing proportionate public health response efforts (Van Kerkhove et al., 2010; Van Kerkhove and Ferguson, 2012; McCaw et al., 2013) .
The benefits of early assessment, and the dependency of response plans and actions hinging on the characterisation of the pandemic strain, has led to the development of response frameworks based on the transmissibility and severity of a pandemic Reed et al., 2013; Australian Department of Health, 2014; Riley et al., 2015) . The motivation is based upon these two factors-severity and transmissibility-being strong determinants of impact: severity moderates impact through illness, demand on health services and potential deaths, and transmissibility influences the speed of spread, timing of peak demand on health services and the overall extent of the pandemic. Transmissibility also determines the likely impact of interventions; often it is possible to estimate the proportion of transmission that an intervention might avert, hence allowing the estimation of the possibility of containment or of the reduction in attack rate. A number of studies will be required in the initial stages of a pandemic to make a rigorous characterisation of the emergent strain. Enhanced case finding efforts directed at contacts of early identified cases, also known as "First Few Hundred" (FF100) studies, provide rich information on disease characterisation and spread (Health Protection Agency England, 2009; Ghani et al., 2009; Cauchemez et al., 2009; McLean et al., 2010; van Gageldonk-Lafeber et al., 2012; Australian Department of Health, 2014 ).
An FF100 study, as the name suggests, involves recording data on the first few hundred cases, early in the pandemic. The most well known design is from the UK (Health Protection Agency England, 2009): following the first confirmed case of the pandemic strain, that individual and all other members of their household are surveilled-possibly in person, or via telephone-to identify day(s) of symptom onset and disease characteristics in other household members. Supplementary information concerning the household, such as household size, and possibly age composition, are also recorded. Studies are continued until data for a few hundred cases, enabling satisfactory characterisation of the pandemic strain, has been collected. For this study we assume that household sizes and dates of symptom onset of members of households, up to the first few hundred cases, are available. The base scenario we consider is one of partial detection, where each infectious individual is only observed with some probability.
In this paper we develop a novel methodology for analysing and performing inference on this partially observed, FF100 type, household level data. The assumed underlying model of transmission dynamics is a Markovian households model where there exists two-levels of mixing-within-households and betweenhouseholds (Ball et al., 1997; . When analysing data, we make the assumption that there is only a single introduction of infection into a household. Essentially this means we perform inference on a large number of small independent outbreaks rather than a single larger outbreak (O'Dea et al., 2014 ). Our detection model accounts for asymptomatic cases as well as imperfect surveillance. Cases are initially detected with some probability that can then increase after the first detection. This increase of the detection probability is due to the increased surveillance of a household after the first case detection as appropriate for an FF100 study. Previous studies have used household data for inference (Cauchemez et al., 2004 Ghani et al., 2009; Lau et al., 2015) , but generally only for estimating secondary attack rates. To analyse time series data and allow for estimates of transmission rates requires a completely mechanistic model as we adopt herein. Additionally the two main determinants of impact in the early stages of a pandemic, transmissibility and severity Reed et al., 2013) , are simply determined from our model.
For inference, we implement a Bayesian Markov chain Monte Carlo (MCMC) scheme with exact evaluation of the likelihood for all the observed data. Exact likelihood evaluation is made possible through optimisation of code based upon probabilistic arguments and a novel data structure for minimising the computations required. This approach provides a posterior distribution over the parameters of the model that can then be interpreted in terms of the severity and transmissibility of a pandemic strain. The only other method for inference with such data is that of multiple imputation or data augmentation (Gibson and Renshaw, 1998; O'Neill and Roberts, 1999; Cauchemez et al., 2004; Lau et al., 2015) . In this approach, all unobserved events are treated as unknowns to also be inferred within the MCMC routine, which allows a great deal of flexibility in modelling. The trade off of such an approach is that the MCMC scheme needed to sample from the joint distribution of parameters and unknown data is more complex and convergence can be an issue when there is a large amount of missing data to be inferred (McKinley et al., 2014) . Such an approach is quite different to that adopted in this paper where we essentially consider all paths of the process at once for a given set of parameters, allowing us to efficiently scale the algorithm.
The efficiency of the method is important as it allows us to perform inference on many, and very large, data sets. This in turn allows a proper quantification of the variability inherent to this sort of study, to a degree not previously achieved. In any outbreak there is a large amount of inherent randomness, but this is magnified in FF100 studies due to the small size of typical households and partial observation. We demonstrate correct convergence of the estimates as the amount of data is increased, but more importantly study what bias is introduced by smaller, realistic size, data. Finally the efficiency of our method also ensures utility in real-time during an enacted FF100 study, including timely advice as to when enhanced surveillance (i.e., FF100 studies) can be stopped due to sufficient acquisition of data. Furthermore, our methodology provides a way forward to investigate variations on the FF100 study design and their effectiveness for determining transmissibility and severity for a range of potential pandemic scenarios.
A difficulty with methodology for pandemics, and in particular FF100 studies, is a lack of datasets both due to infrequent pandemic occurrence and the relatively new consideration of FF100 studies. This makes validation of any proposed methodology difficult. Whilst one may, as we undertake herein, test the methodology on data simulated from the underlying model upon which the methodology is developed, this does not typically provide adequate assurance that the methodology will be sufficiently accurate in the event of the next pandemic, where almost certainly the modelling assumptions will be violated. Here we make an attempt to provide some assurance. This is achieved by testing our methodology using data that is produced by an independent model, a model that has been developed for a different purpose and that should more accurately reflect true pandemic (and social) dynamics. The particular model we use herein is the microsimulation model of Geard et al. (2013 Geard et al. ( , 2015 , calibrated for a pandemic influenza scenario.
Methods
We first describe the stochastic households model that incorporates partial detection of cases that we use to perform inference. Next we describe the form of the data we assume and how we structure it before detailing how to calculate the likelihood for observations from a single household. This allows us to develop the theory without the complications of making it efficient for inference over multiple households; this is done in the next section. We describe how the data from FF100 studies can be naturally described using a tree structure and then we give an algorithm to calculate the likelihood using this approach. Finally we discuss how data are generated for validation of the methodology. The first validation is performed using data simulated from the same model assumed for inference. The second validation is performed on data generated by a different, more complex model. Brief details of this are given, emphasising the differences between the two models.
Stochastic household model
The epidemic dynamics within a household are modelled with a continuous-time Markov chain. To facilitate efficient inference, we make the assumption that there is only one introduction into any household that experiences infection. This is likely to be plausible in the early stages of a pandemic. Note that this is not an assumption in the micro-simulation model used to generate data for validation of our methods. Thus we can assess this assumption and its implications for inference. Fig. 1 . A typical household epidemic. Individuals (represented as circles) become exposed (yellow) following infection transmission, become infectious (red) which is when they can also be detected, and finally recover (blue). Only the events surrounded by the black boxes are observed, the rest are not observed. Thus in this example, there is one infectious individual who is undetected on day 2, while the remaining three are detected. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
The base model we use for inference is an SE 2 I 2 R model where both the latent and infectious periods are split into two stages, giving them an Erlang distribution with mean periods 1/ and 1/ respectively. The number of stages can be changed but this model has been used for previous influenza studies (Baguelin et al., 2010; House et al., 2011; and represents a good trade-off between realism-influenza had a high variance in the next generation distribution that is accurately captured by Erlang distributions (Donnelly et al., 2010) -and computational efficiency.
The classes an individual can be in are: S, E 1 , E 2 , I 1 , I 2 and R, and the size of the household, N, is fixed. Transmission within the household is assumed to be frequency dependent with rate ˇ, thuš is independent of the size of the household and the overall rate of infection is ˇS(I 1 + I 2 )/(N − 1) (McCallum et al., 2001) . As in the microsimulation described in Section 2.6, we assume that symptoms coincide with the onset of infectiousness and that there is a per-case probability of detection of an infected individual. This is incorporated into the model by splitting the transition E 2 → I 1 into two parts: with probability the event is detected and, with probability (1 − ) it goes undetected (a typical scenario is illustrated in Fig. 1 ). We assume that the probability of initial detection in the household is = p, and afterwards, once FF100 surveillance has been enacted, = q where q ≥ p.
The two main parameters we wish to estimate for a given outbreak are the transmissibility and severity Reed et al., 2013; Riley et al., 2015) . Transmissibility is quantified by the expected household secondary attack rate (hSAR), which is the proportion of individuals infected by an index case in a household of a given size. In our model the hSAR can be calculated exactly from the within-household epidemic final size distribution, which depends only on the ratio ˇ/ and the household size, N (Ball, 1986) . As it depends on N, when we summarise our results later we plot posteriors in terms of the expected hSAR for a household of size N = 3, denoted hSAR 3 . Similar plots could be made for any household size, but the posteriors scale in the same way with increased data. We quantify severity by the detection probability q, that is the probability of a case detection with enhanced surveillance in place. This reflects that more significant presentation of symptoms, or even hospitalisations, will result in a higher probability of detection of cases.
Instead of keeping track of the population numbers within the household-i.e., the numbers of S, E 1 etc.-we instead specify the process in terms of the numbers of events of a given type that have occurred. This is known as the degree-of-advancement (DA) or reaction-count representation of the stochastic process (van Kampen, 1992; Sunkara, 2009; Jenkinson and Goutsias, 2012; Black and Ross, 2015) . As the counts only ever increase, this representation simplifies some aspects of calculating the likelihood. Adopting this representation of the stochastic process along with a lexicographical ordering of the state space also allows us to calculate the probability mass function of the state of the chain using computationally-efficient methods (Jenkinson and Goutsias, 2012; Black and Ross, 2015) .
We introduce the variables Z i (t), i = 1, . . ., 6, which count the events of each type which have occurred prior to time t. These events, their transitions and rates are summarised in Table 1 . The state of the system is Z(t) = (Z 1 (t), . . ., Z 6 (t)). The relation between Z i (t) and the population variables is (dropping the dependence on t),
and the cumulative number of detected cases within the household is counted by Z 3 . Note that the variable Z 1 also counts the initial infection into the household and hence sets the initial condition for the system, i.e., Z(0) = (1, 0, 0, 0, 0, 0). The relations in (1) allow us to write the rates of each transition in terms of Z i and are given in Table 1 .
The state space of the process is
This is partitioned into two subsets, S = A ∪ C, where A are absorbing states and C are transient states. Absorbing states are those where the outbreak has ended, i.e., the number of infection events equals the number of recovery events (Z 1 = Z 6 ). As we do not consider more than one introduction into a household, an epidemic always leads to absorption of the Markov chain. The mapping between states of the system and event counts is useful in specifying various subsets of S. We do this with the matrix
where z ij is the number of events of type j associated with state i. The rows of Z, which we define as z i = (z i1 , . . ., z i6 ), can then be used to index states of the system. For example, the absorbing states, A, can be specified as
We order the state space by detections (Z 3 ) first so the generator (transition rate matrix) Q is partitioned into blocks indexed by Z 3 . The state space is enumerated, and hence the elements of the matrix Z (see (3)) are determined, by using a system of nested loops which iterate over the variables Z 1 to Z 6 . The ordering of S means that the generator, Q, is triangular which is required for the efficiency of the algorithms described later. The generator is sparse and can be written as a sum of matrices multiplied by the various parameters of the model,
The matrices Q i , i = 1, . . ., 8 can be pre-calculated for a given household size, N, as their structure does not change. Thus forming the Table 1 Transitions, event counters and rates defining the SE2I2R partial detection model. Initially, = p, then after the first infection = q, where q ≥ p, representing an increased chance of detection due to surveillance of the household.
matrix Q for any given set of parameters can be done efficiently. The dynamics of the system are given by the forward (master) equation,
where i (t) = Pr(Z(t) = z i ) is the probability that the system is in state i at time t.
Data
We assume that the data available from an FF100 study is of the form of time-series of detection counts stratified by household and binned into days, where we define day t as the interval (t − 1, t] for t ≥ 1. Two realisations, generated by the microsimulation described in Section 2.6, with (a) high severity (p = 0.5, q = 0.9) and (b) low severity (p = 0.1, q = 0.5) are shown in Fig. 2 . These outputs show the times of new detections (red dots) and the times of all other cases that have gone undetected (grey dots). The area of the dots represents the number of new detected cases on a given day. As these are stochastic, and households are small, there is a reasonable amount of variability present, particularly in the early stages of the outbreak (Black et al., 2014) . We can clearly see that in the low severity scenario, many of the early cases are missed, so for a given number of households we have less data for inference.
We can perform inference on these data in two ways, either assuming we have observed completed outbreaks for a given number of households (essentially assuming that all households have been observed for a long enough period such that the outbreak is over), or that we have observed the beginning of an outbreak up to some time horizon. In the second scenario we will have a mixture of data, some from households where the outbreak is over and others where it is potentially ongoing. At the end of each day a new posterior can be calculated incorporating new data from that day. Note that when an outbreak is still ongoing, null days, where no further cases are detected in a household, still contribute information. Note that it is also possible to analyse the complete case data (detected plus undetected cases) using our model by setting p = q = 1. This allows us to perform inference for the underlying epidemiological parameters, independent of the observational process, which will be useful when analysing data from the microsimulation model later.
As the outbreaks are assumed to be independent the time for each can be scaled to start at zero; thus, for a given household, the first detected case(s) always fall within day 1. The time series for the j'th household is then represented by a vector, d (j) = (d i ) (j) , where d i is the cumulative number of detections, calculated at discrete time points t i = 1, . . ., n, which correspond to the end of each day after the first detection is made. For example in Fig. 1 , d = (1, 1, 2, 3) represents a single detection on day one, then further detections on days three and four. Surveillance of a household can be carried out indefinitely, giving a time series of any length, but in practice we can truncate d after a particular number of days where the state has not changed, either because there are no more infectious individuals or we have failed to detect later events. This truncation then allows for more efficient inference. For example,
(1, 1, 2, 2, 2, 2, 2, 2, 2) → (1, 1, 2).
If a time series is truncated, then this must be recorded for the purposes of calculating the likelihood. Thus we define the variable b j for the j'th household such that
A non-truncated time series represents a potentially ongoing outbreak.
Likelihood for a single household
In this section we develop the theory needed to calculate the likelihood of observing a given time series of detection events within a single household, d (dropping the index j for now). This allows us to give a relatively simple exposition of the theory and our methodology before we describe how this calculation can be made more efficient when we wish to perform inference on a large number of time series simultaneously.
Let Â = (ˇ, , , p, q) be the vector of parameters we wish to estimate. The likelihood of observing d = (d i ) 1:n in a household of a given size is then
The exact conditional probabilities in the likelihood can be evaluated iteratively from the dynamics of the Markov chain, which are given by Eq. (6). Let 1 S : S → {0, 1} be an indicator vector of the subset S of the state space S such that
The conditional probability terms in Eq. (8) can be written as,
which is a summation of the elements of (t i |d 1:i−1 ) where
The distribution, conditioned on the observations up to and including d i will be
where denotes an element-wise vector product. The operation of Eq. (11) essentially sets the elements of (t i |d 1:i−1 ) corresponding to states with Z 3 / = d i equal to zero, with the denominator renormalising that result so that the resulting distribution sums to 1. Note that the procedure above is a modified version of the forward filtering step of the forward-backward algorithm for hidden Markov models (Sarkka, 2013) . The distribution (t i |d 1:i−1 ) is calculated from forward integration of the distribution at the end of the previous day, (t i−1 |d 1:i−1 ), using Eq. (6). In this paper we evaluate (6) using an implicit Euler method (Jenkinson and Goutsias, 2012) . The probability mass function, , then obeys systems of linear equations,
where is the time step. Due to the triangular structure of Q, Eq. (12) can be solved via forward substitution. The accuracy of the solution depends only on the size of the time-step, (Jenkinson and Goutsias, 2012) , which is taken as 10 −2 in this paper. Thus to integrate the dynamics over an observational time step of one day, Eq. (12) must be recursively solved 1/ = 100 times. Given an initial condition, the above procedure of integrating forward and conditioning can be carried out iteratively. As we scale the problem so that the first detection(s) occur in the first day, t = (0, 1], the initial condition that we need is (1|d 1 ), the distribution of the process at the end of the first day, conditioned on having observed d 1 cases in that day. In calculating this we need to account for the fact that the first detection may not be the first actual case and that we do not know the exact time of the first case, only that it happened at some time within the day. To calculate the distribution at t = 1, we assume that there is a uniform probability of the initial detection event occurring within the interval (0, 1] and thus the state of the system at the end of the day is given by the integral,
where * is the distribution of the process at the time of the first detection. We first discuss how we evaluate this integral and then how to calculate * . Note that Eq. (13) is the solution of the differential equations
evaluated at t = 1 with initial condition (0) = 0. Integrating Eq. (14) from u to u + yields,
Approximating the integral using a rectangle method with height such that the top right corner matches the function, we obtain
Rearranging this we have a system of linear equations that can be solved by forward substitution,
The distribution at the end of day one, (1), is then calculated by recursively solving (15) starting from u = 0 with (0) = 0. Once (1) is calculated, the first term in the likelihood is calculated as,
and the vector is conditioned on the observation using Eq. (11) to yield (1|d 1 )-the initial condition for the iterative procedure detailed above. We can calculate the distribution of the process at the time of the first detection, * , from the corresponding hitting probabilities, i.e. the probability of hitting a state i, given that the system starts in state j (Norris, 1997; Black and Ross, 2015) . To do this we first calculate the jump chain matrix, J, of the process from the corresponding generator Q. We then make the set of states corresponding to Z 3 = 1 absorbing by setting the rows of J equal to 0 for that set of states, thus there is no probability of leaving these states once entered. Denoting this matrix J , we solve (Black and Ross, 2015) ,
for x, where the initial state corresponds to a single exposed individual. Note that x is a vector of probabilities of visiting or ending in each state, thus to get the hitting probability distribution, * , we set the elements of x corresponding to Z 3 / = 1 equal to zero,
If a time series has been truncated (b j = 1) then this means that there were no further cases detected after the last observation and this needs to be taken into account in the likelihood calculation, Eq. (8), by multiplying by the probability of observing no further infections after the last detection,
This probability is calculated by integrating forward the pmf of the state until it has converged, denoted ∞ . Similarly to above, this can be computed by solving a system a linear equations (Black and Ross, 2015) , 21). The nodes of the tree are labelled by the integers k = 0, . . ., 8, with 0 denoting the root. The numbers in red are the values of the observed state of the system, c k , stored by each node, from which the time-series can be recreated. The variables f k andf k , record the number of truncated or continuing time series that are represented in the data that would result from traversing the path from node 0 to node k. For example,f2 = 1 indicates that there is 1 time series of the form (2, 2) and this has been truncated, i.e., no further cases were detected after the 2nd day. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
where the probability of no further detections is P(
Efficient data structure for calculation of the likelihood
When we wish to perform inference on case-detection time series from a number of households, the simplest way is to evaluate the product (or the sum when using log-likelihoods) of each individual likelihood as the households are assumed independent. While straightforward, this introduces a large amount of redundancy as the calculations described above must be carried out for each time series and hence computation time scales linearly with the number of households included. As we perform inference in a Bayesian MCMC framework, where the likelihood must be evaluated repeatedly, this is undesirable. In this section we develop a data structure for the efficient representation of this partial case data as well as an algorithm that uses this structure to calculate the likelihood using the minimum number of operations, eliminating all redundancy. In describing this we will assume the data comes from households all of the same size, N. Generalising to a set of sizes simply requires creating a different data structure for each household size in the set.
Consider a new outbreak in a population and assume that by time t there are m households with detected cases, so the data collected from these is a set D = {d 
where the outbreak in the second household is potentially ongoing as b 2 = 0. The key observation is that, for a given household size, D can be represented as paths through a rooted tree with nodes carrying the data on the cumulative number of detected cases at the end of each day of observation. The minimal tree to represent a given data set is simple to construct and the structure also encodes the minimum number of operations needed to calculate the likelihood of D. For example, the set of data in Eq. (21) can be represented with the tree shown in Fig. 3 . The nodes of the tree are labelled with the non-negative integers, k, and each node, apart from the root (0) carries three variables: c k , f k andf k . The observed state of the system at the end of a given day is recorded by c k . Thus by starting at the root and traversing downwards, each time series in the set D can be recreated by accumulating in a list the values of c j from the visited nodes. The variables f k andf k count which of all the possible paths represent continuing and truncated time-series in D, respectively. For example, the path via the nodes (0, 3, 5, 6) in Fig. 3 recreates the series (c 3 , c 5 , c 6 ) = (1, 1, 1) withf 6 = 1 indicating that there is 1 of these in D and that it is truncated.
The leaves of the tree always correspond to a time series (f k ,f k / = 0), but so too can other internal nodes. The day of the observation (rescaled within-household time) is given by the depth of a node in the tree, thus nodes at the same level in the tree represent observations on the same day and the maximum depth will correspond to the longest time-series. For this data structure to be more efficient for calculating the likelihood, the populations that are observed must be small but numerous, so there is a large similarity between time series, as is the case here.
Construction of the tree
The construction of a tree representing D is straightforward as the structure of the tree also provides a way to efficiently search through it. First a root node is created, and then the tree is grown by adding each
The procedure for this is as follows. The algorithm starts at the root of the tree and queries if it has a child node with c k = d 1 . If it does, then the algorithm moves to the node. If not, a new child node is created with c k = d 1 and the algorithm then moves to that node. It then repeats this for the remaining elements of d (j) . Once the end of d (j) is reached, this is recorded by incrementing the value of f k by 1 if the time-series is continuing, orf k if it is truncated. After this the algorithm returns to the root node and d (j+1) is added in the same way. The tree shown in Fig. 3 was created in this manner from the data in Eq. (21). This procedure also ensures that the nodes are ordered such that the parent of node k has a label less than k. The total number of nodes is denoted T.
Algorithm for computing the likelihood
Here we detail how this data structure can be used to efficiently calculate the log-likelihood of a given set of observations, D. The tree is pre-computed before any inference and does not change. The dominant cost in the computation of the likelihood, as detailed in the previous section, is numerically integrating forward the dynamics of the system over a given day. The tree structure encodes the minimum number of these operations that have to be performed to calculate the likelihood, which are only carried out if a node has at least one child. The number of these steps will be the total number of nodes, T, minus the number of leaves in the tree. Hence the computational cost of the likelihood no longer grows linearly with m, the number of household time-series.
To calculate the log-likelihood, each node is associated with a variable (k) , that will hold a state vector. We also create two vectors, and , both of length T. These vectors are initialised to be all zeros and also indexed from zero to match the labelling of the nodes of the tree. For the initial step in the algorithm, we calculate (1) from Eq. (13) then set (0) = (1). The algorithm then iterates through the remaining nodes of the tree in either a breadth-first manner or by visiting nodes following the order of their labels (which is determined when the tree is first constructed). For the k'th node we do the following:
3 If either the current node (k) has children orf k / = 0, then set
4 Iff k / = 0, set k = k + log x · 1 {i ∈ A|z i3 =c k } , where x is the solution of (I − J)x = (k) . 5 If the node has children then integrate forward the state vector, (k) , by recursively solving the system of equations (12) and storing the result in (k) (overwriting the previous vector). 6 Move to the next node.
Once the algorithm has iterated over all nodes the log-likelihood is given by,
Validating the inference methodology
We validated the methodology using data generated from the stochastic household model on which it is based. As well as validation, this allowed us to investigate how the posterior estimates for the parameters improve as more household time-series are added to a given dataset, and to systematically quantify any biases that arise. The methodology was tested on four parameter sets that differ in severity and transmissibility that are chosen to be representative of plausible scenarios of interest to public health agencies . The mean latent and infectious periods were fixed for all parameter sets at 2 days and 1.5 days respectively. For severity, the base detection parameter was taken as p = 0.1 and 0.5, for low and high cases respectively. The increased detection parameter was taken as q = p + 0.4 representing a constant increase from additional surveillance . For transmissibility, the ratio ˇ/ was taken as 1.2 and 1.4 for low and high scenarios respectively, resulting in a hSAR 3 of 0.49 and 0.54 respectively. The parameters are summarised in Table 2 .
An additional complication in generating this test data arises because there is no notion of between household mixing in our stochastic model as the dynamics within each household are assumed independent. The transmission process in the overall population and the detection probabilities will dictate what distribution of household sizes are represented in a random sample and thus it is important to match these when validating the Table 2 Parameters used to generate the validation data. The parameters ˇ and p are given as low/high pair, the various combination of which generate the four different parameter sets. inference methodology. These distributions were estimated using the microsimulation model (see next section) and are shown in the supplementary material. It was found that the household size distributions only differed significantly between the different severity scenarios and not with transmissibility. As expected, lower severity tends to bias the distribution to larger household sizes because there are more chances for initial detection in a larger household. With these two distributions as inputs, the test data is generated by first drawing a random sample of 2000 household sizes from the correct distribution and then simulating a within-household epidemic for each, conditioning on at least one detection. This was done using the standard stochastic simulation algorithm (Gillespie, 1976) and then the resulting time series were binned into days. The set of 2000 within-household time series are kept ordered such that first m households (m ∈ {50, 100, 200, 300, 2000}) can be selected, which forms the dataset, D, for inference. The first four of these numbers of households are within the range of data collected in previous studies (House et al., 2012) , while 2000, which is an infeasible amount for an FF100 study to actually collect, is to assess convergence with a large amount of data.
Micro-simulation model for additional validation data
In order to more robustly test our inference methodology, we applied it to data generated by an independent microsimulation model that simulates both disease transmission and surveillance in a population with age and household structure (Geard et al., 2013 (Geard et al., , 2015 . Using a more complex disease transmission model enables us to generate test data that is subject to additional factors that may challenge our inference method. Within the microsimulation, susceptibility to infection varies with age, as observed in recent influenza outbreaks (Opatowski et al., 2011) , and mixing between households is parameterised using age-specific patterns of contact. Therefore the subset of households that experience infection, and the order in which they do so is influenced by the number and age of their occupants. Furthermore, households can experience multiple introductions, and the chance of this occurring will vary with both household composition and the current prevalence of disease in the population. Finally, the population is subject to ongoing importation from external sources, which introduces variability in the timing and momentum of an outbreak during its early stages.
We now describe the different components of the model in turn.
Population
The population component of the microsimulation model is calibrated against demographic data to capture age distribution, household size distribution and household composition corresponding to a contemporary Australian population (using parameters and data sources as described in Geard et al., 2013) . We use a static population, as demographic changes associated with birth, death, aging and associated changes to households are unlikely to have a substantial impact over the duration of a first few hundred study.
Disease
Disease dynamics were simulated using an SEIR model, with the microsimulation model tracking the current disease state of each member of the population. Durations for the exposed (E) and infectious (I) states were sampled from a Gamma distribution with shape parameter k = 2 and means of 2 days and 1.5 days respectively. The force of infection acting on each person is a function of current disease prevalence in their household and the broader community. Household structure and contact patterns arise endogenously in the microsimulation model as a result of population demographics. We assume that mixing within the household is frequency dependent and independent of age. Mixing between households is also frequency dependent and is modelled using an age-specific matrix of contact rates derived from empirical studies (Mossong et al., 2008) . Details of the construction of this contact matrix are provided in Geard et al. (2015) .
The probability of a susceptible person, s becoming infected in a given time period is given by 1 − e − s t , where
where is the relative susceptibility of adults compared to children, H is s's household, N H is the number of people in H, k is a housemate of s, is the number of contacts per day between s and k (here, we assume = 1; i.e., a susceptible person encounters each of their household members), I k = 1 if k is infectious and 0 otherwise, h is the per contact household transmission coefficient, i is the age of s, Á ij is the mean number of contacts in the community per day between people of age i and people of age j, c is the per contact community transmission coefficient, I j is the number of infectious people of age j and N j is the total number of people of age j.
The disease state of each individual is updated at discrete intervals of t = 3 h (i.e., 8 time steps per day). We assume that the entire population is susceptible at t = 0, with each member having a small probability of being infected from an external source at each time step. We assume that adults (age ≥18) have reduced susceptibility compared to children ( = 0.7) but contribute equally to the force of infection.
Surveillance
Each infected person has a probability p of being detected at the point at which they become infectious (and symptomatic) or otherwise remains undetected. Following the first case detection, enhanced surveillance commences and household members of detected cases are monitored until seven days have passed without any new cases being detected in that household. While under surveillance, people who become infectious have an increased probability q (≥p) of being detected.
Scenarios
We consider scenarios similar to those for the earlier validation data: low/high severity, and low/high transmissibility. For the high and low transmissibility scenarios, h and c were calibrated such that final attack proportion and secondary household attack proportion were approximately 0.43 and 0.48 respectively. For the high and low severity scenarios, detection probabilities for unmonitored cases were 0.1 and 0.5, increasing to 0.5 and 0.9 respectively for cases occurring among monitored individuals. The microsimulation parameters are summarised in Table 3 . Surveillance Case detection probability (p) 0.1, 0.5 Watchlist detection probability (q) 0.5, 0.9 Fig. 4 . Example of how microsimulation data is truncated. In this case the second outbreak is removed. Note that we do not remove secondary infections into the household if they occur during the period of time the first outbreak is defined, here 8 days.
Data
The microsimulation outputs the times at which individual cases are detected as well as the times of all other undetected cases so that the entire course of an epidemic can be reconstructed. To make this data suitable for inference using the simpler stochastic model, the raw output from the microsimulation is parsed into detection counts stratified by household and binned into days. In some cases the within-household time series must be truncated as secondary introductions are possible, typically much later in the epidemic, giving rise to further outbreaks. These are removed so that we only consider the first outbreak within a household (although within that first outbreak there may still be multiple introductions). Fig. 4 shows an example of this; note that in this example if the secondary infection occurred within 8 days of the primary infection then the data would have been included as a single outbreak. Finally households of size N = 1 or N > 8 are removed; single person households contribute no information for inference of within-household parameters and larger households are probably atypical and transmission unlikely to be simply frequency-dependent. They are also, at least in developed countries, rare so are removed for computational efficiency.
Results

Validating the inference methodology
We first validate the methodology using data generated from the same stochastic household model as used for the inference. For each set of data and number of households inference was performed using using a Bayesian MCMC algorithm (Gilks et al., 1995) to generate samples from the posterior. Priors were chosen to be uniform for ˇ/ , 1/ and 1/ , with ranges as detailed in the supplementary material. The prior for p and q was taken to be uniform over the upper triangle defined by 0 > p ≥ q ≥ 1. All proposals were independent Gaussian with variances described in the supplementary material. Burn in was 5 × 10 3 samples and then 5 × 10 5 samples were taken from the posterior. No thinning was performed on these samples. For each set of posterior samples we used a batch means method to calculate the effective sample size (ESS) for each parameter (Robert and Casella, 1999) . Figures summarising these statistics are given in the supplementary material, but all ESS are above 550 and the majority were above 2000.
First we discuss the convergence of these results as data are increased, which is similar across parameter scenarios, then discuss the main differences between the parameter scenarios. Fig. 5 shows how the marginal posteriors for all parameters, from 8 random high transmissibility, high severity data sets, evolve as more households are included in the sample. The true value of the parameters is shown by the black solid line. The 8 posteriors are shown to illustrate the differences, which can be substantial, within and between datasets; only by inspecting the posteriors can we understand how both the mean and variance of the distributions change together. The boxplots at the bottom of each panel in Fig. 5 are calculated from the means of the marginal posteriors. For m = 50, . . ., 300 households, the means from 128 posteriors (from independent data sets) are used to construct the box plots, whilst for m = 2000 households, the mean from 32 posteriors are used. Similar plots for the other scenarios are presented in the supplementary material.
In all of these plots we see that as the amount of data is increased the posteriors converge to the true values of the parameters, although the rate of convergence and bias is different between parameters. In general we see that the hSAR and severity, q, converge quickly, and hence are estimated well by 200 households, but the other three parameters have much higher variances. It is also clear from the boxplots of the means of the posteriors, that for smaller amounts of data there tend to be systematic biases in our estimates. The hSAR and mean infectious period are overestimated and the other parameters are slightly underestimated. Note that this is not due to an approximation or assumption in the inference methodology, but highlights the bias and uncertainty to be expected in first few hundred studies due to the small data (Gellman et al., 2013) . The priors also have an effect on this, as for small amounts of data the posterior will reflect the prior more than the data. Considering 2000 households in a single sample is probably an unrealistically large amount of data for a real FF100 study to collect, but we have included this to validate the methodology and show that the posteriors are converging correctly as the amount of data increases.
Thus we can see that by m = 2000 households, individual posteriors can be biased, but the mean bias is almost completely gone for all but the duration parameters (1/ and 1/ ). These two periods are the hardest to infer accurately from this type of data with posteriors retaining high variance and small amounts of bias even at 2000 households. Inspection of the posteriors for individual datasets suggests that these two parameters are highly correlated. A consistent pattern repeated for all scenarios is that 1/ tends to be overestimated and 1/ underestimated for finite amounts of data. The differences in posteriors between datasets can also be quite pronounced, especially for smaller numbers of households. This is again simply down to the random nature of each outbreak. If more infections or detections than average happen early on then the posteriors will be biased upwards and vice versa. Now concentrating on the differences between parameter sets, we observe that the largest difference in the inferred posteriors is between the severity scenarios. In the low severity cases there is less data for a given number of households and so inference is less precise (see figures in the supplementary material); both biases and variances are typically larger. Apart from this, the same patterns as noted above also hold for the other scenarios.
Inference on microsimulation data
In the previous results section we demonstrated that our methodology is able to recover the main parameters of interest from data generated by the same stochastic household model as used for the inference. Real data are unlikely to conform fully to our assumptions and so we now go further and test our inference methodology on data that is generated by the microsimulation model that more accurately reflects true pandemic and social dynamics.
For most of the parameters we wish to estimate from the microsimulation data we know their true values (see Table 3 ), but due to the age dependent susceptibility, calculating analytically an expected value of the hSAR is not possible. We need to estimate this independently of the partial detection process so that we can quantify any biases that result from the partial detection. We can do this by performing inference on the complete household data (detected plus undetected cases) that is available from the microsimulation. Once we have this estimate we perform inference on only the detected data, which is the realistic scenario.
Complete data inference
We perform inference for the underlying epidemiological parameters (ˇ, , ) by using complete case data (using both detected and undetected cases) and assuming p = q = 1 in our inference model. As in the validation, we generate 128 datasets for both high and low transmission scenarios and select the first 300 households from each for this inference (this number is somewhat arbitrary, the larger the number the less variance in the estimate).
The mean values for the hSAR 3 across the datasets are 0.56 and 0.5, for high and low transmission scenarios respectively. Note that in the microsimulations there is the possibility of external infections after the first case, which violates one of our assumptions in the inference model. This will give rise to slightly more cases so is likely to bias the secondary attack rates higher than if there were no external infections.
Partial detection inference
With the 'true' values of the transmissibility estimated, we now perform essentially the same investigation, as done for the validation data, using the microsimulation data. The same MCMC routine and parameters were used as described in Section 3.1 and ESS statistics for the resulting posterior samples are summarised in the supplementary material. Fig. 6 shows box plots derived from mean estimates of marginal posteriors for an increasing number of household time series for (a) high transmissibility, high severity and (b) high transmissibility, low severity scenarios. As in the validation, each boxplot is constructed from the means of 128 independently generated data sets. Plots similar to Both severity scenarios show similar behaviour as seen in the validation results, with convergence of the mean estimates as the number of households time series used is increased. There is once again a similar pattern with respect to transmissibility and the mean latent and infectious periods. A clear difference between the inference on the validation data and the microsimulation data is that both detection probabilities are biased upwards in the microsimulation inference compared with the validation inference. This appears to be true for both severity scenarios.
Inference on daily incoming data
Another use of our methodology is to look at the behaviour of the posteriors and in particular the transmissibility and severities/detection probabilities p and q, as we increase the data collected during the early stages of an outbreak. When performing inference in this way, in contrast to the previous section, we will have data from potentially ongoing household outbreaks. For these results we set the truncation length as T D = 8 days, that is, a time series is truncated after the number of detected cases has not changed for 8 consecutive days. We also reduce the priors to more closely match an outbreak of influenza. In particular, we set the prior on the hSAR to be approximately uniform over [0.1, 0.85] , by choosing and exponential prior on ˇ/ . The priors on the other parameters are as used for the validation inference and given in the supplementary material.
Instead of creating a contour plot of our inferred marginal posteriors, we split the hSAR 3 /q plane, quantifying transmissibility and severity respectively, into nine regions and shade each region in proportion to the marginal posterior that lies within a given region. This is to reflect a stratification that would be used to inform a pandemic response (Australian Department of Health, 2014) . We selected the first 300 households from a microsimulation outbreak with high transmissibility and high severity and the days were calculated when the cumulative number of case detections is first greater than 50, 100, 200, . . ., 600 and performed inference on 7 . Assessment of transmissibility and severity of an ongoing epidemic. The hSAR/q plane is split into 9 regions and shaded according to the proportion of the posterior samples that fall into a given region. Severity is found quickly, but transmissibility remains variable until much later, being mostly overestimated early on. The true parameters for this outbreak are hSAR3 = 0.57 and q = 0.9, corresponding to a high transmissibility/high severity scenario, as determined from inference on full data from the outbreak as described in Section 3.2.1. the data available up to those days. Fig. 7 shows the evolution of our knowledge over this time frame, as well as the prior. The true values of the parameters are q = 0.9 and hSAR 3 = 0.577 ± 0.02. The hSAR 3 and error bounds was determined, as in the previous section, from inference on complete data (detected plus undetected cases) from 300 households. Very quickly we are able to characterise the severity of the disease, but the natural variability in the epidemic means it takes considerably longer to characterise the transmissibility. Note that by around day 49 almost all of the 300 households are infected and no further households are added to the data set subsequently. There is still some change in the posterior after day 49, as more data is collected from the households with ongoing infections.
Discussion
Early assessment of the likely impact of an emerging influenza pandemic is essential to inform decisions about the appropriate scale of response (Van Kerkhove et al., 2010; Van Kerkhove and Ferguson, 2012; McCaw et al., 2013) . FF100 studies are an efficient and effective means of obtaining data on the time course of infection within individual households. We have developed a method that provides accurate estimates of transmissibility and severity from FF100 data, which have been identified as strong determinants of impact. There are two main novelties to our work. The first is modelling the surveillance process. This allows us to accurately infer detection probabilities and to account for potentially increased surveillance of infected households. It is important to stress that the model we fit is completely mechanistic. The parameter estimates produced may be used subsequently to explore disease dynamics and to evaluate the impact of control strategies. The second novelty of our method is its computational efficiency, which was a goal from the outset of this research. This efficiency not only allows us to perform Bayesian inference, sampling from the full posterior distribution for all parameters, but to repeat this process multiple times over many different realisations. In particular, the inference on 2000 household time series to fully validate the methodology would not be feasible without the tree data structure formulated in Section 2.4. This has allowed us to perform a thorough quantification of the variability and biases inherent to this method and to test it using an independent model. Such validation is rare in the current literature.
There are a small number of previous studies that are similar to ours (House et al., 2012; Riley et al., 2013 Riley et al., , 2015 , in working within a transmissibility/severity framework. The most relevant of these is Riley et al. (2015) with the difference being the type of data analysed and the model considered. Riley et al. use data collected from much larger populations (military bases) and fit a deterministic model to each outbreak, deriving a transmissibility/severity estimate for each population. In contrast, we work with data from many households and fit a stochastic model, which is required when dealing with small populations. We also produce a single posterior from data across all households. Our previous work has attempted similar goals, but using only serial interval data instead of full time series and assuming complete detection of cases . This paper builds substantially on earlier efforts by conducting inference on full time series with realistic partial detection of cases.
Our analysis has shown that it is possible to estimate both transmissibility and severity accurately from household stratified data. Somewhat surprisingly, it is also possible to estimate the initial severity/detection probability, p, relatively accurately, even for the difficult case when it is very small. The transmissibility within a household is also consistently estimated well. However, the hSAR depends on the product of ˇ and 1/ , the transmission rate and mean infectious period respectively; individually, ˇ and 1/ can be somewhat biased and this trend persists even when full case data are available. With case data available only, the infection process (as illustrated in Fig. 1 ) does not provide much information on the mean infectious period, 1/ . This was also found in previous studies using more limited data . The mean latent period, 1/ , also showed some bias, in the direction opposite to that for 1/ , even with data from 2000 households. The only way to reduce these biases further is to include even more data. It is likely that only some combination of the latent and infectious period parameters can be inferred accurately for smaller data and this is currently being investigated. It is also well known that only the ratio ˇ/ can be estimated from final size data, but not ˇ and individually, or at all (Ball et al., 1997; Black and Ross, 2015) . Stronger priors would be helpful on the mean infectious and latent periods, making inference on the transmissibility and severity more accurate. It is likely that these will be available early on from other studies where longer chains of infection exist, such as in schools and workplaces (Riley et al., 2013 Australian Department of Health, 2014) .
The inference performs well on both the validation and the microsimulation data, showing the same trends, although the biases are unsurprisingly larger when using the latter. The largest difference uncovered is that inference on microsimulation data leads to the detection probabilities being biased to larger values. From a practical perspective this error is still quite small. For example, a detection probability of 0.93 versus 0.9 would lead us to infer that for 100 observed cases there are approximately 8 unobserved cases when in fact there are 11. From a decision making perspective we only need to bound our estimates to a certain region of transmissibility/severity-space, as we have done when considering the daily updated case data (see Fig. 7 ).
Both the stochastic household model we use for inference and the microsimulation model make the same strong assumptions about the distribution of the latent and infectious periods as well as the form of transmission (frequency dependent). These assumptions can be relaxed and we might instead wish to estimate these as well by extending the stochastic model, which is straightforward. Often transmission is modelled by a term of the form /(N − 1)˛, where −1 ≤ ˛ ≤ 1. Other studies have attempted to estimate ˛ (Cauchemez et al., 2004; Kinyanjui et al., 2016 ) (with some evidence of ˛ < 1), and the same could be done in our model. We have chosen not to do this in this study as our primary goal is to investigate the inherent variability and any biases in the methodology. Doing this requires performing inference on many data sets and hence requires a large amount of computing power. In an actual pandemic situation, with only a single data set, the same amount of computing power could be used to test many different models.
With few exceptions (Cauchemez et al., 2004; O'Dea et al., 2014; Lau et al., 2015) , previous work has looked at estimating parameters from single outbreaks (Bettencourt and Ribeiro, 2008; Birrell et al., 2011) . For future work it would be interesting to explore the trade-off in parameter estimate accuracy from inference on data collected from an outbreak in a single large population (schools or workplaces) versus outbreaks from a number of smaller ones (households). In smaller populations stochasticity is stronger, but this is potentially offset by independent observations of the same process that are obviously not available with only a single outbreak. Furthermore, the linking of the characterisation of transmissibility and severity to pandemic response strategies, will be an interesting avenue for further research. The only other study similar to ours estimated transmissibility and severity individually for a number of larger populations . Our method is unsuitable for such large populations and would probably require using approximate methods such as approximate Bayesian computation (ABC) (Toni et al., 2009) or particle MCMC (Andrieu et al., 2010; Golightly and Wilkinson, 2011) to sample from the posterior. We have shown that we can perform inference on a single ongoing outbreak at a daily resolution, but this is relatively costly as it requires running the inference from the beginning of the outbreak for each new day. A true on-line method would be more efficient, but no exact implementations currently exist (Kantas et al., 2015) .
There are a number of improvements that can be made to both our model and the inference methodology. We have assumed in our surveillance model that no information can be obtained for any cases before the first detection. This is somewhat pessimistic and the inference could be extended to include these data if they were available, even if only a bound on previous cases could be estimated. The addition of some form of serology could also improve estimates by placing bounds on the numbers of unobserved cases that have occurred in a household. This extra information could then be incorporated into the likelihood with little extra computational cost. Currently we estimate transmissibility only within the household. With estimates of the between-household rate of infection, population level transmissibility can also be estimated (Walker et al., 2016) . The microsimulation model that we used to test our inference methodology captures heterogeneities in the population structure (households) and immune status (age-dependent susceptibility). We have however assumed that both transmissibility and severity are uniform across the population. Future work could involve relaxing this assumption to explore scenarios in which transmissibility and severity vary with age.
To our knowledge, this is the first such study to undertake a rigorous analysis of FF100 data and to start to quantify what information is obtainable from it as well as any inherent variability and biases. A key next step will be to look at how much data is needed, and how long it would take to collect, to accurately inform policy. Our analysis of daily incoming data indicates how this could proceed. Surveillance of known contacts beyond members of the immediate household is also a possibility in FF100 studies, but would be substantially more demanding in terms of utilisation of public health capacity. However, this effort may be rewarded by earlier identification of cases, enabling more rapid determination of key epidemic parameters to redirect efforts towards a more targeted response. The trade off between the cost of additional monitoring versus better parameter estimates can be investigated using a combination of microsimulations and our inference methodology. This combination will allow us to explore many variations on the FF100 study design and therefore to accurately inform the design of real world studies.
