We present a detailed study of the internal kinematics of the Galactic Globular Cluster M 4 (NGC 6121), by deriving the radial velocities from 7250 spectra for 2771 stars distributed from the upper part of the Red Giant Branch down to the Main Sequence. We describe new approaches to determine the wavelength solution from daytime calibrations and to determine the radial velocity drifts that can occur between calibration and science observations when observing with the GIRAFFE spectrograph at VLT.
INTRODUCTION
M 4 (NGC 6121) is one of the most studied Galactic Globular Clusters (GGC). Its proximity, brightness and the moderate concentration make possible the study of its inner regions in great detail. This cluster has been the object of several intensive photometric campaigns, both 2015) This cluster also represents a natural benchmark for many theoretical studies, such as numerical simulations of the internal dynamics (Heggie & Giersz 2008; Heggie 2014) and the interactions with the Galaxy (e. g. Dinescu et al. 1999) .
Despite being so well-studied, the internal dynamics of this cluster are still poorly known. The kinematics of other GGC's have been explored in more detail. One purpose of such studies has been to determine the presence of a central intermediate-mass black hole in a cluster center, using integral-field spectroscopy to measure the radial velocity dispersion in the center of the cluster (e.g. within 10
′′ ; see for example Feldmeier et al. 2013 , Lützgendorf et al. 2013 , Theories of gravity have also been tested by measuring radial velocities of individual stars in the outer regions of a cluster (farther than 1 ′ from the center of the cluster, see for example Baumgardt et al. 2009 , Ibata et al. 2011 . Both techniques have their disadvantages when determining the kinematical status of a cluster: integral field spectroscopy requires a deconvolution of the observed spectra along the line of sight, while results from individual stars may be hampered by the low statistics, especially near the center of far clusters where it may hard to observe individual stars.
M 4 represents an excellent target for kinematic analysis, thanks to its proximity and the many detailed studies of its properties. Still, the latest determination of the internal radial velocity dispersion as a function of distance dates back to the radial velocity study of Peterson, Rees & Cudworth (1995, hereafter P95) , which sampled 182 members with radial velocity precision 1 km s −1 . Despite the many recent spectroscopic campaigns on M 4, more precise and accurate wavelength calibrations are required for radial velocity determination than for chemical analyses. Spectra obtained for abundance studies may be affected by systematic shifts in radial velocity among different observations, or simply lack the required spectral resolution for a precise determination of velocities. These aspects are usually not important for chemical analyses, but they severely impact the use of spectroscopic data from different instruments for detailed kinematics analyses.
During last decade our group has collected thousands of spectra using the GIRAFFE spectrograph at VLT to estimate the geometrical distance, by comparing the radial velocity dispersion with the proper motion dispersion, and dynamical state of several GGC. Analyses of these spectra have been hampered by systematics in data calibration and radial velocity measurements; see for example Milone et al. (2006) and Sommariva et al. (2009; hereafter S09) .
This project is the spectroscopic counter-part of an extensive astrometric and photometric investigation of M 4, involving about 700 WFC3/UVIS and 120 ACS/WFC HST images (GO-12911, PI Bedin), aimed at searching for and characterizing the binary population in the core as well as in the outskirts of the cluster (Bedin et al. 2013 , Paper I for a careful description of the HST large program GO-12911) .
In this paper we have focused our attention on significantly increasing wavelength calibration accuracies and radial velocity determinations of very low SNR stellar spectra. After introducing the dataset in §2, we devote §3 to a detailed description of the improvements in wavelength calibration. Our methodology to properly account for the geometrical distortions in a CCD chip when determining the drift in radial velocity that may occur between day-time calibration and science observations is described in §4. In §5 three well-known techniques are compared in order to establish which one is the most suitable to the characteristics of the instrument.
Finally, in §6 we discuss the application of these improved data reduction techniques to a dataset comprising 7250 spectra obtained with GIRAFFE for 2771 stars of the GGC M 4 in the wavelength region 5145 − 5360Å. Only about 300 stars in our sample reside on the RGB. The vast majority of the stars are members of the Sub-Giant Branch (SGB) and MS stars, i. e. relatively faint targets with low SNR spectra. Careful consideration of the continuum placement and the sky contribution for each stellar spectrum is required. These aspects have already been discussed in Malavolta et al. (2014; hereafter LM14) . While in our previous work we focused on the determination of atmospheric parameters over a wide range of evolutionary states and spectra of different quality, in this paper we aim to increase the precision of the radial velocities available in the literature and provide new insights into its internal kinematics.
THE SPECTROSCOPIC DATA SET
The spectra for our project were originally used by S09 to study the internal velocity dispersion of M 4 and to search for spectroscopic binaries. As described in LM14, the instrumental configuration was the GIRAFFE medium-high resolution spectrograph fed by the VLT Fibre Large Array Multi Element Spectrograph (FLAMES; Pasquini et al. 2000) in MEDUSA multi-fibre mode. This configuration produced single-order spectra for 132 objects (target stars and sky) in each integration. Using the GIRAFFE HR9 setup yielded spectra with dispersion of 0.05Å/pixel and measured 4-pixel resolving power R ≡ λ/∆λ = 25,800 in the wavelength range 5143Å < λ < 5356Å. The HR9 wavelength region is particularly useful for radial velocity studies because it contains a large number of iron lines and very strong absorption lines, notably the Mg-b triplet.
The M 4 target stars were selected by S09 from an astrometric and photometric catalog based on Wide Field Imager (WFI) data from the ESO/MPIA 2.2m telescope Anderson et al. (2006) . Each fibre's radius on the sky is 0.6 ′′ , so each chosen star was constrained to have no bright neighbors (defined as V neighbor < Vtarget + 2.5) within an angular distance of 1.2 ′′ . The spatial distribution and photometric properties of our target stars are the same as illustrated in Fig. 1 and 2 of LM14. Our target stars essentially sample all of M 4 spectroscopically up to twice the half-mass radius. The limiting magnitude of the targets, V 17.5, was chosen to ensure that a single M 4 integration had signal-to-noise SNR > 10 for each star, which was considered by S09 to be the minimum threshold to determine radial velocities (RVs) with a precision of a few hundred m s −1 , on the basis of previous experience with the instrument.
A total of 2771 stars covering CMD positions from the upper red-giant branch to about one magnitude fainter than the main-sequence turnoff (TO) luminosity were observed between 2003 and 2009, including 306 new spectra obtained in 2009 and targeting MS stars already observed in the pre- vious epochs. Determination of the M 4 velocity dispersion and binary star fraction were the prime motivators for obtaining these data. Therefore nearly all stars were observed at least twice, and three or more spectra were obtained for nearly 40% of the sample. A total of 7250 individual spectra were available for our study, as we summarize in Table 1 . Default basic reductions (bias and dark correction, flat fielding) have been performed with the ESO pipeline. Spectral extraction has been performed using the optimal spectral extraction algorithm (Horne 1986 ) and the empirical point-spread function concept from photometry (Anderson & King 2000; Anderson et al. 2006) adapted to spectroscopy (LM14). The extracted spectra are fully consistent with the ones delivered by the ESO pipeline using either the HORNE option or the standard SUM, as a consequence of the fact that scattered light and fiber crosstalk are negligible in this specific setting of the MEDUSA mode. Wavelength calibration is performed by taking a hollow cathode Thorium-Argon lamp (hereafter simply Th-Ar lamp) spectrum with each of the fibres in the MEDUSA plate with the selected instrument setup. These standard calibration frames are usually taken during the day, several hours before observations. During a science exposure five fibres called simultaneous calibration fibres (SimCals) can be dedicated to take additional Th-Ar spectra, in order to correct for changes in the wavelength dispersion solution caused by variations in air pressure and temperature occurred inside the spectrograph between the day-time calibration and night observations. S09 used the ESO Giraffe standard reduction pipeline (Blecha et al. 2000) and the Ancillary Data Analysis Software (Royer et al. 2002) to reduce the M 4 data from raw CCD exposures to wavelength-calibrated 1D spectra, apply the drift correction in the wavelength scale and determine the radial velocities of the observed stars.
A systematic offset of 150 m s −1 in the radial velocity zero point was observed by in the five simultaneous calibration fibres between 2003 and 2006 data (see §4.1 of S09 for a detailed discussion). Changes in environmental conditions inside the spectrograph (i. e. air pressure and temperature), as well as switching to different instruments modes, could cause an overall shift in wavelength (and hence RV) in the interval of time between observations and calibration exposures and between different nights. These should be automatically taken into account by the ESO pipeline using the simultaneous calibration fibres. After removing this source of systematic error, the only expected variation in RVs of calibration spectra taken in different epochs should have a random distribution, given by the precision in RV of the spectrograph and independent with time.
The dispersion inside a single epoch is several times smaller then the offset (Fig. 6 of S09) , and this seems to imply a problem in the original wavelength dispersion solution. Therefore we decided to revisit the basic reductions of the raw data sets, to see if the velocity precision could be significantly improved. In the next sections our different approach to wavelength calibration and drift correction is described. To mark the difference with the ESO pipeline, we will refer to our approach as Direct Calibration.
GIRAFFE WAVELENGTH CALIBRATION
ESO provides a pipeline for GIRAFFE as a part of the VLT Data Flow System (DFS). A detailed description of the pipeline can be found at the ESO website 1 ; here we provide a brief description of the wavelength calibration subroutine to highlight the differences with our Direct Calibration technique.
ESO Pipeline calibration
Calibration frames used for dispersion solutions are obtained by illuminating the entrance of the fibres with a hollow cathode Th-Ar lamp using the same setup as for the stellar spectra. A complete GIRAFFE dispersion solution consists of an optical model of the fibre spectra onto the CCD detector, a polynomial fit of the optical model residuals, and the correction of individual fibre offsets.
The solution is determined iteratively, i. e. at each iteration the previous model is updated until the measured emission lines have a negligible radial velocity with respect to the tabulated values. A previous dispersion solution is useful for rapid computations, but, if necessary, a new dispersion solution can be computed from scratch using the average optical model that accompanies the pipeline software.
In detail, for each wavelength calibration procedure, a set of unsaturated Th-Ar emission lines is selected according to the instrumental setup of the images. The position of these lines on the CCD is determined using an analytical optical model. The residuals between these positions and the measured ones are then modeled with a 2D Chebyshev polynomial. The global wavelength solution is then the sum of the optical model and of the polynomial residuals. See Royer et al. (2002) for a detailed description of the ESO pipeline, and Bristow et al. (2010) on the use physical models for instrument calibration.
Direct Calibration
A more classical, direct approach has been followed in our work. For each individual Th-Ar spectrum, a selected list of emission lines with known wavelengths are measured and then a piecewise polynomial (represented as Basis spline, de Boor 1977) is fitted to determine the wavelength dispersion solution.
The algorithm presented here is designed to automatically perform those steps that in other tools such IRAF 2 require human interaction. Although our reference wavelength range and resolution are the ones defined by the HR9 setting of GIRAFFE, we want to keep our algorithm as general as possible for rapid adaptation to different wavelength GIRAFFE ranges or for spectra obtained with different instruments.
Line lists of Thorium and Argon lines
Several published Th-Ar line lists are available in which lines have been selected according to their stability and strength from high resolution spectra; see for example Murphy et al. (2007) ; Lovis & Pepe (2007) . However, when dealing with medium resolution spectroscopy, blending with close or faint lines becomes important. The centers of lines of interest can be shifted several hundredths ofÅngstroms, thus leading to a less precise determination of the wavelength dispersion even with excellent data and a very accurate line list.
To create a line list that takes into account line blending, we proceeded in the following way. We have selected the Th-Ar reference spectrum obtained with ESO's 3.6m telescope Coude Echelle Spectrometer (CES, Enard 1982) as our reference among several Th-Ar spectrum available in the literature after checking the similarity with GIRAFFE Th-Ar spectra (emission features may change depending on the manufacturer of the lamp). This spectrum has been obtained with a resolving power of R = 200, 000, which is almost nine times the resolving power of GIRAFFE in the HR9 setting. We degraded this spectrum to match the resolution of our spectra; we will refer to this smoothed spectrum as the reference one. All the calibrations will be relative to the reference system given by this spectrum.
Lines have been automatically identified using the first derivative of the reference spectrum. Fig. 1 shows an example of the line identification process, with the smoothed reference spectrum in the upper panel (in arbitrary units f ) and its first derivative in the lower one (in arbitrary flux units perÅngstrom fÅ −1 ). To separate strong lines from small features and weak emission lines, we have selected only lines with null derivative at the expected central wavelength and inflection points on the side that have a minimum absolute value of 100 fÅ −1 . In our wavelength range 178 lines have been identified. The positions of these lines have been measured on the reference spectrum, and their values define our rest-frame system of reference for the determination of the wavelength dispersion solution of GIRAFFE calibration spectra. 
First approximation of the wavelength dispersion solution
A first approximation to the dispersion solution is needed to allow the algorithm to determine the solution. We start by selecting the ten lines with the largest fluxes from the reference Th-Ar spectrum in the wavelength range of interest. The number of lines has been chosen in a way that the included lines form a subset with mean flux that is at least a few times the flux of the brightest lines not included in the subset. This ensures that the selection in the observed spectra will not be affected by differences in the line flux ratios that may be present when comparing spectra obtained with lamps made by different manufacturers. A very rough pixel position for each line must be provided also: a single value is good enough for all the fibres, despite their shift in the cross-dispersion direction. The wavelength values are used as initial guesses for a Gaussian fit, so a precision of one half of the full-width-at-half-maximum (fwhm) is good enough. This selection can be easily performed by visual inspection directly at the reference spectrum, and must be done only once for a given wavelength range or instrument setup. This is the only human interaction required by the algorithm.
A Gaussian fit on these pre-selected lines is performed on both the pixel space for the observed spectrum and in the wavelength space for the reference one. The values are sorted in increasing order, so that the values in the pixel space have now an associated wavelength. The only precaution to be taken at this step is to check that no strong lines are present close to the border of the wavelength range (e. g. 10Å from each limit for our instrument setting), otherwise an error in the association of lines with pixels can occur. In fact, as a result of the optical design of GIRAFFE, the wavelength range of the spectra varies slowly across the CCD, with a maximum shift of about 10Å for the fibres close to the center of the sensor respect to the first one.
Before proceeding to the first approximate determination of a wavelength solution, we need an additional step to ensure that cosmic rays or uncorrected hot pixels have not been identified as spectral lines. By inspection of our data frames, we noticed that real spectral lines have a total shift of around 100 pixels in the cross-dispersion direction (i. e. across the fibres). The maximum shift with respect to the first fibre around the center of the frame is 50 pixels, so we set this value as a threshold for checking proposed line identifications in the various fibres. This steady shift in line positions in different fibres is a consequence of the optical design of the instrument and it varies smoothly across the sensor, so for each wavelength value we perform a low-degree polynomial interpolation of the pixel values versus their fibre number. The fit is performed a second time after the removal of outlier pixel values. The approximate wavelength solution is finally obtained interpolating the wavelength values versus the corresponding pixel values with a low-order polynomial (degree=3)
Wavelength dispersion solution for a single frame
Now that an approximate solution is available, the determination of the final dispersion solution is an iterative process where the resulting precision is increased with each iteration. These are the steps that we followed:
• at each iteration more faint lines are measured in the calibration frame and associated with lines in the reference spectrum.
• Lines with fwhm higher then a given threshold, nominally twice the instrumental fwhm at that wavelength, are excluded from the list;
• The dispersion solution is computed again, and the order of the polynomial can be increased according to the number of added lines.
• Lines that have an interpolated wavelength that differs from the reference value over a given threshold are rejected and not included in next iterations; the threshold is initially very large and it is rescaled at each iteration.
In the last two iterations, the lines are weighted according to their brightness and their width in both the calibration spectra and the reference one. After several tests Equation 1 was found to provide the best combination of these parameters,
( 1) where wi is the weight associated to the line i, σ cal,i and σ ref,i are the widths of the line in the calibration and reference Th-Ar spectrum respectively, and Ai is the measured amplitude of the line. An example of the weight association as a function of wavelength is given in the upper panel of Fig. 2 for a randomly selected calibration frame. In the last two iterations, the polynomial function is substituted with a piecewise polynomial (in the form of Basis splines or B-splines). To fit the curve to our data we made Figure 2 . Two quantities associated with pixel-wavelength calibrations are plotted as functions of wavelength. In the upper panel, the weight associated to each line is shown. In the lower panel, the difference between the wavelength determined using the dispersion solution for the measured center of the line, and the reference wavelength from CES spectra is plotted. The standard deviation of this difference is reported in the figure. Points from different fibres are color-coded accordingly.
use of the EFC routine included in the SLATEC Common Mathematical Library 3 , a collection of mathematical and statistical routines written in Fortran 77. This procedure is repeated individually for each fibre.
In the lower panel of Fig. 2 the difference between the wavelength obtained with the dispersion solution (from the position in the pixel space) and the reference wavelength from the CES spectrum is shown as a function of wavelength. The standard deviation of this difference, determined using all the lines measured in a calibration frame, is on average σ = 0.0033Å, which corresponds to ≃ 1/15 th of a pixel.
Overall calibration
After the wavelength calibration of a frame, the lines used for the dispersion solution are stored. Our dataset span a large temporal range, from almost the beginning of the scientific observations of GIRAFFE in 2003 until 2009. The information on emission Th-Ar lines from all these frames is collected in order to identify a stable set of lines and improve the dispersion solution. Only the lines that have been successfully measured on 90% of the fibres are retained. The only exception is for those lines that are closer than 10Å to the edge of the spectrum, for the reasons explained in §3.3. The weight associated to each line is the mean of the weights calculated in each calibration fibre using Equation 1. A total of 114 lines has been selected ( Table 2 ). The dispersion solution is then computed again, using the same function of the last iteration in §3.4 but with the improved line list. Using the same set of lines and weights to compute the dispersion solution results in a more homogeneous calibration of the entire dataset, while using the more stable lines reduce the scatter around the computed dispersion. In Fig. 3 , the resulting overall calibration for the same frame in Fig. 2 is shown. A further reduction of the dispersion from σ = 0.0033Å to σ = 0.0026Å of the difference between measured and reference wavelength of individual lines is obtained. To have an idea of the goodness of the dispersion solution, this result can be compared with the average pixel size of ≃0.05Å, or typically 1/19
th of the size of a pixel. 
SIMCAL CALIBRATION
A simultaneous calibration lamp provides a reference system obtained simultaneously with the observations, to take into account drifts of the spectrum in the wavelength space that may occur during the time between the Th-Ar lamp calibration frame and observations. GIRAFFE has five fibres available for Th-Ar SimCal, homogeneously distributed between the science fibres. In the ESO pipeline, drifts are corrected by cross-correlating the SimCals with the provided numerical mask; the resulting offsets are linearly interpolated across the CCD in the crossdispersion direction to determine the wavelength offset to be applied for each fibre to the dispersion solution obtained using the day-time calibration frame. Two apparently reasonable assumptions are made here: the drift is constant in the velocity space across the wavelength range of the considered order, and that the overall shift is linear in the spatial direction of the CCD.
We first check if these two assumptions are correct. In order to do so, we need to compare two Th-Ar calibration frames with a measurable drift. We then opted to compare calibration frames from two different nights. Emission line positions for each fibre are measured in both frames and the difference in pixel space is taken. Conversion of differences from pixel space ∆x pixel i into radial velocity space ∆RVi for the i th line is given by:
with λi given by the day-time wavelength dispersion solution, δλi is the size of the pixel in the wavelength space at the position of the i th line. Fig. 4 and the first panel of Fig. 5 show the difference between the calibration frames of two typical nights. Different night combinations show similar results, with the only significant difference being the amount of overall radial ve- . Radial velocity shifts between the calibration frames of two typical nights, along the cross-dispersion direction. The position along the wavelength dispersion direction is color-coded. This plot shows that the common practice of assuming a constant value along one axis is not justified. locity shift. It appears clear that both ESO pipeline assumptions here do not hold: the shift is not constant for a single fibre, and it is not a linear function of the cross-dispersion direction. Probably these differential shifts also happen during individual nights, even if in a less pronounced way. We conclude that correcting for a single value of the radial velocity will not provide a good correction for drifts, specially when temperature and air pressure inside the spectrograph are not actively controlled, as in our case.
In our new analysis, a 2D polynomial fit (Chebyshev polynomials of the first kind) of degree (2, 2) has been chosen to model the shift in radial velocity as a function of pixel coordinates. However, during science observations only five fibres out of 132 are available for simultaneous calibration (fibres 1, 32, 63, 94 and 125). To check if the polynomial fit works as well with a reduced number of fibres, we performed two fits of the measured RV differences for two given nights (first panel of Fig. 5 ): the first one using all the available fibres (second panel of Fig. 5 ), and the second one using only the SimCals fibres (third panel of Fig. 5 ), in both cases using the same function to fit the measured differences.
In the example shown in Fig. 6 , the difference between the drift model using only SimCal fibres and measured line positions (left panel) has a mean of ∆RV < 10 m s −1 and standard deviation σ ≃ 125 m s −1 after 5 − σ clipping. The difference with the model obtained using all the fibres (right panel of Fig. 6 ) shows a systematic of ∆RV < 10 m s −1 and a σ ≃ 20 m s −1 (after 5 − σ clipping). Considering that we are using only 5 fibres out of 132 to redetermine the drift across the whole detector, this is a reasonable result. Finally, we note that polynomials with higher degrees resulted in fit too sensitive to outliers when using only the five SimCal fibres. 
RADIAL VELOCITY DETERMINATION
In next section the three most popular techniques in radial velocity measurement are briefly described: Classical CrossCorrelation Function (CCF), Numerical CCF (nCCF), and Synthetic Template Matching. The steps for determination of radial velocities for each fibre within each exposure are then described in detail.
Classical Cross Correlation function: This is the technique developed by Tonry & Davis (1979) and implemented in the RVSAO package (Kurtz & Mink 1998) 4 . The observed spectrum is rebinned into a linear scale in logarithmic wavelength, continuum normalized and then the Fourier power spectrum (FPS) is computed. The Fourier power spectrum of a pre-selected template spectrum is computed too, and the two FPS are cross-correlated to determine the radial velocity shift. In some modifications of the algorithm, the CCF is computed using the spectra directly, in the logwavelength space.
Numerical CCF: This is the technique introduced by Baranne et al. (1996) and improved by Pepe et al. (2002) , also known as CORAVEL-type CCF. The observed spectrum is cross-correlated in wavelength space with a numerical mask with non-negative values at the central position of the line, and zero otherwise. Each value of the mask, or weight, is determined using a synthetic spectrum, taking into account the depth of the line and its width, in order to optimize the extraction of the doppler shift information. The cross correlation function is constructed by shifting the mask as a function of the Doppler velocity, and integrating the product of the mask with the observed spectrum. As a result of this definition, the value of the RV is given by the minimum in the cross-correlation function. To avoid confusion we will refer to this definition as nCCF This technique has proven its reliability in the discovery of several exoplanets, and achieves best results when a large number of lines is available (e. g., Pepe et al. 2004) .
Synthetic Template matching: A synthetic spectrum to be used as rest-frame reference is generated using the atmospheric stellar parameters from photometry. The observed spectrum is shifted in the RV space and for every shift vr the χ 2 of the difference between the observed and the synthetic spectrum is computed. The value of vr that gives the lowest χ 2 is taken as the radial velocity of the star. The main disadvantage of Classical CCF technique is that the rebinning process (required for the FPS computation) can introduce correlated noise in cases of very low SNR spectra. Since we want to avoid spectra rebinning in the first place this technique and further derivation have not been considered in the following analysis.
Application of the numerical techniques
We describe now our implementation of the Synthetic Template matching technique. To begin, the sky spectrum is removed from the observed one and the result is normalized to the continuum level of the stellar flux as later described in §5.2. Instead of a χ 2 function, we minimize the leastsquare function LSQ defined in Equation 3, where f⋆ is the observed stellar spectrum (after the steps described above), fsyn is the synthetic one, and the sum is over the n pixel data points of the observed spectrum. Pixels affected by cosmic rays or CCD defects and spectral ranges contaminated by Th-Ar emission from close SimCals fibres are flagged with a zero value in mask, and unitary value otherwise.
For each determination of the LSQ function the synthesis is shifted by −vr in the radial velocity space (in the opposite direction since vr is the velocity associated to the star) and then rebinned into the wavelength scale of f⋆. This approach avoids the more problematic rebinning of the noisier observed spectrum, and is the reason why the dependence on vr has been included in the synthetic spectrum fsyn(i, −vr).
The denominator of Equation 3 differs significantly from the one of a standard χ 2 function. We did not include the dependence on the continuum in LSQ determination because this shape is changing with time and changes in instrumentation (e. g. the change of CCD in May 2008 5 ); thus it could have introduced a bias depending on the epoch of observations. We instead decided to divide by the synthetic spectrum to give more weight to spectral lines, while a constant has been added to avoid an excessive weight for the deepest lines. The value of the additive constant has been found empirically by performing several tests on a subsample of stars of different spectral kind and with multiple observations. We have tested the Numerical CCF and the Synthetic Template Matching on several stars with spectra at various SNR to choose the technique that better suits our dataset. The resulting functions for a SGB star with V = 16.4 are shown in Fig. 7 in order to show the differences between the two techniques. For a given value of the radial velocity the Numerical CCF technique is using only the portions of the spectrum that are falling inside the positive values of the mask (namely δ−functions), while with the Synthetic Template Matching the LSQ function is determined over the entire spectrum. In both cases the width of the resulting functions will be given by the sum in quadrature of the average width of the spectral lines in the observed spectrum and the width of the lines in the mask/synthesis, hence with the Synthetic Match technique the final functions will be broader with respect to the Numerical derived one. A broader function will result in a greater uncertainty in the determination of its center, i. e. the Synthetic Match delivers a less precise radial velocity than the CORAVEL technique (if the same linelist is used in both cases). On the other hand, while this may be true in an ideal situation, when the limited wavelength range of the spectra allows to use only a few hundred of lines (with respect to the thousands of lines as in Pepe et al. 2004 ) as in our case, the CORAVEL technique is too sensitive to noise, as exemplified in Fig. 7 . We therefore decided to use the Synthetic Match to determine the RV of the whole set of stars.
Continuum normalization and Sky flux determination
Continuum normalization is one of the most daunting tasks in stellar spectroscopy. Generally speaking, there are several ways to deal with the continuum. When a spectrum has extended wavelength coverage as in the case of Echelle spectra, and the aim is to fit synthetic spectrum to the data, the continuum is obtained by fitting pre-selected feature-less spectral regions around the one to be analysed (as done by Kirby, Guhathakurta & Sneden 2008 , but many other examples are available in literature). In other cases as in the case of Equivalent Width measurements the interest is focused on individual lines and it is possible to use those surrounded by at least a fewÅngstroms of local continuum (see for example the criteria used by Sousa et al. 2007 to create their linelist). Our dataset however presents several major complications. The spectral range is very short, ∆λ = 214Å, and very crowded, so there are no line-free regions available to set a continuum level reliably. In fact, the HR9 setting was chosen for the richness in this spectral window. The wings of the Magnesium-I triplet (5167.33Å, 5172.70Å, 5183.62 A) affect nearly one quarter of the spectrum beginning at the low-wavelength edge of our spectra, so that the continua must be extrapolated from the last three quarters of the spectra. Moreover, many lines are blended or very close, making the determination of local continua very difficult.
To determine the continuum for each spectrum, we used a technique similar to the one introduced in LM14. Briefly, the continuum level and sky contribution are determined by using a spectral synthesis, obtained using the photometric stellar parameters and average metallicity of the cluster, and the Solar Flux Atlas (Kurucz et al. 1984 ) as a template sky spectrum, both normalized to unity. Photometric atmospheric parameters for M 4 have been derived using the photometric catalog kindly provided by Peter B. Stetson (D'Antona et al. 2009 ) and the calibrations from Ramírez & Meléndez (2005) and Casagrande et al. (2010) . The latest determinations for reddening and distance from Hendricks et al. (2012) have been adopted: E(B − V ) = 0.37 ± 0.01, RV = 3.62 and D cluster = 1.80 kpc. Syntheses are generated using the current version of the Local Thermodynamic Equilibrium (LTE) code MOOG (Sneden 1973) , and Kurucz (1992) atmosphere models calculated with the α−enhanced New Opacity Function Distribution (AODFNEW, Castelli & Kurucz 2004 ). More details on the photometric parameter determination, atomic line parameters and synthesis calculation can be found in LM14.
To apply this technique, we need to know the radial velocity of the star. At this stage high precision in RV is not required. A single pixel has an average size of 2.5 km s −1 , so an error of several hundreds m s −1 still yields a good fit of the synthesis to the observed spectra, given the fact that our goal at this stage is to determine the continuum level and not to derive accurate radial velocities or stellar parameters. The radial velocity is derived using a numerical CCF (Baranne et al. 1996) with line positions and weight derived from the same synthetic spectrum that will be used to determine the continuum, following the prescriptions in Pepe et al. (2002) .
As can be seen from Equation 4, the value of the nCCF at a given radial velocity point vr is proportional to the sum of the stellar flux collected by each δ function i in the numerical mask, rescaled for the weight ci. In this equation, λ i vr is the wavelength of the line i shifted for the radial velocity of the nCCF and δλ is the size of the hole in the numerical mask.
The result of the numerical CCF allows us to determine the star/sky flux ratio. The nCCF is computed for the smoothed synthetic spectrum (nCCF synth ) and the sky spectrum (nCCF sky ) without any further correction and using the same numerical mask. The cross-correlation function of the observed spectrum nCCFstar is then fitted with a linear combination of nCCF synth and nCCF sky , being the linear coefficients of the fractions of stellar and sky fluxes.
The upper panel of Fig. 8 shows the nCCF synth (red line) and the nCCF sky (blue line) derived from normalized spectrum. The sky spectrum has a lower continuum and a deeper nCCF because of the higher metallicity and lower temperature respect to the observed star. In the lower panel, the two nCCFs are rescaled according to their estimated fluxes in order to show their relative influence, and their sum (green line) is compared with the observed nCCF (black points). Note here that this technique works best when the observed RV of the star (including Earth motion contribute) differs significantly from the RV of the sky, i. e. |v star r | > 20 km s −1 . Both solar and synthetic spectra then are rebinned into the wavelength scale of the science spectrum (keeping con- stant the flux for wavelength unit) and degraded to match the spectral resolution of the instrument. Finally the instrumental effects (e. g.flat-fielding) are applied to make the comparison with the observed spectrum possible. A normalized linear combination of the two modified spectra, with the sky/flux ratio as coefficients, is multiplied by a polynomial function: its coefficients are determined by fitting the observed spectrum. The partial continuum levels of star and sky are obtained by substituting the initial synthesis and the sky spectra respectively with unitary spectra and applying all these same steps, with the exception of the fit of the polynomial function which coefficients are now known. The overall continuum level is the linear combination of the two partial continua.
When sky subtraction and continuum normalization play a decisive role, e. g. in the determination of the stellar atmosphere parameters, more refined values for the star/sky ratio and continuum coefficients should be obtained as described in LM14, where a much larger emphasis was given to the quality of the sky subtraction and continuum normalization. In that case, the star/sky ratio was fitted simultaneously with the stellar parameters of the synthetic spectra and the continuum placement, while here it is determined prior to the RV measurement.
Atmospheric parameters and abundance measurements are particularly sensitive functions of the depth of the spectral lines, e. g. underestimating the continuum level would result in lower abundances, so refined values for the star/sky ratio and continuum coefficients are required. Compared to this, measuring the shift in wavelength of a spectrum is a simpler process. Thus while removing the sky contribution and removing instrument signatures can help, ultimately the achievable precision will depend on other factors such as the quality of the wavelength calibration and the SNR of the spectra. For this reason we have decided to stick with the simpler approach presented here. Fig. 9 shows the continuum determination for a Vmag = 16.4 star, with photometrically derived T eff = 6000 K, log g = 4.0, and [Fe/H] = −1.15. The spectrum was taken on 2006 September 04, about five days before full Moon, at which time the angular separation between M4 and the moon was ≃ 40 o . Extraction of a pure stellar spectrum here is very difficult: the SNR is low, the sky contamination is large, the stellar lines are strong, the Mg I triplet in star and sky spectra severely depress the fluxes at the blue end of the spectral range, and as always the total spectral range is short. All these effects combine together to make it almost impossible to find suitable line-free continuum zones to normalize the spectra. However, as we show in the lower panel of Fig. 9 , our technique works well even in these difficult cases. The observed spectrum is closely matched by the combination (green line) of the contribute of the sky (red line) and the stellar spectrum (blue line), with a sky/star ratio of 0.46. The knowledge of the individual contributes allows a reliable continuum determination even in problematic region of the spectra, such as around the Magnesium triplet. The residuals of the fit in this region (in the lower panel) have a standard deviation of 21 e − , which is very close to the value of the photon noise, ≃ 17e − . For faint stars, even if observed only a few days after new moon, the sky can contribute up to half of the observed spectra of faint M 4 targets. Otherwise the additional lines would lower the continuum level determined using only the stellar synthesis. Fortunately, our spectral range (5140Å < λ < 5360Å) is free from atmospheric absorption lines, so no correction is required for this potential issue. Fig. 10 shows the LSQ function for this observation before and after the removal of the sky spectrum. The spectrum has been normalized using the continuum associated to the combined sky+synthesis in the first case, and the continuum associated to the synthesis alone in the second case after sky removal. The slope introduced by the contribution of the sky, which inevitably alters the shape of the curve associated to the star, is essentially gone after skysubtraction from the observed spectrum. Finally, confidence in this approach for removing sky contamination and continuum normalization is increased by noting that stars with multi-epoch observations show lower internal dispersion in their RVs than can be obtained with other methods.
RESULTS
After sky subtraction and normalization, the radial velocity is finally determined with a gaussian fit of the resulting LSQ function, determined as described in 5.
Radial velocities shifts due to the intrinsic velocity of the star and the Earth motion are then applied to the stellar synthetic spectrum. Heliocentric and Barycentric corrections are determined using the FORTRAN subroutine by Stumpff (1980) . The error in the radial velocity associated with a single exposure is a function of the spectral type of the star, the characteristics of the instrument, the radial velocity determination technique and the SNR of the spectrum. Instead of trying to determine a formal velocity error of a single ex- posure, we determine an empirical error using the several radial velocity measurements available for each star.
The weighted mean velocity of a star vr is determined using Equation 5, where r is the index of the star, j is the index referring to individual exposures and n is the total number of observations available for the given star.
We use as weight wr,j the inverse of the minimum of the LSQ function (Fig. 10) after normalizing it for the number of pixels used. Following S09, the unbiased estimator for the population variance is determined with
It is interesting to compare the distribution of the radial velocity dispersion associated to each star before and after the SimCals correction for three different intervals in de-reddened V magnitude (Fig. 11) . Going from the lower panel to the upper one, we can see how the correction for instrumental drifts in the radial velocity becomes increasingly more important for brighter stars, i. e. with higher SNR. This improvement is highlighted by the difference in the median values of the two distributions (vertical lines in the Figure) . Although radial velocity measurements for faint stars are mostly dominated by photon noise, a small improvement in the σv r is still present. The average scatter σv r bin for a magnitude bin is computed as the 68.27 th percentile of σv r distribution. This value is computed for several magnitude bins and the resulting values are interpolated to determine the estimated error in the radial velocity as a function of magnitude σv r (V ) (the subscript is omitted for the sake of brevity in the next sections). In the left-hand panel of Fig. 12 we show the computed σv r values for our M 4 stars that have multi-epoch observations. In addition, we show the comparable trend that was derived by S09 (red thick line in Fig. 10 of their paper, blue line in Fig. 12 ). In the right-hand panel of this figure we show histograms of σv r in five magnitude bins. To ensure a fair comparison, we did not include the data acquired in 2009 in this analysis (see Section 2). At high SNR (i. e. V0 < 13) the error is dominated by the instrumental stability, the goodness of the SimCals correction and the precision of the RV determination technique, for a total uncertainty of ≃ 100 m s −1 (< 0.0018Å, or < 0.02 pixel). We regard this as the practical precision limit in radial velocity that can be obtained from these GIRAFFE data.
For brighter (RGB) M 4 stars the effect of the sky in RV determination is negligible even for observations obtained close to the full moon. For fainter stars with lower SNR data, the quality of the spectra becomes the main component in the precision of the RV determination. The combination of an improved wavelength calibration and careful determinations of radial velocities result in an increased precision of about a factor of two compared to the S09 results in the radial velocity determination of a single star.
Following S09, we consider stars with σv r > 3 σv r to be M 4 binary candidates. Using their same dataset, i. e., without data taken in 2009, we find 22 candidates out of 454 targets with V0 < 14.9, and 55 candidates out of 2068 targets with V0 > 14.9, for a total of 77 binary candidates. A total of 20 more candidates are found compared to the previous analyses by S09, using the same dataset and the same statistical approach. When the data from 2009 are included in the analysis 10 additional binary candidates with V0 > 14.9 are found, with the total number of candidates growing to 87. Results are summarized in Table 3, while  individual RVs are reported in table 4. Target stars have been carefully selected using multiband photometry and proper motions, drastically reducing the chance of contamination by other stars. If present, contaminated spectra would have caused anomalous values in the FWHM or depth of the fitting function, which however have not been observed.
We did not attempt to determine the cluster binary fraction because the limited number of available epochs requires detailed completeness simulations, which are beyond the scope of our work, but it is likely that the true fraction in the outskirts of the cluster is substantially less than 0.1, in agreement with Milone et al. (2012) and Nascimbeni et al. (2014, Paper III) . A future paper of the series will deal with the fraction and spatial distribution of binaries in M4 with a joint analysis of photometry, RV and proper motions.
Mean radial velocity and velocity dispersion
The average velocity of M 4 has been computed for four magnitude bins. Binary candidates are excluded from the sample, while we retain stars with only one RV measurement by assigning them σv i = σv r evaluated at their magnitude. Outliers in the CMD and obvious non-members (i. e. those stars with RV lower than 55 km s −1 or higher than 87 km s −1 ) are excluded as well, leading to a total of 2543 stars out of the 2771 of the initial sample. The weighted radial velocity mean for the cluster, the associated error, the dispersion of the distribution, and the number of stars for each magnitude bin are reported in Table 5 and displayed in Fig. 13 . Errors on RV dispersions have been calculated as described in § 6.2 There is no significant trend in the cluster mean radial velocity with magnitude.
Our measured mean radial velocity for M 4 is vc = 71.08 ± 0.08 km s −1 with a cluster dispersion of µv c = 3.97 ± 0.05 km s −1 . This value is in agreement with previous studies. P95 reported a radial velocity mean of v = 70.9 ± 0.6 km s −1 using 200 giant stars. Côté & Fischer (1996) derived a value of 70.3 ± 0.7 km s −1 from the analysis 33 turn-off dwarf stars. Our analysis marginally agrees with the one performed by S09, which determined a mean radial velocity of 70.27 ± 0.19 km s −1 using our same dataset. The main differences with that study, as described in previous sections, are in the wavelength calibration and in their use of a numerical mask. Unfortunately no radial velocity standards are present in our dataset, so for the moment it is not possible to assess the origin of this small offset.
Before discussing the RV dispersion as a function of the distance from cluster center, note from the two upper-right panels in Fig. 13 that the RV distribution for RGB and SGB stars deviates from a simple gaussian distribution. To verify that these deviations do not affect the determination of the radial dispersion profile of the cluster, in Fig 14 we have plotted the RV distribution of RGB stars (V0 < 14.75) for seven annuli of radial distance and for the full dataset (in the Table 3 . Average radial velocities of the 2791 stars of the sample. Only a sample is given here, the full table will be available in the online version of the manuscript, together with a table comprising the binary candidates only. last panel on the right). The gaussian fit obtained using the full RGB sample is shown for comparison in all the panels, after properly rescaling for the total number of stars in each sample. While the deviation from the normal distribution of each sample is not statistically significant, we have preferred to exclude the RGB and SGB stars from the following analysis since in our judgement they cannot provide a reliable picture of the kinematical status of the cluster. It is also likely that evolved stars have different kinematics with respect to MS stars as a consequence of mass segregation, thus supporting our choice of analysing the MS sample alone. The faintness of MS stars fortunately is not a limit in the determination of the kinematical properties of the cluster, thanks to the large size of the sample and our efforts in improving the RV precision.
Radial velocity dispersion
The dependence of the radial velocity dispersion with the distance from the cluster center is analysed by dividing our sample into 10 radial, circular annuli on Figure 13 . The weighted radial velocity mean of the cluster, the dispersion of the distribution and the number of stars for four magnitude bins, delimited with a grey line in the CMD. Candidate binary stars are denoted in red. There is no significant trend of the mean velocity of the cluster with magnitude.
the sky projected (tangent) plane and centered on (α, δ)J2000. (Goldsbury et al. 2010) . The weighted velocity dispersion in each bin is then calculated, as displayed in Fig. 15 .
To take into account the broadening due to the observational uncertainty, for each bin the 68.27 th percentile of the error distribution has been computed and the resulting . The radial velocity dispersion is plotted as a function of distance from the cluster center (black circles). Thanks to the larger sample and the improved RV precision, our data show that the velocity dispersion is steadily decreasing as a function of radius. This trend is suggested, but not statistically significant, by the data from Peterson, Rees & Cudworth (1995) (blue triangles) value (≃ 0.3 km s −1 ) quadratically subtracted from the observed cluster dispersion µv c in each bin. The error in the mean has been quadratically subtracted as well. We use the symbol µint to distinguish the resulting value from the observed cluster dispersion. The vertical error for each bin has been determined following Peterson & Latham (1986) Table 6 .
Thanks to the larger sample and the improved RV precision, our data show a steadily decreasing trend of the radial velocity dispersion as a function of radius. Our data are compatible with the one of P95, although in their case the trend is not statistically significant. This trend is still present with the same amplitude under different assumed statistical restrictions. These include: (a) considering only stars with at least three individual radial velocities; (b) applying a different σ-clipping on RV errors, i. e. σv r 3 σv r instead of σv r 5 σv r ; (c) selecting the stars in magnitude intervals. The radial distribution in P95 was determined using 182 members with a radial velocity precision of ≃ 1 km s −1 for individual stars, while our sample comprises a larger number of stars (1763 MS members) and higher precision for a single star velocity determination (a few hundred m s −1 ).
Rotation
Cluster rotation has been determined by following the same approach of Côté et al. (1995) . Briefly, the cluster is halved by the position angle PA, and the difference between the mean radial velocity of the two sides is computed, the error associated to each point being the sum in quadrature of the error on the mean of each side. The rotation curve as a function of the PA is then obtained by repeating the measurement for different values of the PA. We adopted the same convention of Bellazzini et al. (2012; hereafter B12) , i. e. the PA is increasing anti-clockwise from north (PA = 0 • ) to east (PA = 90
• ) in the plane of the sky, and the sinefunction to fit the curve as ∆Vr = Arot sin(PA + 270 − PA0), where PA0 corresponds to the PA of the rotation axis and Arot is the rotation amplitude projected on the plane of the sky and averaged over the range of radius of the sample. To better investigate the properties of the cluster, we have performed the analysis twice, by including all MS and SGB stars (which should share the same dynamical properties), and then by considering only only stars farther than 4 ′ from the cluster center, as previously done by P95. Binary candidates identified in Sec. 6 have been excluded from the analysis. The best-fit values are Arot = 0.51 ± 0.06 km s −1 and PA0 = 127 ± 7
• for the whole sample, and Arot = 0.60 ± 0.07 km s −1 and PA0 = 125 ± 7
• for the distance-selected one, thus being perfectly consistent. (Fig. 16) . These values are obtained using a Monte Carlo method. Each data point is perturbed of a random value extracted from a normal distribution with the associated error as standard rotation, and the rotation curve is fitted. This procedure is then iterated 10.000 times to obtain a distribution of the two parameters and an estimate for their errors.
A common test to assess the statistical significance of the rotation signal is to perform a two-side KolmogorovSmirnov test on the cumulative distribution of RVs of stars that lie on opposite sides of the rotation axis (B12, Lardo et al. 2015) . The presence of rotation induces a shift between the two distribution, see Fig. 17 , hence the KS test quantify the probability to obtain the observed distribution under the null hypothesis that no rotation is present. We obtain PKS = 4.5% and PKS = 0.4% for the full sample and the distance-selected one respectively. The lower probability in the second case is expected, since we have removed from the sample the central region of the cluster, where the projected rotational velocity becomes negligible. For the RGB stars alone we obtain PKS > 20%, so we have not included the analysis in the text. Our results are consistent with the Figure 17 . Comparison of the cumulative vr distribution of stars on the left (dashed lines) and on the right (continuous lines) side of the rotation axis of the cluster. The cumulative distributions along with the probability of null-hypothesis of the KolmogorovSmirnov test P KS is shown for the whole MS+SGB sample (upper plot), and for MS+SGB stars farther than 4 ′′ from the cluster center. This result confirms the moderate rotation already observed in previous works.
previous claim of moderate rotation for this cluster of P95. We found a rotation amplitude several times smaller than the value of Arot = 1.8 ± 0.2 km s −1 of Lane et al. (2010) , although they quote half of this value as the rotation velocity.
CONCLUSIONS
We have presented a new approach for the determination of accurate wavelength dispersion solutions for not-stabilized instruments. We have developed an algorithm for improved corrections for radial velocity shifts using simultaneous calibration fibres. Several precautions have to be taken when dealing with low SNR spectra covering a short wavelength range and strong absorption features, in particular during sky spectrum subtraction and continuum normalization. Together with a careful choice of the radial velocity technique that better suites the characteristics of our spectra, we have been able to significantly increase the precision of the radial velocities with respect to existing tools. Algorithms have been optimized to require only a minimal user interaction.
The code we have developed is lacking the necessary documentation to be user-friendly at present. While we do not exclude a general release in the next future, we have decided to not make it public yet. Instead, we provide a very detailed description of each step of our methodology with the hope that large consortium dedicated to data reduction, such as the Gaia-ESO or ESO itself, can implement and eventually improve it for other GIRAFFE settings as well other instruments.
Our new radial velocity procedures have been tested on a large dataset for globular cluster M 4 with extant stateof-the-art radial velocity measurements in the literature, in order to assess the improvement in velocity precision. A total of 7250 individual spectra for 2771 stars, gathered with the GIRAFFE spectrograph at VLT during a multi-epoch campaign, have been analysed, for a total of 2543 stars after removing non-members and candidate binaries. The derived cluster radial velocity is v = 71.08 ± 0.08 km s −1 , in agreement with previous measurements in literature but with an offset of ∆v = 0.81 km s −1 with the previous value derived using the same dataset (probably due to the different radial velocity determination technique). We found a total of 87 binary candidates, 22 giants and 65 sub-giants and dwarfs, which is a significative increase of the number found by previous analyses.
From our data we have measured a rotational amplitude of ≃ 0.5km s −1 , providing a statistical confirmation of the negligible rotation of this cluster. An average radial velocity dispersion of 4.5 km s −1 within 2 ′ from the center of cluster and steadily decreasing outward has been found, in contrast with the nearly constant value of 3.5 km s −1 from P95. Our new determination is going in the same direction of recent simulations from Heggie (2014) , where a N-body simulation of the cluster results in a RV dispersion steadily, and it will further improve the dynamical modeling of M4. Ultimately, the combination of these data with the unprecedented precision of the proper-motions that will be delivered by the HST Large Program described in Paper I and following will provide a deeper insight into the three-dimensional dynamics of the cluster and a new, more accurate determination of its geometrical distance, among other things.
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