Many iterative methods in applied mathematics can be thought of as fixed-point iterations, and such algorithms are usually analyzed analytically, with inequalities. In this paper, we present a geometric approach to analyzing contractive and nonexpansive fixed point iterations with a new tool called the scaled relative graph (SRG). The SRG provides a rigorous correspondence between nonlinear operators and subsets of the 2D plane. Under this framework, a geometric argument in the 2D plane becomes a rigorous proof of contractiveness of the corresponding operator.
1. Introduction. Fixed-point iterations abound in applied mathematics and engineering. This classical technique, dating back to [49, 51, 41] , involves the following two steps. First, find an operator T : X → X , where X is some space, such that if x = T (x ) (i.e., if x is a fixed point), then x is a solution to the problem at hand. Second, perform the fixed-point iteration x k+1 = T (x k ) and prove, or at least hope for, convergence. A wellknown approach to establishing convergence of a fixed-point iteration is to show that T is a contraction. More precisely, if X is a nonempty complete metric space with metric d and if the contractive inequality d(T (x), T (y)) ≤ Ld(x, y), ∀ x, y ∈ X holds for some L < 1, then the iteration geometrically converges to the fixed point x with rate d(x k , x ) ≤ L k d(x k , x ). Much research in applied mathematics is dedicated to showing this contractive inequality for an iterative method in consideration. Such proofs are usually done analytically, through a series of inequalities.
In this paper, we present a geometric approach to analyzing contractive and nonexpansive fixed-point iterations with a new tool called the scaled relative graph (SRG). We can think of the SRG as a signature of an operator analogous to how eigenvalues are a signature of a matrix. Furthermore, the SRG provides a correspondence between algebraic operations on nonlinear operators and geometric operations on subsets of the 2D plane. Using this machinery, we can rigorously prove an operator is contractive by proving its SRG is contained in the circle with radius less than 1 centered at the origin using elementary Euclidean geometry. To clarify, these geometric arguments are rigorous proofs, not just illustrations.
One advantage of geometric proofs is that a single or a few geometric diagrams concisely capture the core idea. In contrast, it is much more difficult to summarize a classical analytic proof based on inequalities into a single core insight. Another advantage is that tightness, loosely defined as being unable to improve a stated result without additional assumptions, is often immediate. In contrast, discerning whether it is possible to make improvements when examining a proof based on inequalities is usually more difficult; providing a matching lower bound is often the only way to establish tightness of such results.
Although this paper seeks to demonstrate the value of SRG by analyzing methods in convex optimization, as this is the primary field of expertise of the authors, the geometric approach has the potential to be broadly applied to analyze the wide range of fixed-point iterations used in applied mathematics and engineering such as alternating projection onto convex sets [59, 29, 15] , iterative thresholding and split Bregman for compressive sensing [9, 27] , iterative methods such as Jacobi, Gauss-Seidel, Kaczmarz, and Landweber for solving linear systems [33, 37, 28] , the proximal point method for variational inequalities [53] , and the many first-order and primal dual optimization algorithms that have flourish in machine learning, image processing, and scientific computing over the last few decades [12, 8] .
The paper is organized as follows. Section 2 discusses preliminaries and sets up the notation. Section 3 presents the notion of the SRG. Section 4 maps algebraic operations like scaling and inversion of operators to geometric operations of the SRG. Section 5 maps addition of operators to addition of the SRGs. Section 6 maps composition of operators to complex multiplication of the SRGs. Section 7 applies the machinery introduces the notion of invariant circles and presents an impossibility result. Section 8 applies the machinery to understand metric subregularity and presents impossibility results on when metric subregularity is insufficient for establishing linear convergence. Section 9 concludes the paper.
1.1. Prior work and contribution. Using circles or disks centered at the origin to illustrate contractive mappings is very natural and probably common. Eckstein and Bertsekas's illustration of firm-nonexpansiveness via the disk with radius 1/2 centered at (1/2, 0) [22, 23] was, to the best of our knowledge, the first geometric illustration of notions from fixed-point theory other than nonexpansiveness and Lipschitz continuity. Since then, Giselsson used similar illustrations in earlier versions of the paper [26] (the arXiv versions 1 through 3 have the geometric diagrams, but later versions do not) and more thoroughly in his lecture slides [24] . Through personal communication, we are aware that many have privately used geometric illustrations similar to those presented in this paper to initially build intuition, although the actual mathematics and proofs were eventually presented analytically, with inequalities. The use of geometry for rigorous proofs of results of nonlinear operators is, to the best of our knowledge, new. The notion of the SRG was first presented in the authors' unpublished manuscript [31] .
Throughout this paper, we state known results as "Facts". The contribution of this paper is the alternate geometric proofs of these known "Facts", the novel results stated as "Propositions" and "Theorems", and the overall geometric approach based on the SRG.
Preliminaries.
In this section, we discuss preliminaries and set up the notation. We refer readers to standard references for more information on convex analysis [32, 13, 8] , nonexpansive and monotone operators [4, 54] , and geometry [60, 50] .
Write H for a real Hilbert space equipped with the inner product ·, · . Readers unfamiliar with infinite-dimensional analysis can simply consider H = R n . Given α ∈ R and sets U, V ⊆ H, write
Multi-valued operators. Multi-valued operators, which map a point to a set, is a very natural notion in analyzing nonexpansive operators because there is a one-to-one correspondence between (single-valued) nonexpansive operators and (multi-valued) monotone operators. (In particular, A is nonexpansive if and only if there exists a multi-valued monotone operator B such that A = 2J B − I. We define monotonicity and the resolvent J B soon.)
We say A is a (multi-valued) operator on H and write A : H ⇒ H if A maps a point in H to a (possibly empty) subset of H. So A(x) ⊆ H for all x ∈ H. For simplicity, we write Ax = A(x). Define dom(A) = {x | Ax = ∅}. If A : H ⇒ H always maps a point to a singleton or the empty set, we say A is single-valued and identify it with the functioñ A : dom(A) → H such that {Ã(x)} = A(x) for all x ∈ dom(A). The graph of an operator is defined as
For convenience, we do not distinguish an operator from its graph, usually writing (x, u) ∈ A to mean u ∈ Ax. Write I : H → H for the identity operator on H. Define the inverse operator as
which always exists. This is not an inverse in the usual sense since 
We often omit • and simply write AB to mean A • B. Operator classes. We say A is a class of operators if A is a set of operators on Hilbert spaces. Note that A 1 , A 2 ∈ A need not be defined on the same Hilbert spaces, i.e., A 1 :
For example, L 1 is the class of nonexpaisive operators on all Hilbert spaces. Given a class of operators A and α = 0, write
Given classes of operators A and B and α > 0, write
To clarify, these definitions require that A and B or A and I are operators on the same (but arbitrary) Hilbert space H, as otherwise the operations would not make sense. For L ∈ (0, ∞), define the class of L-Lipschitz operators as
where, to clarify, H is an arbitrary Hilbert space. We call an operator a contraction if it is L-Lipschitz for some L < 1, and nonexpansive if it is 1-Lipschitz. For β ∈ (0, ∞), define the class of β-cocoercive operators as
Define the class of monotone operators as
, then the inequality is vacuous. For µ ∈ (0, ∞), define the class of µ-strongly monotone operators as
For θ ∈ (0, 1), define the class of θ-averaged operators N θ as
In these definitions, we do not impose any requirements on the domain or maximality of the operators. This choice is necessary for the notion of SRG-fullness discussed in Section 3.3. In fact, the results of this work are entirely independent of the notion of maximality.
Convex analysis. A function f :
.
for the subdifferential of a convex function f at x. Following the notation of [48] , respectively write F µ,L , F 0,L , F µ,∞ , and F 0,∞ for the sets of lower semi-continuous proper functions on all Hilbert spaces that are respectively µ-strongly convex and L-smooth, that are convex and L-smooth, that are µ-strongly convex, and that are convex, for 0 < µ < L < ∞. Write
Geometry. We use without reference results from elementary geometry such as the fact that 2 non-identical circles intersect at at most 2 points. We do, however, explicitly state the following two results as they are not as well known.
Stewart's theorem [56] states that for a triangle ABC and cevian CD to the side AB,
the lengths of the line segments satisfy
Given nonzero a, b ∈ H, define the angle between them as
We use the convention that ∠(a, b) = 0 if either a or b is 0. The spherical triangle inequality states that any nonzero a, b, c ∈ H satisfies We use the spherical triangle inequality in Theorem 6.1 to argue that there is no need to consider a third dimension and that we can continue the analysis in 2D. All other geometric arguments on this paper rely on 2D geometry. Extended complex plane. We use the complex plane C instead of R 2 to represent the 2D plane. This choice will simplify our notation since complex numbers compactly represent rotations and scaling. However, we do not use much complex analysis. A complex number z ∈ C has a polar representation z = re iϕ = r cos ϕ+ir sin ϕ, where 0 ≤ r and ϕ ∈ [0, 2π). Given z ∈ C, writez for its complex conjugate.
The extended complex plane C = C ∪ {∞} is the complex plane augmented by a point at infinity. For z ∈ C, we adopt the usual convention of
We avoid operations like ∞ + ∞, 0/0, ∞/∞, and 0 · ∞ throughout the paper. Given α ∈ C, α = 0, and Z ⊆ C, define αZ = {αz | z ∈ Z}.
Inversive geometry. We call z →z −1 , a one-to-one map from C to C, the inversion map. (The inversion map is well-defined at 0 because we use the extended complex plane C.) In polar form, we have re iϕ → (1/r)e iϕ for 0 < r < ∞, i.e., inversion preserves the angle and inverts the magnitude. In complex analysis, the inversion map is known as the Möbius transformation [1, p. 366 ]. More generally, inversive geometry allows inversion about any circle. It is a classical tool for solving problems in Euclidean geometry [50, p. 75] . In this work, we only consider inversion about the unit circle Define generalized circle as a subset of C that represents either a (finite) circle or a line and ∞. The interpretation is that a line is a circle with infinite radius. The inversion map z →z −1 maps generalized circles to generalized circles. The inversion of a generalized circle can be determined by the following steps: First, draw a line L doing through the origin orthogonally intersecting the circle. Second, let −∞ < x < y ≤ ∞ represent the distance of the the intersecting points from the origin. If the generalized circle is a line, then y = ∞. If x, y are on the opposite side of the origin, then x < 0. Third, draw a generalized circle orthogonally intersecting L at (1/x) and (1/y). Fourth, when inverting a region with a generalized circle as the boundary, pick a point on line L within the interior of the region to determine on which side of the boundary the inverted interior lies. See Figure 2 . c d Fixed-point iterations. Given T : H → H, consider the fixed-point iteration given by
If an operator T is nonexpansive, the fixed-point iteration may not converge. For instance, if T = −I, then x k oscillates between x 0 and −x 0 . If T is a contraction with Lipschitz constant L < 1 then x k → x strongly to the fixed point x with rate O(L k ). This classical argument is the basis of the Banach contraction principle [3] . If T is averaged, i.e., T = (1 − θ)I + θR for some nonexpansive operator R and θ ∈ (0, 1), then x k → x weakly for a fixed point x provided that T has a fixed point. This result is the basis of the Krasnosel'skiȋ-Mann iteration [44, 36] . The assumption of averagedness is stronger than nonexpansiveness and weaker than contractiveness. (The latter fact is easy to see using the SRG.) Many, although not all, fixed-point iterations are analyzed by establishing that the underlying operator is contractive or averaged.
3. Scaled relative graphs. In this section, we define the notion of scaled relative graphs (SRG). Loosely speaking, SRG maps the action of an operator to a set on the extended complex plane. 
The absolute value (magnitude) |z| = u − v / x − y represents the size of the change in outputs relative to the size of the change in inputs. The argument (angle) ∠(u − v, x − y) represents how much the change in outputs is aligned with the change in inputs. Equivalently, Re z and Im z respectively represent the components of u − v aligned with and perpendicular to x − y, i.e.,
where P span{x−y} is the projection onto the span of x − y and P {x−y} ⊥ is the projection onto the subspace orthogonal to x − y.
If x = y and u = v, then A is multi-valued and we consider z = ∞ ∈ C. The idea is that |z| = u − v /0 = ∞, i.e., u − v is infinitely larger than x − y = 0. If x = y and u = v, then (x, u) and (y, v) represents a single evaluation and there is no change of input or output to consider.
Define the SRG of an operator A : H ⇒ H as
To clarify, G(A) ⊆ C and ∞ ∈ G(A) if and only if there is a point x ∈ H such that Ax is multi-valued. To clarify, the ± makes G(A) symmetric about the real axis. We include the ± because ∠(u − v, x − y) always returns a nonnegative angle. See Figure 3 for examples. 
. The shapes were obtained by plugging the operators into the definition of the SRG and performing mundane calculations.
The SRG G(A) maps the action of the operator A to points in C. In the following sections, we will need to conversely take a point C and find an operator whose action maps to that point. Lemmas 3.1 and 3.2 provide the construction of operators that correspond a given point in C. We omit the proofs as they follow from definitions and basic computation.
where ∼ = identifies R 2 with C. I.e. A z corresponds to complex multiplication by z.
SRG of operator classes. Let
A be a collection of operators. We define the SRG of the class A as
We focus more on SRGs of operator classes, rather than the SRG of individual operators, because theorems are usually stated with operator classes. For example, one might say "
Proof. We prove the characterizations of G(L L ) and G(M µ ). Although we can characterize G(M µ ), G(C β ), and G(N θ ) with similar direct proofs, we provide simpler proofs later in §4.3 that use operator and SRG transformations.
We
Conversely, given any z ∈ C such that |z| ≤ L, the operator A z of Lemma 3.1 satisfies
For any A ∈ M, the definition of monotonicity implies
On the other hand, given any
We prove the claim with basic computation. Let f (x, y) = |x|. The subgradient has the form ∂f (x, y) = (h(x), 0) for h defined by:
Since ∂f is multi-valued at (0, 0), we have ∞ ∈ G(∂f ). Since ∂f (1, 0) = ∂f (2, 0), we have 0 ∈ G(∂f ). The input-output pairs (0, 0) ∈ ∂f (0, 0) and (h(R cos(θ)), 0) ∈ ∂f (R cos(θ), R sin(θ)) map to the point R −1 (|cos(θ)|, ± sin(θ)) ∈ C. Clearly the image of this map over the range R ∈ (0, ∞), θ ∈ [0, 2π) is the right-hand plane except the origin.
, G(∂F 0,L ), and G(∂F µ,L ) with similar direct proofs, we provide simpler proofs in §4.3 using operator and SRG transformations.
SRG-full classes. Define class of operators
Essentially, a class is SRG-full if it can be fully characterized by its SRG. Given an SRG-full class A and an operator A, we can check membership A ∈ A by verifying (through geometric arguments) the containment G(A) ⊆ G(A) in the 2D plane. Notice that the implication A ∈ A ⇒ G(A) ⊆ G(A) follows from the definition of the SRG. Hence the substance of the definition of SRG-fullness is the implication
To clarify, nonnegative homogeneous means θh(a, b, c) = h(θa, θb, θc) for all θ ≥ 0. (We do not assume h is smooth.) When a class A is defined by h as in Theorem 3.5, we say h represents A.
For
As another example,
On the other hand, the classes ∂F 0,∞ , ∂F µ,∞ , ∂F 0,L , and ∂F µ,L are not SRG-full. For example, the operator
There is one degenerate case to keep in mind for the sake of rigor. The SRG-full class of operators A null represented by h(a, b, c) = a + b + |c| has G(A null ) = ∅. However, the class A null is not itself empty; it contains operators whose graph contains zero or one pair, i.e., A ∈ A null if and only if we have either a) dom(A) = ∅ or b) dom(A) = x and Ax = {y} for some x, y ∈ H. Proof of Theorem 3.6. Since A and B are SRG-full
First, consider the case x A = y A . The complex conjugate pair defined by
Homogeneity gives us
Therefore, we have
and, again by homogeneity,
This is a contradiction since B ∈ A.
Next, consider the case x A = y A . Since h(0, 0, 0) = 0 by nonnegative homogeneity, (3.2) implies u A = v A . So A is multi-valued, and ∞ ∈ G(A) ⊆ G(A). On the other hand, h(1, 0, 0) > 0 means no B ∈ A is multi-valued. So ∞ / ∈ G(A), and we have a contradiction.
Operator and SRG transformation.
In this section, we present Theorems 4.1 and 4.2, which describe how certain transformations of operators map to changes in their SRGs. We then use these results and geometric arguments to prove contraction factors of various fixed-point iterations used in convex optimization and monotone operator theory. The results are tight in the sense that they cannot be improved without additional assumptions.
The results we state as "Fact" are known, or mostly known in the sense that only a minor part of the statement is new. To the best of our knowledge, all published proofs of these "Facts" are based on analytic arguments and inequalities. Such proofs are often mechanically verifiable yet unintuitive. Tightness of such results is usually established separately with matching lower bounds. In contrast, the geometric proofs we present are, in our opinion, far more intuitive, and tightness is immediate. To clarify, αG(A) corresponds to scaling G(A) ⊆ C by |α| and reflecting about the vertical axis (imaginary axis) if α < 0. Remember that G(A) is symmetric about the horizontal axis (real axis). Again, Aα is the operator defined by x → A(αx). We require α = 0 to avoid 0 · ∞. To clarify, 1 ∈ C and 1 + G(A) corresponds to shifting G(A) to the right by one unit.
This result is tight in the sense that I − αA L R for any smaller value of R.
Proof. By Proposition 3.4 and Theorem 4.1, we have the geometry
The containment of G(I − αA) holds for larger R and fails for smaller R. Since L R is SRG-full, the containment of the SRG in C equivalent to the containment of the class by Theorem 3.5.
Fact 1 proves the gradient method x k+1 = x k − α∇f (x k ) converges linearly when f is µ-strongly convex, ∇f is L-Lipschitz, and α ∈ (0, 2/L).
FACT 2 (Proposition 26.16 [4] ). Let 0 < µ < L < ∞ and α ∈ (0, ∞).
Proof. First consider the case αµ > 1. By Proposition 3.3 and Theorem 4.1, we have the geometry αµ αL
To clarify, O is the center of the circle with radius OC (lighter shade) and A is the center of the circle with radius AC = AD defining the inner region (darker shade). With 2 applications of the Pythagorean theorem, we get
Since C C is a chord of circle O, it is within the circle. Since 2 non-identical circles intersect at at most 2 points, and since D is within circle O, arc > CDC is within circle O. Finally, the region bounded by C C ∪ > CDC (darker shade) is within circle O (lighter shade). The previous diagram illustrates the case αµ > 1. In the cases αµ = 1 and αµ > 1, we have a slightly different geometry, but the same arguments and calculations hold. The containment holds for larger R and fails for smaller R. Since L R is SRG-full, the containment of the SRG in C equivalent to the containment of the class by Theorem 3.5. Fact 2 proves the "forward-step method" x k+1 = x k − αAx k converges linearly if A is µ-strongly monotone, L-Lipschitz, and α ∈ (0, 2µ/L 2 ). Proof. First consider the case µ < 1/(2β). By Proposition 3.3 and Theorem 4.1, we have the geometry
To clarify, O is the center of the circle with radius OB (lighter shade) and C is the center of the circle with radius AC = CB defining the inner region (darker shade). With two applications of the Pythagorean theorem, we get
Since B B is a chord of circle O, it is within the circle. Since 2 non-identical circles intersect at at most 2 points, and since A is within circle O, arc > BAB is within circle O. Finally, the region bounded by B B ∪ > BAB (darker shade) is within circle O (lighter shade). In the cases µ = 1/(2β) and µ > 1/(2β), we have a slightly different geometry, but the same arguments and calculations hold.
The containment holds for larger R and fails for smaller R. Since L R is SRG-full, the containment of the SRG in C equivalent to the containment of the class by Theorem 3.5. Fact 3 proves the "forward-step method" x k+1 = x k − αAx k converges linearly if A is µ-strongly monotone, β-cocoercive, and α ∈ (0, 2β).
SRG Inversion.
THEOREM 4.2. If A is a class of operators, then
If A is furthermore SRG-full, then A −1 is SRG-full. To be precise, the "inversion map" we use is z →z −1 , rather than z → z −1 . In any case, G(A) is symmetric about the real axis, i.e.,
Proof. The equivalence of non-zero finite points, i.e.,
where we use the fact that ∠(a, b) = ∠(b, a).
The equivalence of the zero and infinite points follow from
With the same argument, we have 0 ∈ G(A) ⇔ ∞ ∈ G(A −1 ). The inversion operation is reversible. Therefore, for any B : H ⇒ H,
and we conclude A −1 is SRG-full.
FACT 4 (Proposition 23.13 [4] ). Let µ ∈ (0, ∞) and α ∈ (0, ∞).
This result is tight in the sense that J αA L R for any smaller value of R.
Proof. By Proposition 3.3 and Theorems 4.1 and 4.2, we have the geometry
The containment holds for larger R and fails for smaller R. Since L R is SRG-full, the containment of the SRG in C equivalent to the containment of the class by Theorem 3.5.
Fact 4 proves the proximal point method x k+1 = J αA x k converges linearly when A is µstrongly monotone and α > 0.
FACT 5 (Theorem 1 [26] ). Let 0 < µ < L < ∞ and α ∈ (0, ∞). If A = ∂F µ,L , then
This result is tight in the sense that 2J αA − I L R for any smaller value of R.
Proof. By Proposition 3.4 and Theorems 4.1 and 4.2, we have the geometry
FACT 6 (Theorem 7.2 [25] ). Let
A closer look gives us
To clarify, B is the center of the circle with radius BA and C is the center of the circle with z z Fig. 4 : The chord property.
radius CA. By Stewart's theorem [56] , we have (lighter shade) . The containment holds for larger R and fails for smaller R. Since L R is SRG-full, the containment of the SRG in C equivalent to the containment of the class by Theorem 3.5.
Facts 5 and 6 can be used to prove linear convergence of the Douglas-Rachford splitting method [42] .
SRG of basic operator classes.
We now provide the proofs characterizing the SRG of the base operator classes. We do so by using the results that describe how transformations of the operator lead to transformations of the SRG. 
(We are assuming Im z A , Im z B , Im z ≥ 0 without loss of generality.) It is easy to verify Re z = Re z A + Re z B . Using the interpretation of (3.1) and the triangle inequality, we have
This shows FACT 7 (Proposition 4.12 [4] ). Let β 1 , β 2 ∈ (0, ∞).
Proof. Since C β1 satisfies the chord property, we apply Theorem 5.1 to get
since the Minkowski sum of two disks is a disk with the radii and the center points added. Since C (β −1
2 ) −1 using Theorem 3.5. On the other hand, for any A ∈ C (β −1
and we conclude C β1 + C β2 ⊇ C (β −1 1 +β −1 2 ) −1 . 6. Composition of operators. Given z ∈ C, define the right-hand arc between z andz as Arc + (z,z) = re i(1−2θ)ϕ z = re iϕ , ϕ ∈ (−π, π], θ ∈ [0, 1], r ≥ 0 and the left-hand arc as Arc − (z,z) = −Arc + (−z, −z).
We say an SRG-full class A respectively satisfies the right-arc property and left-arc property if z ∈ G(A)\{∞} implies Arc + (z,z) ⊆ G(A) and Arc − (z,z) ⊆ G(A), respectively. We say A satisfies an arc property if the left or right-arc property is satisfied. See Figure 5 . 
Consider the case u = v. Then 0 ∈ G(B). Moreover, s = t, since A is single-valued (by the assumption ∞ / ∈ G(A)), and z = 0. Therefore, z = 0 ∈ G(A)G(B). Next, consider the case u = v. Define
Consider the case where A satisfies the right-arc property. Using the spherical triangle inequality, we see that either We cannot fully drop the arc property from the second part of Theorem 6.1. Consider the SRG-full operator class A represented by h(a, b, c) = |a − b| + |c|, which has G(A) = {±i}. Linear operators on R 3 representing 90 degrees rotations are in A. With this, one can show the strict containment G(AA) = {z ∈ C | |z| = 1} ⊃ G(A)G(A).
This gives us
As a consequence of Theorem 6.1, the SRGs of operator classes commute under composition even though individual operators, in general, do not commute when an arc property is satisfied. Several results in operator theory involving 2 operators exhibit previously unexplained symmetry. The Combettes-Yamada averagedness factor [16] , the contraction factor of Giselsson [25] , and the contraction factor of Moursi and Vandenberghe [46] are all symmetric in the assumptions of the two operators. Theorem 6.1 shows that this symmetry is not a coincidence. Moreover, Theorem 6.1 proves the conjecture posed in Remark 4 of [55] . THEOREM 6.2. Let N 1/2 be the class of firmly nonexpansive operators. Then
(containment is strict.) Furthermore,
This result proves the alternating projections method x k+1 = P C P D x k , where P C and P D are projections onto nonempty convex sets C and D, converges, provided C ∩ D = ∅. Since A is on the line and inside the circle, the nonzero intersection A exists.
Proof. Let
On the other hand, Q ⊇ [0, 1]C follows from noting that given any point A on C, the line segment OA is a chord of the circle C and therefore is within the disk Q. Therefore, Q = [0, 1]C. As a corollary, we have
In geometric terms, this construction takes a point on the circle C, draws the disk which diameter is the line segment between this point and the origin, and takes the union of such disks. Again, I(z) =z −1 . The dashed circle, the unit circle, is mapped onto itself. Circle C, the solid circle, is mapped to I(C), the verticle line going through 1. Each shaded circle S ϕ1 is mapped to a half-space I(S ϕ1 ). Let point A be the nonzero intersection between C and the boundary of S ϕ1 . Then point I(A) is the non-infinite intersection between I(C) and the boundary of I(S ϕ1 ). By construction, OA is the diameter of S ϕ1 . The (infinite) line containing O, A, and I(A) is mapped onto itself, excluding the origin. Since I is conformal, the right angle at A between the boundary of S ϕ1 and the diameter OA is mapped to a right angle between boundary of I(S ϕ1 ) and OI(A). The boundary of the half-space is tangent to the parabola at B, i.e., the line intersects the parabola at no other point. To see why, consider any other point B on the boundary of the half-space. Then OB = B E by SAS congruence. However, B E is not perpendicular to D, i.e., B E is not a horizontal line. Therefore OB is longer than the distance of B to D, and therefore B is not on the parabola. Since each half-space is tangent to the parabola at B, all points to the right of B are in I(S) and no points strictly to the left of the parabola are in I(S). Therefore I(S) is characterized by the closed region to the right of the parabola including ∞. The region exterior to the circle centered at −1 with radius 2 contains the region towards the right of the parabola. This is easily verified with calculus. The circle with the lighter shade corresponds to G(N 2/3 ) by Proposition 3.3. Since N 2/3 is SRG-full, strict containment of the SRG in C implies strict containment of the class by Theorem 3.5. The inverse curve of the parabola with the focus as the center of inversion is known as the cardioid and it has the polar coordinate representation r(ϕ) ≤ cos 2 (ϕ/2). The expression of the Theorem is the region bounded by this curve. In this section, we show that the circle number of an operator class is invariant under certain operations. This is analogous to how the genus or the winding number are topological invariants under homeomorphisms. That it is impossible to continuously deform a donut into a sphere since the number of holes, an invariant, is different is a standard argument of topology. The circle number serves as an analogous invariant for operator classes. If
where T (B 1 ), . . . , T (B k ) are each a disk or a half-space. Therefore, the circle number of
Since T and T are invertible mappings, the argument goes in the other direction as well, and we conclude that the infimums are equal.
There is no one-to-one mapping from M to M ∩ L L constructed via pre and post-scalar multiplication, addition with the identity operator, and operator inversion.
Such one-to-one mappings between operator classes are used for translating a nice result on a simple operator class to another operator class. We did this in Section 4.3. In [6, 7, 55] the maximal monotone extension theorem was translated to extension theorems of other operator classes. Corollary 7.2 shows that this approach will not work for M∩L L , a class of operators considered by the extragradient method [35] , forward-backward-forward splitting [58] , and other related methods [14, 43] . In fact, [55] shows that certain simple interpolation condition for M fails for M ∩ L L .
8. Insufficiency of metric subregularity for linear convergence. Recently, there has been much interest in analyzing optimization methods under assumptions weaker than strong convexity or strong monotonicity. One approach is to assume metric subregularity in place of strong monotonicity and establish linear convergence.
In this section, we show that it is not always possible to replace strong monotonicity with metric subregularity. In particular, we show impossibility results proving the insufficiency of metric subregularity in establishing linear convergence for certain setups where strong monotonicity is sufficient.
Inverse Lipschitz continuity and metric subregularity. Let
be the class of inverse Lipschitz continuous operators with parameter γ ∈ (0, ∞), which has the SRG
It is clear that inverse Lipschitz continuity is weaker than strong monotonicity in the sense that A ∈ M 1/γ implies A ∈ L −1 γ . An operator A : H ⇒ H is γ-metrically subregular at x 0 for y 0 if y 0 ∈ Ax 0 and there exists a neighborhood V of x 0 such that
Although not necessarily obvious from first sight, metric subregularity is weaker than inverse Lipschitz continuity, i.e., A ∈ L −1 γ implies A is metrically subregular at x for y with parameter γ, for any (x, y) ∈ A.
Metric subregularity of A is equivalent to "calmness" of A −1 [19] , and calmness is also known as "Upper Lipschitz continuity" [52] . For subdifferential operators of convex functions, metric subregularity is equivalent to the "error bound condition" [21] . See [20] for an in-depth treatment of this subject.
Metric subregularity has been used in place of strong monotonicity to establish linear convergence for a wide range of setups. Leventhal [61] for the proximal gradient method, the proximal alternating linearized minimization algorithm, and the randomized block coordinate proximal gradient method; and Yuan, Zeng, and Zhang for ADMM, DRS, and PDHG [62] . See [34, 11, 21, 47, 63] for a systematic study of this subject. Although most recent work concerns sufficiency of metric subregularity or related assumptions in establishing linear convergence, Zhang [63] studied the necessary and sufficient conditions. .
This result is tight in the sense that D α,θ (A, B) L R for any smaller value of R. The same conclusion holds for D α,θ (B, A).
Proof. Consider the case α/γ < 1 and αL < 1. We have Let S A = > ACA and let S A as the region bounded by > ACA ∪ AA . These sets provide an inner and outer bound of G(2J αA − 1) in the sense that
Note that J αA satisfies the left-arc property. By the law of cosines, we have
Likewise, we have With the Pythagorean theorem, we can verify that the containment holds for larger R and fails for smaller R. Since L R is SRG-full, the containment of the SRG in C equivalent to the containment of the class by Theorem 3.5. The result for the cases α/γ ≥ 1 or αL ≥ 1 and for the operator D α,θ (B, A) follows from similar reasoning. COROLLARY 8.4. Let 0 < 1/γ ≤ L < ∞ and α ∈ (0, ∞). Let B ∈ M ∩ L L and let A ∈ M satisfy a condition weaker than or equal to γ-inverse Lipschitz continuity, such as γ-metric subregularity. It is not possible to establish a strict contraction of the DRS operators T (A, B, α, θ) or T (B, A, α, θ) for any α > 0 and θ ∈ R without further assumptions.
Conclusion.
In this work, we presented the scaled relative graph, a tool that maps the action of an operator to the extended complex plane. This machinery enables us to analyze nonexpansive and monotone operators with geometric arguments, which are more visual and intuitive than classical analytic proofs based on inequalities. The geometric ideas should complement the classical analytical approaches and bring clarity to the subject.
Extending this geometric framework to more general setups and spaces is an interesting future direction. Some fixed-point iterations, such as the power iteration of non-symmetric matrices [45] or the Bellman iteration [10] , are analyzed most effectively through notions other than the norm induced by the inner product (the Euclidean norm for finite-dimensional spaces). Whether it is possible to gain insight through geometric arguments in such setups would be worthwhile to investigate.
