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ABSTRACT 
An n X n matrix A is called inuolutoy iff A2 = I,,, where I,, is the n X n identity 
matrix. This paper is concerned with involutory matrices over an arbitrary finite 
commutative ring R with identity and with the similarity relation among such 
matrices. In particular the authors seek a canonical set e with respect to similarity 
for the n X n involutory matrices over R-i.e., a set e of n X n involutory matrices 
over R with the property that each n x n involutory matrix over R is similar to 
exactly one matrix in e. Because of the structure of finite commutative rings and 
because of previous research, they are able to restrict their attention to finite local 
rings of characteristic a power of 2, and although their main result does not 
completely specify a canonical set e for such a ring, it does solve the problem for a 
special class of rings and shows that a solution to the general case necessarily contains 
a solution to the classically unsolved problem of simultaneously bringing a sequence 
A i, . . . ,A, of (not necessarily involutory) matrices over a finite field of characteristic 2 
to canonical form (using the same similarity transformation on each Ai). (More 
generally, the authors observe that a theory of similarity for matrices over an 
arbitrary local ring, such as the well-known rational canonical theory for matrices 
over a field, necessarily implies a solution to the simultaneous canonical form 
problem for matrices over a field.) In a final section they apply their results to find a 
canonical set for the involutory matrices over the ring of integers modulo 2”’ and 
using this canonical set they are able to obtain a formula for the number of n x n 
involutory matrices over this ring. 
*Research supported in part by ONR Contract NSSS14-76-C-0130. 
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1. INTRODUCTION 
J. V. BRAWLEY AND R. 0. GAMBLE 
Throughout this paper, unless otherwise stated, R will denote a finite 
commutative ring with identity, and (R ), will denote the n X n matrices over 
R. 
A matrix A E(R), is called involutory iff A’= I,,, where Z, is the 12 X n 
identity matrix. Partly because of their intrinsic interest and partly because 
of their applications in algebraic cryptography, involutory matrices have 
received considerable attention in the literature; e.g., see [l-4,7, 
8,11,14-19,22,24,26,27]. Most of this work has been concerned with 
the special cases where R is a finite field or a quotient ring of integers, and 
to a large extent has depended on a knowledge of canonical forms under 
similarity for the involutory matrices over the ring in question. 
In 1972, B. R. McDonald published a fundamental paper [22] in which 
he extended the canonical form theory, and hence much of the known 
involutory theory, to matrices over arbitrary finite commutative rings of odd 
order. Because of the structure of these rings (see Sec. 2 below), he had only 
to deal with finite local rings of characteristic p”, p an odd prime. He 
commented in his paper that the techniques might possibly be used to 
develop such a theory for involutory matrices over local rings of characteris- 
tic 2” (which would complete the theory for arbitrary finite commutative 
rings). This paper is an attempt to do so, and although we are unable to 
develop the theory completely, we are able to extend it to a point which 
indicates the difficulty of the task in view of the classically unsolved problem 
of bringing each member of a sequence Ai (i = 1,. . . , m) of n X n matrices 
over a field to canonical form Ci = P - ‘A,P using the same similarity transfor- 
mation matrix P on each Ai. (Some work on this simultaneous canonical form 
problem and the related problem of pencils of matrices can be found in [lo, 
p. 2911, [13, Chapter IV], [20, p. 491, and [21, p. 771.) 
In Sec. 2 of the present paper we introduce the notation (essentially that 
used in [22]) and we review some basic facts we later need. Section 3 
contains a result (Theorem 3.1) which for certain rings yields a collection of 
rather simple involutory matrices which form a system of distinct representa- 
tives of the various similarity classes of involutory matrices (a so-called 
canonical set with respect to similarity [25, p, 161]), and which for other 
rings implies that a solution to the problem of determining such a canonical 
set is equivalent to a solution to the simultaneous canonical form problem for 
matrices over a finite field of characteristic 2. More generally, we observe 
that a canonical set for (R), where R is an Artinian local ring necessarily 
contains a solution to the simultaneous canonical form problem for n x n 
matrices over the residue field of R, and thus indicates the difficulty of 
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developing a theory of similarity for matrices over a general Artinian ring. In 
Sec. 4 we apply the results of Sec. 3 to the ring 22” of integers modulo 2” to 
obtain a canonical set for the involutory matrices over 22”. This canonical 
set is simpler than the one given in [2], and by using these simpler canonical 
forms we give an alternate derivation of a formula for the number of n X n 
involutory matrices over 22” originally obtained by Levine and Korfbage 
[ISI. 
2. PRELIMINARIES 
A finite ring R is necessarily Artinian and hence is the direct sum of local 
rings [23,p. 951; i.e., R = L,@L,@ . . + CB Lk, where each L, is a local ring. 
This decomposition induces in a natural way a decomposition on (R ), and 
also on GL(n, R ). That is, each A E (R ), may be written uniquely as 
A=A,@A,CB.- . @A, = @CA,, where Ai E (L,),; moreover, A is invertible 
iff each Ai is invertible. 
Our interest is in involutory matrices over R and also in the similarity 
relation among these matrices. Since A is involutory iff each Ai is involutory, 
and since A = @EAi is similar to B = CBC Bi iff each Ai is similar over Li to 
Bi, it is sufficient for our purposes to consider matrices over a finite local 
ring. Such a ring has both order and characteristic equal to powers of the 
same prime p, say p” and p”, respectively. For p odd, the involutory theory 
has been developed by McDonald [22]; hence, we need only consider the 
case p = 2. 
For the remainder of this paper, unless otherwise stated, R will denote a 
finite local ring of order 2” and characteristic 2’. The unique maximal ideal 
of R, which consists of all the nonunits, will be denoted by M, and the finite 
residue field R/M (necessarily of characteristic 2) will be denoted by K. The 
ideal M is nilpotent; thus, we let p denote the index of nilpotency of M (also 
called the nilpotency of R); i.e., ,B is the least positive integer such that 
MP=O. 
An example of such a local ring is the residue class ring 22” of integers 
modulo 2”. Here the characteristic and order both equal 2”, and the 
maximal ideal M, consisting of all even residue classes, has nilpotency p = m. 
If R is a local ring of nilpotency p, then for each i, I< i < /3, R/M’ is 
a local ring whose maximal ideal M/M' has index of nilpotency i. Of 
particular interest to us will be the homomorphisms p: R-+R/M and (for 
p 22) a:R-+R/MP-' as defined by 
p(a)=a+M, o(a)=a+Mfi-'. (2.1) 
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These homomorphisms induce componentwise homomorphisms on (R ), and 
also on GL(n,R). We shall use the same symbols in and u to denote these 
induced homomorphisms; i.e., p(A)=( p(qi)) and a(A)=(a(a,,)) for AE 
(R),. Note that A EGL(n,R) iff p(A)EGL(n,K). 
Finally observe that M p- ’ becomes a vector space over K = R/M if we 
define 
(a+ M)x=ax (2.2) 
for all x E Mb-’ and (a + M) E K. When we speak of the vector space MB-‘, 
we mean it in the sense of (2.2). 
3. THE INVOLUTORY CANONICAL SET PROBLEM 
We now attack the problem of finding a canonical set for the involutory 
matrices over a finite local ring R of characteristic 2’. Our primary result, 
Theorem 3.1 below, although simple to state, is obtained by a tedious 
induction on /3, the index of nilpotency of R. The methods we use combine 
those of Brawley [l] and McDonald [22]. 
Consider first a matrix A E(R), satisfying A2 = I,,. Applying the homo- 
morphism ZJ: R+K = R/M, we get p(A2) = ( ZJA)~ = Z,,; hence, PA is involu- 
tory in K. Since K is a field of characteristic 2 and p(A) satisfies x2 - 1 = (r - 
1)’ E K [xl, the elementary divisors of PA are of the form 1c - 1 and (x - 1)2. 
Let S denote the number of elementary divisors of PA of the form (x- 1)2. 
Then PA is similar over K to the matrix 
where E6 is the 26 X26 matrix defined by (3.1). This is because C has the 
same elementary divisors as @. (For an alternative canonical form for p(A) 
see [ll].) For convenience of reference we make the following definition, 
used originally for matrices over a field by Levine and Nahikian [19]. 
DEFINITION. If A E(R), satisfies A2= Z,, and if PA is similar over K to 
the matrix C of (3.1), then the integer 6, 1 < 6 < n/2, that is the number of 
elementary divisors of Z.LA of the form (r - 1)2, is called the signature of A 
and also of PA. 
INVOLUTORY MATRICES 179 
THEOREM 3.1. Let A E(R), be an involutory matrix of signature 6. 
Then A is similar over R to a matrix of the form 
B=diag(Z$,Z,_,,+B,), (3.2) 
where B, E(M),_,, and Es is defined in (3.1). Moreover, if A is also similar 
over R to B’=diag(E&,, Z,_,,. + B,$, then S = S’ and B, is similar over R to 
B;. 
Proof. We first show the “moreover” part. Assume that A, an involu- 
tory matrix, is similar over R to both B and B’ of the theorem. Then 6 = a’, 
as the signature of pA is a similarity invariant. Since B is similar over R to B’, 
there is a P E GL( n, R) such that 
PB= B’P. (3.3) 
Using (3.3), it is not difficult to show that such a P has the partition form 
where X and Y are 6 X 6, W and M, are 6 X (n -26), U and M, are 
(n -26) X 6, and M, and n/l, have their entries in M, the maximal ideal of R. 
Since P is nonsingular over R, the matrix 
is nonsingular over K. Here pX= X’, etc. Since K has characteristic 2, it is 
readily argued that 
det( yP)=det(X’+ Y’)‘detPi=detP;detPl; 
hence both Pi and Pi are nonsingular over K, implying that P, and P4 are 
nonsingular over R. In view of (3.3) this means P,B,= BhP,, or B, is similar 
to B;. 
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We now use induction on fi to show that an involutory A E(R), of 
signature 6 is similar over R to a matrix of the form diag(E,,H). This will 
complete the proof, as H must then be an involutory matrix of signature 
zero, which implies that p(H) = I,,, or equivalently H = Z, + Z?, where B, E 
(Wn-26. 
If p = 1, then R is a field and p is the identity mapping. Thus, if 
AE(R),= (K), is involutory of signature S, then A is similar to C of (3.1); 
hence the result holds for p = 1. 
Now assume it is true for all local rings whose nilpotency is < fi - 1, and 
let A be an involutory matrix of signature 6 over a local ring R of nilpotency - - 
fl. The mapping a:R-+R/MP-’ maps A to A, where A is an involutory 
matrix of signature S over R /M p- I, a local ring of nilpotency p - 1. Thus by 
the induction assumption there are matrices 0, p in (R/M@-‘), such that 
Qp= I,, (3.4) 
--- 
QAP=diag(&,H)=.Z, (3.5) 
where c is the identity matrix over R/Mb-l. Let PO, Qo, and H,, be fixed - - - 
matrices over R whose u images are P, Q, and H, respectively. Then from 
(3.4) and (3.5) it follows that 
and 
QoPo=Z,,+ U (3.6) 
Q&',,=J+N, (3.7) 
where J = diag( E6, H,,) and where U and N are in (MB-‘),. Note that 
Ho= Z+_G, where G E(M),_,,, and Ht= I+ S, where S E(M~-‘),_~ 
(since H is an involutory matrix of signature 0). Direct multiplication shows 
that for arbitrary Y l (Mfl-‘) nr the matrices 
Q=(L+Y)Qor P=P,(Z,+ u+ Y) (3.8) 
satisfy 
and 
QP= Z,, 
QAP=J+(N+JU+JY+ YJ). 
(3.9) 
(3.10) 
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Used freely in the computations above and also in those to follow are the 
facts that (1) (Mb-l) n is an ideal in (R),, (2) 2 EM, and (3) X,X, = X,X, =O 
for arbitrary matrices X, E (M’),, X, E(M~), where i + j > /3. The proof will 
now be completed by showing that Y can be selected so that N + JZJ + .ZY + 
YJ in (3.10) takes the partition form 
28 n-26 
26 0’0 
( 1 
__I__ ) 
n-26 0 , * 
(3.11) 
where the sizes of the various partition matrices are indicated in the margins. 
To prove this, let Y=( Y,,) be partitioned as in (3.11), so that Y,, is 
26 ~26, Y,, is 26 x(n-26), Y,, is (n-26)x26, and Y,, is (n-26)X(n- 
213). Likewise partition N= (Nji) and U = (Vii) in the same manner. Then Eq. 
(3.10) reduces in partition form to 
QAP-J= 
41 + 4 ull + &Yll + Y,P% : N,2 + 4 ul2 + ‘%“12 + Y,2 
_ N-iv iu-rr E_ 7 _ _ _ _N iu_ _ _ _ 
12 12 21 216 I 22 22 
(3.12) 
where we have used simplifications such as ZZOYzl = (I+ G) Y,, = Y,,. Since 
the matrix QAP is involutory for every Y, it is involutory for Y = 0; thus from 
(3.10) we obtain Z = ( QAP)2 = J2 + JN + NJ + J2U + JUJ. This last equality in 
partition form reduces to 
Wll + Nl,-% + 41 + 4 u,lErs ; E,N,, + N,, + u,2 + EijU12 
-------_-- -- 
; 
___--- ---- 
- N,, i N21E6 + U,, + W,,E, S 
=o. (3.13) 
Putting D = diag(Z8, 0,), where 0, is the 6 x S zero matrix, we define Y = ( Yii) 
by the equations Y,, =DU,,+E,DE,N,,E,, Y,,=DU,,+EgDE8N,,, Yzl= 
Nz,D+ U,,DE,, and Y,, =O. Substituting these Y values into (3.12), we find 
[using the equality (3.13)] that QAP-I reduces to the form (3.11), and the 
proof is complete. W 
In case the nilpotency of R is p = 2, Theorem 3.1 can be sharpened to a 
result with interesting implications. 
THEOREM 3.2. Let R be a local ring of nilpotency fi =2, and let 
{ t1, t2 ,...,t,} be a basis for M=M/M2 as a vector space over K=R/M. 
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Then a matrix A E(R), satisfies A2 = I,, iff there exist an integer 6 and 
matrices B 1,. . . , B, in (K),_,, such that A is similar to 
B=diag Es,l,_,s+ 5 tiBi s 
i=l 
(3.14) 
Moreover, if A is also similar to diag(E,,, l,,_,8P + Xl= Iti Bi), where the B( are 
over K, then a=6 and there is a P,EGL(n-2&K) such that PO-lB,‘P,,=Bi. 
Proof. If A is similar to (3.14), then A2 = Z,, since M2 = 0 implies 
B2= I,. Conversely, suppose A2= Z, for A E(R),. Then by Theorem 3.1, A 
is similar to a matrix of the form (3.2)for some unique 6. Since B,E(M),_% 
and M is a vector space over K, B,= XtiBi, yielding the form (3.14). 
Finally suppose A is similar to (3.14) and also to B ’ = diag(Es, Z,_28 + 
C ti B/). Then by Th eorem 3.1, C tiBi is similar over R to XtiBl. Let P be a 
nonsingular matrix over R such that P (X ti Bl) = (X ti B,)P, and let p(P) = PW 
Then PO is nonsingular over K, and since am = (a + K )m for all a E R, m E M 
(See sec. 2), P(ZtiBi)= P,,(C,tiBi)=Xtti(P,Bi) and (ZtiB,‘)P=(XtiB~)Po= 
Zti(B/P,,), so that P,B,= B,‘P, in K. a 
As a corollary we are able to specify a canonical set for a very special 
class of rings of which 24, the ring of integers modulo 4, is an example. 
COROLLARY 3.3 Let R be a local ring of nilpotency /3=2 such that M is 
a one dimensional vector space over K, and let t be a basis of M over K. For 
each integer j > 1 let ei (K) denote a canonical set with respect to similarity 
for all matrices in (K)i. Then as 6 ranges in 0 < 26 C n and as B, ranges over 
Qn_2s (K), the matrix 
B=diag(E,,Z,_,,+ tBl) 
ranges over a canonical set for the involutory matrices over R. 
An interesting implication of Theorem 3.2 is the following: 
REMARK 1. If one could find for an arbitrary finite local ring R of 
nilpotency p =2 and characteristic 2’ a canonical set for the involutory 
matrices over R, then one could solve the simultaneous canonical form 
problem (see Sec. 1) for matrices over finite fields of characteristic 2, and 
conversely. 
In order to verify this, let e denote a canonical set for the n X n 
involutory matrices over such an R, and let t,, tz, . . . , t, be a basis for M over 
INVOLUTORY MATRICES 183 
K = R/M. Since each matrix of the form 1, + CriBi, where Bi E(K),, is 
involutory, and since a similarity transformation on any matrix of this form 
yields another of the same form, e contains certain matrices of this form. 
The collection e’ of v-tuples (B,,B,, . . . ,B,), where (I+ EtiBi) E e, is a 
canonical set for K,“. Conversely, suppose for each 8, 0 G S < n/2, the set 
e”__ss is a canonical set for all v-tuples of matrices from (IX),_,,. Then as 6 
ranges over all integers in 0 < 6 S n/2 and as (B,, . . . , B,) ranges over e; _a&, 
the collection of matrices of the form (3.14) is a canonical set for the n x n 
involutory matrices over R. For completeness we should note that for 
arbitrary finite field K and arbitrary integer P > 0 there is a local ring R of 
nilpotency fl= 2 where R/M = K and M is a u-dimensional vector space 
over K; indeed, if K = GF( p”) and Y are arbitrary, then the quotient ring 
~=K~~,,...,x,l/Q, where Q is the ideal in K [xl,. . . ,x,] generated by all 
terms of the form xi+ is a such local ring. (For studies of local rings see [9] 
and [23]). 
A generalization of this Remark pertains to an arbitrary Artinian local 
ring R with identity and points to the difficulty of developing for (R), a 
theory of similarity like the rational canonical form theory for matrices over 
a field. 
REMARK 2. Let R be a commutative (not necessarily finite) local ring 
with 1 whose maximal ideal M is nilpotent of index /3 and is such that MD-’ 
is a u-dimensional vector space over K * R/M. A canonical set with respect 
to similarity for the set (R), of all n X n matrices over R contains a subset 
which yields a solution to the simultaneous canonical form problem for 
v-tuples of n X n matrices over K. 
To see why this is true, let t,, ts,. . . , t, be a basis for MDA1 over K. If e is 
a canonical set for (R),, then e necessarily contains matrices of the form 
CtiBi, where B, E(K),, as a similarity transformation of such a form yields 
another of the same form. Moreover, 2 tiBi is similar to 2 tjBi’ iff there is a 
nonsingular matrix P,, over K such that PaB, = B,‘P, for all i. Thus the 
collection of (B,, . . . , B,) where 2 t,B, E e is a canonical set for K,‘. 
4. INVOLUTORY MATRICES OVER 22”. 
In the present section we consider the local ring 22” of integers modulo 
2” and are able to refine Theorem 3.1 to obtain a canonical set for the 
involutory matrices which is simpler than the one given in [2]. We also 
derive a formula for the number of involutory matrices over Z2”‘. This 
formula agrees with the one obtained by Levine and Korfhage [18] using 
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quite different methods. Our attention is given to the case m > 2, since the 
ring 22 is a field, and the results for fields are well known and not 
particularly difficult (see [ 113). 
Throughout the section we shall use Z to denote the ring of integers and 
22” for the residue class ring modulo 2”. Our point of view will be to treat 
all matrices as being integral matrices (over Z), so that the statement “A is 
involutory over Z 2”” means A’S Z, (mod2’“), or A’- Z,,=2”‘A’ for some 
integral A’. The symbol ek (22) will denote any one of the well-known 
canonical sets relative to similarity for the k x k matrices over 22; i.e., 
ek (22) is a set of k X k matrices over Z 2 such that each matrix in (Z 2) k is 
similar (over 22) to exactly one matrix in ek (Z2). For example, ek (22) 
might be the set of all rational canonical forms [25, p. 1611. 
THEOREM 4.1. Let A be an nX n involutoy matrix over 22” with 
m > 3. Then there are unique nonnegative integers 6, a, jS with a + p + 26 = 
n and unique matrices A, E e, (Z2), B,E (_$ (22) such that A is similar 
(over Z 2m) to 
C=diag(E,,-I,+tA,,ZB+tB,), (4.1) 
where E6 is defined in (3.1) and t =2m-1. Conversely, any matrix over Z2m 
similar to a matrix of the form (4.1) is involutoy. The above statements are 
valid for m = 2 provided we take (Y = 0. 
Proof. An easy computation shows that any matrix over Z of the form 
(4.1) satisfies C2r Z (mod2”). Hence any matrix similar to C modulo 2”’ is 
involutory. 
Thus suppose that A is an integral matrix satisfying A2 E I (mod2”). We 
first show that A is in fact similar modulo 2” to a matrix C of the stated 
form. By Theorem 3.1, there is an integer 6, 0 < 26 < n, such that A is similar 
modulo 2” to an integral matrix of the form diag(E,, Zn_zs + B), where 
B =2B,. In case m =2 the entries in B, can be reduced to O’s and l’s (or 
elements of 22); thus choosing matrices, P, Q such that QP G I,_,, (mod22) 
and QBP 3 B, (mod2), where B, E 6?n_2s (Z2), it follows that diag(Z,,, Q) 
diag(E,,Z+2B,)diag(Z2s,P)=diag(E6,Z,_,,+2B,). Hence we assume m>3 
and set W = - B,. The matrix Z, _ 26 - 2 W is involutory mod 2”, so that W 
satisfies W2z W mod 2”-2. By a result of R. Davis [S,p. 581, W is similar 
modulo 2”-’ to diag (I,, 0) f or some unique (Y, 0 < (Y < n - 26 (See also [12, 
p. 2771). Thus there are matrices Q, P over Z such that QWP= diag(Z,,O) + 
2m-2W0= W’. Put lY=2m-2 and p= n-26-a, and partition W, into the 
2X2 block form WO=(Wii), where W,, is aXa, W,, is ax/k W,, is PXC-W, 
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and W,, is /3 X fi, Then it 
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is readily verified that the matrices QO, PO defined 
[ 
1, - r2w12w2, I r WI2 
Qo= - _ rrw_ - r _i - ) 
I i 
1, ; -rw,2 
21 I P 
p,= rw I - - -2_ - - - 
21 , z,+r w2,w,2 
1 
satisfy QoPo E I,, _ 26 (mod 2”) and Q&2 W’)P, E diag(2Za + tWll, tW=) 
(mod 2m), so that QoQ (I - 2W )PP, z Z - Q,(2 W’)P, E 
diag( -I, + t( - W,,), Zp + tW,,) mod 2”. Letting A and B be the mod2 
reduction of W,, and Wzz, and A,, and B, their respective canonical forms, 
we see that A is similar mod2” to C of (4.1). 
In order to prove uniqueness, suppose A, an involutory matrix mod2”, is 
similar both to diag (E,‘, -I,,+ tA& Ior+ tBJ and also to (4.1). Then by 
Theorem 3.1, 6 = 6’ and diag( - Z,, + tA&$, + tBJ is similar mode’” to di- 
ag( - Z + tA,, I + tB,,). By Davis’s result [5] on the uniqueness of (Y, it follows 
that LY = a’ and hence /? = j3’. Using an argument like the one used in the 
proof of the uniqueness part of Theorem 3.1, it can be argued that A, (B,) is 
similar mod 2 to Ah (Bd. Hence A, = Ah and B, = B& as they each come from 
a canonical set. Hence the proof is complete. n 
REMARK. It should be pointed out that Theorem 4.1 describes a set of 
similarity invariants for the n x n involutory matrices mod2”, namely, the 
numbers 6, (Y, ,f3 = n - (Y - 8, the elementary divisors of A,, over GF(2), and 
the elementary divisors of B, over GF(2). The theorem does not, however, 
give one a nice constructive way of finding the similarity invariants of a 
given involutory A like the Smith normal form algorithm for fields (see [25, 
p. 1441). 
We shall now use Theorem 4.1 and a well-known group theoretic method 
(see [ll]) to obtain a formula for the number of n X n involutory matrices 
over 22”, m > 2. For sake of brevity, our arguments will be sketchy. 
Let CO = diag($, - Z, + tA,, Zp + tB,) denote any one of the canonical 
matrices as given by (4.1). Here A,~(?,(22) and B,E efi((z2). As P varies 
over all n X n nonsingular matrices over 22”, then P -‘COP varies over all 
involutory matrices similar (over Z2m) to CO-each such involutory matrix 
being duplicated d (A,, B,) times, where d (A,, B,) is the number of nonsingu- 
lar matrices P over 22” which commute with C,. Now it is well known that 
IGL(n,Z2”)( = g(n)2(“-‘)“‘, where 
g(n)= fI (2”-2’) 
i=l 
(4.4 
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is the number of elements in GL(n, 22). Thus g(n)2(“-‘)“‘/d (A,, B,) is the 
number of involutory matrices similar to CO, so that the total number of n X n 
involutory matrices over 22” is 
(4.3) 
a+,B+26=n A, Bo 
where the outside sum is over all triples (a,P,8) of nonnegative integers 
satisfying (Y + fi + 26 = n, and the inside sums run over all canonical matrices 
A,E e, (Z,) and B,E ep(Z,). We now evaluate ~~O~BB,[l/d(Ao,Bo)]. 
It can be shown that the most general nonsingular matrix which com- 
mutes modulo 2” with Co is a matrix P which has partition form 
PEf 
P 
6 6 a B 
X Y S V 
Y X - S + tSA, V+ tVB, 
W - W+ tA,W P22 tH 
I u - u+ tBou tG P33 
(mode”), (4.4) 
where 
( 1 
c s , Pzz, Pm are nonsingular mod2”, and Pz2Ao= A,P,, (mod2) 
and Pa B, = BoPa (mod2). There are no other restrictions on the elements of 
P; thus d (A,, B,) equals the number of such P matrices of the form (4.4). 
Denoting by C,(A,) [C,(B,)] th e number of nonsingular (XX a [ /3 xP] 
matrices over 22” which commute modulo 2 with A, [B,], it is readily 
verified that (?,(A,) =2(“-‘@ C,(A,) and C,(B,) = 2(m-1)BZC1(BO). (The 
numbers C,(A,) and C,(B,) are given in [6], but will not be explicitly 
required here.) It is not difficult to show that the number of nonsingnlar 
matrices over 22” of the form 
( 1 
z z is g(S)2 (‘+ ‘)“. Putting these facts 
together and accounting for the remaining arbitrary positions in P, we find 
that 
where 
d (Ao,Bo) = g(S PC1 (Ao)C, (Bo )> (4.5) 
,=,(,,j3,&m)=(2m-1)62+(m-1)(a2+~2)+2mS(a+~)+2a/3. (4.6) 
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Now, for each A, E e, (22), the number of (Y X (Y matrices over 22 similar to 
A, is g(a)/C,(A,); thus ~:,,g(~)/C,(A,) =201%, the total number of LY X a 
matrices over 22. Likewise C B,g( P)/ C,(B,) = 2p2. Hence 
Z,B~s,,[C,(A,)C,(R,)]-‘=2”“+p*/g(ly)g(~), so that using (4.5), 
x x [d(Aos,,]-‘=sz c [Cl(Ao)Cl(Bo)]-l 
A, Bo -40 Bo 
2+p2-t? 
= &)gi~~ 
Substituting this last result back into (4.3) yields, after some simplification, 
THEOREM 4.2. The number of n X n involutory matrices mod&o 2”, 
m>2, is 
N(n,2”)=g(n)2(“-‘)“z 2 
22+&e 
a+P+2s=n g(a)g(P)gP) ’ 
(4.7) 
where e is given in (4.6) and g(k) is given in (4.2), and where (Y = 0 if m = 2. 
A comparison of (4.7) with formulas (9.4)’ and (9.5)’ of [18] shows after 
some manipulations that this theorem agrees with the Levine-Korfhage 
result. 
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