Abstract. Expressions are presented for the errors in individual components of the solution to systems of linear equations and linear least squares problems. No assumptions about the structure or distribution of the perturbations are made.
1. Introduction. Certain problems in statistics [33] , combustion [26] , and molecular conformation [10] require the solution of systems of linear equations whose individual solution components have physical significance; knowledge about the accuracy in the computation of the solution components is important. For the solution of problems involving Markov chains, for instance, it turns out that all solution components exhibit essentially the same sensitivity to perturbations in the data [25] . In [8] it is necessary to analyse individual solution components to demonstrate the convergence of inverse iteration in finite precision. So far, little work has dealt with trying to assess the error in individual solution components of a linear system; exceptions are the stability analyses of algorithms for solving particular structured linear systems, e.g., [3] , [20] , [22] , [23] . The The first three columns of A are nearly orthogonal while the last two columns are almost identical. Both the two-norm condition number t2(A) and Skeel's condition number [31] are larger than 103 (note that the matrix is not ill scaled). But the "componentwise condition numbers" that we introduce in this paper turn out to be < As predicted by our componentwise condition numbers, the first two components are accurate to almost four digits, whereas the last two have no accuracy whatsoever. As far as we know no other existing condition numbers can predict the well conditioning of the first two components of this system. [6] regarding the influence of the right-hand side on the sensitivity of the solution to perturbations (4) .
We also provide a geometric interpretation (5) (8) .
For the class of componentwise perturbations, we give necessary and sufficient conditions under which Skeel's condition numbers are informative, and we show that these conditions are similar to those where componentwise condition numbers are useful (9) . Numerical experiments not only confirm that these circumstances do occur frequently, they also illustrate that for many classes of matrices the ill conditioning of the matrix is due to a few rows of the inverse only (11) . This means that many of the solution components are computed more accurately than current analyses would lead us to believe. Finally we demonstrate that a componentwise error bound for componentwise perturbations can be significantly better than the norm-based error bounds.
Existing software can be used to compute or estimate componentwise condition numbers (10) . We also prove that the problem of estimating componentwise condition numbers for triangular matrices by means of the comparison matrix is well conditioned. [33] who introduces the "collinearity indices" ai --Ilaill Ilrill that represent the scaling-invariant version of IIAII Ilrill. The main difference between Stewart's condition numbers and ours is that the collinearity indices are designed to reflect the linear dependence of the matrix columns, while our componentwise condition numbers measure the conditioning of the linear system: matrix plus right-hand side.
In 1970 van der Sluis [38] , [39] In the absence of knowledge about the values of cos Oi, we must assume the worst case # 1, which implies that the norm-based error bounds are tight. Thus the conventional upper bounds are as good as possible given that one has chosen to measure a norm-based error. As a consequence, if the normwise bounds give unsatisfying information, it is not because the bounds are loose, but rather because an unsatisfying way of measuring the error was adopted in the first place.
The upper bounds for nonsingular linear systems commonly found in the literature are of the form I1-xll < (A) (PA + According to 2, the norm-based error satisfies
This means the norm-based relative error is about the same magnitude as the perturbation in the right-hand side and does not depend on the condition number of A.
This was already observed in [6] .
Chan and Foulser [6] [15] , [4] , [16] , [18] , and are further analysed and refined in [32] , [13] , [5] , [33] , [9] . In the simplest case, the goal of a rank-reveMing QR factorisation is to determine the most linearly dependent column of a matrix A.
The idea [9] , [32] This bound already appeared in a different form in [33] .
In [37] , van der Sluis showed that a column equilibrated matrix A of order n has a condition number that is at most a factor x/,away from the lowest condition number among all matrices of the form AD. This The condition numbers for linear systems from [38] and [39] are extended to least squares problems in [14] . 9 . A special class of perturbations. Unlike the previous sections, which assumed no knowledge about the perturbations, this section analyses the reduction in error bounds brought about by the special structure of perturbations resulting from floating point computations. This issue was first investigated by Skeel in [31] for the case of "componentwise perturbations." We provide necessary and sufficient conditions under which Skeel's condition numbers are useful, and we show that these conditions are similar to those where componentwise condition numbers are useful.
The experiments in 11 illustrate that these conditions indeed occur frequently. In [31] Skeel defines a condition number that exploits componentwise perturbations. Theorem 2.1 in [31] shows that [20] and M-matrices with positive right-hand sides, the term amplifying e in (CRE1) equals one. So the individual solution components are insensitive to perturbations in the right-hand side (an algorithm for such systems that gives rise to a small componentwise backward error f is called "weakly stable" in [23] ).
For triangular M-matrices A with positive right-hand side b, it is shown in [22] that which implies
Hence the term amplifying e in (CRE2) is essentially bounded above by 2n-1. This is true in particular if b is the vector of all ones. Thus, estimating the componentwise condition numbers of a triangular matrix by solving a linear system involving the comparison matrix, as in [21] and 10, is a well-conditioned problem. 10 [32] and in the context of statistical errors in [33] . If O(m2) operations. This process can be carried out for all i, and is described in [32] for the computation of IIrll by permuting the columns of A. Gragg and Stewart [18] show how to efficiently "update" the QR factorisation from one permutation to the next in O(m2) operations; see also [17, 12.6 ].
Next, we indicate how the condition number estimators for triangular matrices in [21] In [7] we fit the linear-time algorithms in [19] All experiments were performed in CLAM, version 2.00 [30] , on a SPARCstation 1.
The tests involved more than twenty classes of matrices, most of them from [24] , their orders ranging up to n 500. Among these, only the Minij and Pei matrices have r that are essentially identical in size. A group of matrices with a little more variation in The surprising outcome of our experiments is that often only a few rows of A -1 are responsible for IIA-111, while most of the remaining rows are small in size. This is more pronounced for ill-conditioned matrices. It also comes out in the plots in Figs. 2-7 , where we plot IIrill against i, 1 _< <_ n, for matrices from the last group. In case of high ill conditioning, the difference among the Ilrill can be as high as 1015 for matrices of order n 100. In addition, preliminary statistical analyses show that for these matrices usually more than half of the IIrll are small. Therefore, although a norm-based error bound would predict a total loss of accuracy, many components could actually be computed to a significant number of correct digits.
Figures 2-4 contain plots of three typical random tridiagonal matrices of order n--100. The differences in the IIr[I for each matrix are illustrated in Table 1 . 
