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Resumo
Esta tese introduz dois novos resultados sobre a Classe Chebyshev-Halley para reso-
lução de sistemas não-lineares. Os métodos dessa classe possuem convergência cúbica,
tendo portanto uma taxa de convergência superior a do método de Newton. Em contra-
partida, esses métodos são mais caros computacionalmente, por necessitarem de derivadas
de segunda ordem.
O primeiro resultado apresentado é um resultado teórico. Introduzimos um novo raio
de convergência para a Classe Chebyshev-Halley, ou seja, mostramos que dado qual-
quer ponto inicial pertencente à uma bola centrada em uma solução com o novo raio,
a sequência gerada por qualquer método da Classe Chebyshev-Halley é bem definida e
converge para a respectiva solução com taxa de convergência cúbica. Comparamos com
o raio utilizado na prova de convergência dada no livro Numerische Lösung Nichtlinearer
Gleichungen [70] para os métodos Halley, Chebyshev e Super-Halley, através de alguns
exemplos. As comparações apresentadas sugerem perpectivas futuras, tais como determi-
nar o raio ótimo de convergência.
O segundo resultado apresentado é a introdução de uma nova classe de métodos,
chamada Classe Chebyshev-Halley Inexata livre de tensores, cujo objetivo é baratear o
custo computacional da Classe Chebyshev-Halley, no que tange o uso da derivada de
segunda ordem e a resolução de dois sistemas lineares. A grosso modo, não utilizamos
informações de derivada de segunda ordem e os dois sistemas lineares, necessários para
a obtenção do passo, podem ser resolvidos de maneira inexata. Além de apresentar
a prova de convergência, mostramos que, dependendo das hipóteses, os métodos dessa
classe podem ter taxa de convergência superlinear, quadrática, superquadrática e cúbica.
Mostramos também que essas hipóteses são bastante razoáveis.
Por fim, comparações numéricas são apresentadas, mostrando uma melhoria significa-
tiva quando se usa a estratégia inexata livre de tensores, proposta nesta tese, nos métodos
clássicos da Classe Chebyshev-Halley.
Palavras-chave: Classe Chebyshev-Halley Inexata livre de tensores, raio de convergência,
taxa de convergência, sistemas não-lineares.
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Abstract
This thesis introduces two new results about the Chebyshev-Halley Class for solving
nonlinear systems. The methods in this class have third-order rate of convergence, which
means they have a better rate of convergence than Newton’s method. In contrast, these
methods are computationally expensive, requiring second-order derivatives.
The first result presented is a theoretical result. We introduce a new convergence
radius for the Chebyshev-Halley Class, that is, we proved that given any starting point
belonging to a ball centered at a solution with the new radius, the sequence generated by
any method in the Chebyshev-Halley Class is well defined and converges to that solution
with cubic convergence rate. We compared the new radius with the one given in the
book Numerische Lösung Nichtlinearer Gleichungen [70] for Halley, Super-Halley and
Chebyshev methods, using some examples. The comparisons suggest future perspectives,
such as determining the optimal radius of convergence.
The second result presented is the introduction of a new class of methods, called
Inexact Chebyshev-Halley tensor free Class, whose goal is to reduce the computational
cost of the Chebyshev-Halley Class, by not computing the second-order derivatives and by
approximately solving two linear systems required for obtaining the necessary intermediate
computations. Besides presenting the proof of convergence, we show that, depending on
the assumptions, the methods of this class can have superlinear, quadratic, superquadratic
and cubic convergence rates. We also show that these assumptions are quite reasonable.
Finally, numerical evidence that shows significant improvement when utilizing the
inexact tensor free strategy (in the context of the classical methods of Chebyshev-Halley
class) proposed in this thesis is presented.
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5.9 Gráficos de desempenho do tempo computacional dos métodos Halley,
HTF-GMRES e HTF-PONTO FIXO, Chebyshev, CTF-GMRES e CTF-
PONTO FIXO e Super-Halley, SHTF-GMRES e SHTF-PONTO FIXO. . . 105
xi
Lista de Tabelas
4.1 Comparação do raio de convergência proposto nesta tese e outro conhecido
na literatura. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.1 Percentual de problemas resolvidos pelos métodos Newton, Halley, Cheby-
shev e Super-Halley . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2 Percentual dos problemas resolvidos indicando que a robustez dos métodos
Halley, Chebyshev e Super-Halley praticamente não sofreu alteração ao
usar a estratégia livre de tensor. . . . . . . . . . . . . . . . . . . . . . . . . 97
5.3 Percentual dos problemas resolvidos pelos métodos HTF-GMRES, HTF-
PONTO FIXO, CTF-GMRES, CTF-PONTO FIXO, SHTF-GMRES e SHTF-
PONTO FIXO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
xii
Lista de Algoritmos
3.1 Método de Newton Inexato . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Método de Arnoldi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 Método de Arnoldi com Gram-Schmidt modificado . . . . . . . . . . . . . . 42
3.4 Método GMRES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.5 Algoritmo de Schwetlick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.6 Algoritmo de Steihaug e Suleiman [73] . . . . . . . . . . . . . . . . . . . . . 56
3.7 Cálculo de sk(2) e r̃
k
2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.1 Classe Chebyshev-Halley Inexata Livre de Tensores . . . . . . . . . . . . . . 79
5.1 Cálculo de sk(2) e r
k





1.1 Alguns Resultados sobre Matrizes . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Tensores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.1 Operações com Tensores . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 O Espaço das Aplicações Bilineares . . . . . . . . . . . . . . . . . . . . . . 13
1.4 Diferenciabilidade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
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Muitas aplicações de modelagem matemática no mundo real consistem em resolver um
sistema de equações, geralmente não lineares. Um sistema de equações não lineares pode
ser escrito como F (x) = 0, onde F é uma aplicação de IRn em IRm.
Nesta tese vamos considerar uma aplicação F : IRn → IRn duas vezes continuamente
diferenciável cujo objetivo é
encontrar um x∗ ∈ IRn tal que F (x∗) = 0.
Os métodos mais utilizados para resolver este problema são os métodos iterativos, pois
em geral não é posśıvel encontrar uma solução expĺıcita por meios algébricos. Além disso,
existem métodos não iterativos, por exemplo [11].
Dentre os métodos iterativos, podemos destacar o método de Newton. Neste método é
resolvido um sistema linear a cada iteração, cuja matriz dos coeficientes é a jacobiana de
F avaliada no iterado corrente. Uma das vantagens desse método é a taxa de convergência
quadrática (sob condições adequadas). Além disso, é conhecido na literatura o raio ótimo
de convergência do método de Newton. Isto significa que, dada uma sequência gerada
pelo método de Newton cujo ponto inicial esteja fora da bola de centro em uma solução
e raio ótimo, não se tem garantias que esta sequência irá convergir para a respectiva
solução. No entanto, tomado qualquer ponto inicial dentro desta bola, não só é garantida
a convergência, mas também a taxa de convergência quadrática.
Já nos métodos quase-Newton, não é necessário o uso da jacobiana de F . Esta
metodologia é, em termos de número de operações computacionais, mais barata que o
método de Newton. Uma contrapartida é a perda da taxa de convergência. Sob hipóteses
razoáveis, esses métodos convergem superlinearmente.
Existem métodos que possuem taxa de convergência cúbica, sendo melhores que o
método de Newton neste aspecto. Por exemplo, os métodos pertencentes à classe Cheby-
shev-Halley. Nestes métodos, dada uma estimativa inicial x0 ∈ IRn, o próximo iterado é
obtido pelo processo iterativo












para todo k ∈ IN, onde






O parâmetro α é um número real que indica um método da classe.
Além do cálculo do tensor TF (x) ser caro computacionalmente, para obter a matriz
L(x) é necessário resolver n + 1 sistemas lineares, o que torna os métodos dessa classe
impraticáveis. No entanto, foi provado recentemente por Gundersen e Steihaug [37], que
para obter o próximo iterado da classe Chebyshev-Halley, basta resolver apenas os dois
sistemas
JF (x
k)sk(1) = −F (xk)(
JF (x







e tomar xk+1 = xk + sk(1) + s
k
(2).
Com esta redução do custo computacional, esta classe de métodos tem sido bastante
estudada por alguns pesquisadores. Alguns com o objetivo de resolver problemas de
otimização irrestrita, veja por exemplo a referência [38]. Mesmo com esta redução, ainda
é necessário o cálculo do tensor, o que demanda um certo esforço computacional.
Em relação aos métodos que utilizam tensores, podemos considerar aqueles que uti-
lizam o modelo quadrático de F em torno de xk, a saber
Mk(s) = F (x





Duas estratégias considerando este modelo serão apresentadas nesta tese. Uma é dada
por Schnabel e Frank [68], que consideraram uma aproximação de posto baixo do tensor
TF (xk) e procuraram minimizar a norma de um novo modelo quadrático. Com o avanço
das técnicas de otimização e de novos métodos para resolução de sistemas lineares, vários
trabalhos têm utilizado técnicas diferentes para minimizar o modelo tensorial proposto por
Schnabel e Frank. Veja por exemplo, as recentes referências [4, 6, 7]. A outra estratégia
foi publicada em maio de 2013 por Steihaug e Suleiman [73]. Eles procuram encontrar
um passo sk de tal maneira que tenha uma redução do modelo quadrático, ou seja,∥∥∥∥12TF (xk)sksk + JF (xk)sk + F (xk)
∥∥∥∥ ≤ ηk ∥∥F (xk)∥∥
para algum ηk ∈ (0, 1). Além disso, eles introduziram uma classe de métodos chamada
Classe Chebyshev-Halley Inexata para determinar um sk e um ηk ∈ (0, 1) que cumpram
tal requisito.
Nesta tese, motivados pelo raio ótimo de convergência do método de Newton, propo-
mos um raio r de convergência para a Classe Chebyshev-Halley. Isto significa que, dada
Introdução 3
uma sequência gerada por qualquer método da Classe Chebyshev-Halley, se o ponto inicial
estiver na bola de centro em uma solução e raio r, então a sequência converge para a res-
pectiva solução com taxa de convergência cúbica. Além disso, propomos uma nova classe
de métodos chamada Classe Chebyshev-Halley Inexata livre de tensores, na qual não uti-
lizamos qualquer informação sobre a segunda derivada da aplicação F , e os dois sistemas
lineares necessários para a obtenção do passo, podem ser resolvidos de maneira inexata.
A grosso modo, modificamos os dois sistemas lineares (1) onde o produto TF (xk)sk(1) é
substitúıdo por uma matriz que satisfaz uma propriedade e os dois sistemas lineares
podem ser resolvidos de maneira inexata. Além disso, mostramos que, dependendo das
hipóteses, os métodos dessa classe podem ter taxa de convergência superlinear, quadrática,
superquadrática e cúbica. Mostramos também que essas hipóteses são bastante razoáveis.
Este trabalho está organizado da seguinte maneira:
• no Caṕıtulo 1, introduzimos o conceito de tensor de um modo geral. Mostramos que
para cada aplicação bilinear, existe um tensor associado. Além disso, estudamos a
segunda derivada de uma aplicação F : IRn → IRm como um tensor e em particular,
utilizamos as operações elementares de tensores.
• o Caṕıtulo 2 é dedicado ao estudo dos métodos Halley, Chebyshev e Super-Halley
unidimensionais, tanto no contexto algébrico como geométrico. Tal estudo é indi-
cado, pois não são tão conhecidos na literatura como o método de Newton.
• no Caṕıtulo 3 são apresentados, em particular, alguns métodos tensoriais conhecidos
na literatura, como o proposto por Schnabel e Frank [68], a Classe Chebyshev-Halley
e a Classe Chebyshev-Halley Inexata proposta por Steihaug e Suleiman [73].
• no Caṕıtulo 4, apresentamos as contribuições teóricas desta tese. Introduzimos um
raio de convergência cúbica e demonstramos um teorema de convergência. Além
disso, provamos a convergência da Classe Chebyshev-Halley Inexata livre de tensores
proposta nesta tese.
• no Caṕıtulo 5 são realizados experimentos numéricos. Para alguns desses experi-
mentos, modificamos um algoritmo proposto por Steihaug e Suleiman [73] com o
objetivo de usar a estratégia livre de tensor. Além desse algoritmo modificado, foi
utilizado também o método GMRES.
Caṕıtulo 1
Preliminares
É comum em livros clássicos de análise, estudar a segunda derivada de uma aplicação
F : IRn → IRm como uma aplicação bilinear. O propósito deste caṕıtulo é estudar
a segunda derivada de uma aplicação F : IRn → IRm como um tensor. Para isso, é
necessário entender algumas de suas operações elementares. O autor julga essencial essa
preparação, pois não foi tão trivial entender algumas generalizações que serão expostas
mais adiante.
A primeira seção deste caṕıtulo apresenta alguns resultados básicos sobre matrizes. A
segunda seção trata de um pequeno estudo sobre tensores e algumas de suas propriedades.
Na terceira seção são apresentadas algumas propriedades sobre aplicações bilineares e a
quarta seção é destinada ao estudo de diferenciabilidade de aplicações. Relacionamos a
segunda derivada de uma aplicação com uma aplicação bilinear e então com um tensor
de ordem 3.
1.1 Alguns Resultados sobre Matrizes
Os resultados apresentados nesta seção são resultados clássicos na literatura [35, 48].
Lema 1.1 (Lema de Banach) Se A ∈ IRn×n e ‖A‖p < 1, então I −A é não singular e









Prova. Suponha por absurdo que I−A seja singular. Logo existe x̂ 6= 0 tal que (I−A)x̂ =












(I − A) = I − AN+1.
Como ‖A‖p < 1 e tendo em vista que
∥∥Ak∥∥
p
≤ ‖A‖kp tem-se que lim
k→∞








(I − A) = I














Lema 1.2 Se A e B são matrizes tais que ‖I −BA‖ < 1, então A e B são não singulares
e ∥∥A−1∥∥ ≤ ‖B‖
1− ‖I −BA‖ e
∥∥B−1∥∥ ≤ ‖A‖
1− ‖I −BA‖ . (1.2)
Prova. Seja M = I −BA. Pelo Lema 1.1, I −M = BA é não singular. Logo A e B são
não singulares. Como A−1 = (BA)−1B, novamente pelo Lema 1.1, temos que
∥∥A−1∥∥ ≤ ∥∥(BA)−1∥∥ ‖B‖ ≤ ‖B‖
1− ‖I −BA‖ .
A outra desigualdade se prova de modo análogo. 
Lema 1.3 Seja A uma matriz n× n. Se I − A é não singular, então
A(I − A)−1 = (I − A)−1A. (1.3)
Prova. Observe que
(I − A)A = A− AA = A(I − A).
Dáı segue que A = (I − A)−1A(I − A) resultando na equação (1.3). 
1.2 Tensores
Tensores surgem naturalmente em algumas aplicações, tais como quimiometria [72],
processamento de sinais [14] e outros. De acordo com [52], para muitas aplicações envol-
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vendo tensores de alta ordem, os resultados conhecidos de álgebra matricial pareciam, no
século XX, ser insuficientes. Alguns workshops e congressos sobre o estudo de tensores
têm sido realizados, como por exemplo:
• Workshop on Tensor Decomposition at the American Institute of Mathematics in
Palo Alto, California em 2004, organizado por Golub, Kolda, Nagy e Van Loan.
Detalhes em [34];
• Workshop on Tensor Decompositions and Applications em 2005, organizado por
Comon e De Lathauwer. Detalhes em [51];
• Minisymposium on Numerical Multilinear Algebra: A New Beginning em 2007, or-
ganizado por Golub, Comon, De Lathauwer e Lim e realizado em Zurich.
Leitores interessados em decomposição em valores singulares, posto, autovalores e
autovetores, bem como outros assuntos de tensores de alta ordem, podem consultar as
referências [5, 6, 16, 46, 50, 52]. Para esta tese interessam os tensores de ordem no
máximo 3.
Assim, sejam I1, I2 e I3 três números inteiros positivos. Um tensor T de ordem 3 é
uma lista de números ti3i1i2 com i1 = 1, . . . , I1, i2 = 1, . . . , I2 e i3 = 1, . . . , I3 e a n-ésima
dimensão do tensor T é In, para n = 1, 2, 3. Para exemplificar, a primeira, segunda e
terceira dimensões de um tensor T ∈ IR2×4×3 são 2, 4, 3, respectivamente.
Evidentemente, tensores são generalizações de matrizes, ou seja, uma matriz m × n
pode ser vista como um tensor de ordem 2, enquanto que um vetor n-dimensional pode
ser visto como um tensor de ordem 1. Dependendo do contexto, um vetor n-dimensional
pode ser visto como uma matriz n×1 e, uma matriz m×n pode ser vista como um tensor
m× n× 1.
Do ponto de vista algébrico, um tensor T de ordem 3 é um elemento do espaço vetorial
IRI1×I2×I3 , enquanto que do ponto de vista geométrico, um tensor T de ordem 3 pode ser
visto como um paraleleṕıpedo [49], com I1 linhas, I2 colunas e I3 tubos. A Figura 1.1
ilustra um tensor T ∈ IR2×4×3.
Em álgebra linear, é comum olhar uma matriz através de suas colunas. Se A ∈ IRm×n,
então A pode ser vista como A = [a1 . . . an], onde aj ∈ IRm representa a j-ésima coluna da
matriz A. No caso de tensores de ordem 3, podemos olhá-los através de fibras e camadas.
Dáı seguem as definições.
Definição 1.4 Uma fibra de um tensor T de ordem 3 é um tensor de ordem 1, obtido
fixando dois ı́ndices.
Definição 1.5 Uma camada de um tensor T de ordem 3 é um tensor de ordem 2, obtido




Figura 1.1: Um tensor T ∈ IR2×4×3
A grosso modo, em tensores de ordem 3, uma fibra é um vetor e uma camada é uma
matriz. Temos três tipos de fibras:
• fibras colunas (ou fibras modo 1), onde são fixados os ı́ndices i2 e i3,
• fibras linhas (ou fibras modo 2), onde são fixados os ı́ndices i1 e i3 e
• fibras tubos (ou fibras modo 3), onde são fixados os ı́ndices i1 e i2,
e três tipos de camadas:
• camadas horizontais, onde é fixado o ı́ndice i1,
• camadas laterais, onde é fixado o ı́ndice i2 e
• camadas frontais, onde é fixado o ı́ndice i3.
Para exemplificar, considere um tensor T ∈ IR2×4×3 com i = 1, 2, j = 1, 2, 3, 4 e


























































As Figuras 1.2 e 1.3 ilustram os três tipos de fibras e camadas, respectivamente, para
um tensor T ∈ IR2×4×3.
Figura 1.2: Fibras colunas, linhas e tubos, respectivamente.
Figura 1.3: Camadas horizontais, laterais e frontais, respectivamente.
1.2.1 Operações com Tensores
A primeira questão a considerar nesta subseção é como efetuar o produto entre tensores
e matrizes. Sabemos da álgebra elementar que dadas as matrizes A ∈ IRm×n e B ∈ IRR×m,
é posśıvel efetuar o produto BA, pois a primeira dimensão (número de linhas) da matriz
A concorda com a segunda dimensão (número de colunas) da matriz B, e cada elemento
do produto é resultado do produto interno entre linhas da matriz B e colunas da matriz
A.
Como tensores de ordem 3 têm três dimensões (não confundir com a dimensão do
espaço vetorial IRI1×I2×I3), o produto entre tensores de ordem 3 e matrizes ou vetores
é um pouco mais complicado. Para obter um elemento do produto entre um tensor e
uma matriz, é necessário especificar qual a dimensão do tensor será tomada de modo
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a concordar com o número de colunas da matriz, e cada elemento do produto será o
resultado do produto interno entre as fibras modo n (coluna, linha ou tubo) e as colunas
da matriz. Usaremos a solução adotada por [52], que define o produto modo-n entre
tensores e matrizes e a solução adotada por [5] que define o produto modo-n contráıdo
entre tensores e vetores.
O produto modo-n é útil quando se quer decompor em valores singulares um tensor
de alta ordem no sentido de evitar o uso do conceito de transpostas generalizadas. Veja
[5, 6, 50, 52].
Definição 1.6 (Produto modo-n entre Tensor e Matriz) O produto modo-1 de um
tensor T ∈ IRm×n×p por uma matriz A ∈ IRR×m é o tensor
Y = T ×1 A ∈ IRR×n×p




tkijari onde r = 1, . . . , R, j = 1, . . . , n, e k = 1, . . . , p.
O produto modo-2 de um tensor T ∈ IRm×n×p por uma matriz A ∈ IRR×n é o tensor
Y = T ×2 A ∈ IRm×R×p




tkijarj onde i = 1, . . . ,m, r = 1, . . . , R e k = 1, . . . , p.
O produto modo-3 de um tensor T ∈ IRm×n×p por uma matriz A ∈ IRR×p é o tensor
Y = T ×3 A ∈ IRm×n×R




tkijark onde i = 1, . . . ,m, j = 1, . . . , n e r = 1, . . . , R.
Para entender o produto modo-n em termos de matrizes, considere as matrizes A ∈
IRm×n, B ∈ IRk×m e C ∈ IRq×n. De acordo com a Definição 1.6 temos
A×1 B = BA ∈ IRk×n e A×2 C = ACT ∈ IRm×q.
Preliminares 10
Desta forma, a decomposição em valores singulares de uma matriz A pode ser escrita
como
UΣV T = (Σ×1 U)×2 V = (Σ×2 V )×1 U.
O produto modo-n satisfaz a seguinte propriedade [52]:
Propriedade 1 Dados um tensor T de ordem 3 e matrizes A e B de tamanhos conve-
nientes, temos para todo r, s = 1, 2, 3 que
(T ×r A)×s B = (T ×s B)×r A = T ×r A×s B para r 6= s e
(T ×r A)×r B = T ×r (BA)
A idéia de Bader e Kolda [5] para efetuar o produto entre tensor e vetor, é não usar a
dimensão unitária como de costume. Simplesmente calcula-se o produto interno de cada
fibra modo n (coluna, linha ou tubo) com o vetor. Não é vantajoso tratar um vetor m-
dimensional como uma matriz m× 1. Por exemplo, se tomarmos um tensor T ∈ IRm×n×p
e um vetor v ∈ IRm×1, com m,n, p 6= 1, de acordo com a Definição 1.6, o produto entre o
T e v não é bem definido, mas é posśıvel efetuar o cálculo T ×1 vT .
Definição 1.7 (Produto modo-n contráıdo entre Tensor e Vetor) O produto modo-
1 contráıdo de um tensor T ∈ IRm×n×p por um vetor v ∈ IRm, é o tensor
A = T ×̄1v ∈ IRn×p




tkijvi onde j = 1, . . . , n e k = 1, . . . , p
onde vi é a i-ésima coordenada do vetor v.
O produto modo-2 contráıdo de um tensor T ∈ IRm×n×p por um vetor v ∈ IRn, é o
tensor
A = T ×̄2v ∈ IRm×p




tkijvj onde i = 1, . . . ,m e k = 1, . . . , p
onde vj é a j-ésima coordenada do vetor v.
O produto modo-3 contráıdo de um tensor T ∈ IRm×n×p por um vetor v ∈ IRp, é o
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tensor
A = T ×̄3v ∈ IRm×n




tkijvk onde i = 1, . . . ,m e j = 1, . . . , n
onde vk é a k-ésima coordenada do vetor v.
Devemos ter um enorme cuidado ao efetuar o produto entre matrizes e vetores con-
siderando as Definições 1.6 e 1.7. Por exemplo, note que se A ∈ IRm×n, u ∈ IRn e v ∈ IRm,
então A ×̄2u e A×2 uT possuem os mesmos elementos, mas
A ×̄2u 6= A×2 uT ,
pois A ×̄2u ∈ IRm (vetor coluna) e A ×2 uT ∈ IR1×m (vetor linha). Note que, em relação
ao produto matricial, no qual estamos acostumados, temos
Au = A ×̄2u (1.5)
vTA = A×1 vT 6= A ×̄1v. (1.6)
Em particular, dados um tensor T ∈ IRn×m×m e um vetor v ∈ IRm, pela Definição 1.7
e por (1.5) temos T ×̄2v ∈ IRn×m e
(T ×̄2v) ×̄2v = (T ×̄2v)v ∈ IRn.
O produto modo-n contráıdo satisfaz a seguinte propriedade [5]:
Propriedade 2 Dados um tensor T de ordem 3 e vetores u e v de tamanhos conve-
nientes, temos para todo r = 1, 2, 3 e s = 2, 3 que
(T ×̄ru) ×̄s−1v = (T ×̄sv) ×̄ru para r < s.
Para exemplificar, considere um tensor T ∈ IR2×4×3 e denote a k-ésima coluna e a
q-ésima linha de uma matriz A por colk(A) e linq(A), respectivamente . Note que se
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 = xTT i::




















































 = xT(T i::)T
Este exemplo pode ser facilmente generalizado para dimensões arbitrárias. Em par-
ticular, para um tensor T ∈ IRm×n×n e um vetor x ∈ IRn, temos
lini(T ×̄2x) = xTT i:: (1.7)
lini(T ×̄3x) = xT (T i::)T (1.8)
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Lema 1.8 Seja um tensor T ∈ IRn×n×n. Se T i:: é uma matriz simétrica para todo i =
1, . . . , n, então
(T ×̄2u)v = (T ×̄2v)u
para todo u, v ∈ IRn.
Prova. Pela Propriedade 2 temos que (T ×̄2u)v = (T ×̄3v)u. Por (1.7), (1.8) e pela
simetria de T i:: vemos que T ×̄3v = T ×̄2v. 
1.3 O Espaço das Aplicações Bilineares
Nesta seção, definimos aplicações bilineares sobre espaços vetoriais de dimensão finita,
visando relacioná-las com a segunda derivada de uma aplicação duas vezes diferenciável,
bem como um tensor de ordem 3.
Definição 1.9 Sejam espaços vetoriais U, V e W . Uma aplicação f : U×V → W é uma
aplicação bilinear se
(i) f(λu1 + u2, v) = λf(u1, v) + f(u2, v) para todo λ ∈ IR, u1, u2 ∈ U e v ∈ V .
(ii) f(u, λv1 + v2) = λf(u, v1) + f(u, v2) para todo λ ∈ IR, u ∈ U e v1, v2 ∈ V .
Em outras palavras, uma aplicação f : U × V → W é uma aplicação bilinear se
for linear em cada uma das variáveis quando deixamos a outra fixa. Denotamos por
B(U ×V,W ) o conjunto de todas as aplicações bilineares de U ×V em W . Em particular,
se U = V e W = IR na Definição 1.9, então f : U ×U → IR é uma forma bilinear na qual
estamos acostumados em formas quadráticas, por exemplo.
Um exemplo simples de forma bilinear é a função f : U × V → IR definida por
f(u, v) = h(u)g(v), (1.9)
com h ∈ U∗ e g ∈ V ∗, onde U∗ denota o espaço dual a U . De fato, temos para todo
λ ∈ IR, u1, u2 ∈ U e v ∈ V que




g(v) = λf(u1, v) + f(u2, v).
De forma análoga, é fácil ver que f(u, λv1 + v2) = λf(u, v1) + f(u, v2) para todo λ ∈
IR, u ∈ U e v1, v2 ∈ V .
O próximo teorema basicamente garante que uma aplicação bilinear f : U × V → W
fica bem determinada quando se conhece seu aplicado nos pares cujas coordenadas são
elementos de uma base de U e V .
Preliminares 14
Teorema 1.10 Sejam U , V e W espaços vetoriais, {u1, . . . , um}, {v1, . . . , vn} bases de U
e V , respectivamente e {wij | i = 1, . . . ,m e j = 1, . . . , n} um subconjunto de W . Então
existe uma única aplicação bilinear f : U × V → W tal que f(ui, vj) = wij.
Prova. Sejam u =
m∑
i=1
αiui e v =
n∑
j=1
βjvj elementos arbitrários de U e V , respectiva-







É fácil ver que f é uma aplicação bilinear e que f(ui, vj) = wij. Tal aplicação é única,
pois se g é uma outra aplicação bilinear satisfazendo g(ui, vj) = wij então



















αiβjwij = f(u, v).
Logo g = f . 
O teorema seguinte garante o isomorfismo entre o espaço das aplicações bilineares e o
espaço dos tensores de ordem 3.
Teorema 1.11 Sejam U , V e W espaços vetoriais com dimensões n, p e m respectiva-
mente. Então o espaço B(U × V,W ) tem dimensão mnp.
Prova. A ideia da demonstração é exibir uma base para o espaço B(U × V,W ). Para
isso, tome {w1, . . . , wm}, {u1, . . . , un} e {v1, . . . , vp} bases de W , U e V , respectivamente.
Para cada tripla (i, j, k), com i = 1, . . . ,m, j = 1, . . . , n e k = 1, . . . , p, definimos uma
aplicação bilinear fkij : U × V → W tal que
fkij(ur, vs) =
{
wi se r = j e s = k
0 se r 6= j ou s 6= k.
(1.10)
O Teorema 1.10 garante a existência de fkij. Mostraremos então que o conjunto
A = {fkij | i = 1, . . . ,m, j = 1, . . . , n e k = 1, . . . , p}































asirwi = f(ur, vs)

























Como {w1, . . . , wm} é uma base de W , tem-se asir = 0 para todo i = 1, . . . ,m, r = 1, . . . , n
e k = 1, . . . , p. 
Em particular, se as dimensões dos espaços vetoriais U e V são m e n, respectivamente,
então o espaço vetorial B(U × V, IR) tem dimensão mn. Ora, como dois espaços vetoriais
de mesma dimensão finita são isomorfos [17], existe uma matriz m× n associada a cada
f ∈ B(U × V, IR). Considerando B = {u1, . . . , um} e C = {v1, . . . , vn} bases de U e V ,
respectivamente e se u =
m∑
i=1
αiui e v =
n∑
j=1
βjvj, então fazendo f(ui, vj) = aij para todo







que em forma matricial fica f(u, v) = [u]TBA[v]C , onde A = (aij) e [v]C denota as coorde-
nadas do vetor v na base C. Dáı segue a seguinte definição:
Definição 1.12 Sejam U e V espaços vetoriais de dimensão finita. Fixadas bases B =
{u1, . . . , um} ⊂ U e C = {v1, . . . , vn} ⊂ V definimos para cada f ∈ B(U × V, IR) a matriz
de f em relação às bases ordenadas B e C como sendo A = (aij) ∈ IRm×n cujos elementos
são dados por aij = f(ui, vj) com i = 1, . . . ,m e j = 1, . . . , n.
Considere agora o espaço B(IRm×IRn, IRp) e as bases canônicas {e1, . . . , em}, {ē1, . . . , ēn},
{ê1, . . . , êp} de IRm, IRn e IRp, respectivamente. Considere f ∈ B(IRm × IRn, IRp). Para
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onde uj e vk são as coordenadas de u e v nas bases canônicas de IR
m e IRn, respectivamente.
Denote a i-ésima coordenada de f por fi. Observe que fi ∈ B(IRm× IRn, IR). Assim para











onde tkij = fi(ej, ēk). Assim podemos escrever
fi(u, v) = u
TAiv.
De modo geral, podemos definir p matrizes m×n e olhá-las, por exemplo, como um tensor
T ∈ IRp×m×n, ou seja, as p matrizes podem ser vistas como as camadas horizontais do
tensor T . Desta forma, podemos escrever f(u, v) como um produto do tensor T pelos







 = (T ×̄2u)v. (1.12)
Desta maneira, podemos generalizar a Definição 1.12 como segue:
Definição 1.13 Sejam U e V espaços vetoriais de dimensão finita. Fixadas bases B =
{u1, . . . , um} e C = {v1, . . . , vn} de U e V , respectivamente, definimos para cada f ∈
B(U × V, IRp) o tensor T em relação às bases ordenadas B e C como sendo T = (tkij) ∈
IRp×m×n cujos elementos são dados por tkij = fi(uj, vk) onde fi é a i-ésima coordenada de
f , isto é, fi ∈ B(U × V, IR), com i = 1, . . . , p, j = 1, . . . ,m e k = 1, . . . , n.
1.4 Diferenciabilidade
Sejam uma aplicação diferenciável F : U ⊂ IRm → IRn com U aberto e a ∈ U .
Denote L (IRm, IRn) o conjunto de todas as aplicações lineares de IRm em IRn. Quando
F ′ : U ⊂ IRm → L (IRm, IRn) for diferenciável em a ∈ U , dizemos que a aplicação F é
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duas vezes diferenciável em a ∈ U e assim temos a transformação linear F ′′(a) ∈ L(IRm,L
(IRm, IRn)) que será chamada a segunda derivada de F no ponto a ∈ U .
A norma de F ′′(a) é definida de maneira natural, isto é, para qualquer h ∈ IRm,
‖F ′′(a)h‖ = sup
‖k‖=1
{‖F ′′(a)hk‖ com k ∈ IRm}
e então
‖F ′′(a)‖ = sup
‖h‖=1





Observe que, pelo Teorema 1.11, os espaços L(IRm,L (IRm, IRn)) e B(IRm × IRm, IRn) são
isomorfos, o que permite interpretar F ′′(a) como uma aplicação bilinear no espaço B(IRm×
IRm, IRn). Tal isomorfismo pode ser encontrado em livros clássicos de análise [53, 54]. Por
outro lado, pelo mesmo teorema, o espaço das aplicações bilineares B(IRm × IRm, IRn) é
isomorfo ao espaço dos tensores IRn×m×m. Por esse motivo, interpretaremos F ′′(a) nesta
tese como um tensor no espaço IRn×m×m. Vamos denotá-la por TF (a) e utilizaremos as
operações vistas na Seção 1.2.
Resta saber como são formados os elementos do tensor TF (a). Para isso, considere
A : IR → IRn×m e α ∈ IR. Vemos que A(α) é uma matriz com n linhas e m colunas.
Seus elementos serão denotados por aij(α) onde aij são as funções coordenadas de A com
i = 1, . . . , n e j = 1, . . . ,m. Quando aij : IR → IR for diferenciável em α para todo
i = 1, . . . , n e j = 1, . . . ,m, a derivada de A no ponto α é a matriz
A′(α) = (a′ij(α)) ∈ IRn×m. (1.13)
A definição da derivada de A(α) como em (1.13) é uma definição clássica, veja [35].
Para generalizar (1.13), considere A : U ⊂ IRp → IRn×m uma aplicação diferenciável em
u ∈ U com funções coordenadas aij : IRp → IR com i = 1, . . . , n e j = 1, . . . ,m. Quando
aij for diferenciável em u para todo i = 1, . . . , n e todo j = 1, . . . ,m, definimos a derivada
de A no ponto u como o tensor
A′(u) = (∇aij(u)) ∈ IRn×m×p. (1.14)
Note que de fato, (1.14) é uma generalização de (1.13). Fixado i e j, ∇aij(u) é uma





para todo k = 1, . . . , p.
Para exemplificar, considere uma aplicação F : U ⊂ IR2 → IR3 duas vezes diferenciável
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e sua derivada é, por (1.14), o tensor












Fixado i, vemos facilmente que a i-ésima camada horizontal de TF (a) é a matriz Hessiana
∇2fi(a), isto é, em relação a função coordenada fi : U ⊂ IR2 → IR, temos















Observe que uma coluna da matriz ∇2fi(x) é uma fibra linha da i-ésima camada
horizontal.
Para os métodos estudados nesta tese, com frequência calculamos o produto do tensor
TF (a) por vetores do domı́nio da aplicação F , o que neste exemplo, são vetores em IR2.
Segue da Definição 1.7, que é posśıvel realizar os produtos modo-2 contráıdo e modo-3
contráıdo. Como as matrizes Hessianas são simétricas, dado v ∈ IR2, pelo Lema 1.8 e por
(1.7) e (1.8), temos

















 ∈ IR3 (1.18)
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qualquer que seja u, v ∈ IR2.
Isto significa que o tensor TF (a) definido como em (1.16) é o tensor associado a
aplicação bilinear F ′′(a), em relação à base canônica de IR2, segundo a Definição 1.13.
Sem perda de generalidade, vamos simplesmente denotar em todo este trabalho
TF (a) ×̄3v = TF (a) ×̄2v = TF (a)v
e conforme o Lema 1.8, podemos fazer
(TF (a)u)v = (TF (a)v)u = TF (a)vu.
Para finalizar esta seção, vamos considerar um caso particular. Sabemos que a k-ésima
coluna da jacobiana JF (x) é o produto JF (x)ek, onde ek é o k-ésimo vetor canônico do














Ora, como link∇2fi(x) é a k-ésima fibra tubo da i-ésima camada horizontal, temos que
TF (x)ek é a k-ésima camada lateral ou, por simetria das Hessianas, a transposta da k-
ésima camada frontal. Em suma, para uma aplicação F : U ⊂ IRn → IRm duas vezes
diferenciável, temos TF (x) ∈ IRm×n×n onde as m camadas horizontais são as Hessianas
∇2fi(x), com i = 1, . . . ,m e as n camadas laterais e frontais podem ser obtidas pelo
produto TF (x)ek, com k = 1, . . . , n.
1.4.1 Alguns Resultados Clássicos
Nesta seção, são apresentados alguns resultados clássicos de diferenciabilidade. A
principal referência é [62].
Lema 1.14 Sejam U ⊂ IRn aberto e convexo, F : U → IRn uma aplicação diferenciável
e JF Lipschitz em U com constante L. Então




para todos x, y ∈ U .
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Prova. Fazendo v = x− y e utilizando a fórmula de Taylor com resto integral, temos
F (x)− F (y) =
∫ 1
0
JF (y + tv)vdt.
Portanto
‖F (x)− F (y)− JF (y)(x− y)‖ ≤
∫ 1
0




completando a demonstração. 
No Lema 1.14, foi estabelecido um limitante para o erro ao considerar o modelo linear
de F em torno de x como uma aproximação para F (x). O mesmo pode ser feito ao
considerar o modelo linear de JF em torno de x como uma aproximação para JF (x), pois
se F ∈ C2 em um aberto convexo U ⊂ IRn e TF é Lipschitz com constante L2 > 0, então
JF (x)− JF (y) =
∫ 1
0
TF (x+ t(y − x))(y − x)dt. (1.19)
Veja [62, 3.3.7]. Dáı de forma análoga à demonstração do Lema 1.14, temos
‖JF (x)− JF (y)− TF (y)(x− y)‖ ≤
L2
2
‖x− y‖2 . (1.20)
No próximo lema, vamos estabelecer um limitante para o erro ao considerar o modelo
quadrático de F em torno de x como uma aproximação para F (x). O Lema 1.15 pode
ser generalizado para F ∈ Cp com p > 2, veja [62, NR 3.3-3].
Lema 1.15 Seja U ⊂ IRn aberto e convexo e F : U → IRn uma aplicação duas vezes
diferenciável e TF Lipschitz em U com constante L2. Então∥∥∥∥F (x)− F (y)− JF (y)(x− y)− 12TF (y)(x− y)(x− y)
∥∥∥∥ ≤ L26 ‖x− y‖3 ,
para todos x, y ∈ U .
Prova. Fazendo v = x− y e utilizando a fórmula de Taylor com resto integral, temos
F (x)− F (y)− JF (y)v =
∫ 1
0
(1− t)TF (y + tv)vvdt.
Portanto














Note que o termo (1− t)TF (y + tv)−
1
2
TF (y) pode ser escrito como
(1− t)
[















dt = 0 temos que
∥∥∥∥F (x)− F (y)− JF (y)v − 12TF (y)vv
∥∥∥∥ ≤ ∫ 1
0
[











Existe uma relação importante sobre uma constante de Lipschitz de uma aplicação e
sua derivada. Tal relação é enunciada e demonstrada no Lema 1.16.
Lema 1.16 Seja U ⊂ IRm aberto e convexo e F : U → IRn diferenciável. Considere
M > 0. Temos que ‖JF (x)‖ ≤ M , se e somente se, ‖F (x)− F (y)‖ ≤ M ‖x− y‖ para
todo x, y ∈ U .
Prova. A primeira afirmação é imediata pela desigualdade do valor médio e pela conve-
xidade. Para provar a segunda afirmação, considere a ∈ U e v ∈ IRm tal que ‖v‖ = 1.
Assim, a+tv ∈ U para t > 0 suficientemente pequeno. Além disso, pela diferenciabilidade
de F temos
F (a+ tv) = F (a) + tJF (a)v + o(t),
ou seja,
JF (a)v =













Passando o limite quando t→ 0+ segue que ‖JF (a)v‖ ≤M e portanto




Em particular, o Lema 1.16 garante que a menor constante Lipschitz de F é atingida
fazendo M = sup
x∈U
{‖JF (x)‖}. Além disso, analogamente ao que foi feito no Lema 1.16
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podemos concluir quer
‖TF (x)‖ ≤M ⇐⇒ ‖JF (x)− JF (y)‖ ≤M ‖x− y‖ (1.21)
para todo x, y ∈ U .
Caṕıtulo 2
Equações Não Lineares: Caso
Unidimensional
Considere neste caṕıtulo o seguinte problema:
encontrar um x∗ ∈ IR tal que f(x∗) = 0, (2.1)
onde f : I ⊂ IR→ IR é uma função de classe C2.
Um método iterativo muito utilizado para resolver o problema (2.1) é o conhecido
método de Newton. Dedicamos a primeira seção para uma rápida explanação desse
método. Um bom histórico sobre o método de Newton pode ser visto em [78]. Em
seguida apresentamos alguns métodos com convergência cúbica, sob hipóteses razoáveis.
Descrevemos a construção geométrica e algébrica dos métodos Chebyshev, Halley e Super-
Halley. Esses métodos fazem parte da classe de métodos Chebyshev-Halley. Esta classe
de métodos foi introduzida por Hernández e Salanova [43] em 1993 para o caso unidi-
mensional e generalizado para espaços de Banach por Hernández and Gutiérrez [42] em
1997.
2.1 Método de Newton
Geralmente, nos métodos iterativos, a cada iteração é constrúıdo um modelo para f
e toma-se como estimativa para um zero da função um zero do modelo. Obviamente,
um modelo pode não ter zeros, o que não é, de certa forma, vantajoso. No método de
Newton, dada uma boa estimativa inicial x0 ∈ IR, o método gera uma sequência (xk) tal
que xk+1 é o zero do polinômio de Taylor de primeira ordem em torno do ponto xk, para
todo k = 0, 1, . . ., ou seja, a cada iteração k, toma-se o seguinte modelo para f :
mk(x) = f(x
k) + f ′(xk)(x− xk).
23
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Dáı toma-se xk+1 como sendo o zero do modelo mk(x), isto é,




É bem conhecido [22], que sob hipóteses razoáveis, o método de Newton converge
quadraticamente.
2.2 Métodos com Convergência Cúbica
Discutimos nesta seção os métodos clássicos com convergência cúbica. Diante do
método de Newton, é intuitivo indagar sobre a utilização do polinômio de Taylor de
segunda ordem em torno do ponto xk como sendo um modelo para f , ou seja, ao considerar
o modelo
mk(x) = f(x
k) + f ′(xk)(x− xk) + 1
2
f ′′(xk)(x− xk)2 (2.2)
e tomar xk+1 como sendo um zero deste modelo, devemos ter













é o grau de convexidade logaŕıtmica de f avaliado em x. Basicamente, o grau de con-
vexidade logaŕıtmica é uma estimativa do número de vezes que é necessário compor uma
certa função convexa, cuja derivada segunda seja estritamente positiva, com a função
logaŕıtmica até obter uma função que não seja convexa. Este conceito é apresentado em
detalhes no Apêndice A juntamente com as referências no assunto. Uma aplicação im-
portante sobre o grau de convexidade logaŕıtmica será apresentada na subseção 2.2.3 no
sentido de estudar a influência da convexidade da função no método de Newton.
Sobre o processo iterativo (2.3), nos deparamos com dois problemas: o primeiro é a
escolha do sinal (+) ou (−). Para resolvê-lo, vamos considerar a função de iteração








e observar, como em [75], que x∗ é um ponto fixo de φ se, e somente se, tomarmos o sinal
(+) quando f ′(x) > 0 e o sinal (−) quando f ′(x) < 0. Com esta escolha teremos
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O segundo problema está no mau condicionamento de 1 −
√
1− 2`(xk) quando xk está
próximo da solução x∗. Então reescrevemos (2.5) como









Cauchy [12] foi o primeiro a estabelecer convergência semilocal do processo iterativo (2.6),
além de provar convergência cúbica sob algumas hipóteses. Para outras referências sobre
essa convergência, o leitor pode consultar [45, 62, 75].





ou seja, o método é muito restritivo, pois para funções bem simples como f(x) = xn, para
n ≥ 3, vemos facilmente que `(x) > 1
2
para todo x ∈ IR. Para essa classe de funções, isto
significa que dado qualquer ponto inicial x0 ∈ IR não é posśıvel determinar x1 ∈ IR pelo
processo iterativo (2.6).
2.2.1 Método de Chebyshev
Outros métodos que possuem convergência cúbica são os métodos da classe Chebyshev-
Halley que veremos adiante. Em particular, o método de Chebyshev baseia-se no seguinte
problema equivalente a (2.1)
obter f−1 e calcular x∗ = f−1(0). (2.7)
Observe inicialmente que, se existe δ > 0 tal que f ′(x) 6= 0 para todo
x ∈ I = (x∗ − δ, x∗ + δ), (2.8)
então f possui uma inversa g = f−1 em I. Neste sentido, o método de Chebyshev
considera o polinômio de Taylor de segunda ordem de g no ponto yk = f(xk),
pk(y) = g(y
k) + g′(yk)(y − yk) + 1
2
g′′(yk)(y − yk)2, (2.9)
onde xk ∈ I.
Dado xk ∈ I, obtemos yk e definimos xk+1 como sendo pk(0), isto é,
xk+1 = pk(0) = g(y
k)− g′(yk)yk + 1
2
g′′(yk)(yk)2. (2.10)
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Traub [75] credita este método a Euler, mas na literatura russa ele é atribúıdo a
Chebyshev [13, 25]
Para ilustrar o método de Chebyshev, observe na Figura 2.1 que dado xk, calculamos
yk = f(xk) e constrúımos o polinômio de Taylor de segunda ordem de f−1 (em verde)







Figura 2.1: Uma iteração do método de Chebyshev.
Como a inversa de uma função nem sempre é dispońıvel e é tão dif́ıcil obtê-la quanto
resolver o problema (2.1), podemos obter uma expressão para pk(0) em termos de f .
Como







por (2.10), definimos o método de Chebyshev como
















onde `(x) é definido em (2.4).
É interessante descrever um modelo para f ao invés de um modelo para f−1. Veremos
que um modelo de f em torno de xk cujo zero é xk+1 dado em (2.11), pode ser uma função
quadrática, diferente do polinômio de Taylor de segunda ordem de f em xk, que concorda
com f, f ′ e f ′′ no ponto xk.
Por simetria, podemos obter uma curva simétrica à parábola (2.9) em relação à reta
y = x. Concentraremos nesse instante nossa atenção na parábola tangente (osculatory)
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ao gráfico de f no ponto xk, ou seja, a parábola definida por
x = amk(x)
2 + bmk(x) + c (2.12)
que satisfaz as condições
mk(x
k) = f(xk), m′k(x
k) = f ′(xk) e m′′k(x
k) = f ′′(xk). (2.13)







f ′(xk)2 + f(xk)f ′′(xk)
f ′(xk)3
e









Portanto, xk+1 dado em (2.11) é o zero da função (2.12). É ilustrado na Figura 2.2 a
simetria entre o polinômio de Taylor de segunda ordem de f−1 (em verde) em f(xk) (2.9)














Figura 2.2: Simetria entre as parábolas.
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2.2.2 Método de Halley
Outro método com convergência cúbica a ser estudado nesta tese é o método de Halley.
Sobre este método, Traub afirma em [75] o seguinte: “Halley’s method must share with
the secant method the distinction of being the most frequently rediscovered methods in the
literature.”
Já vimos que o processo iterativo (2.6) é muito restritivo. No sentido de evitar pro-
blemas numéricos no cálculo da raiz quadrada, substitúımos
√
1− x por sua aproximação
de Taylor 1− 1
2
x próximo de x = 0. Assim obtemos o método de Halley







onde `(x) é definido em (2.4).
No sentido de generalizar o método de Halley para o espaço IRn, vamos introduzi-lo
de uma maneira mais construtiva. Considere o polinômio de Taylor de segunda ordem da
função f no ponto xk, dado em (2.2). Um fator x−xk do termo quadrático deste polinômio
será aproximado pelo passo de Newton
−f(xk)
f ′(xk)
. Desta forma teremos o seguinte modelo









A partir de um ponto inicial x0, o método de Halley gera uma sequência (xk) tal que
xk+1 é solução da equação mk(x) = 0. Desta forma, temos (2.14).
O método de Halley possui uma interpretação geométrica interessante. Apesar de
ter sido descrito pelo modelo (2.15), Salehov [67] aparentemente foi o primeiro a sugerir
que o método de Halley poderia ser obtido utilizando uma função racional como modelo
para f . Por conveniência, vamos considerar o modelo como sendo uma hipérbole tangente
(osculatory) [67], isto é, a hipérbole definida pela equação
mk(x) =
(x− xk) + c
a(x− xk) + b (2.16)
deve concordar com f, f ′ e f ′′ em xk, ou seja,
mk(x
k) = f(xk), m′k(x
k) = f ′(xk) e m′′k(x




2f ′(xk)2 − f(xk)f ′′(xk) ,
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b =
2f ′(xk)




f ′(xk)(2− `(xk)) .
Desta forma, xk+1 dado em (2.14) é o zero da função definida em (2.16). A Figura 2.3






Figura 2.3: Uma iteração do método de Halley
2.2.3 Método Super-Halley
No ińıcio desta seção, utilizamos o grau de convexidade logaŕıtmica de uma função f ,
veja (2.4). Para detalhes veja Apêndice A. Um estudo sobre a influência dessa medida no
método de Newton e no método de Halley pode ser encontrado em [41] e [40], respectiva-
mente. Para nossos fins, vamos denotar nesta subseção o grau de convexidade logaŕıtmica





Vamos analisar, como em [41], a influência desta medida no método de Newton. Para
isso, considere uma função f : [a, b] ⊂ IR → IR duas vezes continuamente diferenciável,
convexa e estritamente crescente, tal que f(a) < 0 < f(b). É posśıvel mostrar que a
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sequência definida por




com x0 = b, converge para o zero x∗ ∈ [a, b] de f . Agora, seja g uma outra função
satisfazendo as mesmas condições de f em [a, b] tal que g(x∗) = 0. Considere a sequência




com y0 = x0. Da mesma forma, essa sequência também converge para x∗. Sendo as
mesmas condições, gostaŕıamos de estabelecer uma condição suficiente para que yk seja
estritamente menor que xk para todo k ∈ IN. Uma sequência (yk) que cumpra tal pro-
priedade, será chamada de aceleração da sequência (xk). Essa será a primı́cia do método
Super-Halley [29, 39]. Para isso, considere as funções de iteração
φf (x) = x−
f(x)
f ′(x)




É fácil ver que φ′f = `f e φ
′
g = `g.
Lema 2.1 Considere as sequências (xk) e (yk) definidas em (2.18) e (2.19), respectiva-
mente. Se |`f (x)| > |`g(x)| para todo x ∈ [a, b]− {x∗}, então yk < xk para todo k ∈ IN.
Prova. Como x0 = b, temos que xk+1 > x∗ para todo k ≥ 1. Temos que
y1 − x1 = φg(x0)− φf (x0) = (φg − φf )(x0)− (φg − φf )(x∗).
Pelo Teorema do Valor Médio, existe ξ0 ∈ (x∗, x0) tal que
y1 − x1 = (`g − `f )(ξ0)(x0 − x∗). (2.21)
Por hipótese, temos que `g(x) < `f (x) para todo x ∈ (x∗, b]. Dáı segue por (2.21) que
y1 < x1. Para mostrar que y2 < x2, primeiro note que φg é crescente em (x
∗, x0]. Dáı
segue que
y2 − x2 = φg(y1)− φf (x1) < φg(x1)− φf (x1) = (`g − `f )(ξ1)(x1 − x∗)
para algum ξ1 ∈ (x∗, x1). Usando o mesmo argumento temos que y2 < x2 e por indução
segue que yk < xk para todo k ≥ 1. 









duas funções definidas no intervalo [3, 10] cujo zero é x∗ = 6. Estas funções são estrita-












Para ilustrar, note na Figura 2.4, que a hipótese do Lema 2.1 é verificada e, portanto,












Figura 2.4: A sequência (yk) é uma aceleração da sequência (xk).
A questão é como determinar uma função g que cumpra a hipótese do Lema 2.1. Ora,
um exemplo trivial é a função
g(x) = f ′(x∗)(x− x∗).
Em [28], é apresentado uma famı́lia de funções que cumprem a hipótese do Lema 2.1. Em




cumpre tal hipótese. Essa função é interessante pois o método de Halley (2.14) pode ser
obtido aplicando o método de Newton em g, veja [1].
O método Super-Halley é baseado na seguinte aproximação proveniente da expansão
1Veja referência [28, Example 1].
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de Taylor de segunda ordem para f em torno de x∗:




para x próximo de x∗. Como feito em [39, 41], defina




Note que x∗ é desconhecido.
Como a ideia é acelerar a sequência (xk), devemos obter uma sequência (yk) tal que
yk esteja mais próximo de x∗ que xk para todo k ∈ IN. Para isso, faça




para j = 1, 2. Desta forma, de (2.22) e (2.23), obtemos































onde xk+1 é dado por (2.26) e φf é dado por (2.20). Esta prova é dada em [39, 41].
Apesar do método Super-Halley ter taxa de convergência cúbica, veja [39, Teorema
2.5], esse método possui propriedades interessantes quando f é um polinômio quadrático.
Neste caso, um passo do método Super-Halley equivale a dois passos do método de New-
ton, veja [39, Teorema 2.7]. Isso garante que a taxa de convergência para essa classe
de funções é 4, veja [39, Teorema 2.6]. A Figura 2.5 ilustra uma iteração do método
Super-Halley. A curva em azul representa o polinômio de Taylor de segunda ordem de f
avaliado em xk.
Por fim, Hernández e Salanova [43] definem uma famı́lia de métodos chamada classe





Figura 2.5: Uma iteração do método Super-Halley.
Chebyshev-Halley como sendo














temos o método de Halley (2.14) e quando α = 1 temos o método Super-Halley
(2.26). Propriedades de convergência podem ser dadas com hipóteses sobre `f ′ . Uma
generalização dessa classe no espaço IRn será vista na Seção 3.4.2. O leitor pode consultar
também a referência [15].
Caṕıtulo 3
Sistemas Não Lineares
Muitas aplicações de modelagem matemática no mundo real [24, 58, 60] consistem em
resolver um sistema de equações, geralmente não lineares. Um sistema de equações não
lineares pode ser escrito como F (x) = 0, onde F é uma aplicação de IRn em IRm.
Nesta tese, vamos considerar uma aplicação F : IRn → IRn duas vezes continuamente
diferenciável. O objetivo é
encontrar um x∗ ∈ IRn tal que F (x∗) = 0. (3.1)
Os métodos mais utilizados para resolver este problema são os métodos iterativos, pois
em geral não é posśıvel encontrar uma solução expĺıcita por meios algébricos. Porém,
existem outros métodos de aproximação diferentes, veja por exemplo [11].
Dentre os métodos iterativos, talvez o mais conhecido seja o método de Newton. O
método de Newton é uma importante ferramenta, não apenas aplicada, mas também
teórica, tendo um vasto campo de aplicações em matemática pura [32].
Basicamente, dado xk ∈ IRn, o método de Newton consiste em resolver o sistema linear
JF (x
k)sk = −F (xk) (3.2)
a cada iteração e tomar o próximo iterado como sendo xk+1 = xk + sk.
Resultados de convergência sobre o método de Newton são muito bem conhecidos [62].
No entanto, a t́ıtulo de motivação, exibiremos não só a prova de convergência quadrática
desse método, mas o raio ótimo de convergência. Isso será apresentado na Seção 4.1 do
Caṕıtulo 4.
Embora o método de Newton seja teoricamente muito atrativo, é dif́ıcil usá-lo na
prática. Observe que a cada passo, o sistema linear (3.2) deve ser resolvido de forma




operações quando se usa decomposição LU,
veja [57]. Isto significa que, quando n é grande e o problema não possui nenhuma estrutura
34
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especial, como por exemplo esparsidade da jacobiana, resolver o sistema (3.2) de forma
exata torna-se inviável. Além disso, devemos calcular n2 derivadas para a obtenção da
jacobiana.
Algumas modificações do método de Newton são bem conhecidas. Podemos, por
exemplo, resolver o sistema (3.2) de forma inexata, ou seja, resolvê-lo por algum método
iterativo impondo uma precisão, como no método de Newton Inexato, ou aproximar a
jacobiana JF (x
k), utilizando diferenças finitas, ou ainda, substituir a jacobiana JF (x
k)
por outra matriz com alguma propriedade, como nos métodos quase-Newton.
Apresentaremos algumas dessas variações do método de Newton de maneira sucinta,
pois elas serviram de inspiração e motivação para diminuirmos o custo computacional dos
métodos da Classe Chebyshev-Halley.
3.1 Método de Newton Discreto
A ideia geral do método de Newton discreto é utilizar certas aproximações para a
jacobiana. Essas aproximações são baseadas na seguinte definição:
Definição 3.1 Seja F : IRn → IRn diferenciável. Dizemos que A : IRn × IR → IRn×n é
uma aproximação consistente para JF se
lim
h→0
A(x, h) = JF (x) uniformemente. (3.3)
Além disso, se existem constantes c, r ≥ 0 tais que
‖JF (x)− A(x, h)‖ ≤ c|h|,
para todo x ∈ IRn e para todo h tal que |h| ≤ r, então A(x, h) é uma aproximação
fortemente consistente para JF .
A maneira mais natural de obter uma aproximação consistente para JF é simplesmente
aproximar a jacobiana JF (x) por diferenças finitas. Se a matriz A(x, h) é tal que
colj(A(x, h)) =
F (x+ hej)− F (x)
h
(3.4)
para todo j = 1, . . . , n, onde h é um parâmetro de discretização, então A é uma aproxi-
mação consistente para JF . Além disso, sob hipótese Lipschitz sobre JF , A é uma apro-
ximação fortemente consistente para JF , veja [62, 11.2.5]. Note que h pode ser diferente
para cada derivada parcial.
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Utilizando a aproximação dada em (3.4), é posśıvel mostrar que se hk → 0, então a
taxa de convergência da sequência gerada pelo método de Newton discreto
xk+1 = xk − A(xk, hk)−1F (xk)
é superlinear. Além disso, se hk = O(
∥∥F (xk)∥∥), então a taxa de convergência é quadrática.
Detalhes podem ser vistos em [22, 62].
Embora o método de Newton discreto não exija o cálculo da jacobiana JF (x
k), ele
pode se tornar caro computacionalmente dependendo da dimensão do problema. Se (3.4)
é usado para discretizar a jacobiana, então são necessárias n+1 avaliações de função. Uma
maneira mais eficiente de baratear o método de Newton, referente a jacobiana, é utilizar
outras matrizes mais fáceis de serem constrúıdas, como nos métodos quase-Newton.
3.2 Métodos Quase-Newton
Métodos quase-Newton são muito utilizados na prática devido as simplicidades de
implementação e por terem boas propriedades de convergência. Esses métodos utilizam
matrizes que são atualizadas a cada iteração. A rigor, eles não procuram aproximar a
jacobiana a cada iteração como o método de Newton discreto, mas procuram satisfazer a
condição de Dennis-Moré, que será vista mais adiante, para garantir taxa de convergência
superlinear.
Dados xk ∈ IRn e Bk ∈ IRn×n, esses métodos consistem em resolver o sistema
Bks
k = −F (xk) (3.5)
e tomar o próximo iterado como sendo xk+1 = xk + sk. A matriz Bk+1 deve ser escolhida
de forma que a equação secante
Bk+1s
k = yk, (3.6)
onde
sk = xk+1 − xk e yk = F (xk+1)− F (xk),
seja satisfeita.
Quando n > 1, existe uma infinidade de matrizes Bk+1 que cumprem a condição
secante (3.6). No entanto, é natural (por exemplo, por razões de estabilidade numérica)
pedir que a mudança entre Bk+1 e Bk, isto é, a diferença Bk+1 − Bk seja “mı́nima”em
algum sentido.
Dados B ∈ IRn×n, y ∈ IRn e s ∈ IRn não-nulo, o Teorema 4.1 do artigo [47], garante
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sujeito a B̂s = y,
(3.7)
onde ‖.‖F denota a norma de Frobenius, é a matriz
B+ = B +
(y −Bs)sT
〈s, s〉 . (3.8)
A atualiação B+ é chamada de atualização de Broyden. Neste sentido, o método de
Broyden para resolver o problema (3.1), consiste em resolver a cada iteração o sistema
(3.5) atualizando as matrizes como em (3.8), ou seja, determinar um xk+1 tal que
Bk(x
k+1 − xk) = −F (xk)
e
Bk+1 = Bk +
(yk −Bksk)skT
〈sk, sk〉 .
Em relação à convergência, uma estratégia clássica é mostrar que o método de Broy-
den satisfaz a condição de Dennis-Moré [21], ou seja, exigir que a sequência de matrizes
(Bk) convirja para JF (x
∗) é uma exigência um tanto forte e de certa forma desnecessária
quando o objetivo é gerar uma sequência (xk) que convirja para x∗ com taxa superli-
near. Basicamente, a condição de Dennis-Moré garante que a sequência (xk) gerada pelo
processo iterativo
xk+1 = xk −B−1k F (xk) (3.9)
converge para uma solução x∗ com taxa superlinear se, e somente se,
lim
k→∞
∥∥(Bk − JF (x∗))sk∥∥
‖sk‖ = 0. (3.10)
Detalhes podem ser vistos em [22, 47, 57]. Perceba que o que deve tender para zero é Bk−
JF (x
∗) na direção incremental
sk
‖sk‖ , e não simplesmente Bk − JF (x
∗). Isto significa que
uma sequência (xk) gerada pelo processo iterativo (3.9) pode convergir superlinearmente,
mesmo que a sequência de matrizes (Bk) não convirja para JF (x
∗). Para ver isso, considere
o Lema 8.2.7 do livro [22]. Outros métodos quase-Newton para sistemas não-lineares
podem ser consultados também em [22].
Sistemas Não Lineares 38
3.3 Método de Newton Inexato
Já mencionamos que resolver o sistema linear
JF (x
k)sk = −F (xk) (3.11)
de forma exata, por exemplo por decomposição LU, é caro computacionalmente quando o
número de variáveis é “grande”e o esforço computacional não se justifica quando xk está
“longe”de uma solução. Neste sentido, Dembo, Eisenstat e Steihaug [19] propuseram uma
classe de métodos que obtém uma solução aproximada para o sistema (3.11) de maneira
que o reśıduo
rk = JF (x
k)sk + F (xk)
satisfaça ∥∥rk∥∥ ≤ ηk ∥∥F (xk)∥∥ , (3.12)
onde o termo forçante ηk ∈ [0, 1) é usado para controlar a precisão do passo. A forma de
se obter um sk que satisfaça (3.12) não é especificada, ou seja, cada método que obtém
um sk satisfazendo (3.12) é um método de Newton inexato diferente. A grosso modo, um
método de Newton inexato é qualquer método, onde dado uma aproximação inicial x0, é
gerada uma sequência (xk) tal que (3.12) seja verificada. Neste sentido, temos o seguinte
algoritmo:
Algoritmo 3.1: Método de Newton Inexato
Dado: x0 ∈ IRn
k = 0
repita enquanto F (xk) 6= 0
Escolha ηk ∈ [0, 1)
Obtenha sk tal que
∥∥JF (xk)sk + F (xk)∥∥ ≤ ηk ∥∥F (xk)∥∥
Faça xk+1 = xk + sk
k = k + 1
fim
Usualmente, a iteração que gera o iterado xk é chamada de iteração externa e a iteração
que gera o passo sk é chamada de iteração interna. Neste mesmo artigo [19], é provado
a convergência local do método de Newton inexato, sob hipóteses razoáveis, como por
exemplo jacobiana Lipschitz cont́ınua. Além disso, é provado também que
• se ηk → 0, então a taxa de convergência é superlinear e
• se ηk = O
(∥∥F (xk)∥∥), então tem-se taxa de convergência quadrática.
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Esses resultados são importantes, pois permitem escolher uma sequência (ηk) de modo
que o método tenha uma determinada taxa de convergência.
Quando ηk é muito próximo de zero, ocorre um fenômeno chamado de oversolving.
Isto significa que um grande número de iterações internas serão realizadas a cada iteração
externa e pode resultar em um pequeno ou até mesmo nenhum decréscimo da norma de F .
Neste sentido, Eisenstat e Walker [27], propuseram duas escolhas para o termo forçante
que procuram evitar esse fenômeno.
A primeira escolha reflete a concordância entre a função e seu modelo linear local, isto
é, ηk será menor quanto melhor for esta concordância.
Escolha 1: Dado η0 ∈ [0, 1), escolha
ηk =
∥∥F (xk)− F (xk−1)− JF (xk−1)sk−1∥∥
‖F (xk−1)‖ , k = 1, 2, . . . . (3.13)
ou
ηk =
∣∣∣ ∥∥F (xk)∥∥− ∥∥F (xk−1) + JF (xk−1)sk−1∥∥ ∣∣∣
‖F (xk−1)‖ , k = 1, 2, . . . . (3.14)
É demonstrado em [27] a convergência superlinear do Algoritmo 3.1 usando a Escolha
1.
A segunda escolha, não reflete diretamente a concordância entre a função e seu modelo
linear local, mas experimentos realizados em [27], sugerem poucos oversolvings. Esta
escolha depende do decréscimo da norma de F .





, k = 1, 2, . . . . (3.15)
Também é demonstrado em [27] a convergência do Algoritmo 3.1 usando a Escolha 2.
Além disso, se γ < 1, então a taxa de convergência é da ordem β.
Na prática, é necessário impor salvaguardas de modo a assegurar que os termos da
sequência (ηk) não se tornem muito pequenos rapidamente. Em [27] é introduzido para a
Escolha 1, a seguinte salvaguarda:
ηk ← max{ηk, η(1+
√
5)/2





e para a Escolha 2:
ηk ← max{ηk, γηβk−1} quando γηβk−1 > 0.1.
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É necessário também, impor salvaguardas adicionais de modo que ηk ∈ [0, 1) para cada k.
Vimos que cada método que obtém sk satisfazendo (3.12) é um método de Newton
inexato diferente. Apresentaremos na próxima subseção o método GMRES que obtém
uma solução aproximada de um sistema linear. Este método é muito utilizado no método
de Newton inexato, sendo conhecido como Newton-GMRES.
3.3.1 GMRES
Apresentaremos nesta seção um dos métodos mais aplicados na prática para obter
uma solução aproximada, em um certo sentido, de um sistema linear
Ax = b, (3.16)
onde A ∈ IRn×n e b ∈ IRn.
É bem conhecido que caso a matriz A seja simétrica definida positiva, o método
gradiente conjugado pode ser aplicado e é bastante empregado na prática [35, 65]. Esse
método faz parte dos que são chamados métodos sobre espaços de Krylov.
Dados um vetor v ∈ IRn, uma matriz A ∈ IRn×n e um escalar m, definimos o espaço
de Krylov Km(A, v) como
Km(A, v) = span{v, Av,A2v, . . . , Am−1v}.
A prinćıpio, dada uma aproximação inicial x0, uma solução aproximada xm pertencente
à variedade x0 + Km(A, v) que minimiza a norma residual, pode ser obtida de várias
maneiras. Entretanto, sem a hipótese de simetria e positividade da matriz A, se faz
necessário a utilização de um método mais geral do que o gradiente conjugado, por e-
xemplo. O objetivo desta seção é apresentar uma śıntese do método proposto por Saad e
Schultz [66], o GMRES (Generalized Minimum Residual Method), que também pertence
a classe de métodos sobre espaços de Krylov.





O método GMRES é um método de projeção [65], onde a solução aproximada xm, que
minimiza a norma residual, pertence à variedade x0 +Km(A, v1) e
b− Axm ⊥ AKm(A, v1).
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Isto significa que um vetor zm deve ser determinado no subespaço Km(A, v1) de modo que
zm = arg min
z∈Km(A,v1)
∥∥b− A(x0 + z)∥∥ . (3.17)
Dáı, a solução aproximada dada por GMRES é
xm = x0 + zm. (3.18)
A implementação do GMRES dada em [66] determina zm construindo uma base ortonor-
mal {v1, . . . , vm} de Km(A, v1) através do método de Arnoldi [2]. Os detalhes serão vistos
mais adiante.
O método de Arnoldi é um método que constrói uma base ortonormal {v1, . . . , vm}
para o espaço Km(A, v1) baseado no processo de Gram-Schmidt. Em cada passo j, o
algoritmo multiplica o vetor vj por A e toma v̂j como a diferença entre Avj e a projeção
ortogonal de Avj sobre o subespaço gerado por {v1, . . . , vj}. O Algoritmo de Arnoldi é
apresentado abaixo.
Algoritmo 3.2: Método de Arnoldi
Escolha um vetor v1 tal que ‖v1‖2 = 1.
para j = 1, 2, . . . ,m
para i = 1, 2, . . . , j
hij = 〈Avj, vi〉
fim










Observe que o algoritmo pode parar na iteração j caso a norma de v̂j seja zero. Neste
caso, o vetor vj+1 não pode ser calculado.
Proposição 3.2 Denote por Vm a matriz n×m cujas colunas são os vetores v1, . . . , vm,
e H̄m a matriz de Hessenberg superior (m + 1) × m cujas entradas não nulas são hij





AVm = Vm+1H̄m. (3.19)
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Prova. Pelo Algoritmo 3.2, temos para j = 1, 2, . . . ,m que













Dáı segue que AVm = Vm+1H̄m. 
O procedimento de Gram-Schmidt é numericamente instável. Por esse motivo, é co-
mum substituir o procedimento de Gram-Schmidt no Algoritmo 3.2 por Gram-Schmidt
modificado [35] ou por transformações Householder [65, 74, 77]. O Algoritmo de Arnoldi
com Gram-Schmidt modificado é apresentado a seguir.
Algoritmo 3.3: Método de Arnoldi com Gram-Schmidt modificado
Escolha um vetor v1 tal que ‖v1‖2=1.
para j = 1, 2, . . . ,m
v̂j = Avj
para i = 1, 2, . . . , j
hij = 〈v̂j, vi〉
v̂j = v̂j − hijvi
fim
hj+1,j = ‖v̂j‖2





Agora, para determinar zm dado em (3.17), considere a matriz Vm dada na Proposição
3.2. Vamos obter um vetor ym ∈ IRm de tal modo que
zm = Vmy
m.
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Para isso, observe que se x ∈ x0 +Km(A, v1), da relação (3.19), temos que
b− Ax = b− A(x0 + Vmy)



























xm = x0 + zm = x0 + Vmy
m.
Esta abordagem é muito vantajosa, pois ao invés de obter um x̃ ∈ IRn que minimiza
‖b− Ax‖2, obtemos um xm ∈ x0 +Km(A, v1), com m n que é solução do problema
minimizar ‖b− Ax‖2
sujeito a x ∈ x0 +Km(A, v1)
b− Ax ⊥ AKm(A, v1)
(3.21)
Obter o vetor ym dado em (3.20), é de certa forma uma tarefa fácil. Como a matriz
H̄m é Hessenberg-superior, podemos decompô-la em H̄m = QmR̄m, onde
Qm ∈ IR(m+1)×(m+1)
é um produto de matrizes de rotação de Givens e
R̄m ∈ IR(m+1)×m
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onde c2i + s
2
i = 1. Desta maneira, pré-multiplicamos a matriz de Hessenberg superior H̄m
e o vetor g0 = ‖r0‖2 e1 por m matrizes de Givens, ou seja, definindo











e1) = (γ1, . . . , γm+1)
T . (3.24)







∥∥ḡm − R̄my∥∥2 . (3.25)
É importante observar que a última linha da matriz R̄m é nula. Definimos então a














A próxima proposição mostra que ym é obtido resolvendo um sistema triangular su-
perior e fornece uma expressão para o reśıduo no passo m.
Proposição 3.3 Sejam m ≤ n, Ωi, i = 1, . . . ,m matrizes de rotação de Givens usadas
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para transformar a matriz de Hessenberg H̄m em uma matriz triangular superior R̄m, ḡm
dada por (3.24) e gm dada por (3.27). Temos
1. O vetor ym que minimiza
∥∥‖r0‖2 e1 − H̄my∥∥ é dado por
ym = R−1m gm.
2. O reśıduo no passo m é
‖b− Axm‖2 = |γm+1|. (3.28)












= |γm+1|2 + ‖gm −Rmy‖22 .
Como γm+1 não depende de y, o mı́nimo é atingido quando ‖gm −Rmy‖2 = 0. Ora,
como Rm é não singular, temos que y
m = R−1m gm. Desta maneira, a segunda parte é
imediata. 
Se o reśıduo (3.28) não satisfaz a precisão requerida, então um passo a mais no Algo-
ritmo de Arnoldi é necessário, ou seja, fazemos j = m+1 no Algoritmo de Arnoldi. Desta
forma, obtemos uma base Vm+1 para o espaço Km+1(A, v1) e a (m + 1)-ésima coluna da










onde hm+2,m+1 = ‖v̂m+1‖2. Não é necessário efetuar todos os cálculos novamente. Os
próprios autores de [66] sugerem anexar a (m + 1)-ésima coluna de H̄m+1 à matriz R̄m





0 . . . 0 hm+2,m+1
 . (3.30)
Para construir a matriz triangular superior R̄m+1 aplica-se as m matrizes de rotação de
Givens, Ω1, . . . ,Ωm, obtidas anteriormente, no vetor dado em (3.29). Feito isso, apenas o
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elemento hm+2,m+1 não foi zerado. Definimos então a nova matriz de rotação de Givens
Ωm+1 e efetuamos o cálculo necessário para zerar hm+2,m+1. O mesmo é feito para construir
o vetor ḡm+1. Para combinar a dimensão, anexamos um zero na última linha de ḡm e pré-
multiplicamos a rotação de Givens Ωm+1 por esse novo vetor. Desta forma, temos obtido











Se a norma residual |−sm+1γm+1| for suficientemente pequena, então calculamos ym+1,
solução do sistema triangular superior
Rm+1y = gm+1,
onde Rm+1 e gm+1 são definidos de forma semelhante a (3.26) e (3.27), respectivamente.
Dáı, a solução aproximada xm+1 = x
0 + Vm+1ym+1 é calculada.
Em [66], é provado que o método GMRES falha, se na iteração j do Algoritmo de
Arnoldi ocorrer hj+1,j = 0. Isto ocorre, se e somente se, xj for a solução exata do
sistema linear (3.16). Este fato é chamado de lucky breakdown, veja [66]. Uma observação
importante é que a convergência do método GMRES se dá no máximo em n iterações. A
discussão acima sobre o método GMRES está sintetizada no Algoritmo 3.4.
Algoritmo 3.4: Método GMRES





Construa as matrizes Vm e H̄m usando o método de Arnoldi (Algoritmo 3.2 ou 3.3)
começando com v1.
Calcule ym que minimiza
∥∥‖r0‖2 e1 − H̄my∥∥.
Faça xm = x0 + Vmy
m.
Em problemas de grande porte, o método GMRES torna-se impraticável, pois en-
quanto a norma residual não satisfaz a precisão requerida, aumenta-se a dimensão do
espaço de Krylov e consequentemente o custo de memória. Existem duas possibilidades
para contornar esse problema. A primeira é utilizar pré-condicionadores, cujo objetivo é
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reduzir o número de iterações necessárias para atingir a convergência. A segunda possibi-
lidade é executar um restart ou recomeço. Isto significa que a cada m iterações, o método
GMRES recomeça formando um novo ciclo com x0 = xm, ou seja, a nova aproximação
inicial passa a ser xm calculada no ciclo anterior e o reśıduo rm será usado para gerar o
novo espaço de Krylov.
É bem conhecido [66], que o método GMRES com recomeços pode estagnar quando a
matriz dos coeficientes não é definida positiva. Além disso, nem sempre há convergência.
3.4 Métodos Tensoriais
Até agora, todos os métodos que apresentamos neste caṕıtulo, são métodos consagra-
dos na literatura. Embora de longa data, poucas pesquisas sobre métodos tensoriais
têm sido publicadas. Esses métodos foram, de certa forma, esquecidos pela comunidade
cient́ıfica. Um dos motivos pode ter sido o alto custo computacional e a dificuldade de
diferenciação, por exemplo. Mas com o avanço tecnológico, novos métodos de resolução
de sistemas lineares, novos métodos de otimização e novas técnicas de diferenciação como
diferenciação automática, por exemplo, os métodos tensoriais têm sido retomados por
alguns pesquisadores. Nossa pesquisa insere-se nesse contexto.
Vimos que dada uma boa estimativa inicial x0 ∈ IRn, o método de Newton gera uma
sequência (xk), tal que xk+1 é o zero do modelo linear
Mk(x) = F (x
k) + JF (x
k)(x− xk),
onde JF (x
k) denota a jacobiana de F avaliada em xk.
Se derivadas de alta ordem são embutidas no modelo, temos o que chamamos de
modelos tensoriais. O mais simples é o modelo quadrático,
Mk(x) = F (x
k) + JF (x
k)(x− xk) + 1
2
TF (xk)(x− xk)(x− xk), (3.32)
onde o tensor TF (xk) ∈ IRn×n×n denota a segunda derivada de F em xk.
Existem várias desvantagens quando se toma esse modelo para F em xk. Por exemplo:
• calcular n3 derivadas de segunda ordem a cada iteração;
• problemas de armazenamento, pelo menos da ordem de n3/2;
• encontrar um zero do modelo de n equações quadráticas e n variáveis.
• o modelo pode não ter um zero.
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Seguindo a primı́cia dos métodos quase-Newton, é desejável formar um tensor Tk
que seja mais barato computacionalmente que o tensor TF (xk), de modo que evite as
desvantagens listadas anteriormente ou pelo menos algumas. Um dos primeiros trabalhos
nesse sentido, foi introduzido por Schnabel e Frank [68].
3.4.1 Método Tensorial de Schnabel e Frank
No artigo de Schnabel e Frank [68], é introduzido um novo modelo tensorial para F
em xk, onde o custo computacional para formá-lo é no máximo O(n2.5) multiplicações e
adições por iteração, ou seja, é um modelo um pouco mais barato que o modelo (3.32).
A estratégia adotada em [68] é escolher Tk ∈ IRn×n×n de maneira que o modelo
quadrático
M̂k(x) = F (x
k) + JF (x
k)(x− xk) + 1
2
Tk(x− xk)(x− xk), (3.33)
interpole F em p ≤ √n iterados já determinados, x−1, . . . , x−p, não necessariamente
consecutivos, ou seja,
M̂(x−c) = F (x−c)
para c = 1, . . . , p. Isto significa que o sistema





onde sc = x
−c − xk para c = 1, . . . , p, deve ser verificado.
Note que (3.34) é formado por np ≤ n1.5 equações lineares e n3 incógnitas. Como (3.34)
é sobredeterminado, procura-se escolher Tk tal que seja solução do seguinte problema de
minimização:
minimizar ‖Tk‖F
sujeito a Tkscsc = zc, c = 1, . . . p,
(3.35)










onde trij são os elementos do tensor Tk e
zc = 2
(
F (x−c)− F (xk)− JF (xk)sc)
)
.
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ac ⊗ sc ⊗ sc (3.36)
onde ⊗ denota o produto de Kronecker, ac denota a c-ésima coluna da matriz
A = ZM−1,
onde os elementos de M ∈ IRp×p são definidos por mij = (sTi sj)2 para 1 ≤ i, j ≤ p e as p
colunas da matriz Z ∈ IRn×p são os vetores zc.
A expressão (3.36) significa que Tk é uma soma de p tensores de posto 1. Além
disso, as camadas horizontais de Tk são simétricas, o que é desejável do ponto de vista
de armazenamento. O leitor interessado em posto de tensores bem como produto de
Kronecker pode consultar, respectivamente, as referências [5, 52] e [55].
Substituindo (3.36) em (3.33), tem-se o modelo tensorial proposto por [68], que é
MT (x









Desta maneira procura-se encontrar um d ∈ IRn tal que MT (xk + d) = 0. Os au-
tores mostram que o custo computacional para formar o modelo tensorial (3.37) é no
máximo O(n2.5) multiplicações e adições por iteração e que para formar o tensor (3.36)
são necessárias n2p+O(np2) multiplicações e adições.
Os algoritmos propostos em [68, 69], procuram resolver o problema
minimizar
d∈IRn
∥∥MT (xk + d)∥∥2 , (3.38)
ou seja, quando o modelo MT não possui um zero real, os algoritmos encontram um
minimizador do modelo tensorial MT . Detalhes sobre alguns procedimentos para resolver
o subproblema (3.38) podem ser consultados em [33, 68, 69] e análise de convergência em
[30].
Outras estratégias, de certa forma mais modernas, para resolver o subproblema (3.38)
têm sido publicadas, por exemplo, em [3, 4, 9, 10, 31].
Apesar de serem relativamente antigos, os métodos tensoriais baseados em Schnabel
e Frank [68], têm sido retomados recentemente na literatura por alguns pesquisadores.
O algoritmo tensor-GMRES proposto por Dan Feng e Thomas H. Pulliam [31], pode
ser visto como uma extensão do método de Newton Inexato usando GMRES. O passo
é calculado utilizando informações do espaço de Krylov gerado pelo passo de Newton
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Inexato. Já no trabalho de Brett W. Bader [3, 4], três métodos baseados no modelo (3.37)
com p = 1 foram propostos. Eles procuram resolver o problema de minimização (3.38)










2(F (xk−1)− F (xk)− JF (xk)sk)
(sTk sk)
2
e sk = x
k−1 − xk
e Km é um subespaço de Krylov. O método GMRES também é utilizado nesses métodos.
A performance de alguns métodos tensoriais em problemas mal-condicionados ou sin-
gulares, tem sido estudada e verificada recentemente por Bader e Schnabel em [7]. Nesses
tipos de problemas, métodos baseados em Newton apresentam convergência muito lenta.
3.4.2 Classe Chebyshev-Halley: Caso Multidimensional
Os métodos da Classe Chebyshev-Halley podem ser vistos como métodos tensoriais
por fazerem uso do tensor. Assim como no método de Newton, os métodos de Cheby-
shev (2.11), Halley (2.14) e Super-Halley (2.26) unidimensionais , podem ser facilmente
estendidos para o espaço IRn. Os métodos Halley e Chebyshev foram estendidos por
Mertvecova [59] em 1953 e Nec̆epuerenko [61] em 1954, respectivamente.
Denote I a matriz identidade e, para cada x ∈ IRn, considere a matriz






A matriz L(x) generaliza o grau de convexidade logaŕıtmica definido em (2.4).
No caso multidimensional1, o método de Chebyshev (2.11) pode ser escrito como









o método de Halley (2.14) como













e o método Super-Halley (2.26) como











1Observamos que os métodos Chebyshev e Halley, podem ser obtidos modificando o modelo quadrático
(3.32), substitúındo o termo TF (xk)(x− xk)(x− xk) por TF (xk)(−JF (xk)−1F (xk))(−JF (xk)−1F (xk)) e
TF (xk)(x− xk)(−JF (xk)−1F (xk)), respectivamente.
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No artigo de Hernández e Gutiérrez [42] é definida, para α ∈ [0, 1], a seguinte classe
de métodos:











para espaços de Banach, o que generaliza a classe de Hernández e Salanova [43] dada
por (2.27). Em (3.44), tem-se o método de Chebyshev (3.41) pondo α = 0, o método de
Halley (3.42) pondo α =
1
2
e o método Super-Halley (3.43) pondo α = 1. Essa classe de
métodos é chamada pelos próprios autores [42] de Classe Chebyshev-Halley. Além disso,
foi estabelecido convergência semilocal segundo hipóteses tipo Kantorovich.
No entanto, é apresentada no livro Numerische Lösung Nichtlinearer Gleichungen do
Professor Hubert Schwetlick, veja referência [70], a seguinte classe de métodos parametriza-
dos por um escalar γ ∈ IR e um i ∈ IN:
F (xk) + JF (x
k)(yk,i+1 − xk) + γ
2




TF (xk)(yk,i − xk)(yk,i − xk) = 0
(3.45)
com
yk,0 = xk e xk+1 = yk,i+1.
Em [70] é definido, pondo xk+1 = yk,2 em (3.45), o seguinte algoritmo:
Algoritmo 3.5: Algoritmo de Schwetlick
Dados: x0 ∈ IRn, γ ∈ IR
k = 0
repita enquanto F (xk) 6= 0
Calcule yk a partir da equação
F (xk) + JF (x
k)(yk − xk) = 0













TF (xk)(yk − xk)(yk − xk) = 0
k = k + 1
fim
Note que se γ = 0 tem-se o método de Chebyshev (3.41), o método de Halley (3.42) é
obtido com γ = 1 e o método Super-Halley (3.43) é obtido com γ = 2. Essas equivalências
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Em [26, 70] é provado, sob hipóteses razoáveis, a convergência cúbica da sequência (xk)
gerada pelo Algoritmo 3.5 para qualquer valor real γ. Sendo assim, em particular os
métodos de Chebyshev, Halley e Super-Halley convergem cubicamente.
Pois bem, com relação à Classe Chebyshev-Halley (3.44), Gundersen e Steihaug [37],
mostraram recentemente, que para i = 1 em (3.45), ou seja, xk+1 = yk,2, a Classe
Chebyshev-Halley (3.44), agora com α ∈ IR, e a classe de métodos baseada nos modelos da-
dos em (3.45) são equivalentes. Logo, em particular, a taxa de convergência da sequência
(xk) gerada por qualquer método da Classe Chebyshev-Halley (3.44), com α ∈ IR, é
cúbica. Além disso, mostraram que a Classe Chebyshev-Halley pode ser escrita como:
JF (x
k)sk(1) = −F (xk)(
JF (x










A abordagem (3.46) é extremamente importante, pois o passo sk pode ser decomposto
como a soma sk(1) + s
k
(2). Esta é uma forma bem mais eficiente que a abordagem (3.44),
pois não é necessário obter a matriz L(xk) a cada iteração, o que é extremamente caro
computacionalmente, já que seria necessário resolver n + 1 sistemas lineares, enquanto
que em (3.46), apenas dois sistemas lineares são necessários. Note que no método de
Chebyshev (α = 0), a matriz dos coeficientes dos dois sistemas lineares (3.46) é a jaco-
biana JF (x
k). Isto significa que se os sistemas lineares são resolvidos via decomposição,
por exemplo LU, apenas uma decomposição será necessária. Por esse motivo, o método
de Chebyshev tem sido utilizado com mais frequência, principalmente em problemas de
otimização irrestrita [20, 79]. Nesses problemas a matriz dos coeficientes é a Hessiana da
função objetivo e os dois sistemas lineares são resolvidos, preferencialmente via método
gradiente-conjugado.
A prova dada por Gundersen e Steihaug [37], é basicamente a que segue.
Lema 3.4 Considere a Classe Chebyshev-Halley (3.44). Esta classe pode ser escrita como
(3.46).




L(xk)(I − αL(xk))−1 = I + 1
2
(I − αL(xk))−1L(xk)
= (I − αL(xk))−1
(
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Agora defina
sk(1) = −JF (xk)−1F (xk)
e
sk(2) = x
k+1 − xk − sk(1).
Dáı segue que
(I − αL(xk))(sk(1) + sk(2)) = (I − αL(xk))(xk+1 − xk)



















Multiplicando por JF (x
k) em ambos os lados e usando a definição de L(x) dada em (3.40),
obtemos
(JF (x




Desta forma, temos (3.46). 
3.4.3 Algumas Variações da Classe Chebyshev-Halley
Apesar dos métodos da Classe Chebyshev-Halley serem muito atrativos para resolver
o problema (3.1), por terem taxa de convergência cúbica, eles são computacionalmente
caros, basicamente por dois motivos:
1. necessidade de se obter o tensor TF (xk) a cada iteração e
2. resolver de forma exata dois sistemas lineares.
Apresentaremos nesta subseção uma aproximação para o tensor TF (xk) utilizando
diferenças finitas baseada no trabalho [26], e um algoritmo baseado no trabalho de Stei-
haug e Suleiman [73], que procura encontrar um zero aproximado para o modelo quadrático
de F em torno de xk utilizando ideias da Classe Chebyshev-Halley.
Classe Chebyshev-Halley Discreta
Algumas aproximações para o tensor TF (x), relativamente antigas, foram publicadas
em [26, 63, 76]. Aqui vamos nos restringir ao artigo [26] de Ehle e Schwetlick de 1976.
Para isso, considere a seguinte definição:
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Definição 3.5 Seja F : IRn → IRn duas vezes diferenciável. Dizemos que B : IRn× IR→
IRn×n×n é uma aproximação fortemente consistente para TF quando existem c, r ≥ 0 tais
que
‖B(x, h)− TF (x)‖ ≤ c|h|
para todo x ∈ IRn e para todo h tal que |h| < r.
Uma definição mais geral pode ser vista em [26, Definição 3.1].
Com hipótese Lipschitz sobre TF , um exemplo de aproximação fortemente consistente
para TF , é aproximar TF (x) usando diferenças finitas, ou seja, constrúımos um tensor
B(x, h) tal que a q-ésima camada lateral de B(x, h) é
B:q: = Beq =
JF (x+ heq)− JF (x)
h
(3.48)
para todo q = 1 . . . n, onde h é um parâmetro de discretização, podendo ser diferente para
cada derivada parcial. Este fato pode ser visto em [26].
A expressão (3.48) significa que cada camada horizontal ∇2fi(x) com i = 1, . . . , n do





Neste sentido, definimos a Classe Chebyshev-Halley discreta como
JF (x
k)sk(1) = −F (xk)(
JF (x










Algumas aproximações fortemente consistentes para o tensor TF (xk) foram utilizadas
em um algoritmo proposto em [26], em particular a aproximação (3.48). Com essa abor-
dagem, foi provado a convergência quadrática da Classe Chebyshev-Halley discreta (3.49).
Além disso, se hk → 0, então a taxa de convergência é superquadrática, no sentido que




então a convergência cúbica é garantida. Veja [26, Teorema 3.3].
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Classe Chebyshev-Halley Inexata
A Classe Chebyshev-Halley Inexata introduzida no artigo de Steihaug e Suleiman [73],
publicado recentemente, foi motivada pelo fato de que um passo do método Super-Halley
utilizado para encontrar um zero de F é equivalente a dois passos do método de Newton
aplicados na aproximação quadrática de F em torno de xk [37]. Para ver isso, note que
um passo sk do método Super-Halley é encontrado resolvendo o sistema (3.46) com α = 1,
ou seja,
JF (x
k)sk(1) = −F (xk)(
JF (x






sk = sk(1) + s
k
(2).
Os vetores sk(1) e s
k
(2) são unicamente determinados supondo que as matrizes JF (x
k) e
JF (x
k) + TF (xk)sk(1) sejam não singulares.
O método de Newton aplicado duas vezes na quadrática
Mk(s) = F (x











onde JMk denota a jacobiana de Mk. Vamos mostrar que s
k
(1) = s
1 e sk(2) = s
2. Temos que
JMk(s) = JF (x
k) + TF (xk)s e TMk(s) = TF (xk).
Como JMk(0) = JF (x
k) e Mk(0) = F (x
k), vemos facilmente que sk(1) = s
1 e de
JMk(s
1) = JF (x





TF (xk)s1s1, temos sk(2) = s2.
Isto significa que o método Super-Halley pode ser definido como um método que, a
cada iteração, obtém um “zero aproximado” do modelo quadrático (3.51) usando dois
passos do método de Newton no modelo quadrático (3.51).
Determinar os zeros do modelo quadrático (3.51) não é tarefa fácil devido as desvan-
tagens citadas no ińıcio da Seção 3.4, principalmente porque os zeros podem nem existir.
Como visto na Seção 3.4.1, na estratégia adotada por Schnabel e Frank [68], o tensor
TF (xk) é aproximado pelo tensor Tk dado em (3.36), e então procura-se um zero para
o modelo quadrático (3.37) resolvendo o problema de minimização (3.38). Ao contrário
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dessa estratégia, com o objetivo de resolver o problema (3.1), Steihaug e Suleiman [73]
propuseram um algoritmo que consiste em encontrar um zero aproximado para o modelo




TF (xk)sksk + JF (xk)sk + F (xk)
satisfaça ∥∥rk∥∥ ≤ ηk ∥∥F (xk)∥∥ , (3.53)
onde ηk ∈ [0, 1) é o termo forçante, também usado para controlar a precisão do passo
como no método de Newton inexato. Observe que nenhuma aproximação para o tensor
TF (xk) é utilizada. Neste sentido, segue adiante o algoritmo de Steihaug e Suleiman.
Algoritmo 3.6: Algoritmo de Steihaug e Suleiman [73]
Dado: x0 ∈ IRn
repita para k = 0, 1, 2, . . . .
Encontrar uma solução aproximada sk para Mk(s) = 0 tal que para ηk ≤ η < 1,∥∥∥∥12TF (xk)sksk + JF (xk)sk + F (xk)
∥∥∥∥ ≤ ηk ∥∥F (xk)∥∥.
Faça xk+1 = xk + sk
k = k + 1
fim
Podemos entender o Algoritmo 3.6 como uma extensão do método de Newton inexato,
pois ao invés de exigir um decréscimo suficiente no modelo linear, é exigido um decréscimo
suficiente no modelo quadrático. Destacamos uma diferença sutil a respeito do termo
forçante entre o Algoritmo 3.6 de Steihaug e Suleiman e o método de Newton inexato.
No método de Newton inexato, ηk pode ser dado a priori e no Algoritmo 3.6 não, ou seja,
dado um ηk ∈ [0, 1), nem sempre é posśıvel obter um sk tal que∥∥∥∥12TF (xk)sksk + JF (xk)sk + F (xk)
∥∥∥∥ ≤ ηk ∥∥F (xk)∥∥ . (3.54)
Para ver isso, note na Figura 3.1 que qualquer que seja ηk ∈ [0, 0.36), não existe sk ∈ IR
tal que a condição (3.54) seja verificada.
Como é de se esperar, assim como no método de Newton inexato, o termo forçante
ηk tem um papel fundamental na taxa de convergência da sequência (x
k) gerada pelo
Algoritmo 3.6, conforme estabelece o seguinte resultado.
Teorema 3.6 Sejam x∗ ∈ IRn um zero de F : IRn → IRn, ηk ≤ η < 1 para todo k ∈
IN. Suponha que F seja três vezes continuamente diferenciável e que JF (x
∗) seja não





Figura 3.1: A condição do reśıduo (3.54) não é verificada.
singular. Se
∥∥sk∥∥ = O(∥∥F (xk)∥∥) para todo k ∈ IN, então existe ε > 0 tal que para todo
x0 ∈ B(x∗, ε), o Algoritmo 3.6 gera uma sequência (xk) tal que xk ∈ B(x∗, ε) para todo
k ∈ IN e xk → x∗ linearmente no sentido que
∥∥xk+1 − x∗∥∥∗ ≤ ρ∥∥xk − x∗∥∥∗ ,
para algum ρ ∈ (η, 1), onde, por definição, ‖y‖∗ = ‖JF (x∗)y‖. Além disso, a taxa de
convergência é
1. superlinear se ηk → 0.
2. quadrática se ηk = O
(∥∥F (xk)∥∥).
3. cúbica se ηk = O
(∥∥F (xk)∥∥2 ).
4. min{p̂, 3} se ηk = O
(∥∥F (xk)∥∥p̂−1 ), com p̂ > 1.
Prova. [73, Teorema 1]. 
É necessário ter um algoritmo que obtém um zero aproximado sk para o modelo
quadrático (3.51) de maneira que a condição do reśıduo (3.53) seja verificada para algum
ηk ∈ [0, 1) e que
∥∥sk∥∥ = O(∥∥F (xk)∥∥). Neste sentido e motivados pelo método Super-
Halley, Steihaug e Suleiman também propuseram em [73] uma classe de métodos chamada
Classe Chebyshev-Halley Inexata. Esta abordagem inexata consiste em aplicar o método




k ∈ [0, 1), obter sk(1) e
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JMk(0) = JF (x
k),












(1)) = JF (x
k) + TF (xk)sk(1),
então (3.56) e (3.57) podem ser escritos, respectivamente, como
JF (x
k)sk(1) =− F (xk) + r̃k1(
JF (x
k) + TF (xk)sk(1)
)
sk(2) =− r̃k1 −
1
2
TF (xk)sk(1)sk(1) + r̃k2
(3.58)
Os dois sistemas dados em (3.58) fornecem o passo sk = sk(1) + s
k
(2), o qual será chamado
passo do método Super-Halley Inexato [38]. Desta forma, em [73] é proposto a Classe
Chebyshev-Halley Inexata incorporando em (3.58) o parâmetro α ∈ IR da seguinte maneira
JF (x
k)sk(1) =− F (xk) + r̃k1(
JF (x
k) + αTF (xk)sk(1)
)
sk(2) =− r̃k1 −
1
2
TF (xk)sk(1)sk(1) + r̃k2




Teorema 3.7 Sejam x∗ ∈ IRn um zero de F : IRn → IRn, sk(1) e sk(2) soluções dos sistemas
dados em (3.59) tais que as condições dos reśıduos (3.55) sejam verificadas. Então os
métodos da Classe Chebyshev-Halley Inexata são localmente convergentes. Além disso,
supondo que
∥∥r̃k1∥∥ = O(∥∥F (xk)∥∥1+p ) e ∥∥r̃k2∥∥ = O(∥∥Mk(sk(1))∥∥1+q )
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para algum p, q ∈ (0, 1], temos que a taxa de convergência é
min{(1 + p)(1 + q), 3}, para α = 1
e
min{(1 + p)(1 + q), 2 + p, 3}, para α 6= 1
Prova. Em [73, Teorema 3], a ideia da demonstração é mostrar que para k suficientemente
grande existe ηk ∈ (0, 1), tal que∥∥∥∥12TF (xk)sksk + JF (xk)sk + F (xk)
∥∥∥∥ ≤ ηk ∥∥F (xk)∥∥ ,
onde sk = sk(1) + s
k
(2) e que
∥∥sk∥∥ = O(∥∥F (xk)∥∥). Dáı a convergência segue do Teorema
3.6. O restante da prova pode ser vista em [73, Teorema 3]. 
Note no teorema anterior, que a convergência cúbica da Classe Chebyshev-Halley Ine-
xata (3.59) para α 6= 1 é atingida, quando p = 1 e 0.5 ≤ q ≤ 1 e para α = 1 é suficiente
escolher p = q =
√
3− 1.
Os autores de [73] também propuseram uma modificação da Classe Chebyshev-Halley
Inexata. Nesta classe, o passo de Newton é calculado de maneira exata e então o segundo
sistema de (3.59) é resolvido por algum método iterativo, ou seja,
JF (x
k)sk(1) = −F (xk) (3.60)(
JF (x





TF (xk)sk(1)sk(1) + r̃k2 (3.61)
xk+1 = xk + sk(1) + s
k
(2)
Esta classe é denominada em [73] como Classe Chebyshev-Halley Inexata Modificada.
A estratégia adotada em [73] para obter sk(1) é resolver o sistema (3.60) via decomposição
LU. Para resolver o sistema (3.61), os autores não utilizam a decomposição da matriz
JF (x
k)+αTF (xk)sk(1). Eles reutilizam a decomposição LU da jacobiana JF (xk) e executam
algumas iterações do método do ponto fixo linear baseado em splittings 2 de
JF (x
k) + αTF (xk)sk(1).
Mais especificamente, fixado k e fazendo
Bk = JF (x
k),
2Estratégias desta natureza são clássicas na literatura, como por exemplo os métodos de Jacobi e
Gauss-Seidel.
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o sistema (3.61) pode ser reescrito, como
Bw = Cw + b,
onde w = sk(2). Dada uma estimativa inicial w
0, o processo iterativo
Bwl = Cwl−1 + b
é constrúıdo para todo l = 1, 2, 3, . . .. Desta forma, o Algoritmo 3.7 é proposto em [73].
Algoritmo 3.7: Cálculo de sk(2) e r̃
k
2
Defina A = JF (x




Dados w0 = 0 e r0 = b.
para l = 1, 2, . . .
Defina zl−1 a solução do sistema JF (x
k)zl−1 = rl−1
Atualize wl = wl−1 + zl−1
Atualize rl = b− Awl
fim
sk(2) = w
l, r̃k2 = r
l e j = l.
Note que apenas a decomposição de JF (x
k) é necessária no Algoritmo 3.7. Calculando
sk(2) pelo Algoritmo 3.7, os autores mostraram a convergência da Classe Chebyshev-Halley
Inexata Modificada. Isto pode ser constatado no próximo teorema.
Teorema 3.8 Sejam x∗ ∈ IRn um zero de F : IRn → IRn, sk(1) e sk(2) soluções de (3.60) e
(3.61), respectivamente, tais que a condição do reśıduo (3.55) seja verificada. Suponha que
o Algoritmo 3.7 termine em j iterações. Então os métodos da Classe Chebyshev-Halley
Inexata Modificada são localmente convergentes e a taxa de convergência é min{3, j + 2}
para qualquer α ∈ IR.
Prova. Assim como na prova do Teorema 3.7, a ideia da demonstração é mostrar que
para k suficientemente grande existe ηk ∈ (0, 1), tal que∥∥∥∥12TF (xk)sksk + JF (xk)sk + F (xk)
∥∥∥∥ ≤ ηk ∥∥F (xk)∥∥ ,
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onde sk = sk(1) + s
k
(2) e que
∥∥sk∥∥ = O(∥∥F (xk)∥∥). Dáı a convergência segue do Teorema
3.6. A taxa de convergência é obtida escolhendo ηk = O
(∥∥F (xk)∥∥min{2,j+1} ) no Teorema
3.6. Os detalhes da demonstração podem ser vistos em [73, Teorema 2]. 
Caṕıtulo 4
Contribuições da Tese I - Teoria
4.1 Teorema de Raio de Convergência Cúbica da Clas-
se Chebyshev-Halley
Quando começamos a estudar os métodos da Classe Chebyshev-Halley, a primeira
preocupação foi com a prova de convergência, principalmente a taxa de convergência.
Motivados pelo conhecimento do raio ótimo de convergência do método de Newton, pen-
samos em construir um raio de convergência dos métodos da Classe Chebyshev-Halley.
Até então, desconhećıamos os trabalhos de Schwetlick [26, 70] e já t́ınhamos desenvolvido
alguns resultados. Em um certo momento, a pedido, o Professor Schwetlick gentilmente
enviou uma cópia de algumas páginas escaneadas de seu livro [70] de 1979. Depois de
estudá-las e com os resultados que já hav́ıamos desenvolvido, conseguimos enfim construir
um raio de convergência para os métodos da Classe Chebyshev-Halley. Essa é uma das
contribuições teóricas desta tese.
Em [70], é exibido um raio de convergência para a classe de métodos baseada nos
modelos dados em (3.45) com i = 1. Mas como apontado na Seção 3.4.2, Gundersen e
Steihaug [37] mostraram que a Classe Chebyshev-Halley (3.44), com α ∈ IR, é equivalente
a classe de métodos baseada nos modelos dados em (3.45) com i = 1. Isto significa que o
raio dado em [70] é um raio de convergência para a Classe Chebyshev-Halley.
Considerando o raio dado em [70], é exigido na prova de convergência dada em [70]
que o iterado de Newton
xk − JF (xk)−1F (xk)
pertença à bola de centro em uma solução e tal raio. Salientamos que não é feita qualquer
exigência sobre o iterado de Newton ao provar que o raio proposto nesta tese é de fato um
raio de convergência para a Classe Chebyshev-Halley, podendo permitir um aumento no
raio dado em [70]. Além disso, apresentamos uma comparação entre o raio de convergência
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dado em [70] e o proposto nesta tese através de exemplos numéricos.
Para fixar as ideias, entendemos como raio de convergência o que segue na Definição
4.1.
Definição 4.1 Considere x∗ um zero de uma aplicação F e Ω um método iterativo para
determinar x∗. Um número real r > 0 é dito ser um raio de convergência para Ω, quando
tomado qualquer x0 ∈ B(x∗, r), todos os termos da sequência (xk) gerada pelo método Ω
pertencem à bola B(x∗, r) e xk → x∗. O raio r∗ será chamado ótimo quando for o maior
posśıvel, isto é, quando dado qualquer r′ > r∗ existe um x0 ∈ B(x∗, r′) tal que a sequência
(xk) gerada a partir de x0 não converge para x∗.
Com o objetivo de construir uma bola onde o método de Newton é bem definido, ou
seja, que a jacobiana JF avaliada em qualquer ponto desta bola seja não singular, vamos
supor que JF seja Lipschitz em uma vizinhança de x
∗. Em seguida, vamos exibir o raio
ótimo de convergência do método de Newton sob hipótese Lipschitz sobre a jacobiana.
Vale salientar que o raio ótimo de convergência do método de Newton também pode ser
atingido sob condições mais fracas que Lipschitz sobre a jacobiana, ver [32].
Lema 4.2 Sejam x∗ ∈ IRn uma solução do problema (3.1), JF Lipschitz com constante
L em uma bola B(x∗, δ̃). Suponha que JF (x









Então, JF (x) é não singular e
∥∥JF (x)−1∥∥ ≤ ∥∥JF (x∗)−1∥∥
1− t (4.1)
para todo x ∈ B(x∗, δ̄).
Prova. Para facilitar a notação, faça p =
∥∥JF (x∗)−1∥∥. Para todo x ∈ B(x∗, δ̄), temos que
∥∥I − JF (x∗)−1JF (x)∥∥ = ∥∥JF (x∗)−1(JF (x∗)− JF (x))∥∥
≤ p ‖JF (x∗)− JF (x)‖
≤ pL ‖x− x∗‖ < pL t
Lp
= t < 1
Pelo Lema 1.2, JF (x) é não singular e
∥∥JF (x)−1∥∥ ≤ ‖JF (x∗)−1‖
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
Teorema 4.3 Sejam x∗ ∈ IRn uma solução do problema (3.1), JF Lipschitz em uma











Se x0 ∈ B(x∗, δ) então o método de Newton gera uma sequência (xk) tal que xk ∈ B(x∗, δ)
para todo k ∈ IN e xk → x∗ com taxa de convergência quadrática. Além disso, δ é o maior
raio de convergência posśıvel.
Prova. Se xk ∈ B(x∗, δ), então existe t < 2
3
tal que
∥∥xk − x∗∥∥ < t
L
∥∥JF (x∗)−1∥∥ . (4.3)
Pelo Lema 4.2, o passo de Newton está bem definido. Além disso, como F (x∗) = 0, temos
xk+1 − x∗ = JF (xk)−1
(
F (x∗)− F (xk)− JF (xk)(x∗ − xk)
)
.
Aplicando agora os Lemas 1.14 e 4.2 e usando (4.3), obtemos




∥∥xk − x∗∥∥2 ≤ t
2(1− t)






2(1− t) < 1 e isto prova que a sequência (x
k) está bem definida, que
xk ∈ B(x∗, δ) para todo k ∈ IN e que xk → x∗. A convergência quadrática decorre da
primeira desigualdade na relação (4.4), completando a primeira parte da demonstração.
Para mostrar que δ é o maior raio de convergência posśıvel, vamos considerar um caso
particular de um exemplo dado em [32]. Considere F : IR→ IR dada por
F (t) =
{
−t2 − t se t ≤ 0
t2 − t se t > 0.
(4.5)
Note que 0 é um zero de F e que F ′(t) = 2|t|−1 para todo t ∈ IR. Note que |F ′(0)| = 1.
Temos que ∣∣∣F ′(u)− F ′(v)∣∣∣ ≤ 2∣∣∣|u| − |v|∣∣∣ ≤ 2|u− v|
para todo u, v ∈ R. Desta forma, F ′ é Lipschitz com constante 2 em todo IR e desta
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é o maior raio de convergência posśıvel. Ora, como já provado, se t0 ∈ (−δ, δ), a sequência

























, . . .
)
.
Isso mostra que δ dado em (4.2) é o maior raio de convergência posśıvel. 
A Figura 4.1 ilustra que o método de Newton falha na tentativa de encontrar um zero









Figura 4.1: Exemplo de raio ótimo de convergência do método de Newton.
No entanto, vale ressaltar que podemos tomar pontos iniciais fora da bola de raio
ótimo e também obter convergência. A grosso modo, podemos ter convergência tomando
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pontos iniciais em regiões que não são descritas por bolas. Para esse propósito, vamos
definir bacia ou região de convergência.
Definição 4.4 Considere x∗ um zero de uma aplicação F e Ω um método iterativo para
determinar x∗. A bacia de convergência R(x∗) de um método Ω é o conjunto de pontos
x0 ∈ IRn tal que a sequência (xk) gerada pelo método Ω converge para x∗, isto é,
R(x∗) = {x0 ∈ IRn | xk → x∗}.
A estrutura de uma bacia de convergência não tem nenhum padrão espećıfico. Pode
ser, por exemplo, um conjunto desconexo. Para ver isso, reformulamos um exemplo
apresentado em [71]1 para o espaço IR2.





























. A Figura 4.2 ilustra
Figura 4.2: Bacia de convergência do método de Newton para o Exemplo 4.5
as 3 bacias de convergência nas cores cinza, laranja esverdeado e verde para o método de
Newton. A região colorida de cinza é a bacia de convergência R(x∗), a região colorida de
laranja esverdeado é a bacia de convergência R(x∗∗) e a região colorida de verde é a bacia
1Em [71] é considerado p : C→ C definida por p(z) = z3 − 1.
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de convergência R(x∗∗∗). A fronteira entre as bacias de convergência, que está colorida
de preto, é o conjunto de Julia, ou seja, é o conjunto de todos os pontos x0 para os quais
o método falha. As diferentes tonalidades indicam a quantidade de iterações realizadas
para atingir a precisão requerida. As mais claras representam menos iterações e as mais
escuras indicam uma quantidade maior de iterações.
Os próximos lemas são lemas puramente técnicos, exclusivamente para atingir nosso
objetivo nesta seção, ou seja, exibir um raio de convergência para a Classe Chebyshev-
Halley (3.44) para qualquer α real sob hipótese Lipschitz sobre TF .




t∥∥JF (x∗)−1∥∥ + ‖JF (x∗)‖
)
‖x− x∗‖ .
Prova. Note inicialmente que
‖JF (x)‖ ≤ ‖JF (x)− JF (x∗)‖+ ‖JF (x∗)‖ ≤ Lδ̄ + ‖JF (x∗)‖ (4.7)




‖JF (x∗ + τ(x− x∗))‖ ‖x− x∗‖ dτ
para todo x ∈ B(x∗, δ̄). Então por (4.7) e pela definição de δ̄ no Lema 4.2 tem-se
‖F (x)‖ ≤ (Lδ̄ + ‖JF (x∗)‖) ‖x− x∗‖ ≤
(




Lema 4.7 Considere as hipóteses e δ̄ > 0 do Lema 4.2. Dado x ∈ B(x∗, δ̄), defina
y = x− JF (x)−1F (x). (4.8)
Temos as seguintes estimativas:
‖y − x‖ ≤
(
t+





‖y − x∗‖ ≤
∥∥JF (x∗)−1∥∥L
2(1− t) ‖x− x
∗‖2 . (4.10)
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Prova. Pelo Lema 4.2, a matriz JF (x) é não singular para todo x ∈ B(x∗, δ̄). Com
isso, y dado em (4.8) está bem definido. Observe agora que a desigualdade (4.9) decorre
diretamente da limitação de JF (x)
−1 dado no Lema 4.2 e do Lema 4.6. Basta observar
que
‖y − x‖ ≤
∥∥JF (x)−1∥∥ ‖F (x)‖ .
Agora, observando que
y − x∗ = JF (x)−1
[
F (x∗)− F (x)− JF (x)(x∗ − x)
]
,
a desigualdade (4.10) decorre diretamente do Lema 1.14 e também da limitação de JF (x)
−1
dado no Lema 4.2. 
Neste momento, vale a pena observar que como x ∈ B(x∗, δ̄), então
‖y − x∗‖ ≤ t
2(1− t) ‖x− x
∗‖ .
Isso não garante que y ∈ B(x∗, δ̄), a menos que t seja menor que 2
3
, como observado no
Teorema 4.3, mais especificamente, na desigualdade (4.4).
Lema 4.8 Considere as hipóteses e δ̄ > 0 do Lema 4.2. Dado x ∈ B(x∗, δ̄), considere y
definido no Lema 4.7 e defina os vetores
u = TF (x)(x∗ − x)(x∗ − x)− TF (x)(y − x)(y − x)
e
v = TF (x)(y − x)(y − x) + TF (x)(y − x)(x− x∗)











∥∥JF (x∗)−1∥∥ ‖JF (x∗)‖) ‖x− x∗‖3 .
Prova. Para facilitar a notação, faça p =
∥∥JF (x∗)−1∥∥ e c = ‖JF (x∗)‖. Pelo Teorema
de Schwarz para aplicações [54], temos que as camadas horizontais do tensor TF (x) são
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matrizes simétricas e assim, pelo Lema 1.8 podemos escrever u como
u = TF (x)(x∗ − x)(x∗ − x)− TF (x)(x∗ − x)(y − x) +
+ TF (x)(y − x)(x∗ − x)− TF (x)(y − x)(y − x)
= TF (x)
[




(x∗ − x)(x∗ − y) + (y − x)(x∗ − y)
]
.
Como JF é Lipschitz com constante L, podemos utilizar (1.21) para concluir que
‖TF (x)‖ ≤ L. (4.12)
Logo, por (4.12) e pelo Lema 4.7 temos que
‖u‖ ≤ ‖TF (x)‖
[




























Dáı segue (4.11). Para mostrar o que falta, escrevemos v como
v = TF (x)(y − x)
[
(y − x) + (x− x∗)
]
= TF (x)(y − x)(y − x∗).
Usando novamente (4.12) e o Lema 4.7 temos










2(1− t)2 (t+ pc) ‖x− x
∗‖3 ,
completando a demonstração. 
O próximo lema define uma bola onde a Classe Chebyshev-Halley é bem definida, ou
seja, qualquer que seja o ponto x desta bola, as matrizes JF (x) e I − αL(x) são não
singulares.
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Lema 4.9 Considere as hipóteses e δ̄ > 0 do Lema 4.2 e α 6= 0. Defina
δ̂ = min
δ̄, t(1− t)2|α|L∥∥JF (x∗)−1∥∥(t+ ∥∥JF (x∗)−1∥∥ ‖JF (x∗)‖)
 .
Então, a matriz I − αL(x) é não singular e∥∥∥∥(I − αL(x))−1∥∥∥∥ ≤ 11− t (4.13)
para todo x ∈ B(x∗, δ̂).
Prova. Como JF é Lipschitz com constante L > 0, temos de (1.21) que
‖TF (x)‖ ≤ L (4.14)
para todo x ∈ B(x∗, δ̂). Agora, para facilitar a notação, faça p =
∥∥JF (x∗)−1∥∥ e c =
‖JF (x∗)‖. Assim, usando os Lemas 4.2 e 4.6 e (4.14), temos que
‖αL(x)‖ ≤ |α|










(1− t)2 ‖x− x
∗‖
≤ t < 1
para todo x ∈ B(x∗, δ̂). Pelo Lema 1.1, I − αL(x) é não singular e vale (4.13) para todo
x ∈ B(x∗, δ̂). 
Agora que conhecemos uma bola onde a Classe Chebyshev-Halley está bem definida,
temos condições de estabelecer um raio de convergência para esta classe. Um raio de con-
vergência posśıvel é dado pelo Teorema 4.10 para todos os métodos da Classe Chebyshev-
Halley, com exceção do método de Chebyshev (α = 0). Para o método de Chebyshev, um
raio de convergência será apresentado adiante.
Teorema 4.10 Sejam x∗ ∈ IRn uma solução do problema (3.1), com JF (x∗) não singular,
TF Lipschitz em uma bola B(x∗, δ1), L2 > 0 a menor constante Lipschitz de TF . Denote
p =
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δ1, δ̂, t(1− t)2p , 12(1− t)22L2(1− t)2 + 3pL2((1 + pc) + 2|α|(t+ pc))
 .
Se x0 ∈ B(x∗, δ∗), então a Classe Chebyshev-Halley (3.44) gera uma sequência (xk) tal
que xk ∈ B(x∗, δ∗) para todo k ∈ IN e xk → x∗ com taxa de convergência cúbica.
Prova. Observe inicialmente que
‖TF (x)‖ ≤ L (4.16)
para todo x ∈ B(x∗, δ1). Segue diretamente de (1.21) que JF é Lipschitz na bola B(x∗, δ1),
sendo L a menor constante de Lipschitz de JF . Pelo Lema 4.2, JF (x) é não singular para
todo x ∈ B(x∗, δ∗). Dado xk ∈ B(x∗, δ∗), considere
y = xk − JF (xk)−1F (xk)
u = TF (xk)(x∗ − xk)(x∗ − xk)− TF (xk)(y − xk)(y − xk)
v = TF (xk)(y − xk)(y − xk) + TF (xk)(y − xk)(xk − x∗).
(4.17)
Temos que
L(xk) = −JF (xk)−1TF (xk)(y − xk).
Para facilitar a notação, faça
Ak = I − αL(xk).
Pelo Lema 4.9, I − αL(x) é não singular para todo x ∈ B(x∗, δ∗). Assim, (3.44) pode ser
escrita como
xk+1 = xk + (y − xk) + 1
2
L(xk)A−1k (y − xk) (4.18)
Pelo Lema 1.3,
L(xk)A−1k = A−1k L(xk).
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Desta forma, de (4.18), temos
xk+1 − x∗ = xk − x∗ + (y − xk) + 1
2
















k)−1TF (xk)(y − xk)(y − xk)
]





k − x∗) + JF (xk)Ak(y − xk)−
1
2






k)Ak = JF (x
k) + αTF (xk)(y − xk),
e pela definição de y, u e v dados em (4.17), escrevemos a expressão dentro do colchetes
de (4.19), como
JF (x
k)(xk − x∗) + αTF (xk)(y − xk)(xk − x∗) + JF (xk)(y − xk) +
+ αTF (xk)(y − xk)(y − xk)−
1
2
TF (xk)(y − xk)(y − xk)
= JF (x
k)(xk − x∗) + α
[







TF (xk)(y − xk)(y − xk)
= JF (x
k)(xk − x∗) + αv − F (xk)− 1
2
[
TF (xk)(x∗ − xk)(x∗ − xk)− u
]
.
Dáı, a expressão dentro do colchetes de (4.19) fica
F (x∗)− F (xk)− JF (xk)(x∗ − xk)−
1
2











4(1− t)2 (1 + pc) + |α|
pL2
2(1− t)2 (t+ pc)








(1 + pc) + 2|α|(t+ pc)
)] ∥∥xk − x∗∥∥3 .
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Com isso, de (4.19) e usando os Lemas 4.2 e 4.9, temos








(1 + pc) + 2|α|(t+ pc)
)] ∥∥xk − x∗∥∥3
≤ p
(1− t)2
[2L2(1− t2) + 3pL2((1 + pc) + 2|α|(t+ pc))
12(1− t)2
] ∥∥xk − x∗∥∥3 .
(4.21)
Pela definição de δ∗ e usando (4.21) temos que
∥∥xk+1 − x∗∥∥ ≤ t∥∥xk − x∗∥∥
e isto prova que a sequência (xk) está bem definida, que xk ∈ B(x∗, δ∗) para todo k ∈ IN e
que xk → x∗. A convergência cúbica decorre de (4.21), completando a demonstração. 
Para o método de Chebyshev (3.41), ou seja, quando α = 0, a única matriz que deve
ser não singular é JF (x
k). De forma inteiramente análoga como demonstrado no Teorema











2L2(1− t)2 + 3pL2(1 + pc)
}
.
Considerando o Exemplo 4.5, as Figuras 4.3, 4.4 e 4.5, ilustram as 3 bacias de con-
vergência quando a sequência (xk) é gerada pelo método Chebyshev (α = 0), Halley
(α = 1/2) e Super-Halley (α = 1), respectivamente.
Figura 4.3: Bacia de convergência do método de Chebyshev para o Exemplo 4.5
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Figura 4.4: Bacia de convergência do método de Halley para o Exemplo 4.5
Figura 4.5: Bacia de convergência do método Super-Halley para o Exemplo 4.5
Como mencionado no ińıcio desta seção, em [70] também é exibido um raio de con-
vergência para a Classe Chebyshev-Halley. Este raio é exibido na demonstração do Teo-
rema 5.7.5 do Caṕıtulo 5 em [70]. Este teorema é enunciado abaixo.
Teorema 4.11 Sejam x∗ ∈ IRn uma solução do problema (3.1), com JF (x∗) não singular,
TF Lipschitz em uma bola B(x∗, δ1) com constante L2. Para cada γ ∈ IR, existe δ0 > 0
tal que qualquer que seja x0 ∈ B(x∗, δ0), xk e yk gerados pelo Algoritmo 3.5 pertencem a
bola B(x∗, δ0) para todo k ∈ IN. Além disso, xk → x∗ com taxa de convergência cúbica.
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Prova. [70, Teorema 5.7.5] 

















t ∈ (0, 1),









∥∥JF (x∗)−1∥∥M , 2t(2 + L1)M
}
,















Como já apontamos no ińıcio desta seção, a prova do Teorema 4.11 dada em [70] nos
ajudou a estabelecer o Teorema 4.10. Destacamos duas diferenças nas demonstrações dos
teoremas. A primeira é que não exigimos que o iterado de Newton
xk − JF (xk)−1F (xk)
esteja na bola B(x∗, δ∗), enquanto que no Teorema 4.11 o iterado de Newton deve per-
tencer à bola B(x∗, δ0). É importante notar que o fato de não exigirmos que o iterado de
Newton esteja na bola B(x∗, δ∗) indica que o raio δ0 proposto por Schwetlick [70] pode ser
aumentado. A segunda diferença é na definição de L e L1. Ambas as constantes servem
para limitar o tensor na bola B(x∗, δ1), ou seja,
‖TF (x)‖ ≤ L1 e ‖TF (x)‖ ≤ L
para todo x ∈ B(x∗, δ1). Evidentemente, L ≤ L1.
Com o propósito de comparar o raio δ0 do Teorema 4.11 e o raio δ
∗ do Teorema 4.10
proposto nesta tese, apresentaremos a seguir 4 exemplos onde estimamos que
δ∗ > δ0
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quando se usam os métodos Halley e Super-Halley e, quando se aplica o método de
Chebyshev, estimamos que
δ∗ < δ0.
Exemplo 4.12 Considere F : (2, 4) → IR dada por F (t) = t
3
3
− 9. Note que 3 é o zero
de F e que F ′(t) = t2 e F ′′(t) = 2t. Vemos imediatamente que F ′′ é Lipschitz no domı́nio
de F , sendo L2 = 2 a menor constante Lipschitz de F
′′. Note que δ1 = 1 e L = 8 por
definição.





. Note que 1 é o zero
de F e que F ′(t) = t3 e F ′′(t) = 3t2. Como F ′′′(t) = 6t, vemos imediatamente que F ′′ é
Lipschitz no domı́nio de F , sendo L2 = 12 a menor constante Lipschitz de F
′′. Note que
δ1 = 1 e L = 12 por definição.







→ IR dada por F (t) = −sen(t). Note que 0
é o zero de F e que F ′(t) = −cos(t) e F ′′(t) = sen(t). Como F ′′′(t) = cos(t), vemos
imediatamente que F ′′ é Lipschitz no domı́nio de F , sendo L2 = 1 a menor constante
Lipschitz de F ′′. Note que δ1 =
π
2
e L = 1 por definição.
Exemplo 4.15 Considere F : (0, 2) → IR dada por F (t) = et − e. Note que 1 é o zero
de F e que F ′(t) = F ′′(t) = F ′′′(t) = et. Vemos imediatamente que F ′′ é Lipschitz no
domı́nio de F , sendo L2 = e
2 a menor constante Lipschitz de F ′′. Note que δ1 = 1 e
L = e2 por definição.
Por estes exemplos, não podemos afirmar qual raio é maior quando se permite variar
o parâmetro que determina o método, mas eles apresentam alguns ind́ıcios para pesquisa
futura, como por exemplo, propor o raio ótimo de convergência para os métodos da Classe
Chebyshev-Halley ou pelo menos para os métodos clássicos desta classe.
Para fazer uma comparação de δ∗ e δ0, fizemos o seguinte procedimento:
1. fixamos um valor para α (parâmetro que determina o método);
2. calculamos δ∗ com t variando de 0.01 até 0.99 com incremento 0.01;
3. calculamos δ0 com t variando de 0.01 até 0.99 com incremento 0.01 e M variando
de 1.01 ‖JF (x∗)−1‖ até 20 ‖JF (x∗)−1‖ com incremento 0.01.
Os valores estão listados na Tabela 4.1.
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Método Exemplo δ∗ δ0
4.12 0.181998843445359 0.502487562189055








Super-Halley 4.13 0.005443148967833 0.000130208333334
4.14 0.1134 0.035709056373632
4.15 0.033014395313883 0.002565865202154
Tabela 4.1: Comparação do raio de convergência proposto nesta tese e outro conhecido
na literatura.
4.2 Classe Chebyshev-Halley Livre de Tensores: Uma
Abordagem Inexata
Vimos na Seção 3.4.3 que a necessidade de se obter o tensor TF (xk) a cada iteração
e resolver de forma exata dois sistemas lineares, inviabiliza o uso dos métodos da Classe
Chebyshev-Halley. De certa forma, a Classe Chebyshev-Halley Inexata (3.59) proposta
em [73], como apresentada também na Seção 3.4.3, reduz o custo computacional da classe
Chebyshev-Halley. Recorde que ela foi introduzida com o objetivo de encontrar um zero
aproximado para o modelo quadrático de F em torno de xk. No entanto, essa redução
não é muito significativa, pois é necessário o uso do tensor TF (xk) a cada iteração e, além
disso, do ponto de vista prático, não é posśıvel controlar a precisão do passo, pois o termo
forçante não pode ser dado a priori.
Em particular, outras versões do método de Chebyshev inexato, para problemas de
otimização sem restrições, têm sido propostas da forma









onde f é a função objetivo que é minimizada, ∇f,∇2f e ∇3f são, repectivamente, os
operadores gradiente, Hessiana e tensor de f . Esses dois sistemas podem ser resolvidos
via método gradiente conjugado pré-condicionado, veja [20, 79]. Ao contrário da Classe
Chebyshev-Halley Inexata proposta em [73], aqui o reśıduo rk(2) do segundo sistema linear
de (4.22) não depende do reśıduo rk(1) do primeiro sistema linear.
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Neste sentido, propomos nesta tese, uma maneira mais eficiente de tornar os métodos
da Classe Chebyshev-Halley mais econômicos computacionalmente. Ao invés de encon-
trar um zero aproximado do modelo quadrático de F em torno de xk usando a Classe
Chebyshev-Halley Inexata (3.59), como feita em [73], vamos definir uma nova classe de
métodos baseado em ideias matrix-free para o método de Newton inexato. Esta classe
será chamada Classe Chebyshev-Halley Inexata livre de tensores.






Uma matriz trivial que cumpre (4.23) é a matriz nula. De qualquer maneira, iremos
mostrar adiante exemplos de matrizes que cumprem a condição (4.23) para x suficiente-
mente próximo de um zero de F .
A Classe Chebyshev-Halley Inexata livre de tensores consiste em resolver de forma
inexata os dois sistemas lineares
JF (x









baseado na ideia do método de Newton inexato, ou seja, dado xk ∈ IRn, obtemos η(1)k ∈
[0, 1), η
(2)
k ∈ [0, 1), sk(1) e sk(2) tais que∥∥rk(1)∥∥ ≤ η(1)k ∥∥F (xk)∥∥ (4.25)∥∥rk(2)∥∥ ≤ η(2)k ∥∥∥∥12C(xk)sk(1)
∥∥∥∥ (4.26)
onde
rk(1) = JF (x











e tomar o próximo iterado como sendo xk+1 = xk + sk(1) + s
k
(2).
Observe que, a cada iteração, a matriz TF (xk)sk(1) na Classe Chebyshev-Halley (3.46)
é substitúıda por uma matriz C(xk) que cumpre a condição (4.23). Além disso, podemos




k a cada iteração, de modo a acelerar a convergência,
ao contrário da Classe Chebyshev-Halley Inexata proposta em [73]. Note também que a
exigência (4.26) do reśıdulo rk(2) é diferente da exigência (3.55) requerida do reśıdulo r̃
k
2
na Classe Chebyshev-Halley Inexata proposta por Steihaug e Suleiman [73].
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método Halley inexato livre de tensor e para α = 1 temos o método Super-Halley inexato
livre de tensor. Note que sk(1) é um passo do método de Newton inexato.
Dáı segue o algoritmo proposto nesta tese.
Algoritmo 4.1: Classe Chebyshev-Halley Inexata Livre de Tensores
Dados: x0 ∈ IRn e C : IRn → IRn×n
k = 0
repita enquanto F (xk) 6= 0
Escolha η
(1)
k ∈ [0, 1)
Obtenha sk(1) tal que
∥∥∥JF (xk)sk(1) + F (xk)∥∥∥ ≤ η(1)k ∥∥F (xk)∥∥
Escolha η
(2)
k ∈ [0, 1)
Obtenha sk(2) tal que
∥∥∥∥(JF (xk) + αC(xk))sk(2) + 12C(xk)sk(1)
∥∥∥∥ ≤ η(2)k ∥∥∥∥12C(xk)sk(1)
∥∥∥∥
Faça xk+1 = xk + sk(1) + s
k
(2)
k = k + 1
fim
Observe que não impomos qualquer maneira de obter sk(1) e s
k
(2), deixando livre para o
uso de qualquer procedimento para resolver um sistema linear.
4.2.1 Análise de Convergência
Vimos que o termo forçante no método de Newton inexato e no Algoritmo 3.6 de
Steihaug e Suleiman, além de controlar a precisão do passo, tem uma grande influência
na taxa de convergência. A convergência quadrática no método de Newton inexato pode
ser atingida fazendo ηk = O
(∥∥F (xk)∥∥) na condição do reśıduo
∥∥JF (xk)sk + F (xk)∥∥ ≤ ηk ∥∥F (xk)∥∥ ,
e no Algoritmo 3.6 de Steihaug e Suleiman, a taxa de convergência quadrática também é
atingida ao fazer ηk = O
(∥∥F (xk)∥∥) na condição do reśıduo
∥∥∥∥12TF (xk)sksk + JF (xk)sk + F (xk)
∥∥∥∥ ≤ ηk ∥∥F (xk)∥∥ .
Além disso, a taxa de convergência cúbica pode ser atingida no Algoritmo 3.6 de Steihaug
e Suleiman.
O objetivo desta seção é provar a convergência da sequência (xk) gerada pela Classe
Chebyshev-Halley Inexata livre de tensores. Veremos que os termos forçantes influenciam
na taxa de convergência. Para isso apresentaremos alguns resultados preliminares. O
Lema 4.16 é bem conhecido na literatura, veja [62].
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Lema 4.16 Sejam U ⊂ IRn aberto e convexo, x̄ ∈ U e A : U → IRn×n cont́ınua em x̄. Se
A(x̄) é não singular, então existe um ε̃ > 0 e um γ > 0 tais que A(x) seja não singular e∥∥A(x)−1∥∥ ≤ γ para todo x ∈ B(x̄, ε̃).
Prova. Considere t ∈ (0, 1) e c = ‖A(x̄)‖. Por continuidade, existe ε̃ > 0 tal que
‖A(x)− A(x̄)‖ ≤ t∥∥A(x̄)−1∥∥
para todo x ∈ B(x̄, ε̃). Dáı,
‖I − A(x̄)A(x)‖ =
∥∥∥A(x̄)−1(A(x̄)− A(x))∥∥∥ ≤ t < 1.
Logo, tomando γ =
c
1− t , pelo Lema 1.2, A(x) é não singular e
∥∥A(x)−1∥∥ ≤ γ para todo
x ∈ B(x̄, ε̃). 
O resultado do Lema 4.17 merece um destaque especial. Ele é uma ferramenta muito
importante em nossa análise de convergência, principalmente na taxa de convergência.
Tal resultado também foi utilizado nos trabalhos [19, 38, 73].
Lema 4.17 Seja x∗ ∈ IRn uma raiz de F : U → IRn diferenciável em U aberto e convexo.
Suponha que JF seja Lipschitz com constante L e que JF (x
∗) seja não singular. Para
qualquer δ ∈ (0, 1), existe um ε̂ > 0 tal que
(1− δ) ‖JF (x∗)(x− x∗)‖ ≤ ‖F (x)‖ ≤ (1 + δ) ‖JF (x∗)(x− x∗)‖ (4.29)
para todo x ∈ B(x∗, ε̂).
Prova. Inicialmente, note que
F (x) = F (x)− F (x∗)− JF (x∗)(x− x∗) + JF (x∗)(x− x∗).
Utilizando o Lema 1.14, vemos que
‖F (x)‖ ≤ ‖JF (x∗)(x− x∗)‖+
L
2
‖x− x∗‖2 . (4.30)









Observe que ε̂ > 0, pois JF (x
∗) é não singular e u pertence a esfera unitária. Assim, se
‖x− x∗‖ ≤ ε̂, então
L
2
‖x− x∗‖2 ≤ L
2




∥∥∥∥JF (x∗) x− x∗‖x− x∗‖
∥∥∥∥ = δ ‖JF (x∗)(x− x∗)‖ .
Contribuições da Tese I - Teoria 81
Dáı, por (4.30) temos
‖F (x)‖ ≤ ‖JF (x∗)(x− x∗)‖+ δ ‖JF (x∗)(x− x∗)‖
com ‖x− x∗‖ ≤ ε̂. Para mostrar a outra desigualdade, note que
JF (x
∗)(x− x∗) = F (x)−
[
F (x)− F (x∗)− JF (x∗)(x− x∗)
]
.
Usando novamente o Lema 1.14, temos




Logo, para todo x tal que ‖x− x∗‖ ≤ ε̂, temos que
‖JF (x∗)(x− x∗)‖ ≤ ‖F (x)‖+ δ ‖JF (x∗)(x− x∗)‖
completando a demonstração. 
Como já observado, a primı́cia do Algoritmo 4.1 é não usar tensores e resolver de
forma inexata dois sistemas lineares. Para isso, as matrizes dos coeficientes desses sistemas
devem ser não singulares. Além disso, devemos ter um certo controle no tamanho no passo
sk, mais especificamente, no tamanho das soluções inexatas sk(1) e s
k
(2) desses sistemas. Os
próximos lemas fornecem condições suficientes para atender estes quesitos.
Lema 4.18 Seja x∗ ∈ IRn uma solução do problema (3.1), com JF (x∗) não singular.
Dados η̄ ∈ (0, 1), considere ε̃ > 0 e γ > 0 dados no Lema 4.16 e uma aplicação r1 :
B(x∗, ε̃)→ IRn tal que
‖r1(x)‖ ≤ η̄ ‖F (x)‖
para todo x ∈ B(x∗, ε̃). Seja s1 : B(x∗, ε̃)→ IRn tal que
s1(x) = JF (x)
−1
(




‖s1(x)‖ ≤ 2γ ‖F (x)‖ . (4.32)
Prova. Observe inicialmente que s1 está bem definido, pois como JF é cont́ınua em x
∗,
o Lema 4.16 garante que JF (x) seja não singular para todo x ∈ B(x∗, ε̃). Além disso,∥∥JF (x)−1∥∥ ≤ γ para todo x ∈ B(x∗, ε̃). Desta forma,
‖s1(x)‖ ≤ γ
(
‖F (x)‖+ η̄ ‖F (x)‖
)
Contribuições da Tese I - Teoria 82
donde segue (4.32). 
Lema 4.19 Seja x∗ ∈ IRn uma solução do problema (3.1), com JF (x∗) não singular.
Considere ε̃ > 0 e γ > 0 dados pelo Lema 4.16 e α ∈ IR. Considere a aplicação C :
B(x∗, ε̃) → IRn×n cumprindo a condição (4.23) e a aplicação A : B(x∗, ε̃) → IRn×n, tal
que
A(x) = JF (x) + αC(x).
Então, existe ε̄ ∈ (0, ε̃] tal que A(x) é não singular e
∥∥A(x)−1∥∥ ≤ γ
para todo x ∈ B(x∗, ε̄).
Prova. Observe que A(x∗) = JF (x
∗), pois por (4.23), C(x∗) = 0. Como A é cont́ınua e
A(x∗) é não singular, podemos aplicar o Lema 4.16 para completar a demonstração. 
Lema 4.20 Seja x∗ ∈ IRn uma solução do problema (3.1), com JF (x∗) não singular.
Considere ε̄ > 0 do Lema 4.19 e γ > 0 do Lema 4.16. Sejam A e C as aplicações
dadas no Lema 4.19 e s1 a aplicação dada no Lema 4.18, η̄ ∈ (0, 1) e uma aplicação
r2 : B(x













Existe M > 0 tal que
‖s2(x)‖ ≤M ‖F (x)‖2
para todo x ∈ B(x∗, ε̄).
Prova. Observe que s2 está bem definido, pois A(x) e JF (x) são não singulares na bola
B(x∗, ε̄). Além disso, existe p > 0 tal que
‖C(x)‖ ≤ p ‖F (x)‖
para todo x ∈ B(x∗, ε̄). Portanto, usando (4.32), temos que∥∥∥∥12C(x)s1(x)
∥∥∥∥ ≤ pγ ‖F (x)‖2
Contribuições da Tese I - Teoria 83




∥∥∥∥) ≤M ‖F (x)‖2 .

Diante dos lemas apresentados, podemos agora estabelecer uma das contribuições prin-
cipais desta tese: a prova de convergência da Classe Chebyshev-Halley Inexata livre de
tensores. Tal resultado é dado no próximo teorema.
Teorema 4.21 Sejam x∗ ∈ IRn uma solução do problema (3.1), TF Lipschitz com cons-
tante L2 em uma bola B(x
∗, ε̃) e uma aplicação C satisfazendo (4.23). Suponha que JF (x
∗)
seja não singular. Existem 0 < η̄ < η̃ < 1, ε > 0 tais que, se η
(i)
k ≤ η̄ < η̃ < 1 com
i = 1, 2, então para todo x0 ∈ B(x∗, ε), o Algoritmo 4.1 gera uma sequência (xk) tal que
xk ∈ B(x∗, ε) para todo k ∈ IN e xk → x∗ linearmente. Além disso, a taxa de convergência
é
1. superlinear se η
(1)
k → 0.








(∥∥F (xk)∥∥2 ), η(2)k = O(∥∥F (xk)∥∥) e ∥∥TF (x)sk(1) − C(xk)∥∥ = O(∥∥F (xk)∥∥w )
para w ∈ (1, 2], então a taxa de convergência é
3. superquadrática se 1 < w < 2.
4. cúbica se w = 2.
Prova. Seja
µ = max{‖JF (x∗)‖ ,
∥∥JF (x∗)−1∥∥}. (4.33)
Considere







δ ∈ (0, 1) suficientemente pequeno tal que
η̃(1 + δ)µ2
1− δ < 1, (4.34)
ε̄ > 0 dado no Lema 4.19, γ > 0 dado no Lema 4.16 e ε̂ > 0 dado no Lema 4.17. Tome
ε1 = min{ε̄, ε̂, ε̃}.
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Pelos Lemas 4.16 e 4.19, temos que
∥∥JF (x)−1∥∥ ≤ γ, (4.35)∥∥∥∥(JF (x) + αC(x))−1∥∥∥∥ ≤ γ. (4.36)
para todo x ∈ B(x∗, ε1). Como F ∈ C2, podemos supor, sem perda de generalidade, que
‖TF (x)‖ ≤ γ (4.37)
para todo x ∈ B(x∗, ε1).
Além disso, seja M > 0 dado no Lema 4.20 e suponha também, para todo x ∈ B(x∗, ε1)
e para todo k ≥ 0, que





k ‖F (x)‖+ a(x) < η̃, (4.39)
onde
a(x) = γ(2γ2 +p) ‖F (x)‖+
[





‖F (x)‖2 + 1
2
γM2 ‖F (x)‖3 .
(4.40)




k) e sk(2) = s2(x
k) e o passo sk gerado pelo Algoritmo 4.1 é sk(1) + s
k
(2), usando (4.38) e
os Lemas 4.18 e 4.20, temos que




] ∥∥F (xk)∥∥ (4.42)







C(xk)sk(1) − αC(xk)sk(2) (4.43)
para todo k ≥ 0. Pela definição de rk(1) e por (4.43), o modelo quadrático de F em torno
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de sk pode ser escrito como
Mk(s





= F (xk) + JF (x















TF (xk)sk(1) − C(xk)
]





Como existe p > 0 tal que ∥∥C(xk)∥∥ ≤ p ∥∥F (xk)∥∥ , (4.44)
por (4.26) e pelo Lema 4.18, temos
∥∥rk(2)∥∥ ≤ pγη(2)k ∥∥F (xk)∥∥2 . (4.45)
Dáı, por (4.25), (4.37), (4.44), (4.45) e pelos Lemas 4.18 e 4.20, temos que
∥∥Mk(sk)∥∥ ≤ η(1)k ∥∥F (xk)∥∥+ pγη(2)k ∥∥F (xk)∥∥2 + γ ∥∥∥TF (xk)sk(1) − C(xk)∥∥∥∥∥F (xk)∥∥+
+ (pM |α|+ 2γ2M)





para todo xk ∈ B(x∗, ε1). Para mostrar a convergência, não há necessidade de nenhuma
hipótese adicional sobre a aplicação C. Apenas vamos observar que
‖TF (x)s1(x)− C(x)‖ ≤ ‖TF (x)‖ ‖s1(x)‖+ ‖C(x)‖ ≤ (2γ2 + p) ‖F (x)‖ (4.47)
para todo x ∈ B(x∗, ε1). Desta maneira, fazendo
F (xk + sk) = Mk(s
k) + F (xk + sk)−Mk(sk),
pelo Lema 1.15 e usando (4.39), (4.40), (4.42), (4.46) e (4.47) temos, para todo xk ∈
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B(x∗, ε1), que
∥∥F (xk + sk)∥∥ ≤ ∥∥Mk(sk)∥∥+ ∥∥F (xk + sk)−Mk(sk)∥∥
≤ η(1)k
∥∥F (xk)∥∥+ pγη(2)k ∥∥F (xk)∥∥2 + γ ∥∥TF (xk)sk(1) − C(xk)∥∥∥∥F (xk)∥∥+
+ (pM |α|+ 2γ2M)
∥∥F (xk)∥∥3 + 1
2
γM2










∥∥F (xk)∥∥+ γ ∥∥TF (xk)sk(1) − C(xk)∥∥+ (4.48)
+ (pM |α|+ 2γ2M)
















∥∥F (xk)∥∥+ γ(2γ2 + p)∥∥F (xk)∥∥+ (4.49)
+
[
pM |α|+ 2γ2M + L2
6
(2γ + γM)3













∥∥F (xk)∥∥+ a(xk)}∥∥F (xk)∥∥ ≤ (4.50)
≤ η̃
∥∥F (xk)∥∥ (4.51)
Por continuidade, existe ε2 ∈ (0, ε1] tal que





para todo x ∈ B(x∗, ε2). Desta maneira, usando (4.42), temos
∥∥sk∥∥ ≤ ε1
2




se xk ∈ B(x∗, ε), então xk + sk ∈ B(x∗, ε1). (4.52)
De fato, ∥∥xk + sk − x∗∥∥ ≤ ∥∥xk − x∗∥∥+ ∥∥sk∥∥ ≤ ε+ ε1
2
≤ ε1.
A relação (4.52) permite aplicar o resultado do Lema 4.17 para os pontos xk e xk + sk
simultaneamente usando (4.51). Vamos mostrar que xk + sk pertence a bola B(x∗, ε), o
que caracterizará a boa definição da sequência (xk). De fato, seja a norma-JF (x
∗) definida
como
‖y‖∗ = ‖JF (x∗)y‖
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para todo y ∈ IRn. Note que pela definição de µ dada em (4.33), temos
‖y‖ ≤ µ ‖y‖∗
‖y‖∗ ≤ µ ‖y‖
para todo y ∈ IRn. Dáı segue que, dado δ ∈ (0, 1) e notando que ε1 ≤ ε̂, temos pelo Lema
4.17 e por (4.51) que
(1− δ)
∥∥xk + sk − x∗∥∥ ≤ (1− δ)µ∥∥xk + sk − x∗∥∥∗ ≤ µ∥∥F (xk + sk)∥∥
≤ µη̃
∥∥F (xk)∥∥
≤ µη̃(1 + δ)
∥∥xk − x∗∥∥∗
≤ µ2η̃(1 + δ)
∥∥xk − x∗∥∥ .
Como xk+1 = xk + sk, temos
∥∥xk+1 − x∗∥∥ ≤ η̃(1 + δ)µ2
1− δ
∥∥xk − x∗∥∥ (4.53)
Por (4.34) e (4.53), conclúımos que a sequência (xk) gerada pelo Algoritmo 4.1 está bem
definida, que xk ∈ B(x∗, ε) para todo k ∈ IN e que xk → x∗ linearmente.
Para provar a convergência superlinear, observe que da relação (4.50) e usando o Lema
4.17, dado δ ∈ (0, 1), temos que
(1− δ)


























∥∥F (xk)∥∥+ a(xk)](1 + δ)∥∥xk − x∗∥∥ .
Como η
(1)
k → 0 e a(xk)→ 0, temos que
∥∥xk+1 − x∗∥∥








∥∥F (xk)∥∥+ a(xk)](1 + δ)
1− δ → 0.
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e
ρ1 = p1 + pγη̄ + γ(2γ
2 + p) +
[








Observe que ρ1 > 0. Da relação (4.49) e usando (4.38) temos
∥∥F (xk + sk)∥∥ ≤ {p1 ∥∥F (xk)∥∥+ pγη(2)k ∥∥F (xk)∥∥+ γ(2γ2 + p)∥∥F (xk)∥∥+
+
[
pM |α|+ 2γ2M + L2
6
(2γ + γM)3











2 + p) +
+
[








∥∥F (xk)∥∥2 }∥∥F (xk)∥∥2
≤ ρ1
∥∥F (xk)∥∥2 .
Como xk+1 = xk + xk, pelo Lema 4.17, dado δ ∈ (0, 1), temos que
(1− δ)





≤ µρ1(1 + δ)2
∥∥xk − x∗∥∥2∗
≤ µ3ρ1(1 + δ)2
∥∥xk − x∗∥∥2 .
Dáı segue que ∥∥xk+1 − x∗∥∥ ≤ µ3ρ1(1 + δ)2
1− δ
∥∥xk − x∗∥∥2 .
Observe que na prova da convergência superlinear e quadrática, usamos apenas o fato




e (4.47). Para provar o que falta, além das hipóteses sobre os
termos forçantes, vamos também utilizar a hipótese que
∥∥TF (xk)sk(1) − C(xk)∥∥ = O(∥∥F (xk)∥∥w ) para w ∈ (1, 2]. (4.54)




∥∥F (xk)∥∥2 , η(2)k ≤ q2 ∥∥F (xk)∥∥ e ∥∥TF (xk)sk(1) − C(xk)∥∥ ≤ q3 ∥∥F (xk)∥∥w .
Defina
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Da relação (4.48) e usando (4.38), temos
∥∥F (xk + sk)∥∥ ≤ [p2 ∥∥F (xk)∥∥2 + pγq2 ∥∥F (xk)∥∥2 + γq3 ∥∥F (xk)∥∥w +
+ (pM |α|+ 2γ2M)








∥∥F (xk)∥∥2 ] ∥∥F (xk)∥∥ ≤
≤
[









] ∥∥F (xk)∥∥3 + γq3 ∥∥F (xk)∥∥w+1 ≤
≤ ρ2
∥∥F (xk)∥∥3 + γq3 ∥∥F (xk)∥∥w+1 .
Novamente pelo Lema 4.17, dado δ ∈ (0, 1), temos que
(1− δ)




∥∥F (xk)∥∥3 + µγq3 ∥∥F (xk)∥∥w+1
≤ µρ2(1 + δ)3
∥∥xk − x∗∥∥3∗ + µγq3(1 + δ)w+1 ∥∥xk − x∗∥∥w+1∗
≤ µ4ρ2(1 + δ)3
∥∥xk − x∗∥∥3 + µw+2γq3(1 + δ)w+1 ∥∥xk − x∗∥∥w+1 .
Dáı, segue que




∥∥xk − x∗∥∥+ µw+2γq3(1 + δ)w+1 ∥∥xk − x∗∥∥w−1 ] ∥∥xk − x∗∥∥2
1− δ .
(4.55)







∥∥xk − x∗∥∥+ µw+2γq3(1 + δ)w+1 ∥∥xk − x∗∥∥w−1 ]
1− δ → 0
e basta tomar w = 2 em (4.55) para garantir a convergência cúbica. 
Agora vamos mostrar que existem matrizes, além da matriz nula, que cumprem a
condição (4.23) na bola B(x∗, ε) onde ε é dado no Teorema 4.21. Uma matriz também
trivial é
C(x) = TF (x)s1(x),
pois usando (4.37) e o Lema 4.18, temos ‖C(x)‖ ≤ 2γ2 ‖F (x)‖. Na verdade, qualquer
matriz pertencente ao conjunto
C = {Bs1(x) | B ∈ U ⊂ IRn×n×n(U limitado) e x ∈ B(x∗, ε)}
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satisfaz a condição (4.23).
Assim, mostramos que a condição (4.23) pode ser facilmente verificada. Por outro
lado, apenas a limitação do tensor B não é suficiente para mostrar que a hipótese (4.54)
seja satisfeita. Mostraremos no próximo lema, que as hipóteses (4.23) e (4.54) podem ser
verificadas para uma determinada matriz.
Lema 4.22 Sejam x∗ ∈ IRn uma solução do problema (3.1), TF Lipschitz com constante
L2 > 0 na bola B(x
∗, ε), onde ε > 0 é dado no Teorema 4.21 e s1 dado no Lema 4.18.
Dado h > 0, defina C : B(x∗, ε)→ IRn×n por
C(x) =
JF (x+ hs1(x))− JF (x)
h
.









Prova. Como TF é Lipschitz na bola B(x∗, ε), temos
‖TF (x)‖ ≤ ‖TF (x)− TF (x∗)‖+ ‖TF (x∗)‖ ≤ L2ε+ ‖TF (x∗)‖ def= M
para todo x ∈ B(x∗, ε). Dáı segue de (1.21) que JF é Lipschitz com constante M . Assim,
utilizando o Lema 4.18, temos que
‖C(x)‖ ≤ 1
h
‖JF (x+ hs1(x))− JF (x)‖ ≤
1
h
Mh ‖s1(x)‖ ≤ 2γM ‖F (x)‖
para todo x ∈ B(x∗, ε). Para mostrar o que falta, pela desigualdade (1.20) temos que




Dividindo esta expressão por h, obtemos∥∥∥∥JF (x+ hs1(x))− JF (x)h − TF (x)s1(x)
∥∥∥∥ ≤ L22 h ‖s1(x)‖2 .
Desta forma, pelo Lema 4.18, temos que
‖C(x)− TF (x)s1(x)‖ ≤ 2L2hγ2 ‖F (x)‖2 .

Com isso, mostramos que as hipóteses exigidas no Teorema 4.21 são hipóteses razoáveis,
ou seja, elas podem ser verificadas.
Caṕıtulo 5
Contribuições da Tese II -
Implementação
No Caṕıtulo 4 apresentamos uma modificação da classe Chebyshev-Halley com o ob-
jetivo de reduzir seu custo computacional. Introduzimos uma nova classe de métodos
chamada classe Chebyshev-Halley Inexata livre de tensores, a qual não faz uso do ten-
sor TF (xk) a cada iteração e os dois sistemas lineares, que fornecem o passo, podem ser
resolvidos de maneira inexata.
O objetivo deste caṕıtulo é analisar o desempenho computacional do Algoritmo 4.1
proposto nesta tese, aplicada aos métodos clássicos da classe Chebyshev-Halley, nos que-
sitos eficiência e robustez. Para isso, utilizamos o conjunto de problemas utilizados em
La Cruz, Mart́ınez e Raydan [18] e os da Seção 4 de Lukšan e Vlček [56]. Estes proble-
mas, bem como os pontos iniciais adotados, podem ser consultados no Apêndice B. As
estat́ısticas (medidas de desempenho) que coletamos foram número de iterações, número
de avaliações de função e tempo computacional e todos os métodos foram implementados
em MATLAB R2010b em um notebook Dell XPS15 (L502X), 2,5 GHz, RAM de 6 Gb,
processador Intel R© CoreTM i5-2450M .
Para comparar os métodos, utilizamos a ferramenta performance profile proposta por
Dolan e Moré [23]. A ideia é basicamente comparar uma medida de desempenho de um de-
terminado algoritmo na resolução de um problema, com a melhor medida de desempenho
determinada entre todos os algoritmos. Para isso, é definido o ı́ndice de desempenho do




min{mp,j | j ∈ S}
, se o algoritmo s resolveu o problema p
rM , caso contrário,
onde mp,j é uma medida de desempenho avaliada pelo algoritmo j ∈ S na resolução
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do problema p, S é um conjunto de algoritmos aplicados na resolução do problema p e
rM ≥ max{rp,s} é um parâmetro definido previamente.
Quanto à eficiência, um algoritmo s̄ será mais eficiente na resolução do problema p
quando rp,s̄ = 1 e quanto maior for esse valor, pior o desempenho do respectivo algoritmo.
Além disso, em [23] é introduzida a função distribuição de probabilidade ρs : [1,∞)→
[0, 1], para cada algoritmo s ∈ S, definida por
ρs(τ) =
card{p ∈ P | rp,s ≤ τ}
card{P} ,
onde P é um conjunto de problemas que estão sendo resolvidos pelo algoritmo s ∈ S.
Note que os algoritmos com maiores valores para ρs(1) são os mais eficientes. A grosso
modo, o valor ρs(τ) significa a porcentagem de problemas que o algoritmo s resolve em τ
vezes o valor da medida de desempenho do algoritmo mais eficiente.
Quanto à robustez, devemos observar o valor de τ para o qual ρs(τ) = 1. Quanto
menor for esse valor, mais robusto será o algoritmo. Assumimos que rp,s ∈ [1, rM ] e que
rp,s = rM somente quando o algoritmo s não resolveu o problema p. Isto significa que





Agora vamos justificar numericamente a necessidade de modificar os métodos da classe
Chebyshev-Halley comparando-os com o método de Newton. Aqui não estamos preocu-
pados com métodos diretos (exatos) para resolução de sistemas lineares. Por esse motivo,
quando necessário, usaremos um recurso próprio do MATLAB para resolver um sistema
linear que é o operador \. Problemas em que o MATLAB detectou singularidade de
matrizes foram declarados como problemas não resolvidos.
Em todos os testes que apresentados, foram considerados os problemas citados no
Apêndice B. Em sua maioria, as dimensões consideradas foram n = 30 e n = 50 com 3
pontos iniciais para cada dimensão, totalizando assim 276 problemas.
Declaramos falha nos algoritmos quando
∥∥F (xk)∥∥∞ > 1020
para algum k ∈ IN ou quando atinge o número máximo de iterações k = 200. O critério
de parada adotado foi ∥∥F (xk)∥∥∞ ≤ 10−8. (5.1)
Em uma primeira análise, a Tabela 5.1 mostra a porcentagem de problemas resolvidos
pelos algoritmos testados.
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Tabela 5.1: Percentual de problemas resolvidos pelos métodos Newton, Halley, Chebyshev
e Super-Halley
Podemos perceber que o método de Halley atingiu o critério de parada (5.1) em 76, 44%
dos problemas, enquanto que para o método de Newton a porcentagem foi de 72, 46%.
Isto mostra que o método de Halley foi mais robusto que o método de Newton para os
problemas considerados. Os métodos Chebyshev e Super-Halley foram os menos robustos.
Quanto à eficiência, vamos analisar as três medidas de desempenho citadas no ińıcio
deste caṕıtulo.
Como os métodos pertencentes à classe Chebyshev-Halley possuem taxa de convergência
cúbica, é de se esperar que eles sejam mais eficientes que Newton em relação ao número
de iterações. O gráfico de desempenho do número de iterações está ilustrado na Figura
5.1.

















Figura 5.1: Gráfico de desempenho do número de iterações dos métodos Newton, Halley,
Chebyshev e Super-Halley.
Vemos que os métodos clássicos pertencentes à classe Chebyshev-Halley foram mais
eficientes que o método de Newton. O melhor algoritmo foi o método Super-Halley,
que resolveu aproximadamente 54, 34% dos problemas com o menor número de iterações,
enquanto que os métodos Halley, Chebyshev e Newton resolveram, respectivamente, em
torno de 44, 92%, 25, 72% e 10, 5% dos problemas com o menor número de iterações.
Apesar do método Super-Halley ter sido mais eficiente que o método de Halley, pode-
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mos observar que para τ = 1, 34, ambos os algoritmos resolveram 61, 95% dos problemas
e para valores de τ superiores a 1, 34, o método de Halley foi o mais eficiente, além de ter
sido o mais robusto. Em relação ao método de Newton, podemos constatar que ele teve o
mesmo desempenho que o método Super-Halley considerando o dobro do número de ite-
rações do melhor algoritmo. Isto corresponde aproximadamente a 63, 5% dos problemas.
Evidentemente, o bom desempenho dos métodos clássicos da classe Chebyshev-Halley,
no quesito número de iterações, não refletem diretamente na eficiência como um todo.
Para comparar o número de avaliações de função em todos os testes apresentados nesta
tese, nos baseamos no trabalho de Griewank, Juedes e Utke [36], onde afirma que o custo
da avaliação de derivadas é no máximo 5 vezes o custo da avaliação da função. Escolhendo
o peso 3, definimos uma medida que leva em consideração o número de avaliações de cada
função coordenada de F (#fi, i = 1, . . . , n), dos gradientes de cada função coordenada de
F (#gi, i = 1, . . . , n) e das jacobianas (Hessianas) de cada gradiente respectivo (#Hi, i =
1, . . . , n), dada por
nf = n#f1 + 3n#g1 + 3n#H1.
Usando esta metodologia, podemos notar na Figura 5.2 que o método de Newton
foi o mais eficiente. Isso era de certa forma esperado, pois o cálculo do tensor nos ou-
tros métodos é excessivamente caro computacionalmente. O método de Newton resolveu
aproximadamente 53, 25% dos problemas com o menor número de avaliações de função,
enquanto que os métodos Halley, Chebyshev e Super-Halley resolveram, respectivamente,
em torno de 11, 59%, 0, 7% e 21, 73% dos problemas com o menor número de avaliações de
função. O método de Newton manteve um desempenho superior aos demais para valores
de τ ∈ [1, 2] e teve desempenho muito similar ao método de Halley para τ > 2.
Observamos que usando um pouco menos que o dobro de vezes de nf do melhor
algoritmo, mais especificamente para τ = 1, 75, os métodos Halley e Newton resolveram
aproximadamente 71, 73% dos problemas. Em relação aos métodos Halley e Super-Halley,
foram resolvidos aproximadamente 51, 08% dos problemas para τ = 1, 32. O método de
Chebyshev se mostrou inferior aos demais para valores de τ ∈ [1, 1.58], alcançando um
desempenho igual ou levemente superior ao método Super-Halley para valores de τ maiores
do que 1.58.
Além do número de avaliações de função, o tempo computacional também é um fator
que torna os métodos da Classe Chebyshev-Halley impraticáveis, devido ao tempo gasto
para o cálculo do tensor e para resolver dois sistemas lineares de forma exata.
Através do gráfico de desempenho do tempo computacional, ilustrado na Figura 5.3,
percebemos claramente que o método de Newton é o mais eficiente resolvendo apro-
ximadamente 60, 14% dos problemas no menor tempo, enquanto que os métodos Halley,
Chebyshev e Super-Halley resolveram, respectivamente, em torno de 4, 7%, 2, 8% e 12, 68%
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Figura 5.2: Gráfico de desempenho do número de avaliações de função dos métodos
Newton, Halley, Chebyshev e Super-Halley.
dos problemas com o menor tempo computacional.

















Figura 5.3: Gráfico de desempenho do tempo computacional dos métodos Newton, Halley,
Chebyshev e Super-Halley.
5.1 Resultados Numéricos
A metodologia proposta nesta tese consiste em substituir o cálculo do produto TF (x)s1(x)
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para todo x suficientemente próximo de x∗ na classe Chebyshev-Halley. Além disso, os dois
sistemas lineares necessários para a obtenção do passo, podem ser resolvidos de maneira
inexata.
Se os dois sistemas lineares forem resolvidos de forma exata, a hipótese (5.2) é suficiente
para mostrar a convergência quadrática do Algoritmo 4.1, mas não a convergência cúbica.
Neste caso, ao agregarmos a hipótese





então a convergência cúbica é garantida pelo Teorema 4.21.
O resultado do Lema 4.22, mostra que estas hipóteses não são imposśıveis de serem
verificadas, exibindo uma matriz que cumpre as hipóteses (5.2) e (5.3) para x suficiente-
mente próximo de x∗, a saber
C(x) =
JF (x+ hs1(x))− JF (x)
h
(5.4)
para um dado h > 0.
Em nossos testes computacionais, utilizamos a matriz dada em (5.4) e o valor de h o
mesmo usado por Bellavia e Morini [8] no método Newton-GMRES para a aproximação
JF (x)v ≈
F (x+ hv)− F (x)
h








onde ε é a precisão da máquina.
Inicialmente, nossa intenção é observar os efeitos que os métodos Halley, Chebyshev e
Super-Halley sofrem ao substituir o produto TF (xk)sk(1) por C(xk) a cada iteração. Para
isso, resolvemos os sistemas lineares de maneira exata usando o operador \ do MATLAB
como já comentado neste caṕıtulo.
Para facilitar a notação, abreviamos como método HTF o método Halley livre de
tensor, como método CTF o método Chebyshev livre de tensor e como SHTF o método
Super-Halley livre de tensor.
Podemos observar na Tabela 5.2, que a robustez dos métodos Halley, Chebyshev e
Super-Halley praticamente não sofreu alteração ao usar a estratégia livre de tensor com
h dado em (5.5).
Na estratégia livre de tensor, praticamente trocamos o custo computacional do cálculo
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Tabela 5.2: Percentual dos problemas resolvidos indicando que a robustez dos métodos
Halley, Chebyshev e Super-Halley praticamente não sofreu alteração ao usar a estratégia
livre de tensor.
do tensor TF (xk) e do produto TF (xk)sk(1) por uma avaliação a mais da jacobiana, a saber,
JF (x
k +hsk(1)), já que JF (x
k) foi avaliada no primeiro sistema linear. Sendo assim, é de se
esperar uma melhoria significativa no tempo computacional e no número de avaliações de
função. O número de iterações não deve ter uma mudança significativa, já que o erro ao
aproximar TF (xk)sk(1) por C(xk) dada por (5.4) é, por Taylor, O(h). Depois de realizados
os testes, podemos observar estes resultados nos gráficos de desempenho ilustrados nas
Figuras 5.4, 5.5 e 5.6.













































Figura 5.4: Gráficos de desempenho do tempo computacional dos métodos Halley e HTF,
Chebyshev e CTF e Super-Halley e SHTF.
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Figura 5.5: Gráficos de desempenho do número de avaliações de função dos métodos
Halley e HTF, Chebyshev e CTF e Super-Halley e SHTF.
O método HTF comparado com o método de Halley, resolveu aproximadamente 75, 72%
dos problemas no menor tempo (Figura 5.4). Observando os dados da Tabela 5.2 e a
menos de erros de arrendondamento nos percentuais, isso significa que o tempo de exe-
cução, em praticamente todos os problemas por ele resolvidos, foi menor. Além disso,
ele resolveu aproximadamente 70, 65% dos problemas com o menor número de avaliações
de função (Figura 5.5) e o percentual de problemas resolvidos com o menor número de
iterações é praticamente o mesmo que o método de Halley. Em relação ao número de
iterações (Figura 5.6), o mesmo ocorre quando se compara os métodos CTF e Chebyshev.
O método CTF resolveu aproximadamente 65, 94% dos problemas no menor tempo, sig-
nificando também que o tempo de execução, em praticamente todos os problemas por
ele resolvidos, foi menor, e 63, 77% dos problemas com o menor número de avaliações de
função. Por fim, quando comparado com o método Super-Halley, o método SHTF resolveu
aproximadamente 65, 94% dos problemas no menor tempo e 59, 78% dos problemas com
o menor número de avaliações de função. No entanto, é viśıvel uma alteração, não tão
significativa, do número de iterações. O método Super-Halley resolveu aproximadamente
64, 49% dos problemas com o menor número de iterações, enquanto que o método SHTF
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Figura 5.6: Gráficos de desempenho do número de iterações dos métodos Halley e HTF,
Chebyshev e CTF e Super-Halley e SHTF.
resolveu aproximadamente 59, 78% dos problemas com o menor número de iterações.
Observando que a robustez não teve alterações significativas quando se compara os
métodos com suas respectivas modificações, com a análise realizada até agora, podemos
perceber uma melhoria significativa em todos os aspectos ao usar a matriz (5.4) na es-
tratégia livre de tensor. Com isso atingimos o primeiro objetivo desta análise numérica.
A segunda estratégia é considerar a resolução dos sistemas lineares, necessários para
a obtenção do passo, de maneira inexata, mantendo a estratégia livre de tensor. Particu-
larmente, como comparamos inicialmente os métodos Halley, Chebyshev e Super-Halley
com o método de Newton, agora em nossa análise apenas o segundo sistema linear será
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k ∈ (0, 1). O passo é definido como sendo sk = sk(1) + sk(2).
Note que (5.6) corresponde à classe Chebyshev-Halley Inexata Modificada dada em
(3.60) e (3.61) com rk(2) = r̃
k
2 e substituindo TF (xk)sk(1) pela matriz C(xk).
Na prova do Teorema 4.21, não exigimos que seja utilizado um determinado método
para resolver um sistema linear de maneira inexata. Para nossos experimentos, propomos
uma adaptação do Algoritmo 3.7 (Cálculo de sk(2) e r̃
k
2) de Steihaug e Suleiman [73],
baseado em ponto fixo para o cálculo de sk(2). A vantagem dessa abordagem é que a
decomposição da matriz JF (x
k) utilizada para a obtenção de sk(1) poderá ser reutilizada
para a obtenção de sk(2), ou seja, não há necessidade de decompor a matriz JF (x
k)+αC(xk).
Detalhes podem ser vistos na Seção 3.4.3. Optamos por usar a decomposição LU. A
adaptação a qual nos referimos, consiste basicamente em substituir o cálculo TF (xk)sk(1)
pela matriz C(xk) para todo k ∈ IN no Algoritmo 3.7. Desta forma, propomos o Algoritmo
5.1.
Algoritmo 5.1: Cálculo de sk(2) e r
k
(2) - livre de tensor
Defina A = JF (x
k) + αC(xk), b = −1
2
C(xk)sk(1).
Dados w0 = 0 e r0 = b.
para l = 1, 2, . . .
Defina zl−1 a solução do sistema JF (x
k)zl−1 = rl−1
Atualize wl = wl−1 + zl−1
Atualize rl = b− Awl
fim
sk(2) = w
l, rk(2) = r
l e j = l.
É importante relembrar que o Algoritmo 3.7 foi utilizado para à obtenção de um passo
sk de modo que o critério do reśıduo∥∥∥∥12TF (xk)sksk + JF (xk)sk + F (xk)
∥∥∥∥ ≤ ηk ∥∥F (xk)∥∥ (5.8)
fosse verificado para algum ηk ∈ (0, 1) e que
∥∥sk∥∥ = O(∥∥F (xk)∥∥), cuja garantia de
convergência foi estabelecida no Teorema 3.8.
Conjecturamos que ao usar o Algoritmo 5.1 para formar o passo sk = sk(1) + s
k
(2),
o critério do reśıduo (5.8) deve ser verificado para algum ηk ∈ (0, 1) e que
∥∥sk∥∥ =
O
(∥∥F (xk)∥∥). Sendo assim, a convergência da sequência (xk), tal que xk+1 = xk + sk, é
garantida pelo Teorema 3.6.
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Evidentemente, se sk(2) é determinado pelo Algoritmo 5.1, não estaremos mais exigindo
a condição do reśıduo (5.7), mas estaremos exigindo que o passo sk cumpra a condição do
reśıduo (5.8) para k suficientemente grande. No entanto, como apresentado no Caṕıtulo
3, ηk não pode ser dado a priori, pois pode não existir um s
k que cumpra a condição (5.8)
para o respectivo ηk dado, ou seja, a precisão do passo não pode ser controlada.
Em [73], foram realizados experimentos numéricos comparando apenas o número de
iterações dos métodos Halley, Chebyshev, Super-Halley e Super-Halley Inexato Modificado
usando j = 1, 2, 3 iterações internas do Algoritmo 3.7. O método Super-Halley foi o mais
eficiente neste quesito e foi observado uma pequena diferença entre os métodos Super-
Halley e Super-Halley Inexato Modificado com j = 3 iterações internas do Algoritmo 3.7.
Por esse motivo, optamos por usar apenas j = 3 iterações internas do Algoritmo 5.1, não
só no método Super-Halley Inexato livre de tensor, mas também em Halley e Chebyshev
Inexatos livres de tensores. Salientamos que nenhuma estratégia para aproximar o tensor
TF (xk) foi utilizada em [73].
Já o método GMRES para quando encontrar um sk(2) que cumpra (5.7). No entanto,
para cada iteração externa, o método GMRES pode gastar no máximo n iterações para
encontrar tal sk(2). Sendo assim, vamos limitar o método GMRES a realizar no máximo 10
iterações internas. Isto significa que a solução fornecida pelo GMRES pode não satisfazer
o critério (5.7).
Consideramos em nossa implementação η
(2)








de modo que η
(2)
k ∈ [10−8, 10−2]. O ponto inicial foi s0(2) = 0.
Utilizamos uma modificação do algoritmo implementado por Kelley [48] que pode ser
encontrado em www.siam.org/books/kelley/fr16/matlabcode.php, que utiliza o Algo-
ritmo 3.3 (Método de Arnoldi com Gram-Schmidt modificado) incluindo uma estratégia
de reortogonalização, caso seja detectado uma perda de ortogonalidade após obter um
novo vetor vj+1 no Algoritmo de Arnoldi. O critério utilizado para detectar perda de
ortogonalidade foi
∥∥(JF (xk) + αC(xk))vj∥∥+ 0.001 ‖vj+1‖ = ∥∥(JF (xk) + αC(xk))vj∥∥
e a estratégia de reortogonalização é embutida no Algoritmo 3.3 da seguinte maneira
1. Para i = 1, . . . , j
(a) Defina htmp = 〈vj+1, vi〉;
(b) Faça hi,j = hi,j + htmp e vj+1 = vj+1 − htmpvi;
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Novamente, para facilitar a notação, abreviamos por HTF-GMRES o método HTF
onde apenas o segundo sistema linear é resolvido pelo método GMRES e por HTF-PONTO
FIXO o método HTF onde o segundo sistema linear é resolvido pelo Algoritmo 5.1. As
notações dos outros métodos seguem de maneira análoga.
Podemos ver na Tabela 5.3 os percentuais de problemas resolvidos pelos métodos
Halley, Chebyshev e Super-Halley utilizando estratégia livre de tensor e onde o segundo
sistema linear é resolvido por GMRES ou pelo Algoritmo 5.1.







Tabela 5.3: Percentual dos problemas resolvidos pelos métodos HTF-GMRES, HTF-
PONTO FIXO, CTF-GMRES, CTF-PONTO FIXO, SHTF-GMRES e SHTF-PONTO
FIXO
Em termos de robustez, percebemos uma ligeira vantagem ao utilizar a estratégia GM-
RES nos métodos CTF e SHTF. No método HTF essa diferença foi maior. Os métodos
CTF-GMRES e CTF-PONTO FIXO resolveram quase o mesmo percentual de proble-
mas que o método de Chebyshev. Além disso o método CTF-PONTO FIXO resolveu
exatamente o mesmo percentual de problemas que o método CTF.
Na Figura 5.7, podemos ver claramente que os métodos Chebyshev e CTF-PONTO
FIXO foram um pouco mais eficientes em termos de número de iterações que o método
CTF-GMRES. Mais especificamente, ambos resolveram aproximadamente 61, 59% dos
problemas com o menor número de iterações, enquanto que o método CTF-GMRES re-
solveu aproximadamente 57, 24% dos problemas com o menor número de iterações, quando
comparados entre si. Já nas variantes dos métodos Halley e Super-Halley, o método GM-
RES foi mais eficiente em termos do número de iterações do que o Algoritmo 5.1. Os
métodos HTF-GMRES e HTF-PONTO FIXO resolveram, respectivamente, em torno de
58, 69% e 52, 53% dos problemas com o menor número de iterações quando comparados
com o método de Halley e os métodos SHTF-GMRES e SHTF-PONTO FIXO resolveram,
respectivamente, em torno de 51, 08% e 42, 39% dos problemas com o menor número de
iterações quando comparados com o método Super-Halley.
Na Figura 5.8, percebemos que o método CTF-PONTO FIXO foi também mais efi-
ciente que o método CTF-GMRES no quesito número de avaliações de função. Quando
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Figura 5.7: Gráficos de desempenho do número de iterações dos métodos Halley, HTF-
GMRES e HTF-PONTO FIXO, Chebyshev, CTF-GMRES e CTF-PONTO FIXO e
Super-Halley, SHTF-GMRES e SHTF-PONTO FIXO.
comparado com o método de Chebyshev, ele resolveu aproximadamente 61, 59% dos pro-
blemas com o menor número de avaliações de função enquanto que o método CTF-GMRES
resolveu em torno de 57, 25%. Nas variantes dos métodos Halley e Super-Halley, o método
GMRES se mostrou mais eficiente em relação ao número de avaliações de função que o
Algoritmo 5.1. Os métodos HTF-GMRES e HTF-PONTO FIXO resolveram, respectiva-
mente, em torno de 58, 69% e 52, 53% dos problemas com o menor número de avaliações
de função quando comparados com o método de Halley e os métodos SHTF-GMRES
e SHTF-PONTO FIXO resolveram, respectivamente, em torno de 51, 27% e 42, 18% dos
problemas com o menor número de avaliações de função quando comparados com o método
Super-Halley.
Por fim, na Figura 5.9, podemos perceber que o Algoritmo 5.1 foi bem mais eficiente
que o método GMRES em todos os métodos, no quesito tempo computacional. Quando
comparado com o método de Halley, o método HTF-PONTO FIXO resolveu aproximada-
mente 56, 15% dos problemas no menor tempo enquanto que o método HTF-GMRES
resolveu, aproximadamente, apenas 12, 31% dos problemas no menor tempo. Como já
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Figura 5.8: Gráficos de desempenho do número de avaliações de função dos métodos
Halley, HTF-GMRES e HTF-PONTO FIXO, Chebyshev, CTF-GMRES e CTF-PONTO
FIXO e Super-Halley, SHTF-GMRES e SHTF-PONTO FIXO.
destacado, a diferença de robustez entre os método HTF-GMRES e HTF-PONTO FIXO
foi mais acentuada. Já os métodos CTF-PONTO FIXO e CTF-GMRES resolveram, res-
pectivamente, em torno de 63, 04% e 5, 43% dos problemas no menor tempo quando com-
parado com o método Chebyshev e os métodos SHTF-PONTO FIXO e SHTF-GMRES
resolveram, respectivamente, em torno de 56, 88% e 13, 40% dos problemas no menor
tempo quando comparado com o método Super-Halley.
5.2 Conclusões dos Resultados Numéricos
Diante dos resultados numéricos obtidos na seção anterior, podemos perceber que o
método de Halley foi o mais robusto entre os métodos de Newton, Chebyshev e Super-
Halley, considerando os problemas testados. No entanto, comparando apenas os métodos
analisados da classe Chebyshev-Halley, o método Super-Halley foi o mais eficiente em
todos os quesitos analisados, ou seja, em número de iterações, número de avaliações de
função e tempo computacional. O método de Chebyshev foi o menos eficiente em todos
Contribuições da Tese II - Implementação 105
















































Figura 5.9: Gráficos de desempenho do tempo computacional dos métodos Halley, HTF-
GMRES e HTF-PONTO FIXO, Chebyshev, CTF-GMRES e CTF-PONTO FIXO e
Super-Halley, SHTF-GMRES e SHTF-PONTO FIXO.
esses quesitos, além de também perder em robustez.
Ao utilizar a estratégia livre de tensor, resolvendo os dois sistemas lineares de forma
exata, percebemos uma certa semelhança na robustez, comparando os métodos e suas
respectivas modificações, evidentemente. E ao mesmo tempo, o número de avaliações
de função e tempo computacional foram significativamente melhores. Esperávamos, em
contrapartida, uma redução na eficiência do número de iterações, mas apenas o método
Super-Halley obteve tal desvantagem. Conclúımos então, que a proposta livre de tensor
foi, em geral, melhor que o método de Newton, no quesito número de iterações e também
reduziu significativamente o tempo computacional e o número de avaliações de função dos
métodos Halley, Chebyshev e Super-Halley, atingindo nossas expectativas.
Na segunda análise realizada, utilizamos dois métodos diferentes para resolver o se-
gundo sistema linear de maneira inexata, o método GMRES e uma adaptação que propo-
mos do Algoritmo 3.7, a saber, o Algoritmo 5.1. Em relação ao tempo computacional
e do número de avaliações de função, a estratégia inexata livre de tensor, tanto usando
o método GMRES ou o Algoritmo 5.1, foi mais eficiente, destacando o Algoritmo 5.1
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quanto à eficiência do tempo computacional. Os métodos que utilizaram como subrotina
o Algoritmo 5.1, apesar de terem sido menos robustos que aqueles que utilizam o método
GMRES, foram significativamente mais eficientes que aqueles que usaram o GMRES. Em
contrapartida, esses que utilizaram o método GMRES foram mais eficientes que aqueles
que utilizaram o Algoritmo 5.1 nos quesitos número de iterações e no número de avaliações
de função, com exceção do método CTF-GMRES.
Por fim, conclúımos como consequência da redução do número de operações realizadas
pelos métodos da Classe Chebyshev-Halley, principalmente no cálculo de derivadas de
segunda ordem, que as modificações dos métodos Halley, Chebyshev e Super-Halley, pro-
postas nesta tese, foram bastante contundentes, abrindo caminhos para pesquisas futuras.
Conclusões
Apresentamos nesta tese, dois novos resultados sobre a Classe Chebyshev-Halley. O
primeiro é um resultado teórico. Introduzimos um novo raio de convergência para a
Classe Chebyshev-Halley e comparamos com o raio utilizado na prova de convergência
dada no livro Numerische Lösung Nichtlinearer Gleichungen [70] para os métodos Halley,
Chebyshev e Super-Halley, através de alguns exemplos. Neste exemplos, observamos
que o raio introduzido nesta tese é maior que o introduzido em [70] para os métodos
Halley e Super-Halley. No entanto, ele é menor para o método de Chebyshev. Essa
comparação sugere ind́ıcios de pesquisa futura, como por exemplo, estabelecer o raio ótimo
de convergência para a Classe Chebyshev-Halley, ou para algum método em particular.
A segunda contribuição consiste em uma modificação da Classe Chebyshev-Halley.
Esta modificação é justificada, pois o cálculo do tensor é caro computacionalmente. Além
disso, dois sistemas lineares devem ser resolvidos de maneira exata. Pensando em es-
tratégias matrix-free aplicadas no método de Newton inexato, introduzimos uma nova
classe de métodos, chamada Classe Chebyshev-Halley Inexata livre de tensores, a qual não
utiliza informação de derivadas de segunda ordem e os dois sistemas lineares necessários
para a obtenção do passo, podem ser resolvidos de maneira inexata.
Conclúımos na prova de convergência da Classe Chebyshev-Halley Inexata livre de
tensores, que sob hipóteses razoáveis, além de convergirem localmente, os métodos dessa
classe podem atingir taxa de convergência superlinear, quadrática, superquadrática e
cúbica. Além disso, exibimos uma matriz que cumpre a hipótese exigida para garantir a
convergência cúbica desta classe. Com essa matriz, realizamos testes computacionais, com
o objetivo de observar se houve melhorias em número de iterações, número de avaliações de
função e tempo computacional, em relação aos métodos Halley, Chebyshev e Super-Halley.
Para isso, introduzimos uma modificação de um algoritmo proposto em [73], baseado em
ponto fixo, para obter uma solução aproximada do segundo sistema linear, necessário para
a obtenção do passo. Este algoritmo é vantajoso em termos de custo computacional, pois
há necessidade de decompor apenas a matriz jacobiana, que já fora obtida na resolução do
primeiro sistema linear. Foram executadas apenas três iterações deste algoritmo, ou seja,
para cada iteração externa, três iterações internas foram executadas. Além disso, também
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utilizamos o método GMRES, que é um método consagrado na literatura para resolver
de maneira inexata um sistema linear, cuja solução pertence a um espaço de Krylov.
Diante dos resultados numéricos obtidos, conclúımos que a estratégia proposta nesta tese
melhorou de maneira contundente esses métodos nos quesitos número de avaliações de
função e tempo computacional, sendo que o número de iterações não teve alterações
significativas.
Sugestões para Trabalhos Futuros







para x suficientemente próximo de uma solução x∗. Garantimos a convergência local da
sequência (xk) gerada por qualquer método desta classe. Além disso, mostramos que
qualquer matriz do conjunto
C = {Bs1(x) | B ∈ U ⊂ IRn×n×n(U limitado) e x ∈ B(x∗, ε)} (5.10)
cumpre (5.9). Dado h > 0, a matriz
C(x) =
JF (x+ hs1(x))− JF (x)
h
(5.11)
foi introduzida de modo a verificar a hipótese




para w ∈ (1, 2] (5.12)
exigida para garantir a taxa de convergência superquadrática, caso w ∈ (1, 2), e a cúbica,
caso w = 2, da sequência (xk) gerada por qualquer método da Classe Chebyshev-Halley
Inexata livre de tensores. Apesar de ser mais econômica computacionalmente, comparado
com o cálculo do tensor TF (xk), ela exige um cálculo a mais de uma jacobiana, a saber,
JF (x+ hs1(x)), já que JF (x
k) é conhecida pelo primeiro sistema linear.
No sentido de evitar um cálculo a mais de uma jacobiana, podemos definir outras
matrizes que cumpram pelo menos a hipótese (5.9). Como dito anteriormente, qual-
quer matriz do conjunto C, definido em (5.10), verifica a hipótese (5.9). No entanto,
gostaŕıamos que a hipótese (5.12) também fosse verificada pelo menos para algum w ∈
(1, 2), garantindo assim uma taxa de convergência superquadrática.
A primeira ideia que tivemos em nossa pesquisa, foi utilizar estratégias semelhantes a
dos métodos quase-Newton, ou seja, construir uma sequência (Bk) de tensores com alguma
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propriedade e usar regras do tipo Broyden, BFGS, DFP entre outras. Mas preferimos
deixar como trabalho futuro, um estudo sobre atualizações de tensores de modo a garantir,
se posśıvel, que a hipótese (5.12) seja verificada.
Em relação ao estudo sobre raio de convergência, pode ser muito dif́ıcil ou até mesmo
imposśıvel, estabelecer o raio ótimo de convergência da Classe Chebyshev-Halley. Neste
sentido, deixamos também como trabalho futuro um estudo sobre o raio ótimo de con-
vergência apenas dos métodos Halley, Chebyshev e Super-Halley.
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[56] L. Lukšan and J. Vlček. Sparse and partially separable test problems for uncon-
strained and equality constrained optimization. Technical Report V-767, Institute of
Computer Science, Academy of Sciences of the Czech Replubic, Prague, 1999.
[57] J. M. Mart́ınez and S. A. Santos. Métodos computacionais de otimização. 20.0
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Apêndice A
Os métodos Halley, Chebyshev e Super-Halley unidimensionais, foram introduzidos no





Neste apêndice vamos introduzir melhor este conceito. As principais referências biblio-
gráficas vistas sobre este assunto foram [40, 41, 44, 64].
A ideia principal para medir, de certa forma, a convexidade de uma função é calcular
o número de vezes que devemos aplicar um operador côncavo em uma função convexa
com derivada segunda estritamente positiva, até obter uma função que não seja convexa.
Em particular, o operador logaritmo pode ser aplicado.
Definição A.1 Considere I ⊂ IR um intervalo. Dizemos que uma função f : I → (0,∞)
é log-convexa em I, quando a função h = log(f) for convexa em I.
De maneira equivalente1, uma função f : I ⊂ IR→ (0,∞) é log-convexa quando
f [(1− λ)x+ λy] ≤ f(x)1−λf(y)λ (A.1)
para todo x, y ∈ I e para todo λ ∈ (0, 1). Um exemplo simples de função log-convexa é
f : IR→ IR dada por f(x) = ex2 .
É fácil ver que se f ∈ C2 é log-convexa em I, então f é convexa em I. De fato, como




para todo x ∈ I, observando que, por definição, f(x) > 0, temos que f ′′(x) ≥ 0 para todo
x ∈ I. A rećıproca não é verdadeira, basta considerar f : IR→ IR dada por f(x) = ex−1.
Para os nossos propósitos, vamos considerar um intervalo aberto I ⊂ IR e uma função
1Essa equivalência é de fácil verificação.
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f : I ⊂ IR→ (0,∞) tal que f ∈ C2 e que
f ′′(x) > 0 para todo x ∈ I, (A.3)
ou seja, consideramos as funções estritamente convexas que cumprem (A.3). Considere
também x̄ um ponto no domı́nio de f . Queremos analisar a convexidade de f em uma
vizinhança Ī ⊂ I de x̄. Isto significa que consideraremos a restrição de f ao intervalo Ī.
Para simplificar os cálculos, suponha em todo este apêndice que f(x̄) = 1, exceto
quando mencionado o contrário. Definindo
C2(x,r)(I) =
{
g ∈ C2(I) | g(x) = r
}
,
considere uma sequência de funções (Fn) ⊂ C2(x̄,0)(Ī) tal que
F1(x) =logf(x)
Fn+1(x) =log[1 + Fn(x)].
(A.4)
Teorema A.2 A sequência (Fn) está bem definida e cumpre Fn(x) ≥ 0 para todo x ∈ Ī
se, e somente se, f(x) ≥ 1 para todo x ∈ Ī.
Prova. Suponha por absurdo que exista x̂ ∈ Ī tal que f(x̂) < 1. Desta forma, segue
que F1(x̂) < 0. Queremos mostrar que existe um n ∈ IN tal que Fn(x̂) ≤ −1. Caso
F1(x̂) ≤ −1, não há o que provar. Considere então −1 < F1(x̂) < 0. Neste caso, F2(x̂) é
bem definido e vale F2(x̂) < 0. Analogamente, considere o caso em que −1 < F2(x̂) < 0.
A ideia é mostrar que é um absurdo considerar −1 < Fn(x̂) < 0 para todo n ∈ IN. Para
isso, considere g : (0,∞)→ IR tal que g(x) = logx e sua aproximação linear em torno de
x = 1, a saber, h(x) = x− 1. Como g é uma função côncava, segue que g(x) < h(x) para
todo x ∈ IR−{1}. Afirmamos que (Fn(x̂)) é uma sequência estritamente decrescente. De
fato,
Fn+1(x̂)− Fn(x̂) = g(1 + Fn(x̂))− Fn(x̂) < h(1 + Fn(x̂))− Fn(x̂) = 0.
Disto e do fato que Fn(x̂) ∈ (−1, 0) para todo n ∈ IN, segue que a sequência (Fn(x̂)) é
convergente. Digamos que Fn(x̂)→ a, onde a ∈ [−1, 0). Assim, Fn+1(x̂)→ a. Por outro
lado, Fn+1(x̂)→ log(1 + a). Logo a = 0. Absurdo!
Para mostrar a rećıproca, note que para todo x ∈ Ī que cumpre f(x) ≥ 1, temos
F1(x) ≥ 0. Por indução, suponha que Fn(x) é bem definido e que Fn(x) ≥ 0 para todo
x ∈ Ī. Assim, temos que 1 + Fn(x) ≥ 1. Logo Fn+1(x) está bem definido e Fn+1(x) ≥ 0.

O Teorema A.2 basicamente garante a boa definição da sequência de funções (Fn)
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quando x̄ for minimizador de f .
Definição A.3 Dizemos que f é n-logaritmicamente convexa em I quando F ′′n (x) > 0
para todo x ∈ I. Dizemos que f é infinitamente logaritmicamente convexa quando para
todo n ∈ IN, existir um intervalo In tal que f seja n-logaritmicamente convexa em In.
Teorema A.4 Se a função Fn : In ⊂ IR→ IR é bem definida, então
(i) F ′j(x̄) = f
′(x̄) e F ′′j (x̄) = f
′′(x̄)− jf ′(x̄)2 para todo j = 1, . . . , n.
(ii) Fixado j = 1, . . . , n, f é j-logaritmicamente convexa em uma vizinhança Īj ⊂ I de
x̄ se, e somente se, f ′′(x̄) > jf ′(x̄)2.
Prova. A prova é baseada em [40, Teorema 1]. Inicialmente, note que Fj está bem
definida para todo j = 1, . . . , n, pois como Fn−1(x) > −1 para todo x ∈ In, segue
que Fn−2(x) > −1 + e−1 > −1. Desta maneira, é fácil ver que Fj(x) > −1 para todo
j = 1, . . . , n− 1 e para todo x ∈ In. Além disso,
Fj(x̄) = 0 para todo j = 1, . . . , n. (A.5)




para todo j = 2, . . . , n, da igualdade F ′1(x̄) = f
′(x̄) e de (A.5), segue o primeiro resultado
do item (i). Por outro lado, observe que
F ′′j (x) =
F ′′j−1(x)[1 + Fj−1(x)]− [F ′j−1(x)]2
[1 + Fj−1(x)]2
para todo j = 2, . . . , n. Da relação acima e da igualdade F ′′1 (x̄) = f
′′(x̄)− f ′(x̄)2, segue o
segundo resultado do item (i). No item (ii), se f é j-logaritmicamente convexa em uma
vizinhança Īj de x̄, então F
′′
j (x) > 0 para todo x ∈ Īj. Em particular, F ′′j (x̄) > 0. Logo,
pelo item (i), f ′′(x̄) > jf ′(x̄)2. Para mostrar a rećıproca, considere j = 1, . . . , n. Como
F ′′j (x̄) = f
′′(x̄)− jf ′(x̄)2 > 0, existe uma vizinhança Īj ⊂ I de x̄ tal que F ′′j (x) > 0 para
todo x ∈ Īj. 





quando x̄ não for minimizador de f . Caso contrário, fazemos `f (x̄) = +∞.
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Pelo item (i) do Teorema A.4, é suficiente mostrar que
`f (x̄) < n
para que Fn seja côncava em uma vizinhança Īn ⊂ I de x̄. A grosso modo, o grau de
convexidade logaŕıtmica de f em x̄ com f(x̄) = 1, é uma estimativa do número de vezes
que é necessário a aplicação do operador logaritmo até obter uma função Fn que não seja
convexa qualquer que seja a vizinhança de x̄.
Para exemplificar, considere
f(x) = x− 3cos(x− 1) + 3. (A.6)
Observe que para x̄ = 1, temos f(x̄) = 1. Além disso, f ′(1) = 1 e f ′′(1) = 3. Isto significa
que f é estritamente convexa em uma vizinhança Ī de x̄ = 1.
Pelo item (i) do Teorema A.4, temos que
F ′′1 (x̄) = 2 > 0
F ′′2 (x̄) = 1 > 0
F ′′3 (x̄) = 0.
Isto significa que aplicamos 3 vezes o operador logaritmo até obtermos uma função Fn
com derivada segunda não positiva. Com um pouco mais de cálculo, é posśıvel verificar





Obviamente, `f (x̄) pode não ser um número natural. Denote E(r) a parte inteira do
número real r.
Teorema A.6 (i) caso r = `f (x̄) 6∈ IN.
(a) para p = E(r) ∈ IN, temos que f é p-logaritmicamente convexa em uma vi-
zinhança de x̄ e não é (p + 1)-logaritmicamente convexa qualquer que seja a
vizinhança de x̄.
(b) f é n-logaritmicamente convexa em uma vizinhança de x̄ para n ≤ E(r).
(ii) caso r = `f (x̄) ∈ IN.
(a) f é (r−1)-logaritmicamente-convexa em uma vizinhança de x̄ e f não é (r+1)-
logaritmicamente convexa qualquer que seja a vizinhança de x̄.
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(b) f é r-logaritmicamente convexa em uma vizinhança de x̄ se, e somente se,




′(x̄)t, 2 ≤ t ≤ k − 1 e F (k)r−1(x̄) > f ′(x̄)k
Prova. [44, Teorema 1.6]. 
Considerando ainda f dada em (A.6), observamos que F ′′2 (1) = f
′(1)2 = 1 e −11 =
F ′′′2 (1) 6= f ′(1)3. Pelo item (ii) do Teorema A.6, temos que f não é 3-logaritmicamente
convexa qualquer que seja a vizinhança de x̄ = 1.
Agora, vamos definir o grau de convexidade logaŕıtmica de uma função em um ponto
qualquer. Para isso, vamos considerar um intervalo aberto I ⊂ IR e uma função f : I ⊂
IR→ (0,∞) tal que f ∈ C2 e que
f ′′(x) > 0 para todo x ∈ I,
e x̄ ∈ I arbitrário. Defina





Note que f ∗(x̄) = 1. Então pela Definição A.5 e por (A.7), temos que o grau de





Propriedades e outros detalhes podem ser encontrados em [44].
Apêndice B
Apresentamos neste apêndice os problemas compilados em La Cruz, Mart́ınez e Ray-
dan [18] e os da Seção 4 de Lukšan e Vlček [56] utilizados nesta tese, bem como os pontos
iniciais adotados e a dimensão do problema. Denotamos como x0padrão como o ponto inicial
adotado nesses trabalhos.
Para os números inteiros positivos k e l, usamos a notação div(k, l) para divisão inteira,
isto é, o máximo inteiro não maior que k/l, e mod(k, l) = l(k/l − div(k, l)).
1. Countercurrent reactors problem 1 (modified)
fk(x) = α− (1− α)xk+2 − xk(1 + 4xk+1), k = 1
fk(x) = −(2− α)xk+2 − xk(1 + 4xk−1), k = 2
fk(x) = αxk−2 − (1− α)xk+2 − xk(1 + 4xk+1), mod(k, 2) = 1, 2 < k < n− 1
fk(x) = αxk−2 − (2− α)xk+2 − xk(1 + 4xk−1), mod(k, 2) = 0, 2 < k < n− 1
fk(x) = αxk−2 − xk(1 + 4xk+1), k = n− 1
fk(x) = αxk−2 − (2− α)− xk(1 + 4xk−1), k = n
α = 0.5.
Os pontos iniciais adotados foram: x0padrão tal que
x0padrão(i) = 0.1, mod(i, 8) = 1
x0padrão(i) = 0.2, mod(i, 8) = 2 ou mod(i, 8) = 0
x0padrão(i) = 0.3, mod(i, 8) = 3 ou mod(i, 8) = 7
x0padrão(i) = 0.4, mod(i, 8) = 4 ou mod(i, 8) = 6
x0padrão(i) = 0.5, mod(i, 8) = 5,
x0 = 2x0padrão e x
0 = 5x0padrão com dimensões n = 30 e n = 50.
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2. Countercurrent reactors problem 2 (modified)
fk(x) = x1 − (1− x1)xk+2 − α(1 + 4xk+1), k = 1
fk(x) = −(1− x1)xk+2 − α(1 + 4xk), k = 2
fk(x) = αx1 − (1− x1)xk+2 − xk(1 + 4xk−1), k = 3
fk(x) = x1xk−2 + (1− x1)xk+2 − xk(1 + 4xk−1), 3 < k < n− 1
fk(x) = x1xk−2 + xk(1 + 4xk−1), k = n− 1
fk(x) = x1xk−2 − (1− x1)− xk(1 + 4xk−1), k = n
α = 0.414214.
Os pontos iniciais adotados foram: x0padrão tal que
x0padrão(i) = 0.1, mod(i, 8) = 1
x0padrão(i) = 0.2, mod(i, 8) = 2
x0padrão(i) = 0.3, mod(i, 8) = 3
x0padrão(i) = 0.4, mod(i, 8) = 4
x0padrão(i) = 0.5, mod(i, 8) = 5
x0padrão(i) = 0.4, mod(i, 8) = 6
x0padrão(i) = 0.3, mod(i, 8) = 7
x0padrão(i) = 0.2, mod(i, 8) = 0,
x0 = 2x0padrão e x
0 = 5x0padrão com dimensões n = 30 e n = 50.
3. Trigonometric system




l = div(k − 1, 5).
Os pontos iniciais adotados foram: x0padrão =
( 1
n




, x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 30 e n = 50.
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4. Trigonometric - exponential system (trigexp 1)
fk(x) = 3x
3
k + 2xk+1 − 5 + sin(xk − xk+1)sin(xk + xk+1), k = 1
fk(x) = 3x
3
k + 2xk+1 − 5 + sin(xk − xk+1)sin(xk + xk+1)
+ 4xk − xk−1exp(xk−1 − xk)− 3, 1 < k < n
fk(x) = 4xk − xk−1exp(xk−1 − xk)− 3, k = n.
Os pontos iniciais adotados foram: x0padrão = (0, . . . , 0)
T , x0 = (1, . . . , 1)T e x0 =
(2, . . . , 2)T com dimensões n = 30 e n = 50.
5. Trigonometric - exponential system (trigexp 2)
fk(x) = 3(xk − xk+2)3 − 5 + 2xk+1
+ sin(xk − xk+1 − xk+2)sin(xk + xk+1 − xk+2), mod(k, 2) = 1, k = 1
fk(x) = −6(xk−2 − xk)3 + 10− 4xk−1
− 2sin(xk−2 − xk−1 − xk)sin(xk−2 + xk−1 − xk)
+ 3(xk − xk+2)3 − 5 + 2xk+1
+ sin(xk − xk+1 − xk+2)sin(xk + xk+1 − xk+2), mod(k, 2) = 1, 1 < k < n
fk(x) = −6(xk−2 − xk)3 + 10− 4xk−1
− 2sin(xk−2 − xk−1 − xk)sin(xk−2 + xk−1 − xk), mod(k, 2) = 1, k = n
fk(x) = 4xk − (xk−1 − xk+1)exp(xk−1 − xk − xk+1)− 3, mod(k, 2) = 0.
Os pontos iniciais adotados foram: x0padrão = (1, . . . , 1)
T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 27 e n = 49.
6. Singular Broyden problem
fk(x) = ((3− 2xk)xk − 2xk+1 + 1)2, k = 1
fk(x) = ((3− 2xk)xk − xk−1 − 2xk+1 + 1)2, 1 < k < n
fk(x) = ((3− 2xk)xk − xk−1 + 1)2, k = n.
Os pontos iniciais adotados foram: x0padrão = (−1, . . . ,−1)T , x0 = 2x0padrão e x0 =
5x0padrão com dimensões n = 30 e n = 50.
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7. Tridiagonal system
fk(x) = 4(xk − x2k+1), k = 1
fk(x) = 8xk(x
2
k − xk−1)− 2(1− xk) + 4(xk − x2k+1), 1 < k < n
fk(x) = 8xk(x
2
k − xk−1)− 2(1− xk), k = n.
Os pontos iniciais adotados foram: x0padrão = (12, . . . , 12)
T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 30 e n = 50.
8. Five-diagonal system
fk(x) = 4(xk − x2k+1) + xk+1 − x2k+2, k = 1
fk(x) = 8xk(x
2
k − xk−1)− 2(1− xk)
+ 4(xk − x2k+1) + xk+1 − x2k+2, k = 2
fk(x) = 8xk(x
2
k − xk−1)− 2(1− xk)
+ 4(xk − x2k+1) + x2k−1 − xk−2 + xk+1 − x2k+2, 2 < k < n− 1
fk(x) = 8xk(x
2
k − xk−1)− 2(1− xk)
+ 4(xk − x2k+1) + x2k−1 − xk−2, k = n− 1
fk(x) = 8xk(x
2
k − xk−1)− 2(1− xk) + x2k−1 − xk−2, k = n.
Os pontos iniciais adotados foram: x0padrão = (−2, . . . ,−2)T , x0 = 2x0padrão e x0 =
5x0padrão com dimensões n = 30 e n = 50.
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9. Seven-diagonal system
fk(x) = 4(xk − x2k+1) + xk+1 − x2k+2 + xk+2 − x2k+3, k = 1
fk(x) = 8xk(x
2
k − xk−1)− 2(1− xk)
+ 4(xk − x2k+1) + x2k−1 + xk+1 − x2k+2 + xk+2 − x2k+3, k = 2
fk(x) = 8xk(x
2
k − xk−1)− 2(1− xk)
+ 4(xk − x2k+1) + x2k−1 − xk−2 + xk+1 − x2k+2
+ x2k−2 + xk+2 − x2k+3, k = 3
fk(x) = 8xk(x
2
k − xk−1)− 2(1− xk)
+ 4(xk − x2k+1) + x2k−1 − xk−2 + xk+1 − x2k+2
+ x2k−2 + xk+2 − xk−3 − x2k+3, 3 < k < n− 2
fk(x) = 8xk(x
2
k − xk−1)− 2(1− xk)
+ 4(xk − x2k+1) + x2k−1 − xk−2 + xk+1 − x2k+2
+ x2k−2 + xk+2 − xk−3, k = n− 2
fk(x) = 8xk(x
2
k − xk−1)− 2(1− xk)
+ 4(xk − x2k+1) + x2k−1 − xk−2 + xk+1
+ x2k−2 − xk−3, k = n− 1
fk(x) = 8xk(x
2
k − xk−1)− 2(1− xk) + x2k−1 − xk−2
+ x2k−2 − xk−3, k = n.
Os pontos iniciais adotados foram: x0padrão = (−3, . . . ,−3)T , x0 = 2x0padrão e x0 =
5x0padrão com dimensões n = 30 e n = 50.
10. Structured Jacobian problem
fk(x) = −2x2k + 3xk − 2xk+1 + 3xn−4 − xn−3
− xn−2 + 0.5xn−1 − xn + 1, k = 1
fk(x) = −2x2k + 3xk − xk−1 − 2xk+1 + 3xn−4 − xn−3
− xn−2 + 0.5xn−1 − xn + 1, 1 < k < n
fk(x) = −2x2k + 3xk − xk−1 + 3xn−4 − xn−3
− xn−2 + 0.5xn−1 − xn + 1, k = n.
Os pontos iniciais adotados foram: x0padrão = (−1, . . . ,−1)T , x0 = 2x0padrão e x0 =
5x0padrão com dimensões n = 30 e n = 50.
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11. Extended Freudenstein and Roth function
fk(x) = xk + ((5− xk+1)xk+1 − 2)xk+1 − 13, mod(k, 2) = 1
fk(x) = xk−1 + ((xk + 1)xk − 14)xk − 29, mod(k, 2) = 0.
Os pontos iniciais adotados foram: x0padrão tal que
x0padrão(i) = 90, mod(i, 2) = 1
x0padrão(i) = 60, mod(i, 2) = 0,
x0 = 2x0padrão e x
0 = 5x0padrão com dimensões n = 30 e n = 50.
12. Extended Powell singular problem
fk(x) = xk + 10xk+1, mod(k, 4) = 1
fk(x) =
√
5(xk+1 − xk+2), mod(k, 4) = 2
fk(x) = (xk−1 − 2xk)2, mod(k, 4) = 3
fk(x) =
√
10(xk−3 − xk)2, mod(k, 4) = 0.
Os pontos iniciais adotados foram: x0padrão tal que
x0padrão(i) = 3, mod(i, 4) = 1
x0padrão(i) = −1, mod(i, 4) = 2
x0padrão(i) = 0, mod(i, 4) = 3
x0padrão(i) = 1, mod(i, 4) = 0,
x0 = 2x0padrão e x
0 = 5x0padrão com dimensões n = 28 e n = 48.
13. Extended Cragg and Levy problem
fk(x) = (exp(xk)− xk+1)2, mod(k, 4) = 1
fk(x) = 10(xk − xk+1)3, mod(k, 4) = 2
fk(x) = tan
2(xk − xk+1), mod(k, 4) = 3
fk(x) = xk − 1, mod(k, 4) = 0.
Apêndice B 128
Os pontos iniciais adotados foram: x0padrão tal que
x0padrão(i) = 1, mod(i, 4) = 1
x0padrão(i) = 2, mod(i, 4) 6= 1,
x0 = 2x0padrão e x
0 = 5x0padrão com dimensões n = 28 e n = 48.
14. Broyden tridiagonal problem
fk(x) = xk(0.5xk − 3) + 2xk+1 − 1, k = 1
fk(x) = xk(0.5xk − 3) + xk−1 + 2xk+1 − 1, 1 < k < n
fk(x) = xk(0.5xk − 3)− 1 + xk−1, k = n.
Os pontos iniciais adotados foram: x0padrão = (−1, . . . ,−1)T , x0 = 2x0padrão e x0 =
5x0padrão com dimensões n = 30 e n = 50.
15. Generalized Broyden banded problem
fk(x) = (2 + 5x
2




k1 = max{1, k − 5}
k2 = min{n, k + 1}.
Os pontos iniciais adotados foram: x0padrão = (−1, . . . ,−1)T , x0 = 2x0padrão e x0 =
5x0padrão com dimensões n = 30 e n = 50.
16. Extended Powell badly scaled function
fk(x) = 10000xkxk+1 − 1, mod(k, 2) = 1
fk(x) = exp(−xk−1) + exp(−xk)− 1.0001, mod(k, 2) = 2.
Os pontos iniciais adotados foram: x0padrão tal que
x0padrão(i) = 0, mod(i, 2) = 1
x0padrão(i) = 1, mod(i, 2) = 0,
x0 = 2x0padrão e x
0 = 5x0padrão com dimensões n = 30 e n = 50.
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17. Extended Wood problem
fk(x) = −200xk(xk+1 − x2k)− (1− xk), mod(k, 4) = 1
fk(x) = 200(xk − x2k−1) + 20(xk − 1) + 19.8(xk+2 − 1), mod(k, 4) = 2
fk(x) = −180xk(xk+1 − x2k)− (1− xk), mod(k, 4) = 3
fk(x) = 180(xk − x2k−1) + 20.2(xk − 1) + 19.8(xk−2 − 1), mod(k, 4) = 4.
Os pontos iniciais adotados foram: x0padrão tal que
x0padrão(i) = −3, mod(i, 2) = 1
x0padrão(i) = −1, mod(i, 2) = 0,
x0 = 2x0padrão e x
0 = 5x0padrão com dimensões n = 24 e n = 48.
18. Tridiagonal exponential problem
fk(x) = xk − exp(cos(h(xk + xk+1))), k = 1
fk(x) = xk − exp(cos(h(xk−1 + xk + xk+1))), 1 < k < n





Os pontos iniciais adotados foram: x0padrão = (1.5, . . . , 1.5)
T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 30 e n = 50.
19. Discrete boundary value problem
fk(x) = 2xk + 0.5h
2(xk + hk)
3 − xk+1, k = 1
fk(x) = 2xk + 0.5h
2(xk + hk)
3 − xk−1 − xk+1, 1 < k < n
fk(x) = 2xk + 0.5h
2(xk + hk)




Os pontos iniciais adotados foram:
x0padrão = (h(h− 1), 2h(2h− 1), . . . , nh(nh− 1))T ,
x0 = 2x0padrão e x
0 = 5x0padrão com dimensões n = 30 e n = 50.
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20. Brent problem
fk(x) = 3xk(xk+1 − 2xk) + x2k+1/4, k = 1
fk(x) = 3xk(xk+1 − 2xk + xk−1) + (xk+1 − xk−1)2/4, 1 < k < n
fk(x) = 3xk(20− 2xk + xk−1) + (20− xk−1)2/4, k = n.
Os pontos iniciais adotados foram: x0padrão = (10, . . . , 10)
T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 30 e n = 50.
21. Troesch problem
fk(x) = 2xk + ρh
2sinh(ρxk)− xk+1, k = 1
fk(x) = 2xk + ρh
2sinh(ρxk)− xk−1 − xk+1, 1 < k < n
fk(x) = 2xk + ρh






Os pontos iniciais adotados foram: x0padrão = (1, . . . , 1)
T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 30 e n = 50.




xi−1 − xi), 1 < i ≤ n
Os pontos iniciais adotados foram: x0padrão = (
n
n− 1 , . . . ,
n
n− 1)
T , x0 = 2x0padrão e
x0 = 5x0padrão com dimensões n = 30 e n = 50.






(exi + xi−1 − 1), 1 < i ≤ n.
Os pontos iniciais adotados foram: x0padrão = (
1
n2
, . . . ,
1
n2
)T , x0 = 2x0padrão e x
0 =






(1− x2i − e−x
2











, . . . ,
n
4n2
)T , x0 = 2x0padrão e
x0 = 5x0padrão com dimensões n = 30 e n = 50.
25. Diagonal function premultiplied by a quasi-orthogonal matrix (n is a multiple of 3)
For i = 1, 2, . . . , n/3
f3i−2(x) = 0.6x3i−2 + 1.6x
3
3i−2 − 7.2x23i−1 + 9.6x3i−1 − 4.8
f3i−1(x) = 0.48x3i−2 − 0.72x33i−1 + 3.24x23i−1 − 4.32x3i−1 − x3i + 0.2x33i + 2.16
f3i(x) = 1.25x3i − 0.25x33i.










0 = 5x0padrão com dimensões n = 24 e n = 48.
26. Extended Rosenbrock function (n is even)
For i = 1, 2, . . . , n/2
f2i−1(x) = 10(x2i − x22i−1)
f2i(x) = 1− x2i−1.
Os pontos iniciais adotados foram: x0padrão = (5, 1, . . . , 5, 1)
T , x0 = 2x0padrão e x
0 =













The discretized version is:









, for i = 1, . . . , n
with c ∈ [0, 1) and µi = (i − 1/2)/n, for 1 ≤ i ≤ n. (In our experiments we take
c = 0.9). Os pontos iniciais adotados foram: x0padrão = (1, . . . , 1)
T , x0 = 2x0padrão e











Os pontos iniciais adotados foram: x0padrão = (
101
100n
, . . . ,
101
100n
)T , x0 = 2x0padrão e


























Os pontos iniciais adotados foram: x0padrão = (1, . . . , 1)
T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 30 e n = 50.
30. Logarithmic function
fi(x) = ln(xi + 1)−
xi
n
, i = 1, 2, . . . , n.
Os pontos iniciais adotados foram: x0padrão = (1, . . . , 1)
T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 30 e n = 50.
31. Variable band function
f1(x) = −2x21 + 3x1 − 2x2 + 0.5xα1 + 1
fi(x) = −2x21 + 3xi − xi−1 − 2xi+1 + 0.5xαi + 1, i = 2, . . . , n− 1
fn(x) = −2x2n + 3xn − xn−1 + 0.5xαn + 1,
and αi is a random integer number in [αimin , αimax ], where αimin = max{1, i − 2}
and αimax = min{n, i+ 2}, for all i.
Os pontos iniciais adotados foram: x0padrão = (0, . . . , 0)
T , x0 = (1, . . . , 1)T e x0 =
(2, . . . , 2)T com dimensões n = 30 e n = 50.
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32. Variable band function 2
f1(x) = −2x21 + 3x1 − 2x2 + 0.5xα1 + 1
fi(x) = −2x21 + 3xi − xi−1 − 2xi+1 + 0.5xαi + 1, i = 2, . . . , n− 1
fn(x) = −2x2n + 3xn − xn−1 + 0.5xαn + 1,
and αi is a random integer number in [αimin , αimax ], where αimin = max{1, i − 10}
and αimax = min{n, i+ 10}, for all i.
Os pontos iniciais adotados foram: x0padrão = (0, . . . , 0)
T , x0 = (1, . . . , 1)T e x0 =
(2, . . . , 2)T com dimensões n = 30 e n = 50.
33. Function 15
f1(x) = −2x21 + 3x1 + 3xn−4 − xn−3 − xn−2 + 0.5xn−1 − xn + 1
fi(x) = −2x2i + 3xi − xi−1 − 2xi+1 + 3xn−4 − xn−3 − xn−2 + 0.5xn−1
−xn + 1, i = 2, . . . , n− 1
fn(x) = −2x2n + 3xn − xn−1 + 3xn−4 − xn−3 − xn−2 + 0.5xn−1 − xn + 1.
Os pontos iniciais adotados foram: x0padrão = (−1, . . . ,−1)T , x0 = 2x0padrão e x0 =
5x0padrão com dimensões n = 30 e n = 50.
34. Strictly convex function





xi − 1, i = 1, 2, . . . , n.






, . . . , 1)T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 30 e n = 50.
35. Strictly convex funtion 2









(exi − 1), i = 1, 2, . . . , n.
Os pontos iniciais adotados foram: x0padrão = (1, . . . , 1)
T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 30 e n = 50.
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36. Function 18 (n is a multiple of 3)
For i = 1, 2, . . . , n/3
f3i−2(x) = x3i−2x3i−1 − x23i − 1
f3i−1(x) = x3i−2x3i−1x3i − x23i−2 + x23i−1 − 2
f3i(x) = e
−x3i−2 − e−x3i−1 .
Os pontos iniciais adotados foram: x0padrão = (0, . . . , 0)
T , x0 = (1, . . . , 1)T e x0 =
(2, . . . , 2)T com dimensões n = 24 e n = 48.





fi(x) = −2x1xi, i = 2, . . . , n.











x0 = 2x0padrão e x
0 = 5x0padrão com dimensões n = 30 e n = 50.
38. Function 21 (n is a multiple of 3)
For i = 1, 2, . . . , n/3
f3i−2(x) = x3i−2x3i−1 − x23i − 1
f3i−1(x) = x3i−2x3i−1x3i − x23i−2 + x23i−1 − 2
f3i(x) = e
−x3i−2 − e−x3i−1 .
Os pontos iniciais adotados foram: x0padrão = (1, . . . , 1)
T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 24 e n = 48.
39. Linear function-full rank






Os pontos iniciais adotados foram: x0padrão = (100, . . . , 100)
T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 30 e n = 50.
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40. Linear function-rank 2




jxj − i, i = 2, 3, . . . , n.
Os pontos iniciais adotados foram: x0padrão = (1,
1
n
, . . . ,
1
n
)T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 30 e n = 50.
41. Penalty I function
fi(x) =
√










Os pontos iniciais adotados foram: x0padrão = (
1
3
, . . . ,
1
3
)T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 30 e n = 50.
42. Brown almost function
fi(x) = xi +
n∑
j=1





Os pontos iniciais adotados foram: x0padrão = (
n− 1
n
, . . . ,
n− 1
n
)T , x0 = 2x0padrão e
x0 = 5x0padrão com dimensões n = 30 e n = 50.
43. Variable dimensioned function
















, . . . , 0)T , x0 = 2x0padrão e
x0 = 5x0padrão com dimensões n = 30 e n = 50.
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44. Tridimensional valley function (n is a multiple of 3)








f3i−1(x) = 10(sin(x3i−2)− x3i−1)
f3i(x) = 10(cos(x3i−2)− x3i)
c1 = 1.003344481605351
c2 = −3.344481605351171 x 10−3.
Os pontos iniciais adotados foram: x0padrão = (2, 1, 2, 1, . . .)
T , x0 = 2x0padrão e x
0 =
5x0padrão com dimensões n = 30 e n = 48.
45. Complementary function (n is even)



















−3x2i − sin(x2i)− ex2i .
Os pontos iniciais adotados foram: x0padrão = (0.5, . . . , 0.5)
T , x0 = 2x0padrão e x
0 =





(ln(xi)− exp(xi))2 + 10−10
2
.
pontos iniciais adotados foram: x0padrão = (1.5, . . . , 1.5)
T , x0 = (2, . . . , 2)T e x0 =
(5, . . . , 5)T com dimensões n = 30 e n = 50.
