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Abstract
We consider the Ising Field Theory (IFT), and the 3-state Potts Field Theory
(PFT), which describe the scaling limits of the two-dimensional lattice q-state
Potts model with q = 2, and q = 3, respectively. At zero magnetic field h = 0,
both field theories are integrable away from the critical point, have q degenerate
vacua in the ferromagnetic phase, and q(q − 1) particles of the same mass - the
kinks interpolating between two different vacua. Application of a weak magnetic
field induces confinement of kinks into bound states - the ”mesons” (for q = 2, 3)
consisting predominantly of two kinks, and ”baryons” (for q = 3), which are
essentially the three-kink excitations. The kinks in the confinement regime are
also called ”the quarks”. We review and refine the Form Factor Perturbation
Theory (FFPT), adapting it to the analysis of the confinement problem in the
limit of small h, and apply it to calculate the corrections to the kink (quark)
masses induced by the multi-kink fluctuations caused by the weak magnetic field.
It is shown that the subleading third-order ∼ h3 correction to the kink mass
vanishes in the IFT. The leading second order ∼ h2 correction to the kink mass
in the 3-state PFT is estimated by truncation the infinite form factor expansion
at the first term representing contribution of the two-kink fluctuations into the
kink self energy.
Keywords: Potts model, form factors, confinement
1. Introduction
Integrable models of statistical mechanics and field theory [1, 2] provide us
with a very important source of information about the critical behavior of con-
densed matter systems. Any progress in analytical solutions of such models is
highly desirable, since it does not only yield exact information about the model
itself but also about the whole universality class it represents. On the other
hand, integrable models can serve as zeroth-order approximations in the pertur-
bative analysis of their non-integrable deformations, providing a useful insight
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into a rich set of physical phenomena that never occur in integrable models:
confinement of topological excitations, particle decay and inelastic scattering,10
false-vacuum decay, etc.
The Ising Field Theory (IFT) is the Euclidean quantum field theory that
describes the scaling limit of the two-dimensional lattice Ising model near its
phase transition point. Upon making a Wick rotation, the IFT can be also
viewed as a Lorentz-covariant field theory describing the dynamics of a one-
dimensional quantum ferromagnet at zero temperature near its quantum phase
transition point [3]. The IFT is integrable at all temperatures for zero magnetic
field h = 0. Directly at the critical point T = Tc, h = 0 it reduces [4] to the
minimal conformal field theory M3, which describes free massless Majorana
fermions. These fermions acquire a nonzero mass m ∼ |T − Tc| at non-critical20
temperatures, but remain free at h = 0. In the ordered phase T > Tc, the
fermions are ordinary particles, while in the ferromagnetic phase T < Tc they
become topological excitations - the kinks interpolating between two degenerate
ferromagnetic vacua. Application of the magnetic field h > 0 induces interac-
tions between fermions and breaks the integrability of the IFT at T 6= Tc. In the
ordered phase T < Tc, it explicitly breaks also the degeneracy between ferro-
magnetic vacua. This induces an attractive long-range linear potential between
the kinks, which leads to their confinement into two-kink bound states. Due to
the analogy with quantum chromodynamics, such bound states are often called
”mesons”, while the kink topological excitations in such a confinement regime30
are also called ”quarks”. In what follows, we shall synonymously use the terms
“kinks” and “quarks”.
This mechanism of confinement known as the McCoy - Wu scenario was first
described for the IFT by these authors [5] in 1978, and attracted much interest
in the last two decades. Recently it was experimentally observed and studied
in one-dimensional quantum ferro- and anti-ferromagnets [6, 7, 8, 9, 10]. Since
the IFT is not integrable at h > 0, m > 0 , different approximate techniques
have been used for the theoretical understanding of the kink confinement in this
model, such as analytical perturbative expansions [11, 12, 13, 14] in the weak
confinement regime near the integrable direction h = 0, and numerical methods40
[12, 15].
The idea to use the magnetic field as a perturbative parameter characteriz-
ing a small deformation of an integrable massive field theory was first realized
in the Form Factor Perturbation Theory (FFPT) introduced by Delfino, Mus-
sardo, and Simonetti [16]. It turns out, however, that their original FFPT
cannot be applied directly to the kink confinement problem and requires con-
siderable modification. The reason is that even an arbitrarily weak long-ranged
confining interaction leads to qualitative changes of the particle content at the
confinement-deconfinement transition: isolated kinks cannot exist any more in
the presence of the magnetic field, and the mass spectrumMn(m,h), n = 1, 2, . . .
of their bound states (the mesons), become dense in the interval 2m < Mn <∞
in the limit h → +0. This in turn makes straightforward perturbation theory
based on the adiabatic hypothesis unsuitable. A different, non-perturbative
technique to study the IFT meson mass spectrum was developed by Fonseca and
2
Zamolodchikov [11]. This technique is based on the Bethe-Salpeter equation,
which was derived for the IFT in [11] in the two-quark approximation. The
latter approximation implies that at small magnetic fields h → +0, the meson
eigenstate
|ΨP 〉 = |Ψ(2)P 〉+ |Ψ(4)P 〉+ |Ψ(6)P 〉+ . . . (1)
of the IFT Hamiltonian, with P being the meson momentum, is approximated
by the two-quark component
|Ψ(2)P 〉 =
1
2
∫ ∞
−∞
dp1
2π
dp2
2π
δ(p1 + p2 − P )ΨP (p1, p2) |p1p2〉, (2)
neglecting the multi-quark contributions represented by further terms in the
right-hand side of (1). Here p1, p2 denote the momenta of two quarks coupled
into a meson.
It was shown in [14], that the FFPT can be modified to adapt it to the con-
finement problem, if one takes into account the long-range attractive potential
already at zeroth order and applies a certain h-dependent unitary transform
in the Fock space of the free IFT. Such a modified FFPT incorporates the
Bethe-Salpeter equation in its leading order. This perturbative technique can
be effectively used in the weak confinement regime h→ +0 despite the break of50
the adiabatic hypothesis at the confinement-deconfinement transition at h = 0.
Two kinds of asymptotic expansions for the meson masses Mn(m,h) have
been obtained for the IFT in the weak confinement regime h → +0. The low
energy expansion [5, 11, 12, 14] in fractional powers of h describes the initial
part of the meson mass spectrum, while the semiclassical expansion [12, 13, 14]
in integer powers of h describes the meson masses Mn(m,h) with n≫ 1. High
accuracy of both expansions has been established [12, 15] by comparison with
the IFT meson mass spectra calculated by direct numerical methods based on
the Truncated Conformal Spaced Approach [17, 18].
The leading terms in the low energy and semiclassical expansions can be60
gained from the Bethe-Salpeter equation. This indicates [12], that the two-
quark approximation is asymptotically exact to the leading order in h → 0. It
was shown [11, 12], however, that starting from the second order in h in both
low energy and semiclassical expansions, one must take into account the mixture
of four-quark, six-quark, etc. configurations in the meson state (1).
The leading multi-quark correction to the meson masses in the IFT was
obtained by Fonseca and Zamolodchikov [12]. This correction is of order h2,
and originates from the renormalization of the quark mass. The third-order
∼ h3 multi-quark corrections to the IFT meson masses have so far only partly
been known. These corrections arise from contributions of three effects.70
• Renormalization of the long-range attractive force between the neighbor-
ing kinks (the ’string-tension’) of order h3 which was determined in [12].
• Multi-quark fluctuations modify the regular part of the Bethe-Salpeter
kernel, which is responsible for the pair interaction between quarks at short
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distances. The corresponding contribution ∼ h3 to the meson masses was
found in [14].
• The radiative corrections of the quark mass of the third-order in h, which
was unknown.
The first aim of this paper is to complete the calculation of the meson mass
spectrum in the IFT in the weak confinement regime h → +0 to third order80
in h. To this end, we review and further modify the form factor perturbative
technique developed for the confinement problem in [14]. The FFPT contains a
well known problem caused by the so-called kinematic singularities in the matrix
elements of the spin operator. Merging of such singularities in the integrals
arising in the FFPT leads to ill-defined quantities like δ(0), or δ(p)/p. We
propose a consistent regularization procedure that allows one to perform high-
order FFPT calculations in a controlled fashion avoiding ill-defined quantities
in intermediate expressions. The key idea is to replace the uniform magnetic
field in the Hamiltonian of the infinite system by its nonuniform counterpart
switched on in a finite interval of the length R, to perform all calculations at90
a large but finite R, and to proceed to the limit R → ∞ afterwards. To verify
the efficiency of this regularization procedure, we use it to reproduce several
well-known results and to obtain some new ones for the scaling limit of the
Ising model. Then we apply the same procedure to calculate the third-order
radiative correction to the quark mass in the ferromagnetic IFT showing that
it vanishes.
The mechanism of confinement outlined above is quite common in two-
dimensional quantum field theories, that are invariant under some discrete sym-
metry group and display a continuous order-disorder phase transition. If such a
model has several degenerate vacua in the ordered phase, the application of an100
external field typically leads to confinement of kinks interpolating between dif-
ferent vacua. Realizations of this scenario in different two-dimensional models
have been the subject of considerable interest in recant years [19, 20, 21, 22, 23].
In this paper we shall address to some aspects of the confinement problem in
the three-state Potts Field Theory (PFT).
The three-state PFT represents the scaling limit of the two-dimensional lat-
tice three-state Potts model [1, 24]. At zero magnetic field, it is invariant un-
der the permutation group S3 and displays the continuous order-disorder phase
transition. It was shown by Dotsenko [25], that the conformal field theory corre-
sponding to the critical point of the three-state Potts model can be identified as110
the minimal unitary modelM5. In the ordered phase at zero magnetic field, the
three-state PFT has three degenerate vacua and six kinds of massive particles of
the same mass - the kinks (’quarks’) Kµν interpolating between vacua |0〉µ and
|0〉ν , where µ, ν ∈ Zmod 3. The three-state PFT is integrable at zero magnetic
field [26], and the quark scattering matrix is exactly known [27]. This scat-
tering matrix is non-trivial, which indicates that the quarks in the three-state
PFT are not free at zero magnetic field, but strongly interact with each other
at small distances, in contrast to the IFT. The form factors of the physically
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relevant operators in the massive three-state PFT were determined by Kirillov
and Smirnov [28].120
Application of the magnetic field h 6= 0 breaks integrability of the PFT and
leads to confinement of quarks. The quark bound states in the q-state PFT
in the confinement regime were classified by Delfino and Grinza [20], who also
showed that besides the mesonic (two-quark) bound states, the baryonic (three-
quark) bound states are allowed at q = 3. First numerical calculations of the
meson and baryon mass spectra in the q-state PFT were described in [20, 29].
The meson masses in the q-state PFT in the weak confinement regime were
analytically calculated to leading order in h in [30], where the generalization of
the IFT Bethe-Salpeter equation to the PFT was also described. The masses
of several lightest baryons in the three-state PFT in the leading order in h130
have been calculated in [31]. Analytical predictions of [30, 31] for the meson
and baryon masses in the three-state PFT were confirmed in direct numerical
calculations performed by Lencse´s and Taka´cs [15].
The second subject of the present paper is to estimate the second-order
radiative correction to the quark masses in the 3-state PFT in the weak con-
finement regime. This correction to the quark mass gives rise to the multi-quark
corrections to the meson and baryon masses in second order in h. Starting from
the Lehmann expansion for the quark mass radiative correction, we calculate its
first term representing the quark self-energy diagram with two virtual quarks in
the intermediate state.140
The remainder of this paper is organized as follows. In the next section we
start with recalling some well-known properties of the q-state Potts model on
the square lattice, and then describe briefly its scaling limit in the case q = 3,
and zero magnetic field. In Section 3 we review the FFPT adapted in [14] to the
confinement problem in the IFT. We further improve this FFPT technique in
order to regularize the products of singular matrix elements of the spin operator
which arise in this method. We then apply the improved version of the FFPT
to recover some well-known results and to obtain several new ones for the IFT.
In Section 4 we describe the form factors of the disorder spin operators in the
three-state PFT at zero magnetic field in the paramagnetic phase, which were150
found by Kirillov and Smirnov [28]. Applying the duality transform to these
form factors, we obtain the matrix elements of the order spin operators in the
ferromagnetic three-state PFT between the one- and two-quark states. These
matrix elements are used in Section 5 to estimate the second-order correction
to the quark mass in the latter model in the presence of a weak magnetic field.
Concluding remarks are given in Section 6. Finally, there are four appendixes
describing technical details of some of the required calculations.
2. Potts Field Theory
In this section we following [20] review some well known properties of the
q-state Potts model on the square lattice, and then proceed to its scaling limit.160
Consider the two-dimensional square lattice Z2 and associate with each lat-
tice site x ∈ Z2 a discrete spin variable s(x) = 1, 2, . . . , q. The model Hamilto-
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nian is defined as
E = − 1
T
∑
<x, y>
δs(x),s(y) −H
∑
x
δs(x),q. (3)
Here the first summation is over nearest neighbour pairs, T is the temperature,
H is the external magnetic field applied along the q-th direction, and δα,α′ is
the Kronecker symbol. At H = 0, the Hamiltonian (31) is invariant under the
permutation group Sq; at H 6= 0 the symmetry group reduces to Sq−1. At q = 2,
model (3) reduces to the Ising model.
The order parameters 〈σα〉 can be associated with the variables
σα(x) = δs(x),α −
1
q
, α = 1, . . . , q.
The parameters 〈σα〉 are not independent, since
q∑
α=1
σα(x) = 0. (4)
Two complex spin variables σ(x) and σ¯(x) defined by the relations
σ(x) = exp[2πis(x)/q] =
q∑
α=1
exp(2πiα/q)σα(x), (5)
σ¯(x) = exp[−2πis(x)/q] =
q∑
α=1
exp(−2πiα/q)σα(x), (6)
are useful in proceeding to the continuous limit.
At zero magnetic field, the model undergoes a ferromagnetic phase transition
at the critical temperature
Tc =
1
log(1 +
√
q)
. (7)
This transition is continuous for 2 ≤ q ≤ 4. The ferromagnetic low-temperature
phase at zero field is q-times degenerated. The Potts model (3) at H = 0
possesses the dual symmetry, which generalizes the Kramers-Wannier duality
of the Ising model. This symmetry connects the properties of the model in
the ordered and disordered phases. By duality, the partition functions of the
zero-field Potts model coincide at the temperatures T and T˜ , provided(
e1/T − 1
)(
e1/T˜ − 1
)
= q.
For a review of many other known properties of the Potts model see [24, 1].
The scaling limit of the model (3) at H → 0, T → Tc, and q ∈ [2, 4] is
described by the Euclidean action [20]
A(q) = A(q)CFT − τ
∫
d2x e(x) − h
∫
d2xσq(x) , (8)
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Here x denotes the points of the plane R2 having the cartesian coordinates
(x, y). The first term A(q)CFT corresponds to the conformal field theory, which is
associated with the critical point. Its central charge c(q) takes the value
c(q) = 1− 6
t(t+ 1)
, where
√
q = 2 sin
π(t− 1)
2(t+ 1)
. (9)
The fields e(x) (energy density) and σq(x) (spin density) are characterized
by the scaling dimensions
X
(q)
e =
1
2
(
1 +
3
t
)
, X(q)σ =
(t− 1)(t+ 3)
8t(t+ 1)
.
The parameters τ ∼ (T − Tc) and h ∼ H are proportional to the deviations
of the temperature and the magnetic field from their critical point values. At
h = 0 and τ 6= 0 the field theory (8) is integrable, i.e. it has infinite number of170
integrals of motion and a factorizable scattering matrix [26].
In the rest of this section we shall concentrate on the q = 3 Potts field
theory. The simpler and better studied Ising case corresponding to q = 2 will
be discussed in Section 3.
2.1. Disordered phase at h = 0
The model has a unique ground state |0〉par in the disordered phase, at τ > 0
and h = 0. The particle content of the model consists of a massive scalar particle
and its antiparticle. Their momentum p and energy
ω(p) =
√
p2 +m2 (10)
can be conveniently parametrized by the rapidity β,
p(β) = m sinhβ, ω(β) = m coshβ. (11)
Here m ∼ τ5/6 is the particle mass.
The space of states is generated by the Faddeev-Zamolodchikov creation/annihilation
operators Z∗ε (β), Zε(β), where the index ε = ±1 distinguishes particles (ε = 1)
and antiparticles (ε = −1). These operators satisfy the following equations
Zε1(β1)Zε2(β2) = Sε1,ε2(β1 − β2)Zε2(β2)Zε1(β1), (12)
Z∗ε1(β1)Z
∗
ε2(β2) = Sε1,ε2(β1 − β2)Z∗ε2(β2)Z∗ε1(β1), (13)
Zε1(β1)Z
∗
ε2(β2) = Sε2,ε1(β2 − β1)Z∗ε2(β2)Zε1(β1) + δε1ε2δ(β1 − β2), (14)
where
S−1,−1(β) = S1,1(β) =
sinh[(β + 2πi/3)/2]
sinh[(β − 2πi/3)/2] , (15)
S1,−1(β) = S−1,1(β) = S1,1(iπ − β).
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Equation (14) implies that the one-particle states are normalized as
par〈0|Zε1(β1)Z∗ε2(β2)|0〉par = δε1ε2δ(β1 − β2). (16)
The two-particle scattering amplitudes (15) were found by Ko¨berle and Swieca
[27]. The generators of the permutation group S3 ≈ Z3 ×Z2 act on the param-
agnetic vacuum and particles as follows
Ω|0〉par = |0〉par, C|0〉par = |0〉par, (17)
ΩZ∗ε (β)Ω
−1 = υεZ∗ε (β), (18)
CZ∗ǫ (β)C
−1 = Z∗−ǫ(β). (19)
Here υ = exp(2πi/3), Ω is the generator of the cyclic permutation group Z3,
Ω3 = 1, C is the charge conjugation, C2 = 1.
The vector space Lpar of paramagnetic states is spanned by the paramagnetic
vacuum |0〉, and the n-particle vectors
|βn, . . . , β2, β1〉εn,...,ε2,ε1 ≡ Z∗εn(βn) . . . Z∗ε2(β2)Z∗ε1(β1)|0〉par, (20)
with n = 1, 2, . . . . Corresponding to (20) bra-vector is denoted as
ε1,ε2,...,εn〈β1, β2, . . . , βn| ≡ par〈0|Zε1(β1)Zε2(β2) . . . Zεn(βn).
Let us denote by Lsym the subspace of Lpar spanned by the vacuum |0〉180
and vectors (20), for which
∑n
j=1 ǫj = 0mod3. Operator Ω acts as the identity
operator on the subspace Lsym.
The n-particle vectors (20) are not linearly independent, but satisfy a number
of linear relations, which are imposed on them by the commutation relations
(13). For example,
|β1, β2〉ε1,ε2 = Sε1,ε2(β1 − β2)|β2, β1〉ε2,ε1 . (21)
The ”in”-basis in the n-particle subspace L(n)par of Lpar is formed by the vectors
of the form (20) with βn > βn−1 > . . . > β1, and the ”out”-basis in the same
subspace L(n)par is formed by the vectors (20) with βn < βn−1 < . . . < β1.
Reconstruction of the matrix elements of local operators between such basis
states in integrable models is the main subject of the form factor bootstrap
program [32]. For the three-state PFT, this program was realized by Kirillov
and Smirnov in [28], where the explicit representations for the form factors of
the main operators naturally arising in this model were obtained. We postpone190
the discussion of these results to Section 4.
2.2. Ordered phase at h = 0
In the low temperature phase τ < 0, the ground state |0〉µ, µ = 0, 1, 2mod3
is three-fold degenerate at h = 0. The elementary excitations are topologically
charged being represented by six kinks |Kµν(β)〉, µ, ν ∈ Zmod 3 interpolating
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between two different vacua |0〉µ and |0〉ν . These kinks are massive relativistic
particles with the mass m ∼ (−τ)5/6.
The generators of the symmetry group S3 act on the vacua and one-kink
states as follows,
Ω˜|0〉µ = |0〉µ+1, (22)
C˜|0〉µ = |0〉−µ, (23)
Ω˜|Kµν(β)〉 = |Kµ+1,ν+1(β)〉, (24)
C˜|Kµν(β)〉 = |K−µ,−ν(β)〉. (25)
The subspace L(n)fer of the n-kink states in the ferromagnetic space Lfer is
spanned by the vectors
|Kµnµn−1(βn) . . .Kµ2µ1(β2)Kµ1µ0(β1)〉. (26)
Corresponding bra-vector is denoted as
〈Kµ0µ1(β1)Kµ1µ2(β2) . . .Kµn−1µn(β1)|.
The n-kink states (26) are called topologically neutral, if µn = µ0, and topo-200
logically charged otherwise. We denote by L0 the topologically neutral sub-
space of Lfer spanned by the ferromagnetic vacuum |0〉0, and vectors (26) with
µn = µ0 = 0.
The Kramers-Wannier duality of the square-lattice Potts model [1, 24] man-
ifests itself also in the quantum Potts spin chain model [33], and in the scaling
PFT at and beyond the critical point [25, 26] . Roughly speaking, the duality
symmetry in the latter case can be viewed as the kink-particles correspondence
[20, 33]
|K10(β)〉, |K21(β)〉, |K02(β)〉 ←→ |β〉1,
|K01(β)〉, |K12(β)〉, |K20(β)〉 ←→ |β〉−1
between the elementary excitations in the ferromagnetic and paramagnetic phases.
To be more precise, let us define the duality transform D as a linear mapping210
L0 → Lsym determined by the following relations
D |0〉0 = |0〉par, (27)
D|Kµn,µn−1(βn), . . . ,Kµ1,µ0(β1)〉 = |βn, . . . , β1〉ǫn,...,ǫ1 , (28)
where
ǫj =
{
1, if µj − µj−1 = 1mod 3,
−1, if µj − µj−1 = −1mod3,
(29)
and µn = µ0 = 0.
The Kramers-Wannier duality of the PFT requires that the mapping D must
be unitary, i.e. the inverse mapping {D−1|D−1 : Lsym → L0} must exist, and
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D−1 = D†. These requirements lead to a number of linear relations between the
n-kink states (26). For example, acting on the equality
|β1, β2〉1,−1 = S1,−1(β1 − β2)|β2, β1〉−1,1
[following from (21)] by the mapping D−1, one obtains,
|K02(β1)K20(β2)〉 = S1,−1(β1 − β2)|K01(β2)K10(β1)〉.
Application of the same procedure to the n-particle states (26) leads to the
Faddeev-Zamolodchikov commutation relations
Kµν(β1)Kνγ(β2) = S1,1(β1 − β2)Kµν(β2)Kνγ(β1), (30a)
Kµν(β1)Kνµ(β2) = S1,−1(β1 − β2)Kµρ(β2)Kρµ(β1), (30b)
where ρ 6= ν. According to the conventional agreement [34], notations Kαα′(βj)
in the above relations can be understood as the formal non-commutative symbols
representing the kinks in the n-kink states (26).
Relations (30) describe the two-kink scattering processes in the ferromag-
netic phase. Due to the PFT dual symmetry, they are characterized by the
same scattering amplitudes, as the two-particle scattering in the paramagnetic
phase. Furthermore, the scattering theories in the high- and low-temperature
phases are equivalent. Such duality arguments can be also extended to the220
matrix elements of physical operators. In particular, the matrix elements of the
order spin operators in the ferromagnetic phase can be expressed in terms of
the form factors of the disorder spin operators [35] in the paramagnetic phase.
We shall return to this issue in Section 4.
3. Quark mass in the ferromagnetic IFT
The IFT action AIFT ≡ A(2) is defined by equation (8) with q = 2. The
conformal field theory A(2)CFT associated with the critical point is the minimal
modelM3, which contains free massless Majorana fermions [4]. These fermions
acquire a mass m ∼ |τ |, as the temperature deviates from the critical point.
They remain free at h = 0. However, application of a magnetic field h > 0230
induces interaction between the fermions. The Hamiltonian corresponding to
the action AIFT can be written as [14]
H = H0 + hV, (31)
where H0 =
∫ ∞
−∞
dp
2π
ω(p)a†(p)a(p), (32)
V = −
∫ ∞
−∞
dx σ(x), (33)
and ω(p) is the spectrum (10) of free fermions. These fermions are ordinary spin-
less particles in the disordered phase τ > 0, and topologically-charged kinks in-
terpolating between two degenerate vacua in the ordered phase τ < 0. Fermionic
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operators a†(p′), a(p) obey the canonical anticommutational relations
{a(p), a†(p′)} = 2π δ(p− p′), {a(p), a(p′)} = {a†(p), a†(p′)} = 0.
Commonly used are also fermionic operators a(β), a†(β), corresponding to the
rapidity variable β = arcsinh(p/m):
a(β) = ω(p)1/2 a(p), a†(β) = ω(p)1/2 a†(p). (34)
The notations
|p1, . . . , pN〉 = a†(p1) . . .a†(pN )|0〉, 〈p1, . . . , pN | = 〈0|a(p1) . . .a(pN ),
|β1, . . . , βN〉 = a†(β1) . . . a†(βN )|0〉, 〈β1, . . . , βN | = 〈0|a(β1) . . . a(βN )
for the fermionic basis states with definite momenta will be used.
The order spin operator σ(x) = σ(x, y)|y=0 in the ordered phase τ < 0 is
completely characterized by the matrix elements 〈β1, . . . , βK |σ(0)|β′1, . . . , β′N 〉,
whose explicit expressions are well known [36, 11], see equation (2.14) in [11].
These matrix elements are different from zero only if K +N = 0 (mod2). The
matrix elements with K +N = 2 read as
〈p|σ(x)|k〉 = i σ¯ exp[ix(k − p)]
p− k
ω(p) + ω(k)
[ω(p)ω(k)]1/2
, (35)
〈0|σ(x)|k1k2〉 = i σ¯ exp[ix(k1 + k2)]
k1 + k2
ω(k1)− ω(k2)
[ω(k1)ω(k2)]1/2
, (36)
〈k1k2|σ(x)|0〉 = i σ¯ exp[−ix(k1 + k2)]
k1 + k2
ω(k1)− ω(k2)
[ω(k1)ω(k2)]1/2
, (37)
where σ¯ = s¯|m|1/8 is the zero-field vacuum expectation value of the order field
(spontaneous magnetization), and
s¯ = 21/12e−1/8A3/2 = 1.35783834..., (38)
where A = 1.28243... stands for the Glaisher’s constant. The matrix elements
of the order spin operator with K+N > 2 can be determined from (35)-(37) by
means of the Wick expansion. For real p and k, the ”kinematic” pole at p = k
in (35) is understood in the sense of the Cauchy principal value
1
p− k → P
1
p− k ≡
1
2
(
1
p− k + i0 +
1
p− k − i0
)
. (39)
The field theory defined by the Hamiltonian (31)-(33) is not integrable for
generic m > 0 and h > 0, but admits exact solutions along the lines h = 0
and m = 0. The line h = 0 corresponds to the Onsager’s solution [37], whose
scaling limit describes free massive fermions. Integrability of the IFT along the
line m = 0, h 6= 0 was established by Zamolodchikov [38].
Close to integrable directions, it is natural to treat the non-integrable quan-
tum field theories as deformations of integrable ones. As it was mentioned in
11
the Introduction, realization of this idea leads to the FFPT, whose original ver-
sion [16], however, cannot be applied directly to the confinement problem since
the magnetic field changes the particle content of the theory at arbitrary small
h > 0. The problem manifests itself already in the naive first-order correction
formula for the kink mass [16]
δ(1)m = − lim
p→0
lim
k→p
h 〈p|σ(0)|k〉, (40)
which is infinite due to the kinematic pole in the matrix element (35) of the spin240
operator. To avoid this problem, a modified version of the FFPT was developed
in [14]. Since it is substantially used in this section, it will be helpful to recall
here its main issues.
The kea idea of the modified FFPT is to absorb a part of the interaction
into the unitary operator U(h), for which the formal expansion in powers of h
is postulated,
U(h) = 1 +
∞∑
n=1
hn Fn. (41)
This operator has been used to define creator and annihilator operators for the
”dressed” fermions,
a(p) = U(h)−1 a(p)U(h), a†(p) = U(h)−1 a†(p)U(h), (42)
which are underlined to distinguish them from the ”bare” ones. Similarly, the
dressing unitary transform is defined for arbitrary operators and states,
A = U(h)−1AU(h), |Φ〉 = U(h)−1|Φ〉.
It was required in [14] that the number of dressed fermions conserves in the
evolution defined by the Hamiltonian (31)-(33), i.e.
[N,H] = 0, (43)
where
N =
∫ ∞
−∞
dp
2π
a†(p)a(p).
It was required, further, that operatorsFn change the number of dressed fermions,
i.e.
〈p|Fn|k〉 = 0 for n(p) = n(k). (44)
Here the shortcut notations |k〉 = |k1, ..., kn(k)〉, 〈p| = 〈p1, ...pn(p)|, have been
used.
Conditions (43), (44) together with the unitarity requirement
U(h)U(h)−1 = 1, (45)
allow one to determine the coefficients Fn in the expansion (41). In particular,
the matrix elements of the first one read as
〈p|F1|k〉 = 〈p|V |k〉
ω(p)− ω(k) , for n(p) 6= n(k), (46)
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where we again use the abbreviation ω(q) ≡ ω(q1) + ...+ ω(qn(q)).
Note that the matrix element (46) diverges at the hyper-surface determined
by the ”resonance relation”
ω(p1) + . . .+ ω(pn(p)) = ω(k1) + . . .+ ω(kn(k)). (47)
This indicates that, strictly speaking, the unitary operator U(h) satisfying re-
quirements (41)-(43) does not exist. However, in calculations of the small-250
h asymptotic expansions of certain quantities [e.g. the ground state energy
Evac(m,h)] the resonance terms do not appear, and the modified FFPT can be
effectively used and leads to unambiguous results. This situation is similar to
the perturbation theory for nonlinear systems in classical mechanics [39]. The
Birkhoff’s theorem states that, if the classical nonlinear system is close to some
linear one, and the characteristic frequencies of the latter do not satisfy the reso-
nance relations, the dynamics of the nonlinear system can be well approximated
by the integrable system which Hamiltonian has the Birkhoff normal form, see
page 387 in [39]. The unitary operator U(h) can be viewed as the quantum
analogue of the canonical transform, which maps the original Hamiltonian of a260
non-integrable classical system to the integrable Birkhoff normal form.
The second difficulty, which is inherent to the FFPT, comes from the kine-
matic singularities in the matrix elements of the spin order operator between
the states with nonzero numbers of kinks. Such singularities contributing in the
leading and higher-orders of the FFPT lead to infinite and ill-defined quantities
like ’δ(0)’, which require regularization. This problem has been widely discussed
in the literature, mostly in the context of finite-temperature correlation func-
tion calculations [40, 41, 42, 43, 44]. Several regularization procedures have been
proposed, such as finite volume regularization [44, 45], and appropriate infinites-
imal shiftings of the kinematic poles into the complex plane [40, 43, 14]. Here270
we apply a different regularization scheme, which seems to be more convenient
for the problem considered.
Keeping the length of the system infinite, we replace the uniform magnetic
field h > 0 by the non-uniform field hR(x), which is switched on only in the
large, but finite interval [−R/2, R/2], R≫ m−1,
hR(x) = h χ(x;−R/2, R/2), (48)
where χ(x;−R/2, R/2) =
{
1, if x ∈ [−R/2, R/2],
0, if x /∈ [−R/2, R/2].
After performing all calculations, we proceed to the limit R→∞.
Accordingly, instead of the IFT Hamiltonian (31), we get a set of Hamilto-
nians HR parametrized by the length R,
HR = H0 + hVR, (49)
VR = −
∫ R/2
−R/2
dx σ(x). (50)
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After diagonalization of the Hamiltonian HR in the fermionic number along
the lines described in Section 5 of [14], we arrive to equations (35)-(39) of [14],
modified by the following replacements:
V → VR, H → HR, U → UR, Λ→ ΛR. (51)
In the rest of this Section, the efficiency of the described version of the FFPT
will be demonstrated by the recovery of some well-known features of the IFT in
the weak confinement regime and the derivation of several new results.
3.1. Vacuum sector
To warm-up, let us consider the small-h expansion of the ferromagnetic280
ground state energy in the IFT. The results will be used in the subsequent
subsection in calculations of the radiative corrections to the kink dispersion law
and string tension.
The expansion of the ground state energy Evac(m,h,R) can be read from
Subsection 5.1 of Reference [14], with substitutions (51):
Evac(m,h,R) ≡ 〈0|HR|0〉 =
〈0|UR(h)(H0 + hV R)UR(h)−1|0〉 =
∞∑
j=1
δjEvac(m,h,R), (52)
where δjEvac(m,h,R) ∼ hj, and
δ1Evac(m,h,R) = h〈0|VR|0〉 = −hσ¯R, (53)
δ2Evac(m,h,R) = −h2
∑
q
n(q)6=0
〈0|VR|q〉〈q|VR|0〉
ω(q)
, (54)
δ3Evac(m,h,R) = −h3〈0|VR|0〉
∑
q
n(q)6=0
〈0|VR|q〉〈q|VR|0〉
[ω(q)]2
+ (55)
h3
∑
q,q′
n(q)6=06=n(q′)
〈0|VR|q〉 〈q|VR|q′〉 〈q′|VR|0〉
ω(q)ω(q′)
.
The same abbreviation as in equation (46) have been used, n(q) denotes the
number of fermions in the intermediate state |q〉 ≡ |q1, q2, . . . qn(q)〉.
Four comments on equations (52)-(55) are in order.
1. There are no resonance poles [like in equation (46)] in expansion (52),290
while the kinematic singularities are present in its third and higher order
terms.
2. Equation (52) is nothing else but the Rayleigh-Schro¨dinger expansion (see,
for example §38 in [46]) for the ground state energy of the Hamiltonian
(49). This expansion in h is asymptotic. In the limit R → ∞, its con-
vergence radius goes to zero due to the weak essential droplet singularity
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[11, 47, 48] at h = 0 of the IFT ground state energy density ρ(m,h). The
latter can be identified with the limit
ρ(m,h) ≡ lim
R→∞
Evac(m,h,R)
R
=
∞∑
j=1
δjρ(m,h), (56)
where δjρ(m,h) ∼ hj .
3. The ground state energy density ρ(m,h) is simply related to the univer-
sal function F (m,h) that describes the singular part of the free energy
in the vicinity of the critical point in the two-dimensional Ising model
universality class [11, 49],
ρ(m,h) = F (m,h)− F (m, 0) = m2Glow(ξ), (57)
where ξ = h/|m|15/8, and the zero-field term F (m, 0) describes Onsager’s
singularity [37] of the Ising free energy at zero h,
F (m, 0) =
m2
8π
lnm2. (58)
The scaling function Glow(ξ) can be expanded into the asymptotic expan-
sion in powers of ξ
Glow(ξ) ≃ G˜1ξ + G˜2ξ2 + . . . , (59)
whose initial coefficients are known with high accuracy [50, 11, 49].
4. Fonseca and Zamolodchikov argued [12], that the perturbation expansion
for the renormalized string tension f(m,h), which characterizes the linear
attractive potential acting between two kinks at large distances, is related
with the ground state energy density ρ(m,h) in the following way
f(m,h) = ρ(m,−h)− ρ(m,h), (60)
where the right-hand side is understood in the sense of the formal pertur-
bative expansion in h. Combining (56) and (60), we get
f(m,h) =
∞∑
j=0
f (2j+1)(m,h), (61)
where
f (2j+1)(m,h) = −2 lim
R→∞
δ2j+1E(m,h,R)
R
∼ h2j+1, (62)
and
f (1)(m,h) = f0(h) ≡ 2hσ¯. (63)
The second-order term δ2Evac(m,h,R) is defined by means of the Lehmann
expansion (54), whose explicit form reads as
δ2Evac(m,h,R) =
∞∑
l=1
δ2,2lEvac(m,h,R), (64)
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where
δ2,νEvac(m,h,R) = −h
2
ν!
∫∫ R/2
−R/2
dx1 dx2
∫ ∞
−∞
dq1 . . . dqν
(2π)ν
· (65)
exp[i(q1 + . . .+ qν)(x1 − x2)]
ω(q1) + . . .+ ω(qν)
〈0|σ(0)|q1, . . . , qν〉〈qν , . . . , q1|σ(0)|0〉.
Straightforward summation of (64) yields,
δ2Evac(m,h,R) = −h2
∫∫ R/2
−R/2
dx1 dx2
∫ ∞
0
dy1 〈0|∆σ(x1, y1)∆σ(x2, 0)|0〉,
(66)
where
∆σ(x, y) = exp(H0 y)σ(x) exp(−H0 y)− σ¯.
Since the matrix element in the integrand does not depend on (x1 + x2)/2 and
vanishes exponentially for |x1 − x2|m ≫ 1, we can easily proceed to the limit
R → ∞ in (66), arriving at the well-known representation of the magnetic
susceptibility in terms of the spin-spin correlation function,
δ2ρ(m,h) ≡ lim
R→∞
δ2,νEvac(m,h,R)
R
= (67)
−h2
∫ ∞
−∞
dx
∫ ∞
0
dy 〈0|∆σ(x, y)∆σ(0, 0)|0〉.
Let us return now to the Lehmann expansion (64) for the ground state
energy, perform the elementary integration over x1, x2 in (65), and proceed to
the limit R→∞, exploiting the equality
lim
R→∞
4 sin2(qR/2)
Rq2
= 2πδ(q). (68)
As a result, we arrive at the familiar spectral expansion [51] for the ground state300
energy density
δ2ρ(m,h) =
∞∑
l=1
δ2,2l ρ(m,h), (69)
δ2,2l ρ(m,h) = −h2 1
(2l)2
∫ ∞
−∞
dq1 . . . dq2l
(2π)2l−1
δ(q1 + . . .+ q2l)
ω(q1) + . . .+ ω(qν)
· (70)
〈0|σ(0)|q1, . . . , qν〉〈qν , . . . , q1|σ(0)|0〉.
The first term in expansion (69) can be easily calculated using the explicit
expressions (36), (37) for the form factors, giving
δ2,2ρ(m,h) = − h
2σ¯2
12πm
. (71)
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The corresponding two-fermion contribution G˜2,2 to the universal amplitude G˜2
G˜2,2 = − s¯
2
12π
= −0.0489063 . . . (72)
reproduces the well-known result of Tracy and McCoy [52], which is rather close
to the exact value [51, 11, 49] G˜2 = −0.0489532897203 . . .
Now let us turn to the third order term (55) in the expansion (52) for the
ground state energy Evac(m,h,R). Unlike the previous case of the second-order
correction, kinematic singularities do contribute to δ3Evac(m,h,R) through the
matrix element 〈q|VR|q′〉 in the second line of (55). Nevertheless, the right-hand
side of (55) is well defined due to the chosen regularization (51).
After summation of the Lehmann expansion in (55) one arrives in the limit
R → ∞ at the well-known integral representation [5] for δ3ρ(m,h) in terms of310
the three-point correlation function,
δ3ρ(m,h) = (73)
−h3
∫∫ ∞
−∞
dx1dx3
∫ ∞
0
dy1
∫ 0
−∞
dy3 〈0|∆σ(x1, y1)∆σ(0, 0)∆σ(x3, y3)|0〉.
Alternatively, one can truncate the spectral series (55) which defines
δ3Evac(m,h,R) at the level of the two-kink intermediate states n(q) = n(q
′) =
2. Denoting the result by δ3,2Evac(m,h,R), we get explicitly
δ3,2Evac(m,h,R) = A3,2(m,h,R) +B3,2(m,h,R), (74)
where
A3,2(m,h,R) =
h3σ¯R
2
∫∫ ∞
−∞
dq1dq2
(2π)2
1
[ω(q1) + ω(q2)]2
· (75)
∫∫ R/2
−R/2
dx1dx2 e
i(x1−x2)(q1+q2)〈0|σ(0)|q1, q2〉〈q2, q1|σ(0)|0〉,
B3,2(m,h,R) = −h
3
4
∫∫ ∞
−∞
dq1dq2
(2π)2
1
[ω(q1) + ω(q2)]
∫∫ ∞
−∞
dq′1dq
′
2
(2π)2
· (76)
1
[ω(q′1) + ω(q
′
2)]
∫∫∫ R/2
−R/2
dx1dx2dx3 e
i(x1−x2)(q1+q2) ei(x2−x3)(q
′
1+q
′
2) ·
〈0|σ(0)|q1, q2〉〈q2, q1|σ(0)|q′1, q′2〉〈q′2, q′1|σ(0)|0〉.
Here the two-kink matrix elements of the spin operator are determined by equa-
tions (35)-(37), while the four-kink matrix element in the last line can be ex-
pressed in terms of the latter by means of the Wick expansion:
〈q2, q1|σ(0)|q′1, q′2〉 = [〈q2, q1|σ(0)|0〉〈0|σ(0)|q′1, q′2〉+ (77)
〈q1|σ(0)|q′1〉〈q2|σ(0)|q′2〉 − 〈q1|σ(0)|q′2〉〈q2|σ(0)|q′1〉]σ¯−1.
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Since the two last terms in the square brackets in the right-hand side provide
equal contributions to the integral (76), we can replace the four-kink matrix
element in its integrand as follows
〈q2, q1|σ(0)|q′1, q′2〉 [〈q2, q1|σ(0)|0〉〈0|σ(0)|q′1, q′2〉+2〈q1|σ(0)|q′1〉〈q2|σ(0)|q′2〉]σ¯−1.
(78)
The second term in the bracket containing the product of two kinematic singu-
larities can be modified to the form
2〈q1|σ(0)|q′1〉〈q2|σ(0)|q′2〉 = (79)
−2 σ¯2 ω(q1) + ω(q
′
1)√
ω(q1)ω(q′1)
ω(q2) + ω(q
′
2)√
ω(q2)ω(q′2)
P 1
q1 − q′1
P 1
q2 − q′2
=
8π2σ¯2 δ(q1 − q′1) δ(q2 − q′2)− σ¯2
ω(q1) + ω(q
′
1)√
ω(q1)ω(q′1)
ω(q2) + ω(q
′
2)√
ω(q2)ω(q′2)
·
(
1
q1 − q′1 + i0
1
q2 − q′2 − i0
+
1
q1 − q′1 − i0
1
q2 − q′2 + i0
)
.
In deriving (79) we have used (35), (39), together with the equality
P 1
q1 − q′1
P 1
q2 − q′2
= −π2 δ(q1 − q′1) δ(q2 − q′2) + (80)
1
2
(
1
q1 − q′1 + i0
1
q2 − q′2 − i0
+
1
q1 − q′1 − i0
1
q2 − q′2 + i0
)
.
After substitution of (79) into (78), (76), the term 8π2σ¯2 δ(q1− q′1) δ(q2− q′2) in
the right-hand side of (79) gives rise to the contribution in B3,2(m,h,R), which320
cancels exactly with the term A3,2(m,h,R) in (74). Performing the integration
over x1, x2, x3 over the cube (−R/2, R/2)3 in the remaining part and dividing
the result by R, we obtain
δ3,2Evac(m,h,R)
R
= −h
3σ¯3
4
∫ ∞
−∞
dq1dq2dq
′
1dq
′
2
(2π)4
∆3(q1 + q2, q
′
1 + q
′
2, R) ·
G(q1, q2, q′1, q′2), (81)
where
∆3(p, k,R) =
8 sin(pR/2) sin(kR/2) sin[(k − p)R/2]
Rpk (k − p) , (82)
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and
G(q1, q2, q′1, q′2) =
ω(q1)− ω(q2)√
ω(q1)ω(q2)
ω(q′2)− ω(q′1)√
ω(q′1)ω(q
′
2)
1
(q1 + q2)(q′1 + q
′
2)
· (83)
1
ω(q1) + ω(q2)
1
ω(q′1) + ω(q
′
2)
{
ω(q1)− ω(q′2)√
ω(q′1)ω(q
′
2)
ω(q2)− ω(q1)√
ω(q1)ω(q2)
·
1
(q′1 + q
′
2)(q1 + q2)
+
ω(q1) + ω(q
′
1)√
ω(q1)ω(q′1)
ω(q2) + ω(q
′
2)√
ω(q2)ω(q′2)
·
(
1
q1 − q′1 + i0
1
q2 − q′2 − i0
+
1
q1 − q′1 − i0
1
q2 − q′2 + i0
)}
.
It is possible to show that the weak large-R limit of the function ∆3(p, k,R) is
proportional to the two-dimensional δ-function,
lim
R→∞
∆3(p, k,R) = 4π
2 δ(p) δ(k). (84)
The simplest way to prove this equality is to integrate ∆3(p, k,R) multiplied
with the plane-wave test function. The result reads as∫∫ ∞
−∞
dp dk∆3(p, k,R) exp[i(px + ky)] = 4π
2
[
1− max(|x|, |y|, |x + y|)
R
]
,
(85)
if max(|x|, |y|, |x + y|) < R. Taking the limit R→∞ in (85) , we arrive at (84).
Exploiting (84), one can proceed to the limit R→∞ in (81), yielding
δ3,2 ρ(m,h) ≡ lim
R→∞
δ3,2Evac(m,h,R)
R
= (86)
−h
3σ¯3
4
∫ ∞
−∞
dq1dq
′
1
(2π)2
G(q1,−q1, q′1,−q′1) =
h3σ¯3
16π2m4
(C1 + C2),
where
C1 = −m
4
4
{∫ ∞
−∞
dq
q2
[ω(q)]5
}2
= −1
9
, (87)
and
C2 = −m
4
4
∫∫ ∞
−∞
dq dq′
q q′ [ω(q) + ω(q′)]2
[ω(q)ω(q′)]4
· (88)[
1
(q − q′ + i0)2 +
1
(q − q′ − i0)2
]
=
4
3
+
π2
8
.
Calculation of the integral in equation (87) is straightforward. The calculation
of the double integral C2 is harder and described in Appendix A.
Combining (86)-(88), we obtain finally330
δ3,2ρ(m,h) =
h3σ¯3
16m4
(
11
9π2
+
1
8
)
. (89)
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For the two-kink contribution G˜3,2 to the amplitude G˜3, this yields
G˜3,2 =
s¯3
16
(
11
9π2
+
1
8
)
= 0.0389349 . . . (90)
The exact value of the universal amplitude G˜3 is unknown. In 1978, McCoy
and Wu [50] performed a thorough analysis of the three- and four-point spin
correlation functions in the zero-field Ising model on the square lattice, from
which they obtained the approximate value for this amplitude,
G˜3 ≈ 11s¯
3
72
= 0.0387529 . . . (91)
Recently, at least six digits of the exact amplitude G˜3 have become available
G˜3 = 0.0388639 . . . (92)
due to the very accurate numerical calculations carried out by Mangazeev et al.
[53, 49] for the square and triangular lattice Ising models. 1
Comparison of (90) and (91) with (92) indicates, that (i) the two-kink con-
tribution (90) approximates the ”exact” amplitude (92) somewhat better than
(91); (ii) the two-kink configurations provide the dominant contribution to the
universal amplitude G˜3.The configurations with four and more kinks in inter-
mediate states contribute less then 0.2% in the spectral sum (55).
3.2. One-fermion sector
In this subsection we address the modified FFPT in the one-fermion sector340
n(p) = n(k) = 1, and extend it to the third order in h.
The matrix element of the Hamiltonian (49) between the dressed one-fermion
states 〈p| and |k〉 can be written as
〈p|HR|k〉 = 〈p|UR(h)HR UR(h)−1|k〉 = 2πδ(p− k)ω(p) + δ〈p|HR|k〉. (93)
Expanding here the unitary operator UR(h) and its inverse in powers of h, one
arrives at the perturbation expansion
δ〈p|HR|k〉 =
∞∑
j=1
δj〈p|HR|k〉. (94)
Three initial terms in this expansion can be obtained from equation (37)-(39)
1The values of the amplitude G˜3 reported in [49] for the square and triangular lattices are
0.038863932(3) and 0.0388639290(1), respectively.
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of [14] by means of the replacements (51):
δ1〈p|HR|k〉 = h〈p|VR|k〉, (95)
δ2〈p|HR|k〉 = −h
2
2
∑
q
n(q)6=n(p)
〈p|VR|q〉〈q|VR|k〉
{
1
ω(q)− ω(p) +
1
ω(q)− ω(k)
}
, (96)
δ3〈p|HR|k〉 = h
3
2
∑
q,q′
〈p|VR|q〉〈q|VR|q′〉〈q′|VR|k〉
{
[1− δn(q),n(p)][1− δn(q′),n(p)]
·
[
1
[ω(p)− ω(q)]
1
[ω(p)− ω(q′)] +
1
[ω(k)− ω(q)]
1
[ω(k)− ω(q′)]
]
(97)
+
1
ω(q)− ω(q′)
[
δn(q),n(p)[1− δn(q′),n(p)]
ω(q′)− ω(p) −
[1 − δn(q),n(p)]δn(q′),n(p)
ω(q)− ω(k)
]}
,
where n(p) = n(k) = 1.
One can easily see, that the matrix elements δj〈p|HR|k〉 obey the following
symmetry relations:
δj〈p|HR|k〉 = (−1)j δj〈k|HR|p〉, (98)
δj〈p|HR|k〉 = (−1)j [δj〈p|HR|k〉]∗, (99)
for j = 1, 2, . . . The kinematic singularity is present already in the first order
term (95). The resonance poles contribute to the second and higher orders of
expansion (94) for large enough momenta p and k, due to the terms, like those in
braces in (96), (97). Nevertheless, at finite R, the right-hand sides of equations
(95)-(97) determine well defined generalized functions, if the absolute values of
momenta p and k are small enough,
ω(p) < 3m, and ω(k) < 3m. (100)
The latter conditions guarantee that the resonance poles do not appear in ex-
pansion (94). The constrains (100) will be imposed in the subsequent FFPT350
calculations at finite R. After proceeding to the limit R → ∞, the results will
be analytically continued to larger momenta, |p| > √2m.
We postulate the following definition of the renormalized quark dispersion
law ǫ(p,m, h),
lim
R→∞
{〈p|HR|k〉 − πδ(p− k) [Evac(m,h,R) + Evac(m,−h,R)]} = (101)
2π ǫ(p,m, h) δ(p− k) + 2πif(m,h) δ′(p− k).
Just as in the case of definition (60), both sides in the above equation must be
understood as formal power series in h. Equating the coefficients in these power
series and taking into account (98) and (62), one finds
lim
R→∞
{
δj〈p|HR|k〉 − 2πδ(p− k) δj〈0|HR|0〉
}
= 2π δj ǫ(p,m, h) δ(p− k), (102)
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for even j = 2, 4, . . ., and
lim
R→∞
{
δj〈p|HR|k〉+ 4πi δ′(p− k)R−1 δj 〈0|HR|0〉
}
= 0, (103)
δj ǫ(p,m, h) = 0, (104)
for odd j = 1, 3, . . . So, we can argue on the basis of the above heuristic analysis,
that the Taylor expansion of the quark dispersion law ǫ(p,m, h) contains only
even powers of h, which are determined by equation (102).
It was shown in [54] that the renormalized quark dispersion law ǫ(p, h), does
not have the Lorentz covariant form in the confinement regime. Nevertheless,
the ’dressed quark mass’ mq(m,h) can be extracted from large-p asymptotics
of ǫ(p, h) in the following way [54, 14],
[mq(m,h)]
2 = lim
p→∞
{2p [ǫ(p,m, h)− p]}. (105)
This relation is understood, of course, in the sense of a power series in h, or,
equivalently, in the parameter λ = 2hσ¯/m2. It follows from (104), that this
expansion contains only even powers,
m2q = m
2 +m2
∞∑
l=1
a2lλ
2l. (106)
In order to validate the latter statement, it remains to show that the large-R
limits in the left-hand sides of equations (102) and (103) exist, and to prove360
equalities (103). In what follows, we shall do it for the three initial values
j = 1, 2, 3.
The case j = 1 is quite simple. The term (95) linear in h in expansion (94)
reads as
δ1〈p|HR|k〉 = −h
∫ R/2
−R/2
dx 〈p|σ(x)|k〉 = (107)
i hσ¯
ω(p) + ω(k)
[ω(p)ω(k)]1/2
2 sin[R(k − p)/2]
(k − p) P
1
k − p.
Even though the right-hand side contains the kinematic singularity, it describes
a well defined generalized function at arbitrary finite R. Furthermore, exploiting
the equality
lim
R→∞
2 sin(qR/2)
q
P 1
q
= −2πδ′(q), (108)
we can proceed to the limit R→∞ in equation (107), obtaining
lim
R→∞
δ1〈p|HR|k〉 = 4πi δ′(p− k)hσ¯. (109)
This proves (103) for j = 1, since δ1〈0|HR|0〉 = −hσ¯R.
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Turning to the term (96) quadratic in h, we first perform the summation
over the number n(q) of the fermions in the intermediate state |q〉, subject to
the requirement (100). The result can be written in the compact form
δ2〈p|HR|k〉 = −h
2
2
∫ ∞
0
dy
∫∫ R/2
−R/2
dx1 dx2
(
1 + ey[ω(k)−ω(p)]
)
· (110)
〈p|σ(x1 − x2, y)(1 − P1)σ(0, 0)|k〉eix2(k−p),
where P1 denotes the orthogonal projection operator onto the one-fermion sub-
space of the Fock space. The matrix element in the right-hand side can be370
represented as
〈p|σ(x, y)(1 − P1)σ(0, 0)|k〉 = 2π δ(p− k)[〈0|σ(x, y)σ(0, 0)|0〉 − σ¯2] +
〈p|σ(x, y)(1 − P1)σ(0, 0)|k〉reg , (111)
where x = x1 − x2. The first singular term in the right-hand side represents
the ’direct propagation part’ [54], while the second term is a regular function of
momenta at k → p.
After substitution of (111) into (110) and subtraction the singular term we
get
δ2〈p|HR|k〉 − 2πδ(p− k) δ2Evac(h,R) =
−h
2
2
∫ ∞
0
dy
∫∫ R/2
−R/2
dx1 dx2
(
1 + ey[ω(k)−ω(p)]
)
eix2(k−p) · (112)
〈p|σ(x1 − x2, y)(1 − P1)σ(0, 0)|k〉reg.
In this equation we can safely proceed to the limit R → ∞. Comparing the
result with (101), one finds the second order correction to the kink dispersion
law
δ2 ǫ(p,m, h) = −h2
∫ ∞
0
dy
∫ ∞
−∞
dx · (113)
lim
k→p
[〈p|σ(x, y)σ(0, 0)|k〉 − 〈p|σ(x, y)P1σ(0, 0)|k〉] .
Even though the above relation was derived for small |p| satisfying the first380
inequality in (100), we shall extend it to all real momenta p by analytic contin-
uation.
The second order correction to the squared quark mass can be read from
(105) and (113),
δ2 [mq(m,h)]
2 = −2h2 lim
β→∞
∫ ∞
0
dy
∫ ∞
−∞
dx · (114)
lim
β′→β
[〈β′|σ(x, y)σ(0, 0)|β〉 − 〈β′|σ(x, y)P1σ(0, 0)|β〉] .
This integral representation for the second order correction to the quark
mass [written in a slightly different form (B.25)] was first derived by Fonseca
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and Zamolodchikov [54]. Exploiting the Ward identities, they managed to ex-
press the matrix element in the right-hand side in terms of solutions of certain
differential equations, and obtained the value
aq = s¯
2 · 0.142021619(1) . . . (115)
for the parameter aq,
aq = 2s¯
2 a2 (116)
by numerical integration of the double integral in (114) over the half-plane in
polar coordinates r, θ.
It turns out, that the integral in the polar angle can be evaluated analytically.
The details of this calculations are relegated to Appendix B. The results read
as,
U(r) ≡
∫ π
0
dθ
π
lim
β′→β
〈β′|σ(r cos θ, r sin θ)σ(0, 0)|β〉 = (117)
eχ/2
{
r2b′0 ϕ
′ cosh
ϕ
2
+
b0
[
sinh
ϕ
2
+ r ϕ′ cosh
ϕ
2
− r
2
4
(
sinh
3ϕ
2
+ sinh
5ϕ
2
)]}
,
and390
W(r) ≡ lim
β→∞
∫ π
0
dθ
π
lim
β′→β
〈β′|σ(r cos θ, r sin θ)P1σ(0, 0)|β〉 = (118)
2s¯2
π
{[
1− 2r2] I0(r)K0(r) − 2rK1(r) [I0(r) + r I1(r)]
}
,
where b0(r) stands for the solution of the second order differential equation
b′′0(r) + r
−1 b0(r) = cosh[2ϕ(r)] b0(r), (119)
which vanishes at r →∞, and behaves at small r → 0 as
b0(r) =
1
Ω(r)
+O(r4). (120)
The auxiliary functions ϕ(r), χ(r), and Ω(r) were defined in [54], Ij(r) and
Kj(r) are the Bessel function of the imaginary argument and the McDonald’s
function, respectively. In order to harmonize notations with Appendix B and
reference [54], we have chosen the units of mass in equations (117) and (118) so
that m = 1.
Though the integrals (117) and (118) both increase linearly at large r, their
difference vanishes exponentially at r → ∞. The remaining radial integration
in (110) leads to the explicit representation for the coefficient a2 in expansion
(106),
a2 =
π
2s¯2
∫ ∞
0
dr r[W(r) − U(r)]. (121)
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Numerical evaluation of this integral yields
a2 = 0.0710108 . . . , (122)
in agreement with (115).
The described calculation procedure is based both on the summation of the
infinite form factor series (96), and on the explicit representations for the matrix
elements of the product of two spin operators between the one-fermion states,
derived by Fonseca and Zamolodchikov in [54]. Unfortunately, it is problematic400
to extend this approach to other integrable models, since it essentially exploits
some rather specific features of the IFT, see the ’Discussion’ Section in [54]. On
the other hand, a very good approximation for the constant a2 can be obtained
by truncating the form factor series (96) at its first term accounting for the
three-kink intermediate states, n(q) = 3. We shall describe this technique in
some details here, and apply it in Section 5 to estimate the leading quark-mass
perturbative correction in the three-state PFT.
The first term δ2,3 〈p|HR|k〉 in the form factor series (96), which describes
contribution of the three-kink intermediate states has the following explicit form,
δ2,3 〈p|HR|k〉 = −1
2
h2
3!
∫ ∞
−∞
dq1 dq2 dq3
(2π)3
∆(Q − p,R)∆(Q− k,R) · (123){
1
ω(q1) + ω(q2) + ω(q3)− ω(p) +
1
ω(q1) + ω(q2) + ω(q3)− ω(k)
}
·
〈p|σ(0, 0)|q1, q2, q3〉〈q3, q2, q1|σ(0, 0)|k〉,
where Q = q1 + q2 + q3, and
∆(z,R) =
2 sin(zR/2)
z
. (124)
Note, that the two R-dependent factors in the integrand in (123) give rise to
the momentum conservation law in the large-R limit,
lim
R→∞
∆(Q − p,R)∆(Q− k,R) = 4π2 δ(Q− p) δ(k − p). (125)
The right-hand side of (123) is a well-defined generalized function for all410
finite R under the conditions (100). Exploiting the Wick expansion, the product
of two matrix elements in the third line of (123) can be represented as the sum
of nine terms. Taking into account the symmetry of the integrand in (123) with
respect to permutations of momenta of three virtual kinks, one can leave only
two terms in this expansion multiplied by appropriate combinatoric factors. As
the result, the substitution
〈p|σ(0, 0)|q1, q2, q3〉〈q3, q2, q1|σ(0, 0)|k〉 (126)
6 σ¯−2〈0|σ(0, 0)|q2, q3〉〈q2, q1|σ(0, 0)|0〉〈p|σ(0, 0)|q1〉〈q3|σ(0, 0)|k〉+
3 σ¯−2〈0|σ(0, 0)|q2, q3〉〈q3, q2|σ(0, 0)|0〉〈p|σ(0, 0)|q1〉〈q1|σ(0, 0)|k〉
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in the integrand in (123) leaves the integral unchanged.
One cannot proceed directly to the limit R → ∞ in equation (123) ex-
ploiting equality (125). The problem comes from the product of two kinematic
singularities in the form factors in the right-hand side of (126),420
〈p|σ(0, 0)|q1〉〈q1|σ(0, 0)|k〉 = (127)
−σ¯2 ω(p) + ω(q1)√
ω(p)ω(q1)
ω(q1) + ω(k)√
ω(q1)ω(k)
P 1
p− q1 P
1
q1 − k =
4π2σ¯2 δ(p− k)δ(p− q1) + [〈p|σ(0, 0)|q1〉〈q1|σ(0, 0)|k〉]reg ,
where
[〈p|σ(0, 0)|q1〉〈q1|σ(0, 0)|k〉]reg = −
σ¯2
2
ω(p) + ω(q1)√
ω(p)ω(q1)
ω(q1) + ω(k)√
ω(q1)ω(k)
· (128)
[
1
(p− q1 − i0)(k − q1 − i0) +
1
(p− q1 + i0)(k − q1 + i0)
]
.
Multiplication of the first term in the right-hand side of (127) representing the
direct propagation part by the right-hand side of equations (125) leads to the
familiar meaningful factor [δ(p− k)]2. This is not surprising, since the vacuum
energyEvac(m,h,R) ∼ R contributing to 〈p|HR|k〉 diverges in the limit R→∞.
One can easily see, that the direct propagation part of the form factors (127),
upon substitution into (126) and (123), gives rise to the term
2π δ(p− k) δ2,2E(m,h,R), (129)
where δ2,2E(m,h,R) was defined in (65). After subtraction of (129) from (123),
we obtain a generalized function that has a well defined limit at R → ∞.
According to (101), this limit must be identified with the three-kink contribution
to the second order correction to the kink dispersion law,
2πδ(p− k) δ2,3 ǫ(m,h, p) = lim
R→∞
[δ2,3 〈p|HR|k〉 − 2π δ(p− k) δ2,2E(m,h,R)].
(130)
After analytical continuation to all real p and proceeding to the limit p → ∞,
one obtains from (130) and (105), the corresponding correction to the squared
kink mass
δ2,3 [mq(m,h)]
2 = m2λ2 a2,3, (131)
where
a2,3 =
1
16π2
lim
p→∞
[2 I2(p)− I1(p)] (132)
is the three-kink contribution to the amplitude a2. The explicit form of the
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integrals Ij(p) reads as
Ij(p)
m2
=
∫ ∞
−∞
dq1 dq2 dq3
ω(q1)ω(q2)ω(q3)
δ(q1 + q2 + q3 − p)
ω(q1) + ω(q2) + ω(q3)− ω(p)Jj(q1, q2, q3), (133)
J1(q1, q2, q3) = [ω(q2)− ω(q3)]
2
(q2 + q3)2
[ω(p) + ω(q1)]
2 P
(
1
p− q1
)2
, (134)
J2(q1, q2, q3) = ω(q2)− ω(q1)
q2 + q1
ω(q2)− ω(q3)
q2 + q3
[ω(p) + ω(q1)] · (135)
[ω(p) + ω(q3)] P 1
p− q1 P
1
p− q3 ,
where
P
(
1
p− q
)2
=
1
2
[
1
(p− k − i0)2 +
1
(p− k + i0)2
]
. (136)
The constant (132) was first numerically estimated by Fonseca and Zamolod-
chikov [11], a2,3 ≈ 0.07. Its exact value
a2,3 =
1
16
+
1
12π2
= 0.0709434 . . . , (137)
which is remarkably close to the total amplitude a2 [see (122)], was announced
later without derivation in [14]. To fill this gap, we present the rather involved
derivation of (137) in Appendix C.430
Finally, let us turn to the third-order term in the form factor expansion
(94), and describe the main steps in proof of equality (103) for j = 3, relegating
details to Appendix D.
We start from the form factor expansion (97) and extract from it the direct
propagation part,
δ3〈p|HR|k〉 = δ3〈p|HR|k〉dpp + δ3〈p|HR|k〉reg. (138)
After integration over x1, x2, x3 over the cube (−R/2, R/2)3, we proceed in (138)
to the limit R→∞ understood in the sense of generalized function. It turns out
that only the direct propagation part of the matrix element (138) contributes
to this limit, giving rise to equality (103) at j = 3, while the large-R limit of its
regular part vanishes,
lim
R→∞
δ3〈p|HR|k〉dpp = −4πiδ′(p− k)δ3 ρ(m,h), (139a)
lim
R→∞
δ3〈p|HR|k〉reg = 0. (139b)
4. Form factors in the three-state PFT
The form factors of physically relevant operators in the three-state PFT were
found in 1988 by Kirillov and Smirnov in the preprint [28] of the Kiev Insti-
tute for Theoretical Physics. In this section we briefly recall their results with
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emphasis on the form factors of the disorder spin operator in the paramagnetic
phase. Exploiting the duality [35, 24, 1] of the PFT, one can simply relate them
to the form factors of the spin order operators in the ferromagnetic phase, which440
will by used in the next section.
The set of nine operators operatorsOij(x), i, j = 0, 1, 2 and their descendants
were considered in [28]. The operators Oij transform in the following way under
the action of the generator of the cyclic permutation Ω and charge conjugation
C,
Ω−1OijΩ = υiOij , C−1OijC = Oi¯ j¯ , (140)
where υ = exp(2πi/3), and j¯ = 3 − j mod 3, 0 ≤ j¯ ≤ 2. The operators Oij(x)
were identified in [28] as the main ones arising naturally in the three-state PFT.
In particular, the operators O0j with j = 1, 2 are proportional to the disorder
spin operators [35] µ and µ¯,
O01(x) =
µ(x)
〈µ〉 , O02(x) =
µ¯(x)
〈µ〉 , (141)
where 〈µ〉 = par〈0|µ(0)|0〉par = par〈0|µ¯(0)|0〉par, and |0〉par is the (non-degenerate)
paramagnetic vacuum. The operators O0j(x) transform as scalars under rota-
tions. The operatorsOj0, (j = 1, 2) are proportional to the order spin operators
σ and σ¯, respectively. The operators Ojj , (j = 1, 2) correspond to parafermions
ψj (regularized σµ and σ¯µ¯), while Ojj¯ (j = 1, 2) are parafermions ψ¯j (regular-
ized σµ¯ and σ¯µ). Finally, the descendants of the operator O00(x) correspond
to the components of the energy-momentum density tensor and to other local
conserved fields. The conformal limit of these fields is described in [55].
We shall use notations (20) for the 3-state PFT rapidity basis states as well
as the normalization convention (16) in order to harmonize the notations with
[28]. The form factors of the operator Oij(0) are defined as the matrix elements
of the form
fij(β1, . . . , βn)ε1,...,εn ≡ par〈0|Oij(0)|βn, . . . , β1〉εn,...,ε1 . (142)
Due to their Z3-transformation properties, the form factors (142) differ from450
zero only if
∑n
k=1 εk = i mod 3.
The following axioms [32, 28] are postulated for the form factors.
1. The symmetry property:
fij(β1, . . . , βl, βl+1, . . . , βn)ε1...,εl,εl+1,...,εn Sεl,εl+1(βl − βl+1) = (143)
fij(β1, . . . , βl+1, βl, . . . , βn)ε1...,εl+1,εl,...,εn .
2. The analytical continuation axiom:
fij(β1, . . . , βn + 2πi)ε1...,εn = (144)
υ−jεnfij(βn, β1 . . . , βn−1)εn,ε1,...,εn−1 .
28
3. The function fij(β1, . . . , βn)ε1...,εn analytically depends on the complex
variables βn and has only simple poles in the strip 0 ≤ Imβn ≤ π located
at the points βn = βk +
2πi
3 , and βn = βk + πi. The residues at these
points are:
(2π)1/2 3−1/4Resβn=βk+2πi/3 fij(β1, . . . , βn)ε1...,εn = (145)
δεn,εk fij(β1, . . . , βk +
πi
3
, . . . , βn−1)ε1...,−εk,...,εn−1 ·
n−1∏
l>k
Sεn,εl
(
βk − βl + 2πi
3
)
,
2πiResβn=βk+πi fij(β1, . . . , βn)ε1...,εn = (146)
δεn,−εk fij(β1, . . . , βˆk, . . . , βn−1)ε1...,,εˆk,...,εn−1 ·{∏
l>k
Sεl,εk(βl − βk)− υεkj
∏
l<k
Sεkεl(βk − βl)
}
.
The calculation of the form factors fij(β1, . . . , βn)ε1...,εn determined by the
above axioms was performed by Kirillov and Smirnov in [28]. Here we describe
their results for the case i = 0, and j = 1, 2. It follows from (145), that the form
factor f0j(β1, . . . , βn)ε1,...,εn can be expressed in terms of f0j(β1, . . . , β3n)1,...,1.
The latter form factor will be denoted as f0j(β1, . . . , β3n). Its explicit represen-
tation reads as
f0j(β1, . . . , β3n) = c
−3ng0j(β1, . . . , β3n) exp
(
− j
3
3n∑
q=1
βq
) ∏
1≤l<k≤3n
ζ11(βl − βk).
(147)
Here
c = −i
√
2π 3−1/12 exp
[
ψ(1)(1/3)− ψ(1)(2/3)
12
√
3π
]
= −i · 2.5474074563745797...,
(148)
where ψ(1)(z) = d
2
dz2 ln Γ(z) is the polygamma function. The function ζ11(β) is
defined by the integral representation
ζ11(β) = i 2
−2/3 sinh(β/2)
sinh[ 12 (β − 2πi3 )] sinh[ 12 (β + 2πi3 )]
· (149)
exp
{
2
∫ ∞
0
dk
sin2[ 12 (β + iπ)k] +
2
3 sinh
2(πk/3)
k sinh2(πk)
sinh
πk
3
}
,
which converges in the strip −8π/3 < Imβ < 2π/3. This function can be ana-
lytically continuation into the whole complex β-plane, where it is meromorphic
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and satisfies the equalities,
ζ11(β)S11(β) = ζ11(−β), ζ11(β − 2πi) = ζ11(−β), (150)
ζ11
(
β − 2πi
3
)
ζ11(β) ζ11
(
β +
2πi
3
)
=
1
4 sinh
(
β
2 − πi3
)
sinh
(
β
2 +
πi
3
) . (151)
The function ζ11(β) has a simple pole at β = −2πi/3 with the residue
Resβ=−2πi/3 ζ11(β) = 3
1/6i exp
[
ψ(1)(1/3)− ψ(1)(2/3)
12
√
3π
]
= −3
1/4c√
2π
. (152)
Note that in equations (149) and (151) we have corrected some misprints which
were present in [28].
The functions g0j(β1, . . . , β3n) have the following representation,
g0j(β1, . . . , β3n) = P0j,n
(
eβ1 , . . . , eβ3n
)
exp
[
−(n− 1)
3n∑
q=1
βq
]
, (153)
where P0j,n(x1, . . . , x3n) is the uniform symmetric polynomial of the degree
deg(P0j,n) = 3n
2 − n j¯. The polynomial P0j,n(x1, . . . , x3n) can be represented
as the determinant of the matrix M0j,n of the order (2n− 1)× (2n− 1), which
has the matrix elements
(M0j,n)pq = σ3p−q−[(q−1+j¯)/2](x1, . . . , x3n), (154)
where [a] denotes the integer part of a, and σk is the elementary symmetric
polynomial of the variables x1, . . . , x3n of the degree k, and σk = 0 for k < 0,460
and for k > 3n.
The first polynomials P0j,n(x1, . . . , x3n) have the form,
P01,1(x1, x2, x3) = σ1 ≡ x1 + x2 + x3, (155a)
P02,1(x1, x2, x3) = σ2 ≡ x1x2 + x1x3 + x2x3, (155b)
P01,2(x1, . . . , x6) = σ1σ3σ4 − σ24 − σ21σ6, (155c)
P02,2(x1, . . . , x6) = σ2σ3σ5 − σ25 − σ22σ6. (155d)
Accordingly, the form factors (147) with n = 0, 1 read as,
f01(∅) = 1, (156a)
f01(β1, β2, β3) = c
−3[e(−β1−β2+2β3)/3 + e(−β1−β3+2β2)/3 + (156b)
e(−β2−β3+2β1)/3
] ∏
1≤l<k≤3
ζ11(βl − βk),
f02(β1, β2, β3) = c
−3[e(β1+β2−2β3)/3 + e(β1+β3−2β2)/3 + (156c)
e(β2+β3−2β1)/3
] ∏
1≤l<k≤3
ζ11(βl − βk).
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The matrix elements of general form can be constructed from the form factor
by means of the crossing relations [32, 28]. In particular,
−1〈β|µ(0)|β2, β1〉11 = par〈0|µ(0)|β2, β1, β − iπ〉111 = (157)
〈µ〉f01(β − iπ, β1, β2),
−1〈β|µ¯(0)|β2, β1〉11 = par〈0|µ¯(0)|β2, β1, β − iπ〉111 = (158)
〈µ〉f02(β − iπ, β1, β2).
The above matrix elements of the disorder operators relate to the paramag-
netic phase. Let us connect them with the matrix elements of the order spin
operators in the ferromagnetic phase. This can be easily done by means of the
duality relations
µ(x)D = Dσ(x), (159a)
µ¯(x)D = Dσ¯(x), (159b)
which connect the order and disorder spin operators. It is implied in (159) that
the order spin operators σ(x), σ¯(x) act in the subspace L0 of the ferromagnetic
space Lfer , while the disorder spin operators µ(x), µ¯(x) act in the subspace
Lsym of the paramagnetic space Lpar. All these vector spaces were described in
Section 2. Since |β2, β1, β − iπ〉111 ∈ Lsym, we can represent this vector as
|β2, β1, β − iπ〉111 = D |K02(β2)K21(β1)K10(β − iπ)〉.
After substitution of this equality into (157) and straightforward manipulations
exploiting (159a) and unitarity of the mapping D, one obtains
par〈0|µ(0)||β2, β1, β − iπ〉111 = 0〈0|σ(0)|K02(β2)K21(β1)K10(β − iπ)〉.
Application of the crossing relation2 to the right-hand side yields
0〈0|σ(0)|K02(β2)K21(β1)K10(β − iπ)〉 = 〈K10(β)|σ(0)|K02(β2)K21(β1)〉.
The right-hand side can be further transformed to the form
〈K10(β)|σ(0)|K02(β2)K21(β1)〉 = υ 〈K02(β)|σ(0)|K21(β2)K10(β1)〉,
exploiting the transformation rule σ(0) = υ Ω˜σ(0) Ω˜−1, and (24). Thus, we
obtain finally from the above analysis,
−1〈β|µ(0)|β2, β1〉11
∣∣
par
= υ 〈K02(β)|σ(0)|K21(β2)K10(β1)〉
∣∣
fer
. (160)
Similarly, one can connect the matrix elements of the operators µ¯(0) and σ¯(0),
−1〈β|µ¯(0)|β2, β1〉11
∣∣
par
= υ−1 〈K02(β)|σ¯(0)|K21(β2)K10(β1)〉
∣∣
fer
. (161)
2The crossing relations in the ferromagnetic PFT was discussed by Delfino and Cardy in
the Appendix A of reference [56].
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Combining (160), (161) with (157), (156) we find the three-kink matrix element470
of the order operator σ3(0) = (σ(0)+ σ¯(0))/3 in the ferromagnetic phase, which
will be used in the next Section,
〈K02(β)|σ3(0)|K21(β2)K10(β1)〉
∣∣
fer
= (162)
〈µ〉
3c3
ζ11(β − β1 − iπ) ζ11(β − β2 − iπ) ζ11(β1 − β2)
×
{(
eβ1 + eβ2 − eβ) exp [−β1 + β2 + β3 + πi
3
]
+
(
e−β1 + e−β2 − e−β) exp[β1 + β2 + β3 + πi
3
]}
.
Note that the function ζ11(β) defined by equation (149) admits the following
explicit representation in terms of the dilogarithm function Li2(z) =
∑∞
n=1
zn
n2 ,
ζ11(β − iπ) = −e−β/3
(
1 + e−β
) (
1− e−β + e−2β)−5/6 (163)
×
(
eβ − eiπ/3
eβ − e−iπ/3
) iβ
2pi
exp
{
i
2π
[
Li2
(
e−β−
ipi
3
)
− Li2
(
e−β+
ipi
3
)]}
.
The function in the right-hand side is even and real at real β. At Re β → +∞
it behaves as
ζ11(β − iπ) = −e−β/3
[
1 +
11π + 3
√
3(1 + β)
6π
e−β + (164)
55π2 + 27(1 + β)2 + 3
√
3π(25 + 28β)
72π2
e−2β +O
(
β3e−3β
) ]
.
To conclude this section, let us present a useful formula for the dilogarithm
function Li2(e
iπp/q), with p < q for p, q ∈ N:
Li2(e
iπp/q) =
q∑
j=1
eiπjp/qs(p, q, j), (165)
where
s(p, q, j) ≡
∞∑
l=0
eiπlp
(ql + j)2
=
{
ψ(1)(j/q)
q2 , for even p,
ψ(1)[j/(2q)]−ψ(1)[(j+q)/(2q)]
4q2 , for odd p.
(166)
In particular,
Li2(e
2iπ/3) = −π
2
18
+ i
ψ(1)(1/3)− ψ(1)(2/3)
6
√
3
. (167)
This equality has been used to derive from (163) the expression (152) for the
residue of the function ζ11(β) at β = −2πi/3.
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5. Second-order quark mass correction in the ferromagnetic three-
state PFT480
In this section we estimate the second-order radiative correction to the kink
mass in the ferromagnetic 3-state PFT in the presence of a weak magnetic
field h > 0 coupled to the spin component σ3. Since very similar calculations
for the case of the IFT were described in great details in Subsection 3.2 and
Appendix C, we can be brief.
In the presence of the magnetic field, the Hamiltonian of the PFT associated
with the action (8) with q = 3 takes the form
H = H0 − h
∫ ∞
−∞
dx σ3(x), (168)
where the Hamiltonian H0 corresponds to the integrable ferromagnetic 3-state
PFT at zero magnetic field. The kinksKµν(p) with the dispersion law ω(p,m) =√
p2 +m2 are elementary excitations of the model at h = 0. For h > 0, they
form mesonic and baryonic bound states at h > 0 in the confinement regime.
Nevertheless, one can determine the kink dispersion law ǫ(p,m, h) perturbatively490
in h, as described in Subsection 3.2. For the leading second order radiative
correction δ2 ǫ(p,m, h) ∼ h2 to the dispersion law of the kink K20(p), one can
write down the form factor expansion
δ2 ǫ(p,m, h) =
∞∑
n=2
δ2,n ǫ(p,m, h), (169)
δ2,n ǫ(p,m, h) = − 1
n!
(2π)2h2
ω(p)
2∑
µ1,...,µn−1=0
∫ ∞
−∞
n∏
l=1
dβl
δ(p1 + . . .+ pn − p)
ω1 + · · ·+ ωn − ω
×|〈K02(β)|σ3(0)|K2,µn−1(βn)Kµn−1,µn−2(βn−1) . . .Kµ1,0(β1)〉|2reg, (170)
which is analogous to (96). Here pj = m sinhβj , ωj = m coshβj , p = m sinhβ,
ω = m coshβ. Of course, the same result holds for the kinks K10(p), K02(p)
and K01(p). The matrix elements in the right-hand side of (170) may contain
kinematic singularities at βj = β, which must be regularized as done for the
IFT in Subsection 3.2. The second-order radiative correction to the squared
kink mass can be gained from δ2 ǫ(p,m, h) by taking the ultra-relativistic limit.
Using (105) gives
δ2mq(m,h) = 2 lim
p→∞
[ω(p,m) δ2 ǫ(p,m, h)]. (171)
Let us truncate the form factor expansion (169) at its first term with n = 2,
δ2,2 ǫ(p,m, h) = −1
2
(2π)2h2
ω(p)
∫ ∞
−∞
dβ1dβ2
δ(p1 + p2 − p)
ω1 + ω2 − ω
×|〈K02(β)|σ3(0)|K21(β2)K10(β1)〉|2. (172)
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The matrix element in the right-hand side was calculated in the previous section,
see equation (162). Since it is regular at all real β, β1, β2, it does not require
regularization, in contrast to the subsequent terms in the expansion (169) with
n = 3, 4 . . ..
The correction to the kink mass corresponding to (172) reads as
δ2,2 [mq(m,h)]
2 = −(2πh)2 lim
β→∞
∫ ∞
−∞
dβ1dβ2
δ(p1 + p2 − p)
ω1 + ω2 − ω (173)
×|〈K02(β)|σ3(0)|K21(β2)K10(β1)〉|2.
Let us represent it in the form analogous to (106),
δ2,2 [mq(m,h)]
2 = λ2a2,2m
2, (174)
where λ = f0/m
2 is the familiar dimensionless parameter proportional to the
magnetic field h, and
f0 = h[0〈0|σ3(0)|0〉0 − 2〈0|σ3(0)|0〉2] = 3
2
h[0〈0|σ3(0)|0〉0] = h〈0|µ(0)|0〉par
(175)
is the ”bare” string tension in the weak confinement regime. For the dimension-500
less amplitude a2,2, we obtain from (173) and (162),
a2,2 = −16π
2
9|c|6 limβ→∞
∫ ∞
−∞
dβ1dβ2 δ(sinhβ1 + sinhβ2 − sinhβ) (176)
×(coshβ1 + coshβ2 − coshβ)
∣∣∣∣cosh
(
β1 + β2 + β + πi
3
)∣∣∣∣
2
×|ζ11(β − β1 − iπ)ζ11(β − β2 − iπ)ζ11(β1 − β2)|2.
After changing the integration variables to xj = sinh(βj)/ sinh(β), j = 1, 2, and
integrating over x2 exploiting the δ-function, one obtains
a2,2 = lim
β→∞
∫ ∞
−∞
dx1M(x1, sinhβ). (177)
The function M(x1, p) is even with respect to the reflection x1 → 1 − x1, and
has the following asymptotic behavior at large p→∞,
M(x1, p) =
{
M(x1,∞) +O(p−1), for 0 < x1 < 1,
O(p−2), for x1 < 0, and for x1 > 1,
(178)
where
M(x1,∞) = − 8π
2
9|c|6
1− x1 + x21
x
4/3
1 (1− x1)4/3
(179)
× |ζ11(− lnx1 − iπ) ζ11[− ln(1− x1)− iπ] ζ11[lnx1 − ln(1− x1)]|2 .
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Figure 1: Plot of the function M(x1, p) defined by (176), (177) for p = 100 (blue solid line),
and of its ultra-relativistic limit M(x1,∞) given by (179) (red circles).
Plots of M(x1, p) versus x1 at p = 100 and at p =∞ are shown in Figure 1.
Thus, we arrive at the result
a2,2 =
∫ 1
0
dx1M(x1,∞), (180)
with M(x1,∞) given by (179). We did not manage to evaluate the integral
in the right-hand side analytically, and instead computed it numerically using
(163) and (164). The resulting number
a2,2 = − 4
27
+ δ, with |δ| < 2× 10−16 (181)
is remarkably close to − 427 , which we assume to be the exact value of the
amplitude a2,2.
6. Conclusions
In this paper we have investigated the effect of the multi-quark (multi-
kink) fluctuation on the universal characteristics of the IFT and 3-state PFT
in the weak confinement regime, which is realized in these models in the low-
temperature phase in the presence of a weak magnetic field. For this purpose we510
refined the form factor perturbation technique which was adapted in [14] for the
confinement problem in the IFT. Due to proper regularization of the merging
kinematic singularities arising from the products of spin-operator matrix ele-
ments, the refined technique allowed us to perform systematic high-order form
factor perturbative calculations in the weak confinement regime. After verifying
the efficiency of the proposed method by recovering several well-known results
for the Ising model in the ferromagnetic phase in the scaling region, we have
applied it to obtain the following new results.
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• The explicit expression (90) for the contribution G˜3,2 caused by two-quark
fluctuations to the universal amplitude G˜3, which characterizes the third520
derivative of the free energy of the scaling ferromagnetic Ising model with
respect to the magnetic field h at h = 0.
• Proof of the announced earlier [14] exact result (137) for the amplitude
a2,3 describing the contribution of three-quark fluctuations to the second
order correction to the quark mass in the IFT in the weak confinement
regime.
• We showed that the third order ∼ h3 correction to the quark self-energy
and to the quark mass vanishes in the ferromagnetic IFT. This completes
also calculations of the low-energy and semiclassical expansions for the
meson masses Mn(h,m) in the weak confinement regime to third order in530
h. The final expansions for M2n(h,m) to third order in h are described
by the representations given in [14], since only the terms (which are now
shown to be zero) proportional to the third order quark mass corrections
were missing there.
In addition, a new representation (117)-(121) for the amplitude a2 charac-
terizing the second order radiative correction to the quark mass in the ferro-
magnetic IFT was obtained by performing the explicit integration over the polar
angle in the double-integral representation (B.25) for this amplitude obtained
in [54].
Finally, exploiting the explicit expressions for the form factors of the spin540
operators in the 3-state PFT at zero magnetic field obtained in [28], we have
estimated the second-order radiative correction to the quark mass in the ferro-
magnetic 3-state PFT, which is induced by application of a weak magnetic field
h > 0. To this end, we have truncated the infinite form factor expansion for
the second-order correction to the quark mass at its first term, which represents
fluctuations with two virtual quarks in the intermediate state. Our result for the
corresponding amplitude a2,2 defined in (174) is given in equations (179)-(181),
(163).
To conclude, let us mention two possible directions for further developments.
Though the Bethe-Salpeter for the q-state PFT was obtained in paper [14],550
it was not used there for the calculation of the meson mass spectrum. Instead,
the latter was determined in [14] to the leading order in h exploiting solely
the zero-field scattering matrix known from [26]. The integral kernel in the
Bethe-Salpeter for the q-state PFT equation contains matrix elements of the
spin operator σq(0) between the two-quark states, that are not known for gen-
eral q. In the case of q = 3, however, such matrix elements can be gained from
the form factors found by Kirillov and Smirnov [28]. This opens up the pos-
sibility to use the Bethe-Salpeter equation for the 3-state PFT for analytical
perturbative evaluation of the meson masses in subleading orders in small h.
On the other hand, one can also study the magnetic field dependence of the560
meson masses in the 3-state PFT at finite magnetic fields by numerical solution
of the Bethe-Salpeter equation. It was shown in [12] that the Bethe-Salpeter
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equation reproduces surprisingly well the mesons masses in the IFT not only in
the limit h→ 0, but also at finite, and even at large values of the magnetic field
h. It would be interesting to check, whether this situation also takes place in
the case of the 3-state PFT.
Recently, a dramatic effect of the kink confinement on the dynamics following
a quantum quench was reported in [57, 58] for the IFT and for its discrete
analogue - the Ising chain in both transverse and longitudinal magnetic fields.
It was shown, in particular, that the masses of light mesons can be extracted570
from the spectral analysis of the post-quench time evolution of the one-point
functions. It would be interesting to extend these results to the 3-state PFT, in
which both mesons and baryons are allowed.
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Appendix A. Calculation of the integral (88)
Let us rewrite the double integral (88) in the rapidity variables β = arcsinh (q/m),
β′ = arcsinh (q′/m),
C2 = −1
4
∫ ∞
−∞
dβ
sinhβ
cosh3 β
∫ ∞
−∞
dβ′
sinhβ′
cosh3 β′
· (A.1)[
coth2
(
β − β′ + i0
2
)
+ coth2
(
β − β′ − i0
2
)]
,
and consider the function
u(β) =
∫ ∞
−∞
dβ′
sinhβ′
cosh3 β′
coth2
(
β − β′
2
)
(A.2)
defined in the strip Γ = {β ∈ Γ| 0 < Imβ < 2π}. It is straightforward to check
its following properties.
1. The function u(β) is analytic in the strip Γ and vanishes there as |β| → ∞.
2. u(πi/2) = πi/4, u(3πi/2) = −πi/4, u(πi) = 0.
3. The function u(β) can be analytically continued to the whole complex
β-plane, where it is meromorphic and obeys the quasi-periodicity relation
u(β + 2πi) = u(β)− 2πi v(β), (A.3)
with
v(β) =
4 [2− cos(2β)]
cosh4 β
. (A.4)
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4. The poles of u(β) lie at πi2 + iπn , with n = −1,±2,±3, . . .
It is easy to prove that the above properties determine the function u(β) uniquely,
and to obtain its explicit form,590
u(β) =
1
4 cosh4 β
{16(β − πi)[cosh(2β)− 2]− (A.5)
23π sinhβ − 24 sinh(2β) + π sinh(3β)}.
On the other hand, the double integral in equation (A.1) defining the constant
C2 can be rewritten in terms of the functions u(β), v(β) as
C2 = −1
4
∫ ∞
−∞
dβ
sinhβ
cosh3 β
[2 u(β) + 2πi v(β)]. (A.6)
After substitution of (A.4) and (A.5) into the right-hand side of (A.6) and
straightforward integration, one obtains finally,
C2 =
4
3
+
π2
8
. (A.7)
Appendix B. Integration in the polar angle in (114)
The subject of this Appendix is twofold. First, we prove that the represen-
tation (114) for the second-order radiative correction to the quark mass in the
ferromagnetic IFT, which was derived in Section 3 in the frame of the modified
form factor perturbative technique, is equivalent to the double-integral repre-
sentation for the same quantity, which was obtained previously by Fonseca and
Zamolodchikov, see equations (5.6), (5.10) in [54]. Second, we perform ana-
lytical integration over the polar angle in the above-mentioned double-integral
representation, and express the amplitude a2 as a single integral in the radial
variable r.600
In order to simplify our further notations, we shall set throughout Appen-
dices B and C the units of mass, length and momentum so that
m = 1. (B.1)
The second order correction to the quark mass in the ordered phase is given by
equation (114), which determines the dimensionless amplitude a2 in expansion
(106),
a2 = − 1
2s¯2
lim
β→∞
∫ ∞
0
dy
∫ ∞
−∞
dx lim
β′→β
〈β′|σ(x, y)(1 − P1)σ(0, 0)|β〉 =
− π
2s¯2
lim
β→∞
∫ ∞
0
r dr
∫ π
0
dθ
π
[G(r, θ;β|β) − S1(r, θ;β|β)] . (B.2)
In the second line we have proceeded to the polar coordinates r, θ in the Eu-
clidean half-plane, and used notations of [54] for the matrix elements of the spin
38
operators,
G(r, θ;β|β) = lim
β′→β
〈β′|σ(x, y)σ(0, 0)|β〉, (B.3)
S1(r, θ;β|β) = lim
β′→β
∫ ∞
−∞
dη
2π
〈β′|σ(x, y)|η〉〈η|σ(0, 0)|β〉, (B.4)
where x = r cos θ, y = r sin θ.
Two further functions
S−1(r, θ;β|β) =
∫ ∞
−∞
dη
2π
〈0|σ(x, y)|η, β〉〈β, η|σ(0, 0)|0〉, (B.5)
S0(r, θ;β|β) = S+1(r, θ;β|β) + S−1(r, θ;β|β) (B.6)
will be used in the sequel. Functions S±1(r, θ;β|β), describe the contribu-
tions of two different one-particle reducible components in the matrix element
〈β|σ(x, y)σ(0, 0)|β〉, which were illustrated by two diagrams in Fig. 3 in [54].
Their explicit expressions read as
S1(r, θ;β|β) = 2rs¯2 cosh(β + iθ)+ (B.7a)
s¯2
∫ ∞
−∞
dη
2π
coth2
(
β + iθ − η
2
)
eir[sinh η−sinh(β+iθ)],
S−1(r, θ;β|β) = s¯2
∫ ∞
−∞
dη
2π
tanh2
(
β + iθ − η
2
)
eir[sinh η+sinh(β+iθ)]. (B.7b)
The above representations hold for real r, β, θ lying in the region r > 0, −∞ <
β <∞, and 0 < θ < π, and can be extended to complex values of these variables610
by analytical continuation. Note that the notation S(r, θ;β|β) was used in [54]
for the function S0(r, θ;β|β).
It follows from (B.6) and (B.7) that functions Sj(r, θ;β|β), with j = 0,±1,
depend in fact on r and the combination ϑ = θ−iβ, being entire functions of the
complex variable ϑ. These functions satisfy the following monodromy relations
Sj(r, π;β|β) = S−j(r, 0;β|β)− 2jrs¯2 sinhβ, for j = 0,±1. (B.8)
One can easily see from (B.7b), that the function S−1(r, θ;β|β) vanishes in the
limit β →∞ at fixed r > 0 and θ ∈ [0, π]. This allows one to replace the function
S1(r, θ;β|β) by S0(r, θ;β|β) in the integrand in the second line in (B.2),
a2 = − π
2s¯2
lim
β→∞
∫ ∞
0
r dr
∫ π
0
dθ
π
[G(r, θ;β|β) − S0(r, θ;β|β)] . (B.9)
The explicit expression for the function G(r, θ;β|β) in terms of the pair
correlation functions
G(r) = 〈0|σ(x, y)σ(0, 0)|0〉, G˜(r) = 〈0|µ(x, y)µ(0, 0)|0〉, (B.10)
and associated auxiliary functions Ψ±(r, ϑ)
G(r, θ;β|β) = iG(r) [Ψ+(r, ϑ) ∂ϑΨ+(r, ϑ)−Ψ−(r, ϑ) ∂ϑΨ−(r, ϑ)] +
G˜(r)Ψ+(r, ϑ)Ψ−(r, ϑ), with ϑ = θ − iβ (B.11)
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were given in [54].
The IFT correlation functions G(r), G˜(r) were found by Wu, McCoy, Tracy,
and Barouch in the classical paper [51]. Properties of these and related functions
Ψ±(r, ϑ) are described in much detail in [54]. Following this paper, we shall620
reproduce some of these properties for later use.
The correlation functions (B.10) admit the following representations
G(r) = exp[χ(r)] sinh[ϕ(r)], G˜(r) = exp[χ(r)] cosh[ϕ(r)] (B.12)
in terms of the solutions of the ordinary Painleve´ III differential equation,
ϕ′′(r) +
1
r
ϕ′(r) =
1
2
sinh[2ϕ(r)], (B.13)
χ′′(r) +
1
r
χ′(r) =
1
2
{1− cosh[2ϕ(r)]} . (B.14)
The required solution is specified by its asymptotic behavior at r → 0,
ϕ(r) = − ln r
2
− ln(−Ω) +O(r4Ω2), (B.15)
χ(r) =
1
2
ln(4r) + ln(−Ω) +O(r2), (B.16)
where
Ω = ln
(
eγ
8
r
)
, (B.17)
and γ is the Euler’s constant. The solution ϕ(r) decays at large r →∞ as
ϕ(r) =
1
π
K0(r) + O(e
−3r). (B.18)
The auxiliary functions Ψ±(r, ϑ) solve the system of partial differential equa-
tions
∂rΨ+ =
1
4
(
eϕ+iϑ − e−ϕ−iϑ)Ψ−, (B.19a)
∂ϑΨ+ = − i
2
rϕ′Ψ+ +
i
4
(
eϕ+iϑ + e−ϕ−iϑ
)
rΨ−, (B.19b)
and
∂rΨ− = −1
4
(
e−ϕ+iϑ − eϕ−iϑ)Ψ+, (B.20a)
∂ϑΨ− =
i
2
rϕ′Ψ− − i
4
(
e−ϕ+iϑ + eϕ−iϑ
)
rΨ+. (B.20b)
They are entire functions of the complex variable ϑ and satisfy the monodromy
properties
Ψ+(r, ϑ+ π) = iΨ+(r, ϑ), Ψ−(r, ϑ+ π) = −iΨ−(r, ϑ). (B.21)
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The following equality
Ψ+(r, ϑ) = Ψ−(r,−ϑ) (B.22)
holds when both r and ϑ are real. The overdetermined system of partial linear
differential equation (B.19), (B.20) represents the Lax equations corresponding
to the nonlinear Painleve´ III equation (B.13).
The functionG(r, θ;β|β) depends in fact on r and the combination ϑ = θ−iβ,
being the entire π-periodical function of the complex variable ϑ. The latter
property leads to the equality
G(r, 0;β|β) = G(r, π;β|β) (B.23)
for all real β and r.630
Analyticity in ϑ and the monodromy properties (B.8), (B.23) guaranty that
the integral ∫ π
0
dθ
π
[G(r, θ;β|β) − S0(r, θ;β|β)] (B.24)
in the right-hand side of (B.9) does not depend on β. This allows one to drop
the limβ→∞ sign in equation (B.9), yielding
a2 = − π
2s¯2
∫ ∞
0
r dr
∫ π
0
dθ
π
[G(r, θ;β|β) − S0(r, θ;β|β)] , (B.25)
with β-independent right-hand side. The integral representation (B.25) for the
amplitude a2 is equivalent to equations (5.6), (5.10) obtained for the amplitude
aq [see equation (116)] by Fonseca and Zamolodchikov in [54].
Now, let us proceed to the calculation of the integral (B.24). We start from
the first term
U(r) =
∫ π
0
dθ
π
G(r, θ;β|β). (B.26)
Since the right-hand side does not depend on β, we shall put β = 0 in it, and
replace ϑ by θ in equations (B.11)-(B.22).
Let us introduce three functions
f1(r, θ) = [Ψ+(r, θ)]
2 (B.27)
f2(r, θ) = [Ψ−(r, θ)]2,
f3(r, θ) = Ψ+(r, θ)Ψ−(r, θ),
which provide the ’spin-1’ Lax representation
−i ∂θfi(r, θ) =
3∑
j=1
fj(r, θ)Uji(r, θ), (B.28)
∂rfi(r, θ) =
3∑
j=1
fj(r, θ)Vji(r, θ)
41
for the Painleve´ III equation (B.13). The matrices Uji(r, θ) and Vji(r, θ) are640
defined as
U(r, θ) = (B.29)

−r ϕ′(r) 0 − r4
[
eϕ(r)
v + e
−ϕ(r)v
]
0 rϕ′(r) r4
[
eϕ(r)v + e
−ϕ(r)
v
]
r
2
[
eϕ(r)v + e
−ϕ(r)
v
]
− r2
[
eϕ(r)
v + e
−ϕ(r)v
]
0

 ,
V (r, θ) = (B.30)

0 0 14
[
eϕ(r)
v − e−ϕ(r)v
]
0 0 14
[
eϕ(r)v − e−ϕ(r)v
]
1
2
[
eϕ(r)v − e−ϕ(r)v
]
1
2
[
eϕ(r)
v − e−ϕ(r)v
]
0

 ,
where v = eiθ. The above ’spin-1’ Lax equations can be easily deduced from
the ’spin-1/2’ Lax equations (B.19), (B.20) for the functions Ψ±(r, θ).
Taking into account the symmetry properties (B.21), (B.22), the Fourier
expansions for the functions fj(r, θ) can be written in the form
f1(r, θ) =
∞∑
l=−∞
v2l+1al(r) (B.31)
f2(r, θ) =
∞∑
l=−∞
v−2l−1al(r),
f3(r, θ) = b0(r) +
∞∑
l=1
(
v2l + v−2l
)
bl(r).
Using equations (B.28), all Fourier coefficients al(r) and bl(r) can be expressed
recursively in terms of the coefficient b0(r) and its derivative b
′
0(r). The latter
function solves the second order linear differential equation (119) which also
follows from (B.28).650
Asymptotical behavior of the function b0(r) at small and large r can be
gained from the known asymptotical behavior of the functions Ψ±(r, θ) de-
scribed in [54]. The result for small r → 0 reads as
b0(r) =
1
Ω
+ r4g4 + r
8g8 + ..., (B.32)
where
g4 =
16Ω3 − 8Ω2 + 1
211Ω2
, (B.33)
g8 =
8192Ω6 − 12288Ω5 + 7296Ω4 − 1568Ω3 − 111Ω+ 64
228Ω3
.
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For the r →∞ asymptotics one finds,
b0(r) = 2 I0(r) +O(e
−r). (B.34)
Exploiting equations (B.28), the function G(r, θ; 0|0) determined by (B.11)
can be represented as a linear combination of functions fj(r, θ),
G(r, θ; 0|0) = G˜(r)f3(r, θ) +G(r)
[
f3(r, θ)rϕ
′(r)− (B.35)
r
4
(
v e−ϕ(r) + v−1eϕ(r)
)
f1(r, θ)− r
4
(
v eϕ(r) + v−1e−ϕ(r)
)
f2(r, θ)
]
.
After substitution of the Fourier expansions (B.31) in the right-hand side, the
integration over the polar angle in (B.26) becomes trivial. As the result, one
represents the integral U(r) as a linear combination of the Fourier coefficients
b0(r), a0(r), and a−1(r). Expressing the latter two coefficients in terms of b0(r)
and b′0(r), one arrives at the result given by equation (117).
In order co complete the evaluation of the integral (B.24), it remains to
calculate the second term,
W(r) =
∫ π
0
dθ
π
S0(r, θ;β|β). (B.36)
Since the right-hand side does not depend on β, we shall put β = 0 in it.
Let us define an auxiliary function of the complex variable β˜,660
f(β˜, r) =
∫ ∞
−∞
dη
2π
exp[ir (sinh η − sinh β˜)] coth η − β˜
2
, (B.37)
where 0 < Im β˜ < 2π, and the radius r > 0 is fixed. The function f(β˜, r),
analytically continued to the whole complex β˜-plane, satisfies there the quasi-
periodicity relation
f(β˜ + 2πi, r) = f(β˜, r)− 2i. (B.38)
For the derivative ∂β˜f(β˜, r), one can easily derive the following two representa-
tions from (B.37),
∂β˜f(β˜, r) =
r
π
[
iK0(r) sinh β˜ −K1(r)
]
exp(−ir sinh β˜), (B.39)
for all complex β˜, and
∂β˜f(β˜, r) = −ir f(β˜, r) cosh β˜ −
K0(r) exp(−ir sinh β˜)
2π
+ (B.40)
1
2
∫ ∞
−∞
dη
2π
exp[ir (sinh η − sinh β˜)] coth2 η − β˜
2
,
for 0 < Im β˜ < 2π.
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Comparison of (B.40) with (B.7) yields
S1(r, θ;β|β)
s¯2
=
{
2r[1 + if(β˜, r)] cosh β˜ + (B.41a)
K0(r)e
−ir sinh β˜
π
+ 2 ∂β˜f(β˜, r)
}∣∣∣
β˜=β+iθ
,
S−1(r, θ;β|β)
s¯2
=
{
− 2i r f(β˜ + iπ, r) cosh β˜ + (B.41b)
K0(r)e
ir sinh β˜
π
+ 2 ∂β˜f(β˜ + iπ, r)
}∣∣∣
β˜=β+iθ
.
Upon adding these two equalities and putting β = 0 in the result, one finds,
S0(r, θ; 0|0)
s¯2
=
{
2r[1 + if(iθ, r)− if(iθ + iπ, r)] cos θ + (B.42)
K0(r)
[
er sin θ + e−r sin θ
]
π
− 2i [∂θf(iθ, r) + ∂θf(iθ + iπ, r)]
}
.
Subsequent straightforward integration over θ and use of equalities (B.38) and
(B.39) yields finally,
W(r) =
∫ π
0
dθ
π
S0(r, θ; 0|0) =
s¯2
∫ 2π
0
dθ
π
{
2ir f(iθ, r) cos θ +
K0(r)e
r sin θ
π
− 2i ∂θf(iθ, r)
}
=
2s¯2
π
{(
1− 2r2) I0(r)K0(r) − 2rK1(r) [I0(r) + r I1(r)]
}
. (B.43)
Appendix C. Calculation of a2,3
In this Appendix we perform the exact calculation of the amplitude a2,3
given by equation (132), which characterize the three-kink contribution to the
second-order radiative correction to the kink mass in the ferromagnetic IFT.670
To this end, we evaluate the integrals I1(p) and I2(p) determined by equations
(133)-(136) in the limit p→∞, and show that
lim
p→∞
I1(p) = −4
3
, (C.1)
lim
p→∞
I2(p) = π
2
2
. (C.2)
The momentum variables will be normalized throughout this Appendix to the
”bare” kink mass according to the convention (B.1).
Proceeding to the calculation of the large-p asymptotics of the integral I1(p),
let us transform it to the variables xj = qj/p, j = 1, 2, 3, and expand the
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integrand in the right-hand side of (133) in small 1/p at fixed xj 6= 0. Since the
energy denominator in it
ω(q1) + ω(q2) + ω(q3)− ω(p) = p(|x1|+ |x2|+ |x3| − 1) +
1
2p
(
1
|x1| +
1
|x2| +
1
|x3| − 1
)
+O(p−3)
becomes small ∼ p−1 on the part of the hyperplane defined by
x1 + x2 + x3 = 1, with x1,2,3 > 0, (C.3)
let us assume for a while that the leading contribution to the integral in the limit
p → ∞ comes from the region (C.3) 3 . Under this assumption, one obtains680
from (133), (134) at large p,
I1(p) = 2
∫ ∞
0
dx1dx2dx3
δ(x1 + x2 + x3 − 1)
(x2 + x3)(1− x2)(1 − x3) · (C.4)(
x2 − x3
x2 + x3
)2
(1 + x1)
2 P
(
1
1− x1
)2
+O(p−1).
After trivial integration over x1 and proceeding to the symmetric variables u =
x2 + x3, v = x2x3, one obtains from (C.4),
I1(p) = 4
∫ 1
0
du
(2− u)2
u5
∫ u2/4
0
dv
(
u2 − 4v)1/2
1− u+ v +O(p
−1) =
4
∫ 1
0
du
(2− u)2
u5
[−2u+ (u− 2) ln(1− u)] +O(p−1). (C.5)
The last integral diverges near its lower bound u = 0. This divergence indicates
that the developed procedure cannot correctly describe the contribution of small
momenta |q2,3| ≪ p to the integral I1(p) defined by (133), (134) in the limit
p→∞. In order to regularize the integral ∫ 10 du in the right-hand side of (C.5),
we split it into two terms as
∫ 1
ǫ
du+
∫ ǫ
0
du, where ǫ is an arbitrary small positive
number. Thus, I1(p) becomes
I1(p) = I1,>(ǫ) + I1,<(ǫ) +O(p−1). (C.6)
For the first term, we get
I1,>(ǫ) = 4
∫ 1
ǫ
du
(2− u)2
u5
[−2u+ (u − 2) ln(1 − u)] = 8
3ǫ
− 4
3
+O(ǫ). (C.7)
We replace the second (diverging) integral I1,<(ǫ) in (C.6) by the p→∞ limit
of its converging finite-p counterpart,
lim
p→∞
I1(p) = I1,>(ǫ) + lim
p→∞
I1,<(p, ǫp), (C.8)
3 This assumption is not completely correct. As is shown below, the vicinity of the point
x1 = 1, x2 = 0, x3 = 0 also gives a considerable contribution to the integral I1(p) at p → ∞.
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where
I1,<(p, q) =
∫ ∞
−∞
dq1 dq2 dq3
ω(q1)ω(q2)ω(q3)
δ(q1 + q2 + q3 − p)
ω(q1) + ω(q2) + ω(q3)− ω(p) ·
J1(q1, q2, q3) η(q − q2 − q3). (C.9)
Here η(z) stands for the unit-step function,
η(z) =
{
1, for z > 1,
0, for z ≤ 0, (C.10)
and q = ǫp denotes the cut-off momentum.
After integration over q1 and proceeding to the limit p → ∞ at a fixed
positive q, one obtains,
I1,<(p, q) = 4p J<(q) +O(p−1), (C.11)
where
J<(q) =
∫∫ ∞
−∞
dq2 dq3
ω(q2)ω(q3)
1
ω(q2)− q2 + ω(q3)− q3 · (C.12)[
ω(q2)− ω(q3)
q2 + q3
]2
P
(
1
q2 + q3
)2
η(q − q2 − q3).
First, let us show that the integral (C.12) vanishes, if the unit-step function
in the integrand is dropped,
J ≡
∫∫ ∞
−∞
dq2 dq3
ω(q2)ω(q3)
1
ω(q2)− q2 + ω(q3)− q3 · (C.13)[
ω(q2)− ω(q3)
q2 + q3
]2
P
(
1
q2 + q3
)2
= 0.
Really, after a change of the integration variables to
x = q2 + ω(q2) + q3 + ω(q3), y = [q2 + ω(q2)][q3 + ω(q3)], (C.14)
we get
J = 8
∫ ∞
0
dy P y
2
(y − 1)2
∫ ∞
2
√
y
dx
√
x2 − 4y
x5
=
π
16
∫ ∞
0
dy
√
y P
(
1
y − 1
)2
= 0.
Due to (C.13), one concludes that
J<(q) = −J>(q), (C.15)
where
J>(q) =
∫∫ ∞
−∞
dq2 dq3
ω(q2)ω(q3)
1
ω(q2)− q2 + ω(q3)− q3 · (C.16)[
ω(q2)− ω(q3)
q2 + q3
]2
η(q2 + q3 − q)
(q2 + q3)2
,
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and it remains to calculate the large-q asymptotics of the integral (C.16). Trans-
forming in this integral to the variables (C.14), one obtains
J>(q) = 8
∫∫ ∞
0
dx dy
y2
(y − 1)2
√
x2 − 4y
x5
η(x2 − 4y)η[(y − 1)x− 2qy]. (C.17)
After one more change of the integration variable y = x2w, we get690
J>(q) = 8
∫ 1/4
0
dww2
√
1− 4wX(w, q), (C.18)
where
X(w, q) =
∫ ∞
x0(w,q)
dx
x2
(1− x2w)2 , (C.19)
and
x0(w, q) = q +
√
q2 + w−1.
Elementary integration in x yields
X(w, q) =
1 + 2q
√
w arccoth
(
q w1/2 +
√
1 + q2w
)
4qw2
.
Substitution of the large-q asymptotics of this function
X(w, q) =
1
2qw2
+O(q−3)
into (C.18) and subsequent integration over w leads finally to the asymptotics
J>(q) =
2
3q
+O(q−3) (C.20)
at q ≫ 1. Combining this result with (C.15) and (C.11), one obtains,
lim
p→∞
I1,<(p, ǫp) = − 8
3ǫ
+O(ǫ) (C.21)
at ǫ≪ 1. Adding (C.21) with (C.7), we arrive at the result (C.1).
Now let us proceed to the proof of equality (C.2). Starting from the equations
(133) and (135), which define the integral I2(p), we first perform the integration
over q2 by means of the δ-function, then change the integration variables to
xj = qj/p, with j=1,3, and formally proceed to the limit p → ∞. The result
reads as
lim
p→∞
I2(p) =
∫ 1
0
dx1
∫ 1−x1
0
dx3 Y (x1, x3), (C.22)
where
Y (x1, x3) = 2
(1 + x1)(1 + x3)(1 − 2x1 − x3)(1 − x1 − 2x3)
(1− x1)3(1− x3)3 .
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x1
x3
A
1
1 B
O
ǫ
ǫ 1− ǫ
1− ǫ
Γ(ǫ)
∆A(ǫ)
∆B(ǫ)
Figure C.2: Integration regions in integrals (C.23), (C.25).
The double integral in the right-hand side over the triangle AOB shown in
Figure C.2 logarithmically diverges near the edges A and B of the triangle. In
order to regularize this integral, we divide the triangle AOB into the polygon
Γ(ǫ), which is dashed in Figure C.2, and two small rectangular triangles ∆A,B(ǫ)
adjacent to the edges A and B. The legs of these small triangles have the length
ǫ. The integral over the polygon Γ(ǫ) approaches in the limit ǫ→ 0 a constant
value,
lim
ǫ→0
∫∫
Γ(ǫ)
dx1dx3 Y (x1, x3) =
π2
2
. (C.23)
The similar integrals over small triangles adjacent to the points A and B
are equal to one another, but formally diverge. To prove equation (C.2), it
remains to show that these integrals vanish after regularization. To this end,
let us consider the integral
I2,A(p, q) =
∫ ∞
−∞
dq1 dq2 dq3
ω(q1)ω(q2)ω(q3)
δ(q1 + q2 + q3 − p)
ω(q1) + ω(q2) + ω(q3)− ω(p) ·
J2(q1, q2, q3) η(q − q2 − q3), (C.24)
where J2(q1, q2, q3) is given by (135), and q = ǫp. Clearly, this well-defined
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integral represents the finite-p regularized counterpart of the diverging integral∫
∆A(ǫ)
dx1dx3 Y (x1, x3). (C.25)
After integration over q1, one finds from (C.24) at fixed q > 0 in the limit
p→∞,
lim
p→∞
I2,A(p, q) = 2
∫∫ ∞
−∞
dq2 dq3
ω(q2)ω(q3)
1
ω(q2)− q2 + ω(q3)− q3 ·
ω(q2)− ω(q3)
q2 + q3
η(q − q2 − q3)P
(
1
q2 + q3
)
= 0, (C.26)
since the integrand in the right-hand side is odd with respect of the permutation
q2 ↔ q3. This completes the proof of equations (C.2).
Appendix D. Proof of equations (139)700
The form factor expansion (97) contains the product of three matrix elements
of the spin operators
〈p|σ(0, 0)|q〉〈q|σ(0, 0)|q′〉〈q′|σ(0, 0)|k〉. (D.1)
Here |q〉 and |q′〉 stand for the intermediate fermionic states with odd numbers
of kinks, n(q), and n(q′), respectively. Note, that n(q)+n(q′) ≥ 4. By means of
the Wick expansion, the product (D.1) can be brought into the sum of products
of n(q) + n(q′) + 1 elementary form factors (35)-(37). Some terms in this Wick
expansion contain the products of three elementary form factors of the form
〈p|σ(0, 0)|qi〉〈qi|σ(0, 0)|q′j〉〈q′j |σ(0, 0)|k〉, (D.2)
where 1 ≤ i ≤ n(q), and 1 ≤ i ≤ n(q′). Extracting the direct propagation part
from such a product, one can represent it as
〈p|σ(0, 0)|qi〉〈qi|σ(0, 0)|q′j〉〈q′j |σ(0, 0)|k〉 = (D.3)
4π2〈p|σ(0, 0)|k〉 δ(qi − k) δ(q′j − k) +
〈p|σ(0, 0)|qi〉
[〈qi|σ(0, 0)|q′j〉〈q′j |σ(0, 0)|k〉]reg.
The regularized product of two elementary form factors standing in the last line
was defined in (128). One can also extract the direct propagation part from the
product (D.2) in a different way
〈p|σ(0, 0)|qi〉〈qi|σ(0, 0)|q′j〉〈q′j |σ(0, 0)|k〉 = (D.4)
4π2〈p|σ(0, 0)|k〉 δ(qi − p) δ(q′j − p) +[〈p|σ(0, 0)|qi〉〈qi|σ(0, 0)|q′j〉]reg 〈q′j |σ(0, 0)|k〉.
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Taking the arithmetic average of equations (D.3) and (D.4), we get the right-
hand side in the symmetrized form
〈p|σ(0, 0)|qi〉〈qi|σ(0, 0)|q′j〉〈q′j |σ(0, 0)|k〉 = (D.5)[〈p|σ(0, 0)|qi〉〈qi|σ(0, 0)|q′j〉〈q′j |σ(0, 0)|k〉]dpp +[〈p|σ(0, 0)|qi〉〈qi|σ(0, 0)|q′j〉〈q′j |σ(0, 0)|k〉]reg,
where [〈p|σ(0, 0)|qi〉〈qi|σ(0, 0)|q′j〉〈q′j |σ(0, 0)|k〉]dpp = (D.6)
2π2〈p|σ(0, 0)|k〉 [δ(qi − k) δ(q′j − k) + δ(qi − p) δ(q′j − p)],[〈p|σ(0, 0)|qi〉〈qi|σ(0, 0)|q′j〉〈q′j |σ(0, 0)|k〉]reg = (D.7)
1
2
[〈qi|σ(0, 0)|q′j〉〈q′j |σ(0, 0)|k〉]reg 〈p|σ(0, 0)|qi〉+
1
2
[〈p|σ(0, 0)|qi〉〈qi|σ(0, 0)|q′j〉]reg 〈q′j |σ(0, 0)|k〉
Collecting all terms in the Wick expansion, that contain the factors of the form
(D.2), and leaving in those only the symmetrized direct propagation parts (D.6),710
one obtains the direct propagation part δ3〈p|HR|k〉dpp of the matrix element
δ3〈p|HR|k〉. Denoting the rest of the latter by δ3〈p|HR|k〉reg, we arrive to
equation (138).
The matrix element δ3〈p|HR|k〉 defines in a standard way a distribution,
which acts on a ’good enough’ test function φ(p, k) ∈ DS having a compact
support S,
δ3HR[φ] =
∫∫
dp dk δ3〈p|HR|k〉φ(p, k). (D.8)
To avoid the resonance poles, the support of the test function will be taken
inside the square, S ⊂ (−p0, p0)2 with p0 = 23/2m. Due to the symmetry
relation (98), the test functions φ(p, k) can be chosen odd,
φ(p, k) = −φ(k, p) for φ ∈ DS , (D.9)
without loss of generality.
Similarly to (D.8), one can determine the action on φ ∈ DS of the distribu-
tion δ3HR,dpp associated with the direct propagation part of the matrix element
δ3〈p|HR|k〉,
δ3HR,dpp[φ] ≡
∫∫
dp dk δ3〈p|HR|k〉dpp φ(p, k) = (D.10)
2i
∫∫
dp dk φ(p, k)
∫
dQdQ′
4π2
D1(p− k,Q,Q′;R)Ydpp(p, k,Q,Q′;m,h),
with
D1(P,Q,Q
′;R) =
8 sin[(P −Q)R/2] sin[(Q −Q′)R/2] sin[Q′R/2]
(P −Q)(Q −Q′)Q′ P
1
P
.
(D.11)
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Here Q and Q′ denote the total momenta of the intermediate kink states in the
form factor expansion. The function Ydpp(p, k,Q,Q′;m,h) in the right-hand
side of (D.10), which is analytic in its momenta variables for {p, k} ∈ S and all720
Q,Q′, has the following symmetry properties
Ydpp(p, k,Q,Q′;m,h) = Ydpp(k, p,Q′, Q;m,h). (D.12)
Ydpp(p, k,Q,Q′;m,h) = Ydpp(p, k,−Q,−Q′;m,h),
and reduces at p = k, and Q = Q′ = 0 to the third correction to the vacuum
energy density (73),
Ydpp(k, k, 0, 0;m,h) = δ3ρ(m,h). (D.13)
It remains to proceed to the large-R limit in equation (D.10). To this end, let
us determine how the distribution (D.11) acts on the plane wave test function,
J(X;R) =
∫ ∞
−∞
dP dQdQ′D1(P,Q,Q′;R) · (D.14)
exp{i[PX1 +Q(X2 −X1) +Q′(X3 −X2)]},
where X = {X1, X2, X3}. After the change of integration variables
P = u1 + u2 + u3, Q = u2 + u3, Q
′ = u3,
the integral representation for the function J(X;R) takes a symmetric form,
and can be easily calculated
J(X;R) =
∫ ∞
−∞
du1 du2 du3 P 1
u1 + u2 + u3
3∏
j=1
2 eiujXj sin(ujR/2)
uj
=
i
2
∫ ∞
−∞
dλ signλ
3∏
j=1
∫ ∞
−∞
duj
2 eiuj(Xj−λ) sin(ujR/2)
uj
= (D.15)
4π3i η(R−Xmax +Xmin) ·
[max(Xmin,−R−Xmin) + min(Xmax, R−Xmax)],
where η(z) is the unit-step function (C.10). In the second line in (D.15), the
integral representation
P 1
u
=
i
2
∫ ∞
−∞
dλ e−iλu signλ
has been used. Proceeding to the limit R→∞ in (D.15), one obtains
J(X;∞) = 4π3i (Xmax +Xmin). (D.16)
This results indicates that the distribution (D.11) remains nonlocal in the limit
R→∞. It turns out, however, that the large-R limit of (D.11) determines the
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following local distribution
lim
R→∞
∫ ∞
−∞
dP dQdQ′D1(P,Q,Q′;R)Φ(P,Q,Q′) = (D.17)
4π2 (2 ∂P + ∂Q + ∂Q′)Φ(P,Q,Q
′)
∣∣∣
P=Q=Q′=0
,
when it is restricted to the space of test functions, that satisfy the symmetry
relation
Φ(P,Q,Q′) = −Φ(−P,−Q′,−Q). (D.18)
To prove equality (D.17), it is sufficient to check that it holds for the ’anti-
symmetrized plane-wave’ test function730
exp{i[PX1 +Q(X2 −X1) +Q′(X3 −X2)]} −
exp{i[−PX1 −Q′(X2 −X1)−Q(X3 −X2)]},
which obeys (D.18). This can be easily done by application of (D.16). Combin-
ing (D.17) with (D.9)-(D.13), we arrive at (139a).
The proof of equation (139b) is simpler. The regular part δ3〈p|HR|k〉reg of
the matrix element δ3〈p|HR|k〉 was defined according to equation (138) as
δ3〈p|HR|k〉reg = δ3〈p|HR|k〉 − δ3〈p|HR|k〉dpp. (D.19)
After integration over the variables x1, x2, x3, it takes the form
δ3〈p|HR|k〉reg =
∫
dQdQ′
4π2
D0(p, k,Q
′;R)Yreg(p, k,Q,Q′;m,h), (D.20)
where
D0(p, k,Q,Q
′;R) =
8 sin[(p−Q)R/2] sin[(Q−Q′)R/2] sin[(Q′ − k)R/2]
(p−Q)(Q−Q′)(Q′ − k) .
(D.21)
The function Yreg(p, k,Q,Q′;m,h) is regular near the hyperplane p = k, and
vanishes on it
Yreg(k, k,Q,Q′;m,h) = 0 (D.22)
due to the symmetry relation
Yreg(p, k,Q,Q′;m,h) = −Yreg(k, p,Q′, Q;m,h).
Exploiting the equality
lim
R→∞
D0(p, k,Q,Q
′;R) = 8π3 δ(p− k)δ(Q− k)δ(Q′ − k),
one can proceed to the limit R → ∞ in equation (D.19), which, by virtue of
(D.22), leads the result (139b).
52
References
[1] R. J. Baxter, Exactly solved models in statistical mechanics, Academic
Press, London, 1982.
[2] G. Mussardo, Statistical Field Theory: An Introduction to Exactly Solved
Models in Statistical Physics, Oxford University Press, Oxford, 2010.
[3] S. Sachdev, Quantum Phase Transitions, Cambridge University Press,740
Cambridge, 1999.
[4] A. A. Belavin, A. M. Polyakov, A. B. Zamolodchikov, Infinite conformal
symmetry in two-dimensional quantum field theory, Nucl. Phys. B 241 (5/6)
(1984) 333–380.
[5] B. M. McCoy, T. T. Wu, Two dimensional Ising field theory in a magnetic
field: Breakup of the cut in the two-point function, Phys. Rev. D 18 (4)
(1978) 1259–1267.
[6] R. Coldea, D. A. Tennant, E. M. Wheeler, E. Wawrzynska, D. Prabhakaran,
M. Telling, K. Habicht, P. Smeibidl, K. Kiefer, Quantum criticality in an
Ising chain: Experimental evidence for emergent E8 symmetry, Science750
327 (5962) (2010) 177–180.
[7] C. M. Morris, R. Valde´s Aguilar, A. Ghosh, S. M. Koohpayeh, J. Krizan,
R. J. Cava, O. Tchernyshyov, T. M. McQueen, N. P. Armitage, Hierarchy
of bound states in the one-dimensional ferromagnetic Ising chain CoNb2O6
investigated by high-resolution time-domain terahertz spectroscopy, Phys.
Rev. Lett. 112 (2014) 137403. arXiv:1312.4514.
[8] B. Grenier, S. Petit, V. Simonet, E. Cane´vet, L.-P. Regnault, S. Raymond,
B. Canals, C. Berthier, P. Lejay, Longitudinal and transverse Zeeman lad-
ders in the Ising-like chain antiferromagnet BaCo2V2O8, Phys. Rev. Lett.
114 (2015) 017201. arXiv:1407.0213.760
[9] Z. Wang, M. Schmidt, A. K. Bera, A. T. M. N. Islam, B. Lake,
A. Loidl, J. Deisenhofer, Spinon confinement in the one-dimensional
Ising-like antiferromagnet SrCo2V2O8, Phys. Rev. B 91 (2015) 140404.
arXiv:1503.06351.
[10] A. K. Bera, B. Lake, F. H. L. Essler, L. Vanderstraeten, C. Hubig,
U. Schollwo¨ck, A. T. M. N. Islam, A. Schneidewind, D. L. Quintero-
Castro, Spinon confinement in a quasi-one-dimensional anisotropic Heisen-
berg magnet, Phys. Rev. B 96 (5) (2017) 054423. arXiv:1705.01259.
[11] P. Fonseca, A. B. Zamolodchikov, Ising field theory in a magnetic field:
Analytic properties of the free energy, J. Stat. Phys. 110 (3-6) (2003) 527–770
590. arXiv:0112167.
53
[12] P. Fonseca, A. B. Zamolodchikov, Ising spectroscopy I: Mesons at T < Tc
(2006). arXiv:0612304.
[13] S. B. Rutkevich, Large-n excitations in the ferromagnetic Ising field theory
in a weak magnetic field: Mass spectrum and decay widths, Phys. Rev.
Lett. 95 (25) (2005) 250601. arXiv:0509149.
[14] S. B. Rutkevich, Formfactor perturbation expansions and confinement in
the Ising field theory, J. Phys. A 42 (30) (2009) 304025. arXiv:0901.1571.
[15] M. Lencse´s, G. Taka´cs, Confinement in the q-state Potts model: an
RG-TCSA study, Journal of High Energy Physics 2015 (9) (2015) 1–24.780
arXiv:1506.06477.
[16] G. Delfino, G. Mussardo, P. Simonetti, Non-integrable quantum field the-
ories as perturbations of certain integrable models, Nucl. Phys. B 473 (3)
(1996) 469–508. arXiv:9603011.
[17] V. P. Yurov, Al. B. Zamolodchikov, Truncated conformal space approach
to scaling Lee-Yang model, Int. J. Mod. Phys. A 5 (16) (1990) 3221–3245.
[18] V. P. Yurov, Al. B. Zamolodchikov, Truncated-fermionic space approach to
the critical 2d Ising model with magnetic field, Int. J. Mod. Phys. A 6 (25)
(1991) 4557–4578.
[19] G. Delfino, G. Mussardo, Non-integrable aspects of the multi-790
frequency Sine-Gordon model, Nucl. Phys. B 516 (1998) 675–703.
arXiv:hep-th/9709028.
[20] G. Delfino, P. Grinza, Confinement in the q-state Potts field theory, Nucl.
Phys. B 791 (3) (2008) 265–283. arXiv:0706.1020.
[21] G. Mussardo, Kink confinement and supersymmetry, JHEP 08 (2007) 03.
arXiv:0706.2546.
[22] L. Lepori, G. Mussardo, G. Z. To´th, The particle spectrum of the tricritical
Ising model with spin reversal symmetric perturbations, J. Stat. Mech.
P09004. arXiv:0806.4715.
[23] G. Mussardo, G. Taka´cs, Effective potentials and kink spectra in non-800
integrable perturbed conformal feld theories, J. Phys. A 42 (30) (2009)
304022. arXiv:0901.3537.
[24] F. Y. Wu, The Potts model, Rev. Mod. Phys. 54 (1) (1982) 235–268.
[25] V. Dotsenko, Critical behaviour and associated conformal algebra of the
Z3 Potts model, Nuclear Physics B 235 (1) (1984) 54 – 74.
[26] L. Chim, A. B. Zamolodchikov, Integrable field theory of the q-state Potts
model with 0 < q < 4, Int. J. Mod. Phys. A 7 (21) (1992) 5317–5336.
54
[27] R. Ko¨berle, J. Swieca, Factorizable Z(N) models, Physics Letters B 86 (2)
(1979) 209 – 210.
[28] A. N. Kirillov, F. A. Smirnov, Local fields in scaling field theory associ-810
ated with 3-state Potts model, ITF Kiev preprint ITF-88-73R (in Russian)
(1988).
[29] L. Lepori, G. Z. To´th, G. Delfino, The particle spectrum of the three-state
Potts field theory: a numerical study, Journal of Statistical Mechanics:
Theory and Experiment 2009 (11) (2009) P11007. arXiv:0909.2192v2.
[30] S. B. Rutkevich, Two-kink bound states in the magnetically perturbed
Potts field theory at T < Tc, J. Phys. A 43 (23) (2010) 235004.
arXiv:0907.3671.
[31] S. B. Rutkevich, Baryon masses in the three-state Potts field theory in a
weak magnetic field, Journal of Statistical Mechanics: Theory and Exper-820
iment 2015 (1) (2015) P01010. arXiv:1408.1818.
[32] F. Smirnov, Form Factors in Completely Integrable Models of Quantum
Field Theory, Advanced series in mathematical physics, World Scientific,
1992.
[33] A´. Rapp, P. Schmitteckert, G. Taka´cs, G. Zara´nd, Asymptotic scattering
and duality in the one-dimensional three-state quantum Potts model on a
lattice, New Journal of Physics 15 (1) (2013) 013058. arXiv:1112.5164.
[34] A. B. Zamolodchikov, Al. B. Zamolodchikov, Factorized S-matrices in two
dimensions as the exact solutions of certain relativistic quantum field theory
models, Ann. Phys. 120 (1979) 253–291.830
[35] E. Fradkin, L. P. Kadanoff, Disorder variables and para-fermions in two-
dimensional statistical mechanics, Nuclear Physics B 170 (1) (1980) 1 –
15.
[36] B. Berg, M. Karowski, P. Weisz, Construction of Green’s functions from
an exact S-matrix, Phys. Rev. D 19 (1) (1979) 2477–2479.
[37] L. Onsager, Crystal statistics. I. A two-dimensional Ising model with an
order-disorder transition, Phys. Rev. 65 (3-4) (1944) 117–149.
[38] A. B. Zamolodchikov, Integrals of motion and S-matrix of the (scaled)
T = Tc Ising model with magnetic field, Int. J. Mod. Phys. A 4 (16) (1989)
4235–4248.840
[39] V. I. Arnold, Mathematical Methods of Classical Mechanics, Graduate
Texts in Mathematics, Springer New York, 1997.
[40] A. LeClair, G. Mussardo, Finite temperature correlation functions in inte-
grable QFT, Nuclear Physics B 552 (3) (1999) 624 – 642. arXiv:9902075.
55
[41] H. Saleur, A comment on finite temperature correlations in integrable QFT,
Nuclear Physics B 567 (3) (2000) 602 – 610.
[42] B. L. Altshuler, R. M. Konik, A. M. Tsvelik, Low temperature correlation
functions in integrable models: Derivation of the large distance and time
asymptotics from the form factor expansion, Nuclear Physics B 739 (3)
(2006) 311 – 327. arXiv:0508618.850
[43] F. H. L. Essler, R. M. Konik, Finite-temperature dynamical correlations in
massive integrable quantum field theories, Journal of Statistical Mechanics:
Theory and Experiment 2009 (09) (2009) P09018. arXiv:0907.0779.
[44] G. Taka´cs, Form factor perturbation theory from finite volume, Nuclear
Physics B 825 (3) (2010) 466 – 481. arXiv:0907.2109.
[45] B. Pozsgay, G. Taka´cs, Form factor expansion for thermal correlators, Jour-
nal of Statistical Mechanics: Theory and Experiment 2010 (11) (2010)
P11012. arXiv:1008.3810.
[46] L. Landau, E. Lifshitz, Quantum Mechanics: Non-Relativistic Theory,
Course of Theoretical Physics, Elsevier Science, 1981.860
[47] J. Langer, Theory of the condensation point, Annals of Physics 41 (1)
(1967) 108 – 157.
[48] S. B. Rutkevich, Decay of the metastable phase in d = 1 and d = 2 Ising
models, Phys. Rev. B 60 (21) (1999) 14525–14528. arXiv:9904059.
[49] V. V. Mangazeev, M. Y. Dudalev, V. V. Bazhanov, M. T. Batchelor, Scaling
and universality in the two-dimensional Ising model with a magnetic field,
Phys. Rev. E 81 (2010) 060103. arXiv:1002.4234.
[50] B. M. McCoy, T. T. Wu, Two-dimensional Ising model near Tc: Approxi-
mation for small magnetic field, Phys. Rev. B 18 (1978) 4886–4901.
[51] T. T. Wu, B. M. McCoy, C. A. Tracy, E. Barouch, Spin-spin correlation870
functions for the two-dimensional Ising model: Exact theory in the scaling
region, Phys. Rev. B 13 (1) (1976) 316–374.
[52] C. A. Tracy, B. M. McCoy, Neutron scattering and the correlation functions
of the Ising model near Tc, Phys. Rev. Lett. 31 (1973) 1500–1504.
[53] V. V. Mangazeev, M. T. Batchelor, V. V. Bazhanov, M. Y. Dudalev, Varia-
tional approach to the scaling function of the 2D Ising model in a magnetic
field, Journal of Physics A: Mathematical and Theoretical 42 (4) (2009)
042005. arXiv:0811.3271.
[54] P. Fonseca, A. B. Zamolodchikov, Ward identities and integrable differential
equations in the Ising field theory (2003). arXiv:hep-th/0309228.880
56
[55] A. B. Zamolodchikov, V. A. Fateev, Nonlocal (parafermion) currents
in two-dimensional conformal quantum field theory and self-dual critical
points in ZN -symmetric statistical systems, Zh. Eksp. Teor. Fiz. 89 (2)
(1985) 380–399.
[56] G. Delfino, J. Cardy, Universal amplitude ratios in the two-dimensional q-
state Potts model and percolation from quantum field theory, Nucl. Phys.
B 519 (3) (1998) 551–578. arXiv:hep-th/9712111.
[57] T. Rakovszky, M. Mestya´n, M. Collura, M. Kormos, G. Taka´cs, Hamil-
tonian truncation approach to quenches in the Ising field theory, Nuclear
Physics B 911 (2016) 805 – 845. arXiv:1607.01068.890
[58] M. Kormos, M. Collura, G. Taka´cs, P. Calabrese, Real-time
confinement following a quantum quench to a non-integrable
model, Nat. Phys. 13 (3) (2017) 246–249, Online version:
http://www.nature.com/nphys/journal/v13/n3/full/nphys3934.html,
Supplementary information:
http://www.nature.com/nphys/journal/v13/n3/extref/nphys3934-s1.pdf
. arXiv:1604.03571.
57
