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Abstract
A linear k-forest of a undirected graph G is a subgraph of G whose components are paths
with lengths at most k. The linear k-arboricity of G, denoted by lak(G), is the minimum number
of linear k-forests needed to partition the edge set E(G) of G. In case that the lengths of paths
are not restricted, we then have the linear arboricity of G, denoted by la(G). In this paper, we
4rst prove that a conjecture by Habib and Peroche holds when G is Kn or Kn;n and k is not less
than half the order. Secondly, I(G) =min{k|lak(G) = la(G)} is determined for G is Kn or Kn;n.
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1. Introduction
All graphs in this paper are simple, i.e., 4nite, undirected, loopless, and without
multiple edges. Path decomposition is a special case of graph decomposition in which
we can 4nd many interesting results and problems, for a good survey see [13]. A linear
k-forest of a graph G is a subgraph of G whose components are paths of lengths at
most k. The linear k-arboricity of G, denoted by lak(G), is the minimum number of
linear k-forests needed to partition the edge set E(G) of G.
The notion of linear k-arboricity was introduced by Habib and Peroche [19]. It
is a natural re4nement of the linear arboricity introduced by Harary [21], which
is the same as linear k-arboricity except that the paths have no length constraints
(or k = |V (G)| − 1). Denote by la(G) the linear arboricity of G. It is clear that
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la1(G)= ′(G), where ′(G) is the chromatic index of G. Habib and Peroche [19]
made the following conjecture on linear k-arboricity.
Conjecture 1 (Habib and Peroche [19]). For every k¿1, lak(G)6f(; k; n), with f
de4ned as follows:
f(; k; n)=


⌈
En
2kn=(k + 1)
⌉
if = n− 1;
⌈
En+ 1
2kn=(k + 1)
⌉
if  = n− 1;
where =(G) is the maximum degree of G and n= |V (G)|.
If k = |V (G)| − 1, then it is the Akiyama’s conjecture [2].
Conjecture 2 (Akiyana [2]). la(G)6((G) + 1)=2.
So far some eHorts have been made in determining exact values and bounds for
linear k-arboricity of a graph G, see the references.
In this paper, we mainly determine lak(Kn) for k¿n=2 − 1 and lak(Kn;n) for
k¿n − 1. Then in Section 4, we determine I(G)= min{k|lak(G)= la(G)}, 4rst
mentioned by Habib and Peroche [19], for both Kn and Kn;n.
2. Preliminary lemmas
Throughout this paper, let Pn be a path with n vertices and Mn be an edge independent
set (matching) of size n. By the de4nition of linear k-arboricity, the following lemmas
are easy to see.
Lemma 2.1. If H is a subgraph of G, then lak(H)6lak(G).
Lemma 2.2. la1(G)¿la2(G)¿ · · ·¿lan−1(G)= la(G), where n= |V (G)|.
Lemma 2.3. lak(G)¿max{(G)=2; |E(G)|=k|V (G)|=(k + 1)}.
We also need some special graph decompositions of complete graphs and complete
bipartite graphs. For convenience, we use tH to denote the edge-disjoint union of t
copies of H , and E(G)= tH denotes that E(G) can be decomposed into t copies of
H . Furthermore, the union “∪” stands for edge-disjoint union.
Lemma 2.4. E(K2n)= nP2n= n(Pn ∪Pn)∪Mn:
Proof. Let V (K2n)= {v1; v2; : : : ; v2n}. For 16i6n, put
Fi = v1+(i−1)v2+(i−1)v2n+(i−1)v3+(i−1) · · · vn+2+(i−1)vn+1+(i−1);
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where the indices of vj’s are taken modulo 2n. Then F1; F2; : : : ; Fn are disjoint hamil-
tonian paths of K2n. So, E(K2n)= nP2n.
Moreover, for 16i6n, let ei be the nth edge of Fi and M = {e1; e2; : : : ; en}. It is
not diMcult to see that Fi\ei =Pn ∪Pn and M = {v1vn+1; v2vn+2; : : : ; vnv2n}=Mn. So,
E(K2n)= n(Pn ∪Pn)∪Mn:
Lemma 2.5. E(K2n+1;2n+1)= nP4n+2 ∪ (nP4 ∪P2):
Proof. Let (X; Y ) be the bipartition of K2n+1;2n+1 with X = {x0; x1; : : : ; x2n} and
Y = {y0; y1; : : : ; y2n}. Observe that if v0v1v2 · · · v2nv0 is a hamiltonian cycle of K2n+1
then x0y1x2y3 · · · x2ny0x1y2x3 : : : y2nx0 is a hamiltonian cycle of K2n+1;2n+1. We will
use this idea to decompose E(K2n+1;2n+1). For 16i6n, let Ci = v0Fiv0, where Fi is
the hamiltonian path obtained in Lemma 2.4. Then C1; C2; : : : ; Cn are n disjoint hamil-
tonian cycles of K2n+1. Let Hi be the hamiltonian cycle of K2n+1;2n+1 obtained from
Ci by the above construction. Then it is clear that
E(K2n+1;2n+1)=
(
n⋃
i=1
Hi
)
∪{xjyj | 06j62n}:
Moreover, in Lemma 2.4, the nth edges of Fi’s form a matching M = {v1vn+1; v2vn+2;
: : : ; vnv2n}: From the construction of Hi, each Hi contains exactly one edge of M .
Hence,
E(K2n+1;2n+1) =
(
n⋃
i=1
Hi
)
∪{xjyj | 06j62n}
= nP4n+2 ∪{xiyn+i | 16i6n}∪ {xjyj | 06j62n}
= nP4n+2 ∪{yixiyn+i xn+i | 16i6n}∪ {x0y0}
= nP4n+2 ∪ (nP4 ∪P2):
Lemma 2.6. E(K2n+1;2n)= nP4n+1 ∪M2n:
Proof. In Lemma 2.5, we have obtained
E(K2n+1;2n+1)=
(
n⋃
i=1
Hi
)
∪{xjyj | 06j62n}:
Hence, by deleting one vertex, we have E(K2n+1;2n)= nP4n+1 ∪M2n.
Lemma 2.7. E(K2n;2n)= nP4n ∪Mn:
Proof. Let (X; Y ) be the bipartition of K2n;2n with X = {x1; x2; : : : ; x2n} and
Y = {y1; y2; : : : ; y2n}. Observe that if v1v2 · · · v2n is a hamiltonian path of K2n then
x1y2 x3y4 · · · x2n−1y2n x2ny2n−1 · · · x2y1x1 is a hamiltonian cycle of K2n;2n. Since K2n
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can be decomposed into n disjoint hamiltonian paths, K2n;2n can be decomposed
into n disjoint hamiltonian cycles C1; C2; : : : ; Cn by the construction above. Without
loss of generality, we may assume that xiyi ∈Ci for 16i6n. Hence E(K2n;2n)=
nP4n ∪{xiyi|16i6n}= nP4n ∪Mn.
Lemma 2.8. E(K2n;2n−1)= nP4n−1.
Proof. In Lemma 2.7, we have obtained that E(K2n;2n) can be decomposed into n
disjoint hamiltonian cycles. Hence the assertion follows by deleting one vertex.
3. The linear k-arboricities of Kn and Kn;n
Mainly, we focus on k¿n=2 − 1 for Kn and k¿n− 1 for Kn;n. Observe that if a
linear-k-forest contains exactly |V (G)| − i edges for i¿1, then the linear k-forest has
at most i components. By the pigeonhole principle,
k¿
⌈ |V (G)| − i
i
⌉
=
⌈ |V (G)|
i
⌉
− 1:
Conversely, if k6|V (G)|=(i−1)−2 then every linear k-forest has at most |V (G)|−i
edges for i¿2. Hence, we have the following results.
Theorem 3.1. Suppose n¿i¿2 and let n=i − 16k6n=(i − 1) − 2. Then
lak(Kn)¿n(n− 1)=2(n− i), and the equality holds in case that i=2.
Proof. By the argument above and Lemma 2.3,
lak(Kn)¿
⌈ |E(Kn)|
n− i
⌉
=
⌈
n(n− 1)
2(n− i)
⌉
:
Now, suppose n=2 − 16k6n− 2. By directed counting, lak(Kn)¿n=2+ 1. If n is
even then, by Lemma 2.4, we have lak(Kn)6n=2+ 1. If n is odd then, by Lemma 2.1
and conclusion above, we have lak(Kn)6lak(Kn+1)6(n + 1)=2 + 1. Therefore, the
assertion holds.
Similarly, we have the result for Kn;n.
Theorem 3.2. Suppose 2n¿i¿2 and let 2n=i − 16k62n=(i − 1) − 2. Then
lak(Kn;n)¿n2=2n− i; and the equality holds in case that i=2.
Proof. The 4rst assertion holds by the same argument as in the proof
of Theorem 3.1. Now, suppose that n − 16k62n − 2. By directed counting,
lak(Kn;n)¿n2=(2n− 2)= n=2+ 1.
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On the other hand, by the facts that lak(Kn;n)6lak(Kn)+1 (see [12]) and
la(Kn)= n=2 (see [2]), we have
lak(Kn;n)6lan−1(Kn;n)6lan−1(Kn) + 1= la(Kn) + 1= n=2+ 1:
Therefore, lak(Kn;n)= n=2+ 1:
Since it is well-known that la(Kn)= n=2 and la(Kn;n)= (n + 1)=2 (see [5]), by
the above two theorems, we have the following corollary.
Corollary 3.3. Conjecture 1 holds for Kn and Kn;n provided that k¿n=2 − 1 and
k¿n− 1 in respective cases.
4. I (Kn) and I (Kn;n)
Recall that
I(G)= min{k|lak(G)= la(G)}:
In this section, we determine the values of I(Kn) and I(Kn;n). By Theorems 3.1 and
3.2, it is easy to obtain the following two results.
Theorem 4.1. I(Kn)= n− 1:
Theorem 4.2. I(Kn;n)= 2n− 1, if n is odd.
For the case that n is even, let I(Kn;n)= k and each linear k-forest contains at most
2n− i edges. Then n=2+ 1¿n2=(2n− i)¿n2=(2n− i); or i64n=(n+2)63. Hence
k¿2n=3 − 1. If the assertion lak(Kn;n)= n=2 + 1 holds, where k = 2n=3 − 1; then
I(Kn;n)= 2n=3 − 1: Note that the authors [16,23] showed that the equality holds
for n=2 and 6 but la2(K4;4)= 4¿la3(K4;4)= la(K4;4)= 3. In what follows, we show
that I(Kn;n)= 2n=3 − 1 except for n=4. To do that, we will consider the cases
n=0; 2; 4 (mod 6), respectively. Some notation are also needed. Let G(; ) be an
induced bipartite subgraph of G with bipartition (; ), Ps(; ) be a path with s vertices
of G(; ) and Ms(; ) be a matching of size s of G(; ).
First, we consider n=6s; s¿1: By directed counting, 12s=3 − 1=4s − 1 and
6s=2 + 1=3s+ 1.
Lemma 4.3. la4s−1(K6s;6s)= 3s+ 1; s¿1.
Proof. Let (A ∪ B ∪ C; X ∪ Y ∪ Z) be the bipartition of G = K6s;6s, where
A= {a1; a2; : : : ; a2s}; B= {b1; b2; : : : ; b2s}; C = {c1; c2; : : : ; c2s}; X = {x1; x2; : : : ; x2s};
Y = {y1; y2; : : : ; y2s}, and Z = {z1; z2; : : : ; z2s}: Then K6s;6s=G1 ∪G2 ∪G3, where
G1 =G(A; X )∪G(B; Y )∪G(C; Z);
G2 =G(A; Y )∪G(B; Z)∪G(C; X )
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and
G3 =G(A; Z)∪G(B; X )∪G(C; Y ):
For each G(; ), by Lemma 2.7, E(G(; ))= sP4s ∪Ms(; ), where ∈{A; B; C} and
∈{X; Y; Z}. Without loss of generality (if necessary, we may relabel the vertices of
the vertex sets  and ), we may assume that
E1 =Ms(A; X )∪Ms(B; Y )∪Ms(C; Z)= {aixi; biyi; ci zi|16i6s};
E2 =Ms(A; Y )∪Ms(B; Z)∪Ms(C; X )= {as+iyi; bs+i zi; cs+i xi|16i6s}
and
E3 =Ms(A; Z)∪Ms(B; X )∪Ms(C; Y )= {ai zs+i ; bi xs+i ; ciys+i|16i6s}:
Hence
⋃
Ei = {as+iyibi xs+i ; bs+i zi ciys+i ; cs+i xi ai zs+i | 16i6s}=3sP4 and form a de-
sired linear forest. Note that each E(Gi)\Ei contains s linear (4s − 1)-forests for
i=1; 2; 3: Thus, by Theorem 3.2,
3s+ 1¿la4s−1(K6s;6s)¿
⌈
36s2
12s− 3
⌉
=3s+ 1:
Therefore la4s−1(K6s;6s)= 3s+ 1.
Secondly, we consider n=6s+ 2; s¿1. By directed counting, (12s+ 4)=3 − 1=
4s+ 1 and (6s+ 2)=2 + 1=3s+ 2. We will start from n=8 and 14.
Lemma 4.4. la5(K8;8)= 5.
Proof. We 4rst construct an array as follows to obtain the upper bound:
1 1 2 2 3 3 4 5
4 1 1 2 2 3 5 4
4 4 1 5 2 5 3 3
3 5 4 1 1 2 2 3
3 5 4 4 1 1 2 2
5 3 3 4 4 1 5 2
2 2 3 5 5 4 1 1
5 2 5 3 3 4 4 1
The entry l in row i and column j represents the edge ij belonging to the linear
forest of color l. Hence la5(K8;8)65. By Theorem 3.2, la5(K8;8)¿ 6416−3=5.
Therefore, la5(K8;8)= 5.
Lemma 4.5. la9(K14;14)= 8.
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Proof. Using the same argument in Lemma 4.4, we have la9(K14;14)68 by constructing
the following array:
1 1 2 2 3 3 4 4 5 5 6 6 7 7
7 1 1 2 2 3 3 4 4 5 5 6 6 8
7 7 1 1 2 2 3 8 4 4 5 8 6 6
6 7 7 1 1 2 2 3 3 8 4 5 5 8
6 6 7 7 1 8 2 8 3 3 4 4 5 5
5 6 6 7 8 1 1 2 2 3 3 4 4 5
5 8 6 6 7 7 1 1 2 2 3 3 4 4
4 5 5 6 6 7 7 1 1 2 2 3 8 4
8 4 5 5 8 6 7 7 1 1 2 2 3 3
3 4 4 5 5 6 6 7 7 1 8 2 8 3
3 3 4 4 5 5 6 6 8 7 1 1 2 2
2 3 8 4 4 5 8 6 6 7 7 1 1 2
2 2 3 3 4 8 5 5 8 6 7 7 1 1
8 2 8 3 3 4 4 5 5 6 6 7 7 1
By Theorem 3.2, la9(K14;14)¿ 19628−3=8. Therefore, la9(K14;14)= 8.
Lemma 4.6. la4s+1(K6s+2;6s+2)= 3s+ 2; s¿1.
Proof. For the cases that s=1 and 2, the assertion holds by the Lemmas 4.4 and 4.5.
Now, suppose s¿3. Let (A∪B∪C; X ∪Y ∪Z) be the bipartition of G=K6s+2;6s+2,
where A = {a0; a1; a2; : : : ; a2s}, B = {b0; b1; b2; : : : ; b2s}, C = {c1; c2; : : : ; c2s},
X = {x0; x1; x2; : : : ; x2s}, Y = {y0; y1; y2; : : : ; y2s}, and Z = {z1; z2; : : : ; z2s}. Then
K6s+2;6s+2=G1∪G2∪G3, where
G1 =G(A; X )∪G(B; Y )∪G(C; Z);
G2 =G(A; Y )∪G(B; Z)∪G(C; X )
and
G3 =G(A; Z)∪G(B; X )∪G(C; Y ):
By Lemmas 2.5–2.7, we have
E(G(; ))=


sP4s+2 ∪ (sP4(; )∪P2(; )) if ∈{A; B}; ∈{X; Y};
sP4s ∪Ms(; ) if =C; =Z;
sP4s+1 ∪M2s(; ) otherwise:
Without loss of generality, we may assume that
E1 = sP4(A; X )∪P2(A; X )∪ sP4(B; Y )∪P2(B; Y )∪Ms(C; Z)
= {a2i−1x2i−1a2ix2i ; b2i−1y2i−1b2iy2i ; c2i−1z2i−1|16i6s}∪ {a0x0; b0y0};
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Fig. 1.
E2 = sP4(A; Y )∪P2(A; Y )∪M2s(B; Z)∪M2s(C; X )
= {y2i−1a2i−1y2i a2i|16i6s}∪ {bi zi; ci xi|16i62s}
and
E3 =M2s(A; Z)∪ sP4(B; X )∪P2(B; X )∪M2s(C; Y )
= {x2i−1b2i−1x2ib2i | 16i6s}∪ {aizi; ciyi | 16i62s}:
Hence E1 ∪E2 ∪E3 = sH ∪{a0x0y0b0a0}, where H is as in Fig. 1. It is a routine
matter to check that
H = {c1y1b1x1a1z1; c2y2b2x2a2z2}∪ {c2x2b1z1c1x1a2y2a1y1b2z2}:
Thus, E1 ∪E2 ∪E3 can be decomposed into two desired linear forests. Since each
E(Gi)\Ei can be decomposed into s desired linear forests for i=1; 2; 3, by Theo-
rem 3.2, we have
3s+ 2¿la4s+1(K6s+2;6s+2)¿
⌈
(6s+ 2)2
12s+ 1
⌉
=3s+ 2:
Therefore la4s+1(K6s+2;6s+2)= 3s+ 2.
For the case n=6s + 4; s¿1, we have (12s + 8)=3 − 1=4s + 2 and
(6s+ 4)=2 + 1=3s+ 3.
Lemma 4.7. la4s+2(K6s+4;6s+4)= 3s+ 3; s¿1.
Proof. Let ({u}∪A∪B∪C; {v}∪X ∪Y ∪Z) be the bipartition of G=K6s+4;6s+4,
where A = {a0; a1; a2; : : : ; a2s}, B = {b0; b1; b2; : : : ; b2s}, C = {c0; c1; c2; : : : ; c2s},
X = {x0; x1; x2; : : : ; x2s}, Y = {y0; y1; y2; : : : ; y2s}, and Z = {z0; z1; z2; : : : ; z2s}. Then
K6s+4;6s+4 = {uv}∪G1 ∪G2 ∪G3, where
G1 =G({u}∪A; X )∪G(B; {v}∪Y )∪G(C; Z);
G2 =G(A; {v}∪Z)∪G(B; X )∪G({u}∪C; Y )
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and
G3 =G(A; Y )∪G({u}∪B; Z)∪G(C; {v}∪X ):
By Lemma 2.8, we have
E(G({u}∪ ; ))= (s+ 1)P4s+3
and
E(G(; {v}∪ ))= (s+ 1)P4s+3;
where ∈{A; B; C} and ∈{X; Y; Z}.
By Lemma 2.5, we have
E(G(; ))= sP4s+2 ∪ (sP4(; )∪P2(; ));
where ∈{A; B; C} and ∈{X; Y; Z}.
Hence, each E(Gi) can be decomposed into s+1 desired linear forests for i=1; 2; 3.
Now, we have that E(G−uv) can be decomposed into 3s+3 linear forests. To take
care the edge uv, we will choose two linear forests, say F1 and F2, obtained by the
above argument and then adjust {uv}∪F1 ∪F2 into two linear forests. Without loss of
generality, we may assume that
F1 = {ux0a0x1a1 · · · x2sa2s; vb0y0b1y1 · · · b2sy2s}
∪ ({c2iz2ic2i+1z2i+1|06i6s− 1}∪ {c2sz2s})
and
F2 = {uy0c0y1c1 · · ·y2sc2s; va0z0a1z1 · · · a2sz2s}
∪ ({b2i−1x2i−1b2ix2i|16i6s}∪ {b0x0})
are the two linear forests of the G1 and G2, respectively. It is a routine matter to check
that
F1 ∪F2 ∪{uv}
=({vux0a0x1a1 · · · a2s−1x2s; b0y0b1y1 · · · b2sy2s; c2s−2z2s−2c2s−1z2s−1a2sz2sc2s}
∪ {c2i z2i c2i+1z2i+1|06i6s− 2})
∪ ({uy0c0y1c1 · · ·y2sc2s; x0b0va0z0a1z1 · · · a2s−1z2s−1; b2s−1x2s−1b2sx2sa2s}
∪ {b2i−1x2i−1b2ix2i|16i6s}):
Thus, E(K6s+4;6s+4) can be decomposed into 3(s+1)− 2+ 2=3s+3 linear forests.
By Theorem 3.2, we have
3s+ 3¿la4s+2(K6s+4;6s+4)¿
⌈
(6s+ 4)2
12s+ 5
⌉
=3s+ 3:
Therefore, la4s+2(K6s+4;6s+4)= 3s+ 3.
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Combining Lemmas 4.3–4.7 and 2.2, the following results are easy to see.
Lemma 4.8. Suppose that n is even. If k¿2n=3 − 1, then
lak(Kn;n)=
⌈
n2
2n− 3
⌉
=
n
2
+ 1= la(Kn;n)
except n=4.
If k62n=3 − 2, by Theorem 3.2, then lak(Kn;n)¿n2=(2n− 4)= n=2 + 2 when n
is even. Thus, by Theorem 4.2 and Lemma 4.8, we have
Theorem 4.9. Suppose that n¿1. Then
I(Kn;n)=


2n− 1 if n is odd ;
3 if n=4;⌈
2n
3
⌉
− 1 otherwise:
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