Abstract. Given a 2-edge-connected, real weighted graph G with n vertices and m edges, the 2-edgeconnectivity augmentation problem is that of finding a minimum weight set of edges of G to be added to a spanning subgraph H of G to make it 2-edge-connected. While the general problem is NP-hard and 2-approximable, in this paper we prove that it becomes polynomial time solvable if H is a depth-first search tree of G. More precisely, we provide an efficient algorithm for solving this special case which runs in O(M · α(M, n)) time, where α is the classic inverse of Ackermann's function and M = m · α(m, n). This algorithm has two main consequences: first, it provides a faster 2-approximation algorithm for the general 2-edge-connectivity augmentation problem; second, it solves in O(m · α(m, n)) time the problem of restoring, by means of a minimum weight set of replacement edges, the 2-edge-connectivity of a 2-edge-connected communication network undergoing a link failure.
The paper is organized as follows: in Section 2 we give some basic definitions that are used throughout the paper; in Section 3 we show how to augment a depth-first search tree in unweighted graphs; in Section 4 we present the more general weighted case, while in Section 5 we present the technique to implement such an algorithm efficiently, and we give a detailed space and time complexity analysis; in Section 6 we apply these results to handle transient edge failures in 2-edge-connected networks, and finally, in Section 7, we present conclusions and list some open problems.
Basic Definitions. Let G = (V, E)
be an undirected graph, where V is the set of vertices and E ⊆ V × V is the set of edges. G is said to be weighted if there exists a real function w: E → R, otherwise G is unweighted. If parallel edges are allowed, then the graph is said to be a multigraph.
A graph H = (V (H ), E(H )) is called a subgraph of G if V (H ) ⊆ V and E(H ) ⊆ E. If V (H ) = V , then H is called a spanning subgraph of G. The weight of H is defined as w(H ) = e∈E(H ) w(e).
A simple path (or a path for short) in G is a subgraph H of G with V (H ) = {v 0 , . . . , v k | v i = v j for i = j} and E(H ) = {(v i , v i+1 ) | 0 ≤ i < k}, also denoted as P(v 0 , v k ) = v 0 ❀ v k . A cycle is a path whose endvertices v 0 and v k coincide.
A spanning path of G is called a Hamiltonian path of G. A graph G is connected if, for any u, v ∈ V , there exists a path P(u, v) in G.
A rooted tree is a connected acyclic graph with a privileged vertex distinguished from the others. Let T denote a spanning tree of G rooted at r ∈ V . Edges in T are called tree edges, while the remaining edges of G are called non-tree edges. A non-tree edge (u, v) covers all the tree edges along the (unique) path from u to v in T . Let P(r, x) denote the unique path in T between r and x ∈ V (T ). Any vertex y in P(r, x) is called an ancestor of x in T . Symmetrically, x is called a descendant of any vertex y in P(r, x). A depth-first search tree of G, DFS-tree for short, is a rooted spanning tree T of G such that, for any non-tree edge (u, v) , either u is an ancestor of v in T or v is an ancestor of u in T .
A graph G is said to be 2-edge-connected if the removal of any edge from G leaves it connected. Given a connected spanning subgraph H of a 2-edge-connected graph G, finding a 2-edge-connectivity augmentation of H in G means selecting a minimum weight set of edges in E\E(H ), denoted as AUG 2 (H, G), such that the spanning subgraph
3. Augmenting DFS-Trees in Unweighted Graphs. Let G = (V, E) be a 2-edgeconnected unweighted graph. First, we recall the notion of tree-carving (G) of G [11] . Let {V 1 , V 2 , . . . , V k } be a partition of the vertex set V of G; (G) is a tree with vertex set {ν 1 , ν 2 , . . . , ν k }, where vertex ν i is associated with vertex set V i , such that for every vertex v ∈ V i , all the neighbours of v in G belong either to V i itself or to V j , where ν j is adjacent to ν i in the tree (G).
We can prove the following: PROOF. Since T is a DFS-tree of G, the DFS-tree partition of the vertices of G induced by T yields a tree-carving of G and can be computed in O(m) time [11] . We briefly recall how this partition works. First, a set of non-tree edges is added to T in the following way: perform a depth-first visit of T , and, before withdrawing from a vertex v for the last time, check whether the edge joining v to its parent in T is still uncovered; if so, cover it by adding a non-tree edge which leads to the ancestor of v in T closest to r . After this first phase, all the edges of T which caused the insertion of a non-tree edge are removed, and the resulting connected components in T provides the DFS-tree partition. Let k > 1 be the number of vertices of the tree-carving (G) induced by this DFS-tree partition. The following holds:
PROOF. We know that a lower bound on the number of edges of any 2-edge-connected spanning subgraph H of G is 2(k − 1) [11] . More precisely, each edge (ν i , ν j ) in (G) implies that at least two edges between V i and V j are needed in H . Since T contains just one edge between V i and V j (otherwise we would have a cycle in T ), it follows that any 2-edge-connected spanning subgraph of G contains at least k − 1 edges which do not belong to T . The claim follows from this.
To complete the proof, we observe that when the k − 1 non-tree edges selected by the DFS-tree partition are added to T , its connectivity is augmented to 2. Moreover, O(m) time and space are trivially enough to perform all the operations.
Augmenting DFS-Trees in Weighted
Graphs. Let G = (V, E) be a 2-edgeconnected graph with a real weight function w on the edges and let T be a DFS-tree of G rooted at r ∈ V . Let v 0 , v 1 , . . . , v n−1 = r be a numbering of the vertices of G as obtained by any fixed postorder visit of T . In the following, for a given non-tree edge f = (u, v), the endvertex v will always be farther from r than u, and will be called the tail of f . Moreover, par(v) will denote the parent of v in T .
Let v i be an ancestor of v j in T , and let V (v i ❀ v j ) and E(v i ❀ v j ) denote the set of vertices and the set of edges on the (unique) path in T between v i and v j , respectively. Let C(e k ) denote the set of non-tree edges covering the tree edge e k . Let E(v i ) denote the (possibly empty) set of tree edges joining v i with its children in T . Finally, given a tree edge e k = (par(v k−1 ), v k−1 ) and a non-tree edge f = (u, v) ∈ C(e k ), we define
Let T k denote the subgraph of T induced by the edge set {e 1 , . . . , e k } (notice that T k is not necessarily a subtree of T ) and let S k denote the subtree of T rooted at v k−1 plus the edge e k . Figure 1 illustrates the notation.
Given a subgraph of T , a covering for it is a set of edges in E\E(T ) which covers all the edges of the subgraph. Now, since T is a DFS-tree, it is not difficult to see that any covering of T k can be written as a disjoint union of coverings. denotes a covering for the subtree S j , then a covering for T k has the following form:
where
In the next section we describe a dynamic programming approach to find an optimal covering of T . The algorithm is based on a recursive relation that allows us to find an optimal covering of T k in terms of coverings computed in previous steps.
Dynamic Programming Algorithm.
The algorithm consists of n − 1 iterations. At the kth iteration, the algorithm considers the tree edge e k and selects an edge of C(e k ) that, together with the edges selected at previous iterations, produces a covering of T k .
The selecting rule is defined recursively as follows:
) be a tree edge, and let f ∈ C(e k ); we define
Clearly, by plugging (4) into (3), we have
and therefore (4) can be rewritten as
coincides with the tail of f , then from (1), we have that (3) reduces to
ϕ(e j , ε(e j )). (7) We call this value the basic weight of f , and we indicate it by ϕ 0 ( f ).
The following set of selected edges defines a covering of S k :
otherwise. (8) From (6), it is not hard to see that w(X (e k )) = ϕ(e k , ε(e k )), and therefore X (e k ) is a minimum weight covering of S k . Thus, at the kth iteration, the algorithm provides the following solution SOL(k):
As observed in (2), SOL(k) is a covering of T k . However, to guarantee efficiency, SOL(k) is not computed explicitly at each iteration. Indeed, from (6), it follows that to select the edge ε(e k ) properly, it suffices to maintain ϕ(e j , ε(e j )), for every j < k. Thus, only after n − 1 iterations have been completed, the algorithm returns the set
In the following we shall prove that SOL(n − 1) is a minimum weight covering of T .
4.2.
Correctness of the Algorithm. The algorithm clearly returns a set of edges covering T . In order to prove that the algorithm is correct, it remains to show that the weight of the solution found by the algorithm equals w(AUG 2 (T, G)).
The proof is by induction on k. For k = 1, we have SOL(1) = X (e 1 ) = ε(e 1 ) and the thesis follows. Assume now that the thesis is true up
Clearly, OPT(k) has to contain a non-tree edge covering e k = (par
Since T is a DFS-tree, the insertion of f in OPT(k) can only affect the edges of OPT(k − 1) covering S k . By property (2),
where X * (e j ) is the set of edges of OPT(k) covering the subtree S j , j = 1, . . . , k.
Hence, from the fact that X (e k ) is a minimum weight covering of S k , we have that
, from which the thesis follows.
Implementing the Algorithm Efficiently.
In this section we describe an efficient implementation of our algorithm, and we finally give a detailed space and time complexity analysis.
Selecting the Edge.
To compute the selected edge ε(e k ) efficiently at each iteration k = 1, . . . , n − 1, we use an auxiliary graph called a transmuter [16] , representing the set of fundamental cycles of G with respect to T , i.e., the cycles of G containing only one non-tree edge. Basically, a transmuter D G (T ) built on G with respect to T is a directed acyclic graph containing one source vertex s(e k ) for each tree edge e k in T , one sink vertex t ( f ) for each non-tree edge f in G, plus a number of additional vertices of indegree 2. The basic property of a transmuter is that there is a directed path from a given source vertex s(e k ) to a given sink vertex t ( f ) if and only if edges e k and f form a fundamental cycle in G.
We describe in detail how the transmuter can be used to compute the selected edges. With each vertex in the transmuter, we associate a label, consisting of a couple f, ϕ(e k , f ) , where f denotes a non-tree edge, while ϕ(e k , f ) is the key of the label and is obtained from (5); furthermore, a vertex can be marked as unreached, active or reached. At the beginning, all the vertices in the transmuter are marked unreached, while their labels are undefined.
At the first iteration, when the algorithm considers the edge e 1 , the following operations are performed over D G (T ):
1. Visit all the vertices of D G (T ) which are reachable from s(e 1 ), and mark them active. (7) by using the labels associated with the edges in E(v k−1 ) (which have already been processed), and mark it reached. 3. If an active (either sink or internal) vertex has a defined label (namely, it was labelled f, ϕ(e h , f ) and marked reached at a previous iteration h < k), then update its label to f, ϕ(e k , f ) (where ϕ(e k , f ) is defined by (5) and is computed by using the efficient technique specified in the next section), and mark it reached. 4. Process the active vertices of D G (T ) in reverse topological order, as explained previously. At the end of this step, vertex s(e k ) will receive a label ε(e k ), ϕ(e k , ε(e k )) , where ε(e k ) coincides with an edge in C(e k ) satisfying (4), as we will prove shortly.
Label each active sink vertex
In the following we prove that by processing the transmuter as described, at the end of the (n − 1)th iteration, for each tree edge e j , the corresponding selected edge ε(e j ) can be retrieved by the label associated with the source vertex s(e j ) of D G (T ). More precisely, the following holds:
LEMMA 3. At the end of the kth iteration, the label associated with the source vertex s(e j ), j ≤ k, contains a selected edge for e j .
PROOF. The proof is by induction on k. For k = 1, the thesis follows trivially. Assume the thesis is true up to k − 1 < n − 1, and let f, ϕ(e k , f ) be the label associated with s(e k ) at the end of the kth iteration. Then it suffices to prove that f is a selected edge for e k ; indeed, since the source vertices have zero indegree, their labels, once assigned, cannot be modified.
For the sake of contradiction, we assume that there exists a non-tree edge f ∈ C(e k ) such that f = f and ϕ(e k , f ) < ϕ(e k , f ). First, observe that the edges in C(e k ) can be partitioned into two sets: C new (e k ), containing all the non-tree edges whose tail coincides with v k−1 , and C old (e k ) = C(e k )\C new (e k ). Clearly, f cannot belong to C new (e k ), since in such a case it would be associated with a sink vertex t ( f ) marked active at iteration k; therefore, its label would receive the key ϕ(e k , f ) = ϕ 0 ( f ) < ϕ(e k , f ), and would eventually reach s(e k ), contradicting the assumptions. Hence, it must be f ∈ C old (e k ).
In this case, f must cover an edge in E(v k−1 ), say e h = (v k−1 , v h−1 ). This means paths s(e h ) ❀ t ( f ) and s(e k ) ❀ t ( f ) in D G (T )
share one or more vertices. Among these vertices, let v be the one closest to s(e k ) along s(e k ) ❀ t ( f ). Two cases are possible:
ϕ(e k , f ), and therefore it will eventually reach s(e k ), contradicting the assumptions. 2. v is an internal vertex: in this case, from the inductive step and from the fact that the indegree of the internal vertices of D G (T ) is 2, we have that before the label updating at iteration k, v was labelled with an edge f ∈ C(e h ) ∩ C(e k ) such that ϕ(e h , f ) ≤ ϕ(e h , f ). Hence, from (5) and from the fact that
ϕ(e j , ε(e j )) (11) ε(e j )) and therefore, from ϕ(e h , f ) ≤ ϕ(e h , f ) and from the fact that
Hence, the label f , ϕ(e k , f ) will eventually reach s(e k ), contradicting the assumptions.
Updating the Labels in the Transmuter. To perform the label updating in D G (T ),
we use an adaptation of the technique proposed in [15] to compute functions defined on paths in trees.
We start by creating a forest F(G) of trees. Initially, F(G) is composed of n singletons ν 0 , . . . , ν n−1 , where vertex ν j is associated with vertex v j ∈ V . With each vertex ν j in F(G), we associate a key κ(ν j ), initially set equal to 0. The following instructions manipulate F(G):
• Link(ν i , ν j ): combine the trees with roots ν i and ν j into a single tree rooted in ν i , adding the edge e = (ν i , ν j ).
• Update(ν j , x): if ν j is the root of a tree, then set κ(ν j ) := κ(ν j ) + x.
• Eval(ν j ): find the root of the tree currently containing ν j , say ν i , and return the sum of all the keys on the path from ν j to ν i .
Note that Eval(ν j ) assumes that a pointer to element ν j is obtained in constant time.
The sequence of operations in F(G) goes hand in hand with the postorder visit of T and with the processing of D G (T ). More precisely, immediately before an edge
is not a leaf in T we perform the following steps: ε(e j ) ), where these ϕ values are stored in the labels of the source vertices of the transmuter which have already been processed.
Furthermore, when edge e k is considered, a label updating in D G (T ) is computed as follows: Let f = (u, v d ) be a non-tree edge covering e k ; then we have that an Eval(ν d ) operation returns
and as κ(ν k−1 ) = 0, this can be rewritten as
Hence, from (5) and (7), we have
and therefore, as soon as we associate with each non-tree edge f its basic weight, we have that a label updating can be performed through an Eval operation. Fig. 2 . A simple execution of the algorithm: on the left, the graph G with the DFS-tree T (solid); in (a), the initial condition, with the forest F (G) (in which node keys are in brackets), and the associated transmuter D G (T ); in (b), the intermediate situation in which e 1 , e 2 and e 3 have been processed: notice that s(e 1 ), s(e 2 ) and s(e 3 ) have been labelled, and in F (G) a link has already taken place; finally, in (c), the last step: immediately before e 4 is considered, F (G) is updated, and the new keys stored in the nodes are correspondingly used to update D G (T ) and to compute the label for s(e 4 ). The optimal solution returned by the algorithm is AUG 2 (T, G) = { f 2 , f 3 } of weight 8. · α(m, n) ) space. AUG 2 (T, G) , we use the algorithm presented in Section 4.1, implemented through the data structures described in Sections 5.1 and 5.2.
PROOF. To compute
The correctness of the algorithm derives from Lemmas 2 and 3, while the time complexity follows from the use of the transmuter and the corresponding label updating. Concerning the label updating, this is performed through the manipulation of F(G). First, notice that the computation of (v i ), for all v i ∈ V , costs O(n) time. Moreover, since the Eval instruction requires the sum of the keys associated with the vertices, which is an associative operation over the group of real numbers, we can apply the path compression with balancing technique described in [15] to modify the execution of the various operations occurring in F(G). Hence, a sequence of p Eval and n Link and Update operations can be performed in O(( p + n) · α( p + n, n)) time [15] . Since each edge of D G (T ) corresponds at most to a single Eval instruction, and given that D G (T ) has size O(m · α(m, n)) [15] , it follows that p = O(m · α(m, n)), and therefore the total time needed to handle the label updating is
is visited a constant number of times by the algorithm, and given that all the remaining operations (more precisely those corresponding to (7) and (10)) can be performed by using linear time and space, the claim follows.
Maintaining 2-Edge-Connectivity through Augmentation.
The results of the previous sections have an interesting application for solving a survivability problem on networks, that is the problem of adding to a given 2-edge-connected network undergoing a transient edge failure, the minimum weight set of edges needed to reestablish the 2-edge-connectivity. In this way, extensive (in terms of both computational efforts and set-up costs) network restructuring is avoided.
First, we prove that the time complexity of the algorithm presented in the previous sections can be further decreased if the DFS-tree is actually a Hamiltonian path. Indeed, the following holds: PROOF. To compute AUG 2 ( , G), we use the algorithm presented in Section 4.1, but now we implement it just through the data structure presented in Section 5.1, thus avoiding the time overhead induced by the use of F(G). Indeed, for any edge e k of and
, and therefore, from (5), it follows that ϕ(e k , f ) is constantly equal to its basic weight (7) . In other words, label updating in the transmuter is not required. From this and from the analysis performed in Theorem 2, the thesis follows. Now, let H be a 2-edge-connected spanning subgraph of G. Let G − e and H − e denote the graphs G and H deprived of an edge e ∈ E(H ), respectively. After the removal of e, three scenarios are possible:
1. H − e is still 2-edge-connected; 2. both G − e and H − e are not 2-edge-connected any more; 3. G − e is still 2-edge-connected, while H − e is not.
While in the first two cases nothing has to be done or can be done to reestablish the 2-edgeconnectivity in H , respectively, in the latter case it makes sense to define the problem of finding AUG 2 (H − e, G − e), i.e., a minimum weight set of edges in E\E(H − e) such that the spanning subgraph
Using the results of the previous sections, we can prove that in this case AUG 2 (H − e, G − e) can be computed efficiently. More precisely: 
It is easy to realize that the algorithms presented in previous sections can be extended to the case where parallel edges in G are allowed. Therefore, since is a Hamiltonian path of G, we can apply both Theorem 1 and Corollary 1. It follows that, for any given edge e ∈ E(H ), there exist polynomial time algorithms to compute AUG 2 (H −e, G −e). Their complexity is the same as in Theorem 1 and Corollary 1, respectively.
7.
Conclusions. In this paper we presented time and space efficient algorithms for solving special cases of the classic problem of finding a minimum weight set of edges that has to be added to a spanning subgraph of a given (either unweighted or real weighted) undirected graph to make it 2-edge-connected. These techniques have been applied to solve efficiently an interesting survivability problem on 2-edge-connected networks, but we believe they are of independent interest and can be applied to a larger class of similar graph problems.
For the weighted case, our algorithm is efficient, but it is still open to establish whether its running time is optimal. Apart from that, the following interesting problems remain open: (1) the extension to vertex-connectivity augmentation problems, which are of interest for managing vertex failures in 2-vertex-connected networks; (2) the extension of the results to the case in which all the possible edge failures in H are considered, aiming at providing a faster solution than that obtained by repeatedly applying our algorithms, once for the failure of each edge in H .
We consider the last one as the highest-priority open problem, and we plan to attack it by means of ad hoc amortization techniques. Indeed, from a network management point of view, computing a priori the augmentation set associated with every edge in the network is essential to know how the network will react in any possible link failure scenario.
