Abstract: The Decentralized Congestion Control (DCC) algorithms specified in ETSI ITS standards [1] address the IEEE 802.11p MAC and provide reliability of periodic broadcast messages at high density of vehicles. However, the deterministic relation between controllable parameters, e.g. transmit power, frame duration, frame transmit rate and channel clear assessment threshold, and the effects of DCC algorithms, e.g. channel busy duration, frame interference-free reception probability and frame channel access delay, is still unknown since a correct mathematical analysis of the hidden station problem in CSMA networks is lacking. In 
. Decentralized Congestion Control (DCC) algorithms have been developed in ETSI standards [1] to address this. DCC algorithms enforce each station to adjust its local transmission parameters like transmit power, packet duration, frame transmit rate and Channel Clear Assessment (CCA) threshold based on the channel load measured. However, the deterministic relation between these parameters and the performance of DCC algorithms, e.g. channel busy duration, frame interference-free reception ratio and frame channel access delay, is still unknown since a correct mathematical analysis of the hidden station problem in CSMA networks is lacking.
In [18] we introduce a methodology for modeling the hidden station problem in CSMA protocols and develop an analytical model to evaluate reliability and delay performance of onedimensional (1-D) CSMA broadcast networks. The new hidden station model takes three input parameters: conditional channel access probability at a station, frame duration , and number of neighbors in single-side channel sensing range of a station, and gives closed-form solutions for MAC layer performance metrics including mean duration of channel busy period whilst a station senses the channel continuously busy, interference-free probability that a reception ends up with a frame free from any interference, and system goodput that is the fraction of overall time used for receiving interference-free frames at a station. Results from
Monte-Carlo simulation show that the hidden station model provides accurate numerical results in linear CSMA networks [18] .
In this paper we apply the hidden station model introduced in [18] for analysis of the IEEE 802.11p broadcast MAC protocol in a network with linear topology. To this end, we need to find the relation between the conditional channel access probability at a station (introduced in [18] ) and parameters of IEEE 802.11p, i.e. frame arrival rate and minimum contention window size . This is achieved with an IEEE 802.11p protocol model originally introduced in [3] , known as Bianchi's model, for analyzing throughout of the binary exponential back-off process of IEEE 802.11 Distributed Coordination Function (DCF).
Bianchi's model is further modified in this paper for broadcast communication with nonsaturated traffic load following the approach introduced in [11] . For a linear IEEE 802.11p network with hidden stations, our new model provides closed-form solutions for interferencefree probability ( ) of a frame reception as a function of topological distance MAC protocol in multi-hop networks. However, the solution in [7] is only given for specific network topology with limited number of hidden stations and traffic flows. [10] considers hidden stations in modeling IEEE 802.1p broadcast communication in a linear network based on [3] . The accuracy of the hidden station model in [10] is limited due to the size of the area containing potential hidden stations assumed to be constant, which is shown in [18] to be randomly distributed. [6] analyzes the broadcast performance of IEEE 802.11p in an infinite 1-D network. For simplicity reason, it is assumed that HSs transmit independently of each other according to a Poisson process. As shown in [17] , this is a good approximation only if the conditional channel access probability at each station is low.
A fundamental difference between our work and previous work on modeling the hidden station problem in IEEE 802.11 networks is that we decouple the hidden station problem from any specific MAC protocol and instead study the generic CSMA protocol in a given hidden station scenario [18] . This approach allows to directly apply the protocol model developed in [3] (representing the IEEE 802.11 binary exponential back-off process) to a hidden station scenario, so that effects resulting from hidden stations like prolonged channel busy time at a station, conditional channel idle probability, etc., can calculated. The conditional channel access probability is the key parameter contained in both, the CSMA hidden station model and the IEEE 802.11 protocol model, as discussed in Section V.C.
III. IEEE 802.11 DCF AND IEEE 802.11P BROADCAST According to IEEE 802.11 DCF, when a station has a frame to transmit, the back-off entity first draws a random integer number for the back-off counter following uniform distribution in range [0, ]. is the minimum contention window size that usually takes the value = 2 − 1, = 2, 3, 4 … The back-off counter value decreases by one when the channel is sensed idle for a Back-off Slot . The back-off counter suspends when the channel is sensed busy and resumes only after the channel is sensed idle for a DCF Inter-Frame Space (DIFS) duration again. When its back-off counter reaches zero, a station starts transmission.
Unlike for unicast, IEEE 802.11 DCF for broadcast specifies neither acknowledgement (ACK) frame nor frame retransmission. Accordingly, the contention window size of a broadcast frame always stays at .
In case no frame is ready in the MAC queue to transmit after a frame transmission, a postback-off is performed. In the post-back-off stage, the back-off entity draws a random number
] as the back-off counter value and starts to back-off, as described above for a frame that is ready for transmission. If a frame arrives in the MAC queue before the back-off counter reaches 0, the back-off entity goes on with the current back-off process and transmits the frame when the counter decreases to 0. In case the post-back-off counter reaches 0 with an empty queue, the back-off entity stops and waits for a new frame to arrive. After the post-backoff process, if a new frame arrives when the channel is sensed busy, the back-off entity draws a new back-off counter value and starts a normal back-off procedure. Otherwise, if the frame arrives and the channel is sensed idle, the frame is transmitted immediately without back-off. Table 1 IV. SYSTEM MODEL Similar to the system model introduced in [18] , the analytical model is developed for one- For easy adoption of the results of the hidden station model developed in [18] , we assume each frame must perform at least one back-off counting-down event.
V. ANALYTICAL MODEL FOR IEEE 802.11P BROADCAST

A. Definition of IEEE 8021.11p Protocol Slots
The concept of temporal spans in the protocol model for IEEE 802.11p is referred to as protocol slot. This definition of protocol slot uses the separation method for the model Time slot from [13] except that in this study at most one frame is transmitted after a back-off process. Figure 2 shows the protocol slots at station C, which is hidden to station A with respect to station B. Three types of protocol slots are defined, namely, idle protocol slot of length , busy protocol slot of length , and transmission (TX) protocol slot of length . All three types of protocol slots end with an idle IEEE 802.11p back-off slot, which is due to our assumption that each broadcast frame transmission is associated with a back-off procedure of non-zero counter value. In this model DIFS is treated as a part of the frame length because after the channel returning to idle a station has to always wait for DIFS time before it starts from the hidden station model developed in [18] .
B. 2-D Markov Chain for IEEE802.11p Broadcast Protocol
With protocol IEEE 802.11p the probability that a station starts to transmit after sensing the channel as idle for a back-off slot is determined by the back-off procedure described in Section III. A Markov chain model, shown in Figure 3 , is introduced to model this back-off procedure. This Markov chain simplifies Bianchi's model [3] by keeping one back-off stage only for broadcast communication. This model also adopts the extension to the Bianchi's model, namely post-back-off stage for modeling non-saturated traffic load as proposed in [11] , which is further improved in [8] with respect to the reset behavior of the post-back-off process. Backoff frozen
process. Therefore, state {0,0} covers the situation that the initial back-off counter value equals one. Considering IEEE 802.11p broadcast is primarily designed for updating surrounding vehicles about the vehicle dynamics information of the transmitter, as we will discuss in VII.A, in practice it makes no sense for a vehicle to transmit consecutive messages after a single backoff process. Besides, our assumption has limited impact on modeling the channel access probability of IEEE 802.11p, particularly when the contention window size is relative large, e.g. = 63 or higher.
is the probability that the MAC queue is not empty at the end of a TX protocol slot.
is the probability that at least one frame arrives during a non-TX protocol slot, i.e.
during either an idle-or a busy-protocol slot.
and 1 − are the conditional probabilities for the current protocol slot being idle and busy, respectively, conditioned on the station is not transmitting. Calculation of probability is complicated due to overlapped interferences from stations that are hidden to each other, e.g. the situation at station B in Figure 2 . In Section V.C we show how to calculate using the hidden station model we have developed [18] . and are probabilities that at least one frame arrives during an idle and a busy protocol slot, respectively. Given and being the duration of idle and busy protocol slot, respectively, and frame arrival follows a Poisson process with arrival rate of , and are calculated as:
Given , and , the probability that at least one frame arrives during a non-TX protocol slot is 
It is worth mentioning that , , and calculated in (1) (2) (3), respectively, apply to any state in the IEEE 802.11p protocol model due to the assumed independence between channel idle probability and the back-off procedure, as originally introduced in [3] .
The non-zero one step transition probabilities of the Markov chain are:
We adopt the short notation
Let , = lim →∞ Pr{ ( ) = , ( ) = } be the limiting distribution of the 2-D Markov chain [13] . Owing to the chain regularities, the relation among all states can be written as:
Following the convention in [3] , is defined as probability that a station starts transmitting in a protocol slot. In this model equals the limiting probability 0,0 of state {0,0}. From (5),
we get the limiting distribution , expressed using after imposing the normalizing condition:
From (5) and (6) we can express using , , , , , and :
By imposing = 1 to (7), i.e. the system is in saturated condition and all post-back-off states in the model are not reachable, is determined solely by parameter . In this case, as already shown in [3] , (7) reduces to
Note: Due to the assumption of no consecutive frame transmission after a single back-off process in this protocol model, we have in the denominator of (7), instead of + 1 as in [3] .
Solving for unsaturated traffic load condition requires , and to be solved first, which all depend on the length of busy protocol slot .
C. Joint Solution for Hidden Station Model [18] and IEEE802.11p Protocol Model
As shown in Figure 2 , the prolonged busy protocol slot at station B consists of a channel busy period and a back-off slot . In [18] we show that the mean value of can be solved using the hidden station model for CSMA protocols in a linear network with given parameters: the channel access probability when a station senses the channel being idle for duration , the number of neighbor stations in the single-side channel sensing range, and the frame length (see Section D.1 of [18] ). For the solution of and , we need the relation between and the limiting probability of state {0,0} in IEEE 802.11p protocol model. As illustrated in Figure 2 , all three types of protocol slots end with an idle back-off slot time with duration = . The probability that a station starts transmission after sensing the channel idle for duration is exactly the probability that a station starts transmission in a protocol slot, i.e. the probability that the station is in state {0,0} of the Markov chain in Figure 2 :
The probability that a station is in a idle protocol slot conditioned on that it is not in a TX protocol slot equals the probability that a station senses the channel idle again, conditioned on it does not start a transmission after having sensed the channel idle for a slot time . Using the time-domain Markov chain of the hidden station model, shown in Figure 6 of [18] , we can calculate :
Where, , is the probability that the channel is idle in the next time slot conditioned on the station has sensed the channel idle for a time slot , whereas ( ,1) , is the probability that the station starts to transmit conditioned on the channel has been sensed idle for a slot time . Both
, and ( ,1) , are given by the hidden station model in [18] , more specifically in (6) of [18] .
In order to find the solution to the IEEE 802.11p protocol model in hidden station scenarios, we treat each station as M/G/1 queuing system, where the back-off entity is modeled as the server, with the frame arrival rate and service rate 1/ . is the random variable representing the MAC layer service time of a frame. It is measured from the time when the frame reaches the head of the MAC queue, i.e. when it is marked as a ready frame for transmission, to the time when the TX protocol slot of this frame finishes. According to this definition, service time of an IEEE 802.11p broadcast frame consists of two parts, namely, the back-off time and the TX protocol slot duration :
According to the definition of TX protocol slot, has a constant value:
The value of depends on two random variables: The number of back-off slots , which is also the number of non-TX protocol slots experienced by a frame before its transmission, and the length of non-TX protocol slot :
In the following subsections, we calculate the mean value of and solve the Markov chain in two different situations, namely saturated and non-saturated situations. Given is the system utilization factor of the queuing system, the system is said to be saturated if = 1, and non-saturated if < 1.
C.1 Saturated System
In a saturated system the MAC queue never goes empty and the value of in Figure 3 equals 1. In this case, the IEEE 802.11p protocol model consists only of back-off states {0, }, 0 ≤ ≤ − 2, leaving all post-back-off states {−1, }, 0 ≤ ≤ − 2, unreachable.
The number of non-TX protocol slots that a frame experiences before transmission is uniformly distributed in [0, − 2]. Therefore, the mean back-off time ̅̅̅̅̅ is
where ̅̅̅̅̅̅ is the mean duration of a non-TX protocol slot. The length of non-TX protocol slot takes values with probability and , otherwise. Thus, ̅̅̅̅̅̅ is
where is given in (10) . The mean duration ̅̅̅̅̅ of a busy protocol slot is ̅̅̅̅̅ = ̅̅̅̅̅ +
The value of ̅̅̅̅̅ in (16) and the values of , and ( ,1) , in (10) are solved by the hidden station model in [18] , which requires knowledge of besides the known parameters and .
To this end, (8) and (9) map the known parameter to in a saturated system:
Provided from (17) and known parameters and , the hidden station model in [18] , more specifically equation (20) in [18] , gives the solution of ̅̅̅̅̅ and thus enables calculation of mean MAC layer service time ̅̅̅ ′ of a frame in a saturated IEEE 802.11p system using equations (11) to (16) based on , and .
Additionally, the minimal mean frame arrival rate ′ that makes the system saturated can be calculated as
where is the system utilization of the queuing system, whose value equals 1 in a saturated system, ̅̅̅ ′ is the mean serving time of the queuing system, which equals the mean MAC layer service time of a frame in a saturated system.
C.2 Non-saturated System
In a non-saturated system, the distribution of the number of back-off slots, 0 ≤ ≤ − 2, is more complicated due to the existence of post-back-off states, as shown in Figure 3 .
To solve for the mean service time ̅̅̅ of a frame in a non-saturated system, we follow [4] and [5] and apply Probability Generating Functions (PGFs).
Based on (11) and (12) the PGF of is
where ( ) is the PGF of . Note, = is the unit of time. According to (13) and the definition of PGF [9] we have
where ( ) is the PGF of . According to (15) and (16), ( ) is calculated as
where ( ) is the PGF of the length of channel busy period in the hidden station model in [18] . Inserting (20) and (21) into (19) we have
The mean value (the first moment) of is calculated as the first derivative of ( ) at
where ̅̅̅̅̅ is given by the hidden station model (equation (20)) in [18] . Pr{ = } , 0 ≤ ≤ − 2, is the PMF of calculated as follows:
The value of depends on the state of back-off entity when the frame reaches the head of the MAC queue. As shown in Figure 3 , state {0,0} and states {−1, }, 0 ≤ ≤ − 2, are the only states that the back-off entity can start to serve a new frame.
If a frame reaches the head of the MAC queue when the back-off entity is in state {0,0}, follows a uniform distribution in range [0, − 2]. The conditional distribution of in this case is:
Pr{ = {0,0}} is the probability that the back-off entity is in state {0,0}, when it starts to serve the new frame. According to the protocol Markov chain in Figure 3 , we have:
If a frame reaches the head of the MAC queue when the back-off entity is in any of the states {−1, + 1}, 0 ≤ ≤ − 3, takes the value of with probability 1:
From the protocol Markov chain, we have:
And
If a frame reaches the head of the MAC queue when the back-off entity is in state {−1,0}, has the conditional distribution
Pr{ = {−1,0}} is calculated as:
The PMF of is calculated by removing the condition in (24), (26) and (29), using (25), 
(31)
(32)
where Pr{ = {−1,0}} is given in (30).
Using the frame arrival rate and the mean service time ̅̅̅ of the M/G/1 queuing system given in (23), we calculate the system utilization factor of the queuing system:
On the other hand, according to its definition the system utilization of a queuing system is the mean fraction of time that the server is busy with ready work [9] . In IEEE 802.11p
protocol model, we have
where 0 is the limiting probability that the back-off entity is in any of states {0, }, 0 ≤ ≤ 
The hidden station model and the protocol model in non-saturated system operation are solved by finding the value of in the protocol model, or equivalently the value of in the hidden station model, which simultaneously satisfy (35) and (36):
In this way, the performance of IEEE 802.11p broadcast, e.g. mean MAC service time of a frame, interference-free reception probability of a frame, and system goodput, in a linear hidden station scenario under non-saturated traffic load can be calculated with known parameters, , , , and . 
VI. VALIDATION OF IEEE 802.11P ANALYTICAL MODEL
In this section, we aim to validate our analytical model using Monte-Carlo simulation results provided from a Matlab based simulator [17] . The simulation scenario is shown in In both subplots of Figure 6 , the values of , , and monotonically increase with increased traffic load until system saturation ( = 1 at =1200 and 120 in subgraphs a and b, respectively). The performance of a saturated system does not depend on traffic load. Our analytical model calculates system performance under both, non-saturated and saturated operation. As shown in Figure 6 , the system with a larger contention window size reaches saturation earlier. The probability that a station senses the channel idle in a non-TX protocol slot decreases with increased value. If the value of reduces to zero, system goodput becomes null, as discussed in [18] about the system synchronization point and shown in Figure   8 (a) of this paper. From Figure 6 (b) one can see a larger value can prevent the system from reaching the synchronization point and therefore always result in positive throughput due to the restricted value of . performance of ̅̅̅̅̅ and ̅̅̅̅̅̅ is a result of the statistically stationary channel access probability , which is protocol agnostic and is determined only by the traffic load and network topology, as far as the system is non-saturated. The -dependent performance of ̅̅̅ is because of the mean back-off counter number in (13), whose value is determined by the contention window size , provided the value of ̅̅̅̅̅̅ is independent of in a non-saturated system. 
C. Interference-Free Reception Probability and System Goodput
The probability of interference-free reception and the system goodput are calculated in Sections VI.D.2 and VI.D.3 of [18] , respectively. Figure 8 shows the analytical results compared to simulation results. The accuracy of our analytical model is validated by a close match between analysis and simulation in subplots Figure 8(b) . Still, the impact of the small value of can be observed in subplot Figure 8 (a), which will be discussed in Section VI.D.
Under non-saturated traffic load, with increased traffic load the system goodput reaches a maximum at = 60 [frames/s] and decreases down to a constant value determined at the saturation point, whereas the interference-free probability monotonically decreases with increased traffic load till the saturation point is reached. Similar to time metrics ̅̅̅̅̅ and ̅̅̅̅̅̅ discussed in the previous section, and do not depend on in a non-saturated system.
D. Impact of Small Contention Window Size on Stationarity of Conditional Channel Access Probability of IEEE 802.11p
As discovered in the previous subsections, deviation between analytical and simulation results are noticeable for all performance metrics if the contention window size is small, e.g. = 3 as shown in Figure 7 (a). Then, analytical results provide a lower bound to system performance, as shown in Figure 8 (a) for and , respectively.
As discussed in Section 6.7.4 of [17] , this effect results from the assumption of stationary and back-off state independent conditional channel idle probability (originally introduced in The MAC layer performance of CAS can be evaluated using the CAM update interval at a receiver. is defined as the time between two consecutive receptions of interference-free CAM frames from the same transmitter. Particularly, we define ( ) to be the update interval of CAM at a receiver having a topological distance to the transmitter. Another performance metric of CAM, from a frame's point of view, is the frame interference-free probability ( ). ( )is defined as the probability that a CAM frame is received without being interfered, given the topological distance between transmitter and receiver is . 
A. Modeling CAM Broadcast in IEEE 802.11p Network
As a CAM carries the up-to-date information of the transmitting station, there is no need to keep any old frame at the MAC layer queue, if a new CAM frame with updated information arrives. Therefore, a new CAM frame always overwrites the old one in the queue [6] . Instead of an infinite MAC queue length, we introduce a queue length of 1. This does neither change the way CSMA stations interact with each other in a hidden station scenario, nor affect the back-off procedure of the IEEE 802.11p. Thus, the IEEE 802.11p broadcast model developed in the previous section is applicable to CAM broadcast analysis. The effect of MAC layer queue length 1 is modeled by , the probability that at least one frame is in the queue at the end of a TX protocol slot:
where the mean frame arrival rate equals the information update frequency of CAS, and is the duration of a back-off time slot. (39) is based on the observation that with queue length 1 the value of equals the probability that at least one frame arrives during the back-off time slot that follows the frame transmission in a TX protocol slot.
According to (39) the value of reaches 1 only if = ∞ , i.e. the system reaches saturation only at an infinite frame arrival rate, since any frame arriving at a non-empty queue replaces the queued frame and does not contribute to the traffic load of the system. Accordingly, (35) for calculating the system utilization is no longer valid. Instead, we solve for the value of using the equation system of (7) and (39) containing known parameters , ,
, and and unknowns , , , and that are functions of , as discussed in section V.
B. Mean CAM Update Interval within Channel Sensing Range r
By definition the value of CAM update interval ( ), 1 ≤ ≤ , is measured as the time between two consecutive interference-free receptions from the same transmitter.
Therefore, the mean value of ( ) at a receiver is calculated using the mean duration ̅̅̅̅̅̅ between the starting time of two consecutive reception events, the mean interference-free probability of a reception , and the conditional distribution | of given a reception is free from interference:
where ̅̅̅̅̅̅ , , and | are given by the hidden station model in (5.35), (5.48), and (5.49)
of [17] , respectively. Factor 2 in the right part of (40) is because the calculation of ̅̅̅̅̅̅ in (5.35) of [17] only considers frames received from one side of the station. According to the assumption of homogeneous behavior of all stations in Section IV, the value of ( ) ̅̅̅̅̅̅̅̅̅̅̅ for stations at the left-and right-side of the receiver shall be equal for a certain value in 1 ≤ ≤ .
C. Interference-Free Probability of Received Frame
The mean CAM update interval ( ) ̅̅̅̅̅̅̅̅̅̅̅ , 1 ≤ ≤ , can be also calculated from a frame's point of view using mean transmission period ̅̅̅̅̅̅ at the sender (referred to as the concerned station in the following discussion), the conditional probability ( ), 1 ≤ ≤ , that the station at topological distance does not start to transmit at the same time as the concerned station does, and the conditional frame interference-free probability ( ), at the receiver at topological distance :
where ̅̅̅̅̅̅ is given in (18) of [18] . As explained in the hidden station model in [18] , in a linear CSMA network the number of consecutive stations that simultaneously sense channel idle follows a geometric distribution with parameter , , (see Section VI.B1 of [18] ). Thus the probability that a station at topological distance from the concerned station starts to transmit in the next time slot conditioned on the concerned station also starts transmit in the next time slot is (1 − , ) ⋅ , where is the channel access probability of a station that equals in the IEEE 802.11p protocol model, as discussed in Section V.C. Therefore,
In Section VII.A we outline the CAM broadcast model for solving or with given parameters , , and , and , is solved using the hidden station model with known parameters , , and , as discussed in Section V.C of [18] .
Given ( ) ̅̅̅̅̅̅̅̅̅̅̅ , 1 ≤ ≤ , is calculated with (40), we can get the frame interferencefree probability ( ) by rewriting (41) as follows:
Note, factor 2 in (40) does not exist in (41) and (43), because can only be on either left-or right-side of the concerned station in the calculation of ̅̅̅̅̅̅ , ( ) , and ( ) ̅̅̅̅̅̅̅̅̅̅̅ , the last of which is clarified by (40).
D. Performance Analysis of CAM in Multi-lane Highway Scenarios
The CAM broadcast model is also checked against simulation results in terms of CAM update interval ( ), 1 ≤ ≤ , and frame interference-free probability
The simulation scenario is a six-lane straight highway with periodic boundary conditions, as shown in Figure 9 . This highway has three lanes in each direction and a median strip separating opposite traffic lanes. As marked in Figure 9 , the width of a lane and the median strip is 5 [m] and 2 [m], respectively. Vehicles' location in the scenario is a static snapshot of the simulated free-flow traffic using the microscopic car-following Intelligent Driver Model (IDM) [14] . The details about IDM and the traffic simulation are given in Appendix E of [17] . Table 3 Figure 10 and Figure 11 indicate the effect from this inconsistency is minor and the accuracy of the analytical results derived using ⌈ ̅ ⌉ is acceptable for the given parameter values in Table 3 , where ⌈ ̅ ⌉ takes the first integer that is greater or equal to the mean value of at all stations.
Protocol settings are identical to Section VI, except that the length of the MAC layer queue is set to 1 for simulating the CAM broadcast.
As the major goal is to validate the new MAC layer model for CAM broadcast in vehicle network on multi-lane highway, we do not consider the impacts of fading channel and physical layer receiver sensitivity. Instead, all performance metrics are based on the interference-free probability, which is considered more stringent than physical layer frame success probability.
D.1 Mean CAM update interval
Calculation of ( ) ̅̅̅̅̅̅̅̅̅̅̅ , 1 ≤ ≤ , using (40) In both subplots, with a low frame arrival rate , e.g. scenario, a receiver having closer distance to the transmitter has higher probability of receiving an interference-free frame compared to a receiver located farther away. This trend becomes more obvious when traffic load at each station increases. It is worth mentioning that in a homogenous system, as studied here, this effect unbiasedly applies to every station as a CAM transmitter and all its neighbors as receivers.
Time metrics in the CAM broadcast are sensitive to frame size. This explains the generally worse ( ) ̅̅̅̅̅̅̅̅̅̅̅ performance with a larger frame size = 64 in Figure 10 Interference-free probability pFIF of received frame at Figure 11 compares calculated results for ( ), 1 ≤ ≤ from (43) and simulated results. Three values are studied to check applicability of our analytical model for calculation of ( ) to real-world problems. As shown in Figure 11 , simulated results closely match analytical results. By comparing Figure 11 (a) to Figure 11 (b) one can see the negative impact of large frame size L on ( ) performance. The results also confirm our expectation that a frame has a higher probability of being received interference-free at a closer by receiver than at a farther distant receiver. Besides, at all values a higher traffic load at each station always results in lower ( ).
D.3 Performance optimization of CAM broadcast
In this section, the MAC layer performance of CAM broadcast in IEEE 802.11p vehicular networks is evaluated using the new CAM broadcast model.
Having the cooperative awareness service (CAS) in mind, we choose the value of CAM update interval ( ) ̅̅̅̅̅̅̅̅̅̅̅ at = 8 and the maximum possible value of in each scenario as the performance metric. This is because, on the one hand, the results in Section VII.D.1
show a monotonically decreasing performance of ( ) ̅̅̅̅̅̅̅̅̅̅̅ with increased , on the other hand, for safety services information from a vehicle that is in close vicinity of a receiver, i.e.
with a low value of , is far more important than that from a vehicle that is located at farther distance, i.e. with a high value of . In a highway scenario, the value = 8 in the driving direction and the reverse direction of a receiving vehicle shall cover the directly adjacent vehicles driving in front of and behind the concerned vehicle in the same lane, as well as in the neighbor lanes.
In order to be comparable to the specification of the CAM standard [2], analytical results of the CAM update interval performance shown in Figure 12 and Figure 13 are presented using the units derived according to the parameters in Table 1 and Table 4 . Besides, we change the Due to the increasing number of vehicles in the channel sensing range of each vehicle, a deteriorating performance of ( ) ̅̅̅̅̅̅̅̅̅̅̅ is observed with increased value of , for both frame sizes. Nevertheless, given that each vehicle updates its information with a frequency not lower than 1 [Hz], the performance of (8) ̅̅̅̅̅̅̅̅ in all investigated scenarios is below 1 s, as shown in As shown in Figure 12 , by increasing the value of beyond 1 [Hz], we get better performance of ( ) ̅̅̅̅̅̅̅̅̅̅̅ towards the optimal value in all scenarios. After the optimal value, which is at different value of for different value of , the performance of ( ) ̅̅̅̅̅̅̅̅̅̅̅ deteriorates in all scenarios with a gradually decreasing rate, when the value of further increases.
The results for ( ) ̅̅̅̅̅̅̅̅̅̅̅ with a larger frame size, e.g. Keeping the number of stations in the channel sensing range of each station below a certain value, e.g. = 128 for the investigated scenarios, is the most effective way of avoiding the hidden station problem. For a given receiver sensitivity level, this can be implemented using transmit power control.
Another important parameter is the channel access probability at each station, which, in the IEEE 802.11p system, can be controlled through information update frequency or message transmit rate , and the contention window size . The latter mainly limits the maximum value of . In general, the value of shall stay small, as far as the resulting Smaller frame duration is always preferable than bigger ones. This can be achieved by using more efficient encoding schemes for the message content or through link adaptation, i.e. using a higher modulation and encoding scheme, if the physical layer performance permits this.
As evaluated in this section, the performance of CAM broadcast in the vicinity of a vehicle is considered acceptable for the CAS as specified in the standard [2], especially when the above discussed control mechanisms are employed. 
VIII. CONCLUSIONS
A combination of the protocol model for IEEE 802.11p DCF originally developed in [3] and the hidden station model developed in [18] as introduced in this paper provides accurate analytical results for IEEE 802.11p radio broadcast with hidden stations under both, saturated and non-saturated traffic load. Besides reliability and efficiency performance, our analytical results also provide mean MAC layer access delay. The new models, quantitatively, provide how the contention window size of IEEE 802.11p and the traffic load at each station determine system performance for given parameters and in a hidden station scenario.
Analysis of the cooperative awareness service in highway scenarios based on our analytical models reveals how reliability of CAM broadcast deteriorates under increased vehicle density. For a given vehicle density, the reliability of CAM broadcast deteriorates with increased topological distance between transmitter and receiver. However, depending on the value of , particularly for a close transmitter to receiver distance, e.g. 
