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Genetic Algorithms are an adaptive search technique based on the princi-
ples and mechanisms of natural selection. Their highly parallelizable nature
provides an increased amount of resources for solving problems. This disser-
tation discusses the implementation of a parallel genetic algorithm for the
Time Series Data Mining Framework.
The Time Series Data Mining Framework is a novel method for dis-
covering patterns characteristic of time series events. A genetic algorithm
searches an underlying geometric space for patterns by applying a clustering
technique. A statistical method measures the quality of each pattern.
Domain decomposition of the geometric space opens the opportunity
for parallel execution. Running the genetic algorithm search in parallel in-
creases the amount of computational resources in solving the problem. It
yields a speedup and increases the probability of ﬁnding better solutions.
This dissertation also draws attention to the advantages of domain decom-
position for parallelizing genetic algorithms where the underlying data is a
geometric representation.Acknowledgement
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8Chapter 1
Introduction
This dissertation is a contribution to existing research and to the ﬁeld of
genetic algorithms (GA). A method to achieve parallel execution is applied
to the Time Series Data Mining (TSDM) framework. This method aims
to improve the search eﬃciency of this framework for achieving its overall
objective, discovering patterns characteristic of events of interest. A com-
parison between the parallel and existing framework is demonstrated and
shows the beneﬁts of this parallel implementation.
The Time series Data Mining Framework (TSDM) introduced by Richard.J
Povinelli and Xin Feng is a novel method for discovering patterns character-
istic of time series events. It has successfully been applied to data mining of
time series data for revealing patterns of interest. The method applies data
mining concepts by integrating knowledge and techniques from several ﬁelds.
“The TSDM is a framework that adapts and innovates data mining con-
cepts to analyzing time series data. In particular it creates methods that
reveal hidden temporal patterns that are characteristic and predictive of
time series events” [Povinelli, 2000].
The search eﬃciency of the TSDM framework is improved by ‘exploiting
the opportunity of parallel execution’. The search relies on the performance
of genetic algorithms (GAs) used to ﬁnd hidden patterns in time series data.
Employing the method of domain decomposition to the problem and assign-
ing computations for parallel execution achieves this objective.
The results of this dissertation show the search eﬃciency of the frame-
work signiﬁcantly improves with the parallel method. The computational
performance of the framework increases achieving a speedup in reaching a
global optimum (good solution). An increase in the probability of ﬁnding
better solutions is also achieved. The parallel framework is dynamic in scal-
9ing to problems of varying sizes. This could be an increase in the size of
the data or the size of the search space. The parallel framework is highly
customizable and has many diﬀerent possibilities for future research.
1.1 Problem Statement
The types of problems associated with the current TSDM framework and
any search problems in general are scalability to large data sets, handling an
increase in the size of the search space and the inherent problem of search
techniques - reaching local optimums (poor solutions). This dissertation
aims to improve the current framework to scale better to large data sets,
handle the increase in the size of the search space and increase the proba-
bility in ﬁnding a global optimum (best solution). This is achieved through
the implementation of a parallel genetic algorithm for ‘exploiting the oppor-
tunity of parallel execution’.
To address these problems several hurdles need to be confronted. The
ﬁrst problem is to achieve the same results using the core concepts of the
existing framework. Next, the problem of achieving parallel execution for
the current framework is addressed. This is achieved through domain de-
composition of the underlying data associated with the GA search. The
problem then is to increase the search eﬃciency which becomes relatively
easy once a model for domain decomposition is in place. Last, the results of
the parallel framework must achieve the same or better results.
“The problem of eﬃciently and accurately locating patterns of interest
in massive time series data sets is an important and non-trivial problem in a
wide variety of applications, including diagnosis and monitoring of complex
systems, biomedical data analysis, and exploratory data analysis in scientiﬁc
and business time series” [Keogh and Smyth, 1997].
This dissertation also draws attention to GA problems using an under-
lying geometric representation, and the possibility of implementing these
problems under a similar parallel execution model.
1.2 Investigation
Investigation began on how the current TSDM framework can be improved.
The idea of introducing a parallel genetic algorithm for the current frame-
work was the initial starting point. How the framework could be made
parallel was the next step. The GA could be made parallel with multiple
sub evolving populations for the current GA although this would be too
simple. The idea of domain decomposition for the underlying phase space
10(geometric space) in the GA search was then proposed. Investigation into
whether this idea was feasible was conducted and with a few considera-
tions taken into account the idea was certainly feasible. The development
stage of the parallel framework then took up a large part of this dissertation.
The emphasis of the investigation is twofold, whether there can be a
signiﬁcant speedup in the running time obtaining a global optimum using a
parallel genetic algorithm, and how well the quality of the solution improves.
1.3 Dissertation Outline
The dissertation is divided into six chapters. Chapter 2 familiarizes the
reader with the core concepts of genetic algorithms and the models used
for parallel genetic algorithms. Chapter 3 reviews data mining concepts,
previous research into time series data mining and the presents an overview
of the core concepts of the Time Series Data Mining Framework. Chapter
4 discusses the method for achieving parallel execution for the Time Series
Data Mining Framework. Chapter 5 discusses the practical implementation
of the parallel framework and demonstrates results it achieved. The last
chapter summarizes the results and discusses future work.
11Chapter 2
Overview of Genetic
Algorithms
This chapter discusses the core concepts of genetic algorithms (GAs). The
second part of this chapter discusses parallel genetic algorithms and diﬀerent
models they use. The TSDM framework combines techniques from several
ﬁelds for data mining of time series data one of which are GAs. The imple-
mentation of the parallel framework is based on improving the GA in the
current framework.
2.1 Genetic Algorithms
A genetic algorithm is an adaptive search technique based on the principles
and mechanisms of natural selection and ‘survival of the ﬁttest’. “Genetic
algorithms are search algorithms based on the mechanics of natural selection
and natural genetics” [Goldberg, 1989].
Genetic algorithms are a proven and eﬃcient search technique for solv-
ing problems classed as NP-complete. “In complexity theory, NP denotes
the set of all (decision) problems solvable by a non-deterministic polynomial
time algorithm. These problems are considered ‘hard’ in the sense they are
not solvable in deterministic polynomial time” [De Jong and Spears, 1989].
Genetic algorithms execute iteratively until a stopping criterion is reached,
either after N generations, reaching convergence or until a satisfactory solu-
tion is found. A genetic algorithm begins from a set of 1candidate solutions,
each candidate an encoding for solving the problem. Candidate solutions are
typically represented as binary strings and initially created randomly. The
ﬁtness/objective function is responsible for decoding a candidate solution
1This dissertation refers to genomes as ‘candidate solutions’. The term ‘genomes’ are
commonly used in literature on genetic algorithms
12Figure 2.1: Search space for a Genetic Algorithm.
into a form applicable to the problem. A collection of candidate solutions
form a population.
The evolution process of genetic algorithms creates a new population
from the current population through the use of genetic operators. After ev-
ery generation, each candidate solution in the population is evaluated using
the ﬁtness/objective function. Candidate solutions that perform better at
solving the problem receive a higher rated ﬁtness value. Genetic operators
ensure ﬁtter solutions survive and continue to produce oﬀspring. The less ﬁt
solutions are eventually deleted from the population. This process is termed
‘survival of the ﬁttest’.
The aim of any search technique is to ﬁnd the global optimum. “An
optimum is a solution to an optimization problem which has the minimum
(or maximum) value of the objective function” [Black, 2001]. The global
optimum represents the best solution for solving the problem. There may
exist multiple global optimums that achieve same results. Because we don’t
know the global optimum beforehand, it is diﬃcult to conclude if a global
optimum was ultimately found. We can examine the application of the
global optimum and conclude if it is indeed the global optimum. This can
be diﬃcult for complex problems. Increasing the probability of ﬁnding a
global optimum then becomes important. A solution that is not a global
optimum is a local optimum and is not the ultimately desired solution. A
local optimum can be thought of as a poor solution. Figure 2.1 shows the
local and global optimums in a typical search space.
132.1.1 Candidate Solutions
A candidate solution is an encoding for solving the problem we are work-
ing on. The encoding contains speciﬁc details for solving the problem,
these details are originally constructed by the user. Working out an en-
coding/decoding for a problem has always remained an ‘art form’. The
most typical encoding used in GAs is a binary string. Each bit in the binary
string represents a speciﬁc detail for solving the problem. Multiple bits may
construct one detail, these multiple bits are known as ‘alleles’.
Candidate solutions are assigned ﬁtness values by an objective function
(discussed in later section). A ﬁtness value represents how well a candi-
date solution performs at solving the problem we are attempting to solve.
The objective function is responsible for decoding a candidate solution and
assigning it a ﬁtness value. The candidate solution is encoded for compati-
bility with the objective function for the decoding stage. Also, the objective
function and candidate solution must take into account processing costs in
the decoding and ﬁtness evaluation stage.
2.1.2 Population
Like in evolution, a GA contains a population of individuals (candidate solu-
tions). A population may be ﬁxed size or grow-able. Initially the candidate
solutions comprising a population are created randomly. Over generations
genetic operators are applied to candidate solutions in a population. The
inherent parallel nature of genetic algorithms comes from the relative ease in
which multiple sub-populations may evolve concurrently. Populations may
also exchange candidate solutions, this is called migration.
The following is an example population composed of candidate solutions.
The candidate solutions are represented as binary strings and the ﬁtness, is
the value assigned by the objective function to the candidate solution. A
vector is typically used for a population.
Candidate Solutions Fitness
....
101000101001010100100101010110111 45.3
010100110101110010110110111101010 34.5
111100101001010100100101010110100 39.0
101001001101011100010011110010001 43.2
....
142.1.3 Elitism
Elitism ensures the current best candidate solutions are kept in the pop-
ulation between generations. An elitism of N takes the best N candidate
solutions from the current population and places them in the new popula-
tion.
2.1.4 Fitness/Objective Function
The objective function evaluates an individual candidate solution based on
how well it performs at solving the problem. “An objective function is a
function associated with an optimization problem which determines how
good a solution is” [Black, 2001]. The objective function is problem speciﬁc
and implemented to decode an individual candidate solution into a solution
applicable to the problem. The objective function assigns a ﬁtness value to
a candidate solution based on how well it performs at solving the problem.
The better a solution performs, the higher rated ﬁtness value it receives.
The objective function is where the large part of the processing occur in the
genetic algorithms.
2.1.5 Genetic Operators
The purpose of genetic operators are for creating new candidate solutions
from existing ones. The most commonly used genetic operators are selection,
crossover and mutation. Genetic operators are applied after each generation
in the evolution process. Genetic operators may optionally use heuristics.
These are non-standard operators. The particular genetic operators a ge-
netic algorithm uses are selected by a user prior to executing, crossover and
mutation rates are also determined. High crossover and low mutation rates
are common although dependent on the problem. High crossover ensures
current solutions stay within the population so good solutions are not lost.
Low mutation ensures that good solutions are not deleted but at the same
time introduce new genetic material.
2.1.6 Selection
Selection is the process of picking candidate solutions from the current pop-
ulation for crossover or insertion into the new population. A selection strat-
egy determines how a candidate solution is picked based on selection criteria.
The most common criterion is based on ﬁtness values.
Tournament, roulette wheel and rank based selection are the most com-
mon selection strategies. Tournament selection selects the best of N solu-
tions from the current population. Roulette wheel selection places weights
on solutions based on ﬁtness, better solutions have a greater chance of being
15selected. Rank based selection orders candidate solutions based on a criteria
and selects the best N.
2.1.7 Crossover
Crossover is the process of creating new oﬀspring candidate solutions from
existing ones. Two parent candidate solutions are selected from the current
population based on the selection strategy. The parents are paired to pro-
duce one or two oﬀspring. The purpose of crossover is to create oﬀspring
that are better than their parents, therefore candidate solutions will improve
at solving the problem.
The following example demonstrates 1 point crossover at position 8. The
letters ‘A,B,C and D’ show the sections of the candidate solution before and
after the crossover. The ﬁtness value of the oﬀspring children are assigned
by the objective function.
Selected Parent 1 = A 110101 | B 0101010001000 74
Selected Parent 2 = C 111010 | D 1110110100100 23
Offspring Child 1 = A 110101 | D 1110110100100 89
Offspring Child 2 = C 111010 | B 0101010001000 45
2.1.8 Mutation
Mutation is the process of introducing genetic diversity into a population.
Mutation applies a mutation strategy regaining or introducing genetic ma-
terial which may improve candidate solutions.
For example, the following demonstrates mutation by ﬂipping 1 or N
bits,
Mutate bit 9
Fitness
Candidate solution 11010111|1|0110100100 89
Candidate solution 11010111|0|0110100100 92
2.1.9 Simple Genetic Algorithm
There are several types of genetic algorithms, all of which guide the search
process diﬀerently. Simple, steady-state and incremental are the most com-
mon types of genetic algorithms. The simple GA is the most commonly used
type and the one used in this dissertation.
The following are the steps for a simple genetic algorithm. Initially,
before the execution starts the following steps are carried out,
16• decide on the representation for a candidate solution applicable to the
problem
• write an objective function for decoding a candidate solution and eval-
uating its ﬁtness
• determine the size of the population
• determine the crossover and mutation rates
• determine the stopping criterion.
The algorithm is as follows,
Initialize population, initially completely random
WHILE not reached terminating criterion DO
(each iteration is called a generation).
Evaluate Population using the Fitness/Objective Function
Apply Genetic Operators to Population
Perform Crossover (use Selection Strategy)
Perform Mutation
Optionally apply Elitism
New Population created
Increment current generation number
DONE
(Completed)
Select fittest candidate solution from the Population
Apply best solution to the problem
2.2 Parallel Genetic Algorithms
A parallel genetic algorithm (PGA) is a parallel implementation of a ge-
netic algorithm involving models for dealing with concurrently evolving 2sub-
populations. A PGA executes using multiple processes on a single computer
or distributed over a network. This depends on the underlying model.
2A sub-population is also known as a deme in other literature on PGAs.
17“The parallel nature of genetic algorithms has been recognized for a long
time, and many have successfully used parallel GAs to reduce the time re-
quired to reach acceptable solutions to complex problems” [Cantu-Paz, 2000].
Parallel genetic algorithms are similar to the PVM (Parallel Virtual Ma-
chine) model used for parallel algorithms, in the sense of the master-slave
paradigm. In the PGA, a master is the controlling process of execution
and its duties vary based on the underlying execution model. A slave is a
containment for executing a single GA. A slave can be a single process or
thread and multiple slaves may execute on the same computer. A slave may
also be distributed over a network executing on a multiple processors. This
scenario is characteristic of massively parallel architectures. A master may
act as a 3daemon on a server accepting connections over a network, or as
a single process on a computer. Multiple slaves may execute as threads on
the same computer as the master, or on a separate computer communicat-
ing over a network. There are many possibilities for the diﬀerent execution
models, PGAs are highly customizable and this ultimately depends on the
user and the type of problem.
An advantage of PGAs over traditional parallel algorithms is the ability
for solutions to be migrated amongst slave GAs. This is particularly useful in
search. Remember how a search may be stuck in a local optimum leading to
a poor solution? Migration of candidate solutions increases the probability
of breaking out of a local optimum amongst slaves. Migration of candidate
solutions also means migration of genetic material further diversifying the
population. Take for example a slave that executes for many generations. A
second slave joins and begins with an initial random population. The ﬁrst
slave migrates candidate solutions to the second slave giving it a ’boost’ in
its population and search.
“One advantage of the the PGA model is that traditional GAs tend to
converge prematurely, an eﬀect that PGAs seem to be able to partially mit-
igate because of there ability to maintain more diverse sub-populations by
exchanging ‘genetic material’ between sub-populations.” [Levine, 1994].
Although migration is a feature of PGAs no migration is useful too.
Consider three slaves that begin execution at the same time. All of the
three take diﬀerent search paths, overall examining a greater search space
concurrently. One of the three reaches a global optimum, the other two
become stuck in a local optimum. Depending on the problem and type of
model used we can design PGAs to maximize the search capabilities in ways
3A daemon is a process that executes in the background for the purpose of handling
requests
18that cannot be achieved in a serial GA.
Several models exist for executing PGAs and several diﬀerent names have
been given to identical models. These are,
• Single-population master-slave or global GAs
• Fine-grained GAs
• Multiple-population, coarse-grained or island model GAs
A global GA contains a master process with a single population and
distributes the ﬁtness/objective function evaluations amongst slaves. The
slaves perform the ﬁtness evaluations and return the results to the master.
The master applies genetic operators for creating a new population and re-
peats the same process until the stopping criterion is met.
A ﬁne-grained GA consists of one candidate solution assigned to each
slave. Selection and crossover are restricted to between neighboring slaves.
This model uses one population which only interact with local neighbor-
hoods as opposed to global ones. “Choices in an ﬁne-grained GA include
neighborhood size, processor connection topology, and string replacement
scheme” [Levine, 1994]. The ﬁne-grained GA is one of the least studied
models.
The island model contains multiple sub-evolving populations working
concurrently on the overall problem. The island model is managed by a
master process. The master is responsible for the deployment of GAs to
slaves, receiving results and migration of candidate solutions. Migration is
the exchange of candidate solutions between slaves.
Typically, island models are based on a problem originally a serial GA.
The simplest form of using the island model is to evolve multiple sub-
populations by distributing the same problem to slaves. This type of ap-
proach maximizes the probability of reaching a global optimum. This type
of model can also be massively parallel.
The island model is the model used in this dissertation. In this disserta-
tion decomposition of the problem is considered before deployment to any
slaves and the execution does not have to be massively parallel. The use of
the island model is discussed further in chapter four.
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Overview of the Time Series
Data Mining Framework
This dissertation is primarily based on the work of Richard.J Povinelli and
his work on the Time Series Data Mining (TSDM) Framework. This chapter
discusses data mining concepts and the core concepts of this framework. It
also demonstrates the application of the framework to a problem. This
chapter is partly a literature review.
3.1 Data Mining
The fundamental purpose of the TSDM framework is to discover patterns
in time series characteristic of events. The discovery of these patterns ties
together techniques from various ﬁelds under one umbrella termed data min-
ing.
Data mining refers to the extraction or “mining” of knowledge from large
amount data. Data mining is an interdisciplinary ﬁeld. It combines a set
of disciplines including database systems, statistics, machine learning visu-
alization and information science to achieve its goal. Techniques from other
disciplines may also be applied, such as neural networks, fuzzy and/or rough
set theory, knowledge representation, inductive logic programming or high
performance computing [Jiawei Han, 2001]
The TSDM framework applies machine learning (genetic algorithms),
statistical methods and clustering techniques for the discovery of hidden
patterns in time series data. These hidden patterns in a time series reveal
events of importance. The search for these patterns in time series data is
our ‘data mining’ objective.
20Prior research into time series data mining includes that of Berndt and
Cliﬀord, Keogh and Smyth, and Ge.
Bernt and Cliﬀord apply a pattern detection technique taken from speech
recognition called dynamic time warping. The original speech recognition
problem was to recognize words in continuous human speech using prede-
ﬁned templates. This technique was later applied to ﬁnancial time series
data. Keogh and Smyth also applied predeﬁned templates for locating pat-
terns of interest in time series, a technique called piecewise linear segmen-
tation. “Using piecewise linear segmentations as the underlying represen-
tation, local features (such as peaks, troughs and plateaus) are deﬁned us-
ing a prior distribution on expected deformations from a basic template”
[Keogh and Smyth, 1997]. Ge used a pattern matching technique based
on Keogh and Smyth, called hierarchical piecewise linear representation to
search for patterns using a dynamic programming method.
The TSDM framework diﬀers from these methods, it does not use pre-
deﬁned templates, pattern matching or a priori knowledge for ﬁnding pat-
terns. Also, it aims for event prediction, not complete time series prediction.
“Their use of predeﬁned templates completely prevents the achievement of
the basic data mining goal of discovering useful, novel, and hidden temporal
patterns” [Povinelli, 2000].
“Also, traditional time series analysis methods are limited by the re-
quirement of stationarity of the time series and normality and independent
of the residuals. Because they attempt to characterize and predict all time
series observations, traditional time series analysis methods unable to iden-
tify complex (non-periodic, nonlinear, irregular, and chaotic) characteristics.
TSDM methods overcome limitations of traditional time series analysis tech-
niques” [Povinelli, 2000].
3.2 Time Series Data Mining Framework
This section gives an overview of the Time Series Data Mining Framework.
This dissertation is largely based on this framework.
The Time Series Data Mining framework introduced by Richard. J.
Povinelli and Xin Feng is a novel time series analysis method for discover-
ing patterns characteristic of events. “This framework adapts and innovates
data mining concepts to analyzing time series data. In particular, it creates
a set of methods that reveal hidden temporal patterns that are characteristic
and predictive of time series events” [Povinelli, 2000].
213.2.1 Fundamental Concepts
The fundamental concepts of the TSDM framework are, events, temporal
patterns, temporal pattern clusters, event characterization function, time-
delay embedding, phase space, augmented phase space, objective function
and genetic algorithm.
Another important concept is the time series. A time series is a set of
observations over points in time. A time series is represented as X = {xt,t =
1,...,N} where t is a time index, and N is the number of observations. At
diﬀerent stages in the framework, the training, testing time series represent
the underlying data.
3.2.2 Time series Events
An event is an indication of an important occurrence. An event is deﬁned
in terms of the goal of the framework, the type of event we want to predict.
For example, we may want to know when there is a certain percentage
increase or decrease in a stock price or a spike in seismic activity. Events
are represented at single points in a time series. To characterize events, we
ﬁrst need uncover temporal patterns, these are patterns hidden in the time
series.
3.2.3 Temporal Patterns and Pattern Clusters
“A temporal pattern is a hidden structure in a time series that is character-
istic and predictive of events” [Povinelli, 2000]. A pattern p is represented
as a real vector of length Q as a point in a Q dimensional real metric space,
i.e., p ∈ RQ.
A single pattern may not be able to characterize time series observations
that precede all events. A temporal pattern cluster is used to identify hidden
patterns for characterization of events. A temporal pattern cluster is deﬁned
as the set of all points within δ of the temporal pattern. The 1Manhattan
distance is used to determine whether a point belongs to this cluster if it
falls within the distance of p. A temporal pattern cluster P = {a ∈ RQ :
d(p,a) ≤ δ}, is also viewed as Figure 3.2.
1The distance between two points measured along axes at right angles. In a plane with
p1 at (x1,y1) and p2 at (x2,y2), it is |x1 − x2| + |y1 − y2|.
22Figure 3.1: Synthetic seismic time series, patterns (squares, blue) and events
(diamonds, green)
Figure 3.2: Cluster represented by point p and distance δ. The rotated
square represents the boundary of the cluster measured using the Manhattan
distance from the centre.
233.2.4 Phase Space Reconstruction
“Chaos has structure in phase space” [Abarbanel, 1993].
A reconstructed phase space is popular amongst researchers for study-
ing behavior in dynamic and chaotic systems. A phase space is a geometric
representation of a time series viewed in two or more dimensions. It is par-
ticularly useful for revealing patterns and structures otherwise diﬃcult to
depict in the original embedded time series.
The phase space (geometric space) provides a data representation in
which to discover temporal pattern clusters. The GA search uses the phase
space as the underlying data representation for ﬁnding optimal clusters. Op-
timal clusters are used for revealing hidden patterns characteristic of time
series events. The phase space is constructed from a time series using a
time-delay embedding process known as Takens Theorem.
“The dynamics of the reconstructed state spaces can contain the same
topological information as the original state space. Therefore, characteri-
zations and predictions based on the reconstructed state spaces can be as
valid as those from the original state space” [Povinelli, 2000].
Overview of Takens Theorem
Takens theorem deﬁnes a method for unfolding a time series onto recon-
structed phase space. Given a time series X = {xt,t = 1,...,N} where t
is a time index, and N is the number of observations, X is unfolded onto
a reconstructed phase space using dimension Q and time-delay τ. Speciﬁ-
cally, xt = (xt−(Q−1)τ,...,xt−2τ,xt−τ,xt)T where xt is a vector or point in
the phase space.
For example, a constant value time series X = {xt = c,t = 1,...,N}
where c is a constant and single point is illustrated in the phase space by
Figure 3.3. Also, take the time series represented in Figure 3.4 using a
dimension Q = 2 and time-delay τ = 1, the time series is unfolded onto a
reconstructed phase space represented in 3.5.
3.2.5 Event Characterization Function
The event characterization function represents the value of future “event-
ness” for the current time index. It is deﬁned a priori such that its value
at t correlates highly with the occurrence of an event at some point in the
future. It is created to address the speciﬁc goal of the framework, the type
of event we want to characterize.
24Figure 3.3: Constant value Phase Space, x-axis is the xt−1 dimension, y-axis
is the xt dimension [Povinelli, 2000].
Figure 3.4: Synthetic seismic time series
25Figure 3.5: Two dimensional phase space, time series in Figure 3.4 embed-
ding
For example, we want to predict an event one time step into the future,
the event characterization function that addresses this goal is g(t) = xt+1,
where xt is the current time index.
3.2.6 Augmented Phase Space
From the phase space constructed using a time series and the deﬁnition of
the event characterization function the phase space is extended an extra
dimension to a Q+1 dimensional space. The extra dimension represents the
“eventness” value assigned to a time index from the event characterization
function. The current time index is also a point on the phase space.
For example, the Q dimensional phase space in 3.5 is extended an ex-
tra dimension using the “eventness” value from the event characterization
function, g(t) = xt+1, the result is Figure 3.6. Figure 3.7 shows a temporal
pattern cluster formed in the Q+1 phase space containing a set of points a
within distance δ from point p. Speciﬁcally P = {a ∈ RQ : d(p,a) ≤ δ}.
From this resulting augmented phase space, the genetic algorithm is
ready to search for hidden patterns. The augmented phase space arranges
data in a way suitable for the genetic algorithm to discover hidden patterns.
26Figure 3.6: Three dimensional phase space, Figure 3.5 extended an extra
dimension
Figure 3.7: Three dimensional phase space, two clusters shown in black
circles
273.2.7 Objective Function
An objective function is a fundamental part of GAs. It is used in evaluat-
ing and assigning ﬁtness values to candidate solutions. Under the TSDM
framework the objective function evaluates the eﬃcacy of a temporal pattern
cluster and it’s ability to characterize events. We shall see how a candidate
solution representing an individual cluster is assigned a ﬁtness value based
on its ability to characterize events.
First, the following formulas need to be deﬁned.
The index set,
Λ = {t : t = (Q − 1)τ + 1,...,N}, (3.1)
represents the set of all time indices t of phase space points, where
(Q − 1)τ is the largest embedding time-delay, and N is the number of ob-
servations in the time series.
The index set M is the set of all time indices t when xt is within the
temporal pattern cluster, that is,
M = {t : xt ∈ P,t ∈ Λ}. (3.2)
Similarly, for the set of time indices not within the pattern cluster is
deﬁned as,
˜ M = {t : xt / ∈ P,t ∈ Λ}. (3.3)
The average value of g, also called the average eventness, of the phase
space points within the pattern cluster P, is deﬁned as,
µM =
1
c(M)
X
t∈M
g(t), (3.4)
where c(M) is the cardinality of M.
The average eventness of the phase space points not within the pattern
cluster P, is deﬁned as,
µ˜ M =
1
c( ˜ M)
X
t∈ ˜ M
g(t), (3.5)
The average eventness of all the points in the phase space, is deﬁned as,
µX =
1
c(Λ)
X
t∈Λ
g(t), (3.6)
28The corresponding variances are
σ2
M =
1
c(M)
X
t∈M
(g(t) − µM)2, (3.7)
representing the variance for 3.2
σ2 ˜ M =
1
c( ˜ M)
X
t∈ ˜ M
(g(t) − µ˜ M)2, (3.8)
representing the variance for 3.3
σ2
X =
1
c(Λ)
X
t∈Λ
(g(t) − µX)2, (3.9)
representing the variance for 3.6.
Statistical T-Test
The statistical t-test is the GA objective function we use for evaluating the
‘ﬁtness’ of a cluster. The ﬁtness is assigned based on how well it performs at
predicting events. A statistical t-test is a measurement of signiﬁcance and
is used to discover clusters with high degrees of eventness. This particular
objective function is useful for ﬁnding events with large ‘spikes’, particularly
that of seismic data. Using the formulas deﬁned the t-test is deﬁned as,
f(P) =
µM − µ˜ M s
σ2
M
c(M)
+
σ2 ˜ M
c( ˜ M)
(3.10)
“The t-test is a test of statistical signiﬁcance that examines the diﬀerence
between two means (the ‘signal’) against the background of the within-group
variability (the ‘noise’). The larger the diﬀerence between the means, or the
smaller the within-group variability for any given size of study, the greater
will be the magnitude of t” [Ralph.L Rosnow, 1996].
Prediction Accuracy
A second objective function orders clusters based on their prediction accu-
racy,
f(P) =
tp
tp + fp
(3.11)
where the values tp are the true positives and fp the false positives.
Clusters may be ordered using this objective function in order to maximize
the prediction accuracy of the framework. There are other techniques for
maximizing prediction accuracy but these are not implemented in this dis-
sertation.
29Genome encoding/decoding
A 1 dimensional binary string represents a candidate solution of size (Q +
1 ∗ length). The candidate solution decodes to point p and distance δ on
the phase space, that is, Figure 3.3.
Using the Manhattan distance from point p and distance δ, a point be-
longs to the set of cluster points if it falls within distance of p, speciﬁcally
equation 3.2. All other points belong to the non cluster set, equation 3.3.
For example a candidate solution encoded using Q = 2 (2 dimensions),
and the length of each dimension (allele) represented as a set of bits of length
8 is viewed as
‘1101011001101101111101000
where (Q = 2 + 1) ∗ 8 = a 24 bit candidate solution. The 1st and 2nd
dimensions,
z }| {
11010110
z }| {
0110110111110100 | {z }
and distance δ.
Using each dimension, the candidate solution is decoded to a point p in
the phase space, deﬁned by
pi =
l−1 X
j=0
2jpi,j
2l − 1
(pmax − pmin) + pmin, (3.12)
where l is the length of the allele used to encode pi, pmax = maxX, pmin =
minX, where X is the training time series. This gives us a single coordinate
in the phase space. The radius, distance δ is deﬁned as
pi =
l−1 X
j=0
2jδj
2l − 1
(pmax − pmin) + pmin, (3.13)
where δmax = Q(pmax − pmin) and Q is the dimension of p.
303.2.8 Method, Training Stage
The following steps are carried out for implementation of the framework.
I. Training Stage (Batch Process)
1. Frame the TSDM goal in terms of the event characterization function,
objective function and optimization formulation.
(a) Deﬁne the event characterization function g.
(b) Deﬁne the objective function f.
(c) Deﬁne the optimization formulation, including the independent
variables over which the value of the objective function will be
optimized and the constraints on the objective function.
2. Determine Q, that is, the dimension of the phase space and the length
of the temporal pattern.
3. Transform the observed time series into the phase space using the
time-delayed embedding process.
4. Associate with each time index in the phase space an eventness rep-
resented by the event characterization function. Form the augmented
phase space.
5. In the augmented phase space, search for the optimal temporal pattern
cluster, which best characterizes the events
6. Evaluate training stage results. Repeat training stage as necessary.
II. Testing Stage (Real Time or Batch Process)
1. Embed the testing time series into the phase space.
2. Use the optimal temporal pattern cluster for predicting events.
3. Evaluate testing stage results.
[Povinelli, 2000]
3.2.9 Method Testing Stage
The TSDM goal in this example is to predict an event one time-step into
the future, for time series X represented in Figure 3.8. An event is deﬁned
as a large increase or ‘spike’ in data.
31Figure 3.8: Synthetic seismic time series
Step 1, Frame Goal in terms of Event Characterization Function
The event characterization function is deﬁned as g(t) = xt+1 and the objec-
tive function deﬁned as
f(P) =
µM − µ˜ M s
σ2
M
c(M)
+
σ2 ˜ M
c( ˜ M)
(3.14)
which identiﬁes temporal pattern clusters based on their statistical signiﬁ-
cance between events and non-events.
Step 2, Determine Length of Temporal Pattern
Determine the length Q of the temporal patterns we wish to discover. This
also determines the number of dimensions in the phase space. In this exam-
ple we use Q = 2.
Step 3, Construct Phase Space
Unfold time series X unto a two dimensional phase space (Q = 2) using
the time-delay embedding process. Each pair of serial points (xt−1,xt) in X
generates a single two dimensional phase space point. Had Q = 3, then the
single point would be represented as (xt−2,xt−1,xt). The time series X is
unfolded onto a two dimensional phase space, represented in Figure 3.9.
32Figure 3.9: Two dimensional phase space, Figure 3.4 embedding
Figure 3.10: Three dimensional phase space, Figure 3.9 extended an extra
dimension
33Figure 3.11: Optimal cluster shown in two dimensional phase space, square
represents boundaries of cluster measured by the Manhattan distance. Fig-
ure 3.4 embedded time series
Step 4, Form Augmented Phase Space
Extend the two dimensional phase space an extra dimension using the event
characterization function g(·). The vertical axis represents the eventness
associated with a single phase space point (xt−1,xt).
Step 5, Search for Optimal Pattern Cluster
A genetic algorithm ‘searches’ the augmented phase space for the optimal
pattern cluster. A cluster P has a centre deﬁned by a temporal pattern p
and a radius δ. We also determine the parameters for the genetic algorithm
prior to executing. The optimal cluster is showed in Figure 3.11. The statis-
tics for the optimal cluster found by the GA are in Table 3.1.
3.2.10 Method Example
The results obtained in the training stage are applied in the testing stage
for the prediction of time series events. We are eﬀectively using what we
learned in the training stage to make future decisions.
34Cluster Cardinality 7
Cluster T-Test value (Fitness value) 97.09
Prediction Accuracy 1.0
Cluster Rank Value 1
False positives (fp) 0
True positives (tp) 7
Cluster Sum Eventness 34.0
Cluster Average 4.85
Cluster Variance 0.005
Cluster std deviation 0.072
Non-cluster Cardinality 89
Non-cluster Sum Eventness 43.8
Non-cluster Average 0.49
Non-cluster Variance 0.112
Non-cluster Std Deviation 0.335
Total Average Eventness 0.810
Distance δ 0.35
Cluster point p 0.86 0.56
Table 3.1: Optimal cluster statistics
Step 1, Create Phase Space
Take a time series Y in Figure 3.12, represented as Y = {xt,t = 1,...,N}
and construct a phase space using the identical process used in step 3 of the
training stage.
Step 2, Predict Events
For all the points in the phase space created in step 1 that fall within distance
δ of point p (deﬁnes the optimal cluster), the points are characteristic of time
series event. The point represents a pattern in the testing time series and is
indicated accordingly. Figure 3.13 shows the patterns and events discovered
from applying the optimal clusters found in the training stage.
35Figure 3.12: Synthetic seismic testing time series.
Figure 3.13: Patterns found in the testing time series applying the method.
36Chapter 4
Parallel Time Series Data
Mining Framework
This chapter describes the Parallel Time Series Data Mining Framework and
the method for achieving parallelism. This chapter represents the primary
work of this dissertation. The aim of parallelism is to solve the problem using
the beneﬁts of parallel genetic algorithms. To achieve this, the problem is
decomposed into manageable pieces and solved concurrently. The cost is the
communication overheard to coordinate results. The cost is relatively small
and this method does not necessarily have to be massively parallel.
4.1 Motivation
There are three types of problems associated with the current TSDM frame-
work and search problems in general. Scalability to large data sets, handling
an increase in the size of the search space and the inherent problem with
search methods, local and global optimums.
“As the time series data grows larger, the computational eﬀort required
to ﬁnd hidden temporal patterns grows, requiring higher performance im-
plementations of the TSDM methods” [Povinelli, 2000].
As the phase space increases in the number of dimensions the search
space becomes larger for a genetic algorithm (GA) search. A candidate so-
lution contains a greater length encoding, thus the size of the search space
increases exponentially.
Also with any form of search a search may take several directions leading
it into either a local or global optimum. We desire to ﬁnd a global optimum
(the best solution) although the search may get stuck in a local optimum (a
poor solution).
37With GAs, a parallel approach is the most eﬃcient and robust way to
deal with these problems. Parallel genetic algorithms (PGAs) are scalable,
additional resources may be added to increase computational power. The
problem is partitioned making the search space more manageable, and con-
currently sub-evolving multiple populations reduce the overall probability of
being stuck in a local optimum. The cost is the communication overhead.
This research also brings attention to GA search problems where the
underlying data representation is a geometric space. A similar method to
this dissertation, partitioning the geometric space (phase space) for parallel
execution should be considered where the optimal solution does not rely
on the total space to be intact to reach the goal of the optimizer (genetic
algorithm).
4.2 Domain Decomposition
In computing science, ‘divide and conquer’ is a popular approach to solving
problems. A problem is broken up into pieces and solved concurrently by
a separate processes. When the individual pieces are solved they are inte-
grated together to form a solution. This approach makes the problem more
manageable and solvable in less time. The cost is managing this process,
communication overhead and applying a feasible ‘divide’ strategy. In our
case the ‘divide’ strategy is known as domain decomposition and solving
concurrently as parallel execution.
Domain decomposition is the decomposition of the data associated with
a problem. The purpose of domain decomposition is to ‘exploit the oppor-
tunity of parallel execution’. A logical partitioning strategy is applied to
the underlying data. Logical partitions are created and each partition is
assigned to a computation for solving in parallel. A master process is re-
sponsible deployment of computations and coordinating results. We apply
this method to the TSDM framework.
This method is similar to that of the PVM (Parallel Virtual Machine).
The PVM is popular model for executing parallel algorithms. Parts of the
problem are deployed to slave machines responsible for solving the individ-
ual parts. The entire process is managed by a master process.
Figure 4.1 illustrates domain decomposition in a simple problem involv-
ing a three-dimensional grid. Decompositions in the x, y, and/or z dimen-
sions are possible. One task is assigned to each grid point for execution in
parallel [Foster, 1995].
38Figure 4.1: Domain decompositions for a problem involving a three-
dimensional grid. One, two, and three-dimensional decompositions are pos-
sible, data associated with a single task are shaded. [Foster, 1995].
4.3 Method in achieving Parallel Execution
For the TSDM framework, we wish to partition the data associated with
the GA search and execute multiple GAs in parallel. More speciﬁcally, we
wish to partition the augmented phase space into multiple partitions and
assign several GA slaves to a single separate partition for searching. Using
an island model PGA we execute the search to achieve a speedup in ﬁnding
a global optimum. The beneﬁts are,
• a decrease in the size of the search space
• a speed time increase in reaching a global optimum
• an increase in the probability of reaching a global optimum
• minimizing the probability of being stuck in a local optimum
4.3.1 Partitioning Strategy
The partitioning strategy deﬁnes the points at which the phase space (aug-
mented phase space) is divided. The partitioning strategy is also responsible
for ensuring the topological information of each partition is correct. A clus-
ter formed in the original un-partitioned phase space must be capable of
being formed in a single partition and both achieve the same statistics.
The number of partitions created is deﬁned by,
partitions = 2N + 1 (4.1)
39Figure 4.2: Three dimensional phase space, original time series X
where N is the number of slices applied to the phase space. The choice of N
is entirely up to the user though the minimum number of partitions possible
is three, otherwise it is a non-parallel search. The selection of N may be
based on the number of slaves a user plans to execute. The dimension in
which to partition the phase space is also determined by the user, for eg,
partition the phase space based on the x-axis. The dimension cannot be the
eventness dimension, the extended dimension we added to the phase space
using the event characterization function.
Given a phase space as shown in Figure 4.2, we wish to create three
partitions. The choice of three partitions has absolutely no relation to it
being a three dimensional phase space.
To create three partitions N = 1, and we choose the ﬁrst dimension
(x-axis) to partition by. The length of the each partition is deﬁned by,
k =
(pmax − pmin)
partitions
2 (4.2)
where k is length of a partition in the x-axis dimension, pmax is the maxi-
mum value in the phase space (also is pmax of X where X is a time series),
pmin is the minimum value in the phase space, partitions is the number of
partitions determined by Equation 4.1.
40As mentioned, the topological information of the phase space needs to be
preserved otherwise inaccurate clusters will be formed and incorrect results
will follow. As an example of this say we divide the phase space into two
partitions by slicing it right down the middle. If we form a cluster close to
where the slice occured the points included in this cluster may vary to a clus-
ter formed in the exact p position in the original un-partitioned phase space.
The distance from the centre p of this cluster may go beyond the boundary
of the partition and miss phase space points which would be included in the
original un-partitioned phase space. The length of the partitions ensures
partitions overlap. Overlapping partitions account for clusters which may
form on the boundaries of two partitions by creating a partition overlapping
the two. Keep in mind that if a phase space is decomposed into too many
partitions a cluster’s diameter may be greater than the width of a partition,
therefore the cluster will be incomplete and incorrect. There is also one last
important point that needs to be taken into consideration in partitioning.
As we execute a GA on a slave for a partition of the phase space, an ob-
jective function such as the statistical t-test may need information about
the entire phase space. This information needs to be included with each
partition. The following is the algorithm for partitioning the phase space -
Determine Number of Partitions
Determine Partition Dimension
Obtain Pmin and Pmax
Incremental Length = (Pmax - Pmin)/Number of Partitions
Partition Length = Pmin + (Incremental Length *2)
Start = Pmin
End = Pmin + Partition Length
WHILE Current Partition Number < Number of Partitions DO
Start of Current Partition = Start
End of Current Partition number = End
FOR all Points in the Phase Space DO
IF Point within Boundaries of Current Start and End THEN
Add Point to Current Partition
END
END
Start += Incremental Length
End += Incremental Length
END
414.3.2 Parallel Method, Training Stage
The original method for the TSDM framework is altered in the following to
show the diﬀering steps to achieve parallel execution. The alterations are
shown in italics.
I. Training Stage (Batch Process)
1. Frame the TSDM goal in terms of the event characterization function,
objective function and optimization formulation.
(a) Deﬁne the event characterization function g.
(b) Deﬁne the objective function f.
(c) Deﬁne the optimization formulation, including the independent
variables over which the value of the objective function will be
optimized and the constraints on the objective function.
2. Determine Q, i.e., the dimension of the phase space and the length of
the temporal pattern.
3. Transform the observed time series into the phase space using the
time-delayed embedding process.
4. Associate with each time index in the phase space an eventness rep-
resented by the event characterization function. Form the augmented
phase space.
5. Partition the augmented phase space into separate partitions, each par-
tition is assigned a computation (a single GA) for deployment to slave
clients. The number of partitions is determined by the user. The num-
ber of slave clients also although this number may vary at runtime.
6. A Master process starts and deploys individual GAs to slave clients.
The slaves search for the optimal temporal pattern cluster, which best
characterizes events.
7. The Master evaluates training stage results. The process may be run
again with more slaves or other parameters.
II. Testing Stage (Real Time or Batch Process)
1. Embed the testing time series into the phase space.
2. Use the optimal temporal pattern cluster for predicting events.
3. Evaluate testing stage results.
42Figure 4.3: Master process deployed three genetic algorithms to three slaves
Figure 4.4: Sub-evolving island models, candidate solutions migrated be-
tween slaves with same underlying partition numbers
43Once we have a set of N partitions, we assign a partition to an individual
GA. A master process contains the set of GAs with their respective parti-
tions. The master process is responsible for deploying a single GA to a slave
process for execution. The master is also responsible for determining which
partition to deploy to which slave. For this a scheduling strategy could be
used that also takes into account which partition has the highest likelihood
of containing the global optimum, or which partition is so far yielding the
best results. For this dissertation the deployment of GAs with partitions
was to just iteratively cycle through all partitions. Figure 4.3 shows the
three partitions deployed to slave clients (processes) for execution.
With the island model, it is possible to migrate candidate solutions be-
tween separate slaves. This is beneﬁcial in helping a slave becoming unstuck
from a local optimum. Also, slaves that begin execution prior to others may
migrate candidate solutions to the other slaves so they do not need to ‘catch
up’.
In the parallel TSDM framework, candidate solutions are migrated be-
tween slaves that execute a GA for the same partition number. Candidate
solutions cannot be migrated to slaves executing using diﬀerent partition
numbers, the migrated candidate solution will make no sense in such a sit-
uation. For example slaves running a GA for partition one may migrate
candidate solutions between each other (master process performs the mi-
gration). Another slave executing a GA for partition two may not migrate
solutions between slaves using partition one. Figure 4.4 shows multiple slaves
executing using the same partition numbers. Migration is possible between
these slaves executing the same partition numbers.
The master determines the stopping criterion for the parallel search.
Convergence of ﬁtness values is suitable for our method. After a period of
receiving N consecutive candidate solutions that do not improve the cur-
rent best ﬁt solution we reach the stopping criterion. The convergence value
is determined by the user. A master stores a population of candidate so-
lutions for each partition. The master stores candidate solutions received
from slaves and places candidate solutions in there respective population.
For example slaves that executed for partition one send back candidate so-
lutions to the master. The master determines which population a candidate
solution belongs to and places it there.
44The following is the lifetime for a single connected slave,
Master process starts and waits for slave connections
Slave connects to master
Master selects a GA to deploy to a newly connected slave
Slave executes deployed GA
Slave sends best candidate solutions to master
Master places received candidate solutions in respective population
Master notifies slaves when stopping criterion is reached
Slave disconnects
Master interprets and applies results
When the stopping criterion is reached the master examines which pop-
ulation associated with a partition contains the best (ﬁttest) candidate so-
lution. A set of N best candidate solutions may be selected and ordered
according to their prediction accuracy. The testing stage of the TSDM
framework is then applied using the candidate solutions obtained in the
PGA search. The results of this method are displayed in the next chapter.
45Chapter 5
Implementation and Results
This chapter discusses the implementation of the parallel Time Series Data
Mining Framework (TSDM) and demonstrates the results achieved by ap-
plying the Parallel Time Series Data Mining framework.
5.1 Implementation
The majority of this dissertation was spent in the development stage. The
entire implementation turned out to be a fairly large project. Approximately
14,000 loc (lines of code), 95% of which was Java the rest C, AWK and BASH
(Bourne Again Shell). This included a cut-down parallel genetic algorithm
(PGA) library, the TSDM framework package and several pieces of software
that tied the entire project together. The software included a time series
workbench, a serial GA execution environment, an application for interpret-
ing and applying the results of the TSDM method, an automated parallel
genetic algorithm execution environment and the applications for interpret-
ing the runtime statistics of the GA search. The parallel GA library and the
GA execution environment is designed for re-usability by other applications.
The project also made use of the BCEL (Byte Code Engineering Li-
brary) from the Apache Jakarta project for loading/storing persistent ob-
jects. This was particularly useful as a ‘ﬁle format’ for storage of objects
between the diﬀerent applications and also saving the current state of execu-
tion. JFreeChart was used for displaying charts and MATLAB for plotting
the diﬀerent phase spaces. The primary platform for implementation was
UNIX.
The parallel implementation made extensive use of object streams. Java
makes it relatively easy to send/receive objects over a network minus the use
of a ﬁrewall. This was extensively used for sending and receiving candidate
solutions and deployment of GAs to slaves. The size of the candidate solu-
46tions are relatively small, at most a few kilobytes. The initial deployment
of the GAs to slaves varies in size depending on the size of time series data.
Deployment to a slave occurs only once so the size is negligible. The average
size of a GA associated with a partition for the following tests is 50K. The
only data contained in this deployed GA is the data associated with the
partition, data associated with the entire phase space and the characteris-
tics of the GA itself. The initial population is created when deployed on the
slave to minimize the size of the overall deployed GA conserving network
bandwidth.
5.2 Results of the Method
The following results show a comparison between the serial and parallel im-
plementations of the framework. The number of generations in each graph
is on the x-axis, and the ﬁtness value on the y-axis. The parallel imple-
mentation used 3 partitions and 6 slaves and 5 partitions and 10 slaves.
Migration between slaves was performed except for the last result. All runs
are averaged over 25 runs. All the GAs used the same characteristics for
equality between tests. Table 5.1 shows these characteristics.
Type of GA Simple Genetic Algorithm
Crossover Rate 0.95%
Mutation Rate 0.05%
Selection Roulette Wheel Selection
Population size 50
Elitism 1
Table 5.1: Genetic Algorithm Characteristics
A very noisy time series displayed in Figure 5.1 is used as the training
time series. Figure 5.2 shows the patterns found from the best run parallel
and serial runs.
Measuring Results
“The conventional deﬁnition of the parallel speedup of an algorithm is the
ratio of the execution time of the best serial algorithm, Ts, and the execution
time of the parallel program” Tp [Cantu-Paz, 2000].
In the following results, performance is measured by averaging the best
ﬁtness per generation over N runs, 25 in our case for both serial and par-
allel algorithms. The speedup ratio is calculated by the average diﬀerence
in percentage at each generation over the number of generations. For the
47parallel genetic algorithm, we select the statistic for the slave that found the
ﬁttest candidate solution for our measurement. The number of dimensions
also varies between runs. As the number of dimensions increase, the length
of the candidate solution increases making the search more diﬃcult. Results
and their respective runtime statistics graphs are shown in the following ta-
bles and diagrams.
Measuring the diﬀerence in quality of the solution between the parallel
and serial versions is a bit more diﬃcult. It can be said, that on average,
the parallel approach achieves higher rate ﬁtness compared to the serial ap-
proach. In terms of the quality of the solution this depends on the number
of generations both the parallel and serial GAs run for. Overall, the PGA
achieves higher quality solutions over less generations. This is apparent in
the following diagrams. For very large problems this is signiﬁcant as each
generation costs time to execute. Achieving a a better result in less genera-
tions means in less time also. The amount of time is dependent on the size
of the problem.
48Figure 5.1: Noisy synthetic time series
Figure 5.2: Noisy synthetic time series patterns and events
49Generations 500
Length of candidate solution 36
Dimensions 2
Number of Runs 25
Migration yes
Partitions 3
Number of Slaves 6
Speedup ratio 27.4 %
Table 5.2: Results for Run 1, shown in Figure 5.3
Figure 5.3: Run 1 Genetic Algorithm statistics
50Generations 500
Length of candidate solution 48
Dimensions 3
Number of Runs 25
Migration yes
Partitions 3,5
Number of Slaves 6, 10
3 partitions, 6 slaves
Speedup ratio 54.5 %
5 partitions, 10 slaves
Speedup ratio 59.1 %
Table 5.3: Results for Run 2, shown in Figure 5.4
Figure 5.4: Run 2 Genetic Algorithm statistics
51Generations 500
Length of candidate solution 60
Dimensions 4
Number of Runs 25
Migration yes
Partitions 3,5
Number of Slaves 6, 10
3 partitions, 6 slaves
Speedup ratio 40.3 %
5 partitions, 10 slaves
Speedup ratio 50.1 %
Table 5.4: Results for Run 3, shown in Figure 5.5
Figure 5.5: Run 3 Genetic Algorithm statistics
52Generations 1500
Length of candidate solution 48
Dimensions 3
Number of Runs 25
Migration no
Partitions 3
Number of Slaves 3
Speedup ratio 40.0 %
Table 5.5: Results for Run 4, shown in Figure 5.6
Figure 5.6: Run 4 Genetic Algorithm statistics
5.2.1 Results Summary
The results show signiﬁcant speedups in the parallel method. As the number
of partitions increase the search slightly got better. As the number of dimen-
sions increased both searches slowed down, the serial signiﬁcantly. When no
migration was used the parallel method achieved a signiﬁcant speedup but
not as good as when migration was used. In some cases the serial initially
outperformed the parallel at the start of execution and then slowed signiﬁ-
cantly. This is because the serial got stuck in a local optimum. Results are
further discussed in the conclusion.
53Chapter 6
Conclusion
The Parallel Time Series Data Mining framework (TSDM) is a method for
‘exploiting the opportunity of parallel execution’ in the existing framework.
The parallel framework increases the search eﬃciency of the original frame-
work. A method was presented on how the parallel framework is imple-
mented. This method is customizable and scalable for solving problems
of varying degree. Domain decomposition of the problem and running the
search in parallel helped achieve the goals of the framework.
The Parallel TSDM was applied to a problem and a comparison in re-
sults was demonstrated. The results showed that the parallel TSDM frame-
work gained a signiﬁcant speedup by applying domain decomposition to
the problem. Results demonstrated the parallel approach signiﬁcantly out
performs the original serial approach. The parallel approach also performs
signiﬁcantly better as the number of partitions increase whereas the serial
approach slows down signiﬁcantly. As a result the parallel method is more
scalable to larger data sets and dynamically handles an increase in the size
search space. More resources can be compounded to the parallel framework
giving it more computational resources. Migration of candidate solutions
also helps to improve the parallel search further. The parallel approach is
also highly customizable and ﬂexible to dealing with larger problems. All
these results address the original problem statement; scaling to large data
sets, handling the increase in the size of the search space and increasing the
probability in ﬁnding a global optimum. Finally, the results and the method
address a research direction for the original authors of the framework.
“Improving computational performance will be addressed through two
research directions. One direction is to investigate alternative global op-
timization methods such as interval branch and bound. A second parallel
direction is to investigate distributed and parallel implementations of the
TSDM methods” [Povinelli, 2000].
546.1 Limitations of Study
The implementation of the TSDM framework is restricted to the core con-
cepts, discovering patterns characteristic of events. Filtering techniques,
the moderation formulation and the objective function for measuring the
prediction accuracy of a collection of clusters is not implemented in this
dissertation. It is also important to note that the original TSDM Frame-
work is the scope of a PHD and many years work. Implementing this entire
framework is not within the time limits or scope of an Honours dissertation.
6.2 Future Work
There are many avenues for future research that could build on the Parallel
Time Series Data Mining Framework.
More intelligent partitioning strategies
The method of partitioning the phase space may take more intelligent di-
viding strategies. Perhaps concentrating on dense areas of the phase space
or using heuristics in the partitioning stage. For very large data sets this
will further decrease the size of the search space and minimize the size of
the partitions.
Functional Decomposition
We used the concept of domain decomposition for achieving parallelism, this
was associated with the underlying data. Functional decomposition refers
to decomposing the functional aspects of the computation. Load balancing
and a scheduling strategies could be used for spreading out the computation
evenly. This also ties into the underlying model used in the parallel genetic
algorithm.
Other Parallelizable Aspects
Using diﬀerent parallel models or domain decomposition of another aspect of
the framework is possible. The search could be run in parallel using varying
dimension phase spaces on each slave. This type of search can ﬁnd varying
dimension patterns concurrently using the parallel genetic algorithm.
Parallel genetic algorithms are highly customizable and any future work
may take many directions.
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