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Abstract
Conventional numerical dierentiation formulas based on interpolating polynomials, operators and lozenge diagrams
can be simplied to one of the nite dierence approximations based on Taylor series, and closed-form expressions of
these nite dierence formulas have already been presented. In this paper, we present new nite dierence formulas,
which are more accurate than the available ones, especially for the oscillating functions having frequency components
near the Nyquist frequency. Closed-form expressions of the new formulas are given for arbitrary order. A comparison of
the previously available three types of approximations is given with the presented formulas. A computer program written
in MATHEMATICA, based on new formulas is given in the appendix for numerical dierentiation of a function at a
specied mesh point. c© 2000 Elsevier Science B.V. All rights reserved.
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0. Introduction
Numerical methods are widely used for the numerical dierentiation of the functions, which are
dicult to dierentiate analytically, and for nding the derivative of the sampled data for which
the generating function is not known. Numerical dierentiation formulas are generally obtained
from the Taylor series, and are classied as forward, backward and central dierence formulas,
based on the pattern of the samples used in calculation [1,3{5,7,10]. Forward dierence approxi-
mations use the samples at a mesh point and next (forward) equally spaced points of analysis, for
calculating the derivative at the mesh point. In contrast, backward dierence approximations use
the samples at a mesh point and the previous (backward) equally spaced points, whereas central
dierence approximations use both forward and backward samples in calculating the derivative at
the specied mesh point. Some other numerical dierentiation techniques like exponential tting and
minimal phase lag can be found in [12{28].
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A nite dierence approximation using N samples is said to be of order N and gives the derivative
at the mesh point with an error of the order of TN =N !, where T is the sampling period. The error
reduces generally for higher values of N, and hence the approximations of higher orders are desirable
for accurate results. A nite dierence approximation of order N is usually obtained by solving N
equations obtained directly from Taylor series or by the method of indeterminate coecients [5,6].
In [8], we presented closed-form expressions of these nite dierence approximations, which can
give an approximation of arbitrary order, without any need to solve equations. Therefore with these
three (in fact two, because coecients of forward and backward dierence approximations dier
only by sign) closed-form formulas, there does not remain any need to remember coecients of
long formulas for higher orders. In addition, the equivalent forms, based on interpolating polynomials
like Lagrangian, Bessel, Newton{Gregory, Gauss and Sterling interpolating polynomials [1,3{5,7,10],
operators [4] and lozenge diagrams [5], which were used due to complexity in deriving higher-order
nite dierence formulas are no more needed.
Of the nite dierence formulas, central dierence formulas are more accurate, especially for the
oscillating functions and periodic functions [8]. In addition, central dierence approximations do not
induce any nonlinearity in the phase of the dierentiated data. However, if the maximum frequency
of the dierentiated function is close to the Nyquist frequency (half of the sampling frequency),
the error for the central dierence approximation is also quite high. In this paper, we present new
nite dierence approximations, which are as accurate as the available formulas for polynomials
and are much accurate for oscillating functions, especially for high frequencies near the Nyquist
frequency. Like central dierence approximations, these do not introduce any nonlinearity in the
phase of the dierentiated signal. We present the closed-form expressions of these approximations
for arbitrary order, and therefore they can be generated for very high order (and consequently of
very high accuracy) very easily even by the use of a simple calculator.
1. Derivation based on Taylor series
Taylor formula gives the expansion of a function f(t) analytic at t = t0 in the form of following
power series:
f(t) =
1X
i=0
(t − t0)i
i!
f(i)(t0); (1)
where f(i)(t0) denotes the ith derivative of f(t) at t = t0. Using this formula, we can dene the
value of the function at any point, in terms of the value of the function and its derivatives at a mesh
point. Let us take t0 = 0 as the mesh point, and sample the function f(t) at equally spaced points
t = kT; where k =  12 ; 32 ; 52 ; : : : ;(2n − 1)=2; n is an integer and T is the sampling period. The
values of the function at t = kT , denoted by fk can be expressed as
fk=f0+kTf
(1)
0 +
(kT )2
2!
f(2)0 +   +
(kT )2n
(2n)!
f(2n)0 +O(T
2n+1); k= 12 ; 32 ; : : : ;(2n− 1)=2: (2)
The error term O(T 2n+1) is of the order of T 2n+1=(2n+ 1)! and contains the derivative terms of the
order above 2n. This term is neglected while deriving all the nite dierence formulas and its value
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gets smaller as the value of T is reduced or n is increased. Eq. (2) can be written in matrix form
as
F = A  D +O(T 2n+1); (3)
where F and D are the vectors of length 2n, A is a 2n 2n square matrix, and these are dened as
F = [f1=2 − f0 f−1=2 − f0 : : : f(2n−1)=2 − f0 f−(2n−1)=2 − f0]T;
D = [f(1)0 f
(2)
0 f
(3)
0 : : : f
(2n)
0 ]
T;
A=
2
6666664
T=2 (T=2)2=2!    (T=2)2n=(2n)!
−T=2 (−T=2)2=2! (−T=2)2n=(2n)!
...
(2n− 1)T=2 ((2n− 1)T=2)2=2! ((2n− 1)T=2)2n=(2n)!
−(2n− 1)T=2 (−(2n− 1)T=2)2=2! (−(2n− 1)T=2)2n=(2n)!
3
7777775
:
From the set of equations described by Eq. (3), the rst derivative at the mesh point, f(1)0 can be
written as
f(1)0 

f1=2 − f0 (T=2)2=2!    (T=2)2n=(2n)!
f−1=2 − f0 (−T=2)2=2! (−T=2)2n=(2n)!
...
f(2n−1)=2 − f0 ((2n− 1)T=2)2=2! ((2n− 1)T=2)2n=(2n)!
f−(2n−1)=2 − f0 (−(2n− 1)T=2)2=2! (−(2n− 1)T=2)2n=(2n)!

T=2 (T=2)2=2!    (T=2)2n=(2n)!
−T=2 (T=2)2=2! (−T=2)2n=(2n)!
...
(2n− 1)T=2 ((2n− 1)T=2)2=2! ((2n− 1)T=2)2n=(2n)!
−(2n− 1)T=2 (−(2n− 1)T=2)2=2! (−(2n− 1)T=2)2n=(2n)!

(4)
The  sign appears as we have neglected O(T 2n+1) in Eq. (3). We calculated the denominator in
Eq. (4) for dierent values of n, and found that its value for T = 1 can be expressed as
jAjT=1 = (2n− 1)!!
2
22n(2n)!
:
It can also be noted that only rst columns in numerator and denominator dier in the powers of
T. Therefore, Eq. (4) can be simplied as
f(1)0 
(2n− 1)!!2
22n(2n)!T

f1=2 − f0 (1=2)2=2!    (1=2)2n=(2n)!
f−1=2 − f0 (−1=2)2=2! (−1=2)2n=(2n)!
...
f(2n−1)=2 − f0 ((2n− 1)=2)2=2! ((2n− 1)=2)2n=(2n)!
f−(2n−1)=2 − f0 (−(2n− 1)=2)2=2! (−(2n− 1)=2)2n=(2n)!

: (5)
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Eq. (5) gives a nite dierence approximation of order 2n of derivative of the function at t=0 and
has an error of the order of T 2n=(2n)!. The approximations for dierent values of n are listed below.
f(1)0 =
1
T
(f1=2 − f1=2) + O(T 2);
f(1)0 =
1
T

9(f12 − f−1=2)
8
− (f3=2 − f−3=2)
24

+O(T 4);
f(1)0 =
1
T

75(f1=2 − f−1=2)
64
− 25(f3=2 − f−3=2)
384
+
3(f5=2 − f−5=2)
640

+O(T 6);
f(1)0 =
1
T

1225(f1=2 − f−1=2)
1024
− 245(f3=2 − f−3=2)
3072
+
49(f5=2 − f−5=2)
5120
− 5(f7=2 − f−7=2)
7168

+O(T 8);
It can be noted that as the order of the approximation increases, the coecients of the terms become
complicated. Observing the approximations of dierent orders, we found, almost accidentally, that
the coecients follow a certain pattern, and Eq. (5) can be written in a closed form as
f(1)0 =
1
T
nX
k=0
g(2k−1)=2(f(2k−1)=2 − f−(2k−1)=2) (6)
and at an arbitrary point t = iT , we may write
f(1)i =
1
T
nX
k=0
g(2k−1)=2(f(2k−1)=2+i − f−(2k−1)=2−i): (7)
The coecients g in Eqs. (6) and (7) are dened as
g(2k−1)=2 =
(−1)k+1(2n− 1)!!2
22n−2(n+ k − 1)!(n− k)!(2k − 1)2 ; k = 1; 2; 3; : : : ; n; (8)
where double factorial of an integer m is given as m!! = m(m− 2)(m− 4) : : : (> 0).
In order to increase the computation eciency, the coecients in Eq. (8) can be calculated in the
following iterative way:
g1=2 =
(2n− 1)!!2
22n−2n!(n− 1)! ;
g(2k−1)=2 =−(n− k + 1)(2k − 3)
2
(n+ k − 1)(2k − 1)2 g(2k−3)=2; k = 2; 3 : : : ; n:
(9)
It must be noted that coecient of f0 is zero and coecients gi of forward terms dier from those
g−i of corresponding backward terms only by sign, therefore the sum of all the coecients is zero.
This satises the basic condition of a dierentiation operation, that the derivative of a constant is
zero.
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Table 1
Errors in dierentiation of example functions with new and central dierence formulas for dierent orders using dierent
sampling periods
Function Order = 6 Order = 10
T = 10−3 T = 10−6 T = 10−3 T = 10−6
N C N C N C N C
t − t6 0 0 0 0 0 0 0 0
t7 3:5E− 18 3:6E− 17 3:5E− 36 3:6E− 35 0 0 0 0
e−t 7E− 20 7:1E− 19 7E− 38 7:1E− 37 2:2E− 33 3:6E− 32 2:2E− 63 3:6E− 62
e−100t 6:8E− 5 0.0007 6:7E− 23 6:9E− 22 2:1E− 8 3:5E− 7 2E− 38 3:4E− 37
sin(t) 6:7E− 17 6:9E− 16 6:7E− 35 6:9E− 34 2E− 28 3:4E− 27 2E− 58 3:4E− 57
sin(100t) 6:6E− 5 0.0007 6:7E− 23 6:9E− 22 2E− 8 3:3E− 7 2E− 38 3:4E− 37
sin(400t) 0.23 2.1 2:7E− 19 2:8E− 18 0.01 0.2 2:1E− 32 3:5E− 31
sin(500t) 0.78 6.6 1E− 18 1:1E− 17 0.1 1.4 8:3E− 28 3:3E− 30
Sin(1000t) 21 100 6:7E− 17 6:8E− 16 16.2 100 2E− 28 3:4E− 27
2. Comparison with other nite dierence approximations
A comparison of forward, backward and central dierence formulas was presented in [8]. It
was observed that all the formulas were almost equally accurate (central dierence ones have a
little higher accuracy) for the polynomial functions. However, for oscillating functions, which have
the frequency components closer to the Nyquist frequency, central dierence approximations were
observed to be more accurate. Moreover, the accuracy of central dierence approximations increases
in general with order, however for oscillating or periodic functions having frequency beyond a
certain limit, the accuracy of forward and backward dierence approximations decreases sharply
for higher orders [8]. Therefore, central dierence approximations are the best choice among the
available nite dierence formulas, if all of them can be applied in a certain situation. However,
the new dierence formulas presented in the previous section are proved even more accurate than
central dierence formulas. In this section, we give a comparison of the two by dierentiating some
example functions and plotting their frequency responses.
Table 1 shows the errors in dierentiation of dierent functions for two dierent sampling periods
and orders, using central dierence and the new formulas. The columns headed by N and C show
the errors by using new formulas and central dierence approximations, respectively. To minimize
the round o error, calculations are carried out with 100 digits. Except in the rst two rows for
polynomials, all the entries in the table give % errors. From rst two rows of the table, it can
be noted that although both the new and the central dierence formulas are highly accurate for
polynomial functions, the former has an edge over the latter. Both are very accurate for periodic
and oscillating functions as well, when the maximum frequency of the function is well below the
Nyquist frequency. The last four rows show however, that when the frequency of the function gets
closer to the Nyquist frequency, central dierence approximations show large errors that increase to
100% in the worst case. In such case, the new formulas also have higher errors, but compared to
central dierence formulas, they are still accurate.
Both of the formulas are written in digital lter form, and their behavior can be more clearly
understood by comparing their magnitude responses, i.e., absolute value of the discrete Fourier
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Fig. 1. Comparison of the magnitude responses of digital dierentiators based on central and new dierence approximations
with ideal dierentiator for an order of 10.
transforms of the coecients, which are plotted in Fig. 1 for n = 10. Ideal magnitude response is
also shown which increases linearly from 0 to 1, as the frequency changes from 0 to the Nyquist
frequency fs=2, where fs is the sampling frequency [8]. Magnitude response of a central dierence
approximation of any order becomes zero at the Nyquist frequency, having 100% deviation from
the ideal value of one. New formulas also have a sharp increase in the deviation near the Nyquist
frequency, however it is lower by many folds compared to that of central dierence formulas. This
deviation is further reduced for the higher orders of the approximations, as it can be observed from
Table 1.
Coecients of both new and central dierence formulas are symmetric, therefore their phase
responses are linear, and they do not induce any nonlinearity in the phase of the dierentiated
function. Therefore, both of them can be used as nite impulse response (FIR) non-recursive linear
phase digital dierentiators [11]. It was observed in [8], that central dierence formulas are in fact
the same as the maximally linear type III dierentiators [2]. Implementation of new formulas as
digital dierentiators and their comparison with other types of dierentiators is presented in [9].
It must be noted that forward and backward dierence approximations presented in [8] have
non-symmetric coecients, whereas central dierence approximations and the new approximations
presented in this paper have symmetric coecients. Therefore, for approximation of derivative at a
mesh point, forward and backward dierence approximations need more function evaluations com-
pared to central dierence and new approximations. For an order 2n, forward and backward dierence
approximations require 2n + 1 multiplications and 2n − 1 additions, whereas central dierence and
new approximations require n+1 multiplications and 2n−1 additions. Therefore, the time of compu-
tation of derivative at a specied mesh point using new approximations is the same as that for central
dierence approximations, and less than that for forward and backward dierence approximations.
A dierence between the implementation of central dierence and new formulas can be noted.
Central dierence formulas use odd number of equally spaced samples and give the derivative at
the central sampling point, whereas new formulas use even number of equally spaced samples and
give the derivative at center of two central sampling points. Therefore, to obtain derivative at a
certain mesh point with central dierence and new formulas, samples of the functions will have to
be collected at dierent sets of points.
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3. Conclusions
In this paper new nite dierence formulas are presented, which give more accurate numerical
dierentiation of all types of functions than any other type of formulas. Especially, if the function to
be dierentiated has components near the Nyquist frequency, new formulas are much more accurate
than others. Closed-form expressions of these new dierence formulas are presented, which can give
approximations of arbitrary order. A computer program, which executes the presented results, is also
given.
Appendix
The computer program given here is written in MATHEMATICA. The commands in MATHE-
MATICA are very easy to understand because they are written just like the formulas and equations
commonly used in mathematics. Therefore, anyone can transform it very easily in his/her preferred
language.
( Input )
order=6;
f = Sin[1000Pi t]; ( the function to be dierentiated )
dt = 10^ − 6; ( sampling period )
mp = 0; ( mesh point )
( sampling )
n = Ceiling[order=2];
a=Table[f ; ft;mp− (2n − 1)=2dt;mp + (2n − 1)=2dt; dtg];
( calculation of coecients )
g = Table[0; fng];
g[[1]] = (2n− 1)!!^2=2^(2n− 2)=n=(n− 1)!^2; ( equation 9)
For[k = 2; k<= n; k + +; g[[k]] =−(n − k + 1)=(n + k − 1)(2k − 3) ^2=(2k − 1) ^2g[[k − 1]]];
g = Join[− Reverse[g]; g];
( output )
d = g:a=dt; ( equation 7)
Print[N[d]]; ( print numerical value )
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