The thermodynamics of solvation of a dipole in hard sphere solvents with dipoles and quadrupoles is studied by using the Padé approximation for the perturbation expansion of the solvation chemical potential and compared to Monte Carlo simulations. Solvation chemical potentials, energies, and entropies of solvation are obtained at different dipolar and quadrupolar solvent strengths. The effect of nonlinear solvation is analyzed and found not to exceed 10% in the parameter range studied. An agreement between the simulations and the analytical theory is obtained by an empirical rescaling of the triple perturbation integrals of the perturbation expansion. This rescaling does not, however, provide a quantitatively correct partitioning of the solvation free energy into the energy and entropy of solvation.
I. INTRODUCTION
Many solvents used in chemistry belong to the class of nondipolar liquids implying that the liquid molecules have zero permanent dipoles. The static dielectric constant of such solvents is close to the squared refractive index. A low dielectric constant does not necessarily mean a low solvation ability. Many chemical species can be solvated in nondipolar solvents because of the stabilization energy due to dispersion forces and nonzero higher solvent multipoles, of which the quadrupole moment is of primary importance.
The dielectric continuum modeling of solvation that is widely used for highly polar solvents has a very limited application to solvents with zero dipole moments and nonzero quadrupoles ͑quadrupolar solvents͒. The fundamental origin of its failure is the short range of quadrupolar interactions that do not directly contribute to the dielectric constant. Although the effect of quadrupoles on the solvent dielectric constant is significant, 1 it is reflected only in the Kirkwood g-factor that decreases due to breaking the angular dipoledipole correlations with increasing quadrupolar strength. 2 Quadrupoles do not produce a macroscopic polarization of the solvent in an external field. The solvation free energy of a multipole solute in a nondipolar liquid is thus produced only by the induced solvent dipoles when calculated in the framework of continuum models. That this prediction is wrong has been clearly demonstrated in the recent measurements of the solvent reorganization energy for optical transitions of chromophores dissolved in nondipolar solvents. 3 The solvent reorganization energy of electronic transitions reflecting solvation by only the nuclear degrees of freedom is zero when a nondipolar solvent is modeled by the dielectric continuum. Experiments on optical Stokes shifts in quadrupolar solvents show, on the contrary, quite substantial ͑300-500 cm Ϫ1 ͒ 3 reorganization energies, thus pointing to significant solvation by the solvent molecular quadrupoles.
Several attempts have been recently made to incorporate solvent quadrupoles into the continuum dielectric description of solvation. 4 The continuum solvation energy is diminished by inclusion of the solvent quadrupoles owing to two factors. First, the dielectric constant of a polar solvent gets smaller because quadrupoles destroy dipole-dipole angular correlations, resulting in a decrease of the Kirkwood g-factor. 1͑b͒ Second, the quadrupolar susceptibility makes a negative contribution to the continuum solvent response function. 4͑b͒ A decrease of the solvation energy with the increase of the solvent quadrupole is at odds with molecular simulations of dipolar-quadrupolar fluids 5 and leads to confusing results when applied to optical spectroscopy. 6 A molecular description of solvation in nondipolar solvents is thus necessary.
Along these lines, reference interaction-site models ͑RISM͒ 7 provide an important basis for calculating solvation energies, since they include all molecular multipoles by their construction. For such calculations, one needs the distribution of partial charges in both the solvent and the solute, as well as information about molecular geometries. This approach is difficult to implement for a variety of solvents given the scarcity of the input data and the necessity to solve a set of integral Ornstein-Zernike ͑OZ͒ equations for the site-site pair distribution functions.
Especially for treating spectroscopic data, for which changing the solvent is the common practice to probe the solvent effect, an approach for calculating solvation energetics from a few multipole moments of the solvent and the solute is highly desirable. An analytical procedure would also greatly simplify the data analysis. The present study is a development in that direction. The motivation of this paper is to develop a molecular treatment of solvation of a dipole in dipolar-quadrupolar solvents. Among different approaches to this problem suggested by equilibrium liquid state theories, 8 we have chosen here a Padé truncation approach to the perturbation treatment of solvation. 9, 10 This method meets best our goal of creating an analytical framework for analyzing the solvent effect on optical transitions and electron transfer reactions in molecular liquids.
An alternative approach would be to use molecular integral equations with the hypernetted-chain ͑HNC͒ 2 or reference hypernetted-chain ͑RHNC͒ 11 closures for solvents with point dipoles and quadrupoles. In this approach, the OZ equation is expanded in spherical functions and closure relations are solved for each angular component. This approach is quite reliable in respect to the calculation of dielectric and thermodynamic properties of liquids without H-bonds.
2͑c͒
The method is, however, relatively complicated and the development of alternative approaches is useful for applications and helps to better understand the multipolar solvation. In addition, we are interested here in obtaining the energy of reorganizing the solvent structure by the solute. This parameter is used as a means to calculate the internal energy and entropy of solvation and to test the general performance of the linear response theories. The latter information is hard to extract from integral equations involving angular projections, 12 but is straightforward in the perturbation approach.
This paper is organized as follows. In the next section, the model system of a dipolar solute in a solvent of hard sphere ͑HS͒ solvent molecules with point dipoles and quadrupoles is defined. In Sec. III, the perturbation expansion of the solvation chemical potential is developed and a Padé approximant is constructed. The analytical expressions are then tested against Monte Carlo ͑MC͒ simulations in Sec. IV where nonlinear solvation effects and the partitioning of the solvation free energy into the entropy and energy of solvation are also analyzed. Finally, Sec. V contains conclusions.
II. MODEL
The explicit model we employ here is that of a HS solute with a centered dipole moment m 0 in a solvent of HS molecules with dipoles and quadrupoles. The dipole moment is assumed to be the highest nonvanishing multipole of the solute ͑solute quadrupole is zero͒ and the consideration is limited to axially symmetric solvent molecules. We therefore have only two multipole parameters for the solvent: the dipole moment m and the quadrupole moment Q. ͑Q is the z,z-projection of the quadrupole tensor in the body-fixed axes frame. 8 ͒ The interaction potential U 0s between the solute and the solvent reads as U 0s ϭU 0s HS ϩU 0s
where throughout below ''0'' and ''s'' stand for the solute and solvent, respectively. In Eq. ͑1͒, U 0s HS is the solutesolvent HS repulsion and U 0s p stands for the solute-solvent multipole interaction; the sum runs over the N solvent molecules. The multipole expansion of the solute-solvent interaction potential is given, in our model, by the sum of two terms,
where the superscripts ''1'' and ''2'' refer to the first and the second multipole moments, respectively. Explicitly, we have
where ŝ 0 and ŝ 1 is therefore symmetric in respect to interchange of the solvent molecules. This symmetry does not exist for the solutesolvent dipole-quadrupole interaction, since the solute quadrupole is assumed to be equal to zero. The interaction potentials in Eqs. ͑1͒-͑8͒ give a complete definition of the present model system. In the next section, we derive the perturbation expansion for the solvation chemical potential in terms of the multipolar interaction potentials between the solute and the solvent, u 0s p , and between the solvent molecules, u ss p . The reference system is the liquid of solvent hard spheres with the immersed solute hard sphere core. In order to generate an infinite perturbation series in solvent dipolar and quadrupolar strengths, we form a Padé approximant composed of the two first nonvanishing perturbation terms.
III. THERMODYNAMIC PERTURBATION EXPANSION
The excess chemical potential p relative to the free energy of inserting the solute HS core into the solvent can be derived from the thermodynamic coupling parameter integration,
Here is the solute-solvent coupling parameter and the integration is carried out over the coordinates and orientations of the solvent molecules (⌫) and the orientations of the sol-ute dipole (⍀ 0 ). The function g 0s (;01) is the solutesolvent pair distribution function ͑PDF͒ at the coupling strength , while is the solvent number density. A perturbation expansion for p is obtained by expanding g 0s (;01) in the solute-solvent and solvent-solvent multipole interaction potentials relative to the reference system composed of the solute and solvent hard spheres. 10͑a͒͑b͒ The expansion will be truncated after the first two nonvanishing terms used to build a Padé approximant.
The first nonvanishing expansion term follows from the first order expansion g 0s (;01)Ӎg 0s (0) (r 1 )Ϫ␤u 0s p (01) g 0s (0) (r 1 ) which, after substitution into Eq. ͑9͒, yields
and g 0s (0) (x) is the HS solute-solvent PDF. In Eq. ͑10͒, is the HS diameter of the solvent molecules and we have introduced the density of solvent quadrupoles,
by analogy with the well-known density of the solvent dipoles,
where *ϭ 3 , (m*) 2 ϭ␤m 2 / 3 , and (Q*) 2 ϭ␤Q 2 / 5 . In contrast to the dipoles density y d that depends only on the solvent number density and the dipole moment ͑the common 3 factor cancels out͒, the quadrupoles density y q includes also the HS diameter . This is because the quadrupole interacts with the gradient of the electric field and not with the field itself as in the dipole case.
The second order expansion contains two- 5 The second order expansion term contains therefore only the three-particle contributions and can be written as follows:
The three-particle perturbation integrals I DDD (3) , I DDQ (3) , and I DQQ (3) are responsible for the three-particle correlations: dipole-dipole-dipole ͑DDD͒, dipole-dipole-quadrupole ͑DDQ͒, and dipole-quadrupole-quadrupole ͑DQQ͒. The perturbation integrals are functions of the solvent reduced density, *, and the reduced distance of the solute-solvent closest approach, r 0s ϭR 0 /ϩ0.5, where R 0 is the solute radius. The analytical expressions for the three-particle perturbation integrals, as well as polynomial fits of both the two-particle and three-particle integrals, are explicitly given in Appendix A.
The Padé approximant can be built using Eqs. ͑10͒ and ͑14͒ as follows:
A comparison to the simulations of solvation in purely dipolar solvents 10͑c͒ and the simulation data presented here both show that the Padé approximation ͑PA͒ somewhat overestimates the solvation energy. This seems to be a general problem of the Padé truncation of perturbation series, since the same trend is seen for the free energy of homogeneous multipolar fluids.
5͑b͒, 8 Since the main error is in the denominator term p (3) / p (2) in Eq. ͑15͒, 5͑b͒ an agreement with simulations may be achieved by introducing the empirical factors p , q , and pq correcting for errors in estimating the effect of many-body multipolar correlations on solvation. Note that the PA accounts only for the three-particle correlations attempting to include all higher order terms by constructing a geometric series. With the correction factors included, we will define the solvation chemical potential as follows:
where
The correction factor d was obtained in the previous paper dealing with purely dipolar HS solvents. 10͑c͒ Therefore, we need to determine q and dq . As the first step, we will generate solvation internal energies u p from MC simulations in quadrupolar solvents with zero dipole moments. This provides information about q . Then, with q and d in hand, we will extract dq from simulations of solvation in solvents with nonzero dipole and quadrupole moments.
IV. RESULTS

A. Monte Carlo simulations
The MC simulations were carried out for a dipolar solute in a fluid of HS solvent molecules with point dipoles and linear quadrupoles. The solute was initially inserted into a cubic simulation cell with the solvent molecules placed on the fcc lattice with random orientations. In order to avoid overlap with the solvent molecules, the solute size was gradually increased to the desired magnitude in the course of standard MC runs, as described in previous publications. 10͑c͒, 13 Periodic boundary conditions with the minimum image convention 14 were employed for a cubic simulation box of side-length L. The long-ranged multipolar interactions were truncated beyond the cutoff distance R c ϭL/2. The reaction-field ͑RF͒ long-range corrections with the continuum dielectric constant ⑀ RF ϭ1000 have been adopted for the dipole-dipole interaction potential. The simulation results are usually reasonably insensitive to the choice of ⑀ RF , and values of ⑀ RF higher than the dielectric constant of the pure solvent ensure better convergence of dielectric and thermodynamic parameters. 15 No corrections have been made for the truncation of more short-ranged dipole-quadrupole and quadrupole-quadrupole interactions, which is the usual approximation for treating dense liquids with quadrupoles. 16, 17 The simulations were performed with Nϭ500 solvent molecules on the SGI Challenge L-IRIX 6. 
B. Linear response approximation
The excess chemical potential p P in Eq. ͑16͒ is proportional to the squared solute dipole moment. The perturbation expansion of Sec. III is, therefore, restricted to the linear response approximation ͑LRA͒.
18 Before used, the LRA hypothesis should be tested on MC simulations. This can be achieved by applying some thermodynamic relations following from the linear solvent response.
10͑c͒ First, the solvation chemical potential p is simply related to the average interaction energy of the solute-solvent multipolar interaction, 2 p ϭe 0s , e 0s ϭ͗U 0s p ͘.
͑19͒
The average interaction energy can, in turn, be found from the second moment of the solute-solvent potential, e 0s ϭ␤͗͑␦U 0s p ͒ 2 ͘.
͑20͒
The two equivalent ways of calculating e 0s provide a means of testing the LRA. The parameter
serves as a measure of deviation of the solvent response from the LRA prediction NL ϭ1. The nonlinear solvation parameters for dipolar-quadrupolar solvents of various polarity are listed in Tables I and II from which one can infer that the LRA approximation holds within 10% in the range of parameters studied. The comparison of two columns in Table I shows that purely quadrupolar solvents tend to produce a more nonlinear response than solvents with nonzero dipolar components. .
C. Solvation thermodynamics
͑33͒
In order to obtain the generating functional p (x,y), we need to construct the Padé approximant for the potential U ϩU(x,y). This procedure is straightforward along the lines of Sec. III from which p (x,y) is given by Eq. ͑16͒ with the coefficients ͑Appendix B͒
From Eqs. ͑33͒-͑35͒ we have 
͑37͒
In the lower panel in Fig. 1 , we have shown the partitioning of the solute-solvent interaction energy into the components due to the solvent dipoles and quadrupoles. The simulation results ͑points͒ are compared to the analytical predictions given by Eqs. ͑36͒ and ͑37͒ ͑solid lines͒. As is seen from the figure, the two solvation component coincide at (m*) 2 ϭ1.0 and (Q*) 2 ϭ0.5. This implies that quadrupoles are approximately twice as effective in solvating a dipole compared to solvent dipoles, at r 0s ϭ1. This does not, however, mean that solvation in polar liquids is dominated by quadrupoles. The value of the reduced dipole moment as much as (m*) 2 Ӎ5.0 can be achieved in such polar solvents as acetonitrile (mϭ3.9D, ϭ4.14 Å). On the other hand, very few commonly used solvents have the reduced quadrupole moment as high as (Q*) 2 ϭ0.5 ͓e.g., for benzene (Q*) 2 ϭ0.42; for carbon dioxide (Q*) 2 ϭ0.68; for ethanol (Q*) 2 ϭ0.46; for dimethylsulfoxide (Q*) 2 ϭ0.67͔. Therefore, for polar solvents like acetonitrile ͓(m*) into the contributions from the dipole-dipole ͑squares͒ and dipole-quadrupole ͑diamonds͒ potentials is also shown. We see that for the solute of the size r 0s ϭ1.4 the solvation energies arising from the interaction of the solute with the solvent dipoles and solvent quadrupoles are approximately equal for the close magnitudes of the dipolar (y d Ӎ0.5) and quadrupolar (y q Ӎ0.5) polarity parameters. The quadrupoles are thus less effective in creating the solvation stabilization compared to the case r 0s ϭ1.0 shown in Fig. 1 . This is because quadrupolar forces die off faster than dipolar forces. As a result, the relative impact of quadrupolar solvation diminishes with increasing solute size. The ratio of the quadrupolar to dipolar solvation energies varies approximately as Figure 2 indicates that the quadrupolar solvation energy ͑dia-monds͒ decays with increasing y d . This reflects increasing breaking of the quadrupolar orientational order by the solvent dipoles resulting in less effective quadrupolar solvation. Figure 2 also illustrates the issue of nonlinear solvation effects. The first and the second moments are close to each other and the deviation of the nonlinear solvation parameter NL ͓Eq. ͑21͔͒ from unity ͑Tables II and III͒ does not exceed 10%. It is also seen from Fig. 2 that the quadrupolar component of the average solute-solvent energy ͑diamonds͒ shows a more pronounced nonlinear solvation effect compared to the dipolar component.
Equations ͑22͒-͑26͒ provide a route to calculate the internal energy and entropy of solvation. The key parameter here is the energy of the solvent reorganization that, in the LRA, is connected to the moment Ϫ␤͗␦U 0s p ␦U ss p ͘ by Eq.
͑23͒. This parameter and the two first moments of the solute-solvent potential are listed at r 0s ϭ1.4, *ϭ0.8, (Q*) 2 ϭ0.5, and varying (m*) 2 in Table II moves shows relatively long plateaus that can easily be confused with stationary values. Therefore, only a qualitative analysis is feasible from the simulation data. The internal energy of solvation becomes higher with increasing y d , whereas the entropy of solvation changes slower ͑Fig. 3͒. This means that the solvation free energy in highly polar solvents is dominated by the solvation energy, whereas the entropic component is more important for solvation in quadrupolar solvents. This observation has an important bearing on the validity of continuum models of solvation in molecular liquids. The parameter s ͓Eq. ͑24͔͒ serves as a sensitive indicator of performance of linear response theories.
10͑c͒ This is because for the LRA the chemical potential of solvation is quadratic in the solute dipole moment and s is given by the equation
where the response function a(y d ,y q ) connects the solvation chemical potential and the squared solute dipole in the LRA,
All terms in the response function that are independent of the polarity parameters y d and y q disappear from the logarithmic derivative in Eq. ͑39͒. The parameter s is thus affected only by the dependence of the response function on the dipolar and quadrupolar strengths. By calculating s one can therefore extract the information about the solvent polarity dependence of the response function without complications due to geometric and other factors entering a(y d ,y q ). The PA yields (2) . ͑41͒
In the continuum Onsager treatment of dipole solvation, the solvent dependent part of the response function,
is given in terms of the solvent dielectric constant ⑀(y d ,y q ).
The dependence of the dielectric constant on dipolar and quadrupolar densities follows from the Kirkwood equation,
where the Kirkwood factor g K (y d ,y q ) depends on both y d and y q , 1 although the dependence of g K on y q is generally unknown. In Fig. 4 , the simulated s is compared with the PA ͑labeled as ''PA''͒ and the continuum ͑labeled as ''O''͒ treatments. For the latter, two models for g K , both disregarding the dependence on y q , were employed. The solid line in Fig. 4 represents the calculation with g K (y d ) taken from our previous simulations of pure dipolar liquids 10͑c͒ and the dash-dotted line indicates the Onsager approximation g K ϭ1. Also included is the parameter s with the continuum response function taking into account the quadrupolar susceptibility ͑dashed line͒ recently proposed in Ref. 4͑b͒.
The simulated s falls in between the PA and continuum results ͑Fig. 4͒. Both the involvement of the quadrupolar susceptibility and the Onsager approximation g K ϭ1 worsen the agreement with simulations. Note that the Kirkwood factor g K decays with y q 1 and an inclusion of its dependence on y q would shift the s curve upward. 19 The PA does not give quantitatively correct energies and entropies of solvation resulting in underestimated values of the parameter s . Note in this connection that the distinction between the continuum prediction and simulations for dipolar-quadrupolar liquids is not as dramatic as it was for purely dipolar solvents.
10 ͑c͒ This is a reflection of a general trend of quadrupolar forces to break dipolar correlations in the solvent, 1͑b͒,2͑b͒ resulting in a better agreement with continuum theories. The gap between the simulated s and its continuum estimate seems to broaden for smaller dipolar strengths. This is because the main shortcoming of continuum treatments of solvation is their failure to predict entropies of solvation. The increasing entropic character of solvation for quadrupolar fluids is therefore the source of the increasing disagreement between the continuum solvation theory and simulations for smaller values of y d .
V. CONCLUSIONS
We have used the Padé formulation of the perturbation expansion to treat solvation in dipolar-quadrupolar solvents. The standard version of the PA ͓Eq. ͑15͔͒ gives overestimated solvation free energies, especially for the quadrupolar component of solvation. The difficulty was overcome by introducing empirical coefficients rescaling the three-particle perturbation integrals appearing in the perturbation expansion. Simulations with purely dipolar 10͑c͒ and purely quadrupolar ͑Table I͒ solvents show that the corresponding empirical coefficients are independent of the solvent polarity and can be approximated by simple functions of the solute size. For solvents with nonzero dipoles and quadrupoles the correction parameter extracted from fitting the simulation data depends noticeably on y d and y q . It implies that the Padé form does not properly take into account the effect of interactions between solvent dipoles and solvent quadrupoles on solvation thermodynamics.
The proposed parameter qp is solvent independent and enables us to fit the simulation data for the solute-solvent interaction energy. The deviation between the analytical equation and the simulated values for e 0s is less than the deviations between e 0s and ␤͗(␦U We should note, however, that these deficiencies concern only the total equilibrium energy and entropy of solvation. In spectroscopic applications, the reorganization energy of the solvent, e ss , cancels out in the vertical energy gap and only the correct description of the solute-solvent solvation energy e 0s is necessary. For this purpose, the present theory is quite applicable. It gives the correct dependence of e 0s on the dipolar and quadrupolar densities, y d and y q . Since temperature explicitly comes only into these parameters, we can expect that thermochromic spectral coefficients may also be properly evaluated by using the Padé form.
20
ACKNOWLEDGMENTS
This research was supported by the Office of Naval Research ͑N00014-97-0265͒.
10͑b͒, 10͑c͔͒. We, however, refrain from doing that in this paper, since already a linear response needs empirical corrections to fit the simulation data. 19 According to the simulations by Patey and Valleau ͓Ref. circles͒, and I DQQ (3) ͑short-dashed line, squares͒ versus r 0s at *ϭ0.8. Points indicate the simulation data; lines correspond to calculations using the superposition approximation. The simulated data were obtained by extrapolating the simulation results at the finite solute concentration x 0 ϭ1/(Nϩ1) to the infinite system size with x 0 ϭ0. The number of particles in the simulation box was taken as Nϭ108, 255, and 500 ͑Ref. 13͒.
