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NONLINEAR DIFFERENTIAL EQUATION AND ANALYTIC
FUNCTION SPACES
HAO LI AND SONGXIAO LI∗
Abstract. In this paper we consider the nonlinear complex differential
equation
( f (k))nk + Ak−1(z)( f (k−1))nk−1 + · · · + A1(z)( f ′)n1 + A0(z) f n0 = 0,
where A j(z), j = 0, · · · , k − 1, are analytic in the unit disk D, n j ∈ R+
for all j = 0, · · · , k. We investigate this nonlinear differential equation
from two aspects. On one hand, we provide some sufficient conditions
on coefficients such that all solutions of this equation belong to a class of
Mo¨bius invariant function space, the so-called QK space. On the other
hand, we find some growth estimates for the analytic solutions of this
equation if the coefficients belong to some analytic function spaces.
1. Introduction
Let D be the unit disk in the complex plane C. Let g(a, z) = − log |ϕa(z)|
be the Green function on D with logarithmic singularity at a ∈ D, where
ϕa(z) = (a− z)/(1− a¯z) is the Mo¨bius transformation of D. Denote by H(D)
the set of all analytic functions on D. For s > 0, the Bloch-type space,
denoted by Bs, consists of all f ∈ H(D) for which
‖ f ‖Bs = | f (0)| + sup
z∈D
| f ′(z)|(1 − |z|2)s < ∞. (1.1)
When s = 1, we get the classical Bloch spaceB. Obviously,Bs1 $ B $ Bs2
for 0 < s1 < 1 < s2 < ∞. See [21] for the theory of Bloch-type spaces.
For 0 6 s < ∞, 0 < t < ∞, the weighted Hardy space, denoted by Hts,
consists of all f ∈ H(D) satisfying
‖ f ‖Hts = sup
06r<1
(1 − r2)s
(
1
2π
∫ 2π
0
| f (reiϕ)|tdϕ
) 1
t
< ∞. (1.2)
The Bers-type space, denoted by H∞s , consists of all f ∈ H(D) such that
‖ f ‖H∞s = sup
z∈D
(1 − |z|2)s | f (z)| < ∞. (1.3)
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It is easy to check that H∞s is a Banach space with the norm ‖ · ‖H∞s . The
Proposition 7 in [21] gives that Bs+1 = H∞s for s > 0.
For a nondecreasing function K : [0,∞) → [0,∞), the QK space consists
of all f ∈ H(D) for which
‖ f ‖2QK = sup
a∈D
∫
D
| f ′(z)|2K(g(a, z))dσ(z) < ∞. (1.4)
Here dσ is an area measure on D normalized such that σ(D) = 1. When
K(t) = tp, then QK space coincides with the Qp space. For all p > 1, the
Qp space is equal to the Bloch space B. The authors in [19] proved that
QK ⊆ B, and hence we obtain that QK ( H∞α for any α ∈ (0,∞).
The growth of solutions of the linear differential equation
f (k) + Ak−1(z) f (k−1) + · · · + A1(z) f ′ + A0(z) f = 0 (1.5)
with analytic coefficients has attracted a lot of attention, see for example,
[1–10, 12–18]. Ch. Pommerenke [17] studied the second-order equation
f ′′ + A(z) f = 0, (1.6)
where A(z) is an analytic function in D. He found some sufficient condi-
tions on the coefficient function A(z) such that all solutions of (1.6) are in
H2. Heittokangas in [6] found a sufficient condition on the coefficient func-
tion A(z) such that all solutions of (1.6) are in ∩0<p<∞Qp. In 2011, Li and
Wulan in [16] studied the equation (1.5) and gave the sufficient conditions
on coefficients of (1.5) such that all solutions of (1.5) belong to the QK
space. The main results are stated as follows.
Theorem A ([16, Theorem 2.1]). Let 1 < c < 3/2 and let K satisfy∫ ∞
1
ϕK(s)
s2c−1
ds < ∞, (1.7)
where ϕK(s) = sup06t61 K(st)/K(t), 0 < s < ∞. There exists a constant
α = α(k, c, K) > 0 such that if the coefficients of (1.5) satisfy the following
‖A j‖H∞k− j = sup
z∈D
|A j(z)|(1 − |z|2)k− j 6 α, j = 1, · · ·, k − 1,
and
‖A0‖H∞k−c = sup
z∈D
|A0(z)|(1 − |z|2)k−c 6 α,
then all solutions of (1.5) belong to the QK space.
Theorem B ([16, Theorem 2.6]). Let the nondecreasing function K satisfy∫ 1
0
ϕK(s)
s
ds < ∞. (1.8)
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There exists a constant β = β(k, K) > 0 such that if the coefficients of (1.5)
satisfy
‖A j‖H∞k− j = sup
z∈D
|A j(z)|(1 − |z|2)k− j 6 β, j = 1, · · ·, k − 1,
and
‖A0‖H∞k−1 = sup
z∈D
|A0(z)|(1 − |z|2)k−1 6 β,
then all solutions of (1.5) belong to the QK space.
In 2004, Heittokangas, Korhonen and Ra¨ttya¨ in [7] studied the equation
(1.5), and gave the estimate of solutions of (1.5) by using the Herold’s com-
parison theorem (see [11]).
Theorem C ([7, Theorem 5.1]). Let f be a solution of (1.5) in the disc
DR = {z ∈ C : |z| < R}, 0 < R < ∞, let nc ∈ {1, · · ·, k} be the number
of nonzero coefficients A j(z), j = 0, 1, 2, · · · , k − 1, and let θ ∈ [0, 2π) and
ε > 0. If zθ = νeiθ ∈ DR is such that A j(zθ) , 0 for some j = 0, · · · , k − 1,
then, for all ν < r < R,
| f (reiθ)| 6 C exp
(
nc
∫ r
ν
max
j=0,··· ,k−1
|A j(teiθ)|1/(k− j)dt
)
, (1.9)
where C > 0 is a constant satisfying
C 6 (1 + ε) max
j=0,··· ,k−1
(
| f ( j)(zθ)|
(nc) j maxn=0,··· ,k−1 |An(zθ)| j/(k−n)
)
. (1.10)
In this paper, we consider the nonlinear differential equation
( f (k))nk + Ak−1(z)( f (k−1))nk−1 + · · · + A1(z)( f ′)n1 + A0(z)( f )n0 = 0, (1.11)
where coefficients are analytic in D, and n j ∈ R+ for all j = 0, 1, · · · , k. We
study it from two aspects. On one hand, we find sufficient conditions on
the coefficients of the differential equation such that all solutions of (1.11)
belong to the QK space. On the other hand, we find growth estimate for so-
lutions of (1.11), if the coefficients belong to some analytic function spaces.
More precisely, in section 2, the main results generalize Theorems A and B
to the case of nonlinear differential equation (1.11). In section 3, we gener-
alize Theorem C to the case of the nonlinear differential equation and give
some estimates for solutions of (1.11) by the coefficients, and then we give
the growth estimate of solutions as the coefficients belong to some given
function spaces, which can be seen as the inverse of the results in Section 2.
In this paper, the letter C denotes a positive constant through the paper
which may vary at each occurrence.
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2. Constraints on coefficients
In this section, we generalize Theorems A and B to the case of nonlinear
differential equation (1.11). For this purpose, we need the following result
(see [20]).
Lemma 2.1. Suppose K satisfies (1.7) or (1.8). Then for any positive inte-
ger k and any f ∈ H(D) we have f ∈ QK if and only if
sup
a∈D
∫
D
| f (k)(z)|2(1 − |z|2)2k−2K(1 − |ϕa(z)|2)dσ(z) < ∞. (2.1)
Remark. Note that by the proofs in [20], the QK norm and the area inte-
gral in Lemma 2.1 are comparable; that is, there exists a constant C > 0,
independent of f , such that
C−1‖ f ‖2QK 6 sup
a∈D
∫
D
| f (k)(z)|2(1 − |z|2)2k−2K(1 − |ϕa(z)|2)dσ(z) 6 C‖ f ‖2QK .
(2.2)
Theorem 2.2. Suppose nk > n j > 1 for all j = 0, 1, · · · , k − 1. Let 1 < c <
3/2 and let K satisfy (1.7). There exists a positive constant α depending
only on k, c, nk and K, such that if the coefficients of (1.11) are analytic in
D and satisfy the following
‖A j‖H∞k− j = sup
z∈D
|A j(z)|(1 − |z|2)nk(k− j) 6 α, j = 1, · · ·, k − 1, (2.3)
and
‖A0‖H∞k−c = sup
z∈D
|A0(z)|(1 − |z|2)nk(k−c) 6 α, (2.4)
then all solutions of (1.11) belong to the QK space.
Proof. Let f be a non-trivial solution of (1.11), and let fρ(z) = f (ρz) and
A j,ρ(z) = A j(ρz), where 1/2 6 ρ < 1. Then∫
D
| f (k)ρ (z)|2(1 − |z|2)2k−2K(1 − |ϕa(z)|2)dσ(z)
=
∫
D
∣∣∣∣∣
k−1∑
j=0
A j,ρ(z)ρknk− jn j( f ( j)ρ (z))n j
∣∣∣∣∣
2/nk
(1 − |z|2)2k−2K(1 − |ϕa(z)|2)dσ(z)
6 k2/nk
∫
D
k−1∑
j=0
|A j,ρ(z)|2/nk | f ( j)ρ (z)|2n j/nk (1 − |z|2)2k−2K(1 − |ϕa(z)|2)dσ(z)
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6 k2/nkα2/nk
k−1∑
j=1
∫
D
| f ( j)ρ (z)|2n j/nk (1 − |z|2)2 j−2K(1 − |ϕa(z)|2)dσ(z)
+k2/nkα2/nk
∫
D
| fρ(z)|2n0/nk (1 − |z|2)2c−2K(1 − |ϕa(z)|2)dσ(z)
:= k2/nkα2/nk (J1 + J2). (2.5)
For J1, by Ho¨lder inequality with the measure (1−|z|2)2 j−2K(1−|ϕa(z)|2)dσ(z),
we have
J1 =
k−1∑
j=1
∫
D
| f ( j)ρ (z)|2n j/nk (1 − |z|2)2 j−2K(1 − |ϕa(z)|2)dσ(z)
6 C
k−1∑
j=1
( ∫
D
| f ( j)ρ (z)|2(1 − |z|2)2 j−2K(1 − |ϕa(z)|2)dσ(z)
)n j/nk
.
By Lemma 2.1 we have J1 6 C‖ fρ‖2n j/nkQK . Without loss of generality, we can
assume that ‖ fρ‖QK > 1, and it follows that
J1 6 C‖ fρ‖2QK . (2.6)
For J2, by Ho¨lder inequality with measure (1− |z|2)2c−2K(1 − |ϕa(z)|2)dσ(z),
we have
J2 =
∫
D
| fρ(z)|2n0/nk(1 − |z|2)2c−2K(1 − |ϕa(z)|2)dσ(z)
6 C
( ∫
D
| fρ(z)|2(1 − |z|2)2c−2K(1 − |ϕa(z)|2)dσ(z)
)n0/nk
.
Then using the reasoning used in [16, Theorem 2.1] we have
J2 6 C(‖ f ‖2QK + | f (0)|2)n0/nk 6 C(‖ fρ‖2n0/nkQK + | f (0)|2n0/nk).
Without loss of generality, we can assume that ‖ fρ‖QK > 1, for otherwise the
conclusion is clearly established. It follows that
J2 6 C‖ fρ‖2QK +C| f (0)|2n0/nk . (2.7)
Combining (2.5) with the estimates for J1 and J2, we have
(1 − k2/nkα2/nkC)‖ fρ‖2QK 6 k2/nkα2/nkC| f (0)|2n0/nk , (2.8)
where the constant C depends only on k, c, nk and K. The conclusion f ∈
QK follows by choosing α sufficiently small and letting ρ → 1. The proof
is complete. 
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Theorem 2.3. Suppose nk > n j > 1 for all j = 0, 1, · · · , k − 1. Let the
nondecreasing function K satisfy (1.8). There exists a positive constant β
depending only on k, nk and K such that if the coefficients of (1.11) satisfy
‖A j‖H∞k− j = sup
z∈D
|A j(z)|(1 − |z|2)nk(k− j) 6 β, j = 1, · · ·, k − 1, (2.9)
and
‖A0‖H∞k−1 = sup
z∈D
|A0(z)|(1 − |z|2)nk(k−1) 6 β, (2.10)
then all solutions of (1.11) belong to the QK space.
Proof. Denote fρ(z) = f (ρz) and A j,ρ(z) = A j(ρz) for 1/2 6 ρ < 1. By
Lemma 2.1 we have the following∫
D
| f (k)ρ (z)|2(1 − |z|2)2k−2K(1 − |ϕa(z)|2)dσ(z)
=
∫
D
∣∣∣∣∣
k−1∑
j=0
A j,ρ(z)ρknk− jn j( f ( j)ρ (z))n j
∣∣∣∣∣
2/nk
(1 − |z|2)2k−2K(1 − |ϕa(z)|2)dσ(z)
6 k2/nk
∫
D
k−1∑
j=0
|A j,ρ(z)|2/nk | f ( j)ρ (z)|2n j/nk(1 − |z|2)2k−2K(1 − |ϕa(z)|2)dσ(z)
6 k2/nkβ2/nk
k−1∑
j=1
∫
D
| f ( j)ρ (z)|2n j/nk(1 − |z|2)2 j−2K(1 − |ϕa(z)|2)dσ(z)
+k2/nkβ2/nk
∫
D
| fρ(z)|2n0/nk K(1 − |ϕa(z)|2)dσ(z)
≔ k2/nkβ2/nk(T1 + T2). (2.11)
For T1, by Ho¨lder inequality with the measure (1−|z|2)2 j−2K(1−|ϕa(z)|2)dσ(z),
we have
T1 =
k−1∑
j=1
∫
D
| f ( j)ρ (z)|2n j/nk (1 − |z|2)2 j−2K(1 − |ϕa(z)|2)dσ(z)
6 C
k−1∑
j=1
( ∫
D
| f ( j)ρ (z)|2(1 − |z|2)2 j−2K(1 − |ϕa(z)|2)dσ(z)
)n j/nk
.
By Lemma 2.1, we have T1 6 C‖ fρ‖2n j/nkQK . Without loss of generality, we
can assume that ‖ fρ‖QK > 1, and it follows that
T1 6 C‖ fρ‖2QK . (2.12)
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For T2, by using the Ho¨lder inequality with the measure K(1−|ϕa(z)|2)dσ(z),
we have
T2 =
∫
D
| fρ(z)|2n0/nk K(1 − |ϕa(z)|2)dσ(z)
6
( ∫
D
| fρ(z)|2K(1 − |ϕa(z)|2)dσ(z)
)n0/nk
.
Then, applying the reasoning used in [16, Theorem 2.6] to T2, we obtain
the following
T2 6
(
C‖ fρ‖2QK + 2| f (0)|2
)n0/nk
6 C‖ fρ‖2n0/nkQK + 2n0/nk | f (0)|2n0/nk .
Without loss of generality, we can assume that ‖ fρ‖QK > 1, for otherwise the
conclusion is clearly established. This yields that
T2 6 C‖ fρ‖2QK + 2n0/nk | f (0)|2n0/nk . (2.13)
Combining (2.11), (2.12) and (2.13) we have
(1 − k2/nkβ2/nkC)‖ fρ‖2QK 6 2n0/nk k2/nkβ2/nk | f (0)|2n0/nk ,
where the constant C depends only on k, nk and K. The conclusion f ∈ QK
follows by choosing β sufficiently small and letting ρ → 1. The proof is
complete. 
3. Constraints on the solutions
In this section, we find the growth estimate for the solutions of (1.11) if
the coefficients of (1.11) belong to some analytic function spaces. First, we
extend Herold’s comparison theorem in [11, Satz 1] or [7, Theorem H] to
the case of nonlinear differential equation.
Lemma 3.1. Suppose n0 > 1, a ∈ [0, 1). Let A j(x), j = 0, · · · , k − 1 be
complex valued functions defined on [a, 1). Let E ⊂ [a, 1) be a finite set of
points, and let B j(x), j = 0, · · · , k− 1 be real valued non-negative functions
such that |Ak− j(x)| 6 n− j0 Bk− j(x) for all x ∈ [a, 1)\E and j = 1, 2, · · · , k.
Moreover, let |A j(x)| be continuous for all x ∈ [a, 1)\E. If v(x) is a solution
of the differential equation
(v(k)(x))n0 −
k∑
j=1
Ak− j(x)(v(k− j)(x))n0 = 0, (3.1)
and u(x) satisfies
u(k)(x) −
k∑
j=1
Bk− j(x)u(k− j)(x) = 0 (3.2)
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on [a, 1)\E, where |v(k− j)(a)|n0 6 u(k− j)(a) for all j = 1, · · · , k, then
|v( j)(x)|n0 6 nk− j0 u( j)(x)
on [a, 1)\E for all j = 0, 1, · · · , k.
Proof. Without loss of generality, for convenience this Lemma is proved by
taking n0 = 2 and a = 0 such that |v(k− j)(0)|n0 6 u(k− j)(0) for all j = 1, · · · , k.
After some calculations, we have
|v(k− j)(x)| 6
j∑
m=1
|v(k−m)(0)| x
j−m
( j − m)! +
∫ x
0
(x − s) j−1
( j − 1)! |v
(k)(s)|ds, (3.3)
and so
|v(k− j)(x)|2 6 2 j
j∑
m=1
|v(k−m)(0)|2
∣∣∣∣∣ x
j−m
( j − m)!
∣∣∣∣∣
2
+ 2 j
∫ x
0
∣∣∣∣∣(x − s)
j−1
( j − 1)!
∣∣∣∣∣
2
|v(k)(s)|2ds
6 2 j
j∑
m=1
|v(k−m)(0)|2 x
j−m
( j − m)! + 2
j
∫ x
0
(x − s) j−1
( j − 1)! |v
(k)(s)|2ds. (3.4)
By (3.1) we have
|v(k)(x)|2 6
k∑
j=1
|Ak− j(x)||v(k− j) |2,
which, together with (3.4), shows
|v(k)(x)|2 6
k∑
j=1
|Ak− j(x)||v(k− j)(x)|2
6
k∑
j=1
2 j|Ak− j(x)|
j∑
m=1
|v(k−m)(0)|2 x
j−m
( j − m)!
+
k∑
j=1
2 j|Ak− j(x)|
∫ x
0
(x − s) j−1
( j − 1)! |v
(k)(s)|2ds. (3.5)
On the other hand, similar to (3.3) we have
u(k− j)(x) =
j∑
m=1
u(k−m)(0) x
j−m
( j − m)! +
∫ x
0
(x − s) j−1
( j − 1)! u
(k)(s)ds, (3.6)
and so
2 ju(k− j)(x) = 2 j
j∑
m=1
u(k−m)(0) x
j−m
( j − m)! + 2
j
∫ x
0
(x − s) j−1
( j − 1)! u
(k)(s)ds. (3.7)
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Furthermore, taking (3.7) into (3.2) yields
u(k)(x) =
k∑
j=1
Bk− j(x)u(k− j)(x) =
k∑
j=1
2− jBk− j(x)2 ju(k− j)(x)
=
k∑
j=1
2− jBk− j(x)2 j
j∑
m=1
u(k−m)(0) x
j−m
( j − m)!
+
k∑
j=1
2− jBk− j(x)2 j
∫ x
0
(x − s) j−1
( j − 1)! u
(k)(s)ds. (3.8)
Then by (3.5) and (3.8) we obtain
|v(k)(x)|2 − u(k)(x)
6
k∑
j=1
|Ak− j(x)||v(k− j)(x)|2 −
k∑
j=1
Bk− j(x)u(k− j)(x)
=
k∑
j=1
2 j
(
|Ak− j(x)|
j∑
m=1
|v(k−m)(0)|2 x
j−m
( j − m)! − 2
− jBk− j(x)
j∑
m=1
u(k−m)(0) x
j−m
( j − m)!
)
+
k∑
j=1
2 j
(
|Ak− j(x)|
∫ x
0
(x − s) j−1
( j − 1)! |v
(k)(s)|2ds − 2− jBk− j(x)
∫ x
0
(x − s) j−1
( j − 1)! u
(k)(s)ds
)
.
Since
|Ak− j(x)| 6 2− jBk− j(x)
for all x ∈ [a, 1)\E and j = 1, 2, · · · , k, and |v(k− j)(0)|2 6 u(k− j)(0) for all
j = 1, · · · , k, we get
|v(k)(x)|2 − u(k)(x)
6
k∑
j=1
|Ak− j(x)||v(k− j)(x)|2 −
k∑
j=1
Bk− j(x)u(k− j)(x)
6
k∑
j=1
Bk− j(x)
∫ x
0
(x − s) j−1
( j − 1)! (|v
(k)(s)|2 − u(k)(s))ds
=
∫ x
0
( k∑
j=1
(x − s) j−1Bk− j(x)
( j − 1)!
)
(|v(k)(s)|2 − u(k)(s))ds
≔
∫ x
0
R(x, s)(|v(k)(s)|2 − u(k)(s))ds, (3.9)
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where
R(x, s) =
k∑
j=1
(x − s) j−1Bk− j(x)
( j − 1)! .
By (3.9) and using the iteration we obtain
|v(k)(x)|2 − u(k)(x)
6
∫ x
0
R(x, s)(|v(k)(s)|2 − u(k)(s))ds
6
∫ x
0
R(x, s)
∫ s
0
R(s, s1)(|v(k)(s1)|2 − u(k)(s1))ds1ds
6 · · ·
6
∫ x
0
R(x, s)
∫ s
0
· · ·
∫ sm−1
0
R(sm−1, sm)(|v(k)(sm)|2 − u(k)(sm))dsm · · · ds1ds.
For a fixed point x ∈ [0, 1), it is easy to see that
C(x) ≔
∫ x
0
Rm+1(x, sm)
∣∣∣|v(k)(sm)|2 − u(k)(sm)∣∣∣dsm
is bounded about the fixed point x ∈ [0, 1), then by Bk− j(x) > 0 for all
x ∈ [0, 1)\E and j = 1, · · · , k, and R(x, s) = 0 for 0 < x < s < 1, we have
|v(k)(x)|2 − u(k)(x) 6 1
m!
∫ x
0
Rm+1(x, sm)
∣∣∣|v(k)(sm)|2 − u(k)(sm)∣∣∣dsm = C(x)
m!
.
(3.10)
Since C(x)/m! → 0 as m → +∞, we know the left side of (3.10) can be
arbitrary small, and hence |v(k)(x)|2 6 u(k)(x) on [0, 1)\E. Furthermore by
(3.4) and (3.7) we have
|v(k− j)(x)|2 − 2 ju(k− j)(x)
= 2 j
j∑
m=1
x j−m
( j − m)!
(
|v(k−m)(0)|2 − u(k−m)(0)
)
+2 j
∫ x
0
(x − s) j−1
( j − 1)!
(
|v(k)(s)|2 − u(k)(s)
)
ds
6 2 j
∫ x
0
(x − s) j−1
( j − 1)!
(
|v(k)(s)|2 − u(k)(s)
)
ds. (3.11)
Applying |v(k)(x)|2 6 u(k)(x) on [0, 1)\E to (3.11) we have
|v( j)(x)|2 6 2k− ju( j)(x)
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for all x ∈ [0, 1)\E and j = 0, · · · , k − 1. Combining the estimates for j = k
and j = 0, · · · , k− 1, the conclusion of Lemma 3.1 follows, and the proof is
complete. 
Now, we generalize Theorem 5.1 in [7] to the case of nonlinear differ-
ential equation, and we give the Theorem 3.2 below. In fact, let us replace
ν < r < R in [7, Theorem 5.1] with ν < r < 1. Taking ̺ = (1 + r)/2, then
ν < r < ̺ < 1 and let ε0 > 0. Thus
hθ(x) ≔ maxj=0,··· ,k−1 n0|A j(xe
iθ)|1/(k− j)
is Riemann integrable on [ν, ̺]. So there exists a partition P = {ν =
x0, x1, x2, · · · , xn−1, xn = ̺} of [ν, ̺] such that x j , r for all j = 0, · · · , n,
and
U(P, hθ) −
∫ ̺
ν
hθ(s)ds < ε0,
where U(P, hθ) is the upper Riemann sum of hθ corresponding to the parti-
tion P. Let
gθ(t) = nc · sup
x j6x6x j+1
hθ(x), x j 6 x 6 x j+1, j = 0, · · · , n − 1, (3.12)
δ j ≔
{
0, if A j(z) ≡ 0,
1, otherwise, j = 0, · · · , k − 1,
C0 ≔ maxj=0,··· ,k−1
(
| f ( j)(zθ)|n0
gθ(ν) j
)
and
(υ(k))n0 + pk−1(t)(υ(k−1))n0 + · · · + p1(t)(υ′)n0 + p0(t)(υ)n0 = 0,
where n0 > 1 and p j(t) ≔ ein0(k− j)θA j(teiθ) for j = 0, · · · , k − 1. Then we get
|p j(t)| = |A j(teiθ)| 6 n−(k− j)0 (1/nc)gθ(t)k− jδ j.
Now let us replace these new quantities and notations with the correspond-
ing ones used in [7, Theorem 5.1], and then by applying the same reasoning
used in [7, Theorem 5.1] and Lemma 3.1 above we can obtain the following
result.
Theorem 3.2. Let f be a solution of (1.11) with n j = n0 > 1 for j =
1, · · · , k, let nc be the number of nonzero coefficients A j(z) for j = 0, · · · , k−
1, and let θ ∈ [0, 2π) and ε > 0. If zθ = νeiθ ∈ D satisfies A j(zθ) , 0 for
some j = 0, · · · , k − 1, then for all ν < r < 1,
| f (reiθ)|n0 6 C exp
(
nc
∫ r
ν
max
j=0,··· ,k−1
n0|A j(teiθ)|1/(k− j)dt
)
, (3.13)
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where C > 0 is a constant satisfying
C 6 (1 + ε)nk0 maxj=0,··· ,k−1
(
| f ( j)(zθ)|n0
(nc) j maxn=0,··· ,k−1 n j0|An(zθ)| j/(k−n)
)
.
By reviewing the reasoning of Theorem 3.2 above, we can obtain the
following result.
Corollary 3.3. Let f be a solution of (1.11) with n j = n0 > 1 for j =
1, · · · , k, let nc be the number of nonzero coefficients A j(z) for j = 0, · · · , k−
1, and let θ ∈ [0, 2π) and ε > 0. If zθ = νeiθ ∈ D satisfies A j(zθ) , 0 for
some j = 0, · · · , k − 1, then for r ∈ [ν, 1) we have
| f ( j)(reiθ)|n0 6C
(
sup
ν6x6(1+r)/2
(
max
j=0,··· ,k−1
n0|A j(xeiθ)|1/(k− j)
)) j
× exp
(
nc
∫ r
ν
max
j=0,··· ,k−1
n0|A j(teiθ)|1/(k− j)dt
)
(3.14)
for j = 0, · · · , k, and C > 0 is a constant satisfying
C 6 (1 + ε)n jcnk− j0 maxj=0,··· ,k−1
(
| f ( j)(zθ)|n0
(nc) j maxn=0,··· ,k−1 n j0|An(zθ)| j/(k−n)
)
.
Proof. For r ∈ [ν, (1 + r)/2]\P, it follows from the proof of Theorem 3.2
that
| f ( j)(reiθ)|n0 6 C(gθ(r)) j exp
(
nc
∫ r
ν
max
j=0,··· ,k−1
n0|A j(teiθ)|1/(k− j)dt
)
, (3.15)
where P = {ν = x0, x1, x2, · · · , xn−1, xn = (1 + r)/2} is a partition of [ν, (1 +
r)/2] as defined in the proof of Theorem 3.2, and
C 6 (1 + ε)nk− j0 maxj=0,··· ,k−1
(
| f ( j)(zθ)|n0
(nc) j maxn=0,··· ,k−1 n j0|An(zθ)| j/(k−n)
)
.
By (3.12) we have
gθ(r) = nc · sup
x j6x6x j+1
hθ(x) 6 nc · sup
ν6x6(1+r)/2
hθ(x)
= nc · sup
ν6x6(1+r)/2
(
max
j=0,··· ,k−1
n0|A j(xeiθ)|1/(k− j)
)
, (3.16)
for x j 6 r 6 x j+1, j = 0, · · · , n − 1. Thus taking (3.16) into (3.15) we have
| f ( j)(reiθ)|n0 6C
(
sup
ν6x6(1+r)/2
(
max
j=0,··· ,k−1
n0|A j(xeiθ)|1/(k− j)
)) j
× exp
(
nc
∫ r
ν
max
j=0,··· ,k−1
n0|A j(teiθ)|1/(k− j)dt
)
(3.17)
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for j = 0, · · · , k. Since r ∈ [ν, 1) is arbitrary, the conclusion follows and the
proof is complete. 
By Theorem 3.2, we get the following result.
Theorem 3.4. Suppose 0 6 s < 1. Let all coefficients A j(z) of (1.11) with
n j = n0 > 1 for j = 1, · · · , k, belong to the space H∞s , let nc be the number
of nonzero coefficients A j(z), j = 0, · · · , k − 1 and let θ ∈ [0, 2π) and ε > 0.
If zθ = νeiθ ∈ D satisfies A j(zθ) , 0 for some j = 0, · · · , k − 1, then all
solutions of (1.11) belong to the H∞ space.
Proof. Since the conditions in Theorem 3.4 satisfy the conditions of Theo-
rem 3.2, all solutions of (1.11) with n j = n0 > 1 for j = 1, · · · , k have the
estimate (3.13). In addition, since all coefficients of (1.11) belong to H∞s ,
we have
|A j(z)| 6 ‖A j‖H∞s /(1 − |z|2)s, for j = 0, · · · , k − 1.
Take L = max j=0,··· ,k−1{‖A j‖H∞s }. From (3.13) we have
| f (reiθ)|n0 6 C exp
(
nc
∫ r
ν
max
j=0,··· ,k−1
n0|A j(teiθ)|1/(k− j)dt
)
6 C exp
(
nc
∫ r
ν
max
j=0,··· ,k−1
n0L1/(k− j)(1 − t2)−s/(k− j)dt
)
.
Without loss of generality, taking L = 1 we obtain
| f (reiθ)|n0 6 C exp
(
nc
∫ r
ν
max
j=0,··· ,k−1
n0(1 − t2)−s/(k− j)dt
)
6 C exp
(
ncn0
∫ r
ν
(1 − t2)−sdt
)
< ∞. (3.18)
Thus f ∈ H∞, and the conclusion follows. The proof is complete. 
By Corollary 3.3 we have the following result.
Theorem 3.5. Suppose 0 < s < ∞. Let all the coefficients A j(z) of (1.11)
with n j = n0 > 1 for j = 1, · · · , k, belong to the Bloch space B. Let
θ ∈ [0, 2π), ε > 0 and nc be the number of nonzero coefficients A j(z), j =
0, · · · , k − 1. If zθ = νeiθ ∈ D satisfies A j(zθ) , 0 for some j = 0, · · · , k − 1,
then all solutions of (1.11) belong to the space ∩0<s<∞Bs.
Proof. If the coefficients of (1.11) with n j = n0 > 1 for j = 1, · · · , k, belong
to the Bloch space B, then (3.14) gives that
| f ′(reiθ)|n0 6C
(
sup
ν6x6(1+r)/2
(
max
j=0,··· ,k−1
n0|A j(xeiθ)|1/(k− j)
))
× exp
(
nc
∫ r
ν
max
j=0,··· ,k−1
n0|A j(teiθ)|1/(k− j)dt
)
, (3.19)
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where C is a constant satisfying
C 6 (1 + ε)ncnk−10 maxj=0,··· ,k−1
(
| f ( j)(zθ)|n0
(nc) j maxn=0,··· ,k−1 n j0|An(zθ)| j/(k−n)
)
.
Since A j ∈ B for j = 0, · · · , k − 1, we have
|A j(z)| 6 (1/2)‖A j‖B log((1 + |z|)/(1 − |z|)), j = 0, · · · , k − 1.
Set M ≔ max j=0,··· ,k−1{‖A j‖B}. Then (3.19) gives
| f ′(reiθ)|n0 6C
(
sup
ν6x6(1+r)/2
(
max
j=0,··· ,k−1
n0|A j(xeiθ)|1/(k− j)
))
× exp
(
nc
∫ r
ν
max
j=0,··· ,k−1
n0|A j(teiθ)|1/(k− j)dt
)
6C
(
sup
ν6x6(1+r)/2
(
max
j=0,··· ,k−1
n0
(M
2
log 1 + x
1 − x
)1/(k− j)))
× exp
(
nc
∫ r
ν
max
j=0,··· ,k−1
n0
(M
2
log 1 + t
1 − t
)1/(k− j)
dt
)
6C
(
sup
ν6x6(1+r)/2
(
max
j=0,··· ,k−1
n0
(M
2
log 3 + r
1 − r
)1/(k− j)))
× exp
(
nc
∫ r
ν
max
j=0,··· ,k−1
n0
(M
2
log 1 + t
1 − t
)1/(k− j)
dt
)
.
Without loss of generality, taking r > (e − 1)/(e + 1), denoted by c0, and
M = 2, we get
| f ′(reiθ)|n0 6 C
(
n0 log
3 + r
1 − r
)
exp
(
ncn0
∫ r
0
max
j=0,··· ,k−1
(
log 1 + t
1 − t
)1/(k− j)
dt
)
= C
(
n0 log
3 + r
1 − r
)
exp
(
ncn0
(( ∫ c0
0
+
∫ r
c0
)
max
j=0,··· ,k−1
(
log 1 + t
1 − t
)1/(k− j)
dt
))
= C
(
n0 log
3 + r
1 − r
)
exp
(
ncn0
( ∫ c0
0
(
log 1 + t
1 − t
)1/k
dt +
∫ r
c0
log 1 + t
1 − t
dt
))
6 C log(1/(1 − r)). (3.20)
Taking any s ∈ (0,∞), multiplying (1 − r2)n0s on both sides of (3.20) and
taking supreiθ∈D, we obtain
sup
reiθ∈D
| f ′(reiθ)|n0(1 − r2)n0 s 6 C sup
reiθ∈D
(1 − r2)n0s log(1/(1 − r)) < ∞,
which implies that f ∈ Bs. Since s ∈ (0,∞) is arbitrary, the conclusion
follows. 
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Finally, we give another estimate for solutions of (1.11) with nk > n j for
j = 0, 1, · · · , k − 1 and nk > 1 and these conditions are weaker than that in
Theorem 3.2.
Theorem 3.6. Suppose the positive real number nk > n j for j = 0, 1, · · · , k−
1 and nk > 1 in (1.11). Let f be a solution of (1.11). Then for z = reiθ ∈ D,
we have
| f (reiθ)| 6
k∑
m=1
| f (k−m)(0)| r
k−m
(k − m)! +
∫ r
0
(r − s)k−1
(k − 1)!
( ∞∑
i=0
Hi(s)
)1/nk
ds,
where
∑∞
i=0 Hi(s) is a continuous function on [0, 1), dependent on k, Ak− j
for j = 1, · · · , k, n j for j = 0, · · · , k, and the initial values f ( j)(0) for j =
0, · · · , k−1, and the path of integration is a line segment inD joining origin
0 and z.
Proof. Let us integrate f (k) for j times from origin 0 to z along the line
segment in D joining 0 and z, and direct computation gives
| f (k− j)(reiθ)| 6
j∑
m=1
| f (k−m)(0)| r
j−m
( j − m)! +
∫ r
0
(r − s) j−1
( j − 1)! | f
(k)(seiθ)|ds. (3.21)
Then
| f (k− j)(reiθ)|nk− j 6n jk− j
j∑
m=1
| f (k−m)(0)|nk− j
(
r j−m
( j − m)!
)nk− j
+ n
j
k− j
( ∫ r
0
(r − s) j−1
( j − 1)! | f
(k)(seiθ)|ds
)nk− j
(3.22)
for j = 0, 1, · · · , k. By (1.11) we have
| f (k)|nk 6
k∑
j=1
|Ak− j(reiθ)|| f (k− j)|nk− j ,
which, together with (3.22), yields
| f (k)(reiθ)|nk 6
k∑
j=1
|Ak− j(reiθ)|| f (k− j)|nk− j
6
k∑
j=1
n
j
k− j|Ak− j(reiθ)|
j∑
m=1
| f (k−m)(0)|nk− j
(
r j−m
( j − m)!
)nk− j
+
k∑
j=1
n
j
k− j|Ak− j(reiθ)|
( ∫ r
0
(r − s) j−1
( j − 1)! | f
(k)(seiθ)|ds
)nk− j
.
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It is well known that for a > 0, b > 0, we have ab 6 ap/p + bq/q for
1 6 p 6 ∞, 1 6 q 6 ∞ and 1/p + 1/q = 1. Taking p = nk/nk− j > 1, and
q = nk/(nk − nk− j) we have
n
j
k− j|Ak− j(reiθ)|
( ∫ r
0
(r − s) j−1
( j − 1)! | f
(k)(seiθ)|ds
)nk− j
6
nk − nk− j
nk
(n jk− j|Ak− j(reiθ)|)nk/(nk−nk− j) +
nk− j
nk
( ∫ r
0
(r − s) j−1
( j − 1)! | f
(k)(seiθ)|ds
)nk
,
and so
| f (k)(reiθ)|nk 6
k∑
j=1
|Ak− j(reiθ)|| f (k− j)|nk− j
6
k∑
j=1
n
j
k− j|Ak− j(reiθ)|
j∑
m=1
| f (k−m)(0)|nk− j
(
r j−m
( j − m)!
)nk− j
+
k∑
j=1
nk − nk− j
nk
(n jk− j|Ak− j(reiθ)|)nk/(nk−nk− j)
+
k∑
j=1
nk− j
nk
( ∫ r
0
(r − s) j−1
( j − 1)! | f
(k)(seiθ)|ds
)nk
.
By Ho¨lder inequality we have
| f (k)(reiθ)|nk 6
k∑
j=1
(
n
j
k− j|Ak− j(reiθ)|
j∑
m=1
| f (k−m)(0)|nk− j
(
r j−m
( j − m)!
)nk− j
+
nk − nk− j
nk
(n jk− j|Ak− j(reiθ)|)nk/(nk−nk− j)
)
+
k∑
j=1
nk− j
nk
rnk−1
∫ r
0
(r − s)nk( j−1)
(( j − 1)!)nk | f
(k)(seiθ)|nkds
≔H(r) +
∫ r
0
L(r, s)| f (k)(seiθ)|nkds, (3.23)
where
H(r) =
k∑
j=1
(
n
j
k− j|Ak− j(reiθ)|
j∑
m=1
| f (k−m)(0)|nk− j
(
r j−m
( j − m)!
)nk− j
+
nk − nk− j
nk
(n jk− j|Ak− j(reiθ)|)nk/(nk−nk− j)
)
NONLINEAR DIFFERENTIAL EQUATION AND ANALYTIC FUNCTION SPACES 17
and
L(r, s) =
k∑
j=1
nk− j
nk
(r − s)nk( j−1)rnk−1
(( j − 1)!)nk .
By (3.23) we have
| f (k)(reiθ)|nk 6 H(r) +
∫ r
0
L(r, s)| f (k)(seiθ)|nk ds
6 H(r) +
∫ r
0
L(r, s)H(s)ds
+
∫ r
0
L(r, s)
∫ s
0
L(s, s1)| f (k)(s1eiθ)|nk ds1ds
≔ H0(r) +H1(r) +L1(r), (3.24)
where H0(r) = H(r), H1(r) =
∫ r
0 L(r, s)H(s)ds and
L1(r) =
∫ r
0
L(r, s)
∫ s
0
L(s, s1)| f (k)(s1eiθ)|nkds1ds
are the results of the first iteration by (3.23), and the n-th iteration gives
| f (k)(reiθ)|nk 6
n∑
i=0
Hi(r) +Ln(r). (3.25)
For a fixed point r ∈ [0, 1), denote
S (r) ≔ max
06s6r
H(s), T (r) ≔ max
06r1 ,r26r
L(r1, r2) and M(r) ≔ max
06r16r
| f (k)(r1eiθ)|nk .
Then for n > 3, by induction we have
Hn(r) =
∫ r
0
L(r, s)
∫ s
0
L(s, s1)
∫ s1
0
· · ·
∫ sn−2
0
L(sn−2, sn−1)H(sn−1)dsn−1 · · · ds
6
T n(r)S (r)
n!
,
and so Σni=0Hi(r) is uniformly convergent to Σ∞i=0Hi(r) on any close set [0, r].
Hence Σ∞i=0Hi(r) is a continuous function on [0, 1) and so Σ∞i=0Hi(r) is inte-
grable on [0, 1). For n > 1, by induction we get
Ln(r) =
∫ r
0
L(r, s)
∫ s
0
L(s, s1)
∫ s1
0
· · ·
∫ sn−1
0
L(sn−1, sn)| f (k)(sneiθ)|nk dsn · · · ds
6
T n+1(r)M(r)
n! → 0, as n → ∞.
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Henceforth,
| f (k)(reiθ)|nk 6
∞∑
i=0
Hi(r). (3.26)
Taking (3.26) to (3.21) we obtain
| f (k− j)(reiθ)| 6
j∑
m=1
| f (k−m)(0)| r
j−m
( j − m)! +
∫ r
0
(r − s) j−1
( j − 1)! | f
(k)(seiθ)|ds
6
j∑
m=1
| f (k−m)(0)| r
j−m
( j − m)! +
∫ r
0
(r − s) j−1
( j − 1)!
( ∞∑
i=0
Hi(r)
)1/nk
ds,
for j = 0, 1, · · · , k. Therefore by taking j = k we have
| f (reiθ)| 6
k∑
m=1
| f (k−m)(0)| r
k−m
(k − m)! +
∫ r
0
(r − s)k−1
(k − 1)!
( ∞∑
i=0
Hi(s)
)1/nk
ds.
The proof is complete. 
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