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Abstract:
In this work, we present the extension of an alternative subtraction scheme for next-
to-leading order QCD calculations to the case of an arbitrary number of massless
final-state partons. The scheme is based on the splitting kernels of an improved parton
shower and comes with a reduced number of final state momentum mappings. While a
previous publication including the setup of the scheme has been restricted to cases with
maximally two massless partons in the final state, we here provide the final state real
emission and integrated subtraction terms for processes with any number of massless
partons. We apply our scheme to three jet production at lepton colliders at next-to-
leading order and present results for the differential C parameter distribution.
1 Introduction
With the start of data taking at the LHC in 2009 and its more than successful physics
program since then, particle physics has entered an exciting era. Major tasks of the
LHC experiments are the accurate measurement of the parameters of the Standard
Model (SM) of particle physics, as well as the search for physics beyond the SM.
For both, a precise understanding of the SM signals and background processes in an
hadronic environment are crucial. These processes are mainly governed by strong in-
teractions, where leading order (LO) calculations can exhibit uncertainties up to 100%
(c.f. [1] for a recent review); therefore, for a correct theoretical prediction of these pro-
cesses at least next-to-leading order (NLO) corrections need to be taken into account.
Furthermore, it is generally not sufficient to apply an overall NLO rescaling K-factor
to the leading order predictions, as NLO corrections can vary widely for different re-
gions of phase space. More accurate predictions therefore call for the inclusion of
these NLO calculations in Monte Carlo event generators, which provide predictions for
fully differential corrections to the LO process. Many such generators exist at parton
level [2–18], and in recent years a lot of progress has equally been made to automa-
tize the matching of these processes with parton showers in the Powheg [19–40] and
(a)MC@NLO [22, 41–49] frameworks1.
In this paper, we present the generic extension of an improved subtraction scheme
[52–54], which facilitates the inclusion of infrared (IR) NLO divergences originating
from different phase space contributions in Monte Carlo event generators. These di-
vergences arise whenever internal loop momenta approach zero or particles become
collinear, and are known to cancel in any fixed order in perturbation theory [55, 56].
However, these cancellations occur in the combined sum of virtual and real emission
contributions, and therefore originate from phase spaces with a different number of
particles in the final state. In analytic or semi-numerical calculations, the singulari-
ties can be parametrized by an infinitesimal regulator; in the sum of real and virtual
contributions, these regulators can then be set to zero to obtain a completely finite
prediction. In numerical implementations, however, the inclusion of infinitesimal reg-
ulators can easily lead to numerical instabilities. Subtraction methods [57–66] circum-
vent this problem by introducing local counterterms that mimic the behaviour of the
real emission matrix elements in the singular limits. The integrated counterparts of
these terms are then added to the virtual contributions, where again an infinitesimal
regulator is used to parametrize the singularities. Then, the higher order contributions
in both phase space integrations are finite, and the regulator can be set to zero. In
recent years, many of these schemes have been made available on a (semi)automated
level [26, 65, 67–70].
While the behaviour of the subtraction terms in the singular limit is determined by
factorization [71–73], the finite parts of the local counterterms as well as the mapping
prescription between real emission and leading order phase space kinematics in the
subtraction terms can differ. Unfortunately, standard schemes [59, 64] suffer from a
rapidly rising number of momentum mappings, which scales like N3 for a leading order
1Recent reviews on this can be found in [50, 51].
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2 → N process. Therefore, increasing the number of final state particles leads to a
rapidly rising number of reevaluations of the Born matrix element. In [52–54], we there-
fore proposed a new subtraction scheme with a modified momentum mapping [74–76],
where the number of momentum mappings scales as ∼ N2. The momentum mappings
are constructed such that they take the whole remaining event as a spectator, and
the subtraction terms are derived from the splitting functions in an improved parton
shower [74–76]. In [52–54], we presented the scheme for the simplest cases with max-
imally two partons in the final state2. In the present work, we extend the scheme to
cases with an arbitrary number of massless particles in the final state. We also provide
the helicity dependent squared splitting functions for splittings where the mother par-
ton is a gluon. We validate our scheme by applying it to three-jet production at NLO
at lepton colliders, obtaining complete agreement with the Catani Seymour scheme.
This paper is organized as follows. In Section 2, we briefly review the generic setup for
subtraction schemes. In Section 3, we review the ingredients of the new scheme and
present the generalized results for the integrated subtraction terms for an arbitrary
number of final state massless partons. We discuss the application of our scheme
to three-jet production at lepton colliders in Section 4. Conclusion and outlook are
presented in Section 5. The Appendix contains a summary of the final state splitting
functions [74] used as subtraction terms, a generic parametrization of four-parton phase
space, and the collinear subtraction terms for processes with incoming hadrons.
2 General structure of NLO cross sections and sub-
traction schemes
In this section, we briefly review the general subtraction procedure for calculating NLO
cross sections at lepton and hadron colliders. We start with a generic cross section at
NLO
σ =
∫
m
dσB︸ ︷︷ ︸
σLO
+
∫
m+1
dσR +
∫
m
dσV︸ ︷︷ ︸
σNLO
(1)
where σ should be specified by the respective jet function as discussed below, and
dσB, dσR, and dσV are the Born, real emission, and virtual contribution respectively.
We here consider processes with m particles in the Born-contribution andm+1 partons
in the real emission terms. After UV-renormalisation, the virtual and real-emission
cross sections each contain infrared and collinear singularities. These cancel in the
sum of virtual and real contributions [55, 56], but the individual pieces are divergent
and can therefore not be integrated numerically in four dimensions.
Subtraction schemes consist of local counterterms that match the behaviour of the
real-emission matrix element in the soft and collinear regions, and their integrated
counterparts. Subtracting these counterterms from the real-emission matrix elements
and adding back the integrated counterparts to the virtual contribution results in
2Some results for the generic scheme were already presented in [52].
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Figure 1: Soft/collinear factorisation: when the partons ℓ and j become collinear
and/or parton j becomes soft, the (m+1)-parton matrix element factorises into a sum
over m-parton matrix elements times a singular factor vℓ.
finite integrands for both the virtual correction (m-particle phase space) and the real
contribution ((m+ 1)-particle phase space):
dσNLO =
[
dσR − dσA] + [dσA + dσV ] . (2)
The construction of the local counterterms, collectively denoted by dσA, relies on the
factorisation of the real-emission matrix element in the singular (i.e. soft and collinear)
limits (Fig. 1) [71–73], and we symbolically write
|Mm+1(pˆ)|2 −→ Dℓ ⊗ |Mm(p)|2 , (3)
where Dℓ are the dipoles containing the respective singularity structure, and the sym-
bol ⊗ denotes a correct convolution in color, spin, and flavour space. pˆ/ p represent
momenta in (m+1)/m-parton phase space, respectively. As |Mm+1|2 and |Mm|2 live
in different phase spaces, a mapping of their momenta needs to be introduced, which
is defined by a mapping function Fmap according to
p = Fmap (pˆ). (4)
Dℓ and its one-parton integrated counterpart Vℓ are related by
Vℓ =
∫
dξpDℓ, (5)
where dξp is an unresolved one parton integration measure.
In summary, any subtraction scheme needs to fulfill the following requirements:
• The dipole subtraction terms Dℓ must match the behaviour of the real emission
matrix element in each soft and collinear region, and lead to correct IR poles
when carrying out the analytical integration over the one parton phase space in a
suitable regularization scheme that are necessary to cancel the soft singularities
in the virtual (one-loop) matrix element,
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• The mapping function Fmap guarantees total energy momentum conservation
as well as the on-shell condition for all external particles before and after the
mapping.
Integrating Eqn. (2) over phase space using dimensional regularization [77, 78], where
D = 4− 2 ε, then yields
σNLO =
∫
m+1
[
dσR − dσA]︸ ︷︷ ︸
finite
+
∫
m+1
dσA +
∫
m
dσV︸ ︷︷ ︸
finite
=
∫
m+1
[
dσRε=0 − dσAε=0
]
+
∫
m
[∫
1
dσA + dσV
]
ε=0
. (6)
Both integrands are now finite: the integration in (m + 1) particle phase space can
safely be performed in D = 4 dimensions, as the singular regions are regularized by
the respective counterterms. In the m parton phase space, the sum of the integrated
dipole contribution and the virtual correction does not contain any further poles, so
that we can set ε = 0. Then, all integrations can be performed numerically. The
explicit expressions of the cross section σ for m and (m + 1) particle phase space
contributions at NLO are∫
m
[
dσB + dσV +
∫
1
dσA
]
=
∫
dPSm
[
|Mm|2 + |Mm|2one-loop +
∑
ℓ
Vℓ ⊗ |Mm|2
]
,
∫
m+1
[
dσR − dσA] = ∫ dPSm+1
[
|Mm+1|2 −
∑
ℓ
Dℓ ⊗ |Mm|2
]
, (7)
where in this symbolic notation
∫
dPS includes all flux and symmetry factors, and with
|Mm|2, |Mm+1|2 and |Mm|2one-loop being the squared LO matrix element, the squared
real emission matrix element and the interference term, respectively. In Eqn. (7), the
sum runs over all local counterterms needed to match the complete singularity structure
of the real emission contribution, and convolution with jet functions then ensures the
collinear and infrared safety of the Born-level contribution. The insertion operator I(ε)
is then defined on a cross section level according to∫
m
∫
1
dσA =
∫
m
dσB ⊗ I(ε),
where the symbol ⊗ again denotes a proper convolution in spin, color, and phase space.
The generalization of this for processes with initial state hadrons has already been pre-
sented in [53]; for completeness, we repeat the argument in Appendix B.
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Observable-dependent formulation of the subtraction method
The jet observables should be well defined such that the leading order cross sections
are infrared and collinear safe. The jet cross sections are defined as
σLOJ =
∫
dPSm(p1, · · · , pm) |Mm(p1, · · · , pm)|2 F (m)J (p1, · · · , pm),
σNLOJ =
∫
dPSm+1(p1, · · · , pm+1) |Mm+1(p1, · · · , pm+1)|2 F (m+1)J (p1, · · · , pm+1)
+
∫
dPSm(p1, · · · , pm) |Mm(p1, · · · , pm)|2one-loop F (m)J (p1, · · · , pm). (8)
In general, the jet function may contain θ functions (which define cuts and correspond-
ing cross sections) and δ functions (which define differential cross sections). For an
infrared finite jet function, we require that
F
(m+1)
J (p1, · · · , pj = λ q, · · · , pm+1) → F (m)J (p1, · · · , pm+1), if λ→ 0
F
(m+1)
J (p1, .., pi, .., pj, .., pm+1) → F (m)J (p1, .., p, .., pm+1)
if pi → z p, pj → (1− z) p,
F
(m)
J (p1, · · · , pm) → 0, if pi · pj → 0. (9)
The last condition of Eqn. (9) corresponds to an infrared safe definition of the Born-
level observable, while the first two conditions guarantee infrared and collinear safety
of the observables and can be summarized to
F
(m+1)
J → F (m)J (10)
in the singular limits.
We then have∫
m
[
dσB + dσV +
∫
1
dσA
]
=
∫
dPSm
[
|Mm|2 + |Mm|2one-loop +
∑
ℓ
Vℓ ⊗ |Mm|2
]
F
(m)
J (p),∫
m+1
[
dσR − dσA]
=
∫
dPSm+1
[
|Mm+1|2 F (m+1)J (pˆ) −
∑
ℓ
Dℓ ⊗ |Mm|2 F (m)J (p)
]
,
(11)
where in the integrated subtraction term the momenta p are derived from pˆ using the
respective momentum mapping.
3 Alternative subtraction scheme: setup
In this section, we will first review the setup of our scheme as well as the mapping and
respective integration measures which have already been presented in [53, 74]. In our
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scheme, the NLO subtraction terms are derived from the splitting functions introduced
in a parton shower context [74–76], and the m+ 1 to m phase space mappings needed
correspond to the inverse of the respective shower m to m + 1 mappings. In the
following, we will denote the m+ 1 phase space four-vectors by pˆ1, pˆ2, ... and m phase
space four-vectors by p1, p2, .... In m+1 phase space, the four-momenta of the emitter,
emitted particle, and spectator are denoted pˆℓ, pˆj , and pˆk respectively. Note that here
the spectator needs to be specified only if pˆj denotes a gluon, as we use the whole
remaining event as a spectator in the sense of momentum redistribution for both initial
and final state mappings. We here restrict our expressions to subtractions on the parton
level and to massless partons.
3.1 Splitting functions
We start with a description of the matrix element factorization in the soft and collinear
limits, following the notation in [74], where the QCD scattering amplitude for m + 1
partons is given as a vector in (colour ⊗ spin) space,
| M({pˆ, fˆ}m+1)〉. (12)
In the singular limits, the amplitude | Mℓ({pˆ, fˆ}m+1)〉 can be factorized into a splitting
operator times the m-parton matrix element
| Mℓ({pˆ, fˆ}m+1)〉 = t†ℓ(fℓ → fˆℓ + fˆj) V †ℓ ({pˆ, fˆ}m+1) | M({p, f}m)〉, (13)
where the index ℓ labels the emitter/ mother parton in the (m+ 1)/ m particle phase
space. V †ℓ ({pˆ, fˆ}m+1) is an operator acting on the spin part of the (colour ⊗ spin)
space, while t†ℓ(fℓ → fˆℓ + fˆj) is an operator acting on the colour part of the (colour ⊗
spin) space. The Born amplitude for producing m partons is evaluated at momenta
and flavours {p, f}m determined from {pˆ, fˆ}m+1 according to the respective momentum
mappings. The spin-dependent splitting operator can be described in the spin space
| {s}m〉:
〈{sˆ}m+1 | V †ℓ ({pˆ, fˆ}m+1) | {s}m〉. (14)
If we take Eqn. (14) to be diagonal, we can define the splitting functions vℓ according
to
〈{sˆ}m+1 | V †ℓ ({pˆ, fˆ}m+1) | {s}m〉 =
 ∏
n/∈{ℓ,j=m+1}
δsˆn,sn
 vℓ({pˆ, fˆ}m+1, sˆj, sˆℓ, sℓ). (15)
Explicit forms for the splitting functions vℓ have been presented in [74]. For the con-
struction of the subtraction terms, we consider the approximation for the squared
matrix element in the singular limits∑
ℓ,ℓ′
〈Mℓ({pˆ, fˆ}m+1|Mℓ′({pˆ, fˆ}m+1〉 ∼
∑
ℓ,ℓ′
v∗ℓ vℓ′〈M({pℓ, f}m)|M({pℓ′, f}m)〉.
For the direct splitting function, where ℓ = ℓ′, we obtain
Wℓℓ ≡ v2ℓ = vℓ({pˆ, fˆ}m+1, sˆj, sˆℓ, sℓ) v∗ℓ ({pˆ, fˆ}m+1, sˆj, sˆℓ, sℓ), (16)
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which, after summing over the daughter parton spins and averaging over the mother
parton spins, leads to the spin-averaged splitting functions W ℓℓ as subtraction terms.
If the mother parton is a gluon, the Born-type matrix element might have an explicit
dependence on the gluons polarization; in this case, we need to use
〈ν|Wℓℓ|ν ′〉 (17)
in the real-emission subtraction terms, where ν, ν ′ are the polarisation indices of the
m-parton phase space gluon. If the spin correlation tensor defined by Eqn. (17)
is perpendicular to pℓ, the angular correlations vanish after the integration over the
unresolved particles phase space and the integral over W ℓℓ still provides the correct
integrated counterterm [59]. For the collinear terms, the colour factors can easily be
obtained [74]:
C(fˆℓ, fˆj) =

CF (fˆℓ, fˆj) = (q, g), (g, q),
CA (fˆℓ, fˆj) = (g, g),
TR (fˆℓ, fˆj) = (q, q¯).
For soft gluon emissions, we also have to consider terms for which ℓ 6= ℓ′, which we
will describe below.
3.1.1 Eikonal factor
When a gluon with four-vector pˆj becomes soft, or soft and collinear with pˆℓ, the
splitting amplitude vℓ defined in Eqn. (15) can be replaced by the eikonal approximation
for pˆj → 0
veikℓ ({pˆ, fˆ}m+1, sˆj, sˆℓ, sℓ) =
√
4παs δsˆℓ,sℓ
ε(pˆj, sˆj , Qˆ)
∗ · pˆℓ
pˆj · pˆℓ , (18)
where ε(pˆj, sˆj, Qˆ) denotes the polarization vector of the emitted gluon with spin sj. Qˆ
denotes the total momentum of the (m+ 1) phase space event and is used as a gauge
vector. The eikonal approximation of the spin-averaged splitting functions W ℓℓ is then
W
eik
ℓℓ = 4 π αs
pˆℓ ·D(pˆj, Qˆ) · pˆℓ
(pˆj · pˆℓ)2 , (19)
where flavour-dependent averaging factors are already taken into account. The trans-
verse projection tensor Dµν is given by
Dµν(pˆj , Qˆ) = −gµν +
pˆµj Qˆ
ν + Qˆµ pˆνj
pˆj · Qˆ
− Qˆ
2 pˆµj pˆ
ν
j
(pˆj · Qˆ)2
.
It will be convenient to define a dimensionless function F :
F =
pˆℓ · pˆj
4 π αs
W ℓℓ.
We then have
Feik ≡ pˆℓ · pˆj
4 π αs
W
eik
ℓℓ =
pˆℓ ·D(pˆj, Qˆ) · pˆℓ
pˆℓ · pˆj =
2 pˆℓ ·Q
pˆj ·Q −
Q2 pˆℓ · pˆj
(pˆj ·Q)2 .
The eikonal factor, in combination with the interference terms, is then used to construct
dipole partitioning functions.
7
...
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| Mℓ({pˆ, fˆ}m+1)〉 〈Mk({pˆ, fˆ}m+1) |
j
ℓ
k
1
m + 1
Figure 2: Soft diagram: parton j is emitted from parton ℓ in the scattering amplitude
and parton j is emitted from parton k in the complex-conjugate scattering amplitude.
3.1.2 Soft splitting functions
For soft gluon emission, we also need to take interference diagrams between different
emitters into account. This means the emitted parton j can be emitted from emitter
ℓ in the amplitude and parton j can also be emitted from a different emitter k in the
complex-conjugate amplitude (Fig. 2). The interference splitting function is then given
by
W ℓk ∼ vℓ({pˆ, fˆ}m+1, sˆj, sˆℓ, sℓ) vk({pˆ, fˆ}m+1, sˆj, sˆk, sk)∗ δsˆℓ,sℓ δsˆk,sk . (20)
The splitting function Eqn. (20) contains a singularity when the emitted gluon j is
soft; however when gluon j is collinear with parton ℓ or k, it does not contribute to
a leading singularity. In the special case that pˆj is soft, or possibly soft and collinear
with pˆℓ, we can use:
W ℓk ∼ veikℓ ({pˆ, fˆ}m+1, sˆj, sˆℓ, sℓ) veikk ({pˆ, fˆ}m+1, sˆj, sˆk, sk)∗ δsˆℓ,sℓ δsˆk,sk .
Note that this term contributes only if particle j is a gluon. In this prescription, there
is an ambiguity in the allocation of the singularities, which can be distributed with the
help of dipole partitioning functions; for completeness, we here repeat the argument
in [74, 75]. The complete sum over all singular terms will contain a term
Wℓk,kℓ = Wℓk t
†
ℓ ⊗ tk + Wkℓ t†k ⊗ tℓ.
For each of the two contributions, we can now introduce weight factors which redis-
tribute the splitting functions to the corresponding mappings
Wℓk −→ AℓkW (ℓ)ℓk + AkℓW (k)ℓk , (21)
where
Aℓk + Akℓ = 1
for any fixed momenta. W (ℓ) denotes that for the mapping of this part of the interfer-
ence term, pˆℓ is considered to be the emitter; for W
(k), particle pˆk acts as the emitter,
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such that the roles of ℓ and k are interchanged. We then have for the total sum of the
two distributions
Wℓk,kℓ = Aℓk
[
W
(ℓ)
ℓk t
†
ℓ ⊗ tk + W (ℓ)kℓ t†k ⊗ tℓ
]
+ Akℓ
[
W
(k)
ℓk t
†
ℓ ⊗ tk + W (k)kℓ t†k ⊗ tℓ
]
.
We now combine this with the pure squared splitting function W ℓℓ with the colour
factor t†ℓ ⊗ tℓ. Invariance of the matrix element under colour rotations implies [75]:
t†ℓ ⊗ tℓ = −
∑
k 6= ℓ
1
2
[
t†k ⊗ tℓ + t†ℓ ⊗ tk
]
,
and the complete contribution obeying one mapping is then given by
− 1
2
[
t†k ⊗ tℓ + t†ℓ ⊗ tk
] [
W ℓℓ −W ℓk
]
(22)
with the spin-averaged interference contribution
W ℓk = 4 π αs 2Aℓk
pˆℓ ·D(pˆj, Qˆ) · pˆk
pˆj · pˆℓ pˆj · pˆk . (23)
We now split the collinear and soft parts of the respective spin-averaged splitting
functions according to
W ℓℓ −W ℓk =
(
W ℓℓ −W eikℓℓ
)
+
(
W
eik
ℓℓ −W ℓk
)
. (24)
The second part of Eqn. (24) can be expressed in terms of dipole partitioning functions
A′ℓk [76]:
W
eik
ℓℓ −W ℓk = 4 π αsA′ℓk
−Pˆ 2ℓk
(pˆj · pˆℓ pˆj · pˆk)2 ,
where Pˆℓk = (pˆj · pˆℓ) pˆk− (pˆj · pˆk) pˆℓ. Several choices for A′ℓk have been proposed in [76];
all results given here have been obtained using Eqn. (7.12) therein:
A′ℓk({pˆ}m+1) =
pˆj · pˆk pˆℓ · Qˆ
pˆj · pˆk pˆℓ · Qˆ+ pˆj · pˆℓ pˆk · Qˆ
.
The partitioning weight function A′ℓk also obeys the relation A
′
ℓk({pˆ}m+1) +
A′kℓ({pˆ}m+1) = 1. The general form of the interference spin-averaged splitting function
is then given by
∆Wℓk = W
eik
ℓℓ −W ℓk = 4 π αs
2 pˆℓ · pˆk pˆℓ · Qˆ
pˆℓ · pˆj
(
pˆj · pˆk pˆℓ · Qˆ+ pˆℓ · pˆj pˆk · Qˆ
) (25)
The corresponding color factor is defined by Eqn. (22) as
Cℓ k ≡ −1
2
[
t†k ⊗ tℓ + t†ℓ ⊗ tk
]
. (26)
The only singularity in Eqn. (25) arises from the factor pˆℓ · pˆj in the denominator;
the interference term is constructed such that it vanishes for the collinear singularity
from pˆj · pˆk → 0. We also assume that the variables considered are such that they are
finite for pℓ · pk → 0, i.e. singularities arising in this limit should be taken care of by
the definition of the jet function as described in Section 2. The interference term only
needs to be considered if the emitted parton j is a gluon. If parton j is a quark or
antiquark, this term vanishes.
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3.2 Final state momentum mapping
In this section, we will describe the momentum mapping that is used in the shower
prescription [74–76] as well as the subtraction scheme. As before, hatted momenta {pˆn}
are used to describe (m+1)-parton phase space and unhatted momenta {pn} m-parton
phase space particles; emitter, emitted parton and spectator are labeled pˆℓ, pˆj, and pˆk
respectively. The four-vectors pˆa, pˆb refer to initial state partons.
For a parton splitting
pℓ → pˆℓ + pˆj
on-shellness of all momenta in both m and (m+ 1) phase space requires a momentum
mapping which reduces to
pℓ = pˆℓ + pˆj
in the singular limits; away from these kinematic regions, an additional spectator mo-
mentum needs to be modified to guarantee p2i = pˆ
2
i = 0 for all particles. In our
scheme, we use the whole remaining event as a spectator, which leads to a scaling
behaviour ∼ N2/2 for the number of required mappings, where N is the number of
final state partons in the process3.
3.2.1 Mapping in the parton shower
For a final state splitting, we leave the momenta of the initial state partons unchanged:
pa = pˆa, pb = pˆb.
Let Q be the total momentum of the final state partons
Q ≡
m∑
n=1
pn = pa + pb. (27)
Here the momenta of the incoming partons remain the same, hence Q = Qˆ = pˆa+ pˆb.
We define
aℓ =
Q2
2 pℓ ·Q, (28)
where aℓ ≥ 1. The momenta of the daughter partons pˆℓ and pˆj are then mapped
according to
Pℓ = pˆℓ + pˆj = λ pℓ +
1− λ+ y
2 aℓ
Q. (29)
The parameters λ and y follow from energy momentum conservation as
λ =
√
(1 + y)2 − 4 aℓ y, y = pˆℓ · pˆj
pℓ ·Q. (30)
y is a measure for the virtuality of the splitting, with
ymax =
(√
aℓ −
√
aℓ − 1
)2
= 2 aℓ − 1 − 2
√
aℓ (aℓ − 1) (31)
3In the Catani Seymour scheme, each additional parton in the process subsequently serves as a
spectator, leading to an overall scaling behaviour ∼ N3/2 for number of required mappings.
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and λ(ymax) = 0.
The mapping prescription used in our scheme now defines the whole remaining event
as a spectator, i.e. the momenta of all corresponding final state particles are mapped
as
pˆµn = Λ(Kˆ,K)
µ
ν p
ν
n, n /∈ {ℓ, j = m+ 1} (32)
with the Lorentz transformation
Λµν(K1, K2) = g
µν − 2 (K1 +K2)
µ (K1 +K2)
ν
(K1 +K2)2
+
2Kµ1 K
ν
2
K22
. (33)
K and Kˆ are given by
K = Q− pℓ, Kˆ = Q− Pℓ, (34)
and correspond to the total momentum of the final state spectators before and after
the splitting respectively, with
Kˆµ = Λ(Kˆ,K)µν K
ν .
For aℓ = 1, this simplifies to
Kˆ = (1− y)K
and we therefore have
Λ(Kˆ,K)µν(aℓ = 1) = (1− y) gµν. (35)
The flavours of the spectator partons remain unchanged
fˆn = fn, n /∈ {ℓ, j = m+ 1},
while the flavour of the mother parton fℓ obeys
fˆℓ + fˆj = fℓ;
e.g. if the mother parton ℓ is a quark/antiquark, then we have (fˆℓ, fˆj) = (q/q¯, g).
If the mother parton ℓ is a gluon, then (fˆℓ, fˆj) can be a pair of gluons (g, g), which
corresponds to g → g g splitting, or any choice of quark/antiquark flavours (q, q¯), which
corresponds to g → q q¯ splitting.
3.2.2 Mapping in the subtraction scheme
There is an inverse of the above mapping prescription, which maps the (m+1)-parton
momenta to the m-parton momenta needed for the evaluation of the real-emission
subtraction terms. We start with {pˆ}m+1 and determine {p}m. The momentum pℓ of
the mother parton follows directly from Eqn. (29)
pℓ =
1
λ
(pˆℓ + pˆj)− 1− λ+ y
2 λ aℓ
Q. (36)
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The parameters y and aℓ read
y =
P 2ℓ
2Pℓ ·Q− P 2ℓ
and aℓ =
Q2
2Pℓ ·Q− P 2ℓ
, (37)
with Pℓ = pˆℓ + pˆj. The parameter λ then follows from Eqn. (30).
Now we need the inverse Lorentz transformation to Eqn. (32), which is used to map
all nonemitting final state spectators. We have
pµn = Λ(K, Kˆ)
µ
ν pˆ
ν
n, n /∈ {ℓ, j = m+ 1}, (38)
where Λ(K, Kˆ)µν is given by Eqn. (33). For aℓ = 1, the mapping reduces to
pℓ =
1
1− y (Pℓ − y Q) , pk =
pˆk
1− y . (39)
The flavour transformation is similar to the case of parton splitting. The flavour of the
mother parton fℓ is given by
fℓ = fˆℓ + fˆj ,
with the rule of adding flavours, q+g = q and q+ q¯ = g. The flavours of the spectators
remain unchanged:
fn = fˆn, n /∈ {ℓ, j = m+ 1}.
3.2.3 Phase space factorization
In the integration of the subtraction terms over the one-parton unresolved phase space,
we use the generic phase-space factorisation[
d{pˆ, fˆ}m+1
]
g({pˆ, fˆ}m+1) = [d{p, f}m] dξpg({pˆ, fˆ}m+1) , (40)
where g({pˆ, fˆ}m+1) is an arbitrary function. In this work, we chose to regularise the
infrared and collinear singularities that appear in the splitting functions using dimen-
sional regularisation, i.e. we work in D = 4 − 2ε dimensions so that the singularities
appear as 1/ε2 (soft and collinear) and 1/ε (soft or collinear) poles. We then have for
the unresolved one-parton integration measure
dξp = dy θ(ymin < y < ymax) λ
D−3 pℓ ·Q
π
dDpˆℓ
(2 π)D
2 π δ+(pˆ2ℓ)
dDpˆj
(2 π)D
2 π δ+(pˆ2j)
× (2 π)D δ(D)
(
pˆℓ + pˆj − λ pℓ − 1− λ+ y
2 aℓ
Q
)
. (41)
Here ymin = 0 for massless partons and ymax is given by Eqn. (31). The reduction of
this measure for the simple case aℓ = 1 has been presented in [53]. In this work, we
have used the parametrization4
dξp =
(2 pℓ ·Q)1−ε
16
π−
5
2
+ε
Γ
(
1
2
− ε)×∫ ymax
0
dy y−ε λ1−2 ε
∫ 1
0
dz [z (1− z)]−ε
∫ 1
0
dv [v (1− v)]− 1+2 ε2 .
4We thank Z. Nagy and D. Soper for useful discussions concerning the parametrization of the
integration measure.
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In the center-of-mass system of pˆℓ, pˆj, where pˆk defines the x − z plane, z and v
parametrize the polar and azimuthal angles of pˆj respectively.
3.3 Generalized final state subtraction terms
In this section we present results for the subtraction terms Dℓ and their integrated
counterparts Vℓ for final state emitters, where aℓ 6= 1. Results for the simpler case of
maximally two final state partons as well as initial state emitters have been presented in
[53]. The integrated subtraction terms Vℓ contain integrals which depend on maximally
two additional variables and need to be integrated numerically. In the expressions
below, we leave out a common factor 4παs in the expressions for the squares v
2
ℓ of
the splitting amplitudes; the (integrated) subtraction terms (Vℓ) Dℓ contain all factors.
We will summarize the scheme in Section 3.4. We used the Mathematica package
HypExp [79, 80] in some of our calculations.
3.3.1 Parameters
In this paper, we use the labeling Dfℓfˆℓfˆj and Vfℓfˆℓfˆj for a process with the splitting
pℓ → pˆℓ+ pˆj . For final state splittings, the subtraction terms can be expressed through
the variables
y =
pˆℓ · pˆj
pℓ ·Q and z =
pˆj · nℓ
Pℓ · nℓ , (42)
with
Pℓ = pˆℓ + pˆj , nℓ =
γ
λ
Q− aℓ
λ
P, pℓ ·Q = Pℓ ·Q− pˆℓ · pˆj , (43)
where we additionally introduced
γ =
1 + λ+ y
2
, x0 =
1− λ+ y
1 + λ+ y
.
3.3.2 Collinear subtractions
We first consider the collinear part of the subtraction terms, which are given by the
first term in Eqn. (24). These terms do not contain any soft or combined soft/ collinear
singularities, i.e. they only contain single poles ∼ ε−1 and do not depend on a specific
spectator k.
qqg, q¯q¯g
The squared splitting amplitude for final state qqg couplings in the case of massless
quarks is given by
v2qqg =
2
y (pℓ ·Q)
{[
1 +
(λ− 1 + y)2 + 4 y
4 λ
]
Feik +
D − 2
4
z [1 + y + λ]
}
, (44)
where
Feik = 2
(
−1 + 1 + x0
x0 + z (1− x0) −
x0
(x0 + z (1− x0))2
)
. (45)
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Thus we have
Dcollqqg =
4παs
2
CF
(
v2qqg − v2eik
)
=
4 π αs
y (pℓ ·Q) CF
{
(λ− 1 + y)2 + 4 y
4 λ
Feik +
D − 2
4
z [1 + y + λ]
}
, (46)
and the integrated subtraction term is
Vcollqqg =
αs
4 π
CF
1
Γ(1− ε)
(
2 π µ2
pℓ ·Q
)ε
×
{
− 1
ε
+ 4 I3(aℓ)
+
1
2
[(9− 7aℓ)(aℓ − 1) log(aℓ − 1) + aℓ(7aℓ − 16) log(aℓ)− 7 log(ymax)
−aℓ(2ymax + 7)− 7ymax − 4]
}
, (47)
with
I3(aℓ) = −
∫ ymax
0
dy
[
(λ− 1 + y)2
4 y
+ 1
]
(1 + y) ln x0
λ
. (48)
gqq¯, gq¯q
The gqq¯ splitting function for massless quarks, keeping the gluon helicity for the mother
parton, is given by
〈ν|v2gqq¯|ν ′〉 =
1
pˆℓ · pˆj
[
−gν ν′ − 2k⊥,ν k⊥,ν
′
pˆℓ · pˆj
]
,
where k⊥ can easily be obtained from a Sudakov parametrization as
k⊥ = pˆℓ − 1
λ
[Pℓ γ (1− z (1 + x0)) + y Q (2 z − 1)] , (49)
with k⊥ · pℓ = k⊥ ·nℓ = 0. If there is no explicit helicity dependence in the Born-type
matrix element, we have
v2gqq¯ =
2
y pℓ · Q (1− ε − 2 z (1− z)) . (50)
We obtain for the subtraction terms
〈ν|Dgqq|ν ′〉 = 4παs TR〈ν |v2gqq¯|ν ′〉, Davgqq =
4παs
2 (1− ε) TR v
2
gqq¯. (51)
Integrating this over the unresolved one-parton phase space yields
Vgqq(aℓ) = TR
π
αs
Γ(1− ε)
(
2 π µ2
pℓ ·Q
)ε [
− 1
3 ε
− 8
9
+
1
3
[(aℓ − 1) ln(aℓ − 1)− aℓ ln aℓ]
]
.
(52)
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ggg
The total (unaveraged) splitting amplitude squared, in the helicity basis of the mother
parton pℓ, is given by
〈ν|v2ggg|ν ′〉 =
1
2 (pˆℓ · pˆj)2
{
−gνν′(pˆℓ ·Dj · pˆℓ + pˆj ·Dℓ · pˆj) + kν⊥ kν
′
⊥ Tr[Dℓ ·Dj]
}
,
(53)
with
pˆℓ ·Dj · pˆℓ = 2 y pℓ ·Q
x0 + z (1− x0)
[
1 − z (1− x0) − x0
x0 + z (1− x0)
]
,
pˆj ·Dℓ · pˆj = 2 y pℓ ·Q
1− z (1− x0)
[
x0 + z (1− x0) − x0
1− z (1− x0)
]
,
Tr [Dℓ ·Dj ] = D − 2− 2∆ +∆2
and
∆ =
Qˆ2 (pˆℓ · pˆj)
(pˆℓ · Qˆ) (pˆj · Qˆ)
=
2 x0
(x0 + z (1− x0)) (1− z (1− x0)) , (54)
and k⊥ again given by Eqn. (49); if the Born matrix element is helicity independent,
we have
v2ggg =
1
2 (pˆℓ · pˆj)2
{
(D − 2) [pˆℓ ·Dj · pˆℓ + pˆj ·Dℓ · pˆj] − k2⊥Tr [Dℓ ·Dj]
}
,
with
k2⊥ = −2 y z (1− z) pℓ ·Q. (55)
Instead of using this as a subtraction term, however, we proceed in a different way, and
define a subtraction term that only contains soft singularities from particle j [75]: We
introduce
〈ν|v2ggg,sub|ν ′〉 = 〈ν|v22 − v23|ν ′〉 = −
gνν
′
2 (pˆℓ · pˆj)2 [pˆℓ ·Dj · pˆℓ − pˆj ·Dℓ · pˆj ] , (56)
where v2,3 are defined corresponding to Eqns. (2.40)-(2.42) in [75]. This leads to
〈ν|v˜2ggg|ν ′〉 = 〈ν|v2ggg + v2ggg,sub|ν ′〉
=
1
2 (pˆℓ · pˆj)2
{
−2 gνν′ pˆℓ ·Dj · pˆℓ + kν⊥ kν
′
⊥Tr [Dℓ ·Dj ]
}
,
which is the subtraction term for each gluon emission. The first part is the unaveraged
eikonal splitting function; if we combine this with the interference term, we have
〈ν|v˜2ggg − v2eik|ν ′〉 =
kν⊥ k
ν′
⊥
2 (pˆℓ · pˆj)2 [D − 2−∆(2−∆)] . (57)
The collinear subtraction term reads
〈ν|Dcollggg|ν ′〉 =
2 π αs
1− ε CA
kν⊥ k
ν′
⊥
(pˆℓ · pˆj)2 [D − 2−∆(2−∆)] . (58)
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If there is no angular correlation in the Born-type matrix element, we can replace
kν⊥ k
ν′
⊥ → −k2⊥ in the above expressions, and equally need to multiply by 1/2(1− ε).
Note that the above reshuffling of singular terms requires that for a final state with
g(pˆ1)g(pˆ2), both combinations (i, j) = (1, 2), (2, 1) need to be taken into account; the
factor 1
2
which is included in Eqn. (53) and all subsequent expressions guarantees a
correct mapping of the singularity structure.
Integrating and taking all averaging factors into account gives
Vcollggg = µ2ε
4 π αs
2 (1− ε) CA
∫
dξp
(
v˜2ggg − v2eik
)
=
(
2 π µ2
pℓ · Qˆ
)ε
1
Γ(1− ε)
αs
2π
CA
[
− 1
6 ε
− 4
9
+
1
6
[(aℓ − 1) ln(aℓ − 1) − aℓ ln aℓ] + Ifin(aℓ)
]
(59)
with
Ifin(aℓ)
aℓ 6=1= aℓ
{
1−√aℓ ln
(√
aℓ + 1√
aℓ − 1
)
− ln
(
aℓ
aℓ − 1
)
+8 aℓ
∫ ymax
0
dy
y ln x0
λ2 (1 + y)3
[
aℓ y − (1 + y)2
]}
aℓ=1= −3
8
π2 +
7
2
. (60)
3.3.3 Soft and soft/collinear subtractions
We now discuss the integration of the interference term, which is given by the second
contribution in Eqn. (24). This term does not depend on the specific nature of the
splitting, i.e. it is universal; it contains all soft and soft/ collinear singularities and
equally depends on a spectator parton k. Parton j needs to be a gluon, otherwise this
contribution vanishes.
We start from the definition of the interference term in Eqn. (25):
1
4 π αs
∆Wℓk =
2 (pˆℓ · pˆk) (pˆℓ · Qˆ)
(pˆℓ · pˆj)
(
(pˆj · pˆk) (pˆℓ · Qˆ) + (pˆℓ · pˆj)(pˆk · Qˆ)
)
and the subtraction term
Dif(pˆℓ, pˆj, pˆk) = Cℓk∆Wℓk, (61)
where Cℓk is given by Eqn. (26). Note that the above expression holds also for cases
where the mother parton is a gluon, as the interference terms are diagonal in helicity
space5.
5That is for helicity dependent Born-type matrix elementsM, where a spin correlation tensor T µν
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We obtain for the integrated subtraction term
V ifℓk = µ2 ε Cℓk
∫
dξp (∆Wℓk) =
(
2µ2 π
pℓ ·Q
)ε
αs
π
1
Γ(1− ε)Cℓk
×
{
1
2 ε2
+
1
ε
[
1 +
1
2
ln
(
a˜
(ℓk)
0 + aℓ
)]
− π
2
6
+ 3 − 2 ln 2 ln
(
a˜
(ℓk)
0 + aℓ
)
+
1
π
[
I
(b)
fin
(
a˜
(ℓk)
0
aℓ
)
+ I
(d)
fin (aℓ, a˜
(ℓk)) + I
(e)
fin (aℓ)
]
+ ln aℓ
[
2 ln 2 − 1
4
ln aℓ +
1
2
ln
(
a˜
(ℓk)
0 + aℓ
)
+ 1
]}
,
(62)
with
I
(b)
fin (b) =
π
2
[∫ 1
0
du
u
{
2 ln 2 +
1√
1 + 4 b(1 + b) u2
× ln
 (1− u)(
1 + 2 b u +
√
1 + 4 b (1 + b) u2
)2


+2 ln 2 ln (1 + b) +
1
2
ln2 (1 + b) +
5
2
Li2
(
b
b+ 1
)
− 1
2
Li2
[(
b
b+ 1
)2]]
,
I
(d)
fin (aℓ, a˜
(ℓ,k)) = π
∫ 1
0
du
u
∫ 1
0
dx
x
×
{
γℓ x
 1− x+ x0,ℓ
[
λℓ
a˜(ℓ,k)
aℓ
+ 2
]
√[
A(ℓk) (1 + x0,ℓ − x) + x0,ℓ
(
λℓ
a˜(ℓ,k)
aℓ
+ 1
)]2
− [B(ℓk)]2(1 + x0,ℓ − x)2
− 1

+ x − 1√
1 + 4
u2 a˜
(ℓ,k)
0
aℓ
[
1 +
a˜
(ℓ,k)
0
aℓ
]
}
I
(e)
fin (aℓ) = π
∫ 1
0
dx
1− x
x
ln
[
δℓ aℓ
x
]
. (63)
We have introduced
A(ℓk)(pℓ, pk) = zℓ γℓ
pℓ · pˆk
pˆk · Pℓ + (1− zℓ) z˜
(ℓk), B(ℓk)(pℓ, pk) = 2
√
zℓ z˜(ℓk) (1− zℓ) (1− z˜(ℓk)),
is defined such that −gµνT µν = |M|2, the interference subtraction term is given by
−gµνDifT µν = Dif|M|2.
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and
zℓ =
x− x0,ℓ
1 − x0,ℓ , z˜
(ℓk) =
yℓ
γℓ
a˜(ℓk),
a˜(ℓk) =
pˆk · nℓ
pˆk · Pℓ , a˜
(ℓk)
0 = a˜
(ℓk)(yℓ = 0) =
pk · nℓ
pk · pℓ
δℓ(x) =
aℓ −
√
a2ℓ − aℓ 4x(1+x)2
2 x
(1 + x)2 − 1,
where yℓ in all above expressions is defined by
6
yℓ := δℓ(x) u.
We here made the dependence on the momenta pℓ, pk explicit in the labeling of the
variables λ, γ, x0, ..., which are all defined according to Sections 3.2 and 3.3.1 respec-
tively.
In terms of the Born-type kinematics, Pℓ can easily be recovered from Eqn. (29); pˆk
needs to be reconstructed in the Born-type integrations according to
pˆk = Λ(K̂,K) pk, (64)
with the Lorentz transformation defined according to Eqn. (33) and with
K = Q− pℓ, K̂ = Q
(
1− γℓ x0,ℓ
aℓ
)
− λℓ pℓ.
Finally, note that
aℓ + a˜
(ℓ,k)
0 =
pk ·Q
pk · pℓ .
3.4 Final expressions
In this section, we describe how the expressions in the last subsections should be com-
bined to provide the subtraction terms dσA and their integrated counterparts
∫
1
dσA.
The complete parton level contribution is given by the sum of σLOab and σ
NLO
ab , with
σLOab =
∫
m
dσBab(pa, pb),
σNLOab =
∫
m+1
dσRab(pˆa, pˆb) +
∫
m
dσVab(pa, pb) +
∫
m
dσCab(pa, pb, µ
2
F ).
The NLO contribution can be split into
σNLOab =
∫
m+1
[
dσRab(pˆa, pˆb)− dσAab(pˆa, pˆb)
]
+
∫
m
[∫
dσVab(pa, pb) +
∫
1
dσAab(pˆa, pˆb) + dσ
C
ab(pa, pb, µ
2
F )
]
ε=0
,
6We thank Z. Nagy for providing us with this variable transformation for the interference terms.
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where
∫
1
dσAab + dσ
C
ab can be written as∫
m
[∫
1
dσAab(pˆa, pˆb) + dσ
C
ab(pa, pb, µ
2
F )
]
=
∫
m
dσBab(pa, pb)⊗ I(ε) +
∫ 1
0
dx
∫
m
dσBab(xpˆa, pb)⊗
[
Ka(x pˆa) + P (x, µ
2
F )
]
+
∫ 1
0
dx
∫
m
dσBab(pˆa, xpˆb)⊗
[
Kb(xpˆb) + P (x, µ
2
F )
]
,
where the insertion terms K, P only appear in the case of initial state partons, c.f. Ap-
pendix B. All observables, as well as infrared safety of the Born level contributions,
need to be introduced in terms of jet functions as discussed in Section 2, c.f. Eqn.
(11). For an incoming lepton, the collinear counterterm is set to zero and the PDF is
replaced by a structure function f ewi/I = δ(1− ηi).
In the following, we discuss the specific form of dσAab(pa, pb) which corresponds to the
subtraction term in the real emission contribution of the process, as well as the inte-
grated D-dimensional counterterm
∫
1
dσAab(pa, pb). In general, the subtraction term can
be split into contributions originating from all possible emitters pˆℓ
7:
dσAab(pˆa, pˆb) =
∑
ℓ
dσA,ℓab (pˆa, pˆb), (65)
where pˆℓ can denote an initial or final state particle. We have for each contribution
dσA,ℓab (pˆa, pˆb) =
Nm+1
Φm+1
∫
m+1
∑
j 6= ℓ
Dfℓ fˆℓ fˆj(pˆℓ, pˆj) ⊗ |M(p)|2m;fℓ, (66)
where |M|2m;fℓ denotes the squared Born matrix element with a flavour fℓ of the mother
parton; the extension for cases where there is an angular dependence of the Born-type
matrix element is straightforward. The momenta {pm} are determined from {pˆm}
through the respective mapping. Nm+1 incorporates all symmetry factors of the m+1
process and Φm+1 = 2 sˆ is the respective flux factor. For splittings where the mother
parton is a gluon, we use the following conventions: for g → q q¯ final state splittings,
we always choose (fˆℓ, fˆj) = (q, q¯); for g → gg, i.e. a final state that contains g(pˆ1)g(pˆ2),
we need to consider both combinations (pˆℓ, pˆj) = (pˆ1, pˆ2), (pˆ2, pˆ1); we compensate this
by introducing an additional factor 1
2
in the respective (integrated) subtraction terms.
This factor has already been accounted for in all expressions in Section 3.3.
The subtraction terms can be split into collinear and interference terms:
Dfℓfˆℓfˆj(pˆℓ, pˆj) = Dcollfℓfˆℓfˆj (pˆℓ, pˆj) + δfˆj ,g
∑
k 6=(ℓ,j)
Dif(pˆℓ, pˆj, pˆk), (67)
where Dif(pˆℓ, pˆj, pˆk) now denotes an interference contribution where pˆk acts as a spec-
tator as discussed in Section 3.1.2. Note that there is a unique momentum mapping
7In the following, we omit the jet functions for notational reasons; however, full expressions should
always be read according to Eqn. (11) where all jet functions are included.
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for each combination (pˆℓ, pˆj) which is the same for all interference terms appearing in
Dfℓfˆℓfˆj(pˆℓ, pˆj).
The integrated counterterms are given by the integrated form of Eqn. (65):∫
1
dσAab(pˆa, pˆb) =
∫
1
∑
ℓ
dσA,ℓab (pˆa, pˆb).
The collection of the integrated counterterms is then straightforward: for each dipole
that has been subtracted in the real emission part, the respective integrated contribu-
tion to I, K, P needs to be added to the virtual contribution as in Eqn. (98). Finally,
our expressions have been derived on a matrix element level:∫
1
|M|2m+1 →
∫
1
D ⊗ |M|2m = V ⊗ |M|2m;
on cross section level, we additionally have to take the flux as well as combinatorial
factors into account8∫
1
dσAm+1;ab(pˆa, pˆb) =
Nm+1
2sˆ
∫
1
D ⊗ |M|2m =
Nm+1
2sˆ
V ⊗ |M|2m,∫
m
∫
1
dσAm+1;ab = Nm+1
∫
m
1
2sˆ
V ⊗ |M|2m =
Nm+1
Nm
xs V ⊗
∫
m
dσm,
where the factors Nm, Nm+1 account for possible symmetry factors of the specific pro-
cess, and where here xs = s/sˆ is the ratio of the partonic center-of-mass energies before
and after the splitting; xs = 1 for final state emitters. We then obtain the relation∑
V = 1
xs
Nm
Nm+1
(I + K + P ) (68)
between the integrated splitting functions V given in the next sections and the insertion
operators I,K, P .
4 Example: e+e− → 3 jets
In this section we consider the simplest nontrivial process with more than two partons
in the final state: three-jet production in e+e− annihilation. The next-to-leading or-
der contributions to this process are well known [57, 81–83]. We compare the results
obtained from the implementation of our scheme and from a private implementation
of the Catani Seymour scheme as well as [83]9. We find complete agreement for the
differential C parameter [57], with integration errors on the percent level.
The leading order process we consider is given by
e+ e− −→ q(p1) q¯(p2) g(p3). (69)
8Correct counting of symmetry factors needs to be done explicitly in this expression; if all splitting
multiplicities and symmetry factors are taken into account, we obtain a generic combinatoric factor
1
2 for ggg splittings, c.f. Section 7.2 in [59].
9We thank M. Seymour for help with the original code available from [84].
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At next-to-leading order, two different real-radiation subprocesses contribute:
(A) e+ e− → γ∗(Q) → q(pˆ1) q¯(pˆ2) g(pˆ3) g(pˆ4),
(B) e+ e− → γ∗(Q) → q(pˆ1) q¯(pˆ2) q(pˆ3) q¯(pˆ4). (70)
For a complete next-to-leading order calculation, the virtual corrections need to be
added to the leading order contribution. In the following, we use the notation
xi = 2 pi ·Q/Q2, yij = sij/Q2, sijk = sij + sik + sjk,
with sij = (pi + pj)
2. Energy-momentum conservation leads to∑
i,j>i
yij = 1,
∑
i
xi = 2.
We equally follow the notation for matrix elements in Section 3.1:
〈 {pi} | {pi} 〉 = 〈M3 ({pi}) | M3 ({pi}) 〉 ≡ |M3 ({pi})|2 ,
〈 {pˆi} | {pˆi} 〉 = 〈M4 ({pˆi}) | M4 ({pˆi}) 〉 ≡ |M4 ({pˆi})|2
The total next-to-leading order contribution for process (69) is then given by:
σNLOJ =
∫
dPS4
[
|M4 ({pˆi})|2 F (4)J ({pˆi})−
∑
ℓ,j
〈q, r, s|Dℓj ({pˆi}) |q, r, s〉F (3)J (q, r, s)
]
A
+
∫
dPS4
∑
flavours
[
|M4 ({pˆi})|2 F (4)J ({pˆi})−
∑
ℓ,j
〈q, r, s| Dℓj ({pˆi}) |q, r, s〉F (3)J (q, r, s)
]
B
+
∫
dPS3
{
|MV ({pi})|2 + 1
2
[∑
ℓ,j
µ2ε
∫
dξp 〈1, 2, 3|Dℓj ({pˆi}) |1, 2, 3〉
]
A
+
∑
flavours
1
4
[∑
ℓ,j
µ2ε
∫
dξp 〈1, 2, 3|Dℓj ({pˆi}) |1, 2, 3〉
]
B
}
F
(3)
J ({pi}) (71)
where ℓ, j sum over all possible pairs in the real emission phase space, pˆi and pi denote
momenta belonging to Born and real emission kinematics, and where q, r, s ∈ {1, 2, 3}
denote the mapped momenta in the real emission subtraction terms for the Born-type
matrix elements. The factors 1
2
, 1
4
in the integrated subtraction terms correspond to the
process-dependent symmetry factors in the real emission contributions. In the symbolic
notation above,
∫
dPSn contains all symmetry and flux factors for the respective phase
space10.
4.1 Tree level result
In the following, we follow the procedure of [57], i.e. we normalize our observables
according to
1
σ0
dσNLOJ ,
10Note that
∫
dPS3 and
∫
dPS4 are defined slightly differently in [59, 83].
where σ0 denotes the total cross section for the process
e+ e− −→ q q¯ (72)
given by [57]
σ0 =
4 π α2
3 s
CA q
2
f
for a quark with flavour f and charge qf . We normalize the matrix elements according
to
σ
(n)
J =
1
2 s
S
∫
dΓn |Mn|2 F (n)J ,
where dΓn =
∏
i
[
d4pi
(2π)4
δ (p2i −m2i )
]
δ(4) (
∑
in pin −
∑
i pi), s denotes the center-of-
mass energy and
S =

1/2! for γ∗ → q q¯ g g
1/2!× 1/2! for γ∗ → q q¯ q q¯
is the symmetry factor of the respective process. We obtain the well-known relations
between the matrix elements of the processes (72) and (69) [57]:
1
4
|M3|2 = 8 π αs
s
CF
x21 + x
2
2
(1− x1) (1− x2)
1
4
〈|M2|2〉
where |M2|2 has been averaged over the emission angles, as well as
σ3,J =
αs
2 π
CF
∫
dx1dx2Πi [Θ(1− xi)Θ(xi)]Θ(x1+x2−1) x
2
1 + x
2
2
(1− x1)(1− x2)σ0F
(3)
J (x1, x2)
for jet observables. The gluon-helicity dependent squared matrix element for the lead-
ing order process (69) is given by [83]
T µν(p1, p2, p3) = − 1
x21 + x
2
2
|M3(p1, p2, p3)|2 T µν , (73)
where
T µν = +2
pµ1p
ν
2
Q2
+ 2
pµ2p
ν
1
Q2
− 2 1− x1
1− x2
pµ1p
ν
1
Q2
− 2 1− x2
1− x1
pµ2p
ν
2
Q2
− 1− x1 − x2 + x
2
2
1− x2
[
pµ1p
ν
3
Q2
+
pµ3p
ν
1
Q2
]
− 1− x2 − x1 + x
2
1
1− x1
[
pµ2p
ν
3
Q2
+
pµ3p
ν
2
Q2
]
+
(
1 +
1
2
x21 +
1
2
x22 − x1 − x2
)
gµν . (74)
Tµν obeys gµνTµν = −|M3|2.
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The virtual one-loop matrix element
The virtual contribution to the process (69) in the MS renormalization scheme is [57,59]
|MV (p1, p2, p3)|2 = |M3(p1, p2, p3)|2 αs
2π
(
4πµ2
Q2
)ε
1
Γ(1− ε)
×
{
− 1
ε2
[
(2CF − CA) y−ε12 + CA
(
y−ε13 + y
−ε
23
)]− 1
ε
(
3CF +
11
6
CA − 2
3
nf TR
)
+
π2
2
(2CF + CA)− 8CF
}
+
αs
2π
[F (y12, y13, y23) +O(ε)] , (75)
where F (y12, y13, y23) is defined in Eqn. (2.21) of [57].
4.2 Subtraction terms
In general, the subtraction terms are given by Eqn. (67) as
Dℓj ≡ Dfℓfˆℓfˆj(pˆℓ, pˆj) = Dcollfℓfˆℓfˆj (pˆℓ, pˆj) + δfˆj ,g
∑
k 6=(ℓ,j)
Dif(pˆℓ, pˆj, pˆk),
where the first part is the collinear subtraction term, and the second the sum over all
interference terms. For the processes considered here, the interference terms only con-
tribute to (A), while (B) only contains collinear divergences. In the following sections
we will construct the subtraction terms for subprocesses (A) and (B), respectively.
4.2.1 Momentum mapping
For all subtraction terms, the m-parton phase space momenta are mapped as described
in section 3.2.2; i.e. , for a splitting
pℓ → pˆℓ + pˆj,
we have
pℓ =
1
λ
Pℓ − 1− λ+ y
2 λ aℓ
Q,
pk = Λ(K, Kˆ) pˆk, [k 6= (ℓ, j)]
where Λ is defined according to Eqn. (33), and where
Kˆ = Q− Pℓ, K = Q− pℓ.
4.2.2 The subprocess: γ∗ → q(pˆ1) q¯(pˆ2) g(pˆ3) g(pˆ4)
For this process, ggg, qqg collinear as well as interference terms need to be taken into
account; these are given by Eqns. (58), (46), and (61) respectively. We have for the
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collinear subtraction terms
Dcollqqg;ℓj =
4 π αs
y (pℓ ·Q) CF
{
(λ− 1 + y)2 + 4 y
4 λ
Feik +
1
2
z [1 + y + λ]
}
,
〈ν|Dcollggg;ℓj|ν ′〉 T νν
′
= −2 π αsCA 1
(pˆℓ · pˆj)2 [2−∆(2−∆)]
1
x21 + x
2
2
|M3(p1, p2, p3)|2 ×{[
2
Q2
(
2(k⊥ · p1)(k⊥ · p2)− 1− x1
1− x2 (k⊥ · p1)
2 − 1− x2
1− x1 (k⊥ · p2)
2
)
+ k2⊥
(
1 +
x21
2
+
x22
2
− x1 − x2
)]}
,
with k⊥ and ∆ given by Eqns. (49) and (54). In total, we need to consider the following
combinations:
Dcollqqg;13, Dcollqqg;14, Dcollqqg;23, Dcollqqg;24, Dcollggg;34, Dcollggg;43;
note especially that both combinations (3, 4), (4, 3) need to be taken into account in
the contributions from ggg splittings.
The interference terms are given by
Difℓ,j;k = ∆Wℓj(k) = 4 π αsCℓk
2 pˆℓ · pˆk pˆℓ · Qˆ
pˆℓ · pˆj
(
pˆj · pˆk pˆℓ · Qˆ+ pˆℓ · pˆj pˆk · Qˆ
) , (76)
where we have the following contributions:
Dif1,3;2, Dif1,3;4, Dif1,4;2, Dif1,4;3,Dif2,3;1, Dif2,3;4, Dif2,4;1, Dif2,4;3,Dif3,4;1, Dif3,4;2, Dif4,3;1, Dif4,3;2.
We want to emphasize again that there is only one mapping required for each (ℓ, j)
pairing, i.e. we only have 5 independent mappings for the 12 subtraction terms listed
above11. The subtracted cross section is then given by
σR−A =
∫
4
[
dσR − dσA]
=
∫
dPS4
{
|M4(pˆ1, pˆ2, pˆ3, pˆ4)|2 F4(pˆ1, pˆ2, pˆ3, pˆ4)
−〈 1, 2, 3 | D13 +D14 +D23 +D24 +D34 +D43 | 1, 2, 3 〉F3(p1, p2, p3)
}
(77)
with the spin-averaged matrix element
1
4
|M4(pˆ1, pˆ2, pˆ3, pˆ4)|2 = σ0
( αs
2 π
)2
CF 4 (4 π)
5×
{(A+B + C) + (1↔ 2) + (3↔ 4) + (1↔ 2, 3↔ 4)} (78)
The quantities A,B,C are given in Appendix B of [57].
11The Catani Seymour prescription [59] requires 10 different mappings for this contribution.
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4.2.3 The subprocess: γ∗ → q(pˆ1) q¯(pˆ2) q(pˆ3) q¯(pˆ4)
This process does not contain any soft/ interference singularities, and all subtraction
terms are given by Eqn. (51). We need to keep track of the mother parton’s helicity
in the subtraction term and obtain
〈ν|Dgqq;ℓj|ν ′〉 T ν ν′ = 4 π αs TR 1
pˆℓ · pˆj |M3(p1, p2, p3)|
2×{
1 +
2
x21 + x
2
2
1
pˆℓ · pˆj
[
2
Q2
(
2 (k⊥ · p1) (k⊥ · p2)− 1− x1
1− x2 (k⊥ · p1)
2 − 1− x2
1− x1 (k⊥ · p2)
2
)
+ k2⊥
(
1 +
x21
2
+
x22
2
− x1 − x2
)]}
,
with k⊥ and k
2
⊥ given by Eqns. (49) and (55) respectively.
We have to consider the following combinations
Dgqq;12, Dgqq;14, Dgqq;32, Dgqq;34 (79)
and get
σR−A =
∫
4
[
dσR − dσA]
=
∫
dPS4
{
|M4(pˆ1, pˆ2, pˆ3, pˆ4)|2 F4(pˆ1, pˆ2, pˆ3, pˆ4)
−〈 1, 2, 3 | D13 +D14 +D32 +D34| 1, 2, 3 〉F3(p1, p2, p3)
}
(80)
with the spin-averaged matrix element given by
1
4
|M4(pˆ1, pˆ2, pˆ3, pˆ4)|2 = σ0
( αs
2 π
)2
CF 4 (4 π)
5 ×
{(D + E) + (1↔ 2) + (3↔ 4) + (1↔ 2, 3↔ 4)} (81)
The quantities D and E are given in Appendix B of [57].
4.3 Integrated subtraction terms
4.3.1 Collinear integrals
The collinear integrals involve the gqq¯, qqg/q¯q¯g and ggg splittings:
Icoll = Icoll(gqq¯) + Icoll(qqg) + Icoll(ggg). (82)
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After summing over all contributions, we obtain from Eqns. (52), (47) and (59)
〈1, 2, 3 | Icoll(gqq¯) | 1, 2, 3〉B =
|M3(p1, p2, p3)|2 αs
2 π
TR
(
4 π µ2
Q2
)ε
1
Γ(1− ε) nf ×[
− 2
3 ε
− 16
9
+
2
3
[(a3 − 1) ln(a3 − 1)− (a3 + 1) ln a3]
]
,
〈1, 2, 3 | Icoll(qqg) | 1, 2, 3〉A =
|M3(p1, p2, p3)|2 αs
2 π
CF
(
4 π µ2
Q2
)ε
1
Γ(1− ε) ×
1
2
∑
ℓ=1,2
{
− 1
ε
+ 4 I3(aℓ) − ln aℓ + 1
2
[(9− 7aℓ)(aℓ − 1) ln(aℓ − 1) + aℓ(7aℓ − 16) log(aℓ)
−7 log(ymax(aℓ))− aℓ(2ymax(aℓ) + 7)− 7ymax(aℓ)− 4]
}
〈1, 2, 3 | Icoll(ggg) |1, 2, 3〉A 〉 =
|M3(p1, p2, p3)|2 αs
2 π
CA
(
4 π µ2
Q2
)ε
1
Γ(1− ε) ×{
− 1
6 ε
− 4
9
+
1
6
[(a3 − 1) ln(a3 − 1) − (a3 + 1) ln a3] + Ifin(a3)
}
, (83)
where all symmetry factors have already been taken into account. Here, Ifin and I3 are
given by Eqns. (60) and (48) respectively and need to be evaluated numerically.
4.3.2 Soft integrals
For a specific emitter/ spectator pair (pℓ, pk), we obtain from Eqn. (62)
Isoft,ℓk =
4 π αs
2
Cℓk µ
2ε
∫
dξp∆Wℓk =
αs
2 π
Cℓk
(
4πµ2
Q2
)ε
1
Γ(1− ε) ×
{
1
2 ε2
+
1
ε
[
1 +
1
2
ln
[
(a˜
(ℓk)
0 + aℓ) aℓ
]]
− π
2
6
+ 3
+
1
π
[
I˜
(b)
fin
(
a˜
(ℓk)
0
aℓ
)
+ I
(d)
fin (a˜
(ℓk), aℓ) + I
(e)
fin (aℓ)
]
+
1
4
ln2
[
(a˜
(ℓk)
0 + aℓ) aℓ
]
− ln 2 ln
(
a˜
(ℓk)
0 + aℓ
aℓ
)
+ 2 ln aℓ
}
, (84)
where
I˜
(b)
fin (b) ≡ I(b)fin (b)− π
[
ln 2 ln(1 + b) +
1
4
ln2(1 + b)
]
.
The additional factor 1
2
in the integrated subtraction terms stems from Eqn. (68)
and accounts for the different symmetry factors and combinatorics of process (A). Soft
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interference terms only appear for this process, where the following emitter/ spectator
pairs need to be taken into account
2 [(1, 2) + (1, 3) + (2, 1) + (2, 3) + (3, 1) + (3, 2)] ; (85)
the factor 2 arises as e.g. (pˆℓ, pˆj, pˆk) = [(pˆ1 pˆ3, pˆ2), (pˆ1 pˆ4, pˆ2)] are mapped to the same
Born-type kinematics (pℓ, pk) = (p1, p2), and similar relations hold for the other con-
tributions.
4.3.3 Finite parts
Combining the one-loop matrix element Eqn. (75) with the integrated subtraction
terms, all poles in ε cancel. The leftover finite parts are
< 1, 2, 3 | Icoll | 1, 2, 3 >finite= |M3(p1, p2, p3)|2 αs
2 π
×{
(4nf TR + CA)
[
−4
9
+
1
6
[(a3 − 1) ln(a3 − 1)− (a3 + 1) ln a3]
]
+ CA Ifin(a3)
+
CF
2
∑
ℓ=1,2
[
4 I3(aℓ) − ln aℓ + 1
2
[(9− 7aℓ)(aℓ − 1) ln(aℓ − 1) + aℓ(7aℓ − 16) log(aℓ)
−7 log(ymax(aℓ))− aℓ(2ymax(aℓ) + 7)− 7ymax(aℓ)− 4]
]}
(86)
and
< 1, 2, 3 | Isoft | 1, 2, 3 >finite= |M3(p1, p2, p3)|2 αs
2 π
×{
(2CF + CA)
[
−π
2
3
+ 6
]
+ 2
∑
ℓ=1,2,3
C2ℓ
[
1
π
I
(e)
fin (aℓ) + 2 ln aℓ
]
− 2 (CA − 2CF )
[
1
π
I˜
(b)
fin
(
a˜
(1,2)
0
a1
)
− ln 2 ln
(
a˜
(1,2)
0
a1
+ 1
)]
+ 2CA
∑
ℓ=1,2
[
1
π
I˜
(b)
fin
(
a˜
(ℓ,3)
0
aℓ
)
− ln 2 ln
(
a˜
(ℓ,3)
0
aℓ
+ 1
)]
+
∑
(ℓ,k)
Cℓk
[
2
π
I
(d)
fin
(
a˜(ℓ,k), aℓ
)
+
1
2
ln2
[(
a˜
(ℓ,k)
0 + aℓ
)
aℓ
]]}
, (87)
where the sum in the last line goes over all possible combinations as given in Eqn. (85)
(the factor 2 is already accounted for), and where we made use of several symmetries12.
12One useful relation is e.g.
a˜
(m,n)
0
an
=
a˜
(n,m)
0
am
.
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Further simplifications for the interference term finally render
< 1, 2, 3 | Isoft | 1, 2, 3 >finite= |M3(p1, p2, p3)|2 αs
2 π
×{
(2CF + CA)
[
−π
2
3
+ 6
]
+ 2
∑
ℓ=1,2,3
C2ℓ
[
1
π
I
(e)
fin (aℓ) + 2 ln aℓ
]
+
1
2
CA
{
2
[
ln a1 ln a2 − ln a3 ln
(
a1 a2
a3
)]
+ ln2 y13 + ln
2 y23 − ln2 y12
}
+ CF
[
ln2
(
a1
a2
)
+ ln2 y12
]
+ 2 ln 2
[
2CF ln (y12 a1 a2)− CA ln y12
y13y23a
2
3
]
+
2
π
CA ∑
ℓ=1,2
I˜
(b)
fin
(
1
yℓ3aℓa3
)
− (CA − 2CF ) I˜(b)fin
(
1
y12a1a2
)
+
∑
(ℓ,k)
Cℓk I
(d)
fin
(
a˜(ℓ,k), aℓ
)}
(88)
4.3.4 Final expressions
The finite parts of one-loop matrix element are given by
|MV (p1, p2, p3)|2finite = |M3(p1, p2, p3)|2
αs
2π
×{
1
2
[
(CA − 2CF ) ln2 y12 − CA
(
ln2 y13 + ln
2 y23
) ]
+
π2
2
(2CF + CA)− 8CF
}
+
αs
2π
[
F (y12, y13, y23) +O(ε)
]
(89)
If we combine the one-loop matrix element with the integrated subtraction terms, poles
in ε exactly cancel, leading to finite results:
σV+A =
∫
3
[
dσV +
∫
1
dσA
]
=
∫
dPS3
{
〈1, 2, 3 |Isoft| 1, 2, 3〉+ 〈1, 2, 3 | Icoll| 1, 2, 3〉+ |MV (p1, p2, p3)|2
}
F3(p1, p2, p3)
=
∫
dPS3
{
〈1, 2, 3 |Isoft| 1, 2, 3〉fin + 〈1, 2, 3 |Icoll| 1, 2, 3〉fin + |MV (p1, p2, p3)|2fin
}
F3(p1, p2, p3)
(90)
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where
〈1, 2, 3 |Isoft| 1, 2, 3〉fin + 〈1, 2, 3 |Icoll| 1, 2, 3〉fin + |MV (p1, p2, p3)|2fin
= |M3(p1, p2, p3)|2 αs
2π
×{
(2CF + CA)
π2
6
+ 2CF +
50
9
CA − 16
9
nf TR +
7
2
CF ln (a1 a2)
+
(
23
6
CA − 2
3
nF TR
)
ln a3 + (4nf TR + CA)
[
1
6
[(a3 − 1) ln(a3 − 1)− a3 ln a3]
]
+ CA Ifin(a3) +
CF
2
∑
ℓ=1,2
[
4 I3(aℓ) +
1
2
[(9− 7aℓ)(aℓ − 1) ln(aℓ − 1) + aℓ(7aℓ − 16) log(aℓ)
−7 log(ymax(aℓ))− aℓ(2ymax(aℓ) + 7)− 7ymax(aℓ)]
]
+
1
2
CA
{
2
[
ln a1 ln a2 − ln a3 ln
(
a1 a2
a3
)]}
+ CF ln
2
(
a1
a2
)
+ 2 ln 2
[
2CF ln (y12 a1 a2)− CA ln y12
y13y23a23
]
+
2
π
∑
ℓ=1,2,3
C2ℓ I
(e)
fin (aℓ)
+
2
π
CA ∑
ℓ=1,2
I˜
(b)
fin
(
1
yℓ3aℓa3
)
− (CA − 2CF ) I˜(b)fin
(
1
y12a1a2
)
+
∑
(ℓ,k)
CℓkI
(d)
fin
(
a˜(ℓ,k), aℓ
)}
+
αs
2 π
F (y12, y13, y23). (91)
4.4 Results
We compared the implementation of our scheme with the results from [59, 83] as well
as our own implementation of the Catani Seymour scheme. The subtraction terms
for the latter are well known and will not be repeated here. To fulfill the jet-function
requirements in Eqn. (10), we chose the variable [57],
C(n) = 3
{
1−
n∑
i,j=1, i<j
s2ij
(2 pi · Q) (2 pj · Q)
}
(92)
which is infrared finite as required13. We numerically compared all different color
contributions NC C
2
F , Nc CF nf TR, N
2
C CF separately, as well as the combined contri-
butions. We set nf = 5 in our calculations. Figures 3 to 5 show that we agree with
results obtained using the Catani Seymour subtraction scheme on percent-level, and
are consistent with 0, within the error bars, and thereby successfully validated our
real emission subtraction terms as well as all integrated counterterms proposed in this
paper. Results for integration as well as differential distributions have been obtained
using routines from the Cuba library [86].
13A closer inspection of this variable shows that it contains singular regions which however are
integrable [85]; we thank B. Webber for pointing this out.
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Figure 3: From top to bottom: Comparison of the contribution proportional to
NC CF nf TR, N
2
C CF , NC C
2
F for our scheme (NS) and Catani Seymour dipoles (CS).
Shown is the differential distribution C
σ0
dσNLO
dC
in units of
(
αs
2π
)2
, with C defined by
Eqn.(92). Left: Results for the implementation of our scheme and Catani Seymour
subtraction terms from our private code as well as event2 3.f [84]. Right: Relative dif-
ference between our implementation of the CS and NS subtraction terms. The results
agree on the percent level and are consistent with zero within the integration errors.
Large errors arise in regions where the absolute values of the differential distribution
become small.
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Figure 4: Total result for differential distribution C
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using both NS (red) and
CS (green) dipoles. The standard literature result obtained using the CS scheme is
completely reproduced with the NS dipoles.
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Figure 5: Differences ∆CS-NS for real emission (red, upper) and virtual (green, lower)
virtual contributions, showing that especially for low C values the contributions in the
two schemes significantly differ. Adding up ∆real +∆virt gives 0 as expected.
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5 Conclusion and Outlook
In this work, we have extended the alternative subtraction scheme for NLO QCD cal-
culations proposed in [52–54] to the case of an arbitrary number of massless partons
in the final state. The scheme employs a momentum mapping that reduces the num-
ber of reevaluations of the underlying Born matrix element with respect to standard
schemes [59, 64] 14. Furthermore, the use of subtraction terms based on the shower
splitting functions promises to facilitate the matching of parton-level NLO corrections
with the improved parton shower15. We provide formulae for the corresponding final
state subtraction terms and their integrated counterparts. We validate our expressions
by reproducing the literature results for the differential distribution of the C parameter
at NLO for three jet production at lepton colliders, where we find numerical agreement
between results from the implementation of our scheme and two independent imple-
mentations of the Catani Seymour scheme on the (sub)percent level. Combining the
results in this work with the discussion in [52–54] provides all formulae needed for a
generic application of our scheme for massless emitters, and therefore concludes the
discussion of the subtraction scheme in the massless case.
As argued in the Introduction, subtraction schemes can generically differ in the non-
singular structure of the dipole subtraction terms as well as the mapping between
real emission and Born-type kinematics, which guarantees on-shellness and energy mo-
mentum conservation in both phase spaces. The scheme adopted here uses the whole
remaining event as a spectator for the mapping, thereby leading to a scaling behaviour
of Born reevaluations ∼ N2/2, where N is the number of final state partons. How-
ever, this simplified mapping equally induces integrated subtraction terms with finite
parts that exhibit a non-trivial dependence on the integration parameters of the unre-
solved one-parton phase space. In this work, we chose to evaluate these finite terms
numerically, which leads to an increase of integration variables by two in the numerical
implementation of the scheme. However, recently it was proposed [1] to approximate
similar finite terms by polynomial functions in the context of a next-to-next-to-leading
order subtraction scheme [88–91]. We therefore plan to make the finite remainders that
appear in the integrated subtraction terms available either in form of approximating
functions or a librarized grid interpolating between different input parameters for aℓ.
Further plans for future work include the extension to the massive scheme as well as
the matching with the improved parton shower16.
14We want to note that the Frixione-Kunszt-Signer (FKS) subtraction scheme [58] exhibits a scaling
behaviour similar to our scheme. However, the two prescriptions differ in the treatment of phase
space setup; in addition, no parton shower proposal exists using FKS splitting functions. We thank
R. Frederix for helpful discussions regarding this point.
15For an explicit discussion on this, see eg [50, 87], where the authors additionally emphasize that
in case of processes with subleading colour divergences, this choice naturally allows to sustain NLO
accuracy of total and differential distributions after matching with the shower. We thank S. Ho¨che
for valuable comments regarding this.
16The scheme presented here has recently been implemented into the Helac NLO event Generator
framework [15, 92].
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ℓ fℓ fˆℓ fˆj vℓ × 1√
4παs
colour
F q q g εµ(pˆj , sˆj; Qˆ)
∗
U(pˆℓ, sˆℓ)γ
µ[/ˆpℓ + /ˆpj] /nℓU(pℓ, sℓ)
2pℓ ·nℓ [(pˆℓ + pˆj)2] t
a
F g q q¯ −εµ(pℓ, sℓ; Qˆ)Dµν(pˆℓ + pˆj, nℓ)U(pˆℓ, sˆℓ)γ
νV (pˆj, sˆj)
(pˆℓ + pˆj)2
ta
Table 1: Splitting amplitudes vℓ({pˆ, fˆ}j, sˆj , sˆℓ, sℓ) involving a qq¯g splitting. We have re-
moved a common factor
√
4παs. The label ℓ denotes final state indices F = {1, . . . , m}.
The lightlike vector nℓ is defined in Eqn. (95). Taken from [74].
A Splitting amplitudes
In Table 1, we list the splitting amplitudes for final state qq¯g splittings as given in [74].
For triple gluon splittings, we have for the final state
vℓ({pˆ, fˆ}m+1,sˆj, sˆℓ, sℓ)
=
√
4παs
2pˆj ·pˆℓ εα(pˆj, sˆj ; Qˆ)
∗εβ(pˆℓ, sˆl; Qˆ)
∗εν(pℓ, sℓ; Qˆ)
× vαβγ(pˆj , pˆℓ,−pˆj − pˆℓ)Dγν(pˆℓ + pˆj;nℓ) .
(93)
We use standard notation where U(p, s), U(p, s), V (p, s), V (p, s) denote spinors of the
fermions with a four-momentum p and spin s, and εα(p, s;Q) are the gluon polarisation
vectors. The ggg vertex has the form
vαβγ(pa, pb, pc) = g
αβ(pa − pb)γ + gβγ(pb − pc)α + gγα(pc − pa)β . (94)
The transverse projection tensor Dγν(pˆℓ− pˆj ;nℓ) is defined according to Eqn. (20). The
lightlike vector nℓ is given by
nℓ = Q− Q
2
Q·pℓ +
√
(Q·pℓ)2
pℓ , ℓ ∈ {1, . . . , m} . (95)
B Incoming hadrons
In case of processes with two initial-state hadrons A and B carrying momenta pA and
pB, respectively, the calculation of the QCD cross sections must be convoluted with
parton distribution functions fi/I(ηi, µ
2
F ) which depends on the factorization scale µF :
σ(pA, pB) =
∑
a, b
∫ 1
0
dηa fa/A(ηa, µ
2
F )
∫ 1
0
dηb fb/B(ηb, µ
2
F )
[
σLOab (pa, pb) + σ
NLO
ab (pa, pb, µ
2
F )
]
(96)
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where pa = ηa pA and pb = ηb pB are parton momenta, while ηa and ηb are the
momentum fractions of the partons. In this case, additional collinear counterterms
need to be added to the integrated subtraction terms17, and the parton level NLO
contribution becomes
σNLOab (pa, pb, µ
2
F ) =
∫
m+1
dσRab(pa, pb) +
∫
m
dσVab(pa, pb) +
∫
m
dσCab(pa, pb, µ
2
F ). (97)
We then have
σNLOab (pa, pb, µ
2
F ) =
∫
m+1
[
dσRab(pa, pb)− dσAab(pa, pb)
]
+
∫
m
[∫
dσVab(pa, pb) +
∫
1
dσAab(pa, pb) + dσ
C
ab(pa, pb, µ
2
F )
]
ε=0
, (98)
with ∫
m
[∫
1
dσAab(pa, pb) + dσ
C
ab(pa, pb, µ
2
F )
]
=
∫
m
dσBab(pa, pb)⊗ I(ε) +
∫ 1
0
dx
∫
m
dσBab(xpa, pb)⊗
[
Ka(xpa) + P (x, µ
2
F )
]
+
∫ 1
0
dx
∫
m
dσBab(pa, xpb)⊗
[
Kb(xpb) + P (x, µ
2
F )
]
. (99)
This equation defines the insertion operators I(ε), K(x), P (x;µ2F ) on an integrated
cross section level. Eqn. (99) can be divided into two parts: the first part is the uni-
versal insertion operator I(ε), which contains the complete singularity structure of the
virtual contribution and has LO kinematics. The second part consists of the finite
pieces that are left over after absorbing the initial-state collinear singularities into a
redefinition of the parton distribution functions at NLO. It involves an additional one-
dimensional integration over the momentum fraction x of an incoming parton with the
LO cross sections and the x-dependent structure functions.
In the MS scheme, the collinear counterterms are given by∫
m
dσCab(pa, pb, µ
2
F ) =
αs
2π
1
Γ(1− ε)
∑
c
∫ 1
0
dx
∫
m
dσBcb(xpa, pb)
1
ε
(
4πµ2
µ2F
)ε
P ac(x)
+
αs
2π
1
Γ(1− ε)
∑
c
∫ 1
0
dx
∫
m
dσBac(pa, xpb)
1
ε
(
4πµ2
µ2F
)ε
P bc(x).
(100)
Here the P ab(x) are the Altarelli-Parisi kernels in four dimensions [71], which are evo-
lution kernels of the DGLAP equation [71,94–96], and describe the behaviour of parton
splittings by giving the probability of finding a parton of type b with momentum frac-
tion x in a parton of type a in the collinear limit:
a(p) −→ b (x p+ k⊥ + O(k2⊥)) + c ((1− z) p− k⊥ + O(k2⊥)) . (101)
17C.f. e.g. [93].
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At leading order, the splitting functions are given by
P qq(x) = CF
[
1 + x2
(1− x)+ +
3
2
δ(1− x)
]
,
P gq(x) = TR
[
x2 + (1− x)2] , TR = 1
2
,
P qg(x) = CF
[
1 + (1− x)2
x
]
,
P gg(x) = 2CA
[
x
(1− x)+ +
1− x
x
+ x (1− x)
]
+ δ(1− x) 11CA − 4nf TR
6
,
(102)
where nf is the number of quark flavours in the theory. The + distribution is defined
in the standard way∫ 1
0
f(x) g+(x) dx =
∫ 1
0
g(x) (f(x)− f(1)) dx =
∫ 1
0
g(x) f(x) dx − f(1)
∫ 1
0
g(x) dx
(103)
for the convolution with a test function f(x).
C Four-particle phase space
In this section, we derive the parametrization that was used for the real emission phase
space in Section 4. We use the standard notation for an n-parton phase space in four
dimensions:
dΓn =
∏
i
[
d4pi
(2π)4
δ
(
p2i −m2i
)]
δ(4)
(
pin −
∑
i
pi
)
.
We build our parametrization from a successive chain with
pin → p12 + p34, pij → pi + pj,
where in the first step the on-shell condition for pij needs to be replaced by a distribu-
tion of sij = (pi + pj)
2.
Generic massive two parton phase space, center-of-mass system
For a generic massive two parton phase space, we use the following parametrization in
the center-of-mass system
dΓ2 =
1
32 π2
√
λ(s,m21, m
2
2)
s
dΩ1Θ
(√
s− (m1 +m2)
)
,
where
p01 =
s+m21 −m22
2
√
s
, |−→p 1| =
√
λ(s,m21, m
2
2)
2
√
s
, p2 = pin − p1.
The Θ function arises from the conditions Θ(|−→p 1|) Θ(|−→p 2|). λ is defined as
λ(x1, x2, x3) =
∑
i
x2i − 2
∑
i > j
xixj .
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Generic massless two parton phase space, non-center-of-mass system
If we consider two partons in a non-center-of-mass system, with
pin =

Ein
0
0
|−→p in|

i.e. where the three vector of pin determines the z axis, we obtain for a two parton
massless phase space
dΓ2 =
1
16 π2 |−→p in|dp
0
1 dφ1,
where we have
cos θ1 =
1
|−→p in|
(
Ein − m
2
in
2 p01
)
(104)
and
m2in
2 (Ein + |−→p in|) ≤ p
0
1 ≤
m2in
2 (Ein − |−→p in|)
from the requirement that | cos θ1| ≤ 1. In this derivation,
p1,z = p
0
1 cos θ1.
If the z-component of pin goes into the negative z-direction, cos θ → − cos θ in Eqn.
(104), and all other above relations still hold.
Generic four parton phase space with massless final states
We use the generic expression
dΓn
(
X →
∑
pn
)
= dΓX→Y+Z
dm2X
2π
dm2Y
2π
dΓX→∑ po dΓY→
∑
p′o ,
where
∑
po +
∑
p′o =
∑
pn is the sum over all n outgoing particles. Using the
expressions above as well as
yij =
sij
s
, xi = 2
pi ·Q
s
,
we obtain for the four-parton phase space in the center-of-mass system of pin ≡ Q:
dΓ4 =
s2
(4 π)6
√
λ(1, y12, y34)
dy12 dy34 dx1 dx3 dφ3,
with the four-vectors
p12 =

EX
0
0
pX
 , p34 =

EY
0
0
−pX
 ,
p1 = x1
√
s
2

1
sin θ1
0
cos θ1
 , p3 = x3 √s2

1
sin θ3 cosφ3
sin θ3 sinφ3
cos θ3
 ,
p2 = p12 − p1, p4 = p34 − p3,
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and where
EX =
√
s
2
(1 + y12 − y34) , pX =
√
s λ(1, y12, y34)
2
,
EY =
√
s− EX =
√
s
2
(1 + y34 − y12) ,
cos θ1 =
1
pX
(
EX − m
2
X
x1
√
s
)
=
1√
λ(1, y12, y34)
(
1 + y12 − y34 − 2 y12
x1
)
,
cos θ3 = − 1
pX
(
EY − m
2
Y
x3
√
s
)
= − 1√
λ(1, y12, y34)
(
1 + y34 − y12 − 2 y34
x3
)
.
The integration boundaries are given by
y34 ≤ (1−√y12)2 ,
x
min/max
1 =
m2X√
s (EX ± pX) =
2 y12
1− y12 + y34 ±
√
λ(1, y12, y34)
,
x
min/max
3 =
m2Y√
s (EY ± pX) =
2 y34
1− y34 + y12 ±
√
λ(1, y12, y34)
.
D Note on further possible scaling improvement
As argued in Section 3.4, the scheme discussed here exhibits a scaling behaviour for the
reevaluation of the underlying Born matrix element proportional to N2, with N being
the number of final state particles in the corresponding real emission process. The
same scaling behaviour is implicit in the FKS scheme [58], where the mapping of the
Born-type matrix element is transferred to the explicit parametrization of phase space
for each emitter/ emitted parton pair. In [69], it was shown that within this scheme
the scaling behaviour can be reduced to a constant for processes containing symmetric
final states. In the following, we want to argue that exactly the same scaling behaviour
can be achieved in the scheme discussed here and is indeed implicit in the setup of our
scheme, and especially the choice of soft interference terms proposed in Section 3.1.2.
The implementation of this prescription in a numerical code is in the line of future
work.
The improved scaling behaviour proposed in [69] relies on the fact that any m+1 phase
space can be decomposed into disjoint partitions of phase space that are specified by
their behaviour for one of the partons pˆi becoming soft or collinear to at most one
additional parton pˆj: these adjoint pairs are then denoted FKS pairs, where the sum
of all subspace partitions reproduces the whole phase space18:∑
(i,j)∈PFKS
Sij = 1
18Note that the notation between [69] and this work differs in the fact that in [69], pˆi labels the
emitted parton that becomes soft or collinear, while in our case this parton is denoted by pˆj . For sake
of consistency, we here stick to the notation proposed in [69].
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(Eqn (4.16) in [69]), where PFKS denotes the set of FKS partitions. Furthermore, the
authors observe that for processes displaying symmetries in the final state, which are
subsequently reflected in the matrix element and phase space, several partitions Sij
render exactly the same contribution to the final observable, and that therefore the
evaluation of at most one of these is sufficient, the others being related by symmetry:
dσ(n+1)(r) =
∑
(i,j)∈PFKS
ξ
(n+1)
ij (r)dσ
(n+1)
ij (r), (105)
(eqn (6.7) in [69]), where ξ
(n+1)
ij (r) denotes the process-dependent symmetry factor that
relates the total cross section to the one evaluated in the partition denoted by Sij , and
PFKS now denotes the set of all nonredundant partitions. Note that an important
argument here is that all other contributions that stem from pˆi becoming soft, but
collinear to a different parton pˆk, belong to a different partition Sik and are therefore
suppressed via the structure of Sij . Especially for purely gluonic final states, PFKS
contains only one element.
In the scheme discussed here, the subtraction term that reflects the divergences of Sij
is given by Eqn. (67):
D(pˆj, pˆi) = Dcoll(pˆj, pˆi) + δfˆj ,g
∑
k 6=(i,j)
Dif(pˆj, pˆi, pˆk);
as discussed in Section 3.1.2, all contributions from the soft/collinear divergence of
pˆi, pˆk are transferred to the interference term Dif(pˆk, pˆi, pˆj), corresponding to the sin-
gularity structure of a different partition, namely Sik. All terms in Eqn. (67) come
with the same mapping, and, as in the FKS prescription in [69], only the set of nonre-
dundant contributions needs to be evaluated, all others being related by symmetry.
Increasing the number of final state gluons then leads to a change in the constant
ξ
(n+1)
ij (r) but does not call for the evaluation of a larger number of nonredundant con-
tributions, as the number of elements in PFKS remains constant. Therefore, following
this prescription, our scheme equally exhibits a constant scaling behaviour, when the
number of gluons in the real emission final state is increased.
We finally want to comment that, although the above prescription can naturally lead
to a significant improvement in the treatment of real-emission subtractions for multi-
parton final states, it is not straightforward to implement in standard Monte Carlo
generators that do not internally make use of the symmetries exhibited in Eqn. (105).
The implementation of this prescription therefore equally calls for a modification of
the NLO tools used for calculating the corresponding process.
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