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The quantitative determination of the three-dimensional Wulff shape for a metallic crystal-melt system is
reported here. The anisotropy of crystal-melt interfacial free energy is experimentally measured for the Al–Sn
binary system at temperatures of 300 and 500 °C. Equilibrium shapes of liquid droplets entrained within
the crystalline phase are measured experimentally on sequential two-dimensional sections, and the three-
dimensional Wulff plot is reconstructed. For this system, it is found that a single-parameter description
of anisotropy is not sufficient, and the anisotropy is reported using the leading terms of the relevant
cubic harmonics. Accordingly, the anisotropy coefficients are determined to be «1= s1.81±0.36d310−2 and
«2= s−1.12±0.13d310−2. In addition, the corresponding normal stiffness components as well as a generalized
stiffness are quantified and compared with available predictions from atomistic simulations.
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I. INTRODUCTION
The dynamics of microstructural transformations and the
associated morphologies that are ultimately selected during
crystal–melt interface motion are greatly impacted by the
intrinsic energetic and kinetic properties of the interface it-
self. The importance of these intrinsic interfacial properties
is particularly evident in transformations involving the melt-
ing or freezing of metallic alloys, where high interfacial mo-
bility and low interfacial stiffness contribute to an overall
behavior that is extremely responsive to local conditions. In-
deed, it is this adaptive nature of the metallic crystal–melt
interface that gives rise to the wide variety of morphologies
and complex interface dynamics commonly observed in al-
loy solidification. Accordingly, such properties are necessar-
ily a critical component in any predictive theory or compu-
tational treatment of the evolution of solidification
microstructures, and their quantification is essential to the
development of such treatments.
Evidence for the critical role of interfacial properties can
be found in many examples of solid–liquid transformations,
such as nucleation,1–4 eutectic solidification,5–7 and dendritic
solidification.8–12 In each of these cases, some characteristic
microstructural length scale is selected in accord with the
partitioning of the driving forces required to overcome the
intrinsic resistance to local curvature sDGrd and interface
motion sDGkd:
DG = DGr + DGk + DGext, s1d
where DGext is included to indicate the energy required to
drive all extrinsic processes such as the transport of heat and
solute. We are interested here, specifically, in the intrinsic
response of the interface, where the relevant components of
the overall driving force can be written very generally as
dGr = frdk , s2d
dGk = fkdn , s3d
where dGr is the free energy required to increase the curva-
ture of an interface by the differential increment dk, and dGk
is the free energy required to change the velocity of an in-
terface by the increment dn. These two fundamental response
functions give rise to the definitions of the intrinsic interfa-
cial properties known as stiffness and mobility. Unfortu-
nately, convention has led to a somewhat inconsistent treat-
ment of these two very natural interfacial properties.
Specifically, the interfacial stiffness, defined in Eq. (2) as fr,
is commonly considered in terms of an undercooling:
DTr =
fr
DSf
k ; Gk , s4d
where G is known as the Gibbs–Thomson coefficient. The
kinetic parameter fk, however, is typically defined as a com-
pliance (rather than a resistance) to interface motion, and the
kinetic contribution to the undercooling is written as
DTk =
fk
DSf
n ;
n
m
, s5d
where the compliance term, m, is known as the interface
mobility, and DTk is the undercooling which drives the vari-
ous mechanisms of atomic attachment associated with inter-
face motion. From Eqs. (4) and (5), we write the intrinsic
component of interfacial undercooling, DTI, in terms of the
two resistance parameters describing the capillary and ki-
netic contributions as
DTI =
1
DSf
sfrk + fknd s6d
or, using the more common form,
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DTI = Gk +
n
m
. s7d
For any solidification process, the partitioning of the driving
free energy implied by Eqs. (6) and (7) governs the local
instantaneous behavior of the interface. Any driven interface
will continually self-adjust, attempting to facilitate the rel-
evant transition in the most efficient (i.e., most nearly revers-
ible) manner. In cases where one of the resistance parameters
is much higher than the other, then the avenues available for
this optimization are somewhat limited. For most metallic
systems, however, both resistances are quite low, and there
may be significant flexibility in the intrinsic local response,
with respect to the balance between the terms in Eq. (7).
Further complicating the issues of partitioning and selec-
tion is the anisotropic nature of the intrinsic interfacial prop-
erties. Indeed, both the mobility and stiffness of a crystal–
melt interface are generally dependent on the
crystallographic orientation of the interface normal, n, with
respect to the orientation of the crystalline phase. While typi-
cally small in magnitude for nonfaceted metallic systems, the
critical role of the energetic and kinetic anisotropy in the
selection of dendritic morphology has been well
established.11–14 Indeed, the interaction between intrinsic in-
terfacial response and extrinsic contributors over longer
length scales gives rise to a host of nonlinear morphological
dynamics that may result in steady, oscillating, or chaotic
growth modes. Most notably, a transition from stable
dendritic structures to nondendritic unsteady “seaweed”
structures has been shown theoretically15–17 and
experimentally18,19 to correspond to a decrease in the magni-
tude of interfacial anisotropy. Despite these advances, what
remains unclear is the balance between energetic and kinetic
factors. Because interfacial free energy can be measured at
equilibrium, a reasonable strategy is to determine this prop-
erty independently and to subsequently address the quantifi-
cation of the interface mobility, a dynamic property. Accord-
ingly, we limit the remaining discussion to the topic of
crystal-melt interfacial free energy and its dependence on
crystallographic orientation. Accounting for the orientation
dependence of the interfacial stiffness, the undercooling ex-
pressed in Eq. (4) becomes20
DTr =
1
DSf
Fk1sndSgsnd + ]2gsnd
]n1
2 D + k2sndSgsnd + ]2gsnd]n22 DG ,
s8d
where g is the interfacial free energy, k1 and k2 are the
principal interfacial curvatures, and the indicated derivatives
are taken along the associated principal directions. We note
here that there are two principal stiffness components and
that these may be much more anisotropic than the interfacial
free energy itself. Thus, it is evident that the anisotropy of
interfacial free energy has a strong influence on the intrinsic
behavior of the crystal-melt interface.
Several important advancements have recently been made
with regard to both theoretical prediction21–26 and experi-
mental measurement27,28 of the anisotropy of crystal-melt in-
terfacial free energy, as recently reviewed by Hoyt et al.29
Atomistic simulations have been employed to quantify inter-
facial free energy and its anisotropy with notable success.
Generally, these methods involve either computing the re-
versible work required to create a crystal-melt interface by
“cleaving” and recombining the bulk phases,21,22 or by ex-
amining the height profile of fluctuations at the crystal melt
interface,23–26,30 where the stiffness relates the amplitude to
the wavelength. Reports of experimental measurements of
interfacial free energy as a function of crystallographic ori-
entation are sparse. Their limited availability can be attrib-
uted to two primary factors. First, the magnitude of variation
in interfacial free energy with crystallographic orientation is
typically on the order of 1% in metallic systems. Achieving a
(near) equilibrium state and performing accurate measure-
ments of such low-amplitude shape variations is quite chal-
lenging. Second, because experimental determination of the
orientation dependence of interfacial free energy requires the
measurement of an equilibrium shape, under some set of
experimental constraints, imaging of the solid–liquid inter-
face is required. Given the resolution requirements described
above, radiographic and other techniques involving penetrat-
ing radiation are not generally suitable for equilibrium shape
measurements. For these reasons, until recently, reliable
quantitative measurements of equilibrium shape were limited
to transparent materials,8,31–33 and only qualitative observa-
tions were available for opaque materials.34–36 Over the past
two years, however, we have developed a method for making
reliable measurements of equilibrium shape in metallic sys-
tems and have reported experimentally determined values of
this anisotropy for the Al–Cu and Al–Si binary systems.27,28
These experiments involved the measurement of the equilib-
rium shape of fine liquid droplets entrained within a single-
grain crystalline phase. The droplet dispersions were pro-
duced through a multistep solidification and heat treatment
process ending with a long isothermal hold within the tem-
perature range of two-phase stability. It must be noted, how-
ever, that the reported measurements apply to the specific
temperature of those final equilibration treatments, since the
equilibrium phase compositions are specified by this tem-
perature. Accordingly, it is not possible to decouple the ef-
fects of composition and temperature on the equilibrium
shape. For the current work, the Al–Sn system is selected
because of the characteristics of the liquidus boundary for
the fcc aluminum solution phase. Figure 1 shows that the fcc
liquidus is very flat over a large composition range and very
steep near the eutectic composition.37 It appears, therefore
that this binary may be a good system in which to examine
the separate effects of composition and temperature on the
anisotropy of interfacial free energy.
II. APPROACH
Our previous reports of anisotropy listed the determined
values of the in-plane anisotropy parameter, «4
100
, where the
normalized (100) section of the g plot was assumed to be
given by
g¯s100d ;
g
g0
= 1 + «4
100 coss4ud . s9d
In the current work, we measure the three-dimensional drop-
let shape and use a more complete description of the g-plot,
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employing the cubic harmonics,38–40 a symmetry-adapted set
of basis functions derived from the spherical harmonics. Spe-
cifically, we use the normalization given by Fehlner and
Vosko,38 where the basic variables are chosen as
Q = nx4 + ny4 + nz4, s10d
S = nx
2ny
2nz
2
, s11d
and ni are the components of the unit direction vector. In
terms of the conventional spherical coordinates su ,fd, these
variables are expressed as Q=u2+ s1−ud2sn+3d /4 and S
=us1−ud2s1−nd /8, where u=cos2 u and n=coss4fd.38 With
this formulation, the leading terms in the expansion are
K0,0 = 1, s12d
K4,1 =
˛21
4
s5Q − 3d , s13d
K6,1 =
1
8
˛13
2
s462S + 21Q − 17d , s14d
and all higher order terms can be computed as products of
these such that
Kl,d = sK4,1dpsK6,1dq, s15d
where 2p=6d− l and 2q= l−4d. We also adopt the recently
established convention23,26 and express the interfacial free
energy as
g¯ = 1 + «1SQ − 35D + «2S3Q + 66S − 177 D . s16d
For clarity, we compare Eqs. (12)–(14) and (16), noting that,
according to this convention, the anisotropy parameters are
related to the coefficients sKl,dd of the cubic harmonics as
«1=K4,1˛21/4 and «2=K6,1s7/8d˛13/2. Thus, the current
work involves determination of these anisotropy parameters
through experimental measurement of the 3D equilibrium
shape of liquid droplets entrained within a solid phase.
III. EXPERIMENT
We have previously described, in detail, a procedure for
achieving a sparse distribution of fine liquid particles embed-
ded within a single solid grain.27,28 For the work reported
here, the process includes directional solidification of an
Al–5wt %Sn alloy followed by an isothermal treatment
above the eutectic temperature and subsequent quenching.
The directional solidification was carried out using 5.5 mm
diameter cylindrical specimens which were solidified at a
rate of 0.050 mm/s in a thermal gradient of 7.5 K/mm. For
the stated alloy, these conditions promote a dendritic solidi-
fication morphology, which is necessary to yield a primary
phase that is composed of either a single crystal with k100l
alignment along the growth direction or composed of only a
few grains sharing a common k100l axis, also aligned with
the growth direction. In addition, the dendritic growth is es-
sential to the experimental strategy since the associated
chemical segregation is utilized to promote the formation of
a fine dispersion of intragranular droplets. To this end, the
directionally grown specimens were subsequently held at a
temperature of 300 or 500 °C for 700 h and quenched in an
oil bath at 25 °C. A typical microstructure produced by the
described thermal treatment is shown in Fig. 2, revealing a
distribution of quenched Sn-rich droplets, embedded within
the fcc-Al phase. A particle number density of ,1013 m−3
was observed with particle diameters generally ranging from
2 to 20 mm. Measurements are performed on quenched
droplets, and we consider the distortion of the droplet shape
FIG. 1. Al–Sn binary phase
diagram (Ref. 30) showing the re-
gion interest in this study.
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caused by the quenching process to be negligible for two
reasons. First, we assume that the volume change associated
with solidification of the droplets is largely accommodated
by the formation of fine cracks or voids in the interior of the
droplet. Such cracks were clearly observed in quenched
droplets in an Al–Cu alloy.28 In the present case, cracks
were not observed, but it is likely that they were obscured by
the mechanical specimen preparation, given the high ductil-
ity of the nearly pure tin within the droplets. Second, we
recognize that the volume “deficit” within the droplet accu-
mulates gradually, as solidification proceeds from the outer
shell inward. Thus, the cracks and voids that form to accom-
modate the solidification shrinkage primarily form near the
center of the droplet, and the measured interface shape is not
measurably affected.
In our previously reported work,27,28 quenched droplet
shapes were measured for the Al–Cu and Al–Si binary sys-
tems, and the equilibrium shapes were determined by mea-
suring two-dimensional particle shapes on diametrical cross
sections, taken at a {001} orientation. The anisotropy param-
eter, «4
100
, was then determined by fitting Eq. (9) to the mea-
sured 2D shapes. In the current work, the full equilibrium
shape was measured by reconstructing the three-dimensional
droplet shape from sequences of 2D sections. The 2D shapes
measured on particle cross sections were obtained by sequen-
tial grinding on a plane normal (to within 2°) to the k001l
orientation in the fcc-Al phase. Specimen orientations were
verified using Laue backreflection x-ray diffraction patterns,
as shown in Fig. 3. Increments of ,0.5–1 mm were used for
each image sequence. Particles were selected for analysis
when the observed cross section increased to a maximum
and then decreased until vanishing, on sequential grinding
planes. The depth of each grinding step was determined by
measuring the average radius of each particle cross section
and by assuming that the maximum 2D section radius is the
mean particle radius. Thus, the elevation szd for any cross
section was assigned as
zi = ˛R02 − ri2, s17d
where ri is the average in-plane radius of the given cross
section and R0 is the average radius of the particle. A small
error is introduced here, since we essentially assume that, for
each elevation, zi, the mean radius of the corresponding 2D
section, defines a circle that lies on the spherical surface
specified by the mean radius of the 3D particle shape.
Particles were observed with a scanning electron micro-
scope using secondary electron contrast. All images were
recorded digitally and the particle boundary locations were
determined from the images using a threshold in grayscale
intensity equal to the midpoint of the full observed range.
The resulting 2D shapes were “stacked” using the zi assign-
ments as given by Eq. (17), and the coefficients «1 and «2
were determined by fitting Eq. (16) to the experimentally
measured 3D particle shapes.
IV. RESULTS
A total of six quenched-liquid droplets were measured
using the serial grinding technique described above. A typi-
cal sequence of 2D images is shown in Fig. 4, and the asso-
ciated reconstructed droplet shape is shown in Fig. 5. The
determined anisotropy coefficients for each measured droplet
are listed in Table I, along with the mean values and the
estimated uncertainty. Based on the limited data available,
we are not able to report on the temperature dependence at
this time. However, the equilibrium shape associated with
the average values listed in Table I is shown in Fig. 6(a). To
aid visualization, the normalized particle shape sR /R0d is
plotted as a color scale, superimposed on the surface of the
rendered equilibrium shape. The relative contribution from
each anisotropic term in Eq. (8) is shown in Figs. 6(b) and
FIG. 2. Typical microstructure resulting from the directional so-
lidification and extended heat treatment used for this investigation.
The light particles correspond to the regions of Sn-rich liquid that
were present prior to quenching.
FIG. 3. X-ray diffraction pattern generated using the Laue back-
reflection technique to verify the crystallographic orientation of the
fcc-Al phase. The figure here is from the specimen treated at
300 °C.
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6(c), respectively. Because of the low anisotropy exhibited
by this system, the equilibrium shape exhibits no facets or
missing orientations, and, therefore, can also be interpreted
as sg /g0d. Note from Eq. (8) that the stiffness operates on
each of the principal curvatures. Thus, a scalar representation
of the interfacial stiffness can only be shown after making
some type of generalization. Here, we define a normalized
generalized stiffness, Fr, as the response to a curvature of
spherical character (i.e., k1=k2), and write the local under-
cooling in Eq. (8) as a function of orientation:
DT = sk1 + k2dG0Frsnd = 2k1G0Frsnd , s18d
where
Fr =
1
g0
Fgsnd + 12S ]2gsnd]n12 + ]
2gsnd
]n2
2 DG . s19d
This stiffness quantity is plotted in Fig. 7(a), employing the
experimentally determined values of «1 and «2 listed in Table
I. Also shown in this figure are the individual normal com-
ponents of the stiffness, which perhaps illustrate the aniso-
tropy more clearly. We employ the conventional spherical
coordinates, u and f, and note here that the partial deriva-
tives are taken orthogonally, where the differential vector dn2
is the tangent to the unit sphere in the f direction s] /]n2
=] /]fd, and dn1 is the unit sphere tangent orthogonal to dn2.
Finally, corresponding 2D plots of the interfacial free energy
and each of the stiffness components are shown in Fig. 8 for
(001) and s1¯10d sections of the surfaces plotted in Figs. 6
and 7.
V. DISCUSSION
Regarding the gsnd surface (i.e., the equilibrium shape)
plotted in Fig. 7, the negative value of «2 serves to depress
the radius in the vicinity of the {111} interfaces, thus acting
cooperatively with the «1 term. At the same time, however,
the effects of «2 counter those of «1 in the vicinity of the
FIG. 4. Set of 2D images taken
from sequential cross sections in a
single particle. Z-axis assignments
(in units of R0) are: 0.849, 0.745,
0.573, 0.470, 0.358, 0.307, and
0.000, respectively.
FIG. 5. Example of a reconstructed 3D droplet shape deter-
mined by stacking the 2D images shown in Fig. 4.
TABLE I. Anisotropy parameters determined for individual
droplets.
Particle «1 «2
1 0.0175 −0.0103
2 0.0123 −0.0117
3 0.0197 −0.0123
4 0.0207 −0.0124
5 0.0163 −0.0115
6 0.0223 −0.0092
Mean 0.0181 −0.0112
st. Dev. 0.0036 0.0013
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{110} interfaces, and the {100} diametral section exhibits a
shape which is very nearly circular. This feature is clearly
evident in Fig. 4. The 2D sections of both the generalized
and component stiffness surfaces, plotted in Fig. 8, also show
the effects of the two anisotropy terms in Eq. (16). These
plots show that the {111} interfaces exhibit a maximum in
stiffness, in agreement with previous estimates for pure alu-
minum. However, the plots shown in Fig. 8 differ from pre-
vious estimates in that the minimum stiffness is observed on
the {011} interfaces, rather than the {001} interfaces. In-
deed, close inspection of Fig. 7 reveals that the gsnd surface
is slightly concave outward at the {001} poles, with maxima
at the {011} interfaces. This variation is similar in character
to that reported by Davidchack and Laird22 for the hard-
sphere system, where they computed g to be 0.62, 0.64, and
0.58kBT /s2 for the {001}, {011}, and {111} interfaces, re-
spectively. We note further that our current results indicate
dramatic differences between the behavior of the crystal–
melt interfaces of the binary Al–Sn alloy and that of pure Al.
The presence of a stiffness minimum at {011} suggests that
energetic considerations would favor the selection of {011}
dendrites in this alloy. It was shown in Fig. 3, however, that
a {001} dendrite orientation was selected, for dendritic
growth at 0.050 mm/s. This suggests that selection at this
high rate must be dominated by a kinetic anisotropy that
favors the {001} orientation. From the stiffness surfaces in
Fig. 7 and Eq. (7), it might be expected that a transition in
the selected orientation would occur below some velocity,
where the anisotropy in interfacial free energy would become
dominant, and {011} growth would be favored. Indeed, such
a transition from energetic to kinetic control of growth shape
has been observed in the Al–Sn system with increasing
growth rate.41 This type of growth mode transition has also
been observed in the binary NH4Cl–H2O system,42 where
the selected dendritic growth direction is k001l at low under-
cooling, but favors k011l and then k111l directions with in-
creasing undercooling (velocity), illustrating the changing
balance between kinetic and energetic effects. It must be
noted that, for both of these observations, the influence of
interface velocity is convoluted with the effects of solute
content, which increases substantially with undercooling. For
our experiments in the Al–Sn system, we further point out
that the measured anisotropy is not directly applicable to the
dendritic growth of the alloy composition employed. Rather,
it applies specifically to the phase compositions and tempera-
tures associated with the measurements. For directional so-
FIG. 6. (Color) Plots of g /g0
vs crystallographic orientation,
computed using the measured av-
erage values of the anisotropy pa-
rameters («1=1.81 and
«2=−1.12). The respective contri-
butions to the normalized g-plot
associated with «1 and «2 are plot-
ted in (b) and (c). For all plots, the
coordinate axes correspond to
k001l directions.
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lidification of the Al–5 wt %Sn alloy at 0.050 mm/s, the
dendritic tip temperature approaches the liquidus (i.e.,
,650 °C), and the liquid composition at the tip is just
slightly greater than the alloy composition. Thus, according
to the phase diagram, direct application of the measured an-
isotropy values at 300 and 500 °C could only be made to
dendritic growth in Al alloys of roughly 99 wt %Sn and
93 wt %Sn, respectively.
The present case is a clear indication of the importance of
examining the equilibrium shape in three dimensions and of
quantifying the anisotropy in terms of at least two parameters
(i.e., «1 and «2). For example, if Eq. (9) is fitted to the 2D
shapes observed on a {100} diametral plane, the anisotropy
coefficient is determined to be «4
100
=−3.8310−3. While this
quantity does characterize the two-dimensional {100} sec-
tion of the g plot reasonably well, the single parameter rep-
resentation of anisotropy does not reflect the deep depres-
sions in the equilibrium shape, at {111} orientations. Given
the preceding discussion, such a quantity would clearly be a
very poor descriptor of the overall equilibrium shape, and,
therefore, not a good measure of anisotropy for this particu-
lar crystal-melt system. In addition, the results reported here
suggest that a substantial increase in experimental sensitivity
could be gained by utilizing {011} sections for the equilib-
rium shape measurements, where the 2D diametral sections
would include orientations associated with both the mini-
mum interfacial free energy at {111} orientations as well as
the maximum interfacial free energy at either {011} or {001}
orientations.
The experimentally determined values of «1 and «2 re-
ported here are compared with available theoretical and ex-
perimental estimates for several pure metals, binary alloys,
and model systems in Table II. There is an important distinc-
tion to point out with regard to comparisons between the
experimentally measured coefficients and those determined
from atomistic simulation. Our current results are based en-
tirely on the three-dimensional equilibrium shape. Most of
the available theoretical results, however, are based on the
stiffness response observed in atomistic simulations involv-
ing a system of constrained geometry. Specifically, each of
the referenced simulations employed a “thin-slab” computa-
tional domain, where the solid–liquid interface extends over
a long distance in one direction but over only a few unit cell
lengths in the other direction. Interfacial stiffness values are
determined from the average instantaneous interface height
profile, hsxd, where the amplitude sAd and wave number skd
are related according to
FIG. 7. (Color) (a) Normalized
generalized interfacial stiffness for
the Al–Sn crystal melt system as
a function of crystallographic ori-
entation of the interface normal,
plotted for «1=1.81 and «2
=−1.12. The normal component
stiffnesses, g˜u and g˜f, are plotted
in (b) and (c), respectively. For all
plots, the coordinate axes corre-
spond to k001l directions.
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kuAskdu2l =
kBTm
frk2ls
, s20d
where l and s define the long and short dimensions of the
computational domain along the plane of the interface under
examination. The equilibrium planar interface temperature is
given by Tm, and kB is Boltzmann’s constant. Simply re-
stated, if we assume that interfacial fluctuations are equipar-
titioning, then longer wavelength fluctuations can achieve
larger amplitudes because it is the integral mean curvature
that governs the areal free energy density associated with any
particular fluctuation mode, for an interface that is at equi-
librium. Because of the constrained geometry employed by
these simulations, fluctuations are damped in one direction
and the resulting predictions of interfacial stiffness indicate
the intrinsic response to one principal curvature only. Ac-
cordingly, stiffness values obtained in this way must be re-
ported as g˜hnY u tYj, where nY is the macroscopic crystal–melt
interface normal with respect to the crystallographic refer-
ence frame of the solid phase, and tY is the macroscopic
crystal–melt interface tangent in the direction aligned with
the long dimension of the simulation domain. It is along this
direction that hsxd is defined. Thus, any such thin-slab simu-
lation yields the prediction of one specific component of the
stiffness operator and thus the response to a curvature of
cylindrical character (i.e., k2=0). For this reason, multiple
simulations are required to characterize the general stiffness
behavior, g˜hnYj, for a given interface orientation. In contrast,
the plot shown in Fig. 7(a) represents the generalized stiff-
ness which can be interpreted as the response to a curvature
of spherical character (i.e., k1=k2). Figure 8 shows the stiff-
ness components as a function of orientation on two selected
crystallographic planes. For the selected planes, the stiffness
associated with each principal direction is shown. Note here
that, given the nearly spherical shape, it has been assumed
for simplicity that the principal directions are given by
FIG. 8. (a) Two-dimensional polar plots of interfacial stiffness,
showing interface normal orientations on the (001) and s1¯10d.
TABLE II. Experimentally determined anisotropy coefficients for Al–Sn, compared with several reported theoretical and experimental
estimates for metallic systems. Abbreviations: MD=molecular dynamics, MC=Monte Carlo, ESM=equilibrium shape measurement,
CFM=capillary fluctuation method.
System Method Form. «1 «2 Year Reference
Al–Cu ESM a 0.0097±0.0008 ----- 2001 27 and 28
Al–Si ESM a 0.0169 ----- 2002 27
Ni (EAM) MD-CFM b 0.023 −0.012 2001 24
Au (EAM) MD-CFM b 0.018±0.003 −0.007±0.003 2002 25
Ag (EAM) MD-CFM b 0.016±0.003 −0.015±0.003 2002 23
Al (EAM) MD-CFM b 0.012 −0.012 2002 30
Ni (EAM) MD-CFM c 0.090±0.006 −0.011±0.001 2002 23
Ni–Cu (EAM) MD/MC-CFM c 0.072±0.008 −0.007±0.001 2002 23
Al–Sn ESM c 0.018±0.004 −0.011±0.001 2004 Current study
aEq. (9).
bg¯=1−«1s4Q−3d+«2sM +30Sd, where M =nx6+ny6+nz6.
cEq. (16).
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tY1 = tYu = nY 3 h001j and tY2 = tYf = nY 3 tY1, s21d
and Eq. (19) becomes
F¯ r =
1
g0
Fgsnd + 12S ]2gsnd]nu2 + ]
2gsnd
]nf
2 DG . s22d
Accordingly, the component stiffness surfaces in Figs. 7(b)
and 7(c) can be notated as
g˜u = g˜hnY utYuj = g˜hhklushkld 3 s001dj = g˜hhklukh¯0j ,
s23ad
and
g˜f = g˜hnY utYfj = g˜hhklushkld 3 skh¯0dj
= g˜hhkluhl,kl,− sh2 + k2dj , s23bd
respectively. Similarly, the 2D plots of the individual com-
ponent stiffness values in Fig. 8 can be notated as:
g˜us001d = g˜hnY utYuj = g˜hhk0ushk0d 3 s001dj = g˜hhk0ukh¯0j ,
s24ad
g˜fs001d = g˜hnY utYfj = g˜hhk0ushk0d 3 sk¯h0dj
= g˜hhk0u0,0,sh2 + k2dj , s24bd
respectively, on the (001) section, and as
TABLE III. Normalized component stiffness values for selected low-index orientations (all vectors shown
with lowest rational indices).
2D Plane nY tYu tYf g˜snY u tYud g˜snY u tYfd F¯ snY utYuutYfd
(001) [100] [010] [001] 1.062a 1.062 1.062
[410] f1¯40g [001] 1.037 0.976 1.006
[310] f1¯30g [001] 1.021 0.922 0.971
[210] f1¯20g [001] 0.989c 0.813 0.901
[320] f2¯30g [001] 0.964 0.732 0.848
[430] f3¯40g [001] 0.956 0.705 0.831
[110] f1¯10g [001] 0.947b 0.675b 0.811
[340] f4¯30g [001] 0.956 0.705 0.831
[230] f3¯20g [001] 0.964 0.732 0.848
[120] f2¯10g [001] 0.987 0.808 0.897
[130] f3¯10g [001] 1.021 0.922 0.971
[140] f4¯10g [001] 1.037 0.976 1.006
[010] f1¯00g [001] 1.062 1.062 1.062
s1¯10d [001] f11¯0g [110] 1.062 1.062 1.062
[114] f11¯0g f221¯g 1.006 0.993 0.999
[113] f11¯0g f332¯g 1.020 0.983 1.001
[112] f11¯0g f111¯g 1.115 1.039f 1.077
[223] f11¯0g f334¯g 1.221 1.146 1.184
[334] f11¯0g f223¯g 1.256 1.196 1.226
[111] f11¯0g f112¯g 1.282 1.280e 1.281
[443] f11¯0g f338¯g 1.223 1.259 1.241
[332] f11¯0g f113¯g 1.187 1.220 1.204
[221] f11¯0g f114¯g 1.105 1.085 1.095
[331] f11¯0g f116¯g 1.024 0.905 0.965
[441] f11¯0g f118¯g 0.991 0.818 0.904
[110] f11¯0g f001¯g 0.947b 0.675d 0.811
(a–f) These values are also listed in Table IV for comparison with theoretical prediction.
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g˜us1¯10d = g˜hnY utYuj = g˜hhhlushhld 3 s001dj = g˜hhhluhh¯0j
s25ad
and
g˜fs1¯10d = g˜hnY utYfj = g˜hhhlushhld 3 shh¯0dj
= g˜hhhluhl,hl,− 2h2j , s25bd
respectively, on the s1¯10d section. Specific component stiff-
ness values for particular low-index orientations are given in
Table III, and selected values are compared with available
theoretical predictions for pure aluminum30 in Table IV.
Again, we point out that the value of «2 for the Al–Sn sys-
tem has a dramatic effect, where the gsnd surface is concave
outward at the {001} poles, and the minimum stiffness is
observed at {011} orientations.
VI. CONCLUSIONS
The first quantitative measurement of the three-
dimensional equilibrium shape for a metallic crystal-melt
system is reported here, for an Al–Sn binary alloy at tem-
peratures of 300 and 500 °C. The anisotropy of interfacial
free energy was determined as «1=1.81310−2±3.6310−3
and «2=−1.12310−2±1.3310−3, where these quantities are
defined as the coefficients of the leading anisotropic terms in
the cubic harmonic series [see Eq. (16)]. The single-
parameter representation of the anisotropy [Eq. (9)] which
has been used previously for other organic, pure metal, and
alloy systems, is clearly inadequate for description of the
equilibrium shape for the Al–Sn crystal-melt system. In con-
trast, the two-parameter description reported here provides
an accurate description of the equilibrium shape, as observed
in quenched liquid droplets. These measurements indicate a
maximum in crystal-melt interfacial free energy and a mini-
mum in interfacial stiffness at the {110} orientations, sug-
gesting that k110l dendrites may be favored at low growth
velocity and high Sn content.
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