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We present a comparative study of several information and statistical complexity measures in
order to examine a possible correlation with certain experimental properties of atomic structure.
Comparisons are also carried out quantitatively using Pearson correlation coefficient. In particular,
we show that Fisher information in momentum space is very sensitive to shell effects, and is directly
associated with some of the most characteristic atomic properties, such as atomic radius, ionization
energy, electronegativity, and atomic dipole polarizability. Finally we present a relation that emerges
between Fisher information and the second moment of the probability distribution in momentum
space i.e. an energy functional of interest in (e,2e) experiments.
PACS numbers: 31.15.ap, 89.70.Cf, 89.70.Eg
I. INTRODUCTION
A large amount of work has been published so far,
investigating the atomic structure through information-
theoretic tools and statistical complexity measures [1–
20]. These information and statistical complexity mea-
sures are, in essence, functionals of the studied density
distributions, and therefore in our case, functionals of the
atomic density distributions (probability distributions of
electrons in atoms), in both momentum and position
spaces.
Preliminary studies were focused separately in posi-
tion and momentum space densities[21], while later the
interest shifted to “total” or “net” information measures,
attempting to merge the results of both spaces (e.g. the
sum of position and momentum spaces for the Shannon
information entropy, and the product of the correspond-
ing results for the Fisher information)[22].
In the present work we study separately various infor-
mation and complexity measures in position and momen-
tum spaces. Of course the “total” measures, in the sense
described above, satisfy some tempting and often desir-
able properties, e.g. they are dimensionless, but from
a physical point of view each space (position and mo-
mentum) carries different information about the atomic
structure. So, it is worth to examine which of the above
measures resembles more sensitively and accurately the
periodicity of the atomic structure i.e. carries more infor-
mation. Thus, we present Shannon information entropy,
Fisher information, and disequilibrium, together with
LMC complexity and Fisher-Shannon plane, in both po-
sition and momentum spaces, as functions of the atomic
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number Z. We also compare our results with experi-
mental data i.e. atomic radius, first ionization potential,
electronegativity, and atomic dipole polarizability. An
attempt is made to connect the Fisher information with
(e,2e) experiments.
II. INFORMATION MEASURES
The Shannon information entropy [23] in position
space, Sr, is defined as
Sr = −
∫
ρ(r) ln ρ(r) dr, (1)
where ρ(r) is the electron density distribution normal-
ized to unity. The corresponding information entropy in
momentum space, Sk, is given by
Sk = −
∫
n(k) lnn(k) dk, (2)
where n(k) is the momentum density distribution nor-
malized to unity. In position-space, Sr determines the
extent of electron delocalization, since a highly localized
ρ(r) is associated with a diffuse n(k), leading to low Sr
and high Sk and vice versa. The net Shannon informa-
tion entropy takes the form
ST = Sr + Sk. (3)
The Fisher information [24, 25] in position, Ir , is de-
fined as
Ir =
∫ |∇ρ(r)|2
ρ(r)
dr, (4)
and the corresponding measure in momentum space is
given by
2Ik =
∫ |∇n(k)|2
n(k)
dk. (5)
The individual Fisher measures are bounded through
the Cramer-Rao inequality according to Ir ≥ 1Vr and
Ik ≥ 1Vk [26, 27], where Vr and Vk are the corresponding
spatial and momentum variances respectively. In posi-
tion space, Fisher information measures the sharpness of
probability density and for a Gaussian distribution is ex-
actly equal to the variance [25]. A sharp and strongly
localized probability density gives rise to a larger value
of Fisher information in position space. Moreover, the
Fisher measure has the desirable properties, i.e. it is al-
ways positive and reflects the localization character of the
probability distribution more sensitively than the Shan-
non entropy [19, 28].
The net Fisher information is defined by
IT = IrIk. (6)
Fisher information is also intimately related to the
Shannon information entropy via de Bruijn identity
[27, 29]
∂
∂t
S(x+
√
tz)
∣∣∣∣
t=0
=
1
2
I(x), (7)
where x is a random variable with a finite variance with a
density f(x), and z an independent normally distributed
random variable with zero mean and unit variance.
The disequilibrium (also know as information “energy”
or Onicescu information) D as defined in [30, 31], for
position and momentum spaces, is
Dr =
∫
ρ2(r)dr, (8)
Dk =
∫
n2(k)dk, (9)
while for the net disequilibrium DT we employ the defi-
nition
DT = DrDk. (10)
The statistical measure of complexity [30, 32] is defined
by the formula
Cr = e
Sr ·Dr, (11)
Ck = e
Sk ·Dk. (12)
while the net LMC complexity takes the form
CT = CrCk. (13)
Finally Fisher-Shannon plane [33] in position and mo-
mentum space in D-dimensions is defined as
Pr =
1
D
JrIr, (14)
Pk =
1
D
JkIk, (15)
where Jr =
1
2piee
2
D
Sr and Jk =
1
2piee
2
D
Sk , and the corre-
sponding net measure is given by
PT = PrPk. (16)
In the present work we consider accurate spin-
independent atomic wave functions obtained by Bunge et
al. [34], by applying the Roothaan-Hartree-Fock method
(RHF) to calculate analytical self-consistent-field (SCF)
atomic wave functions. In this approach the radial
atomic orbitals are expanded as a finite superposition
of primitive radial functions
Rnl(r) =
∑
j
CjnlSjl(r), (17)
where the normalized primitive basis Sjl(r) is taken as a
Slater-type orbital set
Sjl(r) = Njlr
njl−1e−Zjlr. (18)
The normalization factor Njl is given by
Njl = (2Zjl)
(njl+1/2)/[(2njl)!]
1/2, (19)
where njl is the principal quantum number, Zjl is the or-
bital exponent, and l is the azimuthal quantum number.
The atomic wave functions in the momentum space are
related to the coordinate wave functions by
φ˜nlm(k) =
1
(2pi)3/2
∫
e−ikrφnlm(r)dr, (20)
where nlm denote the usual quantum numbers character-
izing atomic states. The radial momentum-wave function
defined as
φ˜nlm(k) = (−i)lR˜nl(k)Ylm(Ωk), (21)
is related to the radial wave function in coordinate space
through
R˜nl(k) =
√
2
pi
∫ ∞
0
r2Rnl(r)jl(kr)dr, (22)
3where jl(kr) is a spherical Bessel function. The radial
wave functions in momentum space R˜nl(k) are written
as
R˜nl(k) =
∑
j
CjnlS˜jl(k), (23)
in term of the RHF functions S˜jl(k) in momentum space,
related to Sjl(r) through
S˜jl(k) =
√
2
pi
∫ ∞
0
r2Sjl(r)jl(kr)dr. (24)
In the present work we consider ρ(r) and n(k) to be
spherically symmetric functions.
III. RESULTS AND DISCUSSION
In Fig. 1 we present the atomic properties, along with
the Fisher information in momentum space Ik, as func-
tions of Z (for atomic number Z = 1 to 54).
The first atomic property is the Atomic radius, r,
which is a measure of the atomic size. It is usually de-
fined as the mean or typical distance between the nucleus
and the boundary of the surrounding cloud of electrons.
According to quantum theory the corresponding bound-
ary is not a well-defined physical entity, since electrons
are described as probability distributions that gradually
diminish as we move away from the nucleus, without a
clear, sharp cutoff. Thus, there are various definitions of
atomic radius, e.g. the term may apply only to isolated
atoms, or also to atoms in condensed matter, covalently
bound in molecules, or in ionized and excited states; and
its value may be obtained through experimental measure-
ments, or computed from theoretical models [35]. Here
we use the theoretically calculated values introduced by
E. Clementi, D. L. Raimondi, and W. P. Reinhardt [36],
using SCF functions. The corresponding atomic radii
values are in picometres.
Inverse ionization energy is another property plotted
in this figure. Ionization energy (I.E.) is the minimum
energy required to eject an electron out of a neutral atom
or molecule in its ground state [37]. In general, the nth
ionization energy is the energy required to remove the nth
electron since the first n−1 electrons have been removed;
the greater the ionization energy, the more difficult it is
to remove an electron. Thus, it can be considered as an
indicator of the reactivity of an element. Ionization en-
ergy was formerly called ionization potential. Here, we
study the first ionization energy, where the correspond-
ing values of the property are given in atomic units [38].
Inverse electronegativity is the third property pre-
sented. Electronegativity, χ, describes the tendency of
an atom to attract electrons to itself [37, 39]. The elec-
tronegativity of an atom depends on both the atomic
weight and the distance that its valence electrons reside
from the charged nucleus. The higher the electronega-
tivity number associated to an atom the more the ability
of the atom to attract electrons to it. Here, we use the
relative scale introduced by Pauling, the Pauling scale,
where electronegativity is a dimensionless quantity [40].
Finally, we plot the Atomic Dipole Polarizability. Po-
larizability is a property that describes the lowest order
response of the electron cloud of an atom or a molecule to
an external electric field. Atomic static dipole polarizabil-
ity, ad, is a linear response property, defined as the second
derivative of the total electronic energy with respect to
the external homogeneous electric field (quadratic Stark
effect) [37]. The values of atomic static dipole polariz-
ability used here are given in atomic units [41].
It is obvious that Ik simulates the corresponding pe-
riodicity pattern that characterizes all four atomic prop-
erties. The overall correlation is found to be excellent
and implies that those properties are intimately related
to momentum space. The reason that Ik succeeds to re-
flect the periodic properties (of at least the first 54 values
of Z) is because Fisher information is directly related to
the local character of the probability distribution. For
instance, if we are interested in momentum space, when
n(k) is more localized, the derivative ∇n(k) takes higher
values and the same happens for Ik. On the other hand
if n(k) is delocalized in momentum space, then Ik takes
lower values. In the case of a noble gas, where we have
closed shells atoms, the density distribution in position
space ρ(r) is more localized compared to other atoms,
while n(k) is more delocalized, especially for large values
of k according to Heisenberg’s uncertainty principle, thus
Ik takes lower values.
In Fig. 2 we plot Fisher information, disequilibrium
and Shannon information entropy, in both position and
momentum spaces, along with the corresponding “total”
measure, as functions of Z. It is seen that besides Fisher
information Ik which, as mentioned above, provides a
lot of information about the atomic structure, Ir is a
monotonous increasing function of Z, and IT just ampli-
fies the results obtained in Ik case.
For small values of Z (Z = 1− 18), disequilibrium Dk
is also a sensitive index, but for elements with higher Z
its behavior is dominated by higher values of Z and its
sensitivity is lower than in the region 1 ≤ Z ≤ 18. In
position space, similarly to Ir, disequilibrium Dr does
not seem to provide any information about the atomic
structure, while the net disequilibrium DT does provide
some insight about atomic structure though they appear
certain deviations from the known periodicity of the ele-
ments.
The periodicity pattern that characterizes all four
atomic properties is also reflected by Shannon informa-
tion entropy Sr in position space, but with less sensi-
tivity compared to Ik. In this sense, Fisher information
and Shannon information entropy present a reciprocal
relation in dual spaces i.e. Ik is complementary to Sr.
On the other hand, Sk and ST are almost monotonically
increasing functions and seem to carry less information
4about atomic properties.
Finally, LMC complexity and Fisher-Shannon plane,
as functions of Z are plotted in Fig. 3. LMC complexity
in momentum space reflects the aforementioned proper-
ties, something which is expected given that Ck is pro-
portional to Dk. In position space there is no sign of
correlation, and CT shows the same pattern as Ck with
higher values. Fisher-Shannon plane is the last measure
presented in this work. In momentum space Pk reveal
the atomic structure in a very detailed manner, some-
thing that is expected since Pk is proportional to Ik. On
the other hand Pr is a monotonically increasing function,
and PT just like IT amplifies what has already been found
in momentum space.
In order to further explore possible correlations be-
tween the various information measures and the experi-
mental quantities we employ the so-called Pearson corre-
lation coefficient defined as
rXY =
∑n
i=1(Xi −X)(Yi − Y )√∑n
i=1
(
Xi −X
)2√∑n
i=1
(
Yi − Y
)2 , (25)
where, X and Y are two variables expected of being tied
to each other, and X = 1n
∑n
i=1 Xi, Y =
1
n
∑n
i=1 Yi are
the mean values ofX and Y respectively [42, 43]. The co-
efficient is seen as covariance of the two variables, normal-
ized with dispersions. Actually, Pearson coefficient is well
suited for picking up a linear correlation between vari-
ables. The definition imposes constraints −1 ≤ rXY ≤ 1.
The values of |rXY | close to 1 signify a very tight corre-
lation between X and Y , while values close to 0 signify
lack of a correlation. It is worth to point out that in our
problem Pearson coefficient provides only an average cor-
relation between the physical quantities and the relevant
information measures and it is not suitable to reflect the
characteristics of the system in detail.
In Fig. 4 we present a comparative bar chart of the ab-
solute values of Pearson coefficient for several measures in
momentum space and three of the aforementioned atomic
properties (Radius, Atomic Polarizability, Ionization En-
ergy). Of course net measures also provide values very
close to those presented but from Fig. 2 it is apparent
that these measures only amplify the momentum space
trend. We should mention that only Dk against Radius
has a negative coefficient, but generally disequilibrium
does not strongly correlate with any of these three ex-
perimental quantities. Shannon information also does
not correlate and this is obvious also from the Pearson
coefficient. On the other hand Ik, Ck and Pk have higher
values, something that is also reflected in Figs. 2 and 3.
The relation to momentum space stated above can be
easily observed if we compare the theory of electron im-
pact ionization with the so-called (e, 2e) experiments.
In such experiments, two continuum electrons emerg-
ing from the collision are detected in coincidence, and
all electron momentum components measured. The ob-
served cross-section is called triply differential and for
its description a first-order approximation (called plane-
wave impulse approximation) is adequate. The corre-
sponding cross-section factorizes into the spin-averaged
free electron-electron scattering cross-section fee (which
depends on the incoming electron momentum k0 and the
outgoing electron momenta k1 and k2) and the momen-
tum distribution of the ionized electron in its initial state
(with energy eigenvalue Ei) |φi(q)|2 and is given by the
formula [44, 45]
d3σPWIA
dΩ1dΩ2dE
= (2pi)4
k1k2
k0
fee(k0,k1,k2)|φi(q)|2, (26)
where q = k0 − k1 − k2 is the momentum of the recoil
ion. Such experiments can be considered as an “elec-
tron momentum spectroscopy”, due to the dependence
of the cross-section on the momentum distribution of the
initial state. Although in principle we are able to ob-
tain the complete quantum mechanical information on
the effective-electron orbitals, in practice only the spher-
ical average |φi(|q|)|2 can be measured for atoms and
molecules [44].
It is clear that the ionization energy of an atom and
consequently energy fluctuations that occur in the sys-
tem are reflected in momentum space. More specifically,
each orbital has its own density distribution so it is inter-
esting to study the relation between Fisher Information
and energy. Instead of energy we use the second moment
of the density distribution in momentum space which is
an energy functional and is defined as
µ2 = 〈k2〉 = 4pi
∫ ∞
0
k4n(k) dk. (27)
We plot µ2 versus Ik for atoms with 33 ≤ Z ≤ 39 in a log-
log diagram (Fig. 5). A linear relationship in each orbital
for closed shells (1s, 2s, 2p, 3s, 3p, 3d) is observed while
in orbitals 4s, 4p, 5s this relation is slightly modified
because there are atoms with either open shells or both
closed and open shells.
IV. SUMMARY AND CONCLUSIONS
The main conclusion is that Fisher information ex-
hibits a very good qualitative correlation with properties
concerning the atomic structure. More specifically, Ik
is very sensitive to shell effects, simulating some of the
most characteristic atomic properties such as the atomic
radius, ionization energy, electronegativity, and atomic
polarizability. That correlation is corroborated quantita-
tively by the Pearson coefficient.
This is a reasonable result, since Fisher information
is closely related to the kinetic energy of a system, and
depends on the gradient of the probability distribution,
providing a local measure of smoothness, in contrast to
Shannon, Re´nyi or Tsalis information entropies, which
provide a global way of characterizing “uncertainty”.
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6V. FIGURES
FIG. 1: (a) Fisher Information in momentum space (b) Atomic Radius, (c) First Ionization Energy (inverse), (d)
Electronegativity (inverse), and (e) Atomic Dipole Polarizability, as functions of the atomic number Z = 1 to 54.
7Fisher Information Disequilibrium Shannon Entropy
FIG. 2: Fisher Information, disequilibrium and Shannon Entropy are plotted in both (a) position and (b)
momentum space, along with the corresponding (c) “total” measure.
LMC complexity Fisher-Shannon Plane
FIG. 3: LMC complexity and Fisher-Shannon plane are plotted in both (a) position and (b) momentum space, along
with the corresponding (c) “total” measure.
8FIG. 4: Absolute values of Pearson coefficient for several measures and atomic properties in momentum space.
FIG. 5: 2nd moment of n(k), µ2, is plotted against Fisher Information.
