In the paper, we discuss Voronovskaya-type theorem and saturation of convergence for q-Bernstein polynomials for arbitrary fixed q, 0 < q < 1. We give explicit formulas of Voronovskaya-type for the q-Bernstein polynomials for 0 < q < 1. If 0 < q < 1, f ∈ C 1 [0, 1], we show that the rate of convergence for the q-Bernstein polynomials is o(q n ) if and only if
Introduction
Let q > 0. For each nonnegative integer k, the q-integer [k] and the q-factorial [k]! are defined by respectively. For the integers n, k, n k 0, the q-binomial, or the Gaussian coefficient is defined by (see [3, p. 12 ])
In 1997, Phillips introduced the q-Bernstein polynomials: for each positive integer n, and f ∈ C[0, 1], the q-Bernstein polynomial of f is (see [7] ) In recent years, the q-Bernstein polynomials have attracted much interest, and a great number of interesting results related to the q-Bernstein polynomials have been obtained (see [2, [4] [5] [6] [7] [8] and reference therein, [9] [10] [11] ). In the paper we discuss Voronovskaya-type formulas and saturation of convergence for q-Bernstein polynomials for arbitrary fixed q, 0 < q < 1. Denote by C[0, 1] (or C n [0, 1], 1 n ∞) the space of all continuous (corresponding, n times continuously differentiable) real-valued functions on [0, 1] equipped with the uniform norm · . The expression A(n) B (n) means that there exists a positive constant c independent of n such that 1 c B(n) A(n) cB (n) ; A(n) = o(B(n)) represents lim n→∞ A(n)/B(n) = 0. We set
In [2] , II'inskii and Ostrovska proved that for each f ∈ C[0, 1], the sequence {B n,q (f, x)} converges to B ∞,q (f, x) as n → ∞ uniformly in x ∈ [0, 1] and q ∈ (0, 1], where B ∞,1 (f ) = f and for 0 < q < 1,
For results about properties of B ∞,q (f, x) we refer to [2, 5, 6, 9] .
In [11] , Wang and Meng obtained the following estimate for the rate of convergence for the q-Bernstein polynomials for 0 < q < 1:
where (f, t) is the modulus of continuity of f, C q is a positive constant depending only on q. The above estimate is sharp in the sense of order for Lipschitz continuous functions.
In the case q = 1, we know that the Bernstein polynomials possess saturation: no function f ∈ C[0, 1] can be approximated with error better than o(1/n) unless it is linear (see [1, p. 311] ). This can be seen from the classical Voronovskaya's formula (see [1, p. 307] ). In the case 0 < q = q n 1, we have the following generalization of Voronovskaya's theorem (see [7, 9] 
When q n ≡ 1, (1.4) reduces to the classicalVoronovskaya's formula. For the function f (t) = t 2 , the exact equality
takes place without passing to the limit (see [9] ).
In the paper, we study Voronovskaya-type formulas for the q-Bernstein polynomials for fixed q ∈ (0, 1). It follows from [10] that
(1.5)
So it is natural to ask what is the value of lim
We have the following Voronovskaya-type theorem. 1] , and if f is a polynomial of degree m, L q (f, x) is also a polynomial of degree m. Furthermore, we have the following saturation of convergence for the q-Bernstein polynomials for fixed q ∈ (0, 1).
For the proof of Theorem 1, we need the following theorem, which seems to be of independent interest.
uniformly in x ∈ [0, 1].
It can be readily seen from (1.8) that for fixed q ∈ (0, 1) there exist numerous non-linear continuously differentiable functions f such that L q (f, x) ≡ 0. However, if we assume that the function f possesses some global properties e.g., convexity and analyticity, then L q (f, x) ≡ 0 if and only if f is linear. In fact, we have the following results. The paper is organized as follows. In Section 2, we show some auxiliary lemmas which will be needed in the proofs of theorems. After that, we prove Theorems 1-4 in Section 3.
Auxiliary lemmas
Lemma 1 (II'inskii and Ostrovska [2] ). Let q 0 ∈ (0, 1). Then for any k = 0, 1, 2, . . . , the sequence {p nk (q; x)} converges to p ∞k (q; x) uniformly in x ∈ [0, 1] and q ∈ (0, q 0 ] as n → ∞.
For 0 k < n, 0 < q < 1 and x ∈ [0, 1], we denote
Then we have the following estimates:
It follows that
and therefore, for 0 k < n, q ∈ (0, q 0 ], x ∈ [0, 1],
Hence,
where c 1 = e c 0 /2, by (2.2) we get
Thus,
where c 2 = 3c 2 0 c 1 . Lemma 2 is proved.
uniformly in x ∈ [0, 1] and q ∈ (0, q 0 ].
Proof.
It follows directly from the definitions of B n,q (f, x), B ∞,q (f, x) and L q (f, x) that
and for any linear function l(x) = ax + b,
Then it suffices to show that
uniformly in x ∈ (0, 1) and q ∈ (0, q 0 ].
Then g ∈ C 1 [0, 1] and g(1) = g (1) = 0. So there exists a constant M > 1 such that |g(x)| M. Now let ε > 0 be given. Let ∈ (0, 1) be chosen in such a way that |g (t)| c 3 ε whenever t ∈ (1 − , 1) , where c 3 = (1−q 0 ) 2 18c 2 M , c 2 is the constant given in (2.1). Let R be a positive integer satisfying the condition q R 0 < . We estimate the difference
for n > 2R and x ∈ (0, 1), q ∈ (0, q 0 ]. It was proved in [2, 7] that B ∞,q (f, x) and B n,q (f, x) reproduce linear functions, that is,
Also, from the fact that p ∞k (q; x) =
x (1−q)[k] p ∞k−1 (q; x) and the definition of L q (g, x) , we know that for x ∈ (0, 1), First we estimate I 6 , I 5 , and I 4 . For k > R, we have
We conclude
n k=R+1 p n,k (q; x) < ε/6.
Next we estimate I 1 . Since
uniformly with respect to q ∈ (0, q 0 ] as n → ∞ for all k = 1, . . . , R. By Lemma 1 we conclude that I 1 < ε/6 for n sufficiently large. Now we estimate I 3 . Note that
By Lemma 2 we obtain
It remains to estimate I 2 . Since g M, by Lemma 2 we get
for n sufficiently large. Thus, < ε. The proof of Lemma 3 is complete.
Remark 3.
From the proof of Lemma 3 we know that for x ∈ [0, 1),
Proof. First we prove the following recurrence formula: Thus, 
which, combining with (2.7) and (2.9), gives (2.8). Lemma 4 is proved.
Then there exists a positive absolute constant K such that
Proof. Let x ∈ (0, 1) be fixed. We set 
Hence, the functions S(t) ± g(t) are convex on [0, 1], we get L n,q (S(t) ± g(t), x) 0, and therefore, |L n,q (g(t), x)| L n,q (S(t), x).
(2.15) Simple calculation gives 4 satisfies the condition h (t) = 12 − 12 |t − x| + 12 2 |t − x| 2 0. Therefore,
If A = L n,q ((t − x) 4 , x) = 0, then B = L n,q (|t − x| 3 , x) = 0, and if A > 0, substituting = B/A in the above formula, we get 
Since
we obtain uniformly in x ∈ [0, 1] as q → 1−, which completes the proof of Theorem 2.
Proof of Theorem 1. The first part of Theorem 1 is given in Lemma 3. Now suppose that f ∈ C 2 [0, 1]. Let ε > 0 be given. Then there exist a q ε ∈ (0, 1) and a positive integer N ε such that
for all x ∈ [0, 1], where K is given in (2.13 
