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a b s t r a c t
In this paper,wediscuss polynomialmappingswhichhave iterative
roots of the polynomial form. We apply the computer algebra
system Singular to decompose algebraic varieties and finally find
a condition under which polynomial functions have quadratic
iterative roots of quadratic polynomial form. This condition is
equivalent to, but simpler than Schweizer and Sklar’s and more
convenient than Strycharz–Szemberg and Szemberg’s. We further
find all polynomial functionswhich have cubic iterative roots of the
quadratic polynomial form and compute all those iterative roots.
Moreover, we find all 2-dimensional homogeneous polynomial
mappings of degree 2 which have iterative roots of the polynomial
form and obtain expressions of some iterative roots.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Iteration, the behavior of repetition of the same action, is an important phenomenon in practice
such as the infiltration of liquid, penetration of X-ray and implementation of computer loop programs.
In a mathematical sense, the n-th iterate F n of a mapping F : E → E, where E is a nonempty set, is
defined recursively by F n = F ◦F n−1 and F 0(x) = x for all x ∈ E, where F1◦F2 denotes the composition
of F1 and F2. Iteration is a significant object in the research of nonlinear systems and usually amplifies
the complexity of nonlinearity because iteration is a nonlinear operator.
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It is so complicated to obtain a closed form for the general n-th order iterate of a given function (or
one-dimensional mapping), although this looks elementary, that more efforts were made to some
special functions, for example, polynomials (Baker, 1980/81; Bhattacharyya and Arumaraj, 1981;
Branner and Hubbard, 1988/1992), quasi-polynomial (Sun, 2004; Wu and Sun, 2006), and linear
fractions (Xu and Xu, 2006), etc. As a converse, one is more interested in finding iterative roots
((Kuczma et al., 1990, Chapter 11), (Targonski, 1981, Chapter 1, Section 0)) of a given function (or
one-dimensional mapping). φ : E → E is called an n-th order iterative root of the mapping
F : E → E if
φn = F . (1)
The problem of iterative roots, which presents the fractional iterates and is a weak version of the
embedding flow problem, is attractive in the fields of functional equations and dynamical systems.
This problem looks elementary and has been investigated for a long time (see e.g. Baron and Jarczyk,
2001; Zhang et al., 1995 and references therein), but iterative roots are not described completely
even for polynomials. Indicated in the Millennium survey (Baron and Jarczyk, 2001), ‘‘Even worse:
we do not knowwhether every complex cubic polynomial has a square root’’. In the case of quadratic
polynomials, Rice et al. (1980, Theorem 1) proved that they have no square roots. As follows from
Choczewski and Kuczma (1992, Theorem 2) by Choczewski and Kuczma they have no roots at all.
Regarding the real case for quadratic polynomials, see Bronshteľn (1989) by Bronshteľn. Since finding
polynomials which have iterative roots is not a simple work, it will also be interesting to find
polynomials which have iterative roots of the polynomial form. In 1988, Schweizer and Sklar (1988,
Theorem 2) gave a complete description to all real (complex) polynomials of degree 4 which have
quadratic iterative roots of the polynomial form.
Schweizer and Sklar’s result: A polynomial of the form
a˜4x4 + a˜3x3 + a˜2x2 +

a˜1 + 1

x+ a˜0, a˜4 ≠ 0, (2)
has a polynomial as a quadratic iterative root if and only if there is a cubic root γ of a˜4 such that
4 a˜4A4 = A22 + 2 γ A2 and A3 = −1, where
Am :=
m
k=0
(−1)k
4k

4−m+ k
k

a˜3
a˜4
k
a˜4−m+k form ∈ {0, 1, 2, 3, 4}.
Note that (2) can be regarded as the standard form of all quartic polynomials in the sense of linear
conjugacy. The form (2), which can be equivalently expressed as an equation of fixed points of the
polynomial−a˜4x4− a˜3x3− a˜2x2− a˜1x− a˜0, is more convenient for computations because fixed points
are invariant under iteration. We also note that they had to discuss in the sense of linear conjugacy
because any nonlinear one will change polynomials into non-polynomial form. Recently, employing
linear conjugacy to normalize polynomials such that the leading coefficient is 1, Strycharz-Szemberg
and Szemberg (2011) gave a necessary and sufficient condition to judge if a normalized polynomial
of degree 4 has a quadratic iterative root of degree 2. The computation of polynomial iterative roots
is so complicated that up to now, to our best knowledge, only roots of quadratic polynomial form are
discussed (see Schweizer and Sklar, 1988; Strycharz-Szemberg and Szemberg, 2011).
2. Iterative roots of polynomials of degree 4
If F and φ in (1) are both polynomials and let degF = m and degφ = ℓ, then m = ℓn. In order to
show the procedure of symbolic computation easily, we only discuss polynomials having quadratic
polynomials as iterative roots. Clearly, those polynomials possess degree 2n, where n is the order of
iterative roots. Let F be a polynomial of degree 2n, that is,
F(x) := a2nx2n + a2n−1x2n−1 + · · · + a2x2 + a1x+ a0, a2n ≠ 0. (3)
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In order to show the decomposition of algebraic varieties, we generally consider a set F :=
{f1, . . . , fm} of polynomials in the ring K[x1, . . . , xn], where K is an algebraically closed field. As
indicated in Abhyankar (1964, chapter 5, Section 36), the algebraic variety of the set F is defined by
V(F ) := {p ∈ Kn : f (p) = 0 ∀f ∈ F }.
Solving the polynomial system f1 = · · · = fm = 0 defined by the set F , can be reduced to finding an
irreducible decomposition of the variety V (F ). As indicated in Romanovski and Shafer (2009, chapter
1), every variety has a unique minimal irreducible decomposition. Two useful algorithms were given
to find irreducible decompositions of algebraic varieties. One is based on themethod of Gröbner basis
(see Becker and Weispfenning, 1993; Cox, 1998; Gianni et al., 1988) and the other is based on the
method of characteristic sets (see Ritt, 1950; Wu, 1984, 1989), implemented by routines minAssGTZ
andminAssChar respectively in the computer algebra system Singular (Decker et al., 2010).
Consider the iterative roots of F given by (3) in the case of n = 2, in which we treat all polynomials
in C[x] and obtain conditions for coefficients of F . Unlike Schweizer and Sklar’s (Schweizer and Sklar,
1988) or Strycharz–Szemberg and Szemberg’s (Strycharz-Szemberg and Szemberg, 2011), we do not
reduce polynomials to the standard form or the normalized form but give the results to the original
polynomials directly.
Theorem 1. The polynomial
F(x) := a4x4 + a3x3 + a2x2 + a1x+ a0, a4 ≠ 0, (4)
has quadratic iterative roots of polynomial form if and only if
a0 = 4α(8 a2a
2
4 − 3 a23a4)− 8 a2a23a4 + 16 a22a24 − 16 a3a24 + a43
64 a34
,
a1 = a3(4 a2a4 − a
2
3)
8 a24
.
Moreover, the quadratic iterative roots are
φ(x) := αx2 + a3α
−2
2
x+ 4a2α
−2 − 2a3a−14 − a23α−5
8
,
where α is one of the cubic roots of a4.
Proof. As explained in the Introduction, the only possible polynomials for quadratic iterative root φ
of the quartic polynomial F are of degree 2. Therefore, let φ(x) = b2x2+b1x+b0. Compute the second
order iterate
φ2(x) = b32x4 + 2 b22b1x3 + (b1b2 + 2 b0b22 + b2b21)x2 + (b21 + 2 b2b0b1)x+ b2b20 + b0b1 + b0.
Comparing coefficients from the equation φ2(x) = F(x), we get
f1 := a3 − 2 b22b1 = 0,
f2 := a2 − b1b2 − 2 b0b22 − b2b21 = 0,
f3 := a1 − b21 − 2 b2b0b1 = 0,
f4 := a0 − b2b20 − b0b1 − b0 = 0,
f5 := a4 − b32 = 0.
Using the command eliminate of the computer algebra system Singular, we eliminate the variables b0
and b1. Then we useminAssGTZ orminAssChar to find minimal associate primes of the obtained ideal.
Computations show that in our case there are no embedded components. Therefore, the primes define
the irreducible decomposition of the variety for the ideal obtained by the elimination as follows:
8a1a24 − a3(4a2a4 − a23) = 0,
64 a34a0 − 4 b2(8 a2a24 − 3 a23a4)+ 8 a2a23a4 − 16 a22a24 + 16 a3a24 − a43 = 0.
Z. Yu et al. / Journal of Symbolic Computation 47 (2012) 1154–1162 1157
From them we can solve for a0 and a1, as shown in the theorem. Substituting the values of a0 and a1
in f1, . . . , f5, we get
b0 = 4a2α
−2 − 2a3a−14 − a23α−5
8
, b1 = a3α
−2
2
, b2 = α,
where α is one of the cubic roots of a4. Thus, the expression of quadratic iterative roots is obtained.
The proof is completed. 
Our Theorem 1 is equivalent to Schweizer and Sklar’s result, which was exhibited in the
Introduction. In fact, after a simple calculation, we know that
h1 := A3 + 1 = 8 a˜1a˜24 − 4 a˜4a˜3a˜2 + a˜33 + 8 a˜24,
h2 := 4 a˜4A4 − A22 − 2 γ A2
= (−32 a˜24a˜2 + 12 a˜4a˜23)γ + 64 a˜0a˜34 − 16 a˜3a˜1a˜24 + 16 a˜23a˜2a˜4 − 3 a˜43 − 16 a˜22a˜24.
Note that ai = a˜i, i = 0, 2, 3, 4., and a1 = a˜1 + 1, where a˜i s are coefficients in (2) and ai s are
coefficients in (4). It follows that h1 = 8 a1a24 − 4 a4a3a2 + a33 = 0 and therefore
64 a34a0 − 4α(8 a2a24 − 3 a23a4)+ 8 a2a23a4 − 16 a22a24 + 16 a3a24 − a43 − h2 = 2 a3h1 = 0,
implying that Theorem 1 is equivalent to Schweizer and Sklar’s.
Taking a4 = 1 in Theorem 1, we obtain the necessary and sufficient condition for F to have
quadratic iterative roots of polynomial form if and only if
a0 = a
4
3 − 8 a2a23 − 12 a23α + 32 a2α + 16 a22 − 16 a3
64
, a1 = −a
3
3 − 4 a2a3
8
, (5)
where α is an arbitrary cubic root of 1. It is easy to check that condition (5) is equivalent to Strycharz–
Szemberg and Szemberg’s results (given in Theorem 4.2 of Strycharz-Szemberg and Szemberg, 2011)
when α = 1.
3. Iterative roots of polynomials of degree 8
Consider iterative roots of F , the polynomial given in (3), in the case of n = 3. Then F is a complex
polynomial of degree 8, which can be represented in the form
F(x) := a8x8 + a7x7 + a6x6 + a5x5 + a4x4 + a3x3 + a2x2 + a1x+ a0, (6)
where a0, . . . , a8 ∈ C and a8 ≠ 0.
Theorem 2. F given in Eq. (6) has cubic iterative roots of polynomial form, i.e., there exists a polynomial
φ such that φ3 = F , if and only if
a0 = a71048576 a78
{(32768 a36a48 + 15360 a47a6a28 − 38912 a27a26a38 − 2016 a67a8)β5
+ (12544 a47a38 + 65536 a26a58 − 57344 a6a27a48)β3
+ (−114688 a27a58 + 262144 a6a68)β − 864 a67a6a8 + 81 a87 − 131072 a7a68
+ 4096 a46a48 + 3456 a47a26a28 − 6144 a27a36a38},
a1 = a7
32768 a68β2
{(512 a36a38 − 576 a26a27a28 + 216 a6a47a8 − 27 a67)β2 + 336 a47a28
+ 2048 a26a48 − 1664 a6a27a38},
a2 = 11024 a48β2
{(9 a47a6 + 64 a36a28 − 48 a27a26a8)β2 − 176 a6a27a28 + 28 a47a8 + 256 a26a38},
a3 = a71024 a48β2
{(−128 a6a27a8 + 21 a47 + 192 a26a28)β2 − 112 a27a28 + 256 a6a38},
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a4 = 1
512 a38β2
{(−48 a6a27a8 − 7 a47 + 192 a26a28)β2 − 112 a27a28 + 256 a6a38},
a5 = a732 a28
(24 a6a8 − 7 a27).
Moreover, the cubic iterative roots are
φ(x) := βx2 + a7β
−6
4
x+ 8a6β
−6 − 4a7a−18 − 3a27β−13
32
,
where β is one of the seventh degree roots of a8.
Proof. Obviously, all possible polynomials φ to be cubic iterative roots of F are of degree 2. Let
φ(x) = b2x2 + b1x + b0. Computing the third order iterate of φ and comparing coefficients from
the equation φ3(x) = F(x), we get
f1 := a7 − 4 b1b62 = 0,
f2 := a6 − 2 b52b1 − 4 b62b0 − 6 b52b21 = 0,
f3 := a5 − 4 b42b31 − 6 b42b21 − 12 b52b1b0 = 0,
f4 := a4 − 6 b32b31 − 6 b42b1b0 − b21b32 − b1b32 − 12 b42b21b0 − 6 b52b20 − 2 b42b0 − b32b41 = 0,
f5 := a3 − 4 b32b1b0 − 12 b32b21b0 − 4 b32b31b0 − 12 b42b1b20 − 2 b22b21 − 2 b31b22 − 2 b22b41 = 0,
f6 := a2 − 6 b32b20b1 − 4 b32b20 − b2b31 − b2b21 − 4 b1b22b0 − 6 b22b31b0 − b2b41 − 6 b32b21b20
− 4 b22b21b0 − 4 b42b30 = 0,
f7 := a1 − 4 b22b1b20 − 6 b22b21b20 − 4 b2b21b0 − 2 b2b31b0 − b31 − 4 b32b1b30 = 0,
f8 := a0 − 2 b22b30b1 − 2 b22b30 − 3 b2b1b20 − b32b40 − b2b21b20 − b0 − b21b0 − b1b0 − b2b20 = 0,
f9 := a8 − b72 = 0.
In a manner similar to the proof of Theorem 1we obtain the expressions of a0, . . . , a5 as shown in the
Theorem directly. Substituting the values of a0, . . . , a5 in f1, . . . , f9, we get
b0 = 8a6β
−6 − 4a7a−18 − 3a27β−13
32
, b1 = a7β
−6
4
, b2 = β,
whereβ is one of the seventh degree roots of a8. Thuswe obtain the expression of cubic iterative roots.
This completes the proof. 
4. 2-dimensional case
Usually, it is much more complicated to find 2-dimensional polynomial mappings which have
iterative roots of polynomial form. Fortunately, a special class of 2-dimensional polynomial mappings
of degree 2, called degree-preserving mappings, was found in Chen et al. (2009). The degree of those
polynomial mappings in this class is always ≤2 under iteration. In order to show the procedure of
symbolic computation simply, we only consider 2-dimensional homogeneous polynomial mappings
in the class. We find all those mappings which have quadratic iterative roots of polynomial form.
The general formof 2-dimensional quadratic homogeneous polynomialmappings can bewritten as
Fλ :

x
y

→

a3x2 + a4xy+ a5y2
b3y2 + b4yx+ b5x2

,
where λ = (λ1, λ2), λ1 = (a3, a4, a5), λ2 = (b3, b4, b5) and ai, bi ∈ C for i = 3, 4, 5. Clearly, quadratic
iterative roots φβ of Fλ of the polynomial form are also of degree 2, i.e.,
φβ :

x
y

→

c0 + c1x+ c2y+ c3x2 + c4xy+ c5y2
d0 + d1y+ d2x+ d3y2 + d4yx+ d5x2

,
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where β = (β1, β2), β1 = (c0, c1, c2, c3, c4, c5), β2 = (d0, d1, d2, d3, d4, d5) and ci, di ∈ C for
i = 0, . . . , 5. This implies that such quadratic iterative roots are all degree-preserving under quadratic
iteration. From Chen et al. (2009) we know that all 2-dimensional polynomial mappings which are
degree-preserving under quadratic iteration are divided into 11 types:
A11 := {β : c3 = c4 = c5 = d3 = d4 = d5 = 0},
A12 := {β : c1 = c2 = c3 = c4 = c5 = 0, d3 = d5 = 0, d4 ≠ 0},
A13 := {β : d1 = d2 = d3 = d4 = d5 = 0, c3 = c5 = 0, c4 ≠ 0},
A21 := {β : c3 = c4 = c5 = d3 = d4 = 0, d5 ≠ 0},
A22 := {β : c1 = c2 = c3 = c4 = c5 = 0, d3 = 0, d4d5 ≠ 0},
A23 := {β : c5 = d3 = 0, c1 = −d2d4/d5, c2 = −d1d4/d5, c3 = −d4, c4 = −d24/d5, d4d5 ≠ 0},
A31 := {β : c3 = c4 = d3 = d4 = d5 = 0, c5 ≠ 0},
A32 := {β : d1 = d2 = d3 = d4 = d5 = 0, c3 = 0, c4c5 ≠ 0},
A33 := {β : c3 = d5 = 0, d1 = −c2c4/c5, d2 = −c1c4/c5, d3 = −c4, d4 = −c24/c5, c4c5 ≠ 0},
A41 := {β : c1 = c3d2/d5, c4 = −(c5d25 + c33 )/(c3d5), d1 = c2d5/c3, d3 = c5d5/c3,
d4 = −(c5d25 + c33 )/c23 , c5 ≠ c33/d25, c3c5d5 ≠ 0},
A42 := {β : c4 = −2c23/d5, c5 = c33/d25, d3 = c23/d5, d4 = −2c3, c5d5 ≠ 0}.
We note that φβ is said to be of type Aij if β ∈ Aij, where (i, j) ∈ {(m, n) : m, n = 1, 2, 3} ∪
{(4, 1), (4, 2)}. Therefore, we only need to consider quadratic iterative roots of Fλ in the 11 types.
Theorem 3. Fλ has no quadratic iterative roots of type A11, A12, A13, A22, A23, A32, A33 or A41. Fλ has
quadratic iterative roots of type A21 if and only if λ ∈ Λ1 and Fλ has quadratic iterative roots of type
A31 if and only if λ ∈ Λ2, where
Λ1 := {λ : a4 = a5 = 0, 4 b3b5 + 2 a3b4 − b24 = 0, a3b3 ≠ 0},
Λ2 := {λ : b4 = b5 = 0, 4 a5a3 + 2 a4b3 − a24 = 0, a3b3 ≠ 0}.
Moreover, every quadratic iterative root is either
φβ :

x
y

→
 b4
2a3
x+ b3a3 y
b4
a3
y− b244a3b3 x−
a23
b3
x2

when λ ∈ Λ1 or
φβ :

x
y

→

a4
b3
x− a244a3b3 y−
b23
a3
y2
a4
2b3
y+ a3b3 x

when λ ∈ Λ2. Fλ has quadratic iterative roots of type A42 if and only if
λ ∈ Λ3 := {λ : a4b4 − 4a5b5 = 0, b24 − 2a3b4 + 2a4b5 − 4b3b5 = 0,
a24 − 2a4b3 + 2a5b4 − 4a3a5 = 0}.
Proof. Let φβ denote a quadratic iterative root of Fλ. Compute the iterate φ2β and let φ
2
β = Fλ.
Comparing the coefficients of φ2β with the coefficients of Fλ, we obtain
T1 := c4c3d5 + c5d52 + c33 = 0,
T2 := 2 c32c4 + c42d5 + c4c3d4 + 2 c5d4d5 = 0,
T3 := 2 c32c5 + c3c42 + c42d4 + c5d42 + c4c3d3 + c4c5d5 + 2 c5d3d5 = 0,
T4 := c42d3 + 2 c3c4c5 + c4c5d4 + 2 c5d3d4 = 0,
T5 := c5(c3c5 + d32 + d3c4) = 0,
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T6 := c4c3d2 + c4c1d5 + 2 c5d2d5 + 2 c1c32 = 0,
T7 := 2 c2c32 + c42d2 + 2 c3c1c4 + c4c1d4 + c4c2d5 + c4c3d1 + 2 c5d1d5 + 2 c5d2d4 = 0,
T8 := c42d1 + 2 c3c1c5 + 2 c3c2c4 + c4c1d3 + c4c2d4 + c4c5d2 + 2 c5d1d4 + 2 c5d2d3 = 0,
T9 := 2 c3c2c5 + c4c2d3 + c4c5d1 + 2 c5d1d3 = 0,
T10 := c4c1d2 + c4c0d5 + c4c3d0 + 2 c5d0d5 + c3c12 + c5d22 + c2d5 + c3c1 + 2 c0c32 − a3 = 0,
T11 := c2d4 + c42d0 + c4c1 + 2 c3c0c4 + 2 c3c1c2 + c4c0d4 + c4c1d1 + c4c2d2
+ 2 c5d0d4 + 2 c5d1d2 − a4 = 0,
T12 := c5d12 + c1c5 + c2d3 + c3c22 + 2 c3c0c5 + c4c0d3 + c4c2d1 + c4c5d0
+ 2 c5d0d3 − a5 = 0,
T13 := 2 c3c0c1 + c4c1d0 + c4c0d2 + 2 c5d0d2 + c2d2 + c12 = 0,
T14 := c2d1 + c1c2 + 2 c3c0c2 + c4c0d1 + c4c2d0 + 2 c5d0d1 = 0,
T15 := c4c0d0 + c0 + c1c0 + c2d0 + c3c02 + c5d02 = 0,
T16 := d5(d5d3 + c3d4 + c32) = 0,
T17 := 2 d3d4d5 + d4c4d5 + 2 c4c3d5 + c3d42 = 0,
T18 := d4c3d3 + c5d4d5 + 2 d5c3c5 + d3d42 + 2 d32d5 + c4d42 + c42d5 = 0,
T19 = c5d42 + 2 c4c5d5 + d4c4d3 + 2 d32d4 = 0,
T20 := c5d3d4 + d5c52 + d33 = 0,
T21 := 2 d3d2d5 + d4c3d2 + d4c1d5 + 2 d5c1c3 = 0,
T22 := 2 d3d1d5 + 2 d3d2d4 + d4c2d5 + d4c3d1 + d4c4d2 + 2 c4c1d5 + 2 d5c2c3 + c1d42 = 0,
T23 := 2 c4c2d5 + c5d2d4 + 2 d3d1d4 + d4c1d3 + d4c4d1 + 2 d5c1c5 + 2 d2d32 + c2d42 = 0,
T24 := c5d1d4 + d4c2d3 + 2 d5c2c5 + 2 d1d32 = 0,
T25 := d2c3 + 2 d3d0d5 + d4c1d2 + d4c0d5 + d4c3d0 + 2 d5c0c3 + d5c12 + d1d5
+ d3d22 − b5 = 0,
T26 := 2 c4c0d5 + 2 d3d0d4 + 2 d3d1d2 + d4c1d1 + d4c2d2 + d4c4d0 + 2 d5c1c2
+ c0d42 + d1d4 + d2c4 − b4 = 0,
T27 := c5d0d4 + d4c0d3 + d4c2d1 + 2 d5c0c5 + d3d12 + 2 d0d32 + d5c22 + d3d1
+ c5d2 − b3 = 0,
T28 := d1d2 + 2 d3d0d2 + d4c1d0 + d4c0d2 + 2 d5c0c1 + d2c1 = 0,
T29 := c2d2 + d12 + 2 d3d0d1 + d4c0d1 + d4c2d0 + 2 d5c0c2 = 0,
T30 := d4c0d0 + d0 + d1d0 + d2c0 + d3d02 + d5c02 = 0.
Let APS denote the system of those polynomial equations. Each of those polynomials is irreducible
over the rational field Q. Obviously, Fλ has no quadratic iterative roots of type A11 because quadratic
one cannot be given by iteration of a linear one. Further, notice the same symmetry in variables ci
and di between A12 and A13, between A21 and A31, between A22 and A32, and between A23 and A33, as
implied by Lemma 2.1 of Chen et al. (2009). For example, polynomials in A12 have the same form as
polynomials in A13 if we exchange ci with di. Thus, if a result is obtained for A12, then a result for A13 is
known correspondingly by exchanging ci with di. Therefore, we only need to consider types A13, A31,
A32, A33, A41 and A42.
Substituting the degree-preserving conditions A13, A32, A33, and A41 in the algebraic system APS, we
obtain 4 semi-algebraic systems APS1, . . . , APS4, respectively. Although it is not necessary to present
all those polynomials in the 4 semi-algebraic systems, we can use the command minAssGTZ of the
computer algebra system Singular to calculate the Gröbner basis of each APSi, i = 1, . . . , 4. For APS3
we get that
either (i) b3 = b4 = b5 = 0 or (ii) c4c5 = 0.
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Clearly, (i) is a contradiction to the restriction that b3, b4 and b5 do not all vanish. (ii) is a contradiction
to the condition c4c5 ≠ 0. Therefore, APS3 has no solutions. i.e., none of iterative roots of type A33
exists. Using a similar argument, we also know that each APSi, i = 1, 2, 4, has no solutions.
Substituting the degree-preserving condition A31 in APS, we obtain a semi-algebraic system,
denoted by APS5. Solving APS5 with the command eliminate in the Singular software, we can eliminate
the variables ci s (i = 0, 1, 2) and dj s (j = 0, 1, 2, 5) and obtain the setΛ2 as expressed in Theorem 3.
Conversely, choosing λ ∈ Λ2, we solve APS5 and obtain that
c0 = c3 = c4 = d0 = d3 = d4 = d5 = 0, c1 = a4b3 ,
c2 = − a
2
4
4a3b3
, c5 = −b
2
3
a3
, d1 = a42b3 , d2 =
a3
b3
,
which gives the expressions of iterative roots of type A31, as shown in Theorem 3.
Using the above mentioned symmetry, from the result for A31 we can obtain the setΛ1 for A21, as
expressed in Theorem 3. Moreover, fromΛ1 we similarly obtain
c0 = c3 = c4 = c5 = d0 = d3 = d4 = 0, c1 = b42a3 ,
c2 = b3a3 , d1 =
b4
a3
, d2 = − b
2
4
4a3b3
, d5 = −a
2
3
b3
,
which gives expressions of iterative roots of type A21, as shown in Theorem 3.
Finally, we similarly substitute the degree-preserving condition A42 in APS and obtain a semi-
algebraic system, denoted by APS7. Using the command eliminate in the Singular software, we
eliminate the variables ci s (i = 0, 1, 2, 3) and dj s (j = 0, 1, 2, 5) and obtain the set Λ3 as expressed
in Theorem 3. This completes the proof. 
In Theorem 3 the necessary and sufficient condition (i.e.,Λ3) is given in the case of A42, but we are
not able to compute iterative roots in this case. Actually, in this case the computation of iterative roots
needs much more memory than our PC computer.
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