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It is shown how a certain class of triple series equations involving the generalized 
Laguerre polynomials can be reduced to some triple integral equations involving 
Bessel functions. Making use of an Erdelyi-Kober operator of fractional integra- 
tion, an exact solution of these triple integral equations is obtained. An exact 
solution of the triple series equations is then deduced fairly easily in view of the 
aforementioned simple and practical connection. ‘r’ 1990 Acadennc Press. Inc 
1. INTRODUCTION 
Various classes of dual and triple equations involving, for example, 
trigonometric series, the Fourier-Bessel series, the Fourier-Legendre series, 
the Dini series, and series of Jacobi and Laguerre polynomials, arise in the 
investigation of certain types of mixed boundary value problems in poten- 
tial theory (cf. [8, Chap. 51; see also [12]). Motivated by these avenues of 
applications, several authors including Ashour [l], Cooke [2], Lowndes 
[S], Sneddon [8], Tranter [15, 163, and Williams [17,18] have 
demonstrated interesting connections between dual and triple integral 
equations with Bessel function kernels and dual and triple series equations 
involving certain functions orthogonal on a finite interval. On the other 
hand, Lowndes [3,4], Srivastava [9, 10, 111, Srivastava and Panda [14], 
and others have investigated the solutions of some dual and triple series 
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equations involving the generalized Laguerre polynomials Z.:‘(X) defined 
by (cf., e.g., [7, p. 2401) 
(n = 0, 1, 2, . ..). (1.1) 
which indeed satisfy the orthogonality property [ 13, p. 74, Eq. (19)]: 
= qcr+n+ l)g 
n! m.n (a > - 1; m, n = 0, 1, 2, . ..). (1.2) 
where 6,,,, denotes the Kronecker delta. 
The object of the present paper is first to show that the problem of 
solving a certain class of triple series equations involving the generalized 
Laguerre polynomials (1.1) can be reduced to that of solving some triple 
integral equations in which the kernels involve the Bessel function J,(z) 
defined by 
J,(z)= f wm4 
I’ + 2n 
.=,n! r(v+n+ 1) 
(I4 <Co). (1.3) 
Making use of a slightly modified form of the Erdelyi-Kober operator of 
fractional integration, we then obtain an exact solution of these triple 
integral equations. Finally, we apply this simple and practical connection 
with a view to deducing an exact solution of the triple series equations 
considered here. 
2. THE TRIPLE SERIES EQUATIONS 
Denote by I,, Z2, and Z3 the following open intervals on the positive real 
axis: 
I,= {x:O<x<a}, Z,= {x:a<x<b}, z3= (x:x>b}. (2.1) 
Also let /I 2 c1> - 1 be real parameters, and suppose that fi (x), f3(x), and 
g*(x) are some suitably prescribed functions. We shall first consider the 
triple Laguerre series equations: 
where the coefficients A, (n = 0, 1, 2, . ..) are to be determined. 
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Since, by hypothesis, p > a, we can set 
p=a+/l+m (a> -1;0<1,<1;m=o, 1,2 )... ), (2.4) 
and make use of the derivative formula: 
X-2Ca+AJ-l (-C-~{*2L3+rL~Pi(;X2)} 
r(j?+n+ 1) L(“il) $2 
=T(a+I+n+l) n 2 ( > ’ 
(2.5) 
which follows from a well-known result for the Laguerre polynomials [7, 
p. 2411 in view of the operational identity: 
(;Lc)“Ex-l ($iTx (m=O, 1,2 )... ). (2.6) 
We thus find from Eq. (2.3) that 
where, for convenience, 
h2(X) = x -2(a+l)-1 {X 
2(a+l+m)+lg2(X)}, (2.8) 
so that h2(x) is a known function. 
When A= 0, the triple series equations (2.2) and (2.7) can be solved 
immediately by using the orthogonality property (1.2) with x replaced by 
ix’. Thus, in order to solve the triple series equations (2.2) and (2.3) 
compZeteZy, it is sufficient to solve the triple series equations (2.2) and (2.7) 
when 0 < A < 1 and CI > - 1, and with the function h2(x) defined in terms 
of the prescribed function g2(x) by Eq. (2.8). 
3. THE TRIPLE INTEGRAL EQUATIONS 
With a view to transforming the triple series equations (considered in the 
preceding section) into a set of triple integral equations with Bessel 
function kernels, we represent the coefficients A, in Eqs. (2.2) and (2.7) in 
terms of an unknown function A(t) by 
A, = 2-n s OcI f2n+l e-(l/2)t2 A(t) d (n = 0, 1, 2, . ..). (3.1) 0 
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invert the order of summation and integration, and make use of the 
familiar generating function (cf. [13, p. 171, Problem 221): 
We thus find that A(t) is the solution function of the triple integral 
equations: 
%,14x) =f(x) and %.x+j,A(x) = M-Y), (3.3) 
where O<A<l, CI> -1, and 
t’-“J zq+aW) A(t) dt 
denotes the modzjied Hankel transform (cf. [8]) with the inversion 
formula: 
~“,,‘A(x)=~+.*-,A(x). (3.5) 
The functions f(x) and h(x), occurring in Eqs. (3.3), are given by 
with 
f(x)= i f,(x) and h(x) = i k(x), (3.6) 
r=l ,=I 
J(x)={~,(~)’ z;: and h,(~)={i(~)’ z:: (i=l,2,3), (3.7) 
9 I 3 I 
where fr(x), ST(x), and &(x) are known functions, and f2(x), h,(x), and 
h3(x) are unknown functions to be determined. 
4. DERIVATION OF THE SOLUTION 
To derive the solution of the triple integral equations in (3.3), we shall 
make use of the following slightly modified form of the familiar Erdtlyi- 
Kober operator of fractional integration (cf. [S]; see also [6, p. 69, Eqs. (3) 
and (4)]): 
i 
2x-2(“+vJ * 
s T(a) 0 
(x2-t2)“-‘tZq++‘f(t)dt (a>017 
q,ta, xl f(x) = 
X -2(=+rl)--1 d .y 
r(a+l) z 0 s 
(~~-t~)~t~~+‘j-(t)dt (-l<cr<O), 
(4.1) 
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where 0 <a < x. The inverse operator S$ is given by 
q&4 x)f(x)=~~+,~.(a,X)f(X), (4.2) 
and an important relationship between this operator and the modified 
Hankel operator YV,l given by (3.4) is shown in [8] to be 
27 q+r,B(o~ xl %,f(x)=~~.@+pf(X). (4.3) 
Operating upon both sides of the second equation in (3.3) and using the 
relationship (4.3), we find that 
~,.A(x)=~+%.-%(O,x)h(x). (4.4) 
The left-hand sides of (4.4) and the first equation in (3.3) are now identi- 
cal. Evaluating both of these equations on the interval I,, Eq. (4.4) on z~, 
and the first equation in (3.3) on I,, we obtain 
%,Ax)= %-,,A.-% 
i 
fl(x)=~+%,~%(o,X)~l(X), XEZl, 
(02 a) ~l(x)+~+%,-,(~, x) W), XEZ*, (4.5) 
f3(x), xsz,. 
Now apply the inversion formula (4.2) and we shall find from the first 
part of Eq. (4.5) that 
h,(x)=%,,(O,x)f,(x), XEZl, (4.6) 
so that h,(x) is expressed in terms of the known function fi(x). Substituting 
this expression for h,(x) into the second part of Eq. (4.5), we find that all 
three parts of Eq. (4.5) are equivalent to the following equations: 
%,AX)=L(X)> xEZ, (i= 1, 2, 3), (4.7) 
where fi(x),f3(x), and 
fAx)=%+i.,-1 (0, a)~,~(O,x)f,(X)+~+~,-A-(u, .x)Mx) (4.8) 
are all known functions. 
Using the definition (4.1) it can easily be seen from (4.8) that 
f2(x) = _ 2xp2’ sin(ln) 
71(x2 - f.z*y I 
a 24”+ ‘(a2 - u2)’ 
fi(u) du CJ x2 - u2 
X 
-2Or-1 d x 
+I-(1-l)dx a 
~- (x2-t2)--lt*(or+1)+lh2(f)dt, 
s 
O<A<l, (4.9) 
where h2(x) is the known function defined by (2.8). 
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If we now apply the formula (3.5) to invert Eq. (4.7), we shall obtain the 
exact solution of the triple integral equations in (3.3) in the form: 
A(t)=~,-.{H(a-r)f,(t)+ [H(t-a)-H(r-h)lf2(f)+H(t-b)S~(r)), 
(4.10) 
where H(x) denotes the Heaviside unit function. 
In view of (3.4), the solution (4.10) can easily be rewritten in its equivalent 
form: 
Finally, since 
s 
nc 
t a+Zn+l e- (l/ZPJ#) &I[ = 2”fl! -p ,-w2p cl> -1, 
0 
(4.12) 
upon substituting from (4.11) into the equations (3.1), if we invert the 
order of integrations, we find that the coefficients A, (n = 0, 1, 2, . ..) satis- 
fying the triple series equations (2.2) and (2.3) are given by 
.xza+l e (n=O, 1,2, . ..). (4.13) 
where f2(x) is defined by Eqs. (4.9) and (2.8), and [cf. Eq. (2.4)] 
fi=u+l+m (a> -1;0<1<1;m=O, 1,2 ,... ). 
The triple series equations (2.2) and (2.3) can indeed be solved in a 
similar manner when LY > /I > - 1, and the details may be omitted. 
5. CONCLUDING REMARKS 
As already pointed out by Srivastava [ll, p. 1401, the scope of our 
technique of solving dual and triple Laguerre series equations by reducing 
them to certain dual and triple integral equations involving Bessel func- 
tions is fairly limited. It does not seem to apply, for example, to the triple 
Laguerre series equations (2.2) and (2.3) with c( and 0 occurring in the 
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r-functions replaced by v and o‘, respectively. Indeed, in some of these 
more general situations, the multiplying factor technique as well as the 
method by reduction to Abel integral equations can be applied. 
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