[1] In this study, we assess probability density functions of hydraulic heads and specific discharges in three-dimensional bounded heterogeneous porous media by Monte Carlo (MC) simulation. We discuss their empirical shapes and demonstrate that the intuitive use of obvious information on boundedness leads to parametric distribution functions, which fit surprisingly well. On the basis of statistical moments of hydraulic heads and velocities up to fourth order, we discuss the spatial dependence of the empirical distributions and their dependence on the variance of log conductivity. Comparison of the first and second central moment to the results from classical numerical first-order second-moment (FOSM) analysis reveals that FOSM predicts these moments surprisingly close for hydraulic heads. On the basis of this fact, we demonstrate that fitting the chosen parametric distributions for hydraulic heads to FOSM moments is promising for the sake of estimating exceedance probabilities. Our MC scenarios vary in variance of log conductivity (0.125 to 5.0), in the type of multivariate dependence, in correlation scale and types of boundary conditions. Our study illustrates that in contrast to the common assumption, FOSM is a reasonable choice for evaluating multivariate and univariate moments for heads, if used in conjunction with additional information on distribution shapes. In the absence of utilizable additional information, we demonstrate that secondmoment methods are mostly inadequate for assessing distributions accurately. Significant deviations from Gaussian distributions occurred for discharge components even at a variance of log conductivity as low as 0.125, and we found that the distributions of transverse discharge components are extremely fat-tailed. The observed non-Gaussianity questions the results of approximate approaches in solute flux and dispersion studies where velocity fields are assumed to be multi-Gaussian and then directly represented by or generated from their covariances. The main implication is to apply more accurate schemes such as exact non-local methods, extensive MC or higher-order stochastic Galerkin approaches, and to include higher-order moments, at least if no additional assumptions on the shape of distributions are available or justifiable.
Introduction
[2] Most stochastic analyses of flow in heterogeneous porous media evaluate first and second stochastic moments of flow-related variables and mainly differ in the order of approximation or level of accuracy. First-order secondmoment analysis (FOSM) is a conceptually simple and computationally quick way to approximate mean values and variances of dependent quantities in stochastic differential equations such as the stochastic flow equation. One particular strength of numerically based FOSM methods is their ability to handle arbitrary domain geometries, arbitrary boundary conditions and arbitrary trends in the conductivity field [e.g., Kitanidis, 1997, pp. 196] . When cleverly exploiting problem geometries, using the adjoint-state sensitivity method [Sun, 1994] and FFT-based methods for handling stationary or intrinsic covariance functions [e.g., Nowak et al., 2003; , FOSM methods outrun most other numerical methods while being conceptually simple. This holds especially when stochastic moments at only a few locations are required.
[3] The mathematics quickly become quite intractable beyond first-order second-moment analysis. Still, there is a list of studies that account for higher-order effects in the stochastic flow equation when assessing first and second moments. For an overview of analytical perturbation and expansion methods, we refer to the books of Rubin [2003] and Zhang [2002] .
[4] The restriction to bounded domains with arbitrary boundary conditions reduces the number of available ana-lytical results [e.g., Paleologos et al., 1996] for the stochastic flow problem. Available numerical methods include exact non-local formalisms for solving the stochastic moment equations [e.g., Guadagnini and Neuman, 1999] , higher-order perturbation approaches based on polynomial expansion [e.g., Chaudhuri and Sekhar, 2005] , combinations of polynomial expansions with Karhunen-Loeve expansions of the conductivity field [e.g., Zhang and Lu, 2004; Lu and Zhang, 2004] or stochastic Galerkin procedures invoking the concept of polynomial chaos or the Askey scheme together with the Karhunen-Loeve expansion [e.g., Ghanem, 1998; Xiu and Karniadakis, 2002; Matthies and Keese, 2005] . Most of these methods, with their polynomial expansions truncated at first order and with no further significant approximations in the representation of the random field (no significant truncation of the KarhunenLoeve expansion) converge toward traditional FOSM at a similar computational complexity and with comparable results.
[5] In spite of the large range of numerical methods, studies that deal with moments of third order or higher are hard to find. As a matter of fact, the authors are not aware of any analytical expressions for skewness and kurtosis of flow variables in the literature. Only in a very recent study, Li and Zhang [2007] discuss the reconstruction of probability density functions from higher-order stochastic expansion approaches by sampling methods.
[6] In absence of higher-order moments and better knowledge, the most common explicit or implicit assumption that accompanies second-moment analysis is that the analyzed quantities obey univariate or multivariate normal distributions, which constitutes a maximum-entropy assumption on the distribution shape. For example, Cvetkovic et al. [1992] and Dentz et al. [2002 Dentz et al. [ , 2003 perform Monte Carlo (MC) studies with velocity fields directly generated from their first-order covariances in order to examine the large-time limits of ensemble dispersion, local-scale dispersion and other transport-related quantities without having to solve the flow equation repeatedly.
[7] Mostly, however, log conductivity is assumed to be Gaussian, so that the independent parameter used in the flow equation is lognormal instead of normal to begin with. Although the groundwater flow equation reveals a linear relationship between heads and source terms, the relationship between log conductivity and heads is well known to be non-linear. This results in non-Gaussian statistical distributions of both hydraulic heads or velocities, especially for cases with a high variance of log conductivity: For example, the increasing skewness and kurtosis of velocity components with increasing field variance of log conductivity has been demonstrated by Englert et al. [2006] . We suspect that ignorance of higher-order moments and/or of the actual distribution shape may have severe consequences for the accuracy of macro-transport theory, stochastic system analyses or design tasks under uncertainty.
[8] For example, the evaluation of exceedance probabilities in risk assessment and stochastic design requires assumptions or knowledge of the actual shape of distributions. Assuming the normal distribution to obtain confidence intervals from second moments may be highly inaccurate if the actual distribution differs significantly from the normal. In some cases, however, workarounds may be found. To give an example, deal with the stochastic design of funnel and gate systems. They argued that mass flux capture efficiencies of funnel and gate systems are designed close to their physical maximum of 100%, hence have asymmetric bounds and thus are heavily tailed toward smaller values, following an otherwise unknown distribution shape. To evade this problem, they hypothesized that stream function values at the plume and at gate edges follow a quasi-Gaussian distribution since they are sufficiently far from any physical bounds. Then, they used their statistics in their design procedure. Unfortunately, such workarounds to find adequate pseudo Gaussian variables with almost-linear relations to the uncertain parameters are available in very few cases only.
[9] Amid general higher-order effects that cause nonGaussian behavior of dependent quantities, there are at least two distinct ones that affect the shape of distributions: First, the physical requirement of non-negativity constitutes a one-sided bound for some dependent quantities. The specific discharge, for example, is practically non-negative in the direction of mean flow in all but the unlikely case that high-contrast structures in conductivity lead to a local reversal of flow. Second, boundary conditions may cause the range of admissible values to be bounded. For example, hydraulic heads between two Dirichlet boundaries in absence of recharge and discharge are bounded to the interval between the fixed-head values at the boundaries. A comparable behavior is that solute concentrations are bounded between zero and some initial or fixed concentration value, as has been demonstrated by Caroni and Fiorotto [2005] .
[10] We expect the distribution shapes of flow-related quantities to depend on the vicinity to a restricting boundary, and hence on space in general. This change in distribution shape is accompanied by well-studied effects such as the dependence of variance on the distance to the boundaries in bounded domains [e.g., Paleologos et al., 1996; Zhang and Winter, 1999] . In order to investigate these effects and the distance to Gaussianity in this study, we evaluate empirical probability density functions for all quantities of interest. We do this on a dense grid of observation locations in order to visualize and quantify the spatial dependence of distribution shapes. Fitting parametric distributions that honor boundedness to these empirical distributions is quite tempting, and we demonstrate how close an intuitive choice of parametric distributions can get to the empirical distributions. The spatial change of distribution shapes is also visualized by plotting empirical higher-order stochastic moments in space.
[11] Englert et al. [2006] provide an excellent overview over the large number of recent three-dimensional Monte Carlo studies on stochastic flow, which we summarized here in brief. The Monte Carlos studies by Dykaar and Kitanidis [1992] and Englert et al. [2006] use low numbers of realizations (n r 10), but resolve their domains finely with more than 10 7 elements, so that they can obtain stochastic moments by spatial averaging of statistics through invoking the principle of ergodicity. Other authors such as Naff et al. [1998] or Neuman et al. [1992] use higher numbers of realizations with n r = 900 and n r = 500, respectively.
[12] For the purpose of evaluating space-dependent empirical probability density functions, however, a much higher number of realizations is required. Most of all, simple spatial averaging is not applicable since it would destroy the desired spatial information. In our study, we use n r = 25,000 realizations. For an adequate spatial resolution at bearable computational costs, we choose a spatial resolution by %2.5 Â 10 5 elements in each realization. In order to improve the convergence of our MC results, we define the horizontal transverse direction to be periodic. In this case, all statistics are invariant with respect to translation in y, and we apply averaging of statistics along that direction without destroying spatial information along the other directions.
[13] Besides assessing the spatial dependence of distribution shapes and the distance to Gaussianity, we also assess how good first-order second-moment (FOSM) approximations to the mean and variance of distributions are, compared to empirical moments from Monte Carlo analysis (MC). We will demonstrate that, in some cases, these two moments are approximated sufficiently close by FOSM techniques. Subsequently, we hypothesize parametric distributions that honor external knowledge on boundedness and match them with the FOSM-based moments to again test the closeness of the resulting fit.
[14] The analysis of empirical distributions, fitting parametric distributions and matching with FOSM-based moments is performed for a set of Monte Carlo scenarios which differ in the variance of log conductivity. We repeat the same analysis for a second set of Monte Carlo scenarios which focuses on the influence of spatially connected extreme values, using the transformed fields introduced by Zinn and Harvey [2003] . Additional investigations deal with different boundary conditions, and with more or less ergodic domains. All of these scenarios use a constant anisotropy ratio of the random conductivity fields. ]. Under steady-state conditions without internal sources and sinks, mass conservation yields the steady-state groundwater flow equation:
with W and @W = @W no [ @W D denoting the domain and its boundary, which we have restricted to Dirichlet and no-flow conditions for the greatest part of our simulations.f is a prescribed head function,q is a prescribed flux function (set to zero in most simulations) and n is the unit normal outward vector. We implemented a vectorized Standard Galerkin Finite Element Method (FEM) code specialized to regular grids and a tailored geometric multigrid PCG solver [e.g., Press et al., 1992] in MATLAB (R2006b) to efficiently discretize and solve the flow equation (equation 2) in O(n g log n g ), n g being the number of grid nodes. The FEM code used cuboidal elements with trilinear interpolation for f and element-wise constant values of K. FEM-consistent velocities are non-conforming across element edges. Preferring consistent velocities over non-conforming techniques (such as discussed by Cordes and Kinzelbach [1992] ), we restricted our stochastic analyses to consistently evaluated specific discharge components at element centers.
[16] Our flow domain is three-dimensional, sized L x Â L y Â L z = 100 m Â 50 m Â 25 m. We chose periodic boundary conditions along the y-direction (for reasons explained in section 2.3), while the z-direction boundaries were assigned no-flow conditions. The x-direction, being our direction of mean flow, was assigned to have Dirichlet boundaries with a head difference of Df = 1 m, satisfying the required periodicity in y-direction. The domain was discretized by 80 Â 64 Â 48 elements (n e = 245,760) with n g = 257,985 nodes to fit the coarsening procedure of our solver. One flow simulation took an average of 8 multigrid PCG iteration steps and 26 seconds with a relative error norm L 2 = 10 À10 , running on a contemporary desktop computer.
Generation of Random Log Conductivity Fields
[17] We consider second-order stationary fields of Y = ln K with known mean Y . The fields are multivariate Gaussian with anisotropic exponential or spherical covariance functions:
where s Y 2 is the variance, h r [À] is the spherical range parameter, and h[À] is the (anisotropic) effective separation distance scaled by the correlation length scales l i [L], i = 1, 2, 3:
Here d[À] is a microscale (smoothing) parameter relative to l i [Kitanidis, 1997] , and h i is the separation vector component in direction i. Because conductivity is not defined on arbitrarily small scales, it is justified to define it smooth on the local scale, like the moving average of a noisy sub-scale process. The microscale parameter d acts like a microscale filter on the generated random fields. It also reduces fine-scale stochastic noise in all dependent quantities, improving the convergence of our MC results.
[18] A second type of random fields is obtained from multivariate Gaussian fields Y by the bijective transformation:
as described by Zinn and Harvey [2003] , in which Y 0 = Y À Y and j Á j is the absolute value. This transformation maintains univariate Gaussianity, but installs a more complex multivariate structure: Y (+) has inclusions of high values in a connected low-value background and Y (À) has low-value inclusions in a connected high-value background. Prior to transformation, Y has low and high-value inclusions in a connected mean-value background. The transformation also changes the correlation structure and therefore requires the correlation length to be multiplied by a factor of 5/8 to install the same integral scale of the transformed fields as in the base case scenarios. All random conductivity fields were generated to be periodic along the y-direction, matching with the periodic boundary conditions of the flow equation. We implemented the FFT-based fast and exact random field generator by Dietrich and Newsam [1993] , taking less than one second per realization on our computer.
Monte Carlo Analysis
[19] Our MC scenarios differ in variance of log conductivity within the range of 0.125 s Y 2 5, in the type of multivariate dependence, correlation scale and boundary conditions. A complete list of scenarios and statistical properties of the corresponding random conductivity fields is shown in Table 1 . The correlation length scales are deliberately chosen to be relatively large compared to the domain size in order to observe well-pronounced boundary effects over large parts of the computational domain. Scenario 13 served as a more ergodic case for comparison.
[20] We consider the following random variables: log conductivity Y = ln K, hydraulic head f, specific discharge components q x , q y and q z , and total discharge Q x . In our analysis, we normalized these quantities:
where Df is the head difference between the Dirichlet boundaries. For normalization, we used the effective hydraulic conductivity for isotropic media, K e = exp( Y + s Y 2 /6) [e.g., Gelhar and Axness, 1983; King, 1987] , the mean hydraulic gradient I 0 = Df/L x , and the cross-sectional Area A. After normalization, Q* x should be unity for an ergodic and isotropic domain. We are aware that scaling with exp(s Y 2 /6) is valid for statistically isotropic and ergodic media only [e.g., Rubin, 2003 ], but we still use it in our anisotropic non-ergodic case as approximate scaling. The numerical value of K e in each realization is the isotropic ergodic theoretical value for K e corrected by the respective value of Q* x , and the empirical ensemble expectation of K e is the theoretical K e times the empirical ensemble mean of Q* x .
[21] For each random variable s = {Y, f*, q* x , q* y , q* z , Q* x } we recorded finely resolved histograms with relative frequencies f s :
sampled on a 21 Â 17 Â 13 grid of locations x (every fourth node in each direction) with bin index c, bin center C c , lower and upper bin limits L c and U c , constant bin width and an auto-adaptive number of classes initially set to n c = 200. I( Á ) is an indicator function that returns a value of unity if the condition specified inside the brackets is true, and zero otherwise. Of course, Q* x has no space dependence. In order to better resolve, visualize and discuss spatial trends in the behavior of space variables, we assessed the following empirical statistics on the entire finite element grid:
where m s , s s 2 , g s and h s are estimators of the ensemble mean, variance, skewness and kurtosis, respectively, x is the location, and m s , s s 2 are unbiased. The definition of kurtosis used here is also known as kurtosis excess, where the Gaussian distribution has a kurtosis of zero.
[22] The effect of periodicity in y-direction is that all statistics are invariant with respect to y, so all statistics can be averaged along the y-axis without loss of spatial information. This significantly improves the efficiency and , random field type is multi-Gaussian, covariance model is exponential, using the specified field variance s Y 2 and correlation length scales l x , l x and l z . Y (+) and Y (À) indicate transformed fields according to equation (6) [Zinn and Harvey, 2003] . The scale factor of 5/8 maintains the integral scale of the transformed fields. In all cases, the microscale parameter is d = 0.25, the discretization is n e = [80 Â 64 Â 48] and the number of realizations is n r = 25,000. accuracy of our analysis. We perform this averaging in a post-processing step so that we can compare the moments before and after averaging. The Monte Carlo code was implemented in MATLAB and directly coupled to the random field generator and the FEM modules to obtain all statistics on-the-fly. The total average CPU-time per realization was at about 55 seconds.
[23] For a small number of reference locations, we kept all simulation data to check convergence using jackknife methods [e.g. Wonnacott and Wonnacott, 1990] . For relative frequencies we assume the binomial distribution with n = n r and p = f s /n r for each bin, which is asymptotically exact for large n c and large n r . Hence histogram counters have a coefficient of variation of CV = (n r f s ) À1/2 , e.g., CV = 0.02 for a histogram bin with relative frequency of f s = 10%. The statistics of Y were used to assure the exactness of the random field generator. Further aspects of convergence are discussed at the end of section 3.1.
First-Order Second-Moment Analysis
[24] For comparison to the stochastic moments from MC analysis, we perform first-order second-moment analysis to yield approximate mean values, variances and covariances of all dependent random variables s. To evaluate the expected value of all dependent variables, we use the zero-order approximation obtained by solving the flow equation with the homogeneous value of K g = exp( Y ). For variances and covariances, we linearized the flow equation about K g using a Jacobian matrix H s derived from adjointstate sensitivities (see Appendix A):
The advantage of adjoint-state sensitivities over direct numerical differentiation is that only one differential equation (which is formally identical to the flow equation in our case) needs to be solved to obtain H s for one dependent variable at one location of x j , regardless of the number of elements n e .
[25] In this study, unlike in practical applications, we wish to evaluate the moments of the state variables at all locations x j in the domain. Exploiting symmetry of the problem and periodicity in y-direction, only 1025 positions x j were required to cover the sensitivities of all values of one variable with respect to all values of ln K (the lower left 41 Â 25 quarter of the x, z plane at an arbitrary y-position). With only one sensitivity of Q x with respect to Y, this totaled 5126 adjoint-state problems for all dependent variables (1025 for f, q x , q y and q z each, plus one for Q x ).
[26] Given the sensitivities H and an auto-covariance matrix C YY of Y = ln K evaluated according to equations (3) or (4), linear error propagation yields the cross-covariances between Y and dependent variables s and autocovariances of dependent variables s:
The space-dependent variance of a dependent variable s can directly be read from the diagonal of C ss . In order to efficiently evaluate equations (14) and (15), we use fast and exact spectral methods for multiplication of covariance matrices as described by Nowak et al. [2003] .
Fitting Parametric Distributions
[27] We restrict most of our analyses of random flow variables to two-parameter probability distributions, since their parameters could be directly inferred from first and second stochastic moments, if desired. In absence of any other information than first and second moments, the maximum-entropy univariate probability density function (pdf) that satisfies these moments is the Gaussian. However, physical properties of an observed system may imply boundedness of a stochastic variable, suggesting to apply other parametric distributions. A simple two-parameter distribution that honors non-negativity is the lognormal distribution, and a two-parameter distribution that honors two-sided boundedness is the beta-distribution with support of [0; 1]. The corresponding probability density functions, mean values and variances are provided in Table 2 . For properties of these distributions, see article by Evans et al. [2000] . For some quantities, we will also make use of the family of exponential power distributions, which includes the Laplace and the Gaussian distributions as special cases for k = 1 and 
, respectively. The corresponding moments have been taken from integral tables [Abramowitz and Stegun, 1972] .
[28] In order to fit these parametric distributions p s (a, b, k) (k is only required for the exponential distribution family) to the histograms obtained from the MC analysis, we used maximum-likelihood estimation (MLE) [e.g., Law and Kelton, 1992] . The MLE parameters (a, b, k) of a chosen parametric distribution maximize the log likelihood log L for observing an empirical histogram when sampling from the respective parametric distribution:
We fitted the same parametric distributions p s to the moments obtained from our FOSM or MC analysis by matching the moments (MM). For this purpose, we rearranged the expressions for mean and variance provided in Table 2 for the parameters (a, b, k).
[29] The quality of fitting between parametric distributions p s and empirical curves f s from our histogram analysis was assessed using a one-sided c 2 hypothesis test on a a = 5% significance level based on the test statistic
where DP s is the portion of the parametric distribution falling into the respective histogram bin. Because we do not expect our empirical choice of parametric distributions to be exact, we set
The first term corresponds to the standard c 2 -test for distribution fitting. Without further modification, given the high number of realizations used in our analyses, the histograms would have to almost exactly resemble the tested parametric shapes in order to pass the test. Hence we use the additional relative error e err in order to allow a slight model misfit between parametric and empirical curves, here
. c h,1Àa
2 is the 1 À a quantile of the c 2 -distribution with h = n c À n p degrees of freedom, n p is the number of fitted parameters in p s and n c is the number of classes.
[30] Later we will see that we encounter many fat-tailed distributions (i.e., with a kurtosis greater than the Gaussian, h > 0), so we are concerned about the quality of fit in the tails. While the c 2 -test is good to check the quality of fit between histogram and parametric distributions, it would not detect insignificant but systematic mis-estimation of distribution tails. Insignificant but systematic mis-estimation may sum up in cumulative distribution functions to significant mismatches of the far tails. To test for this type of misfit, we additionally apply the Kolmogorov-Smirnov (KS) test, where the absolute deviation between cumulative frequencies and the cumulative distribution function is assessed:
Here F s are the cumulative relative histogram frequencies from our MC analysis and P s are the corresponding cumulative probabilities of the fitted parametric distributions. The critical value of the test statistic for n r > 35 is given by
with a significance level of a = 5%. We again expect (and are willing to accept) a model error of the fitted parametric distributions on top of the pure statistical noise considered by the standard KS-test. Therefore we subtract an extra 1% model error (chosen subjectively) from the value of KS test before evaluating the test criterion. Hence, if a fitted curve passes this modified KS-test, the corresponding cumulative density function does not differ from the empirical one by more than 1% except for statistical noise.
Results and Discussion

Spatial Dependence of Distribution Shapes
[31] Per definition of our domain setup and MC scenarios, all statistics are invariant along the y-direction. In general, the z-direction will show less variation than the xdirection. This implies that, apart from their role in defining the mean flow direction, lateral boundaries are less influential on the space dependence of stochastic heads and velocities. In order to visualize the spatial dependence of the histograms along the x-direction, we plot empirical probability densities along the centerline of the domain. For a better overview of spatial dependence in all directions, we also plot empirical stochastic moments in space. In the following, we discuss these results for all variables of interest.
[32] Figures 1 and 2 show these plots (empirical probability densities and moments, respectively) for normalized hydraulic heads f*. The Dirichlet boundary conditions for head restrict the values of normalized head to a range between zero and unity. This causes the shape of its distribution to be similar to the beta distribution, where the mean exhibits the expected linear trend along the direction of mean flow. The variance is forced to zero at the boundaries because of the Dirichlet boundary condition Figure 1 . Evolution of the empirical probability density of normalized hydraulic head f* = f/Df on the centerline along the main direction of flow for scenario 6 (s Y 2 = 2.5).
and increases toward the center of the domain [e.g., Zhang and Winter, 1999] . The restriction of values to the interval of [0; 1] forces the distribution to be asymmetrical close to the boundaries, leading to a negative skewness near the inflow boundary and to a positive skewness near the outflow boundary. Close to the center of the domain, the distribution is almost Gaussian: the asymmetrical boundary influence vanishes if the distribution is far from the interval boundaries, so that both skewness and kurtosis approach values of zero. As a consequence, for smaller variances of log K, the region where a Gaussian distribution prevails and passes the corresponding fitting tests has a larger extent than for larger variances. As an empirical rule of thumb based on this behavior, we suggest to trust the Gaussian shape at all locations in the domain where the bounding Dirichlet values are at least three standard deviations away from the mean value, i.e., when the 99% confidence interval of the assumed Gaussian is not cut off.
[33] The spatial dependence in the statistics of q* x , q* y and q* z is less pronounced by far (see Figure 3) . The empirical pdf of the normalized longitudinal discharge component q* x is similar to a lognormal distribution with almost no spatial dependence along the x-axis. The empirical pdf for the normalized vertical discharge component q* z along the main direction of flow is shown in the bottom part of Figure 3 . There seems to be no change in the distribution near the boundaries except for a smaller variance, which is caused by the prescribed pressure isosurface at the upstream and downstream boundaries. If we had evaluated velocities at nodes instead of at element centers, the variance would be exactly zero at x = 0 and x = 100. The distribution of q* y looks almost identical to that of q* z and is not shown here. The transverse components have conspicuously long and fat tails, which are not representable by a Gaussian distribution. The tails have been cut off in Figure 3 . For example, q* y had quantiles of Q 90% = 0.31, Q 99% = 1.6, Q 99.9% = 4.2, Q 99.99% = 8.8, and had its maximum observed value at q* y = 117.7.
[34] As a consequence of the lateral no-flow boundary conditions at the top and the bottom of the domain, there is a slight focusing of the mean z-component to the mid-level (z = 0.5L z ) of the domain, and a strong but thin focus area of the x-component along the top and bottom boundaries, as can be seen from Figure 4 . The general pattern in the variance of discharge components ( Figure 5 ) shows almost-zero variance of q* y and q* z at the upstream and downstream boundaries, almost-zero variance of q* z at the top and bottom no-flow boundaries. There is a corresponding increase of variances in q* x and q* y at the top and bottom of the domain because vertical discharge close to the no-flow boundaries is redirected into horizontal directions. As already discussed and demonstrated by many authors, the variances of the specific discharge components are influenced by the boundaries only in a region that is thinner than one correlation length [e.g., Englert et al., 2006; Rubin, 2003; Zhang, 2002] . Higher-order features of the distributions of discharge components (not shown here) hardly depend on location, but depend heavily on the variance of ln K, as discussed in the next section. Skewness and kurtosis are increasing toward the boundaries for all quantities. For discharge components, this happens within a region as thin as one correlation length, making the stochastic problem seemingly more non-linear within these regions.
[35] Figures 2, 4 and 5 show the moments averaged along the y-direction in the left halves of the domain, and prior to averaging in the right halves. The distributions of f* are very well-behaved with a relatively small variance compared to their spatial trends (especially close to the Dirichlet boundaries); hence their moments are virtually free of noise before averaging. This is entirely different for the moments of discharge components: Because of the fat and long tails of their distributions and their relatively large variational coefficients, the impact of few but very extreme realizations on the statistics is substantial (increasing with order of the moments), and n r = 25,000 is insufficient to obtain satisfactory moments prior to averaging. Only after averaging along the y-direction are the mean and variance sufficiently free of noise to our satisfaction. The higher-order moments of discharge components, especially those of the transverse ones, are noisy even after this averaging and yield robust values only for larger volume averages including the other dimensions. The degree of convergence of our MC analysis for stochastic moments is shown in Figure 6 as 95% confidence intervals. The values and confidence intervals in Figure 6 have been computed for point values of f* and for volume averages of q* i averaged over a pseudo-stationary volume taking 1/8 of the domain, as also in the articles by Dykaar and Kitanidis [1992] and Englert et al. [2006] . For fully resolved three-dimensional moments or instationary covariances between flow variables in bounded domains, we must recommend vastly higher numbers of realizations.
Dependence of Distribution Shapes on the Variance of log K
[36] The shapes of the empirical distributions depend heavily on the variance s Y 2 of log conductivity. Figure 7 shows a set of empirical distributions at specific locations for s Y 2 differing in the range from s Y 2 = 0.125 to s Y 2 = 5. It also shows maximum-likelihood fitted parametric distributions. The parametric distributions are chosen to honor physical restrictions like non-negativity or two-sided boundedness.
[37] For hydraulic heads f*, we show results at the location (x, y, z) = (0.8L x , 0.5L y , 0.5L z ) in Figure 7 (top). This position, being off-center in the x-direction, evidently demonstrates how the boundedness of admissible values for f* is becoming increasingly important with increasing s Y 2 , inducing an asymmetrical distribution as head fluctuations approach the restricting boundary value. The gradual change from a Gaussian distribution to a highly skewed one is quite obvious. Since the Dirichlet boundary conditions lead to the same effect near the outflow boundary, we hypothesize a behavior similar to the beta-distribution (see Table 2 ). The corresponding maximum-likelihood fit of beta distributions to the set of empirical distributions is shown as solid lines, revealing an almost suspiciously tight fit. Neither the c 2 test according to equation (17) nor the KS test according to equation (19) rejected this hypothesis for any of the tested curves shown here. Small-variance cases with Gaussian distributions are covered by the beta distribution since it asymptotically approaches the Gaussian for s s 2 ! 0. Only in regions close to the boundary (not shown here) at high variances (s Y 2 ! 2.5) was the fitted beta distribution rejected by both tests.
[38] For a variance of 1/12 and a mean value of 0.5, the beta-distribution is identical to the uniform distribution on [0; 1]. This is the limiting case for unimodal distributions (with mean value of one half) of all distributions bounded between zero and unity. Higher values inevitably lead to bimodal distributions, regardless of the actual distribution shape. Hence values of s 2 (f*) > 1/12 at the domain center with m(f*) = 0.5 will lead to bimodal distributions of f*. Such a high variance of f*, however, did not appear within the observed range of s Y 2 . We assume that the limiting case for s Y 2 ! 1 between two Dirichlet boundaries is the uniform distribution for heads.
[39] The statistics of all components of discharge do not vary over the largest part of the domain. Hence we discuss the location in the center of the domain. The longitudinal component q* x of the specific discharge (Figure 7 , upper middle) is non-negative, if high-contrast structures in conductivity do not lead to a local reversal of flow. In our MC analysis, we could not observe negative values of q* x for any value of s Y 2 to any significant extent (see more detailed discussion below). This restriction to nonnegative values leads to skewed distributions for higher values of s Y 2 . Hypothesizing and fitting the lognormal distribution is only natural, and the ML-fitted lognormal distributions in Figure 7 match very well. The assumption of lognormal longitudinal velocities has already been used in the literature as an assumption, for example, in solute flux studies by Dagan et al. [1992] and Cvetkovic et al. [1992] .
[40] For small-variance cases, one expects a Gaussian distribution of q* x . These cases are also covered by the lognormal distribution since it approaches the Gaussian for s s 2 /m s 2 ! 0. High-variance cases reveal a tendency to a heavier tailing behavior than the lognormal distribution (outside the plotted scale), but still no fitted curves were rejected anywhere in the domain. Surprisingly enough, the skewness is clearly visible and significant even for the case of s Y 2 = 0.125. One must conclude that a quasi-linear relation between perturbations of log conductivity and perturbations of discharge holds only for very low values of s Y 2 , apparently still smaller than the minimum value of s Y 2 = 0.125 considered in this study. Hence a lognormal distribution should be used for q x for all values of s Y 2 .
[41] Vanderborght et al. [1998] have found an additional tailing behavior of longitudinal velocities toward smaller values in a study on solute flux in unsaturated heterogeneous soil. In their study, this tailing became apparent when plotting the log-velocity cdf in percentile-percentile plots with normal scale. They concluded that assuming lognormal distributions for q x leads to an underrepresentation of almost-stagnant regions, affecting studies on solute flux. For variances of s Y 2 ! 3.75, we occasionally observed reversal of flow at almost stagnant values of velocities in overall negligibly small areas of the domain. Other than that, we did not find evidence for excessive left tails of q x in saturated media in the cases investigated in our study. Englert et al. [2006] have reported locally reversed flow in a Monte Carlo study in saturated heterogeneous media above s Y 2 = 3 and list several past studies which have found similar phenomena. They explain local flow reversal by tortuous S-shaped high-conductivity regions. This phenomenon was more significant in their study probably because they used larger, more ergodic domains where the forcing influence of the boundary conditions was more remote than in our study.
[42] Figure 7 (lower middle) shows the distribution of q* y . It also represents the transverse component q* z which hardly differs from this one in its distribution shape. Both distributions are symmetric about zero because the admissible range of values is not restricted and the domain setup is symmetric along the y and z planes. However, the nonlinearity of the stochastic problem leads to extremely heavy tailing for higher s Y 2 . Apparently, a parametric distribution with an additional shape parameter is required, allowing to control the heaviness of tailing. We found the exponential power family (see Table 2 ) a suitable candidate. The corresponding ML-fitted exponential power distributions show sufficient agreement to not fail the c 2 -test and the KS-test, although it is obvious that just one shape parameter is insufficient to closely match the empirical distributions. The exponential power family again includes the Gaussian as special case for k = 2 and is more peaked (i.e., has a positive kurtosis and hence longer tails) for k < 2. For higher variance, the fitted curves get close to the pass/fail limit, which is mostly because of their inadequately pronounced peak at s = 0. However, the tailing behavior is reproduced Figure 7 . Maximum-likelihood fit of parametric distributions (solid lines) to the empirical distribution (marks) for heads f* (off-center), specific discharge q* x (center of domain) and specific discharge q* y (center of domain, symmetric about q* y = 0) and total discharge Q* x in MC scenarios with different s Y 2 .
nicely. Since the statistics of q* y and q* z hardly change within our domain, no fitted curves in the entire domain were rejected.
[43] Figure 7 (bottom) shows the distribution of total discharge Q* x . The histogram is more noisy than that of q* x since the averaging of statistics over the periodic y-direction does not apply here. The fact that Q* x has a non-zero variance is a consequence of the bounded and non-ergodic domain. Thanks to the central limit theorem, however, its distribution is tighter and more Gaussian than that of q* x . For the same reasons as for q* x , we fit a lognormal distribution. The resulting curves showed an extremely good agreement and were not rejected for any value of s Y 2 .
Deviations From Linear Stochastic Theory With
Variance of ln K [44] In order to quantify the deviations from linear stochastic theory, we visualize descriptive parameters of the empirical distributions as a function of s Y 2 in Figure 6 . These are the mean, standard deviation (instead of variance for better plot scaling), skewness and kurtosis observed at the same locations as the histograms discussed above. Here the non-linearity of the flow problem is manifested in two phenomena: first, the gradual transition of the empirical distributions from Gaussian to other shapes. For Gaussian distributions, the skewness g and kurtosis h are always zero, so that any non-zero value indicates a non-Gaussian distribution. Second, there are deviations of the empirical mean and variance from the values predicted by linear stochastic theory, here represented by our FOSM analysis.
[45] Hydraulic head f* at (x, y, z) = (0.8L x , 0.5L y , 0.5L z ), shown in Figure 6 (top) convey a clear picture: the mean value changes a bit with increasing s Y 2 . This change is related to a higher hydraulic gradient within a relaxation layer up to about one correlation length away from the boundary. It is statistically significant, but otherwise mostly negligible. The variance of heads increases slightly but significantly less than linearly with s Y 2 , but the deviation from linear stochastic theory seem to be irrelevant up to s Y 2 = 2.5. Because of the off-center position at x = 0.8L x , the skewness rises with increasing s Y 2 , like it was to be expected from Figure 7 (top). For kurtosis, there are two superimposed competing effects: for non-central positions, kurtosis rises as the bounding value imposed by the closer boundary produces a distinct tail toward adverse values. For rather broad distributions, the bounding values imposed by both Dirichlet boundary conditions take effect and restrict both tails, enforcing a less peaked and rather uniform distribution with a decreasing kurtosis. In rather central positions, only the latter effect prevails, leading to strictly negative values. At the non-central position shown here, the first effect leads to the initial increase of kurtosis, while the second one leads to an attenuation of kurtosis for high values of s Y 2 . If a consistent way to describe the skewness and kurtosis effects can be found that is satisfied with the mean and variance as input information, we hypothesize that using the mean and variance from FOSM analysis is sufficient to fully describe the distribution of heads. This hypothesis will be investigated in the next section.
[46] The moments of q* x in Figure 6 (upper middle) show two main effects: First, the mean grows faster than predicted by the effective hydraulic conductivity for infinite isotropic media, K e = exp( Y + s Y 2 /6) (solid gray line). This phenomenon is no surprise: (1) there is an increased probability of continuous highly permeable paths connecting the inflow to the outflow boundary in bounded domains, and (2) anisotropy aligned with the direction of mean flow increases the effective conductivity even in infinite domains. Generalizations to anisotropic and bounded domains have been developed [e.g., Paleologos et al., 1996] and agree with the effect observed here. Likewise, the boundedness of the domain increases the variance of q* x more than expected. This consequence, however, has not been quantified in analytical expressions in the literature up-to-date. The second effect shown by the moments of q* x is that the pronounced asymmetry and the extreme upper tailing strongly increase with s Y 2 . This clearly demonstrates that the Gaussian distribution is inadequate for the longitudinal component of specific discharge.
[47] Q* x shows a quite similar behavior as q* x : the mean has the exact same increase with s Y 2 . The dependence of s Q , skewness and kurtosis on s Y 2 is the same as that of q* x but for apparent factors of roughly 1/4, 1/5 and 1/50 (given our specific geometry and degree of non-ergodicity), respectively. We attribute this tendency to a more Gaussian distribution with a smaller variance to the fact that Q* x is the spatial average of q x over W and the central limit theorem. For more ergodic domains, we observed an even more Gaussian shape with even smaller variance. At the ergodic limit, the variance is known to vanish. The evenorder moments of transverse discharge components (here: q* y ) are almost identical to those of q* x , but symmetry sets the odd moments (mean and skewness) to zero.
[48] Altogether, first-order theory performs quite poor for discharge, especially for s Y 2 > 0.5, but deviations from Gaussianity are apparent even at s Y 2 = 0.125. When using low-order approximations of discharge in conjunction with Gaussian distributions (e.g., in the context of risk assessment, for assessing solute mass fluxes or for evaluating dispersivities in heterogeneous porous media), the heavy tails and the inaccuracy of first-order mean values and variances imply that higher-order statistics (including higher-order moments) of transport processes and the reliability of first-order approaches for larger values of s Y 2 need to be investigated further. Quite interestingly, Bellin et al. [1992] found that different errors in linearizing flow and transport compensate for each other so that dispersivities derived from linear theory are sufficiently accurate even up to s Y 2 = 1.6.
Using First-Order Second-Moment Approximations
[49] In order to asses the utility of FOSM-based moments, we employ the method of moment matching in conjunction with the parametric distributions used above. For hydraulic heads, Figure 8 (top) illustrates that combining FOSM with the intuitively chosen beta distribution delivers surprisingly good results. Only in the high-variance cases with s Y 2 ! 2.5 are the moment-matched curves rejected. This rejection is mainly because of the inexact behavior at the lower bounding value which originates from a slightly too high value for the variance. If we had used the Gaussian distribution instead, the results would have been a lot less encouraging: only up to s Y 2 = 0.25 is the skewness of the empirical distribution sufficiently small to fit with a Gaussian one.
[50] For discharge components, the picture is less cheery. It is obvious from Figure 6 and the related discussion that the Gaussian shape will be a poor approximation in almost any case, and that FOSM-based moments are quite frustratingly poor. All curve fitting attempts based on FOSM moments, regardless of using the Gaussian or other parametric distributions, failed in the c 2 -and the KS-test. Since the lognormal distribution q* x and Q* x has been shown to be a reliable model for the pdf shape, higher-order accurate values for mean and variance are sufficient. The exponential power distribution for q* y and q* z requires at least a variance and a kurtosis (assuming the mean value to be zero) in order to be fitted, calling out for higher-order stochastic moments.
[51] Hence, instead of matching with FOSM moments, we demonstrate the advantage of having higher-order moments or higher-order expressions for mean and variance available by using our MC-based moments. Figure 8 (middle) shows the lognormal distribution for q* x with MC-based values for the mean and variance. All c 2 -tests pass but the for case of s Y 2 = 2.5. This single misfit seems to be an effect of statistical noise for the curves close to the pass/fail limit for high values of s Y 2 . The KS-test fails only for high variances s Y 2 ! 2.5. Higher-order analytical expressions for the mean and variance of longitudinal velocities are available and have been tested by Englert et al. [2006] in a Monte Carlo study.
[52] The comparison of curves from the exponential power family with empirical distributions for the transverse discharge components is shown in Figure 8 (bottom) , based on MC-based values of the variance and kurtosis. The misfit of the pronounced peak at q* y = 0 is a rather local phenomenon, whereas the tails are fitting well over a large range. None of them was rejected by the c 2 test, but some were just above the pass/fail limit in the KS-test due to their extreme peak at q* y = 0. Unfortunately, we could not find analytical expressions for higher-order moments of flow variables in the literature.
Special Cases
[53] Up to here, the generated random conductivity fields were multi-Gaussian. The non-linear transformation of Gaussian fields according to equation (6) leads to (1) inclusions of high-conductivity material (denoted by Y (+) ) with a connected low-permeable background or to (2) inclusions of low-conductivity material (denoted by Y (À) ) embedded in a connected highly permeable background (used in MC scenarios 9 and 10, respectively). Connectivity of extreme materials is known to lead to cumbersome effects in solute transport or in variably saturated flow, as has been discussed by Zinn and Harvey [2003] , Neuweiler and Cirpka [2005] , and Neuweiler and Vogel [2007] . In Figure 9 , we compare empirical distributions of heads and discharge for Y (+) , Y (À) to those in plain multi-Gaussian fields for reference, each for s Y 2 = 2.5. A comparison of the statistical moments is included in Figure 6 .
[54] We first discuss the effect of low-conductivity inclusions (Y (À) ) with a connected backbone of preferential flow paths. The latter term is borrowed from multiphase flow, but seems to be graphically descriptive for the resulting flow patterns. While ''path'' applies to 2D fields, where the connected regions form tortuous lines, the term ''skin'' is more appropriate for three-dimensional domains, where the connected material resides around the inclusions in skin-like layers. For sufficiently high s Y 2 , the inclusions can be regarded as dead zones of essentially stagnant water.
[55] From looking at heads in Figure 9 (top), the backbone obviously has an equilibrating effect on pressure, since the heads are much more clustered about their mean value, spoiling the good fit of the beta-distribution. This is measurable in a decreased variance and an increased kurtosis in Figure 6 . For q* x , hardly any effect is visible in Figure 9 (upper middle). An increased mean value and variance of q* x (see Figure 6 ) is caused by a heavier and longer tail of extremely high velocities, which is not within the scale of Figure 9 . Given the structure of stagnant regions nerved with preferential flow skins, a higher variance and mean value was to be expected. With the ratio between skewness and variance changed, the lognormal distribution is rejected. For transverse directions, here represented by q* y , the flow following the tortuous backbones leads to in- Figure 8 . Comparison of parametric distributions obtained from moment matching, using moments from first-order second-moment or Monte Carlo analysis (solid lines) versus empirical distributions for head f* and discharge components q* x and q* y in MC scenarios with different s Y 2 (marks).
creased local deviations from the mean flow direction, increasing the variance through fatter and longer tails (again outside the scale of this plot). Because of the connectivity of high-conductivity paths, the total discharge Q* x also rises, the peakedness of the empirical shape is decreased, and the lognormal distribution is rejected. Altogether, the connected highly permeable material seems to adversely affect the fitting of the curves which matched well in the multi-Gaussian case.
[56] The case of high-conductivity inclusions (Y (+) ) leads to a connected network of low-permeably skins that try to prevent the high-permeable regions from participating in flow. Since the thickness of these skins is small, the highly permeable inclusions are still being flown through, and the effect of connectivity on the flow variables is less pronounced by far. As a matter of fact, the mean total discharge does not significantly differ from that for multi-Gaussian fields (see Figure 6 ), although one would intuitively expect a drastic decrease in effective conductivity. These findings are incompatible to recent findings for variably saturated flow [e.g., Neuweiler and Cirpka, 2005] , where connected fine-material skins are those regions which maintain a higher saturation during drainage and form a flow-active network when coarse material is already close to residual saturation and hence almost impermeable. Altogether, the fitted curves are better than in the case of low-conductivity inclusions (Y (À) ). Especially the ML-fitting is successful in all cases, but the moment-matched distributions are rejected in all cases but for q* x .
[57] The remaining MC scenarios 11 -13 listed in Table 1 are not discussed in detail since they merely confirm expected phenomena:
[58] (1) If the Dirichlet inflow boundary is replaced by a Neumann boundary, hydraulic heads only have a one-sided bound. This makes them nonnegative but not restricted toward high values. The resulting hypothesized parametric distribution is the lognormal one. The lognormal distribution fits very well and is rejected nowhere in the domain.
[59] (2) For a linear covariance function (approximated by a spherical one with the range parameter h r adjusted so that the range is at least two times the domain length in each direction), there is variability on all scales. The resulting fields are effectively less ergodic and the variance of all quantities rises, while the mean total discharge increases.
[60] (3) For smaller correlation length scales, keeping the domain size constant, the opposite effect applies.
Summary and Conclusions
[61] In this study, we have performed an extensive Monte Carlo analysis for hydraulic heads and discharge components in three-dimensional bounded and heterogeneous domains. The empirical probability distributions of heads and velocities are extremely non-Gaussian even for smaller variances of log conductivity. For the case of discharge, even s Y 2 = 0.125 lead to obviously different distribution shapes.
[62] By accounting for bounds of the distributions imposed by the boundary conditions of the flow problem, we intuitively found parametric distributions which fit the stochastic flow variables surprisingly well. For example, hydraulic heads without recharge obey the beta-distribution very well if they lie between two Dirichlet boundaries, and closely meet the lognormal distribution between a Dirichlet and a Neumann boundary. The longitudinal discharge component was Figure 9 . Maximum-likelihood (ML) fit of parametric distributions (solid and dash-dotted lines) to the empirical distribution (marks) for heads f* (off-center), specific discharge q* x (center of domain) and specific discharge q* y (center of domain) and total discharge Q* x in MC scenarios with different connectivity features for s Y 2 = 2.5. Marks: empirical distributions. Solid/dashed lines: ML fits. sub-volumes W k in one simultaneous third-order tensor multiplication [Nowak, 2005] .
