We consider quantized chaotic dynamics for a spiking oscillator with two periodic inputs. As the first input is applied, the oscillator generates various periodic and chaotic pulse-trains governed by a pulse position map. As the second input is added, the oscillator produces pulse positions restricted on a lattice, and the pulse position map is quantized. Then the oscillator generates a set of super-stable periodic pulse-trains (SSPTs). The oscillator has various coexisting SSPTs and generates one of them depending on the initial state condition. In order to characterize the set of SSPTs, we elucidate the number and the minimum pulse interval of the SSPTs theoretically. By presenting a simple test circuit, we then verify some typical phenomena in the laboratory environment.
Introduction
In this paper, we consider quantized chaotic dynamics for a spiking oscillator (SOC) with two kinds of periodic inputs. The SOC generates a pulse-train governed by a pulse position map. The shape of the first input determines the shape of the pulse position map, and, via adjusting the shape of the input, the SOC can generate various pulse-trains represented by chaotic ones. As the second input is applied, the SOC produces pulse positions restricted on a lattice, and the pulse position map is quantized. The quantized pulse position map (Qmap) generates periodic pulse-trains, which are super-stable for the initial state. The Qmap has various coexisting super-stable periodic pulse-trains (SSPTs), and generates one of them depending on the initial state condition. It is notable that the quantization changes the original chaotic pulsetrain into a set of coexisting SSPTs. In order to characterize the set of SSPTs, in this paper we elucidate the number and the minimum pulse interval of the SSPTs theoretically.
We emphasize that the quantization of a chaotic system can create a new interesting discrete state dynamical system. The quantization does not imply approximation in general. Many discrete state dynamical systems have been studied as important fundamental research topics, and play crucial roles in various engineering applications [Wolfram, 1983 [Wolfram, , 1984 Kajisha & Saito, 2000; Frey, 1993; Chua & Lin, 1988; Davies, 1994; Jessa, 1999] .
In the study of discrete state dynamical systems, fundamental problems include the following:
(1) classification of the phenomena, (2) clarification of the generation mechanism of the phenomena, and (3) elucidation of the number of the phenomena and their domains of attraction.
However, general consideration of these problems is difficult, and so not many results have been reported in the literature. In this paper, we focus on the clarification of the generation mechanism of ) (t the super-stability, and the characterization of the set of SSPTs by the number and the minimum pulse interval. We should note that this paper gives the first theoretical results on the number and the minimum pulse interval of the set of SSPPs in a parameter subspace. Preliminary results can be found in [Torikai & Saito, 1999; Kawasaki et al., 2001a] . Also, in this paper we present a simple implementation method of the SOC, and demonstrate some typical phenomena observed in the laboratory environment. Such a circuit-based approach is important for verifying the generation of the phenomena in a real system and for designing a developed version of the circuit.
The cellular automata (CA) is a typical discrete state dynamical system. The CA exhibits huge variety of homogeneous, periodic and complicated phenomena [Wolfram, 1983 [Wolfram, , 1984 Kajisha & Saito, 2000] . Analysis of these phenomena can be fundamental for developing a novel information processing architecture [Wolfram, 1983 [Wolfram, , 1984 . Note that, using spiking oscillators, pulse-coupled networks have been proposed and some potential functions have been revealed [Hopfield & Herz, 1995; Izhikevich, 1999; Watanabe et al., 2001; Keener et al., 1981; Glass & Mackey, 1979; Perez & Glass, 1982] . Thus, analysis of the Qmap may contribute to developing a novel intelligent network of SOCs based on discrete state pulse-train dynamics.
Digital filter is a practical discrete state dynamical system. Some digital filters with finite wordlength can produce very complicated periodic orbits having a broad noise-like spectrum [Frey, 1993; Chua & Lin, 1988] . These orbits are useful for many engineering systems, e.g. secure communications [Frey, 1993] . Also, digital counters are known as powerful psuedorandom sequence generators and have been applied to spread spectrum communications. It is suggested that novel design and analysis procedures of digital systems may be provided by regarding the systems as nonlinear dynamics [Davies, 1994] . Thus, analysis of the Qmap may be the first step in developing a quantized chaotic system with some useful functions, e.g. as a time/code division multiplex pulse-train communication system [Kawasaki et al., 2001b; Sushchik et al., 2000; Rulkov & Volkovskii, 1993] .
Spiking Oscillator and Its
Quantization 2.1. Spiking oscillator Figure 1 shows a spiking oscillator (SOC) with two periodic inputs, B(t) and V T (t). The circuit dynamics are described by
where 0 ≤ Φ < T/M, M ∈ {1, 2, 3, . . .} and I 0 > 0. Here, B(t) is called the base and has period T ; and V T (t) is called the threshold and has period T/M. They are assumed to be synchronized with a phase difference Φ. If the state v is below the threshold V T (t), the state v increases by integrating the current I 0 . If the state v hits the threshold V T (t), the output of the comparator closes the switch instantaneously, so that the state v is reset to the base B(t), and the SOC outputs an instantaneous pulse Y = E. Repeating this procedure, the SOC generates a pulse-train, Y (t). Using the following dimensionless variables and parameters: Eq. (1) is transformed into ẋ = 1, for x < th(t) ,
where 0 ≤ φ < 1/M . The frequency M of the threshold th(τ ) is called a quantization frequency in the following. Here, we consider a constant threshold th(τ ) = 0 as shown in Fig. 2 . Letting τ n denote the nth pulse position, the pulse-train y is represented by the sequence of pulse positions (τ 1 , τ 2 , . . .). The sequence is given by the pulse position map:
where R + is the positive reals. For convenience, by noting f (τ n + 1) = f (τ n ) + 1, we introduce the return map of the pulse phase θ n ≡ τ n (mod 1): Figure 3 shows an example of the pulse position map f with the corresponding return map F . We note that the shape of f is determined by the shape of the base b(τ ), and thus adjusting that the base b(τ ) provides rich pulse-train dynamics. Next, we introduce some definitions.
Definition 1. A pulse position τ * is said to be periodic with period P if P is the minimum integer such that f Q (τ * ) − τ * = P for some positive integer Q, where f Q denotes the Q-fold composition of f . A pulse-train y * is said to be periodic with period P if y * is represented by the periodic pulse positions (τ * , f(τ * ), . . . , f Q−1 (τ * )) and f Q (τ * ) − τ * = P . A periodic pulse-train y * is said to be stable or unstable if |Df Q (τ * )| < 1 or |Df Q (τ * )| ≥ 1, respectively, where Df ≡ df /dτ n .
Figure 3(a) shows an example of the unstable periodic pulse-train y * . Note that Q is the number of iterations f (i.e. the number of pulses) during one period P . We refer to Q as the iteration period.
Letting τ * be the initial pulse position of a periodic pulse-train y * , the relationship between the period P and the iteration period Q is given by
where Int(τ ) is the integer part of τ . In order to consider the dynamics of the return map F , we also introduce the following.
Definition 2. Let τ * be a periodic pulse position with iteration period Q and let θ * = τ * (mod 1). In this case, F Q (θ * ) = θ * , and θ * is referred to as a periodic point of the return map F . A sequence of the periodic points, (θ * , F (θ * ), . . . , F Q−1 (θ * )), is said to be a periodic orbit of F .
Figure 3(b) shows an example of the unstable periodic orbit. Now, we focus on the following sawtooth base:
The sawtooth base B(t) can be generated easily by using a base generator, as shown in Sec. 4. Using the dimensionless variables and parameters in Eq. (2) and
Eq. (7) is transformed into
In this case, the pulse position map f generates a chaotic pulse-train y for the following reason. Equation (9) guarantees that the return map F satisfies DF = α+1 > 1, except for the discontinuity points. Hence, the return map F is ergodic and has a positive Lyapunov exponent [Lasota & Mackey, 1994; Li & Yorke, 1978] . Recall that infinite number of unstable periodic orbits are embedded in a chaotic attractor [Ott, 1993] . So, the pulse position map f generates a chaotic pulse-train y, in which infinite number of unstable periodic pulse-trains are embedded.
Quantized chaotic pulse-train dynamics
Here, we apply the following periodic sawtooth threshold:
where V 0 ≡ I 0 T /2CM is the amplitude. The synchronization of the sawtooth threshold V T (t) and the sawtooth base B(t) can be realized as discussed in Sec. 4.
Using the dimensionless variables and parameters in Eq. (2), Eq. (10) is transformed into the following equation, as shown in Fig. 4 :
In Fig. 4 , all trajectories in the shaded region hit the same vertical part of the threshold th(τ ), and are reset to the same point (τ, x) = (τ 2 , b(τ 2 )). That is, the pulse position τ 2 is quantized. The pulse position is given by the following quantized pulse position map (Qmap): The corresponding quantized return map is given by
We refer to M as the quantization frequency hereafter. Figure 5 shows an example of the Qmap and its corresponding return map. Note that an initial pulse position τ 1 ∈ R + is mapped into the lattice L, and the pulse positions τ n are restricted on the lattice for n ≥ 2. Hence, we consider the Qmap on the lattice hereafter:
A periodic pulse position τ * of g is said to be super-stable periodic pulse position (SSPP). A periodic pulse-train y * of g is said to be super-stable periodic pulse-train (SSPT). A pulse position τ e is said to be eventually periodic point (EPP) if τ * is not periodic but g k (τ * ) is periodic for some integer k.
In Fig. 5(a) , SSPTs coexist and the Qmap g generates one of them depending on the initial pulse position. Also, the EPP τ e is eventually mapped into the SSPT. In order to characterize the set of coexisting SSPTs, we introduce the following.
Definition 3. Let N be the number of coexisting SSPTs. Let y * i be the ith SSPT and let τ * m (i) denote the mth SSPP of y * i , where i = 1, 2, . . . , N. For N ≥ 2, we define the minimum pulse interval ∆τ min among the SSPTs as ∆τ min ≡ min m,n {|τ m (i) − τ n (j)|}, where i = j.
The set of SSPTs in Fig. 5(a) is characterized by N = 3 and ∆τ min = 1/3. Figure 5(b) shows the return map G. For an SSPP τ * and an SSPT y * , we refer to θ * = τ * (mod 1) and (θ * , G(θ * ), . . . , G Q−1 (θ * )) as a super-stable periodic point (SSP) and a super-stable periodic orbit (SSO) of G, respectively.
Note that the pulse position map f in Fig. 3 generates a chaotic pulse-train y. By quantization, the chaotic pulse-train y is changed into a set of coexisting SSPTs, as shown in Fig. 5(a) . Note also that the Qmap g is restricted on the lattice L and is equivalent to a map of integers. Hence, the SSPTs can be analyzed rigorously using a computer if the problem size is a solvable one. 
Main Results
Here, we fix the slope α = 1 of the base:
and elucidate the number N and the minimum pulse interval ∆τ min of the set of SSPTs. The objective parameters are: the bias β ∈ R + , the quantization frequency M ∈ {1, 2, . . .}, and the phase φ ∈ [0, 1/M ). For a given M , we introduce parameter subspaces P k and parameter points p k , as shown in Fig. 6 :
Note that in a subspace P 0 ≡ {(β, φ)|β > 0, β < 1/2M − φ, 0 ≤ φ < 1/2M }, the condition b(τ ) < th(τ ) in Eq. (3) is broken, and the Qmap g has a fixed point. For simplicity, we ignore P 0 . Then, we have the following result.
Theorem 1. Let M 0 be the maximum odd measure of a quantization frequency M . The number N of the coexisting SSPTs is given by
We prove this theorem based on four lemmas.
where U (τ ) is the unit step function: U (τ ) = 1 for 0 ≤ τ , and U (τ ) = 0 for τ < 0. Let (β, φ) ∈ P k . Then, the Qmaps g are represented by g R , and the parameter subspace P k can be represented by the point p k
Proof. Substituting Eq. (15) into Eq. (14), (β, φ) ∈ P k guarantees that g can be expressed by
We can fix β = β k − (1/2M ), since Eq. (19) is independent of β. Replacing τ n − φ and g(τ n ) − φ by τ n − (1/2M ) and g(τ n ) − (1/2M ), respectively, we obtain g(τ n ) = g R (τ n ). Hence, we can fix φ = (1/2M ). Q.E.D.
Lemma 2. Let (β, φ) = p k . Then, all the SSPPs of the Qmap g is given by
The other pulse positions τ n ∈ L P are EPPs.
Proof (see Fig. 7 ). We introduce a shifted pulse phase θ n = h(θ n ) = θ n + β (mod 1). Then, we can define a quantized return map G 0 for θ n :
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Note that G 0 is given by quantizing the cut map F (θ) = 2θ (mod 1) with the phase φ = 0. Let M = 2 p M 0 , where p is a non-negative integer. For an integer l ∈ {0, 1, . . . , p}, we define a domain of the quantized return map G 0 :
Note that K(p) = K. Substituting the elements of K(l) into the quantized return map G 0 in Eq. (21), we obtain
This means that all the elements in K = K(p) eventually enter into K(0), and G 0 on K(0) is a permutation. Hence, the SSPPs of the quantized return map G 0 are given by Then, the points
are SSPPs of the Qmap g, as shown in Fig. 7 . As a result, all the SSPPs of the Qmap g is given by Eq. (20), since the Qmap has the periodicity g(τ + 1) = g(τ ) + 1, the SSPPs in Eq. (24) are located with the constant distance 1/M 0 , and
The pulse positions τ n ∈ L P are EPPs, since all τ n ∈ L are eventually mapped into L P .
Q.E.D. Figure 8 shows SSPPs and EPPs for β.
Let N abc and N a be the numbers of the SSPPs in I abc and I a , respectively. Then, the number N of the co-existing SSPTs is given by
Proof. Any SSPT has at least one SSPP in I abc , since the maximum pulse interval of the SSPT is max τ (g(τ ) − τ ) = 1 + β. Also, Eq. (18) guarantees that g(I a ) ⊂ I abc and g(I bc ) ⊆ I abc . Then, if an SSPT has an SSPP in I a , it also has another SSPP in I abc . Hence, we obtain Eq. (25). Q.E.D.
Lemma 4. Let I ab ≡ I a ∪ I b and let N ab be the number of the SSPPs in I ab . Also, let N c be the number of SSPPs in I c . Then, we obtain
(26)
Proof (see Fig. 8 ). We obtain N abc = N ab + N c since I abc = I ab ∪ I b and I ab ∩ I c = ∅. N ab is given as in Eq. (26) since the SSPPs are located with the constant distance 1/M 0 , and the length 1 + β of the interval I ab is some multiple of 1/M 0 . Noting that the SSPPs are given by Eq. (20), we obtain
From the periodicity of the locations of the SSPPs, we obtain Eq. (26). In a likewise manner, we obtain
From the periodicity of the locations of the SSPPs, we obtain Eq. (27). Q.E.D. Now, we are in a position to prove Theorem 1.
Proof of Theorem 1. Lemma 1 guarantees that the subspace P k can be represented by the point p k . Then, Lemmas 2-4 guarantee that the number N of the coexisting SSPTs is given by
for (β, φ) ∈ P k . Since M 0 /M ≤ 1, we obtain Eq. (17).
Q.E.D.
We also have the following result.
Theorem 2. Let M 0 be the maximum odd measure of a quantization frequency M . The minimum pulse interval ∆τ min among the SSPTs is given by
Proof (see Fig. 9 ). Let (β, φ) ∈ P k . Lemma 2 implies that the SSPPs are given by
Note that the SSPPs are located next to each other with the constant distance 1/M 0 . Let us consider the set of SSPTs y
, where τ * q (i) and Q i are the qth SSPP and the iteration period of the ith SSPT y * i , respectively. N ≥ 2 guarantees that, at least one SSPP τ * q (i) of some SSPT y * i is located next to some SSPP τ * p (j) of another SSPT y j , where i = j. Hence, we have Eq. (29).
Q.E.D. pulse-train but also time/code division multiplex pulse-train communications.
Implementation and Measurements
Figure 11(a) shows an implementation method of the SOC using the programmable unijunction transistor (PUT) . If the state v is below a threshold V T (t) + e P , then the PUT is opened, where e P . = 0.5[V] is an offset of the PUT. If the state v hits the threshold V T (t)+e P , then the PUT is closed until v reaches a base level B(t)+ e P .
Then, the PUT can realize the dynamics of the comparator and the switch in Fig. 1 . In Fig. 11(a) , the comparator C1 generates the output pulse-train Y , where V ref = (e P −B )/2 and B controls a bias of the base B(t) as shown in Fig. 11(b) . In Fig. 11(b) , we present a simple implementation method of a base generator. Basically, the generator is an SOC with a constant base V M . Using a function generator (or another wave generator), we generate a sawtooth threshold, V T (t), as follows:
where T T is the period and V 0 ≡ I 0 T T /2C is the amplitude.
The comparator C2 has the saturation voltage V 0 , i.e. the output is V C = V 0 for V T (t) ≥ 0 and V C = −V 0 for V T (t) < 0. Then, V T (t) − V C is identical with V T (t+T T /2), which is applied to the base generator. Setting V M = −2V 0 M , the state v B becomes a sawtooth signal:
where T = MT T . Then, replacing t + T T /2 and v+e P by t and v, respectively, and using the dimensionless variables and parameters in Eq. (2), the dynamics of the SOC shown in Fig. 11 are described by Eqs. (3), (9) and (11), with α = 1 and φ = 1/2M . The parameters M and β can be adjusted by V M and B as follows: 
Conclusions
We have considered the quantized chaotic dynamics for the spiking oscillator (SOC) with two periodic inputs. The first (base) input can realize various pulse position maps and the SOC can generate various periodic and chaotic pulse-trains. As the second (threshold) input is applied, the SOC produces pulse positions restricted on the lattice, and the pulse-train is governed by the quantized pulse position map (Qmap). The Qmap generates superstable periodic pulse-trains (SSPTs). The Qmap has various coexisting (SSPTs) and generates one of them depending on the initial state. We have elucidated the number and the minimum pulse interval of the SSPTs theoretically. By presenting a simple test circuit, typical phenomena have been verified in the laboratory environment. Future research problems include: analysis of the Qmap for wider parameter regions, and applications to time/code division multiplex pulse-train communications systems.
