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PREFACE
The role of exchange rate policy in economic development has been one of the most debated topics among macroeconomists for decades. A traditional strand of the literature has focused on the role of sustained exchange rate undervaluation for economic growth, especially after the successful growth experiences of several Asian economies. More recently, many studies of emerging market economies have analysed the role of exchange rate policy to deal with external shocks. After the series of balance of payments crises in emerging markets during the 1990s and early 2000s, the consensus has moved towards favouring flexible exchange rate regimes to accommodate external shocks. However, central banks in most emerging markets with a flexible exchange rate regime continue intervening in foreign exchange markets for different reasons. Among these are reducing excess volatility, signalling and co-ordinating expectations of market participants in the presence of temporary deviations from fundamentals, or financial stability concerns. The effectiveness of these interventions has been put to question by many analysts, who emphasise the quasi-fiscal costs associated to sterilised interventions. This paper, written by Christian Daude, Arne Nagengast and Eduardo Levy Yeyati, makes an empirical contribution to this debate. The main findings support the effectiveness of foreign exchange market interventions as a tool for moving the real exchange rate closer to its medium-term equilibrium value in emerging markets. Furthermore, the paper finds a stronger effect of interventions when the real exchange rate differs significantly from its equilibrium. The authors also find little evidence of asymmetries between sales or purchases of reserves or the direction of the global shock. In terms of the transmission channels, the paper presents evidence consistent with the portfolio and signalling channels highlighted by the theoretical literature.
This work contributes to the OECD Development Centre's interest in analysing which policies can foster economic resilience of emerging markets and developing countries, especially in the uncertain and turbulent international context since the global financial crisis. Exchange rate intervention and macro-prudential policies are certainly gaining more attention as effective policy tools to ensure financial stability, but more research is needed regarding potential tradeoffs and understanding of the preconditions for their effectiveness. This paper intends to provide some valuable inputs for the debate on these critical issues.
Mario Pezzini Director, OECD Development Centre September 2014
I. INTRODUCTION
Few macroeconomic policy topics have been as hotly debated as the exchange rate policy of emerging economies. From the varieties of pegs of the 1970s and 1980s to the bipolar (float or fix) view of the 1990s, from the floating with inflation targeting paradigm of the early 2000s to the "leaning against the wind" intervention of recent years, exchange rate policy has tended to follow perceived lessons from crisis and respond to the ongoing macroeconomic juncture; hence, its apparent mercurial nature. 1 Nowhere has this debate been so predominant as in Latin America, a laboratory for all sorts of creative solutions to the classic exchange rate dilemma, namely, how to reconcile flexibility, on the one hand, and external competitiveness and financial and macroeconomic stability, on the other. In this paper, we document that leaning-against-thewind exchange rate intervention in emerging economies has a significant impact on the real exchange rate.
There are in principle two main reasons behind exchange rate intervention: the perception that the exchange rate is moving away from a given target and the perception that it is moving away from its equilibrium (or too fast towards a potentially new equilibrium). The difference between the two cases should be obvious. The first one implies a degree of explicit (or implicit) rigidity in the exchange rate that the intervention is intended to preserve. In the second case, by contrast, intervention is "corrective": it attempts to smooth out deviations from equilibrium or volatility deemed to be potentially damaging (possibly in both direction although not necessarily in a symmetric way), relative to an exchange rate "comfort zone" that reflects the behaviour of a set of moving fundamentals.
In other words, whereas in the first case the exchange rate is a predetermined target (to work as a nominal anchor or as a tool to enhance international competitiveness and import protection), in the second it is a flexible relative price that, to the extent that it is prone to cyclical deviations and misalignments (as well as sudden changes and overshooting), needs to be contained by active policy. Given that many emerging markets (and nearly all economies in the broader sample used in the empirical exploration of this paper) run a more or less flexible exchange rate regime and could be grouped under the second case, in what follows we will focus on countercyclical intervention of the second kind.
On the effectiveness of exchange rate interventions in emerging markets
After so many ups and downs in the global financial cycle (the reflection of the not-alwayscorrelated swings in global liquidity, financial risk and risk appetite), the role of exchange rate policy as a standard countercyclical tool has become increasingly apparent. While exchange rate flexibility helps mitigate real (terms of trade) shocks in the textbook Mundell-Flemming framework, the questions remains whether full flexibility should be allowed vis-à-vis more transient financial shocks in a financially integrated emerging world, so that exchange rates appreciate during the rallies of risky assets during the risk-on phase of the global financial cycle and depreciate with the sharp selloffs that typically come at the time of the risk-off reversal. The "leaning against the wind" nature of most exchange rate policy in the emerging world (and in some advanced economies) seems to indicate that, at least from a policy-making perspective, this textbook type of flexibility is often seen as more harmful that beneficial.
However, the debate at the economic mainstream has typically downplayed the exchange rate-smoothing nature of intervention, attributing it to the precautionary or prudential motives of reserve accumulation/decumulation, and grouping the direct sales and purchases of foreign exchange with other related measures such as taxes or restrictions on capital mobility or differential reserve requirements. 2 However, there is plenty of evidence, both anecdotal and hard, indicating that intervention is primarily geared to limiting what policy makers tend to see as unwarranted (and possibly harmful) deviations from equilibrium levels: intervention correlates negatively with exchange rate pressure and is often complemented with capital restrictions and taxes that could only make any precautionary reserve build-up more costly. 3 This contrasts with the longer debate in the academic literature, which has concentrated on intervention strategies to postpone or limit a devaluation (as in the "fear of floating" view) or, on the other extreme, to preserve depreciated real exchange rates to foster growth and prevent "Dutch disease" effects (which we could label the "development" view of exchange rate policies). 4 However, a case can be made (as we attempt to do here) that most, if not all, exchange rate intervention should be regarded, more generally, as a countercyclical macroeconomic tool aimed at smoothing out short-run currency swings and to limit volatility. Indeed, fears of deviations in either direction could be reconciled with a broader fear of exchange rate instability due to transient or cyclical (and, at any rate, reversible) factors -a fear that, in turn, relates to the potential impact of exchange rate misalignments on economic growth and financial stability. Thus, for example, the reluctance of commodity exporters to let the real exchange rate appreciate 2. For a discussion of the precautionary and prudential motives? see Aizenman and Lee (2007) or Obstfeld et al. (2010) . The taxes and capital mobility explanations of the sales and purchases of foreign currency are discussed in a recent IMF External Sector Report (see www.imf.org/external/np/pp/eng/2013/062013.pdf, pp 17 to 20).
3. See, i.a., Levy Yeyati (2010) and Adler and Tovar (2011) .
4. The postponement of depreciations is discussed in Hausmann et al. (2000) and in Calvo and Reinhart (2002) . The growth motive of keeping a depreciated currency is discussed in Rodrik (2008) , and Johnson et al (2010 ), or Glüzmann et al. (2012 . For "Dutch disease" type concerns and evidence see Rajan and Subramanian (2011), or Cárdenas et al. (2011) for the case of LAC.
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to reflect the commodity price boom in the early and mid-2000s would be driven not so much to keeping the currency undervalued in a disguised beggar-thy-neighbour strategy as suggested by the "development view" as to minimising the size (and the economic costs) of an exchange rate correction should the commodity cycle revert -as it actually did in 2008-09 during the global recession. On the other extreme, "fear of floating" interventions to slow down short-lived depreciations may be seen as geared towards mitigating avoidable inflation pass-through or, in financially dollarized economies, balance sheet effects on currency-imbalanced firms and banks. Naturally, the exchange rate dynamics and the nature of the concerns differ according to direction of the correction: it follows that both the reaction function of the monetary authority and its impact on the exchange rate should, in principle, be asymmetric.
Whatever view behind central bank interventions we are willing to endorse, perhaps the most critical, and possibly the most controversial aspect of the debate is whether interventions are effective by exerting a significant and lasting influence on the exchange rate behaviour, both on its level and on its volatility.
A series of surveys by the BIS (2005, 2013) and the World Bank (de la Torre et al, 2013) exploring the motives and effectiveness of intervention from the perspective of the central banks of emerging economies, support the view that Central banks intervene actively, especially in the spot market, to prevent excessive swings of the exchange rate (the "leaning against the wind" motive) and that interventions are seen as an effective tool to achieve this objective (Table 1) . However, because of the two-way causality between intervention and exchange rate variations: central banks purchase (sell) dollars to partially offset appreciations (depreciations), the literature has not been successful at documenting a significant and systematic link between interventions and their desired effect on the exchange rate, which typically prove to be not significant and, sometimes, show up with the "wrong" sign.
Moreover, not all interventions are exchange rate driven: as a large body of research on developing economies has shown that, at least in some cases and to some extent, intervention may be due to reserve restocking after a currency crisis (Aizenmann and Lee, 2007) , or to reserve precautionary stock building (and un-building) so as to ensure a given reserve coverage of monetary aggregates to dissuade potential speculative attacks on the national currency. In particular, Obstfeld et al. (2010) argue that the relevant intervention objective is not to keep reserves constant relative to GDP, exports or dollarized obligations but rather to keep it stable relative to the broad monetary aggregate, the one that typically runs against reserves in a currency attack. It follows that, for our measure of central bank intervention to capture exchange rate rather than precautionary motives, it is essential to filter out precautionary reserve accumulation.
In this paper we test the effect of interventions on the real exchange rate using an intervention measure that filters out possible precautionary causes, within an error correction model that takes into account jointly RER dynamics, controlling for the fundamental determinants governing its long-term (equilibrium) trend as well as and short-term nonfundamental financial drivers. We also test for asymmetry (differential responses to dollar sales and dollar purchases) and non-linearities relative to the size of the shock (to explore, in par, whether episodes of heavy dollar sales during crises ticular were different.. Unlike in the recent related literature, we find that intervention is significantly associated with the real exchange rate in the expected way, whereby dollar purchases lead to a more appreciated currency whereas dollar sales tend to dampen depreciation pressures. Interestingly, despite the skewness of the distribution of exchange rate changes (where depreciations are sharper but less frequent than appreciation), we find little evidence of asymmetry. Our results survive several robustness checks.
The paper is organised as follows: section II describes data definitions and sources, section III reports the results and the robustness tests, and section IV concludes. © OECD 2014
II. DATA, DEFINITIONS AND METHODOLOGY
This section presents the main data and methodology used in our econometric tests of the effectiveness of central bank intervention on exchange rate behaviour. We adopt a two-stage, error correction model: we estimate first the equilibrium real exchange rate as a long run relationship between the latter and a set of standard macroeconomic fundamentals to obtain a measure of exchange rate misalignment, and next we run a short-run model of real exchange rate changes on the exchange rate misalignment and the change in the fundamentals, augmented by additional non-fundamental financial variables that may introduce short-term deviations, and our measure of intervention. In what follows we describe each stage in more detail.
II.1 Exchange rate deviations: Estimating the equilibrium RER
In order to know whether the exchange rate has gone too far away from equilibrium (to identify a deviation) we need to define an equilibrium (or "normal") level. This is, of course, a nontrivial task given that some of the natural drivers of the real effective exchange rate (RER), including many of the fundamental ones, tend to display volatile cyclical patterns, making any simple estimate of the equilibrium zone a moving target.
A recent paper by the IMF (2013) illustrates both the complexity and the drawbacks of any exercise geared to pin down equilibrium RER (ERER). The paper lists three types of arguments behind the RER: i) traditional fundamentals: productivity, population growth, commodity terms of trade, trade openness, share of administered prices to CPI; ii) short-term (financial and cyclical) factors: VIX, interest rate differentials (which the IMF groups under the "policy" group), financial home bias, expected GDP growth; iii) policy variables: capital controls, FX intervention, health expenditure to GDP, private credit to GDP (a proxy for macro prudential policies). 5 The estimation of a panel of RER against this set of variables open the question about what level of the policy variables should be considered in order to evaluate the equilibrium level of the RER. The IMF addresses this question by specifying a policy benchmark for each of these variables, according to what "the country desks suggest would be desirable for the future"-which adds a degree of subjectivity and entails some normative judgment. Similarly, there is the question about the extent to which cyclical and short-term financial variables should be reflected in the estimated equilibrium RER, rather than as explanatory factors behind its deviation from its fundamental level.
5. The net foreign asset position (a fundamental), the output gap (cyclical) and the fiscal balance (a policy variable) all fail to deliver significant results.
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Note, however, that a more traditional approach [as the one taken, e.g. in IMF (2006) or Bello et al. (2010) that restricts attention to traditional fundamentals and leave non-fundamental and policy aspects aside] faces a problem that is the flipside of the previous one: if policies (or, to a lesser extent, financial variables) drive the RER persistently away from the equilibrium, ignoring those variables in the estimation may bias the results. For example, we may see equilibrium exchange rates more undervalued than they actually are if they have been systematically influenced by central bank foreign exchange purchases uncontrolled for in the model. 6 At any rate, given that there seems to be no uncontroversial way to approach the problem, here we opt for the one that calls for the smaller set of normative assumptions regarding policy. Thus, we estimate the long-run RER as a function of standard fundamentals: productivity (prod), commodity terms of trade (ctot), net foreign assets (NFA), trade openness (open) and government consumption to GDP (gov), using a dynamic ordinary least squares (DOLS) estimation with quarterly data (interpolated using cubic spline when only annual frequencies are available). 7 In particular, we include the contemporaneous levels of the fundamentals -our main coefficients of interest -as well as a one-quarter lag and lead terms, in addition to the contemporaneous term, of the first difference of all fundamentals. 8 We use a balanced sample of emerging and advanced economies. In order to address the idiosyncratic nature of the fundamental determinants of ERER, in addition to pooling all countries we also estimated the model by region as well as by grouping all emerging markets. 9 The results, reported in Table 2 , are mostly significant and consistent with the priors. The equilibrium level of the real exchange rate increases (appreciates) with productivity, terms of trade, net financial assets (NFA), and government consumption; and decreases (depreciates) with trade openness.
6. The bias should be smaller, however, if the omitted variables are not correlated with the rest of the fundamentals (or tend to cancel each other over time).
7. The real effective exchange rate (RER) comes from the BIS; net foreign assets (NFA) over GDP from the update of Lane and Milessi Ferretti (2007) 's wealth of nations dataset; commodity terms of trade (CTOT) from "The history of booms and busts" dataset; productivity (PROD), proxied by the ratio of GDP per capita to the US in PPP terms, from the Penn World tables; and government consumption over GDP (GC) and openness (OPEN), computed as exports plus imports over GDP, are from the IMF's IFS. GC, PROD and OPEN are computed relative to the country's trade partners. We prefer to estimate the model using the realised values of the variables (rather than their trends as in Bello et al. (2010) to capture the elasticities of the RER more precisely.
8. All variables are taken in logs, with the exception of net foreign assets, which are measured as a share of GDP.
9. Note that this simplified approach implicitly assumes that the relationship between RER and fundamentals are similar across economies and that economies in the sample are, on average, in line with fundamentals (in other words, there is no systematic deviation from the equilibrium in the simple as a whole). Hence, there is a trade-off between a broader sample (which forces the coefficients to be the same across regions and levels of development) and a narrower sample (which may assume persistent ERER misalignments as normal). In turn, using the coefficients from the model reported in the table, we construct two "versions" of the ERER: one associated with the values of fundamentals at any given point in time (the fitted values of the regression), which we label as "ERER based on current fundamentals", and another one based on the medium-term values of the same variables, which we estimate as the HP-filtered trend and label "ERER based on trend fundamentals". 14 © OECD 2014 
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Effective Real Exchange Rates and equilibrium estimates by country (continued A few aspects stand out from our estimates of equilibrium real exchange rates. First, real exchange rates in EM display a larger volatility than in advanced economies (particularly, in LAC). For example, the deviation with respect to the equilibrium exchange at current fundamentals is on average more than twice as volatile in EM as in advanced economies. Second, despite the presence of heavy intervention, the boom and bust cycle around the 2008 financial collapse was associated with important deviations from the predicted equilibrium values, based either on realised or trend fundamentals -a finding that a priori justifies the leaning against the wind policy displayed by many countries in the region. Third, fundamental values of the RER may differ significantly depending on whether they are estimated based on current or trend (that is, medium run) fundamentals, which may motivate intervention to offset, for example, capital flows or a commodity bonanza that are perceived to be temporary. This last fact holds especially for EM compared to advanced economies (Figure 2 ). © OECD 2014 
II.2 Measuring intervention
A normative assessment of the optimal degree of intervention exceeds the scope of this paper. But a positive question about its effectiveness is a good starting point: Can intervention depress the value of the currency? There is surprisingly little consensus about the capacity of intervention to fend off appreciation pressures; on the other hand, policy makers seem to prefer intervention to benign neglect, despite the scepticism often voiced in academic and policy circles.
Quantifying this effect is not simple, because it entails not only a good account of other factors that may be pressing on both the exchange rate and the level of reserves but also an accurate measure of intervention itself. Intervention data is scarce and often substituted for reserve changes, which may occur for reasons arguably unrelated to central bank intervention, including the accrual of interest, the liquidation of foreign currency receipts by public companies, or the rebuilding or reduction of the reserve buffer driven by prudential considerations. 10 And many alternative or complementary vehicles of intervention described 10. Adler and Tovar (2011) highlight this point, but document that differences between changes in reserves and actual intervention at lower-than-weekly frequencies tend to be minor at uncorrelated with exchange rate changes. In turn, Obstfeld et al. (2010) argue that prudential reserves tend to move together (ultimately, to cover) broad money aggregates such as M2 to avoid double bank and currency runs. Note that an appreciation can cause the central bank to build reserves if the latter are held for precautionary motives, as a stronger currency "deteriorates" the reserve-to-money coverage ratio because of valuation changes. The change in the reserve-to-M2 ratio used as a proxy for intervention below mitigates this potential bias. © OECD 2014 above (changes in the currency composition of government debt or in the local interest rate, or intervention in futures markets), while typically marginal compared with spot intervention as noted above, are difficult to trace systematically and often left aside in empirical tests.
Moreover, interventions usually take place when the exchange rate is moving or expected to move in the opposite direction to the expected effect of the intervention. This "endogeneity" problem usually results in intervention showing with the wrong sign in exchange rate regression equations, with purchases (sales) of dollars associated with an appreciation (depreciation) of the local currency, and no simple way to estimate the counterfactual exchange rate under no intervention.
To filter out the prudential motive for intervention and minimise the endogeneity bias, Levy proposed to use, as a "strict" proxy for intervention, the change in the reserves-to-M2 ratio (where reserves are computed as the central bank's net foreign asset position excluding gold).
In turn, a natural approach would be to model the variation of the RER, controlled for deviations from its long-run fundamental value and for short-run drivers as we did in Table 1 , augmented with a proxy for central bank intervention as defined above. 11 We use the ERER based on trend fundamentals estimated based on Table 1 to compute the deviation of the RER from its equilibrium level. In turn, we use this deviation, along with changes in fundamentals, in an error correction equation augmented with the intervention variable. Finally, to correct for the endogeneity bias (the fact that intervention may respond to changes in the exchange rate as much as the other way around), we instrument intervention with the change in the M2-to-GDP ratio.
More formally, our econometric specification is given by: ∆ ln(RER it ) = ρ∆ ln(RER it−1 ) + α(RER it−1 − ERER it−1 ) + ∆x it ′ β + ∆z it ′ δ + γINT it + µ i + ε it ,
where the first two terms on the right-hand side are the lagged dependent variable and the error correction terms, respectively. The vector of the first differences of the fundamental drivers of the ERER is given by:
to which we add a set of financial drivers that might drive exchange rate movements in the short-term:
11. As noted, the specification is leaving aside other policy measures that may affect the exchange rate: while some of them (changes in reserve requirements, capital controls) have a low frequency that is unlikely to alter significantly the results of the test, the omission of intervention in derivative markets or through interest rates may bias somewhat the results.
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where the VIX, an index of implied volatility of options on the S&P500, proxies for global risk appetite, and the interest rate differential with respect to the USD interest rate (carry) controls for short-term speculative demand for the currency.
Our variable of interest is the intervention variable is
Finally, the error term is assumed to comprise a country-specific fixed effect (µ i ) and a white noise random term such that Eεε ′ = σ 2 I. © OECD 2014
III. EMPIRICAL RESULTS
This section presents the main results from an error-correction panel model of the dynamics of the real exchange rate using the sample described in the previous section. Furthermore, we analyse the robustness of our results to different estimation methods, alternative samples, and regional differences in the effect of FX intervention. In addition, we explore a series of nonlinearities and interactions with global risk and USD shocks. Table 3 reports the results from the estimation of equation (1). 12 Focusing on the first four columns, a series of interesting results emerge. First, in terms of our main variable of interest, FX interventions -specifically an increase (decrease) in the ratio of reserves to M2 -leads to a depreciation (appreciation) of the real exchange rate, according to column (1) in Table 3 . In terms of magnitude, the coefficient shows that a 1 percentage point increase in INT is associated with a 0.18% depreciation of the real exchange rate. Second, the error correction term is always negative, as expected, and significant at 1%. Therefore, when the real exchange rate equilibrium appreciates relative to its equilibrium value, between 2.5% and 3.2% of the misalignment -depending on the specification -is reverted within the following month. This magnitude is in line with the literature, as the implied half-life in this case would be between 23 and 27 months, close to the 2.5 years often found in earlier studies. 13 Finally, the results also show a negative and significant impact of changes in global risk aversion -proxied by changes in the VIX -on the real exchange rate in emerging markets (EMs). This is in line with the anecdotal evidence that global risk-off events are typically associated with emerging currency sell-offs. 14 Clearly, our intervention variable could be endogenous, because of valuation effects or because the central bank might intervene by buying reserves during appreciation episodes and selling during depreciations. It is important to point out that this would be an attenuation bias, reducing the size of the coefficient towards zero compared to the true coefficient. Therefore, the estimate in column 1 would be a lower bound estimate of the true effect. In order to address this 12. The estimates use the ERER based on the whole sample (emerging and developed economies) from column 6 in Table 1 . Results are robust to this choice. They are omitted here due to space considerations, but available upon request.
III.1 Baseline results
13. See e.g. Kubota (2013) and references therein.
14. Alternatively, using the yield of low-grade US corporate bonds or a combination of the latter and the VIX renders the same result.
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20 © OECD 2014 potential endogeneity, we estimate a country-specific reaction function that includes all additional controls from equation (1) and the first difference in the ratio of M2 to GDP as an instrument. The rationale for the use of this instrument is to capture changes in the reserve to M2 ratio associated with financial stability and precautionary reasons, as argued by Obstfeld et al. (2010) . In column (2) we present the results using the instrumented intervention variable. Consistent with the attenuation bias of the reverse causality described above, once instrumented the point estimate of the FX intervention effect increases almost three times compared to column (1). Next, in columns (3) and (4) we explore whether there are significant differences between the effects of buying or selling reserves. Results are mixed; while for the original specification there seems to be no significant asymmetry, in the instrumented version the effect of foreign currency sales is significantly smaller (almost half the size) than that of purchases.
Our baseline results (columns 1 to 4) are estimated using the least-squared dummy variable (LSDV) estimate, which generally are biased due to the endogeneity of the lagged dependent (Nerlove, 1971; Nickell, 1981) . Therefore, in columns (5) to (8) we replicate the estimation using a bias-corrected LSDV estimate based on Kiviet (1995 Kiviet ( , 1999 and extended to unbalanced panels by Bruno (2005a; 2005b) . 15 Despite somewhat overall less significant coefficients (e.g. for the error correction term and several of the controls), the main results regarding central bank intervention are remarkably stable. The economic significance of the effects of interventions barely changes from the original or the instrumented version. The same is true, to a lesser extent, for the difference between sales and purchases, although now there is no significant difference between sales and purchases in the instrumented version.
III.2 Robustness and extensions
The results discussed in the previous section bring to mine a number a basic robustness checks, covering issues of causality, initial conditions, and sample and country characteristics. This section summarises the main findings of the many tests we run to examine the robustness of our results.
Is the intervention-exchange rate link just reflecting a valuation effect on the reserve-to-M2 ratio? Because there are several episodes in our sample in which INT increases (decreases) due to a decline (increase) in the denominator (M2) rather than to an increase in reserves, it could be argued that the negative association between the intervention and the RER is at least in part driven by valuation effects due to sudden exchange rate changes unrelated to intervention. For example, a currency selloff due to a peak of global risk aversion may lead to an increase in the reserve to M2 ratio regardless of (and generally before any) central bank intervention. To test whether our findings are robust to the exclusion of these episodes, we use a "restricted sample" that excludes observations for which the monthly change in reserves had the opposite sign as the change in reserves as a ratio of M2 (cases for which changes in the intervention variable can be attributed to changes in the exchange rate). Reassuringly, the results presented in columns (1) to (4) of Table 4 are comparable, albeit somewhat smaller, to those in Table 3 .
Is intervention in emerging markets equally effective across emerging market groups? Differences across regions could arise, for example, from structural differences in their financial markets that might affect the effectiveness of intervention (as discussed in more detail below). In columns (5) and (6) of Table 4 , we report estimates with region-specific interactions for LatAm, EMEA and Emerging Asia (the omitted interaction). Again, the findings seem to be remarkably stable: the results show no significant differences between Latin American, Emerging European and Emerging Asian economies. 16 15. The literature shows that the LSDVC estimator performs well in small samples. For example, as shown by Judson and Owen (1999) , using Monte Carlo simulations, for panels of all sizes the bias corrected estimator consistently has the lowest root mean squared error in comparison to OLS, Anderson-Hsiao and GMM estimators. In this paper, we use the Bruno (2005b) implementation of the xtlsdvc routine in STATA, which is the software used in all econometric estimations in this paper.
16. Similar results are obtained when estimating separate regressions for each region that all for differences in all coefficients, not included for space considerations but available upon request.
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Is the effectiveness of intervention related to the initial misalignment? One could argue that wide deviations from the ERER create expectations of a reversal to equilibrium, amplifying the effect of any intervention by the central bank to that end. By contrast, intervention when the currency is near its equilibrium value is more likely to be offset by the market, anticipating a reversal to normal values. We test this hypothesis by focusing on the size of the gap with respect to the equilibrium exchange rate, interacting the intervention variable with a "large deviation" dummy (where "large deviation" is defined as one exceeding 10%, the upper quartile of the absolute size deviations in our sample). Columns (7) and (8) report the results, supporting the previous hypothesis: the interaction has the expected negative sign, indicating that interventions are more effective the larger the deviation, and is statistically significant for the "restricted sample". 17 Finally, we test whether the interaction displays asymmetric effects according to whether the central bank is buying or selling reserves. Again, we find that, while both for the full and the restricted sample intervention is more effective in the face of large deviations, the pattern seems to be stronger when intervention takes the form of reserve purchases to curb appreciations.
Is the effectiveness of intervention conditioned by the characteristics of local financial markets? The economic literature has identified two main channels through which sterilised interventions can exert this influence: the portfolio and the signalling channel (Sarno and Taylor, 2001 ). The latter assumes that interventions could be seen as signals of future monetary and exchange rate policy (from monetary authorities with private information about their inflation and exchange rate objectives) and could therefore affect the spot exchange rate by altering exchange rate expectations. The portfolio channel, in turn, works through the imperfect substitutability of local and foreign currency assets that, in the event of a sterilised intervention that modifies the relative supply of local currency assets, should induce a compensating change in cross-asset returns (namely, a depreciation or appreciation consistent with the change in the currency composition of the market portfolio). The nature of domestic financial markets can, a priori, influence the effectiveness of these two channels. For example, emerging market currencies, which are generally regarded as riskier than reserve currencies, face limited levels of cross-currency substitutability, which should strengthen the portfolio channel (Disyatat and Galati, 2005 ) -an effect that should be further amplified by shallow, illiquid financial markets (Mohanty and Turner, 2005) . By contrast, the incidence of the nominal uncertainty and poor track record characteristic of many emerging economies on intervention effectiveness through the signalling channel is ambiguous: it may detract from the impact of intervention on expectations (if monetary policy is seen as erratic and noisy) or enhance it (if policy is perceived as opaque but consistent).
In order to explore these issues we proceed in two steps. First, we estimate our baseline model allowing for a country-specific intervention coefficient (by interacting intervention with a set of country dummies). Next, we analyse the correlation between this country-specific measure of intervention effectiveness and the average value of financial and macroeconomic variables that capture relevant aspects of the signalling or portfolio channels. More precisely, we proxy currency substitutability with both a measure of "original sin" (OSIN3) -the degree to which countries can borrow abroad in their own currency-computed by Eichengreen, Hausmann and Panizza (2005) as: max �1 − securities issued in currency i securities issued by country i , 0�, and a proxy for financial dollarization (the deposit dollarization ratio compiled in Levy Yeyati, 2006). In turn, we include the average CPI inflation rate as an indicator of the central bank's monetary policy track record. Additionally, we test domestic financial development (measured as credit to the private sector over GDP) and two measures of financial openness: a de jure measure of capital account openness from the updated version of Chinn and Ito (2008) , and a de facto measure using the sum of external assets and liabilities as a share of GDP based on Lane and Milesi-Ferretti (2007) .
The results (shown in Figure 3) indicate that:
Intervention effectiveness declines with inflation and financial dollarization. This is a priori consistent with the premise that higher (and more volatile) levels of inflation detract from the central bank´s credibility, as a result, from the signalling role of interventions; and with the fact that, in financially dollarized economies, greater substitutability between local and foreign currency assets weakens the portfolio channel. Note that inflation and financial dollarization in emerging economies are themselves connected, since the pass-through from the exchange rate to CPI inflation tends to increase with inflation (see e.g. Mihaljek and Klau, 2008) . ii)
Interventions are more effective in countries with more developed financial markets, a result that may be capturing the fact that local market development is generally associated with a greater demand for local currency and lower currency substitution. 18 iii)
Intervention effectiveness does not appear to be correlated with de jure and de facto measures of financial openness.
18. We also estimated one-step models that include these variables as interaction with the intervention in the original panel regressions, with similar results. Is intervention more effective when it is leaning against the global wind? We analyse whether the impact of central bank interventions increases as the global financial cycle intensifies; particularly, we examine whether it is more effective to contain depreciation during peaks of global risk aversion (Table 4) or exchange rate pressures (in either direction) fuelled by large swings in the global value of the USD (Table 5) , as opposed to foreign exchange sales and purchases in times of "normal" dollar behaviour.
Columns (1) and (2) in Table 4 report estimates for periods where global risk aversion (as proxied by the VIX) is above or below its median. The comparison shows that, overall, interventions seem to be comparable or slightly more effective during periods of reduced global risk appetite. In Column (3) we pool observations and interact the intervention coefficient with a high-risk-aversion dummy and find similar results: the point estimate for intervention in risk-off periods is 14 percentage points larger, but this difference is barely statistically significant at 10%. Indeed, when we look at the effectiveness of FX sales during risk aversion episodes (column 4), we do not find a significant difference relative to other periods. Defining risk-off periods slightly differently, as months when global risk aversion increases by more than 10%, we get comparable results (columns 5 to 8). In sum, intervention does not seem to be more effective than usual as a tool to counter depreciation pressures due to spells of global risk aversion. In Table 5 , we replicate the exercise for the case of globally driven exchange rate pressure, captured by large variations in the global value of the USD, where large is defined as log changes of the DXY -the nominal effective exchange rate of the USD against other major developed economies' currencies-is either at the lower decile (a depreciation of at least 2.6%) or the upper decile (an appreciation of at least 1.8%) of its sample distribution. This time, the results are more convincing: the estimates reported in columns (1) and (2) of Table 5 show that interventions during shocks to the global value of the USD are indeed significantly more effective than otherwise. The effect appears to be symmetric: purchases during USD appreciations and sales during USD depreciations show up with comparable coefficients (column 3). Reassuringly, when we restrict the sample to just USD appreciations and depreciations episodes (column 4 and 5), intervention coefficients are larger than in the whole sample. In sum, there is evidence that leaning against the wind seems to be particularly effective during periods of global dollar depreciation and appreciation. 
