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Abstract 
The long and the short of it? An explanation of the spacing effect across long  
by 
Christopher Dimick Smith 
 
The spacing effect is the observation that repetitions spaced out in time produce better learning and 
retention than repetitions massed closer together in time. There has been a long history of research on 
the spacing effect but there is not currently a satisfactory explanation for why it occurs. Furthermore, 
while empirical data on the spacing effect across long timescales has been accumulating, this data has 
not been integrated into the theoretical explanations of the effect.  In this thesis I explore a new theory 
of why the spacing effect occurs, one based on memory reconsolidation. In experiments 1 to 3, I test 
paradigms for their suitability for testing a prediction of the reconsolidation account of the spacing 
effect. Unfortunately, the findings from previous studies did not replicate, making it impossible to 
probe the reconsolidation account of the spacing effect using these paradigms. In Experiment 4a I 
found a suitable paradigm and in Experiment 4b I set about testing a prediction of the reconsolidation 
account. Specifically, that manipulating the strength of a memory should influence the reconsolidation 
process and, as a consequence, the spacing effect. The results of experiment 4b were consistent with 
this prediction. In Experiments 5a and 5b I tested a second prediction of the reconsolidation account 
of the spacing effect. Specifically, that different mechanisms underly the spacing effect over short and 
long timescales. Consistent with the reconsolidation account of the spacing effect it appears retrieval 
difficulty influences the spacing effect over short timescales but not long timescales.  I conclude by 
exploring future experiments that should be conducted in order to further test the reconsolidation 
account and the functional significance of the spacing effect.  
 
Keywords: Spacing effect, reconsolidation, memory consolidation, distributed practice, learning, 
retention, forgetting.  
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1 Chapter 1: Observations on the spacing effect 
1.1  Introduction 
Throughout history there has been much speculation on the nature of memory. In the 1880’s 
Herman Ebbinghaus, a German philosopher, sought to move beyond mere speculation and conducted 
one of the earliest investigations in experimental psychology (Ebbinghaus, 1885/1964). Ebbinghaus 
employed himself as the sole participant and set about learning lists of nonsense syllables by repeating 
them out loud to himself. After a certain number of repetitions he would test himself by attempting to 
recall a list without errors. From this investigation Ebbinghaus made a number of observations that 
have stood the test of time.  One of his observations was that, when he learned a 12-item list of nonsense 
syllables, if he spaced his repetitions across 3 days, it took him 38 repetitions to reach his standard for 
learning. However, if he massed his repetitions all in a single day it took him 68 repetitions to reach 
the same standard (Ebbinghaus, 1885/1964). This observation that it was more effective for repetitions 
to be spaced out across time became known as the spacing effect or the distributed practice effect. The 
effect has been a topic of much experimental investigation since Ebbinghaus first reported it and efforts 
to understand the mechanism(s) that underlie the effect continue to this day. As one psychologist 
eloquently put it “fads come and go in psychology, but research on the spacing effect has withstood 
the test of time and significance” (Dempster, 1989, pg 310).  
After Ebbinghaus published his findings, one of the first questions raised was whether spaced 
repetitions were more effective because the learner was less fatigued during the learning process 
relative to when repetitions were massed in a single session (McGeoch & Irion, 1952).  To test this, 
Jost (1897, as cited in Youtz, 1941) intermixed spaced and massed repetitions so that the level of 
fatigue was comparable across conditions. Despite fatigue being equalised he found that spaced 
repetitions resulted in better learning than massed repetitions. Other evidence from that time also 
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suggested that fatigue was unlikely to be a significant factor. For example, some studies employed very 
short periods of learning for the massed group that were very unlikely to cause fatigue (Easley, 1937; 
Hovland, 1938). Finally, Renshaw and Schwarzbek (1938a) examined the effect of different degrees 
of rest or spacing periods at different points in the learning process. If the spacing effect was due to 
reduced fatigue, you would expect a rest would be more effective later in the learning process given, 
in theory, there would be a greater build-up of fatigue. They found instead, that rests were more 
effective early in the learning process (Renshaw & Schwarzbek, 1938a, 1938b).  
1.2 The spacing effect over short timescales1  
Surprisingly, despite the fact Ebbinghaus employed long time scales in his research, the vast 
majority of research that followed his work has been conducted using very short spacing intervals in 
the order of seconds and minutes (Cepeda et al., 2006). The standard method of investigation involves 
presenting participants with a list of words or word-pairs. Within the list, individual words vary in the 
frequency with which they appear, with some words being presented once and others two or more times 
(e.g., Glenberg, 1976; Glenberg & Lehmann, 1980; Melton, 1967; Shaughnessy, Zimmerman, & 
Underwood, 1972; Young, 1971). For the words presented two or more times, the space between the 
presentation is manipulated. Some are massed, with the repetition occurring immediately after its first 
presentation, and others are spaced, with a varying number of words (or lag) between each presentation. 
                                                 
1 The following observations on the spacing effect are divided into short and long timescales for several reasons. 
Firstly, some reviews of the spacing effect have not included studies across long timescales (Dempster, 1989; Greene, 2014; 
Hintzman, 1974) and other reviews that have included both short and long timescales have ignored interesting observations 
about the spacing effect over long timescales due to the number short studies greatly outweighing the number of long 
studies included (Cepeda, Pashler, Vul, Wixted, & Rohrer, 2006; Donovan & Radosevich, 1999; Janiszewski, Noel, & 
Sawyer, 2003; Moss, 1996). Secondly, as will be discussed in chapter 2 and 4 there may be different mechanisms that 
explain the spacing effect over short and long timescales.  
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For example, after the first presentation the word “mammal” there might be 6 different words presented 
between this first presentation and the repetition of the word in the list. Following a delay, memory for 
all words is tested. The spacing effect observed using this methodology is often called the lag effect 
and it is easiest to denote this methodology as the lag paradigm.   
One significant question explored using the lag paradigm was whether the spacing effect is due 
to spaced items being rehearsed more than massed items. While differential rehearsal can, under certain 
conditions, produce what Delaney, Verkoeijen, and Spirgel (2010) term an “impostor spacing effect”, 
the spacing effect is still observed when rehearsal is controlled so that equal rehearsal is given to 
massed and spaced items (Delaney & Verkoeijen, 2009; Hovland, 1938, 1940; Kahana & Howard, 
2005; Shaughnessy et al., 1972; Zimmerman, 1975). Additionally, a spacing effect is observed in 
children too young to rehearse words and for pictorial materials that are extremely difficult for adults 
to rehearse (Hintzman & Rogers, 1973; McGeoch & Irion, 1952; Rea & Modigliani, 1987; Toppino, 
1991; Toppino, Kasserman, & Mracek, 1991). The evidence ruling out fatigue and differential 
rehearsal explanations of the spacing effect has led researchers to develop explanations based on the 
memory processes engaged during learning and repetitions. Some of these explanations are discussed 
in Chapter 2.  
There are a number of experimental findings that have come from research employing the lag 
paradigm that would need to be accounted for in any mechanistic explanation of the spacing effect.  
One important finding is the inverted-U relationship between spacing and retention (Glenberg, 1976, 
1977; Peterson, Wampler, Kirkpatrick, & Saltzman, 1963; Verkoeijen, Rikers, & Schmidt, 2005). That 
is, initially as the spacing of repetitions increases recall improves but, after a certain inflection point, 
further increases in the spacing between repetitions results in worse recall and the downward portion 
of the inverted-U (Figure 1). Additionally, the shape of the curve changes depending on the delay 
between the final repetition and the retention test. In particular, as the retention delay increases, the 
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optimal spacing interval changes and also becomes longer (Figure 1). Moreover, when there is a very 
short retention interval (e.g., an immediate test) massing is generally superior to any kind of spacing.  
 
Figure 1. Mean percentage correct recall for word-pairs as a function of lag and retention interval. Data 
points redrawn from Balota, Duchek, and Paullin (1989). RI = Retention interval. Lag = the number of 
items between presentations. 
 
Another observation that must be accounted for when explaining the spacing effect is study-
phase retrieval (Asch, 1969; Delaney et al., 2010; Wahlheim, Maddox, & Jacoby, 2014). Study-phase 
retrieval is the technical term for participants recognising that they have studied the repeated item 
previously. A necessary component of this recognition process is that participant’s retrieve from 
memory information about the first presentation, such as temporal and content information (Hintzman, 
Summers, & Block, 1975; Thios & D'Agostino, 1976). There are several pieces of evidence that 
support the importance of study-phase retrieval for the spacing effect. One piece of evidence is that, 
when the experimenter prevents study-phase retrieval, the spacing effect no longer occurs despite the 
fact the repeated item is still processed (Asch, 1969; Thios & D'Agostino, 1976). Wahlheim et al. 
(2014) provided another piece to this puzzle by manipulating the degree to which participants 
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recognition that the presentation of a paired-associate was a repetition (i.e., enhancing retrieval of the 
first occurrence of the paired-associate) enhanced the spacing effect. This seems to suggest that part of 
the spacing effect is a combination or binding together of two experiences, in this case the first and 
second repetition of the paired-associate.  
Related to this idea is the observation that spaced repetitions lead to “superadditive” recall (Begg 
& Green, 1988; Benjamin & Tullis, 2010). In essence, additive recall is the probability of recall we 
would expect if two presentations of an item were cognitively independent. It is calculated with the 
equation: p1 + (1-p1)*p2. In this case p1 is the probability of recall based on the first presentation of a 
word-pair and p2 is the probability of recall based on the second presentation of a word-pair. To 
understand additivity one could simply imagine a probability tree (Figure 2). We might suppose that a 
single presentation provides a 0.5 probability of correct recall at test. The first scenario of correct recall 
is the trace formed from p1 when it is successfully retrieved and the probability of this occurring is 0.5. 
The alternative scenario for correct recall is that there is a failure to retrieve the trace formed from p1 
(1 - 0.5) but there is retrieval of the trace formed by presentation 2 (with a probability of 0.5). This 
leads to (1 – 0.5)*0.5 = 0.25. The additive recall is therefore calculated by adding together the two 
scenarios for correct recall 0.5 + 0.25 = 0.75. Superadditive recall is when the recall based on two or 
more presentations is greater than the calculated additive recall. Using the example provided, recall is 
superadditive if the observed probability of recall is greater than 0.75. Superadditivity has been 
observed with some degree of generality in the spacing effect literature, with studies showing it occurs 
in free-recall, recognition, and cued-recall (Benjamin & Tullis, 2010).  Superadditivity suggests that 
the two experiences are combined in some way and, in a sense, means that the whole is greater than 
the sum of the parts.  
 
 




Figure 2.  Probability tree for correct recall of an item if the traces formed by two presentations are 
cognitively independent. 
 
The lag paradigm generally uses word lists, paired-associates, or pictures as stimuli for learning 
(e.g., Hintzman & Rogers, 1973; Paivio, 1974; Toppino, 1993). The spacing effect, however, has also 
been observed for learning and retaining skills (Donovan & Radosevich, 1999; Lee & Genovese, 1988). 
In these tasks, instead of using intervening items to create the spacing interval, participants are 
generally given time to rest. There are several notable observations of the spacing effect for skill tasks 
over short timescales. The first observation is that spacing enhances learning and creates temporary 
performance effects (Abrams & Grice, 1976; Donovan & Radosevich, 1999; Metalis, 1985). A 
particularly illustrative example is a study by Bourne and Archer (1956). They had participants learn 
a rotary pursuit task. In this task participants are given a stylus and a rotating wheel with a target on it. 
The participant’s job is to keep the stylus on the target. Bourne and Archer (1956) compared 
participants who had 0, 15, 30, 45 and 60 seconds of rest between trials. As shown in Figure 3, 
throughout acquisition the amount of spacing influenced participants’ performance. The best 
performance occurred in the group with 60 seconds of rest and the worst performance occurred in the 
P1 trace 
retrieved (0.5) 
P1 trace retrieved 
not retrieved (1 – p1) 
P2 trace 
retrieved (0.5) 
P2 trace not 
retrieved   
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group with 0 seconds of rest. The remaining groups displayed intermediate performance during 
acquisition. The fact that the superiority of spacing is maintained after a 5-minute break indicates that 
spacing influenced learning and not just participants’ performance. However, the fact that the groups 
are closer together after a 5-minute rest indicates that spacing also has a temporary influence on 
performance during acquisition. The conclusion that spacing has temporary performance effects is 
further supported in several other studies that find that spacing influences acquisition, but after a break 
there is no difference in the performance of the spaced and massed groups  (Garcia, Moreno, Reina, 
Menayo, & Fuentes, 2008; Stelmach, 1969).   
 
Figure 3. Mean percentage of time on target for different amounts of trial spacing in rotary pursuit. 
Figure taken from Bourne and Archer (1956). 
 
A second observation about the spacing effect in skill tasks over short timescales is that the effect 
is influenced by the overall complexity of the task. More specifically, Donovan and Radosevich (1999) 
found a large effect size (d = 0.97) for spacing in tasks that were low in overall complexity (e.g., rotary 
pursuit, ball toss, etc.) and a trivial effect size (d = 0.07) for tasks that were high in overall complexity 
(e.g., air traffic controller simulation, musical performance, etc.). There has been little empirical 
exploration of why this observation occurs, but it is possibly due to the fact that extended periods of 
concentration are important in more complex tasks and the spacing disrupting this process.  
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1.3 The spacing effect over long time-scales 
1.3.1 The spacing effect in skill-related tasks 
1.3.1.1 Adults 
Studies utilizing skill learning tasks to investigate the spacing effect using long spacing intervals 
have, by and large, compared a group that completes all of its training within one day (i.e., massed) to 
a group that completes its training across multiple days (i.e., spaced). As one might expect, spaced 
practice generally leads to better learning2 and retention than massed practice (Arthur Jr et al., 2010; 
Dail & Christina, 2004; Shea, Lai, Black, & Park, 2000). Additionally, spacing has proven beneficial 
for a very wide range of skills such as playing video games (Shebilske, Goettl, Corrington, & Day, 
1999; Stafford & Dewar, 2014), interviewing (Heidt, Arbuthnott, & Price, 2016),  learning surgical 
skills (Andersen, Mikkelsen, Konge, Cayé‐Thomasen, & Sørensen, 2016; Spruit, Band, & Hamming, 
2014; Verdaasdonk, Stassen, Van Wijk, & Dankelman, 2007), playing a piano sequence (Rubin-
Rabson, 1940; Simmons, 2011), balancing on a swaying platform (Shea et al., 2000), electrical testing 
of a vehicle charger (Hagman, 1980), learning to enhance alpha waves through bio-feedback (Albert, 
Simmons, & Walker, 1974) and golf putting (Dail & Christina, 2004). 
 
1.3.1.1.1 Intensity of training  
Most of the studies that investigate the spacing effect for skill-related tasks compare a group that 
completes their sessions across multiple days to one that completes all sessions within a single day. A 
smaller number of studies have investigated whether, when training is spaced over multiple days, 
                                                 
2 Learning in this case is defined as performance at the end of training or soon after training has been completed and 
retention is defined as performance after a delay.  
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manipulating the intensity of training influences learning and retention. For example, is 1 hour of 
training per day for 16 days better than the more intense schedule of 4 hours of training per day for 4 
days? Baddeley and Longman (1978) addressed this question by varying the number of sessions per 
day (1 or 2) and the number of hours in a session (1 or 2) that postmen were trained to type. After 
approximately 60 hours of training, postmen who completed the least intense training (1 session of 1 
hour per day) learned to type faster and more accurately than the other more intense groups (Figure 
4A). Additionally, a series of retention tests conducted 1, 3 and 9 months after training revealed a 
somewhat less clear-cut result, this was partly due to the least intense group going on holiday and 
completing less training than the other groups, but the overall trend was for the group with the most 
intense training (2 sessions of 2 hours per day) to perform worse than the other groups (Figure 4B). 
There are some other studies, though generally less systematic, that are consistent with Baddeley and 
Longman’s (1978) finding that less intense training, spread across a larger number days, provides better 
learning (De Win, Van Bruwaene, De Ridder, & Miserez, 2013; Kauffeld & Lehmann-Willenbrock, 
2010; Knapp & Dixon, 1950; Knapp, Dixon, & Lazier, 1958; Lashley, 1915; Ruch, 1928).   
 
Figure 4. Learning and retention performance of postmen learning to type from Baddeley and 
Longman (1978). 1x1: one session of 1 hour per day. 1x2: one session of 2 hours per day. 2x1: two 
sessions of 1 hour per day. 2x2: two sessions of 2 hours per day.  
 
Obviously, despite Baddeley and Longman’s (1978) finding that the least intense training 
resulted in the greatest learning, there are likely lower limits on training intensity after which 
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performance declines. For example, Paik and Ritter (2015) had participants learn to balance an inverted 
pendulum under one of four different practise schedules. For our purposes the four practice schedules 
can be characterised from least intense to most intense. Paik and Ritter (2015) found that the 
intermediate intensity group (the hybrid-massed group), who completed 8 sessions across 1 week, 
showed significantly better learning than the least intense group (the spaced group) who completed 8 
sessions across 2 weeks.  
Another approach to investigating the intensity of daily sessions is by varying the total number 
of trials per day. Studies investigating perceptual and visuo-motor learning have found that a minimum 
number of trials is required for learning to occur (Aberg, Tartaglia, & Herzog, 2009; Wright & Sabin, 
2007), and that there is an optimal number of trials per day for learning and going beyond this optimum 
produces minimal additional learning (Goedert & Miller, 2008; Molloy, Moore, Sohoglu, & Amitay, 
2012; Savion-Lemieux & Penhune, 2005). For example, Wright and Sabin (2007) had participants 




Table 1.  
Summary of the main studies discussed that manipulate the intensity of training.  
  
Study Spacing groups Task Result 
Baddeley and Longman (1978) 1 session of 1 hour per week day, 
2 sessions of 1 hour per week 
day, 1 session of 2 hours per 
week day, 2 sessions of 2 hours 
per week day.  
Postal office typing system 1 session of 1 hour per day 
showed better learning and 
retention.  
Paik and Ritter (2015)  Spaced: 8 sessions across two 
weeks. 
Massed: 8 sessions across two 
days. 
Hybrid Massed: 8 sessions across 
1 week.  
Balancing an inverted 
pendulum 
Hybrid Massed showed better 
learning and retention test 
performance than the other 
groups.  
Wright and Sabin (2007) 360 trials per day or 900 trials 
per day 
Tone discrimination: interval 
between tones, tone frequency.  
Tone interval: 360 trials per day 
resulted in more efficient 
learning. Tone frequency: 900 
trials per day resulted in better 
learning. 
Young (1954) 4 days per week vs 2 days per 
week (same total number of 
sessions for each schedule).  
Archery or badminton Task dependent: archery 
improved more completing 4 
days per week, badminton 
improved more completing 2 
days per week.  
Harmon and Miller (1950)  1 session per week, 3 sessions 
per week, expanding spacing 
interval (1,2,3,5,8…), 1 session 
per day… 
Billiards  The group with the expanding 
spacing interval showed the 





between tones, for 360 or 900 trials per day. For discriminating the frequency of tones, participants 
who received 360 trials per day failed to improve above their baseline level of performance while 
participants who received 900 trials per day displayed consistent improvement. In contrast, when 
discriminating the interval between tones, participants in both groups displayed the same rate of 
learning, indicating that going beyond 360 trials per day had no impact on this particular 
discrimination.  
When learning a new sport or skill many people will practice for just a few days per week. It is, 
therefore, theoretically and practically interesting to understand the spacing effect when learning 
occurs on a weekly basis. Young (1954) had college students learn and practice badminton or archery 
2 or 4 days per week. For badminton, the students improved more when they practiced 2 days per week 
compared to 4 days per week. In contrast, the archery students improved more when they practiced 4 
days per week compared to 2 days per week. Young (1954) speculated that the results were due to 
differences in participants’ prior experience of skills related to the two sports. Many participants 
probably had prior experience in racket sports and this meant they could improve their badminton skills 
with relatively spaced sessions, but for archery they required more concentrated sessions to build up 
their basic skills. 
Harmon and Miller (1950) had college women who had no prior experience playing billiards 
learn and practice with different schedules, for a total of 9 sessions. They compared 4 different 
schedules: Group 1 completed 3 sessions per week for 3 weeks, Group 2 completed the 9 sessions 
across 9 consecutive days, Group 3 completed sessions across a gradually increasing interval (i.e., they 
practiced Day 1, 2, 3, 5, 8, 13, 21 and 34), and Group 4 completed 1 session per week for 9 weeks. At 
the end of training Group 3 performed significantly better than the other three groups. Somewhat 
similar to Young’s (1954) explanation noted above, Harmon and Miller (1950) attributed the better 
performance of Group 3 to participants initially benefiting from concentrating their sessions to reach a 
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certain threshold of learning and then benefiting from the spacing of sessions to further improve 
performance. 
Finally, there are some studies which do not find a spacing effect. These studies use a variety of 
tasks such as pattern tracing (Franklin & Brozek, 1947), prosthesis training (Romkema, Bongers, & 
van der Sluis, 2015) and assembling a machine gun (Schendel & Hagman, 1982). Some of these studies 
potentially reflect the fact that the tasks used are less sensitive to manipulations of training intensity 
because the training for all of the groups in these studies occurs over a long period of time and the tasks 
used are different to those reported on earlier (Franklin & Brozek, 1947; Massey, 1959; Murphree, 
1971; Romkema et al., 2015). A few other studies potentially do not find a spacing effect because prior 
experience leads to a fast rate of learning and/or very little forgetting (Mitchell et al., 2011; Schendel 
& Hagman, 1982).  
Overall, less intense daily training where learning is distributed over a larger number of days 
enhances learning and retention compared to more intense daily training. However, a certain minimum 
threshold of experience seems to be necessary for learning to occur in these daily sessions. This 
threshold varies depending on the type of task. Additionally, it would be useful to see whether the 
beneficial effect of gradually expanding the spacing interval found by Harmon and Miller (1950) could 
be replicated for billiards and other tasks to furnish theoretical accounts of the spacing effect and 
provide an effective schedule for learning and retaining skills. Finally, previous knowledge and 
experience is a potentially important variable for influencing precisely which spacing schedule is most 
beneficial for a particular skill.   
1.3.1.1.2 Task complexity 
As mentioned earlier, in their review of the spacing effect, Donovan and Radosevich (1999) 
found that for tasks categorized as highly complex (e.g., aeroplane control simulation) the effect size 
of the spacing effect was very small (d = 0.07). The implication of this finding is that it is not 
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worthwhile to space the learning of complex tasks. Their analysis contained studies employing a 
variety of tasks and intervals ranging from a few seconds to 24 hours, but their analysis was heavily 
weighted toward studies that used short spacing intervals. Since their review was published, a number 
of new studies on skills that use long spacing intervals have been published, it is therefore interesting 
to consider whether their findings apply to skill-related studies with spacing intervals of 24 hours or 
more. Arthur Jr et al. (2010) addressed this issue by training participants in a complex simulation game 
where participants played the role of the commander of a navy fleet. Participants completed their 
sessions across 2 weeks or concentrated in 1 week. The 2-week group displayed better learning on a 
post-test at the end of training than the 1 week group (d = .24) and better retention on a test 8 weeks 
after training (d = .46). It is important to note that Donovan and Radosevich’s (1999) massed groups 
completed their training all in a single day; if Arthur Jr et al. (2010) had used a similar comparison 
group they probably would have reported even larger effect sizes.  
Additionally, a number of studies have reported the benefits of spacing while learning surgical 
skills (De Win et al., 2013; Gallagher, Jordan-Black, & O'Sullivan, 2012; Kang et al., 2015; Moulton 
et al., 2006; Spruit et al., 2014; Verdaasdonk et al., 2007). Some of these studies provide information 
on effect sizes. These studies generally find a medium to large effect size of spacing and therefore 
provide additional evidence that spaced repetitions produce a worthwhile improvement in complex 
skill tasks.    
1.3.1.2 Infants and children 
In addition to the literature on adults, there are also several studies that have explored the spacing 
effect for skill-related tasks in infants and children. For example, Vander Linde, Morrongiello, and 
Rovee-Collier (1985) compared infants who learned to kick to activate an overhead crib mobile with 
spaced or massed practice. The daily group completed three sessions across three consecutive days, 
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the alternate-day group completed three sessions on alternate days, and the massed group completed 
all three sessions on a single day. Consistent with the adult literature, infants in the alternate-day group 
learned the task significantly faster than infants in the daily and massed groups. 
Studies have also investigated the spacing effect for retention in infants, utilising the concept of 
a time window (Rovee-Collier, 1995). The time window is a limited period of time in which additional 
experiences can be integrated into a memory, beyond which the time window shuts because the 
memory has been forgotten. Rovee-Collier (1995) compared time windows to critical periods in that 
time windows are a limited period of time in which an organism is responsive to certain experiences, 
except that the time window is psychological rather than biological. For example, in one study, a new 
item was integrated into a pre-existing category if it occurred 4 days after the original category learning 
experience, but the new item was treated as a unique event if it occurred 5 or 6 days after category 
learning (Rovee-Collier, 1995).  The time window concept uses the same basic principles to explain a 
range of phenomena in infant memory which involve integrating new experiences with related long-
term memories (Rovee-Collier, 1995).  Some of the phenomena explained using the time window 
concept are categorization, memory modification, and the spacing effect  (Rovee-Collier, 1995). For 
the spacing effect, studies using the time window concept have found that repetitions that are later in 
the time window lead to a task being remembered longer than repetitions that are earlier in the time 
window; however, if the repetition is outside the time window, even if it is only a single day, it is as if 
the infant is encountering the stimulus for the first time (Galluccio & Rovee-Collier, 2006; Hartshorn, 
Wilk, Muller, & Rovee‐Collier, 1998; Hudson & Sheffield, 1998; Rovee-Collier, Evancio, & Earley, 
1995). 
Rovee-Collier et al. (1995) illustrated the time window concept by employing a crib mobile 
paradigm similar to the one described above. In this paradigm 3-month-old infants completed two 15 
minute sessions with a space of 1, 2, 3 or 4 days between sessions. Retention was then tested 8 days 
after the first session and the results are illustrated in Figure 5. Infants whose second session occurred 
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2 days after the first session had perfect recall in the retention test because their second session was 
late but still within the infants’ time windows. In contrast, infants whose second session was 4 days 
after their first returned to their baseline level of performance because the second session occurred 
outside of their time window. Finally, infants whose second session was 1 day or 3 days after the first 
session showed intermediate retention. For the 1 day space this was because the second session was 
early in the time window, whereas for the 3 day space it was because some infants could retrieve the 
memory whereas others could not (i.e., outside of the time window for some infants but just within the 
time window for others). The infants who failed to retrieve the memory did not benefit from the second 
session and performed close to baseline at the retention session, while those who retrieved the memory 
did benefit from the second session, suggesting that the optimal space is just before a memory is 
forgotten. Overall, these results show that there is an inverted-U relationship for spacing and retention 
in infants.  
 
 
Figure 5. Retention performance of infants with varying delays between session 1 and session 2 and 
session 2 and the test from Rovee-collier et al. (1995). *Significantly different from baseline 
performance. 
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Interestingly, another study has suggested that the finding that the optimal space is just before 
the memory is forgotten may not be the full story. Hsu (2010) examined how long 6-, 9-, 12-, 15- and 
18-month old infants retained a memory for an operant task, equivalent to the mobile paradigm, when 
their second session was completed near the end of their time window. Comparing her data with an 
earlier study that used the same methodology and completed the second session 24 hours after the first 
(Hartshorn, Rovee‐Collier, et al., 1998), Hsu (2010) concluded that for 6 month old infants completing 
the second session near the end of the time window resulted in better retention, but for the 9- to 18-
month old infants completing the second session near the end of the time window lead to worse 
retention than a 24 hour space. It is important to note that the 9- to 18-month old infants successfully 
retrieved the memory in the second session; thus if Hsu’s (2010) conclusions are correct this means 
the assumption that more difficult retrievals are always better, as suggested by some accounts of the 
spacing effect (e.g., Bjork & Bjork, 1992; Delaney et al., 2010), may not be correct. However, given 
the use of a between-study comparison, it would be desirable for Hsu’s (2010) finding to be replicated.  
1.3.2 Language and Verbal Tasks 
1.3.2.1  Adults 
Unlike skill-related tasks, for language tasks spacing leads to equal or worse learning but 
enhanced retention. While the finding of no spacing effect for learning in language-related tasks may 
seem unusual, a close reading of the studies referenced reveals that this finding is very consistent 
(Bahrick, 1979; Bahrick, Bahrick, Bahrick, & Bahrick, 1993; Bloom & Shuell, 1981; Cepeda et al., 
2009; Cepeda et al., 2006; Keppel, 1964, 1967; Moss, 1996; Simone, Bell, & Cepeda, 2013; Suzuki & 
DeKeyser, 2015). For example, Bloom and Shuell (1981) compared a spaced group that studied French 
words on three consecutive days to a massed group that studied French words all in the same day. On 
an immediate test, conducted to assess learning, the spaced and massed groups were equivalent, but on 
a retention test 4 days later the spaced group’s performance was superior to the massed group, thus 
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spacing led to equivalent learning but enhanced retention. In contrast, for a skill-related task, Shea et 
al. (2000) compared a spaced group that practiced a discrete timing task on three consecutive days to 
a massed group that completed the same amount of practice within the same day and found that the 
spaced group performed better at the end of training. The possible reasons for spacing enhancing 
learning in skill-related tasks but not language-related tasks will be discussed in later sections.   
For retention, similar to Rovee-Collier et al.’s (1995) findings with infants, an inverted-U curve 
for the spacing effect has been reported. For example, Cepeda, Vul, Rohrer, Wixted, and Pashler (2008) 
had participants study 32 facts across 2 sessions and then conducted a retention test. In the first session 
the facts were studied and tested until each fact was correctly recalled and in the second session facts 
were tested twice with feedback. The spacing interval between the first and second session varied 
across participants, ranging from 0 to 105 days. Similarly the delay between the second session and 
retention test ranged between 7 and 350 days. Initially, retention improved as the spacing interval 
increased but then declined forming an inverted-U curve (Figure 6). Additionally, the optimal space 
varied depending on the retention delay with the optimal space being longer for longer retention delays 
(e.g., for the 7 day retention delay the optimal space was 3 days and for the 35 day retention delay the 
optimal space was 8 days). 
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Figure 6. Retention performance of participants who repeated facts with varying spacing and retention 
test delays. Figure redrawn from Cepeda et al. (2008).  
 
Other studies have not used as many spacing and retention delays as Cepeda et al. (2008), but 
the finding that the optimal spacing interval changes depending on the retention delay has been reported 
for re-reading texts (Rawson, 2012; Rawson & Kintsch, 2005; Verkoeijen, Rikers, & Özsoy, 2008), 
word-pairs (Bahrick & Phelphs, 1987; Gerbier, Toppino, & Koenig, 2015; Küpper-Tetzel & Erdfelder, 
2012; Küpper-Tetzel, Kapler, & Wiseheart, 2014) and for remembering vocabulary (Küpper-Tetzel, 
Erdfelder, & Dickhäuser, 2014). One interesting question yet to be directly addressed is what effect 
increasing the number of re-learning sessions has on the inverted-U curve. From the studies published 
to date, I hypothesise that as the number of sessions increases, the number of spacing intervals that 
could be considered optimal or close to optimal for a particular retention delay increases, reflecting a 
widening of the inverted-U curve. For example, Küpper-Tetzel, Erdfelder, et al. (2014) used 1 
relearning session and found that for a 7-day delay a 1-day spacing interval produced recall of about 
86%, whereas a 10-day space produced recall of around 62%. In contrast, Bird (2010) used 4 relearning 
sessions and found for a 7-day delay a 3-day spacing interval produced retention of 83.1% and a 14-
day space produced retention of 80.9% (i.e., not significantly different from the 3-day-spacing group). 
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1.3.2.2  Infants and children  
While adults do not learn more with spaced presentations in language tasks, children do seem to 
learn more from spaced presentations. For example, Ambridge, Theakston, Lieven, and Tomasello 
(2006) exposed 4 year old children to 10 sentences containing a grammatical construction they had not 
yet learned. The exposures were massed all in a single session or spaced across five consecutive days. 
Children in the spaced group showed much better learning than those in the massed group on a test 
immediately after their last training trial. In contrast, Miles (2014) had adult Korean students learn 
English grammar and massed their learning into one day or spaced their learning across multiple days 
separated by varying delays and found that on the immediate test the spaced and massed groups 
learning was approximately equal. Thus, using a very similar design, spacing seems to enhance 
learning in children but not in adults. Another way of presenting this finding is that, at very short 
retention intervals, massing is better than or equal to spacing for adults but not for children (Cepeda et 
al., 2006; Maddox, 2016).   
Additionally, in children’s language tasks manipulating the intensity of training parallels the 
findings for adults learning skills. Schwartz and Terrell (1983) found that children learned more words 
when presentations were spread over 10 days compared to 5 days. Similarly, Childers and Tomasello 
(2002) found that children learned to produce more words when presentations were distributed over 4 
consecutive days rather than 2 consecutive days. Childers and Tomasello (2002) also found that when 
children’s learning occurred across 4 sessions there was no difference in learning between groups who 
had an intersession interval of 24 hours or 3 days, somewhat contradicting the spacing effect. There 
are several possible explanations for this finding, the first is that the absolute time between repetitions 
is not particularly important, but it is necessary for the child to have a period of sleep between each 
session before additional learning can occur. The second explanation is that the 3 day interval does 
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enhance learning, but its benefits are undermined by greater forgetting which leads to performance 
equivalent to the 24 hour intersession interval. 
Other studies have found spacing enhances children’s retention in language-related tasks 
(Goossens, Camp, Verkoeijen, Tabbers, & Zwaan, 2012; Moinzadeh, Talebinezhad, & Behazin, 2008; 
Sobel, Cepeda, & Kapler, 2011). One study conducted with children is particularly interesting for its 
practical implications. Moinzadeh et al. (2008) compared five groups of 12 – 13 year olds learning 
English as a foreign language. All of the groups completed six sessions: one group completed two 
sessions per day, a second group completed one session per day, a third group completed one session 
every alternate day, a fourth group completed two sessions per week and a fifth group completed one 
session per week. Learning was assessed via a test conducted one day after the final learning session 
and retention was assessed via a test conducted one month after the final learning session. Moinzadeh 
et al. (2008) reported that the group with one session per day performed the best on the learning test 
and the group with one session every alternate day performed the best on the retention test. This 
suggests that when considering the optimal spacing schedule you should consider how regularly the 
language will be used. For example, suppose a 12 year old is moving to a foreign country permanently, 
this study suggests that it would be optimal for them to learn with daily sessions; if however, the child 
was going to a foreign country for a holiday and most likely would return for multiple holidays across 
their lifetime, then it would be optimal for them to learn with sessions on alternate days.  
1.3.3 Puzzles and Maze learning 
Interestingly, the influence of spacing seems to be different when learning mazes and puzzles. 
For spacing intervals of 24 hours, spacing is more advantageous for mazes with a greater number of 
choice points (i.e., a larger maze pattern). Pechstein (1917) had participants learn a covered stylus maze 
that had to be navigated using participants sense of touch and movement. When participants learned 
the maze as a whole spaced practice was superior to massed practice. However, when participants 
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learned the maze by different methods which involved dividing the maze into parts and learning these 
parts individually, the advantage of spaced practice diminished and in some cases the massed group 
performed better than the spaced group. Cook (1937) obtained a similar result with a more direct 
manipulation. Cook (1937) had participants learn finger mazes with 4, 8, or 12 choice points. Cook 
(1937) found that overall the massed group had fewer errors than the spaced group but that the 
superiority of the massed group diminished as the number of choice points increased. At 4 choice 
points the massed group had a superiority of 98%, at 8 choice points the superiority was 28% and at 
12 it was 10%. Similarly, across the different choice points the spaced group completed the maze in 
less time than the massed group but this advantage increased as the number of choice points increased. 
For example, at 4 choice points the spaced groups superiority was 4%, at 8 it was 13% and at 12 it was 
20%.  
For learning to solve a puzzle massed practice generally seems to be better than spaced practice. 
Cook (1934) had participant’s complete 20 trials within a single day (massed) or through completing 
1 trial per day (spaced). The participant’s task was to arrange the puzzle pieces into the correct 
configuration (a t or a cross depending on the puzzle). Cook (1934) found that massed practice led to 
faster solution times than spaced practice, however, spaced practice lead to better retention. Another 
study by Ericksen (1942) had participants learn to solve a puzzle box or a 10-unit maze with a similar 
pattern of spacing or massing. Ericksen (1942) found that massed practice lead to better learning of the 
puzzle box but worse learning of the maze compared to spaced practice. Finally, Garrett (1940) 
compared the learning of three different “mental” puzzle tasks. The tasks were a code-learning task, a 
symbol-digit substitution task, and an artificial language task. Based on data he collected from his 
participants Garrett determined that the code-learning and symbol-digit substitution tasks were less 
complex than the artificial language task. Furthermore, he found that the code-learning and digit 
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substitution tasks were better learned under spaced practice and the artificial language task was better 
learned under massed practice.  
What are we to make of these findings? One factor that may be involved in the pattern of results 
is the amount of forgetting produced by each task. It may be the case that the precise steps required to 
solve the puzzle tasks are forgotten more quickly than the choices in the maze tasks where there may 
be a set of contextual cues to remind participants about the particular direction. This influence of 
forgetting is likely reflected in Garrett’s (1940) study where the artificial language task had a more 
complex set of rules to remember than the symbol-digit substitution and the code-learning tasks. It is 
also possible to observe a similar effect of complexity in mazes. A study by Cook (1944) manipulated 
the number of choices at each choice point in the maze (instead of the total number of choice points 
like Cook, 1937) and found that a greater number of choices at each point of the maze favoured massed 
practice presumably because it was then harder to remember which route to go down. This explanation, 
however, leaves unexplained why a larger maze pattern (i.e. a greater total number of choice points) 
favours spaced practice. Additionally, since these studies are quite old and no direct replications have 
been conducted, it would be worthwhile for someone to conduct replications of these studies to confirm 
the pattern of results observed.  
1.3.4 Generalization 
1.3.4.1  Adults 
Interestingly, a few studies have found that spacing not only benefits the learning and retention 
of specific items but improves the generalization of learning. Hagman (1980) had participants learn 
and practice electrical testing on the same equipment or different equipment, with practice massed all 
in one day or spaced on three consecutive days. On a transfer test after a 2-week delay, spaced practice 
on different equipment resulted in better transfer than spaced practice on the same equipment. Spaced 
practice on the same equipment resulted in better performance on the transfer test than massed practice 
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on the same or different equipment. Moreover, massed practice on the same or different equipment 
resulted in equivalent performance on the transfer test, indicating that spacing was necessary for 
training variations to promote generalization. Similarly, Moulton et al. (2006) compared massed and 
spaced groups who practiced microsurgical skills on PVC-artery models and arteries from a turkey 
thigh, and tested to what extent their skills transferred to a live rat 1 month after training. Moulton et 
al. (2006) found that the spaced group performed significantly better on a variety of outcome measures 
than the massed group. There is one other study that claims to show transfer for diagnostic skills but, 
because it used a within-subjects design and spaced training was always completed before massed 
training, it is not possible to know whether this was due to experience alone or the spacing effect 
(Kerfoot et al., 2010). 
The two studies described above are the only studies I am aware of that systematically examine 
the effect of long spacing intervals on generalization in adults, obviously more research is needed on 
this aspect of the spacing effect. However, based on these studies and the studies on children discussed 
below it seems probable that the spacing effect will enhance generalization in other circumstances in 
adults.  
1.3.4.2  Infants and Children 
Studies with children have investigated the impact of spacing on generalization using a greater 
range of spacing intervals relative to the adult literature. For example, Vlach and Sandhofer (2012) 
investigated the impact of spacing on the generalization of simple and complex science concepts in 5 
to 7 year olds. The children in their study completed four lessons on biomes, with each lesson involving 
a different context (desert, grasslands, artic, ocean or swamp), and a post-test 1 week after the last 
lesson. The massed group completed all 4 lessons in one day, the intermediate group completed 2 
lessons per day for 2 days, and the spaced group completed 1 lesson per day for 4 days. For simple 
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generalization, the spaced group showed significantly greater improvement from the pre- to post-test 
than the massed group, and the intermediate group’s improvement was not significantly different when 
compared to the massed or spaced groups. In contrast, for complex generalization the spaced group’s 
improvement was significantly better than both the massed and intermediate groups. In fact, the data 
suggest that the spaced group is the only group to show an improvement in their gain scores as the 
questions moved from simple to complex, though unfortunately this trend was not tested for statistical 
significance. Spacing therefore may provide a greater benefit for more complex generalizations. 
Gluckman, Vlach, and Sandhofer (2014) replicated Vlach and Sandhofer’s (2012) findings but 
in the post-test, they included questions on the children’s memory for facts and concepts talked about 
during the lessons (e.g., what is a biome?), in addition to generalization questions. The spaced group 
showed significantly greater improvement than the massed group for simple and complex 
generalization questions and for memory questions. The reported means displayed the same pattern as 
above with spacing benefiting complex generalizations more than simple generalizations. Gluckman 
et al. (2014) also tested for correlations between the memory test and generalization, hypothesising 
that there would be a positive correlation between memory scores and generalization scores if 
generalization was related to memory for the lessons. They found no significant correlations, 
suggesting that in this task memory and generalization may be independent learning processes. 
Consistent with this finding, Wang, Zhou, and Shah (2014) trained children on working memory games 
and found no effect of spacing on game performance, but they did find that spacing improved transfer 
performance on Raven’s Progressive Matrices test.  
In contrast to the impact of spacing on learning and retention, there has been relatively little 
research exploring the impact of spacing over long intervals on generalization. However, the studies 
conducted to date allow us to tentatively conclude that greater spacing (e.g., spreading learning across 
4 days vs. 2 days) seems to provide a larger benefit to generalization and that more complex 
generalizations seem to benefit more from spacing, independent of other more specific forms of 
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learning. Since generalization and transfer are a very valuable part of learning it would be worthwhile 
for future research to examine whether these tentative conclusions are reliable and to examine the 
extent spacing promotes generalization for a greater variety of tasks.  
1.4 Summary 
Since the majority of studies have been conducted on the spacing effect over short timescales, 
most of the past literature has ignored the ramifications of the spacing effect over long timescales. 
When the spacing effect across long timescales is observed separately, some interesting patterns in the 
literature emerge. The spacing effect occurs for complex tasks over long timescales but does not occur 
for complex tasks across short timescales.  Moreover, spaced repetitions enhance learning in children 
and adults in skill tasks but do not enhance learning for adults in verbal tasks. Spaced repetitions do, 
however, seem to enhance retention in both adults and children across different types of tasks over 
long timescales. Additionally, the spacing effect seems to manifest slightly differently depending of 
the type of task and this potentially has something to do with participant’s prior experience and the 
complexity of the task.  
1.5 The spacing effect in non-human species 
A number of studies have also observed the spacing effect over short and long timescales in non-
human species. A large number of studies have been conducted using rats in land and water mazes and 
have found a spacing interval of 24 hours produces better retention than if the trials have been 
conducted within a single day (Commins, Cunningham, Harvey, & Walsh, 2003; Crystal & Babb, 
2008; Goodrick, 1973; McGaugh & Cole, 1965; Morris & Doyle, 1985; Sisti, Glass, & Shors, 2007; 
Spreng, Rossier, & Schenk, 2002). There are fewer studies that have been conducted across shorter 
timescales for mazes in rats but the ones that have been conducted have observed a spacing effect 
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(Kraemer & Randall, 1995; Rick, Murphy, Ivy, & Milgram, 1996). However, greater controls in future 
research would be beneficial to ensure the effect over short timescales is not due to fatigue (Sisti et al., 
2007).  Additionally, the spacing effect has been observed over long intervals for other mammalian 
species such as dogs and horses (Demant, Ladewig, Balsby, & Dabelsteen, 2011; Kusunose & 
Yamanobe, 2002; Meyer & Ladewig, 2008; Rubin, Oppegard, & Hintz, 1980).  
Another set of studies that is of interest is conditioning studies in animals. In these studies the 
inter-trial interval (ITI) between conditioning trials is varied and longer ITI’s lead to a higher rate of 
acquisition (Bouton & Sunsay, 2003; Detert, Kampa, & Moyer Jr, 2008; Sissons & Miller, 2009). 
However, this observation is unlikely to be the same as the spacing effect observed in human or in 
other tasks in non-human species. Unlike the spacing interval in humans, the ITI seems to influence 
the information or signalling value of the conditioned stimulus (Bouton & Sunsay, 2003; Ward, 
Gallistel, & Balsam, 2013). In particular, animals with longer ITI’s spend their ITI in the conditioning 
context and this extra exposure means the conditioned stimulus (CS) becomes a better signal for the 
unconditioned stimulus (US) and the animal learns to a greater degree that the context itself is an 
unreliable indicator of when the US will occur. This perspective is supported by studies where long 
ITI rats are taken out of the conditioning context during their ITI and studies where the short ITI rats 
are given extra exposure to the conditioning context. Both of these interventions abolish the differences 
in the acquisition of the conditioned response of the short and long ITI groups (Sunsay & Bouton, 
2008; Yin, Barnet, & Miller, 1994). In contrast, the spacing effect observed in rats with mazes and 
tasks in humans and other species seems to be a different phenomenon as generally the spacing interval 
is spent outside of the learning context (Bahrick & Phelphs, 1987; Demant et al., 2011; Goodrick, 1973; 
Spreng et al., 2002).  
An interesting study of the spacing effect was conducted in honey bees by Menzel, Manz, 
Menzel, and Greggers (2001). The bees in this study were conditioned by presenting an odour as the 
conditioned stimulus and sucrose as the unconditioned stimulus. The spaced group had an ITI of 10 
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minutes and the massed group had an ITI of 10 seconds. Additionally, Menzel et al. (2001) gave some 
bees a protein synthesis inhibitor before training. Menzel et al. (2001) found that at the end of training 
the spaced group showed a greater conditioned response than the massed group and that a protein 
synthesis inhibitor did not interfere with the bees learning of the task but did influence the bees’ 
retention. In particular, when tested 1-2 days later the spaced bees had impaired memory whereas the 
massed bees did not and when tested 3-4 days later both spaced and massed bees had impaired memory.  
 Menzel et al.’s (2001) study may be explained in two ways. One interpretation is that the results 
reflect the distinction between the ITI effect and spacing effect. The ITI effect reflects the rate of 
responding based on the how informative the animal perceives the CS and is unaffected by protein 
synthesis.  A similar spacing effect to that observed in humans is reflected in the bees’ retention of the 
conditioned response and this is influenced by protein synthesis inhibitors. Additionally, since the bees 
have a shorter lifespan and a different time-course for consolidation the 10 minute spacing interval in 
bees might be more like spacing intervals of hours in humans. A second interpretation of this study is 
that the longer ITI of the spaced group produces a greater response and the maintenance of this stronger 
response depends on protein synthesis. Although more research is needed to make a precise 
determination it seems more likely that Menzel et al. (2001) observed two distinct effects based on a 
study conducted in parasitic wasps (Smid et al., 2007). In this study, parasitic wasps were given three 
spaced (ten minutes between trials) or three massed Pavlovian conditioning trials where they were able 
to inject a caterpillar with eggs. Wasps who received spaced trials showed memory performance above 
naïve wasps when tested 1 – 5 days later whereas wasps who received massed trials did not. 
Additionally, the long-term memory was not formed if the wasps received a protein synthesis inhibitor 
before training. Importantly, during the spaced trials the wasps were taken out of the conditioning 
context and when their memory was tested 1 hour after their trials, massed and spaced wasps showed 
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the same level of learning, suggesting that the retention advantage Menzel et al. observed for spaced 
bees may be independent of the level of conditioning.   
Based on the evidence it seems likely there is a similar spacing effect in humans, other 
mammalian species and insects. When analysing their results and referring to past research, researchers 
should be careful to distinguish between the spacing effect and the ITI effect as these phenomena are 
likely to be produced by different mechanisms. However, it does seem likely that the spacing effect 
and the ITI effect can both exist amongst insects on the same task. The spacing effect therefore appears 
to depend on a basic memory mechanism that is conserved across different species.   
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2 Chapter 2: Past theories of the spacing effect and a new 
theory of the spacing effect. 
2.1 Can existing theories account for the spacing effect over long 
timescales? 
There have been numerous theories of the spacing effect. Rather than going over many redundant 
approaches, I will focus on the two predominant types of theories which are still believed to provide a 
possible explanation for the spacing effect. The first type of theory that is used to explain the spacing 
effect is contextual variability (Estes, 1955; Glenberg, 1979; Maddox, 2016; Pashler, Cepeda, Lindsey, 
Vul, & Mozer, 2009; Raaijmakers, 2003). While there are multiple permutations of contextual 
variability theories, essentially all theories using this mechanism suggest that spaced repetitions lead 
to a greater variety of contextual elements being integrated into a memory than massed repetitions and 
a greater variety of contextual elements means that the memory is more likely to be recalled after a 
delay period.  Modern contextual variability theories also have a study-phase retrieval component, 
whereby the original memory or experience must be recalled during the repetition to integrate 
additional contextual elements and therefore benefit from the repetition (Maddox, 2016; Pashler et al., 
2009; Raaijmakers, 2003). Furthermore, these theories explain the inverted-U curve of the spacing 
effect by suggesting that recall is based on the match between the test context and the contextual 
elements integrated during the first presentation and repetitions.  
Contextual variability theories work well for explaining the data in verbal studies in adults. Test 
performance is based on the overlap between contextual elements stored in the memory and the 
contextual elements present during the test. Performance on an immediate test is often better for massed 
repetitions because the contextual elements present for the test will be very similar to contextual 
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elements integrated during the initial presentation and the repetition, leading to a large overlap 
(Delaney et al., 2010; Maddox, 2016).  In contrast, for spaced repetitions the contextual elements 
present for an immediate test will be similar to the repetition but quite different to the first presentation.  
On a delayed test the contextual elements will be different to the contextual elements of the first 
presentation and repetition. It is therefore valuable to have a variety of contextual elements integrated 
into the memory so there is sufficient overlap, in this case spaced repetitions lead to a greater variety 
of contextual elements being integrated into the memory than massed repetitions and thus produce 
better retention (Delaney et al., 2010; Maddox, 2016).  
However, when we look outside of the verbal data in adults, contextual variability theories have 
problems explaining the data especially for the observations of the spacing effect across long intervals 
in the previous chapter. For long spacing intervals, I found that spaced repetitions led to better 
performance on an immediate test than massed repetitions on verbal learning tasks in young children 
and skill tasks in adults. According to the contextual variability theories the reverse should be observed, 
for an immediate test massed repetitions should lead to equal or better test performance than spaced 
repetitions due to massed repetitions resulting in a greater overlap between the test’s contextual 
elements and the contextual elements stored as part of the memory.  Also difficult to explain with the 
contextual variability account is why, when using short spacing intervals, the spacing effect is weak or 
non-existent for complex tasks but robust for complex tasks in which long spacing intervals are used. 
A second major class of theories explain the spacing effect in terms of retrieval difficulty 
(Benjamin & Tullis, 2010; Bjork & Bjork, 1992). In particular, these approaches suggest that greater 
forgetting occurs for spaced repetitions and this makes retrieval more difficult leading to a greater 
enhancement in the memory. Retrieval difficulty theories are supported by a number of studies of 
verbal memory using short spacing intervals (Benjamin & Tullis, 2010; Bjork & Allen, 1970; Crowder, 
1976; Hintzman, 1974). Consistent with retrieval being more difficult, many studies of the spacing 
effect in language-related tasks observe that at the time of the repetition performance is worse for the 
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spaced group than the massed group (Bjork & Allen, 1970; Cepeda et al., 2009; Glenberg, 1976). In 
contrast, in many of the skill-related studies using long spacing intervals the opposite is observed, at 
the time of the repetition performance is better for the spaced group than the massed group suggesting 
that retrieval of spaced repetitions is easier than retrieval of massed repetitions (e.g., Dail & Christina, 
2004; Molloy et al., 2012; Shea et al., 2000). Moreover, a couple of studies have compared the retention 
performance of Swahili word-pairs with a spaced group that slept during their spacing interval to a 
spaced group that remained awake during their spacing interval and found that the sleep group 
performed better at the repetition and subsequently showed better performance on the retention test 
(Bell, Kawadri, Simone, & Wiseheart, 2014; Mazza et al., 2016). These studies suggest that retrieval 
difficulty theories may not be able to account for the spacing effect over long timescales.  
Another finding noted above was that the spacing effect occurred for perceptual discrimination 
tasks (Molloy et al., 2012; Wright & Sabin, 2007). Since the discrimination response for each trial is 
based on stimuli presented in close succession it seems unlikely that retrieval difficulty is influenced 
by the spacing of repetitions as it potentially is in verbal tasks. Similarly, it seems unlikely that stored 
contextual elements play a significant role in the ability to make discriminations in these tasks. 
Significantly, however, for the theory proposed below memory consolidation plays a critical role in 
improving participant’s discrimination skill (Atienza, Cantero, & Stickgold, 2004; Gaab, Paetzold, 
Becker, Walker, & Schlaug, 2004; Gais, Plihal, Wagner, & Born, 2000; McNaughton, Douglas, & 
Goddard, 1991).  
2.2 A Reconsolidation Account of the Spacing Effect 
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2.2.1 Reconsolidation as a mechanism 
In the past there have been attempts to explain the spacing effect in terms of memory 
consolidation (Landauer, 1969; Wickelgren, 1972). However, these theories were generally rejected 
because of theoretical and empirical issues (Bjork & Allen, 1970; Delaney et al., 2010; Dempster, 
1989; Hintzman, 1974). In the decades since these papers were published there have been many 
significant developments in our understanding of consolidation and these developments are what make 
a reconsolidation account a viable hypothesis for explaining the spacing effect over long timescales.  
When the earlier consolidation theories of the spacing effect were published the concept of 
memory reconsolidation was not widely studied or adopted (Nader & Hardt, 2009; Sara, 2010). Instead 
the dominant perspective was that a memory was initially unstable and then overtime consolidated in 
a linear manner (Nader & Hardt, 2009; Sara, 2010).  A resurgence of interest in memory 
reconsolidation lead to experiments showing that this perspective was partially incorrect (Nader & 
Hardt, 2009); after the initial consolidation period when a memory was retrieved it returned to being 
unstable and sensitive to disruption. This period of instability probably provides a net benefit as it is 
necessary for additional experiences to modify and build on the pre-existing memory trace (Alberini, 
2011).  
 One of the ways researchers gained a better understanding of consolidation and reconsolidation 
was through experiments that used protein synthesis inhibitors such as anisomycin (Nader & Hardt, 
2009; Nader, Schafe, & Le Doux, 2000; Suzuki et al., 2004; Wang, de Oliveira Alvares, & Nader, 
2009). The initial consolidation experiments injected a protein synthesis inhibitor a little before or after 
training and found that memory was generally unaffected 0 to 2 hours after training but when the 
memory was tested 24 hours after training it was disrupted (Davis & Squire, 1984; Goelet, Castellucci, 
Schacher, & Kandel, 1986; McGaugh, 2000; Meiri & Rosenblum, 1998; Schafe, Nadel, Sullivan, 
Harris, & LeDoux, 1999). Thus a short-term memory could be sustained for a few hours without 
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generating new proteins but new proteins were needed for a long-term memory. Later, when research 
on reconsolidation developed, similar findings were observed (Nader et al., 2000; Rossato et al., 2007; 
Schafe & LeDoux, 2000; Suzuki et al., 2004). Researchers discovered that when the memory was 
retrieved 24 hours or more after training, injecting protein synthesis inhibitors into brain areas 
associated with the memory disrupted the memory after 24 hours but not when tested a few hours after 
training. These findings provide several important pieces of information about consolidation and 
reconsolidation. Firstly, the neural consolidation processes which influence the development of the 
long-term memory take time to develop and may not affect the memory over the first few hours after 
the initial training or a reactivation. Secondly, the memory gets additional consolidation 
(reconsolidation) from the reactivation.  
Other experiments using protein synthesis inhibitors and a variety of other techniques have 
further developed our understanding of memory reconsolidation. Researchers have determined two 
functions for memory reconsolidation: altering an existing memory trace in response to new 
experiences and strengthening a memory (Alberini, 2011; Alvares et al., 2013; Inda, Muravieva, & 
Alberini, 2011; Lee, 2008). On a behavioural level, memory strengthening has been identified as 
improved learning and better retention (Inda et al., 2011; Lee, 2008; Morris et al., 2006). Additionally, 
research has shown that memory reconsolidation seems to be a basic memory process occurring across 
many different tasks and species (Alberini, 2005; Forcato et al., 2007; Pedreira, Pérez-Cuesta, & 
Maldonado, 2004; Walker, Brakefield, Hobson, & Stickgold, 2003). In particular, it has been 
demonstrated in humans using both motor skill and verbal tasks (Coccoz, Maldonado, & Delorenzi, 
2011; De Beukelaar, Woolley, & Wenderoth, 2014; Forcato, Argibay, Pedreira, & Maldonado, 2009; 
Forcato et al., 2007; Walker et al., 2003). Based on this research we can be confident that the 
reconsolidation process is playing a role in the experiments described earlier. However, the critical 
question is: does the time between repetitions influence the degree to which consolidation and 
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reconsolidation strengthen and improve memories? Or alternatively, is reconsolidation’s effect on 
memory independent of the timing of repetitions and merely mediates another mechanism which is 
responsible for the spacing effect? For example, it might be the case that the reconsolidation process 
is responsible for integrating additional contextual elements into a memory and it is the addition of 
these elements which produce the spacing effect. Before I answer this question directly, it is worthwhile 
to address another development in our understanding of the consolidation of memory.  
A second development in memory consolidation research is a much better understanding of the 
significance of sleep (Stickgold, 2006). Sleep plays an active role in memory consolidation. During 
sleep memories are reactivated (Ji & Wilson, 2007; Oudiette & Paller, 2013; Pavlides & Winson, 1989; 
Wilson & McNaughton, 1994) and the different stages of sleep are associated with different tasks and 
aspects of performance, suggesting that sleep-based consolidation makes a qualitatively different 
contribution to memory than the waking state (Gais, Mölle, Helms, & Born, 2002; Marshall, 
Helgadóttir, Mölle, & Born, 2006; Stickgold, 2006; Walker & Stickgold, 2004). On a behavioural level 
there are parallels between the sleep literature and the spacing effect studies I reviewed earlier. In skill 
learning tasks a period of sleep leads to better performance with no additional practice (Fischer & Born, 
2009; Kuriyama, Stickgold, & Walker, 2004; Walker et al., 2003) and in verbal tasks sleep generally 
reduces forgetting but does not improve performance (Abel & Bäuml, 2014; Drosopoulos, Schulze, 
Fischer, & Born, 2007; Lahl, Wispel, Willigens, & Pietrowsky, 2008). Additionally, sleep is important 
for the generalization of memories (Stickgold & Walker, 2013).  Similar to the reconsolidation 
literature, studies investigating sleep and learning indicate that consolidation during sleep is 
influencing the same dependent variables (learning and retention) as the spacing effect and sleep (like 
the spacing effect) requires time to influence these variables. Thus, we return to the question does the 
spacing of repetitions influence the benefit gained by sleep-consolidation and reconsolidation? Or are 
the benefits from sleep-consolidation and reconsolidation independent of the spacing of repetitions? 
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Logically, it seems likely that the spacing of repetitions would influence the consolidation and 
reconsolidation processes and their beneficial effects on learning and retention. There are multiple 
studies indicating that consolidation during the night is influenced by an individual’s learning 
experiences during the day (Laureys et al., 2001; Maquet et al., 2000; Pavlides & Winson, 1989; Poe, 
Nitz, McNaughton, & Barnes, 2000). For example, Gais et al. (2002) found that participants who 
learned word-pairs showed a greater density of sleep spindles on the following night than participants 
who completed a word task that did not require long-term memory. It seems likely, therefore, that the 
spacing of repetitions over different numbers of days might influence memory consolidation during 
sleep. For example, in the Arthur Jr et al. (2010) study reviewed earlier the spaced group learned the 
naval command simulation over two weeks and the massed group learned it over 1 week. It seems 
probable that the spaced group might get a greater degree and quality of reprocessing during sleep than 
the massed group.  
There is also some experimental evidence that suggests that the spacing of repetitions influences 
consolidation and reconsolidation. Before we look at this evidence, it is worthwhile to state more 
clearly what the reconsolidation account of the spacing effect entails. Essentially, I am suggesting that 
greater time between repetitions provides more time for the memory to consolidate and this greater 
degree of consolidation makes the additional consolidation (reconsolidation) induced by a repetition 
more effective at enhancing the memory. Furthermore, part of the reconsolidation process is further 
processing of the memory during sleep.  
Many of the verbal and skill tasks reviewed earlier in this paper used a design where the massed 
group completed all of their trials in one day and the spaced group completed their trials across two 
days. One study that investigated memory reconsolidation had a similar set-up. In this study rats 
completed two trials of context-shock conditioning (Lee, 2008). Some of these rats completed the two 
trials all in a single day and others completed the trials across two days and the memory of both groups 
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was tested on the third day. After their second trial the rats were either injected with a substance that 
inhibited Brain Derived Neurotrophic factor (BDNF), a protein that has a variety of functions related 
to neuron growth and neural plasticity or ZIF268, a transcription factor involved in learning and 
memory processes. The researchers found that when the second trial occurred on the first day, 
inhibiting BDNF expression disrupted the memory but inhibiting ZIF268 expression had no effect. In 
contrast, when the second trial occurred on the second day inhibiting BDNF had no effect but inhibiting 
the expression of ZIF268 disrupted the memory. Furthermore, if no reactivation trial occurred on the 
second day inhibiting ZIF268 had no effect on memory performance.  The findings of this study 
suggest that a repetition engages slightly different neural mechanisms depending on the spacing of the 
repetition. In particular, my interpretation of this study is that ZIF268 is particularly important only on 
day 2 because it is part of the process building on the consolidation that occurred the previous night. 
Consistent with this perspective, other researchers have also found that some of the mechanisms used 
by memory reconsolidation are different to the initial consolidation process (Bahar, Dorfman, & Dudai, 
2004; Bozon, Davis, & Laroche, 2003; Taubenfeld, Milekic, Monti, & Alberini, 2001).  
In mammals some memories shift from being dependent on the hippocampus to being dependent 
on the cortex. This process is generally called systems consolidation and is thought to be beneficial for 
long-term memory (Alvarez & Squire, 1994; Milner, 1989). If spacing repetitions allows more time 
for consolidation and this consolidation makes the subsequent reconsolidation process more effective 
this should lead to a greater degree of systems consolidation. Lehmann et al. (2009) conducted a study 
where one group of rats received 12 context-shock trials spread across 6 days (i.e., spaced rats) and 
another group received 12 context-shock trials all in one day (i.e., massed rats). The rats then had their 
hippocampus lesioned 7 to 10 days after their initial learning session. The spaced rats continued to 
show fear to the context whereas the massed rats were amnesiac, demonstrating that the spacing of 
repetitions increased the rate of systems consolidation such that the memory was hippocampal-
independent in spaced rats but hippocampal-dependent in massed rats. This study therefore provides 
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some initial evidence that spaced repetitions enhance the consolidation of memories to a greater extent 
than massed repetitions.  
The relationship between the spacing of repetitions and memory consolidation was also explored 
in a study by Vilberg and Davachi (2013) using a within-subjects design. Participants studied and 
restudied word-object pairs and word-scene pairs. Massed pairs were restudied after 20 minutes, while 
spaced pairs were restudied after 24 hours, and memory for all of the pairs was tested 24 hours after 
the restudy period. While the participants were restudying the pairs they were scanned in an fMRI. 
Spaced word-object pairs remembered on the test showed a greater connectivity between the 
hippocampus and the perirhinal cortex than massed word-object pairs that were remembered. 
Additionally, the likelihood of spaced word-object pairs being forgotten could be predicted by the 
connectivity between the hippocampus and the perirhinal cortex, but the same prediction could not be 
made for the massed word-object pairs. The results for word-object pairs are consistent with the 
proposal that allowing time for consolidation enables the spaced repetition to be more effective than 
the massed repetition. No relationships were identified for the word-scene pairs, but this may have 
been due to these pairs consolidating differently and the measures used were unable to detect their 
consolidation.  
Additional evidence that reconsolidation is more effective for partially consolidated memories 
comes from a study by Tse et al. (2007). In their study, rats learned the spatial arrangement of an arena 
and that a flavoured pellet in the start box meant that food corresponding to that flavour was hidden in 
a specific sand-well in the arena (there were six flavours and six sand-wells). After the initial task was 
learned over several weeks and consolidated, Tse et al. (2007) introduced two new sand-wells into the 
arena that were associated with new flavours. Learning these new flavour-location associations would 
have induced reconsolidation as the memory for the arena would be modified to integrate the new 
learning. The two new flavour-location associations were learned after a single trial and were 
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independent of the hippocampus 48-hours later. Normally, new associations take several weeks to 
become independent of the hippocampus, suggesting that the framework the rats had established 
greatly increased the rate of memory consolidation. Additionally, reinforcing their findings, Tse et al. 
(2011) found that learning new associates within a previously established arena led to a greater 
expression of genes associated with plasticity in neocortical areas than learning new associates in a 
new arena or retrieval of previously learned associates. Like the other studies reported on, Tse et al. 
(2007; 2011) results support the central principle of the reconsolidation account of the spacing effect, 
that allowing memories time to consolidate enhances the reconsolidation of memories. Tse et al.’s 
(2007; 2011) studies were designed to gain a better understanding of the schema effect, which is the 
observation that establishing a framework of knowledge facilitates memory for additional learning that 
can be fit within the same framework. The spacing effect over long timescales is likely to partially 
overlap with the schema effect, the core difference being that with the spacing effect, the additional 
learning has a much higher degree of similarity to the established framework.  
From our review of the evidence relating reconsolidation to the spacing effect, we can establish 
why spaced repetitions might be beneficial for learning and retention. For learning, spacing enables 
some initial learning to consolidate and then at the repetition the reconsolidation process can more 
effectively integrate and consolidate additional learning thus building on the earlier consolidation 
process. For retention, spacing enables the memory to consolidate and then the subsequent 
reconsolidation process is more effective at enhancing the memory, making it more durable.  
2.2.2 Reconsolidation and the inverted-U curve of the spacing effect 
I have discussed why a longer spacing interval produces better memory than a shorter interval. 
However, as discussed earlier, longer spacing intervals are not always better than shorter intervals and 
there is an inverted-U curve for the spacing interval and its effect on retention. To better understand 
the inverted-U curve, it is worth comparing the curve for infants and adults. For adults the inverted-U 
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curve shifted depending on the length of the retention delay, with the optimal space being longer for 
longer retention delays (Cepeda et al., 2008); for infants (Galluccio & Rovee-Collier, 2006; Rovee-
Collier et al., 1995), changing the retention delay for the same set of spaces was not directly tested, but 
for 3-month old infants going beyond the optimal spacing interval lead to the infant performing at 
baseline, which means the optimal interval could not have shifted with a longer retention delay. I think 
that the inverted-U curve for both adults and children can be accounted for by assuming that forgetting 
reduces the effectiveness of memory reconsolidation. 
The data for 3-month old infants’ retention of the crib mobile paradigm is relatively simple to 
explain (Rovee-Collier et al., 1995). The two day spacing interval produced the best retention (see 
Figure 5, pg. 20) because retrieval is successful in all or almost all of the infants and sufficient time 
has passed to enable the reconsolidation process to be quite effective. For the 3 day interval some of 
the children retrieved the memory initiating reconsolidation and others did not, leading to a return to 
baseline performance on the retention test, the intermediate level of retention is a result of averaging 
across these two sub-groups. For the 4 day interval the majority of the children can no longer retrieve 
the memory thus reconsolidation does not occur leading to very poor retention.  
The same principles can be used to understand the inverted-U curve observed by Cepeda et al. 
(2008) (Figure 6, pg. 23). It is important to note that the infant’s retention was based on performance 
on a single task whereas in adult’s retention it was based on the recall of 32 facts and this difference 
most likely leads to the observed differences in the inverted-U curves. It seems a reasonable assumption 
that amongst the 32 facts there were differences in strength based on factors such as the attention given 
to that fact during learning or the memorability of the fact. These differences in strength might result 
in a slightly different forgetting curve for each fact and a different point in time when it is optimal to 
repeat each fact. The optimal spacing interval for a particular retention delay across all of the facts is 
the one long enough to provide a substantial benefit for some facts but short enough so that not too 
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many facts are so weak that they receive little or no benefit from the repetition. The optimal spacing 
interval and other points on the curve shift depending on the retention delay, because as the retention 
delay increases the facts need more time before the repetition will be beneficial enough to be recalled 
after the longer, more difficult delay. However, as a consequence of the repetition occurring later, some 
weaker facts that would have benefited from an earlier repetition receive little or no benefit from the 
repetition, but these weaker facts would have been forgotten across the longer retention delay anyway. 
For example, for a retention delay of 7 days the optimal spacing interval is around 3 days, 
hypothetically this could mean that 98% of the facts benefit from the repetition and 2% of the facts are 
too weak to benefit and this results in 94% of the facts being recalled in the retention test. For a retention 
delay of 35 days, the optimal spacing interval is around 8 days. At this retention delay, a 3 day spacing 
interval still benefits 98% of the facts, but due to the long delay only 70% of the facts are remembered 
in the retention test. In contrast, for a spacing interval of 8 days, there is greater forgetting before the 
repetition, perhaps resulting in only 90% of the facts benefiting from the repetition. However, those 
facts which do benefit from the repetition receive a larger benefit, leading to less forgetting. Therefore 
at the 7 day retention delay, the 8 day spacing interval might lead to recall of 88%, which is worse than 
the recall of 94% produced by the 3 day spacing interval; but at the 35 day retention delay, the 8 day 
spacing interval might result in recall of 80%, which is better than the 70% recall at the 3 day spacing 
interval. Thus by taking into account that multiple facts are learned and that there are probably 
differences in the benefits that the facts receive from repetitions, the core characteristics of the inverted-
U curve for retention can be accounted for.   
2.2.3 Accounting for the effects of spacing on learning 
One of the problems with some of the existing theories of the spacing effect above was that they 
are unable to explain why under some circumstances spacing benefits learning and retention and while 
in others it benefits retention but does not enhance learning. One finding is that the spacing effect 
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enhances learning in language-related tasks in children but not in adults. Noticeably, the adults can 
learn a lot of words or word pairs within a single session. Adults for example can learn 40 new word-
pairs in the first session (e.g., Bahrick & Hall, 2005; Cepeda et al., 2009). In contrast, children’s ability 
to learn new words is more limited, with spacing studies teaching children 6 to 16 new words, which 
are not all remembered even after multiple learning sessions (Childers & Tomasello, 2002; Schwartz 
& Terrell, 1983). Part of the reason the spacing effect occurs for children and not adults in this context 
might be that children require time for consolidation between presentations, whereas adult’s rapid 
learning makes consolidation unnecessary for acquisition, but they forget the words relatively quickly 
and do require consolidation and reconsolidation to make long-lasting memories.  
Another finding is that adults show the spacing effect for learning skill-related tasks but not 
language-related tasks. A similar finding occurs in the sleep literature, after a period of sleep 
performance improves in skill tasks (De Beukelaar et al., 2014; Fischer & Born, 2009; Kuriyama et al., 
2004; Mednick, Nakayama, & Stickgold, 2003; Walker et al., 2003) but performance generally declines 
after a period of sleep in language tasks with sleep’s beneficial effects occurring due to reduced 
forgetting (Abel & Bäuml, 2014; Drosopoulos et al., 2007; Lahl et al., 2008; Stickgold & Walker, 
2007; Yaroush, Sullivan, & Ekstrand, 1971). Since I believe that sleep consolidation contributes to the 
spacing effect, the findings in the spacing literature and sleep literature can be explained in a similar 
way. Noticeably, in skill-learning tasks participants are generally only learning one skill and their 
acquisition is gradual occurring over days. In contrast, for language tasks words or word-pairs are 
generally acquired rapidly with the difficulty of the task coming from the large number of words they 
have to learn. The explanation for the difference between language-related and skill-related tasks is 
thus essentially the same as the explanation for the difference between children and adults for language-
related tasks. After a certain number of repetitions within a single day, skill-related tasks require 
consolidation for additional improvements in performance, whereas in language-related tasks 
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repetitions within a single day remain effective until the word-pairs are acquired but consolidation and 
reconsolidation is necessary for other improvements in the memory such as reduced forgetting and 
resistance to interference. Why might there be differences in acquisition for adults in language tasks 
compared to skill tasks and language tasks in children? A plausible explanation is adults daily 
experience with language facilitates acquisition in language tasks and adults do not have the same 
degree of experience in motor skill tasks and children obviously do not have the same degree of 
experience with language as adults. An implication of this idea is that an adult’s expertise or experience 
in a particular area will impact the benefits received from the spacing effect. For example, spacing 
might be less beneficial for expert pianists learning a new piece than for novice pianists.  
The observation that the spacing effect enhances the generalization of learning fits well with the 
reconsolidation account. Numerous studies have demonstrated that one of the important functions of 
consolidation is the generalization of learning (Fischer, Drosopoulos, Tsen, & Born, 2006; Friedrich, 
Wilhelm, Born, & Friederici, 2015; Gómez, Bootzin, & Nadel, 2006; Stickgold & Walker, 2013). 
Therefore, if the reconsolidation induced by spaced repetitions enhances the consolidation processes 
(i.e., as reported for systems consolidation earlier in the study by Lehmann and McNamara (2011)), 
you would expect generalization to be enhanced as well. Additionally, the finding that spacing benefits 
complex generalizations more than simple generalizations is paralleled in the consolidation literature 
where the more complex parts of a task receive the greatest benefit from memory consolidation 
(Kuriyama et al., 2004).   
2.2.4 The reconsolidation account in comparison to previous consolidation accounts 
There are significant differences between the use of reconsolidation as a primary mechanism to 
explain the spacing effect and the use of consolidation as a mechanism of the spacing effect as explored 
in earlier consolidation accounts (Landauer, 1969; Wickelgren, 1972). An important difference is the 
significance placed on memory retrieval. Retrieval of the original memory trace is necessary for the 
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reconsolidation process which involves a period of instability and allows for modifications of the 
memory trace  (Alberini & LeDoux, 2013; Sara, 2000). Interestingly, the development of retrieval’s 
significance in the reconsolidation literature is essentially the same as the concept of study-phase 
retrieval which was developed in the spacing effect literature. Study-phase retrieval is the observation 
that the original experience or memory for an item is often retrieved when a repetition occurs and it 
has been observed that study-phase retrieval is necessary for the spacing effect to occur (Delaney et 
al., 2010; Hintzman et al., 1975; Thios & D'Agostino, 1976). Study-phase retrieval is therefore an 
intrinsic part of a reconsolidation account of the spacing effect while it was not part of earlier 
consolidation accounts.   
The role that retrieval plays in modifying the memory trace leads the reconsolidation account to 
different predictions than previous consolidation accounts. In Landauer’s (1969) consolidation account 
of the spacing effect, when an item was presented twice, both presentations initiated a consolidation 
process and memory performance is a summation of the consolidation initiated by these two 
presentations. However, the consolidation initiated by the second presentation disturbs the 
consolidation of the first presentation, therefore, a massed repetition leads to less total consolidation 
and poorer memory performance than a spaced repetition because the consolidation of the first 
presentation is disturbed soon after it is initiated (Hintzman, 1974; Landauer, 1969). The implication 
of this theory is that the locus of the spacing effect is on the first presentation of an item rather than the 
second. Empirical evidence later indicated that the second presentation or retrieval of a memory is 
more likely to be the locus of the spacing effect (Hintzman, 1974; Hintzman, Block, & Summers, 
1973). In a memory reconsolidation account of the spacing effect the locus of the spacing effect is on 
the second presentation. This part of the theory is derived generally from the fact that in the 
reconsolidation literature retrieval is acting to modify the memory trace and is supported more 
specifically by the Lee (2008) study described earlier. Recall, in the Lee (2008) study, when two 
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context-shock trials occurred in a single day inhibiting BDNF after the second trial disrupted the 
memory but ZIF268 did not, whereas when the two trials occurred across two days inhibiting BDNF 
had no effect but inhibiting ZIF268 disrupted the memory. For concision I left out an additional 
condition Lee (2008) included, whereby the same procedure was followed except that the rat received 
only one context-shock trial and BDNF or ZIF268 was then inhibited. In this case the results were 
identical to when two trials occurred on the same day, inhibiting BDNF disrupted the memory while 
inhibiting ZIF268 had no effect. This suggests that that the effectiveness of the second trial was 
undermined by having it on the same day as the first trial.  
Another difference between the reconsolidation account and the earlier consolidation accounts is 
the reason why delaying the repetition is beneficial. For example, Landauer (1969) emphasised that 
delaying the repetition is important because it increases the amount of consolidation. In the earlier 
sections I have already reviewed evidence that the repetition engages different neural processes 
depending on when it occurs (e.g., see the earlier discussions of Lee, 2008; Tse et al., 2007) and that 
consolidation during sleep makes important qualitative changes to the memory. The reconsolidation 
account, therefore, puts greater emphasis on the idea that delaying a repetition is beneficial because of 
changes in the state of the memory induced by memory consolidation and reconsolidation. Part of this 
changes is re-organizing a memory trace to create a more effective representation in the brain 
(Stickgold & Walker, 2007). Moreover, Vilberg and Davachi’s (2013) finding that when an item has 
not consolidated (by forming greater cortical connections) the spaced repetition is not as beneficial, is 
consistent with this perspective.  
Another difference between the reconsolidation account and previous consolidation accounts is 
the timescale of consolidation. The earlier consolidation accounts of the spacing effect suggested that 
consolidation influenced the memory on very short timescales as used in the early spacing experiments 
(e.g., 4.5 seconds massed vs 18 seconds spaced (Bjork & Allen, 1970)). Part of this assumption 
probably stems from relying on early studies that used electroconvulsive shocks (ECS) to disturb the 
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consolidation process (Landauer, 1969). These studies showed ECS disturbed memory on short 
timescales. However, some researchers have argued that ECS disturbs retrieval instead of consolidation 
due to the memory being recoverable with certain interventions (Miller & Marlin, 2014; Nielson, 
1968). Additionally,  most of the recent work on consolidation and reconsolidation uses different 
techniques to disturb consolidation such as using protein synthesis inhibitors or disrupting gene 
expression (e.g., Bekinschtein et al., 2007; Dębiec & Ledoux, 2004; Schafe & LeDoux, 2000; Suzuki 
et al., 2004). These studies find that a disturbance of consolidation and reconsolidation has no effect 
when tested seconds or hours after consolidation has been disturbed but does impact it the following 
day. Based on this research I believe that while a reconsolidation account is a compelling hypothesis 
for explaining the spacing effect over long timescales it cannot explain the spacing effect over short 
timescales. This viewpoint is also consistent with the behavioural spacing literature where the studies 
posing problems for consolidation and reconsolidation accounts of the spacing effect all use very short 
timescales (Bjork & Allen, 1970; Crowder, 1976). 
2.3 Conclusion 
By focusing on the spacing effect over short and long timescales separately, considering learning 
and retention and potential differences between adults and children, I have highlighted some patterns 
in the literature not observed in past reviews. In children, spacing enhances word and grammar learning 
whereas in adults it does not.  Similarly, in adults spacing enhances the learning or acquisition of skills 
but does not enhance the learning of words or grammar. However, in both adults and children spacing 
generally enhances the generalization of learning and the retention of words, grammar, and skills. 
Accounts of the spacing effect that involve contextual variability and retrieval difficulty have some 
difficulty in accounting for these findings but they can be accounted for by considering participants’ 
degree of prior experience and how that might interact with consolidation processes.  
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I have proposed a reconsolidation account of the spacing effect and by examining the 
neuroscientific evidence related to the spacing effect, we have observed some initial evidence that 
supports it. The initial evidence suggests spaced repetitions engage different neurophysiological 
mechanisms than massed repetitions. Spaced repetitions enhance the consolidation of memories to a 
greater extent than massed repetitions and providing time for memories to consolidate enhances the 
consolidation/reconsolidation of additional learning that can be fit into the same framework, resulting 
in faster learning and better retention. Some kind of account of the spacing effect involving 
consolidation and reconsolidation seems the best way to make sense of this data. Finally, there are 
aspects of the behavioural data that are better accounted for by a reconsolidation account than other 
accounts of the spacing effect such as the observation that retrieval during a spaced repetition often is 
easier than during massed repetitions. Therefore I believe it is worthwhile to test some of the 
predictions of the reconsolidation account of the spacing effect.  
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3 Chapter 3: Testing the influence of the strength of training 
on reconsolidation and the spacing effect.  
3.1 Experiment 1 
One way of testing the reconsolidation account is to investigate whether factors that influence 
reconsolidation also influence the spacing effect. In particular, previous research has indicated that  
increasing the strength of training generally makes memory reconsolidation more difficult to induce 
(Suzuki et al., 2004; Wang et al., 2009)3. Thus, if the spacing effect depends on memory 
reconsolidation, the strength of training should reduce the effect size of the spacing effect. The aim of 
Experiment 1 was to establish a paradigm that would allow us to test this hypothesis.    
There are a number of methods that have been used to influence and observe reconsolidation in 
humans and I evaluated each method based on three different criteria. First, was there evidence the 
method tapped reconsolidation processes? Second, could the methodology also be used to demonstrate 
a spacing effect? Third, is it possible that a mechanism(s) other than reconsolidation explains the 
results? Many studies of memory reconsolidation did not meet these criteria. For example, the results 
of some studies could be attributed to factors other than memory reconsolidation (Gershman, Schapiro, 
Hupbach, & Norman, 2013; Hupbach, Gomez, Hardt, & Nadel, 2007; Sederberg, Gershman, Polyn, & 
Norman, 2011) while other experiments were unsuitable for showing a spacing effect (Forcato et al., 
2007; Schwabe & Wolf, 2009). 
                                                 
3 The strength of training is usually manipulated by increasing the number of training trials or the intensity of the 
training stimulus e.g. a stronger vs weaker shock.  
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The method employed by Strange, Kroes, Fan, and Dolan (2010) met the above criteria and, 
given the study provides the basis for Experiment 1, it is worth describing their experiments in detail. 
The starting point for Strange et al. (2010) was the observation that emotion influences memory. It is 
well know that stimuli associated with positive or negative emotions are better remembered than less 
emotionally engaging stimuli (Cahill & McGaugh, 1998; Hamann, Ely, Grafton, & Kilts, 1999). 
Moreover, while memory for emotional stimuli is better, memory for stimuli that precede or occur 
concurrently with emotional stimuli is generally impaired (Payne, Chambers, & Kensinger, 2012; 
Strange, Hurlemann, & Dolan, 2003). In their first two experiments Strange et al. (2010) established 
that emotional faces portraying fear could disrupt the consolidation process. In these experiments, 
participants incidentally learned 240 stem-unique nouns by categorizing them as living or non-living. 
Periodically, a face with a fearful expression or a neutral expression would be shown alongside the 
noun on the computer screen. Following this initial learning phase, participants were tested using cued 
recall either after a 24-hour delay (Experiment 1) or immediately (Experiment 2). The cue for recall 
consisted of the first three letters of the noun. 
Strange et al. (2010) found that when tested after a 24-hour delay, memory for nouns immediately 
preceding an emotional face (e-1) was impaired relative to nouns that were preceded by a neutral face 
(n-1), nouns that were presented after a neutral face (n+1), and nouns that were presented after an 
emotional face (e+1) (Figure 7A). When tested immediately, however, emotional faces had no effect 
on memory recall (Figure 7B). This observation is important because if memory performance was 
impacted on the immediate test it would suggest that the emotional faces were interfering with retrieval 
or encoding rather than consolidation. Moreover, the pattern Strange et al. (2010) observed matches 
animal research on consolidation and reconsolidation, where substances such as protein synthesis 
inhibitors impair memory performance after a 24-hour delay but not when tested immediately.   




Figure 7. The methods and results for experiment 1 and 2 of Strange et al.’s (2010) consolidation and 
reconsolidation experiments. A. Recall tested after 24 hours. B. Recall tested immediately.  
 
In Experiments 3 to 5, Strange et al. (2010) extended the emotional disruption effect to 
reconsolidation. These experiments were conducted over three days. On day 1 participants classified a 
series of nouns as living or non-living. On day 2 participants then completed a cued-recall test in which 
a fearful or neutral expression was presented every 3 to 5 trials. In Experiments 3 and 5, the face was 
presented alone while in Experiment 5 emotional faces were presented alongside an aversive word 
(e.g., murder) and neutral faces were accompanied by a neutral word (e.g., domino). Following day 2, 
participants in Experiment 4 completed an immediate test while participants in Experiments 3 and 5 
completed the test after a 24-hour delay. Strange et al. (2010) reported that emotional faces impaired 
memory only for nouns that preceded them (e-1). Further, this effect occurred when the test was 
conducted after a 24-hour delay (Experiment 3 and 5) but not when it was conducted immediately 
(Experiment 4). The effect was also larger when the face was accompanied by an aversive word (d = 
0.8 vs d = 0.52). 
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The impairment observed by Strange et al. (2010) likely occurs because, when a noun is recalled, 
the reconsolidation process is engaged and the memory is destabilised. Normally, it would be re-
consolidated and re-stabilised, however, if an emotional face occurs after the noun has been recalled 
this disrupts the reconsolidation process and redirects energy towards consolidating the emotional 
stimulus. The Strange et al. (2010) study, therefore, provides a promising methodology to explore 
reconsolidation and the spacing effect. First, it allows the investigation of how different variables 
influence the reconsolidation process. Second, previous experiments have reported a spacing effect 
using methods similar to those employed by Strange et al. (2010) (Childers & Tomasello, 2002; Cull, 
2000; Glenberg & Smith, 1981; Hintzman et al., 1975). Third, I can be relatively confident that 
reconsolidation is being explored in Strange et al. (2010) paradigm since it fits the criteria to determine 
if reconsolidation occurs. That is, the memory impairment is time-dependent in a manner consistent 
with reconsolidation. 
The aim of the current experiment was to demonstrate both the spacing effect and reconsolidation 
using a single paradigm. The experiment consisted of three groups (Spaced, Massed and Original). In 
Session 1, the Spaced Group categorized a series of nouns and completed a cued-recall test. In Session 
2, the Spaced Group completed a second cued-recall test with emotional and neutral faces. Finally, 48 
hours later in Session 3 the Spaced Group’s memory was tested. The Massed Group completed the 
consent form in Session 1, categorized nouns and completed the two cued-recall tests in Session 2, and 
was tested 48 hour later in Session 3. To ensure I could reproduce the basic findings of Strange et al. 
(2010) I also included the Original Group. The Original Group’s procedure was identical to that used 
by Strange et al. (2010) with the exception that the final test was conducted after a 48-hour, rather than 
24-hour delay. I hypothesised that the Spaced Group would show better overall memory than the 
Massed Group and that the Spaced Group and the Original Group would show worse memory for 
nouns that were recalled before the presentation of an emotional face compared to memory for control 
words or words preceding a neutral face.  





Sixty-two participants completed the experiment (40 Female, 22 Male; Age range: 18 – 30 years 
old). Thirty-eight participants were recruited via advertisements placed around the University of Otago 
and received $20 compensation for participating. Twenty-four participants were recruited via the 
Department of Psychology student experiment participation system and received course credits for 
completing the experiment.  
Materials 
Twenty neutral and fearful faces were selected from set A of the Karolinska directed emotional 
face set (Lundqvist, Flykt, & Öhman, 1998). The faces that were selected were those that best 
represented neutral and fearful expressions based on a validation study by Goeleven, De Raedt, 
Leyman, and Verschuere (2008). The faces were converted to greyscale and hair and clothing were 
removed, leaving a face on a black background (Figure 8). One hundred neutral stem-unique nouns 
were used as the learning stimuli. These nouns were selected from a word pool created by Warriner, 
Kuperman, and Brysbaert (2013) and contained valence ratings for each word on a scale of 1 to 9. 
Neutral words were chosen based on being stem unique and having a valence rating of 5 - 5.05 
(participants in Warriner et al. (2013) were asked to respond 5 on the rating scale if they felt the word 
was completely neutral). Negative emotional words were also paired with each emotional face, these 
words were selected from Warriner et al. (2013) as words which had valence rating of 1.5 – 2.75. 
Neutral words were also paired with neutral faces again these had an average valence rating of 5 – 
5.05. The experiment was presented on a standard windows desktop computer connected to an external 
microphone. The program for the experiment was developed and presented using E-Prime (Psychology 
Software Tools, 2013).  




Figure 8. Examples of a neutral and emotional faces paired with a neutral and negative valenced word. 
These were what were used to disrupt memory reconsolidation in Experiment 1.  
 
Procedure 
Participants were randomly assigned to one of three groups; Massed, Spaced or Original. All 
participants completed three sessions, the first and second sessions were separated by approximately 
24 hours and the second and third session were separated by approximately 48 hours. In Session 1, 
participants in the Spaced and Original groups categorized 100 words as living or non-living three 
times. Each word was presented onscreen for 1 second and this was followed by a 4-second period in 
which participants could make a response. In between the second and third categorization blocks 
participants were given a 1-minute break. After the three categorization blocks participants in the 
Original Group were dismissed while participants in the Spaced Group completed a cued-recall test4. 
For the cued-recall test participants were presented with the first three letters of each of the 100 words 
                                                 
4 The spaced group received an extra cued-recall test because I thought it might be necessary to produce a spacing 
effect.  
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for 1 second and asked to speak the correct word into the microphone within 4 seconds. In their first 
session the Massed Group simply read and signed the consent form.  
In Session 2 the Original and Spaced groups completed a cued-recall. After every 3 to 5 words a 
neutral or fearful face with a neutral or negatively valenced word was presented on the screen for 1 
second. The negatively valenced word always occurred with the fearful face and the neutral word 
always occurred with the neutral face. After completing the cued-recall test participants in both groups 
were dismissed. For the Massed Group, Session 2 consisted of categorizing 100 words three times 
followed by two cued-recall tests. The first cued-recall test involved only recalling the categorized 
words while the second included the faces being presented after every 3 to 5 words. 
In Session 3, the Original, Spaced, and Massed groups completed the final cued-recall test. After 
the cued-recall test, all groups completed a recognition test for the faces they were presented with in 
Session 2. The faces from Session 2 were intermixed with 22 new faces and participants were asked to 
respond with the f key if a face was familiar but they did not have the sensation of remembering it, the 
r key if they remembered seeing the face in the previous session, and the n key if they thought the face 
was new.  
Data analysis 
I scored the overall recall for each cued-recall test by listening to participants recordings. To 
explore the recall of nouns close to emotional and neutral faces and control nouns (those nouns more 
than 2 words away from an emotional or neutral face), I examined the memory performance of these 
nouns in Session 2 and 3. I initially calculated the percentage of nouns correctly recalled before or after 
an emotional or neutral face in Session 2 (e-1, e+1, n-1, and n+1) and the percentage of control nouns 
correctly recalled. I then calculated the percentage of nouns recalled in Session 2 that were correctly 
recalled in Session 3 for nouns before or after an emotional or neutral face and control nouns. A mixed 
effect Analysis of Variance (ANOVA) was used to determine the effect of the faces on noun recall. 
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The between-subjects factor was group (Spaced, Massed and Original). The data were also examined 
for normality and homogeneity using graphs, Levene’s test and the Shapiro-Wilk test.  
Results 
Spacing Effect 
Figure 9 shows the performance of all groups on the cued-recall test. There was no statistically 
significant difference between the Spaced and Massed groups at the first cued-recall test, t(39) = 0.622, 
p > 0.6, d = 0.19 reflecting the fact the procedure for this test was identical for the two groups. For the 
second cued-recall test the Massed Group out performed Spaced Group, t(39) = 4.161,  p < 0.001, d = 
1.3, reflecting the fact the Massed Group completed the second cued-recall test immediately while the 
Spaced Group completed it after a 24-hour delay. On the third and final cued-recall test the Massed 
Group appeared to perform better than the Spaced Group, but the difference was not significant, t(39) 
= 1.811, p > 0.1, d = 0.57.  
 
Figure 9.  Mean cued-recall performance for the massed, spaced and original groups at different time 
points in Experiment 1. (Error bars: ± SEM) 
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The Original Group’s procedure was identical to that of the Spaced Group, with the exception 
that they did not complete a cued-recall test in session 1. The extra retrieval the Spaced Group 
completed seems to have reduced the forgetting of the Spaced Group in comparison to the Original 
Group, with the Spaced Group recalling significantly more words in Session 3, t(37) = 3.509, p = 
0.003, d = 1.03.  
The effect of emotion on final recall 
A mixed ANOVA was conducted to examine the influence of the emotional and neutral faces on 
word recall. The within-subject factor was the recall of nouns with different positions relative to an 
emotional or neutral face (e-1, e+1, n-1, n+1) and the between-subjects factor was design (Spaced, 
Massed, Original). The influence of position relative to an emotional or neutral face was not significant 
F(3, 156) = 0.314, p > 0.8, 
2
p  = 0.06. Nor was there a significant interaction between face and design, 
F(6, 156) = 1.214, p > 0.2, 
2
p  = 0.046. Overall, this indicates that the emotional faces paired with a 
high valence word did not seem to impact memory for the words. Figure 10 shows the means for the 
Spaced and Original groups for e-1, e+1, n+1 and n-1 nouns relative to control nouns. For both the 
Original group, a replication attempt of Strange et al. (2010), and the Spaced Group, emotional faces 
paired with a negative emotional word did not result in lower recall of the preceding noun compared 
to control nouns or nouns preceding a neutral face. 
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Figure 10. Experiment 1: The memory performance of different nouns was used to determine whether 
reconsolidation was disrupted. A: The Original group’s memory performance in session 3 for e-1, e+1, 
n-1 and n+1 words relative to the recall of control nouns. B: The Spaced group’s memory performance 
in for, e-1, e+1, n-1, n+1 words in session 3 relative to control nouns.  
e-1: words immediately preceding an emotional face. e+1: words immediately after an emotional face. 
n-1: words immediately preceding a neutral face. n+1: words immediately after a neutral face. (Error 
bars: ± SEM). 
 
Type of participant 
In our study some of our participants were recruited via student job search and advertisements 
around the university and received $20 for participation whereas others were recruited from first and 
second year psychology classes and were given course credits for participation. To examine whether 
these two types of participants may have influenced my results I conducted an ANOVA with 
participant type (credit or cash) and design (Spaced, Massed, Original) as the independent variables 
and session 3 recall as the measured variable. I found a significant effect of design, F(2, 53) = 10.117, 
p < 0.001, 
2
p  = 0.276 and participant type, F(1, 53) = 4.136, p < 0.05, 
2
p  = 0.072, but no significant 
interaction, F(2, 53) = 0.006, p > 0.6, 
2
p  = 0.017. The significant effect of participant type reflected 
the fact that the participants who received cash had a higher mean recall on the final test than 
participants who received credit (M = 35.70 vs M = 29.00).  
Discussion 
The results of Experiment 1 were not consistent with my hypotheses. First, I failed to replicate 
Strange et al.’s (2010) finding that emotional faces disrupt the recall of the words preceding them. 
B 
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Indeed, there were no reliable differences in recall of words preceding emotional faces, neutral faces, 
or control words. Second, I expected participants in the Spaced Group would show higher overall recall 
than participants in the Massed Group. In contrast, participants in the Massed Group showed better 
recall than participants in the Spaced Group. This result did not reach the threshold of statistical 
significance but this probably partly due to a small sample size.  
Why did I fail to replicate Strange et al. (2010)? One possibility is that the current study 
represents a genuine failure to replicate. Recently, Aarts et al. (2015) set out to replicate 100 
psychological studies. When the original studies were conducted, 97% obtained a statistically 
significant result, however, only 36% of the replication studies obtained statistically significant results. 
This finding suggests that when an independent researcher attempts to replicate a study there is a low 
baseline probability of obtaining a significant result. The results of the current study could simply be a 
reflection of this general observation. 
Alternatively, it is possible that small differences between the current study and Strange et al. 
(2010) led to the null result. These differences include that I used a different set of nouns to Strange et 
al. (2010). The nouns, however, did conform closely to the nouns described by Strange et al. (2010) in 
their study because they were similar kinds of nouns, stem unique, the valence of the nouns was 
carefully controlled and they were similar in length. Also, rather than selecting faces randomly from 
the Karolinska face set, I chose the faces from the set that best reflected neutral and fearful expressions 
(Goeleven et al., 2008). One final difference is that, due to not having access to the instructions 
provided to the participants by Strange et al. (2010), my instructions may have differed in some way. 
Of these three differences, it seems unlikely using different nouns or a different method of selecting 
faces would produce such different results, as the memory and reconsolidation processes are unlikely 
to be affected in any significant way by these changes. Subtle differences in instructions, however, can 
impact these processes. A number of studies have demonstrated that how participants perceive the 
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significance or relevance of a task influences the consolidation processes (Abe et al., 2011; Fischer & 
Born, 2009; Stickgold & Walker, 2013; Sugawara, Tanaka, Okazaki, Watanabe, & Sadato, 2012; 
Wilhelm et al., 2011). In terms of the current experiment, it is possible that the instructions influenced 
how significant participants thought the faces to be and this in-turn may have influenced the 
reconsolidation process. 
A second question is why the Massed Group recalled more words than the Spaced Group? This 
is likely a result of the particular combination of spacing interval, method of learning, and retention 
delay used in the current experiment. Although the incidental learning method employed in the current 
study (i.e., categorizing the nouns as living or non-living) has been used in previous studies of the 
spacing effect, these studies tended to use much shorter spacing intervals than those employed in the 
current experiment (Glenberg & Smith, 1981; Shaughnessy, 1976; Toppino & Bloom, 2002; 
Verkoeijen et al., 2005). Incidental methods of learning often have lower levels of recall than 
intentional methods of learning (Postman & Phillips, 1954; Roediger, 2008) and, in the current study, 
participants in the Spaced Group displayed a large drop in recall between Session 1 and Session 2. 
Additionally, the spacing effect is influenced by the retention interval. Generally speaking, a longer 
retention interval means the spacing effect is more likely to emerge. Most studies with spacing intervals 
of 24 hours or more have used retention delays longer than the 48 hours used in the current study. It is 
possible that, while the Massed Group showed initially better memory than the Spaced Group, a longer 
retention delay (e.g., 1 week) may have revealed a spacing effect. 
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3.2 Experiment 2 
As noted above, it is possible I did not replicate Strange et al. (2010) due to differences in the 
instructions provided to participants. One unique aspect of the Strange et al. (2010) experiment was 
that they used a within-subjects design, where emotional but not neutral faces promoted a specific 
memory disruption within participants. In many studies on reconsolidation, however, a between-
subjects design has been used and a more general disruption is generally reported (Forcato et al., 2007; 
Schwabe & Wolf, 2009; Walker et al., 2003). Perhaps, the emotional faces in Experiment 1 did disrupt 
reconsolidation but, because of the differences in instructions, it was no longer specific to the noun just 
preceding the faces and promoted a more general memory disruption. Based on this reasoning, in 
Experiment 2 I used a between-subjects design which may be more robust to minor differences in 
instructions and participants perception of the task.  
In addition, I sought another way to disrupt consolidation. Several recent experiments by Brown 
and Robertson (2007) have reported that memory consolidation of a word-list is disrupted by the 
subsequent learning of a motor skill. Furthermore, greater learning of the motor-skill task was 
associated with greater impairment in memory for the word-list. Other studies have disrupted the 
consolidation and reconsolidation process by having participants learn a short story (Schwabe & Wolf, 
2009). Together, these studies suggest that there may be many different ways of disrupting the 
consolidation and reconsolidation of memory. The key is that these methods involve new learning. 
In Experiment 2, participants in the Spaced Group intentionally learned Swahili-English paired 
associates (Session 1), repeated the words 24-hours later (Session 2), and had their retention tested 
after a 1-week delay (Session 3). Participants in the Massed Group followed the same procedure with 
the exception that Session 1 and Session 2 were condensed into a single session. Participants in the 
Disruption Group were identical to the Spaced Group, with the exception that they learned a series of 
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face-name paired associates in Session 2. In theory, the face-name paired associates should disrupt the 
reconsolidation of the Swahili-English pairs because they both use resources within the declarative 
memory system (Brown & Robertson, 2007; Schwabe & Wolf, 2009). I hypothesised that I would 
observe a spacing effect, with the Spaced Group showing less forgetting than the Massed Group, and 
a disruption effect with the Spaced Group showing less forgetting than the Disruption Group.  
Method 
Participants 
Sixty-four participants completed the experiment (41 females and 23 males; Age range: 18 – 49 
years old).  Participants were recruited via advertisements placed around the University of Otago and 
via the Department of Psychology student experiment participation system. Participants either received 
$20 compensation at the end of their third session or course credits.  
Materials 
Forty Swahili-English word-pairs were randomly selected from Nelson and Dunlosky (1994) to 
form a list of paired-associates as the primary learning materials. Face-name paired-associates were 
formed by selecting faces from the Karolinska face set and pairing them with an English name 
generated by the experimenter. Half of the faces were male and half were female. The experiment was 
presented on a standard desktop computer. The program for the experiment was developed and 
presented using E-Prime software (Psychology Software Tools, 2013).  
Procedure 
Participants were randomly assigned to the Spaced, Massed or Disruption group. In Session 1, 
participants in the Spaced and Disruption groups were shown 40 Swahili-English paired associates. 
Each word-pair was shown for 5 seconds. Following this, participants were presented with the Swahili 
word and asked to type the English equivalent (i.e., the paired associate). Participants had unlimited 
time to type the word. If participants translated the word correctly they were told their answer was 
correct and the word-pair was presented for 4 seconds. If participants translated the word incorrectly 
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they were told their answer was incorrect and shown the correct pairing for 4 seconds. After being 
tested on all 40 paired associates, participants were re-tested on the paired associates they had translated 
incorrectly. The session was completed after participants had responded to all paired associates 
correctly. Similar to Experiment 1, on the first session participants in the Massed Group simply signed 
the consent form and were dismissed.  
In Session 2, participants in the Spaced and Disruption groups completed two cued-recall tests 
on all 40 paired associates. Again, participants had unlimited time to respond and feedback was 
provided. After the two cued-recall tests, participants in the Spaced Group completed 120 simple 
addition and subtraction equations while participants in the Disruption Group were presented with the 
30 face-name pairs. Following this, participants in the Disruption Group completed a two cued-recall 
tests where they were presented with the face and had to recall the name. The testing procedure was 
identical to that used for word pair-associates in Session 1. In Session 2, the Massed Group completed 
the tasks completed by the Spaced Group in Sessions 1 and 2.  
Session 3 was conducted one week after Session 2 for all participants. The Spaced and Massed 
groups were tested on the Swahili-English word-pairs and the Disruption Group was tested on the 
Swahili-English word pairs and then the face-name pairs. 
Results 
Outliers 
One subject was excluded from the Massed Group because, after the initial encoding, they scored 
80% correct when tested on the first 40 items. The mean across all groups at the same time point was 
14.01% and the outlier participants score was 5.5 standard deviations from the mean. 
Performance prior to the final memory test  
I examined whether there were any differences between the three groups prior to the final 
retention test. By examining the first 40 trials of the cued-recall test conducted during the learning 
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phase, I was able to determine the percentage of word-pairs participants could remember after viewing 
each pair for 5 seconds. There was a trend toward the Spaced Group remembering fewer word-pairs 
than the Massed and Disruption groups, F(2, 60) = 2.801, p = 0.069, 
2
p  = 0.085  (Figure 11). I also 
examined how many trials each group required to correctly recall each word-pair, there was no 
difference between groups, F(2, 60) = 2.004, p = .144, 
2
p  = 0.063.  
 
Figure 11.  Participants learning performance in Session 1 of Experiment 2: A. Mean percentage 
correct after one presentation of each word. B. Mean number of trials to criterion for the Swahili-
English word-pairs. (Error bars: ± SEM). 
 
Cued-recall tests 1 and 2 
For the first cued-recall test, an ANOVA revealed a significant effect of group, F(2, 60) = 4.782, 
p < 0.02, 
2
p  = 0.137. Tukey’s post-hoc tests revealed that there was a significant difference between 
the Spaced Group and the Massed Group, but not the Massed Group and the Disruption Group. On the 
second cued-recall test, although the recall of the Spaced Group appeared lower than the Massed Group 
and Disruption Group, there was no main effect of group, F(2, 60) = 1.847, p > 0.1, 
2
p  = 0.051 (Figure 
12).  




Figure 12.  Percentage of word-pairs correctly recalled in the two cued-recall tests after learning for 
the massed, spaced and disruption groups (Session 2 of Experiment 2). (Error bars: ± SEM). 
 
Mean recall after a 1 week delay 
There was a significant difference between the groups for the percentage of words correctly 
recalled on the retention test, F(2, 60) = 2.577, p < 0.05, 
2
p  = 0.107.  In terms of mean performance, 
the Disruption Group displayed a slightly higher recall than the Spaced Group (p > 0.05) and the 
Spaced Group displayed slightly higher recall than the Massed Group (Figure 13) but none of these 
comparisons were statistically significant all p’s > 0.05. Since learning the face-name pairs did not 
disturb memory performance in the Disruption Group, I collapsed across the Spaced and Disruption 
groups. When combined, there was a significant spacing effect on mean percentage recall on the 
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Figure 13.  Percentage of word-pairs correctly recalled in the retention test completed in Session 3 of 
Experiment 2. (Error bars: ± SEM) 
 
Amount of forgetting 
One reason I did not obtain a significant group effect in our initial ANOVA (i.e., when the data 
were analysed with the Spaced Group and the Disruption Group separated) was due to the large 
variation in memory performance within each group. One way to reduce the within group variation is 
to obtain a measure of forgetting by subtracting participants performance on the retention test from 
their performance on the second cued-recall test. I conducted an ANOVA with the amount forgotten 
as the dependent variable and found a significant effect of group, F(2, 60) = 13.406, p < 0.001, 
2
p  = 
0.308 (Figure 14). I then conducted Tukey’s post-hoc tests and found a significant difference between 
the Spaced Group and Massed Group (p < 0.001, d = 1.33) and the Disruption Group and the Massed 
Group (p < 0.001, d  = 1.42) but no significant difference between the Spaced Group and Disruption 


































Figure 14.  Amount of forgetting for the spaced, massed and disruption groups in Experiment 2. 
Amount of forgetting is calculated as performance on the final test (Session 3) – performance on 
cued recall test 2 (Session 2). (Error bars: ± SEM). 
 
The Disruption Group’s performance on face-name pairs 
There was no significant difference in the initial recall of face-name (M = 18.62, SD = 9.05) and 
Swahili-English (M = 15.50, SD = 7.33) word pairs, t(1,19) = 1.210, p = 0.241. I was also interested in 
whether performance on the retention test differed between Swahili-English pairs and face-name pairs 
because the spacing of repetitions differed for these types of stimuli. A greater percentage of Swahili-
English word-pairs were correctly recalled on the retention test (M = 69.25, SD = 16.92 vs. M = 36.37, 
SD = 16.66), t(1, 19) = -7.58, p < 0.001, d = 1.95, potentially reflecting a within-subjects spacing effect.  
Discussion 
In Experiment 2, I hypothesised that the Spaced Group would show less forgetting than the 
Massed Group and the Disruption Group. The Spaced Group did show less forgetting than the Massed 
Group, illustrating a spacing effect. However, the Spaced Group showed a similar amount of forgetting 
to the Disruption Group, indicating that learning face-name pairs did not disrupt the reconsolidation of 
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that the type of test influences whether a memory disturbance is observed. The studies referenced above 
demonstrate that learning quite different materials can disrupt memory reconsolidation when free-
recall is used during testing. In the current study, I used cued-recall and found that similar declarative 
memory materials did not disrupt memory. Additionally, consistent with this perspective, other 
reconsolidation studies that use test methods other than free-recall (e.g., cued-recall) use materials very 
similar to the initial learning to create the memory disturbance (Forcato et al., 2007; Soeter & Kindt, 
2011; Walker et al., 2003; Wichert, Wolf, & Schwabe, 2011).  This observation suggests that the 
impairment in declarative memory caused by a procedural task observed by Brown and Robertson 
(2007) might not be due to their being an overlap in the consolidation of declarative and procedural 
memories.  
A more probable explanation for the Brown and Robertson (2007) results is that there was 
contextual interference produced between the free-recall and motor-skill tasks. Generally, free-recall 
tasks use English words that participants are already familiar with. Thus, when participant are in the 
learning stage of a free-recall task participants are retrieving words from their memory and binding 
them to that particular context and to other words in the list. To later recall the words participants use 
cues from the context to know which words they should be retrieving. The free-recall task is, therefore, 
heavily dependent on the context. It may be the case that in Brown and Robertson’s experiment, 
because the motor-skill task was learned in the same physical context and a similar temporal context 
(i.e. the motor skill task was learned immediately after learning the word list), that when the participants 
are using context cues to recall the list of words they spontaneously recall elements from the sequence 
and this interferes with their recall of the word list.  
A similar explanation can be applied to the Schwabe and Wolf (2009) study.  Participants recalled 
an episode of their life, which probably led to new contextual cues being integrated into the memory. 
Some participants then learned a story within the same context, whereas others completed a distractor 
task. Later, when asked to recall the episode of their life, participants probably used contextual cues 
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that they had integrated into the memory the previous day. Thus, again, the overlap between the 
contextual cues used for the episode and those used for the story may have produced interference. One 
finding that may argue against this explanation is that the memory impairment was observed after a 
24-hour delay but not on the immediate test. One explanation for this is that when the memory was 
tested immediately the memories were relatively strong and easily retrievable and thus could overcome 
any interference. Cued-recall tasks are less dependent on the context than free-recall tasks and, 
therefore, might not be susceptible to contextual interference. The current experiment supports this 
conclusion as learning face-name paired associates immediately after the repetition of Swahili-English 
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3.3  Experiment 3a  
In the previous experiment I found that two different types of paired-associates did not produce 
a disturbance of memory reconsolidation. I suggested that this may be due to consolidation and 
reconsolidation being highly specific and, as a result, only similar types of materials produce a 
disturbance of these processes. This is consistent with the fact that past studies have used very similar 
materials to disturb the reconsolidation process (Forcato et al., 2007; Walker et al., 2003; Wichert et 
al., 2011). Using more similar materials, however, introduces the possibility that any impairment 
observed is due to interference rather than disturbing memory reconsolidation.  
Many studies of interference have used the A-B A-C paradigm. In this paradigm participants first 
learn a list of paired-associates. This first list is generally referred to as “A-B” with A representing the 
stimulus term and B representing the response term. If participants are in the interference condition 
they then learn what is referred to as the A-C list. In this list the stimulus term of each paired associate 
is the same as the A-B list but the response term is a new word. The interference is therefore caused 
by the stimulus terms of lists A-B and A-C overlapping and being associated with different responses. 
In the A-B A-C paradigm the interference condition is compared with a control condition in which 
participants learn two different lists with no overlapping terms (i.e., A-B and C-D).  
In Experiment 3a I aimed to determine if more similar materials would disturb the consolidation 
of Swahili-English paired associates without producing interference. I used an A-B C-D design. There 
were three groups.  Participants in the List-1-Only Group learned a list of Swahili-English paired-
associates and then came back the next day for a recall test. Participants in the Disruption Group learned 
a list of paired-associates and, after a brief break, learned a second list of paired-associates with 
different stimulus and response terms. Following this, participants had their recall tested the next day. 
Finally, participants in the Immediate-Test Group learned a paired-associate list, learned a second list, 
and then had their memory for the first list tested immediately. I hypothesised that recall for the List-
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1-Only Group would be higher than that for the Disruption Group but no different from the Immediate-




Sixty participants completed this experiment (39 Female, 21 Male; Age range: 18 – 37 years 
old). Participants were recruited via advertisements placed around the University of Otago and via the 
Department of Psychology student experiment participation system. Participants either received $20 
compensation at the end of their third session or course credits. 
Materials 
Two lists of Swahili-English paired-associates were constructed, some word-pairs were selected 
from Nelson and Dunlosky (1994) and other word-pairs were generated by the experimenter selecting 
English words related to animals or food and finding the Swahili translation. Each list had 15 word-
pairs. In one list all of the word-pairs were related to food and in the other they were all related to 
animals. A theme was chosen for each list so that it would be easier for participants to distinguish the 
word lists. A standard windows desktop computer was used to present the experiment, while the 
experiment was developed and presented using E-Prime software (Psychology Software Tools, 2013).  
Procedure 
Participants assigned to the List-1-Only Group were randomly assigned to either the animal or 
the food list as list 1. For each list, each pair was presented for 5 seconds. After all 15 word pairs were 
presented; participants began the process of learning each Swahili word-pair to a criterion of one 
correct recall. Participants were presented with the Swahili word as the cue and were asked to type the 
English translation. The Swahili cue remained on screen until the participant typed a response and 
pressed enter. After entering a response participants were told whether they were correct or incorrect 
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and presented with the correct Swahili-English word pair for 4 seconds. After the participants had typed 
a response for all word-pairs, the correct word-pairs were eliminated from the list and the incorrect 
word-pairs were presented again in the same manner. After responding to all word pairs correctly, 
participants were tested on all 15 word-pairs (Test 1). No feedback was provided during the test. 
Participants returned 24-hours later and completed another cued-recall test on the word pairs (Test 2). 
Participants in the Disruption and Immediate-Test group were randomly assigned either the 
animal or food list, learned it to a criterion of one correct recall for each word-pair, and were then tested 
on the list they had learnt. After list 1 was tested, the Disruption and Immediate-Test groups were 
presented with a new set of instructions. These instructions said that they would now learn a second 
list that would be tested in tomorrow’s session. They were then presented with the other list, learned it 
to a criterion of one correct recall, and were then tested on the list they learnt. Following this, the 
Disruption Group was dismissed while the Immediate-Test Group completed a second test on the first 
list they learnt. Both groups were then tested the next day on list 1 and list 2.  
Results 
Learning performance 
Firstly, I conducted a one-way ANOVA to examine the effect of group on recall of list 1 after 
initial encoding. There was no significant effect of group on the percentage of word-pairs correctly 
recalled after initial encoding, F(2, 57) = 0.637, p = 0.533, 
2
p  = 0.022. Additionally, in order to 
determine whether recall after encoding differed for list 1 and list 2 I conducted a mixed model 
ANOVA with List (1 and 2) as within-subjects factors and group (Disruption, Immediate-Test) as the 
between subjects factor. There was a significant main effect of List, F(1, 37) = 5.729, p < 0.03, 
2
p  = 
0.134, but no main effect of Group or List by Group interaction both p’s > 0.05. This indicates that 
after a single presentation participants remembered more of List 2 than List 1 (Figure 15). I also 
conducted a between-subjects ANOVA with the number of trials to criterion as the measured variable 
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and group (List-1-Only, Disruption and Immediate-Test), there was no significant difference between 
groups, F(2, 57) = 0.575, p > 0.5, 
2
p  = 0.20, for the number of trials required to learn list 1. For the 
Disruption and Immediate-Test groups there was again a significant effect of List, F(2, 37) = 11.695, 
p < 0.005, 
2
p  = 0.240, indicating that List 2 was learned faster than List 1.  
 
 
Figure 15. Percentage of word-pairs correctly recalled after initial encoding (Session 1, Experiment 
3a).  (Error bars: ± SEM). 
 
Test 1, 2 and the amount forgotten 
There was no significant difference in participants performance on Test 1, F(2, 57) = 0.283, p > 
0.7, 
2
p  = 0.010 or on Test 2, F(2, 57) = 0.674, p > 0.5, 
2
p  = 0.023. A more refined analysis is to 
examine the amount forgotten. This was calculated by taking an individual’s Test 1 score and 
subtracting it from their Test 2 score (Session 2 score – Session 1 score, Figure 16). An ANOVA with 
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p < 0.05, 
2
p  = 0.100. Tukey’s post-hoc tests revealed that the List-1-Only Group forgot significantly 
less than the Disruption Group (p < 0.05, d = 0.85). Additionally, the Immediate-Test Group was not 
significantly different to the List-1-Only group (p > 0.3, d = 0.34) or the Disruption Group (p > 0.3, d 
= 0.41).  
 
Figure 16.  Mean amount of forgetting (Session 2 score – Session 1 score) for the List1-Only, 
Immediate-Test and Disruption group in Experiment 3a. (Error bars: ± SEM). 
 
Theme of list 
List 1 and 2 could be either an animal or a food list. I examined whether participants performed 
differently on these lists. There was no significant differences in the number of trials to learn the animal 
(M = 34.91, SD = 13.73) or food lists (M = 36.93, SD = 10.29), t(58) = 0.638, p > 0.5, d = 0.08. Nor 
was there any significant difference between the animal (M = 34.76, SD = 16.27) and food list (M = 
37.54, SD = 17.47) in the initial percentage of correct recall after encoding, t(58) = 0.635, p > 0.5, d = 
0.16. Participants who received the food list (M = 80.63, SD = 15.09) did, however, recall a greater 
percentage of words correct than participants who received the animal list (M = 71.90, SD = 18.18) on 
Test 1, t(58) = 2.030, p < 0.05, d = 0.52. Participants who received the food list (M = 76.25, SD = 
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(M = 60.71, SD = 19.23), t(58) = 3.385, p < 0.005, d = 0.87. Finally, participants who received the 
animal list also showed a greater amount of forgetting than the participants who received the food list 
and this was just above the threshold of significance, t(58) = 1.985, p = 0.056, d = 0.498 (Figure 17).  
 
 
Figure 17.  Mean amount of forgetting for the food and animal lists (Experiment 3a). (Error bars: ± 
SEM). 
 
      
Discussion 
The aim of the current experiment was to determine whether the consolidation of Swahili-English 
word-pairs would be disturbed by the learning of a second set of word-pairs. The ideal criterion for the 
disturbance of consolidation, based on other neurophysiological and behavioural studies, was for the 
disturbance to have no immediate effect on memory but have an effect when the memory is tested after 
a 24-hour delay. The results of the current study partially fulfilled this criterion. The Disruption Group 
was significantly different from the List-1-Only Group and, the Immediate-Test Group was not 
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criterion because the Immediate-Test Group’s performance was intermediate and not significantly 
different from the Disruption Group.  
There are three plausible explanations for our results. Synaptic consolidation involves changes 
in the morphology of synapses and synaptic potentials and is thought to occur on a timescale of minutes 
to hours, whereas systems consolidation occurs primarily during sleep and is generally associated with 
memory replay and the shift of memories from the hippocampus to the cortex (Frankland & Bontempi, 
2005; Mednick, Cai, Shuman, Anagnostaras, & Wixted, 2011). One explanation of our findings is that 
learning the additional set of Swahili-English word-pairs caused a small initial disturbance of synaptic 
consolidation and, overtime, as the second list continued to disturb synaptic and systems consolidation 
of the first list there was additional forgetting. A second possibility is that learning the second list 
produces a small amount of interference. On the immediate test, the influence of the interference 
creates a small non-significant deficit and on the delayed test the combination of a small amount of 
interference and disruption of consolidation produced the larger deficit I observed.  A third possibility 
is that the entire memory deficit produced on the delayed test is produced by interference but when an 
immediate test is conducted the initial memory is stronger so the interference is less effective in 
disrupting the memory. Interference with retrieval seems unlikely because the words of the two lists 
were semantically quite different and there was little auditory similarity when comparing the sounds 
of the Swahili words in the two lists. Moreover, past research has reported that a memory deficit 
produced by retroactive interference decreases or remains stable over time (Ceraso & Henderson, 1965; 
Drosopoulos et al., 2007; Postman, Stark, & Fraser, 1968) whereas in our study the memory deficit 
increased over time.  
I also examined whether there was a difference in the forgetting of the animal or food lists. 
Participants forgot significantly more words from the animal list than the food list and this did not 
interact with group membership. Interestingly, the advantage of the food list over the animal list seems 
to be relatively specific to memory performance after a delay period. There was no significant 
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difference in the number of trials to learn the animal and food lists or in the percentage correct after 
the initial encoding. There was, however, a significant difference on Tests 1 and 2. Test 1 for both 
groups occurred after learning to criterion so, for the particular words being tested, this constitutes a 
small delay and Test 2 generally occurs after 24 hours. Based on these results and an examination of 
the effect sizes at different time points (Figure 18) one can see that over time performance on the two 
lists diverges.  
 
Figure 18.  Cohen’s d effect size for the difference between recall of the food and animal list at different 
time points in Experiment 3a. Participants always show superior performance on the food list relative 
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3.4 Experiment 3b 
Experiment 3a suggested that learning a second list of Swahili-English paired associates 
disturbed the consolidation of the first list. The effect, however, may also be due to interference. The 
aim of Experiment 3b was to determine whether interference or consolidation was producing the 
memory disturbance observed in Experiment 3a. Part of the core idea of the consolidation process is 
that the memory is in an initially unstable state where it is susceptible to interference and disruption 
but, over time, it consolidates and becomes less susceptible to interference and other disturbances. In 
Experiment 3b, instead of participants learning a second list immediately as they did in Experiment 3a, 
they learned the second list on day 2. I hypothesised that the recall for participants who learned the 
second list on day 2 would not be significantly different from participants who learned only one list. 
That is, because the second list is learned after the first list would have had sufficient time to 
consolidate, it should not be as susceptible to interference or disturbances of memory consolidation.  
Method 
Participants  
Nineteen participants completed the experiment (Male = 4, Female = 15; Age range: 18 – 37 
years old). Participants were recruited via advertisements placed around the University of Otago and 
via the Department of Psychology student experiment participation system. Participants either received 
$20 compensation at the end of their third session or course credits. 
Materials 
 All of the materials were the same as in Experiment 3a.  
Procedure 
In Session 1, participants learned a list to a criterion of 1 correct recall for each word and were 
dismissed. In Session 2, participants learned list 2 and completed a cued-recall test. Participants were 
then tested on list 1 and completed another test of list 2.  





Learning performance   
I combined the data of Experiment 3a and 3b to allow a direct comparison between the different 
conditions. Given participants in Experiment 3b completed the experiment at a different point in time 
I tested whether they displayed similar performance on List 1 to participants in Experiment 3a. There 
was no significant difference in the percentage of word-pairs correctly recalled, t(77) = 2.788, p = 
0.064, d = 0.483 (Figure 19A). Participants in Experiment 3b did, however, require a greater number 
of trials to reach criterion, t(77) =3.385, p < 0.05, d = 0.63 (Figure 19B).  
 
 
Figure 19. A. Mean number of trials to criterion for different groups in Experiment 3a and 3b 




Test 1, 2 and the amount forgotten 
Participants in the 24-hour disruption group showed a considerable drop from Test 1 to Test 2. 
Furthermore, an ANOVA including all groups from Experiments 3a and 3b and the amount of 
forgetting as the dependent variable revealed a significant effect of group, F(3, 75) = 3.899, p < 0.05, 
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2
p  = 0.135  (Figure 20). Tukey’s post-hoc tests showed that the 24-hour Disruption Group displayed 
significantly greater forgetting than the List-1-Only Group (p < 0.01, d = 0.87), but there was no 
statistically significant difference between the 24-hour Disruption Group and the Disruption Group (p 
> 0.5) from Experiment 3a or the Immediate-Test Group (p > 0.1), despite the 24-hour Disruption 
Group showing a greater mean amount of forgetting.  
 
 
Figure 20.  Mean amount of forgetting for the List1-Only (3a), Disruption (3a), Immediate-Test (3a) 




In Experiment 3b, I hypothesised that learning List 2 before retrieving List 1 would have little or 
no effect on memory performance because List 1 would have sufficient time to consolidate. Instead, 
when participants learned a second list of Swahili-English paired associates before being tested on an 
earlier list this produced significantly worse memory recall. This finding suggests that the lower recall 
of the disruption group in Experiment 3a may have been due to interference during retrieval instead of 
being related to memory consolidation. The influence of this interference may only manifest weakly 
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hours, the List 1 memory may be weaker due to forgetting and consequently the interference from List 
2 may be stronger and produce the memory deficit I observed.  
What could be the source of this interference? One possibility is that while the Swahili stimulus 
terms are all different, there is probably some overlap in the sounds used and this interferes with 
participants recall.  This would explain why Experiment 3a found an effect of learning a second set of 
paired associations and Experiment 2 did not.  Many of the studies that use the A-B A-C paradigm use 
English words and, due to greater familiarity, the components that make up these words might be more 
tightly integrated into a single unit and no interference is observed (Bower, Thompson-Schill, & 
Tulving, 1994; Tulving & Watkins, 1974).   
It is also interesting to note that the retroactive interference observed in Experiments 3a and 3b 
has somewhat different characteristics to the retroactive interference observed in past experiments. 
Previous experiments using the A-B A-C paradigm on a test soon after learning have found an initially 
high degree of retroactive interference with the A-C association being particularly strong, however, 
over time the A-C memory is partially forgotten and the A-B association partially recovers. In the 
experiment, it was observed that over time the retroactive deficit created by List 2 grew larger. This 
could simply reflect the influence of different kinds of retroactive interference. In the A-B A-C 
paradigm the interference might be produced from strongly interfering response terms, whereas in the 
current experiment the interference might be caused by weakly interfering stimulus terms.  
There is, however, an alternative interpretation to the results of Experiment 3a. It is possible that 
the memory disruption observed in Experiment 3a was due to the memory for the initial list being labile 
and more susceptible to interference, while the memory disruption observed in Experiment 3b occurred 
because List 2 was being consolidated and was therefore still being actively processed by the brain. 
Because List 2 was being actively processed it may have disturbed retrieval of List 1 whereas if it was 
less active there would be no interference. One way of distinguishing between the different 
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interpretations of our results is by conducting an experiment where participants learn List 1 on day 1, 
List 2 on day 2 and are tested on List 1 on day 3. If the memory deficit is caused primarily by 
interference, performance should be worse for List 1 on day 3 for a group that learned List 2 compared 
to a group that did not learn List 2.  
In experiment 3a, I found that learning second list of Swahili-English paired associates impairs 
the memory of a first list a small amount when tested immediately but substantially more when tested 
after a 24 hour delay. Initially, I believed this disruption of memory was most likely due to a 
disturbance of memory consolidation or the memory being in a labile state that made it more 
susceptible to interference. However, in Experiment 3b I found that when a second list is learned 24-
hours later just before retrieving List 1 it creates an even greater disruption of memory recall. This 
means it is ambiguous whether learning a second list disturbs consolidation or memory retrieval and 
suggests that this methodology may not be ideal for exploring reconsolidation and the spacing effect.  
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3.5 Experiment 4a 
As Experiments 1 to 3 denote, I planned to explore reconsolidation and the spacing effect with a 
word-based declarative memory task. Obviously, finding a methodology that unambiguously allowed 
us to explore the influence of variables on memory reconsolidation proved more difficult than I 
expected. One alternative to word-based tasks is the sequence tapping task. The task has been used by 
multiple research groups for investigating consolidation and reconsolidation (Censor, Dimyan, & 
Cohen, 2010; De Beukelaar et al., 2014; Karni et al., 1998; Walker et al., 2003). In this task, a sequence 
of numbers appears onscreen and participants have to type it as quickly and accurately as possible with 
their left hand. Consolidation and reconsolidation can be disrupted when participants learn a second 
sequence soon after learning or reactivating the first sequence and there is research to suggest it meets 
the criteria for an appropriate paradigm with which to test the reconsolidation account of the spacing 
effect. In particular, it has been demonstrated the memory disruption is time-dependent, such that if 
learning the second sequence is delayed it no longer disrupts the motor memory for the first sequence 
when tested 24 hours later (Walker et al., 2003). Additionally, after learning the second sequence, if 
an immediate test is conducted of the first sequence no memory deficit is observed (Walker et al., 
2003).  
In Experiment 4, I aimed to use the sequence tapping task to observe the reconsolidation process 
and the spacing effect under a similar set of circumstances. I used four groups of participants. The 
Spaced Group learned a sequence, completed a short repetition 24 hours later, and completed a 
retention test 1 week after the repetition session. The Massed Group learned a sequence, completed a 
short repetition immediately, and then completed a retention test 1 week later. Together, the Spaced 
and Massed groups allowed us to test for a spacing effect. To observe the memory reconsolidation 
process I compared the performance of a Disruption Group and a Control Group. The Disruption Group 
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learned a sequence, completed a repetition 24 hours later, and immediately after the repetition learned 
a second competing sequence. Finally, a memory test was conducted 24 hours after learning the new 
sequence. The Control Group learned a sequence, completed a short repetition 24 hours later, and then 
completed a memory test 24 hours after the repetition. I hypothesised that I would observe both a 
spacing effect and disruption of memory due to the reconsolidation process. That is, the Spaced Group 
would show better performance than the Massed Group and the Control Group would show better 




Sixty-eight participants completed the experiment (18 male, 50 female; Age range: 18 – 32 years 
old). Participants were recruited via advertisements placed around the University of Otago and via the 
Department of Psychology student experiment participation system. Participants either received $20 
compensation at the end of their third session or course credits. 
Task 
For the sequence-tapping task, participants sat at computer and were asked to prepare to type a 
sequence of numbers. They were asked to position their hand on the keyboard such that the little finger 
of their left hand was on the number 1 key, their ring finger was on the number 2 key, their middle 
finger on the number 3 key, and their index finger on the number 4 key. Participants were also informed 
that they needed to repeatedly type the sequence on the screen as quickly and accurately as possible. 
Each trial lasted 30 seconds and throughout the trial the sequence (either 4-1-3-2-4 or 2-3-1-4-2) was 
shown on the computer screen in large black letters on a white background.  Participants were also 
provided with feedback throughout each trial: as each number of the sequence was typed a black dot 
appeared under the sequence. After all five numbers were typed the black dots disappeared, the 
sequence reset and participants began again at the start of the sequence. After each 30-second trial there 
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was a 30-second rest period. During the rest period on-screen instructions reminded participants to type 
as quickly and accurately as possible during the trial period. The task was presented using E-Prime 2 
(Psychology Software Tools, 2013) on a standard desktop computer. 
Procedure  
As noted above, participants were randomly assigned to one of four groups. The training for all 
groups consisted of twelve 30 second trials with a 30 second rest period between trials. Participants in 
all groups were randomly assigned to use one of two sequences (4-1-3-2-4 and 2-3-1-4-2). These 
sequences have been used in a number of previous studies on consolidation and reconsolidation (e.g. 
De Beukelaar et al., 2014; Walker et al., 2003). All groups participated in three separate sessions. In 
Session 1, the Spaced Group completed 12 training trials. In Session 2, approximately 24-hours later, 
the Spaced Group completed a single repetition trial. In Session 3, approximately 1 week after Session 
2, the Spaced Group completed a retention test consisting of three trials of the sequence they had 
learned. For the Massed Group, Session 1 consisted of a series of simple addition and subtraction 
equations. In Session 2, 24-hours later, the Massed Group completed both the training trials and the 
single repetition trial. Identical to the Spaced Group, Session 3 was approximately 1 week later and 
consisted of a retention test. For the Control Group, Session 1 consisted of 12 training trials, Session 2 
(24 hours later) consisted of a single repetition trial, and Session 3 (24 hours after Session 2) consisted 
of a retention test. The Disruption Group’s procedure was identical to the Control Group with the 
exception that, after the repetition trial in Session 2, they were trained on a second competing sequence 
for 12 trials.  
Data Analysis 
In tasks where speed and accuracy are components of participants performance a change in 
participants skill level is best represented by a shift in the speed-accuracy trade-off function (De 
Beukelaar et al., 2014). A speed-accuracy function (SAF) score was calculated for each trial. The 
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speed/inter-tap interval was calculated by averaging the time (in msec.) between each number typed 
and then dividing this number by 1000. Accuracy was calculated by dividing the number of correct 
numbers typed by the total numbers typed in a trial and then multiplying it by 100. The SAF score was 
then calculated by dividing the accuracy score by the speed score. To evaluate how well participants 
performed in Session 3, the SAF score on the first trial of Session 3 was divided by the SAF score of 
their repetition trial in Session 2. Additionally, I used planned contrasts and one-tailed tests to examine 
the spacing effect and disruption effect as I had strong expectations regarding the direction of the 
effects based on past research (e.g., Cepeda et al., 2006; De Beukelaar et al., 2014; Walker et al., 2003).  
Results 
Initial learning 
Participant’s performance learning the sequence tapping task is shown in Figure 21. There were 
no significant differences in performance between the groups on the average of the last three training 
trials (Trials 10, 11 and 12), F(3, 76) = 1.281, p > 0.25, 
2
p = 0.048.  
 
Figure 21.  Experiment  4a  sequence tapping experiment: A. SAF scores across trials for participants 
in the massed and spaced groups. B. SAF scores across trials for participants in the disruption and 
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Past research has found that performance improves over a night of sleep on this task (De 
Beukelaar et al., 2014; Walker et al., 2003). I examined if an overnight improvement was present in 
the current study by collapsing across the Spaced, Control and Disruption groups and then conducting 
a paired t-test on the SAF score average of participant’s last three training trials and the repetition trial. 
There was a significant improvement on participants repetition trial relative to the average on their last 
three training trials, t(79) = 3.579, p < 0.001, d = 0.237. I also examined whether the improvement seen 
in the groups whose repetition trial had a 24-hour delay was greater than the improvement in the 
Massed Group. A Mann-Whitney-U test was used because of significant violations of normality and 
large differences in sample size. The Overnight Delay Group showed a significantly greater 
improvement than the Massed Group, U = 350.0, p < 0.01, g = 0.43. 
Final test 
On the first trial of Session 3, although the Spaced Group was performing slightly better than the 
Massed Group (Figure 21), there was no significant effect of group, F(3, 76) = 0.916, p > 0.4, 
2
p  = 
0.035. With respect to participant’s performance on Session 3 relative to their performance on the 
Repetition Trial (S3a/rep), there was a significant effect of group, F(3, 76) = 3.025, p = 0.035, 
2
p  = 
0.107. Planned contrasts revealed that the Control Group performed significantly better than the 
Disruption Group. There was, however, no significant difference between the Spaced and Massed 
groups.  
Discussion 
I hypothesised that the Spaced Group would perform better than the Massed Group and that the 
Control Group would perform better than the Disruption Group. These hypotheses were partially 
supported, the Control Group performed significantly better than the Disruption Group. Although the 
mean SAF score on Session 3 was slightly higher for the Spaced Group than the Massed Group, this 
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difference did not reach statistical significance. Part of the reason I wanted to observe the spacing effect 
and the reconsolidation process under the same set of circumstances was to assess whether the strength 
of training influenced the spacing effect in a similar manner to which it influences memory 
reconsolidation. My prediction is that decreasing the amount of training will lead to a larger effect size 
for the spacing effect. To answer this question, in Experiment 4b I set about manipulating the number 
of training trials participants received on the sequence tapping task.  
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3.6 Experiment 4b 
The aim of Experiment 4b was to test one of the predictions of the reconsolidation account of 
the spacing effect. Specifically, if the reconsolidation account is correct, factors which influence 
memory reconsolidation should also influence the spacing effect. In the memory reconsolidation 
literature, one observation is that increasing the strength of a memory makes it more difficult for 
reconsolidation to occur (Suzuki et al., 2004; Wang et al., 2009; Winters, Tucci, & DaCosta-Furtado, 
2009). Thus, if the reconsolidation account of the spacing effect holds, increasing the strength of a 
memory should therefore reduce the size of the spacing effect. To test this prediction, I manipulated 
the amount of training participants received on the sequence tapping task. Participants received either 
weak (6 trials) or strong (12 trials) training and then completed an additional trial after either 30 seconds 
(Massed Group) or 24 hours (Spaced Group). Both groups then completed a retention test 1 week later. 
Control and Disruption groups were also used to establish that the reconsolidation process was 
influenced by the strength of training in this task. Based on the reconsolidation account, I hypothesized 
that the participants who received weak training would show a larger effect size for the disruption and 
spacing effects than participants who received strong training.  
Method 
Participants 
One hundred and eighty-one right handed participants took part in the current study (Mean Age 
= 22, range = 18 – 59). An additional 45 participants were excluded due to the fact they did not 
complete all three experimental sessions. One further participant that completed all three sessions was 
excluded because they failed to reliably improve on their trial 1 score. Participants were recruited via 
advertisements placed around the University of Otago and via the Department of Psychology student 
experiment participation system. Participants received $20 compensation at the end of their third 
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session. Participants were also screened so that they did not have extensive gaming or music experience 
and were right handed.  
Task 
The task was identical to that employed in Experiment 4a. 
Procedure 
Participant’s sessions were generally scheduled for the same time each day, for the few for 
whom this was not possible, Session 2 and Session 3 were approximately 1 hour earlier or later than 
Session 1. There were eight groups in total, with half the participant in the Spaced, Massed, Control 
and Disruption groups receiving strong training and the other half receiving weak training. Participants 
that received strong training completed 12 training trials, 1 reactivation trial and 3 test trials. 
Participants receiving weak training completed 6 training trials, 1 reactivation trial and 3 test trials. 
Session 1 was identical for the Spaced, Control, and Disruption groups, with approximately half the 
participants in each group receiving either 12 (i.e., strong training) or 6 (i.e., weak training) trials. For 
participants in the Massed Group Session 1 consisted of a series of addition and subtraction equations. 
For all groups, Session 2 was approximately 24-hours after the Session 1. In Session 2, the 
Spaced and Control groups completed one 30-second repetition trial and were then dismissed. The 
Disruption Group completed one 30-second repetition trial and then learned a second sequence for 12 
trials. Finally, participants in the Massed Group learned the sequence across 12 (i.e., strong) or 6 (i.e., 
weak) trials and then completed their repetition trial after 30 seconds. 
For the Spaced and Massed groups, Session 3 was 1 week after Session 2, while for the Control 
and Disruption groups it was 24 hours after Session 2. In Session 3, the Spaced, Massed, and Control 
groups completed three trials with rest periods in between and were then debriefed. For the Disruption 
Group, Session 3 consisted of them completing three trials with the sequence they originally learned 
and then three trials of the second sequence they learned. 
Data analysis  
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I calculated a SAF score and participant’s performance in their second session relative to the 
end of training (S2/S1) and their third session relative to their repetition (S3/rep) in the same manner 
as Experiment 4a. To test my main hypothesis that the strength of training would influence the size of 
the spacing and disruption effects I conducted two separate one-way ANOVA’s, one for the strong 
training sub-group and one for the weak training sub-group. The ANOVA used the S3/rep score as the 
dependent variable and group (Spaced, Massed, Control, and Disruption) as the independent variable. 
Finally, I conducted planned contrasts that compared the Spaced group to the Massed group and the 
Control group to the Disruption group to identify precise group differences.  
To examine whether improvement occurred as a function of sleep, I combined the Spaced, 
Disruption, and Control groups (i.e., the Overnight-Delay groups) and conducted separate paired 
sample t-tests for the strong training and weak training sub-groups. The Massed groups were not 
included in this analysis because their repetition trial occurred the same day as the original training. 
Further, explorations lead us to examine whether there was a difference in the improvement observed 
in the Overnight-Delay groups that completed strong or weak training. To make this comparison, I 
calculated an improvement score by dividing the SAF score on the reactivation trial by the average of 
the SAF score of the last three training trials. I then conducted a one-way ANOVA with training 
strength as the independent variable and the improvement score as the dependent variable.  Finally, to 
examine whether the overnight-delay groups improved more than the Massed Group, I collapsed across 
the training-strength sub-groups and used a Mann-Whitney U test to examine differences in 
participant’s improvement scores. The Mann-Whitney-U test was used because by combining the 
different groups there were significant violations of normality and large differences in sample sizes.  
Results 
Initial learning 
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I first examined whether the strength of training influenced the amount of learning achieved by 
comparing the SAF score on the repetition trial of participants who had received strong and weak 
training. Strong training (M = 314.71, SD = 97.83) lead to a significantly better SAF score than weak 
training (M = 265.19, SD = 84.44), t(179) = 3.654, p < 0.001, d = 0.54.  
Session 3 performance  
The data were approximately normally distributed, therefore, standard ANOVAs were 
employed for the initial analyses. I first examined whether there was an effect of group on participants 
SAF score on Session 3 relative to their reactivation trial in Session 2.  For participants who received 
strong training there was no significant group effect, F(3, 82) = 0.497, p  > 0.65, 
2
p  = 0.018. For 
participants who received weak training there was a significant effect of group and a larger effect size 
than for strong training, F(3, 91) = 4.317, p < 0.01, 
2
p  = 0.125. Planned contrasts for the weak training 
groups revealed that the Spaced Group (M = 1.09, SD = 0.15) retained significantly more skill than the 
Massed Group (M = 0.95, SD = 0.22), t(91) = 2.690, p < 0.01 (1-tailed) and the Control Group (M = 
1.13, SD = 0.l6) performed significantly better than the Disruption Group (M = 1.04, SD = 0.18), t(91) 
= -1.805, p < 0.05 (1-tailed). To compare the individual effect sizes for the strong and weak training 
groups I also calculated Cohen’s d. The effect size for spacing under strong training was d = 0.15 and 
the effect size of spacing under weak training was d = 0.74 (Figure 22). The effect size of the disruption 
effect under strong training was d = 0.17 and the effect size of disruption under weak training was d = 
0.52 (Figure 22). These results suggest that weaker initial training produces larger spacing and 
disruption effects.  
 




Figure 22.  Effect sizes for the spacing and disruption effects under strong and weak training for 
Experiment 5b.  
 
Overnight improvement 
One alternative explanation for our results is a ceiling effect. That is, because strong training 
results in performance closer to participants plateau, there is less room for improvement and additional 
trials, whether spaced or massed, have little effect on the memory. Previous studies have reported an 
overnight improvement in scores on this task related to sleep (De Beukelaar et al., 2014; Walker et al., 
2003) and this improvement allows us to test whether the strong training group had less opportunity to 
improve than the weak training group. I examined whether overnight improvement occurred in our 
data by combining the Spaced, Disruption and Control groups (i.e., the overnight delay groups). 
Participants who received strong and weak training showed significant overnight improvement 
(Strong: t(65) = 3.531, p < 0.01, d = 0.249 (1-tailed), Weak: t(69) = 2.555, p < 0.01, d = 0.168 (1-
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the overnight improvement and found no significant differences (F(1, 179) = 0.906, p > 0.7). To 
confirm that this improvement was due to the overnight delay rather than a general improvement, I 
compared the improvement of the Overnight-Delay groups to the improvement score of the Massed 
groups who had only a 30 second delay before their reactivation trial. The improvement of the 
overnight delay group was significantly greater than the massed group, U = 2555, p < 0.05 (1-tailed), 
g = 0.2.  
Discussion 
In the current study I tested predictions derived from a reconsolidation account of the spacing 
effect. I predicted that weaker training would produce a larger spacing effect and a larger disruption of 
the reconsolidation process. Consistent with these predictions, there was no statistically significant 
spacing effect or disruption effect when training was strong, but significant spacing and disruption 
effects occurred when training was weak. Furthermore, the Cohen’s d and partial-eta square values 
confirmed that the spacing and disruption effects were larger when weak training was employed.  
It is important to note there are a number of competing theories that aim to explain the spacing 
effect. One prominent group of theories are contextual variability theories (Estes, 1955; Glenberg, 
1979; Pashler et al., 2009; Raaijmakers, 2003). These theories posit that a) spacing increases the 
contextual variability integrated into a memory during a repetition and b) additional variability makes 
retrieval more likely at a delayed retention test. If contextual variability theories are correct, in the 
current study I should have observed that the effect size of the spacing effect remains the same for 
different levels of training strength. Contextual variability theories make this prediction because the 
relative contextual variability of the spaced and massed groups should be approximately the same for 
strong and weak training. Given our findings, contextual variability theories are unlikely to explain the 
spacing effect observed.   
Other accounts of the spacing effect suggests that it occurs because spacing makes memory 
retrieval more difficult and when a successful retrieval is more difficult it leads to a stronger memory 
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(Benjamin & Tullis, 2010; Bjork & Bjork, 1992; Delaney et al., 2010). When extra training is given 
retrieval difficulty theories predict a smaller effect size for the spacing effect because extra trials will 
make the memory easier to retrieve at the repetition. The main results of the current experiment are 
therefore consistent with retrieval difficulty theories. However, a close look at the data collected during 
the repetition trial suggests that the results of the current experiment are inconsistent with this theory. 
Previous studies have used speed and/or accuracy of responding as measures of retrieval difficulty 
(Kılıç, Hoyer, & Howard, 2013; Pyc & Rawson, 2009; Xue et al., 2011). In the current experiment I 
observed an improvement in participant’s SAF scores after the overnight delay but no similar 
improvement in the Massed Group with a 30-second delay. This improvement means that spaced 
participants are able to retrieve the pattern of muscle movements faster and more accurately and, 
therefore, suggests that retrieval during the repetition trial was easier for spaced participants than 
massed participants. The current experiment along with other motor skill spacing studies (Dail & 
Christina, 2004; Shea et al., 2000) suggests that retrieval difficulty is unlikely to be the primary 
mechanism of the spacing effect over delays of 24 hours or more in motor skill studies.   
Additionally, there is a curious difference between Experiment 4a and Experiment 4b.  In 
Experiment 4a the partial-eta squared effect size of group was 0.104, whereas in Experiment 4b the 
strong training sub-group had a partial eta squared value of 0.018. The only procedural difference 
between these two groups was Experiment 4b used a laptop and desktop computer to run participants 
whereas Experiment 4a used only a desktop computer. Perhaps the laptop computer affected how 
participants typed or perceived the task. Alternatively, since I conducted this experiment, Hardwicke, 
Taqi, and Shanks (2016) published a failed replication of Walker et al.’s (2003) finding of a memory 
disruption in the sequence tapping task. Walker and Stickgold (2016) in their reply, noted that 
Hardwicke et al. (2016) used a variety of times to run participants whereas in their original study they 
had consistently used 1 pm to run the experiment and the time of day was known to influence 
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reconsolidation effects. While there were no intentional differences between the time of day which 
participants were run in Experiment 4a and 4b the time of day was largely based on when participants 
were available and perhaps uncontrolled variations in this variable is responsible for this difference 
between the two experiments.  
In summary, the reconsolidation account of the spacing effect holds that the delay employed in 
spacing studies allows time for the memory to consolidate, resulting in the subsequent reconsolidation 
processes being more effective. In the current study, I tested this account by manipulating the strength 
of training and examining whether this had the same effect on the spacing effect and the reconsolidation 
process. Consistent with the reconsolidation account, I found that weak training lead to a greater 
spacing effect and a more sensitive reconsolidation process.  
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4 Chapter 4: Are there different mechanisms for the spacing 
effect across different timescales? 
4.1 Experiment 5a  
Memory reconsolidation takes time to develop. When a protein synthesis inhibitor or a 
behavioural intervention is provided during the memory reconsolidation process its effects are only 
detected many hours later. This is probably because there is a stable short-term memory but long-term 
memory depends on the reconsolidation process. As noted in the Introduction, the spacing effect is 
observed when short spacing intervals and retention delays of seconds and minutes are used as well as 
longer intervals of hours and days. Reconsolidation, therefore, is unlikely to explain the spacing effect 
over short timescales. This means if the reconsolidation account of the spacing effect is correct then 
different mechanisms must explain the spacing effect over different timescales.  
One prominent explanation of the spacing effect is based on retrieval difficulty (Benjamin & 
Tullis, 2010; Bjork & Bjork, 1992). The authors of these theories suggest that due to the forgetting that 
occurs during a spacing interval, retrieval is more difficult and the repetition is processed more 
effectively. There is some evidence favourable to the retrieval difficulty theories. Bjork and Allen 
(1970) compared groups of participants who learned repeated trigrams with massed and spaced practice 
as well as manipulating the activity that filled the spacing interval. Some participants completed a 
difficult shadowing task whereas other participants completed an easy shadowing task. Bjork and Allen 
(1970) found that the more difficult activity (which presumably makes retrieval more difficult) 
enhanced recall. Pyc and Rawson (2009) also found evidence for the retrieval difficulty hypothesis by 
manipulating the spacing of items and the number of correct retrieval trials. Consistent with more 
difficult retrieval, spaced repetitions had longer response latencies than massed repetitions and a 
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decrease in response latency reflected the diminishing returns of additional repetitions for long-term 
retention.  
Another piece of evidence relevant to retrieval difficulty theories comes from research examining 
the effects of testing memory. In general, a memory test benefits retention to a greater degree than 
restudying the same material (Cull, 2000; Hogan & Kintsch, 1971; Roediger III & Karpicke, 2006). 
Furthermore, free-recall tests result in better retention performance than cued-recall tests and cued-
recall tests result in better retention performance than recognition tests (Bjork & Whitten, 1974; 
Carpenter & DeLosh, 2006; Glover, 1989). The relative benefit of each type of test is most likely due 
to differences in the difficulty of retrieval. Free-recall tests are most difficult because participants are 
given minimal cues to aid recall; they are simply told to recall all of the items learned in the experiment. 
Cued-recall tests are of intermediate difficulty because participants are given a cue to aid recall but 
they still need to generate the response based on the cue. Recognition tests are the easiest type of test 
because participants are provided with the item and merely need to remember whether they learned the 
item in the experiment or decide that it is a new item.  
Based on the available evidence I believe that retrieval difficulty is the primary mechanism for 
the spacing effect over short timescales and memory reconsolidation is the primary mechanism for the 
spacing effect over long timescales. In Experiment 5a, I sought to test whether retrieval difficulty might 
be the mechanism that produces the spacing effect over short timescales. In the experiment I compared 
participant’s performance in three conditions. In the Massed condition participants learned a paired-
associate, completed an immediate cued-recall test, then studied the paired associate again and after a 
delay period completed a retention test. In the Spaced-Easy and Spaced-Hard condition, participants 
completed a study trial on a paired associate, studied other paired associates to form a spacing interval, 
completed a re-study trial and a test trial and then after a delay period completed a memory test. The 
only difference between the Spaced-Easy and Spaced-Hard condition was that the order of the trials 
after the spacing interval was manipulated to influence retrieval difficulty. In the Spaced-Easy 
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Condition participants completed a re-study trial and then a test trial, whereas in the Spaced-Hard 
Condition participants completed a test trial and then a re-study trial. I hypothesised that the Spaced-
Hard group would show better retention performance than the Spaced-Easy Condition and that the 
Spaced-Easy Condition would show better retention performance than the Massed Condition.  
Method 
Participants 
Eighty participants were recruited through Mechanical Turk (https://www.mturk.com/). All 
participants lived in the United States (Age range: 22 – 57, Mean Age = 35). There were 21 females 
and 57 males, with 2 participants not filling in demographic information. Participants were paid $8 US 
for completing the experiment. Participants were told the experiment was aimed at understanding the 
relationships between repetition and memory.  
Materials 
All participants completed the experiment on their personal computers. The experiment was 
created with Inquisit Lab and presented using Inquisit Web software (Millisecond Software: 
https://www.millisecond.com/). Three lists were created by randomly selecting Indonesian-English 
word pairs from a list downloaded from https://sites.williams.edu/nk2/stimuli/.  Each list consisted of 
15 Indonesian-English word-pairs.  
Procedure 
The experimental design was a within-subjects design such that each participant completed all 
three conditions. Participants began the experiment by following a link which enabled them to install 
the software necessary for Inquisit web and click an additional link to begin the experiment. 
Participants were randomly assigned to one of the eighteen experimental orders. Participants filled in 
their demographic details and were given instructions for the experimental session. Participants were 
told that they would be studying and recalling a series of Indonesian-English word-pairs and to study 
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the pairs so that when given the Indonesian word they can recall the English equivalent. Additionally, 
they were told that when a word-pair is repeated to do their best to strengthen the initial connection 
they have made.  
For each condition participants there was a learning phase, 30 seconds of simple math equations, 
and a test phase. During the learning phase each of the 15 word-pairs were presented for three trials, 
two study trials and one test trial. In a study trial the word-pair was presented for 5 seconds. In a test 
trial, the Indonesian word was presented as a cue and participants were asked to type the English 
equivalent. If participants did not complete a response within 10 seconds the trial automatically ended. 
The test phase simply consisted of one test trial for each word-pair and was identical across the different 
conditions. The learning phase, however, differed for each condition.  
In the Massed Condition, the learning phase consisted of presenting participants with a study trial 
for a word-pair followed immediately by a test trial for that word-pair and then a second study trial. 
The lag in this condition was 0 trials. Following this, participants completed simple math equations 
and then the test phase.  
In the Spaced-Easy Condition participants studied the first five word-pairs of the list. They then 
completed a second study trial on the first word-pair presented. Thus, the first word-pair was presented 
with a spacing interval of approximately 20 seconds or a lag of 4 trials. Next, participants completed a 
test trial on the first word-pair. After the test trial the participants completed a second study trial on the 
second word-pair presented and then a test trial on the second word-pair. This procedure continued 
until all five word-pairs and had been repeated. Next, participants studied the second five word-pairs 
of the list and then repeated the word-pairs with a study and test trial in the same manner as the first 
five word-pairs. Participants then studied the final five word-pairs of the list and repeated each word-
pair as before with one study trial and then one test trial. The average lag in this condition was 6 trials. 
Participants then completed 30 seconds of math equations and the test phase.  
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In the Spaced-Hard condition participants studied the first five word-pairs of the list. They then 
completed a test trial of the first word-pair presented. After the test trial participants completed another 
study trial of the first word-pair. Next participants completed a test trial and then a study trial of the 
second word-pair and so on until the first five word pairs of the list were all repeated with a test trial 
and a study trial. Participants then studied the second five word-pairs of the list and repeated them with 
a test trial and study trial. Next participants completed the learning phase by studying the final five 
word-pairs and then repeating them with a test trial and a study trial. The average lag in this condition 
was 6 trials. After the learning phase participants completed 30 seconds of math equations and the test 
phase.  
In the test phase participants completed a test trial on all 15 word-pairs. The test trial presented 
participants with the Indonesian word as a cue and they had to type its English equivalent. No feedback 
was given during the test. After participants had completed all three conditions they were presented 
with a completion code. They then sent the completion code to the experimenter and were given 
compensation.  
Results 
Learning phase performance  
I first analysed participant’s accuracy on the test trial during the learning phase using a repeated 
measures ANOVA. There was a significant effect of condition on the percentage correct on test trials 
during the learning phase F(2, 158) = 115.90,  p < 0.001, 
2
p  = 0.663.  Consistent with differences in 
retrieval difficulty, within the Spaced-Easy Condition participants showed a higher percentage of 
words recalled correctly on test trials than within the Spaced-Hard Condition (p < 0.0001, d = 1.53) 
(Figure 23A). Additionally, the Spaced-Easy condition was not significantly different from the Massed 
Condtion, (p > 0.3).  
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I also analysed participant’s latency to type a response during test trials. There was a significant 
effect of group, F(2, 158) = 64.06,  p < 0.001, 
2
p = 0.448. Again consistent with differences in retrieval 
difficulty, within the Spaced-Easy condition participants showed significantly lower response latencies 
than within the Spaced-Hard Condition, p < 0.0001, d = 1.11 (Figure 23B). Additionally, in the Spaced-
Easy Condition participants showed a significantly lower response latencies than in the Massed 
Condition, p < 0.05, d = 0.2.  
 
Figure 23.  A. Mean percentage of word-pairs correctly recalled on the test trials during the learning 
phase. B. Mean response latencies on test trials during the learning phase (Experiment 5a). (Error 
bars: ± SEM). 
 
 
 Recall performance 
I analysed the percentage of correctly recalled word-pairs on the final test using a repeated 
measures ANOVA. There was a significant effect of condition on percentage of correctly recalled 
word-pairs F(2, 158) = 115.90,  p < 0.001, 2p  = 0.342 (Figure 24). Within the Spaced-Easy Condition 
participants recalled a significantly lower percentage of word-pairs correctly than within the Spaced-
Hard, p < 0.005, d = 0.28. Additionally, within the Spaced-Easy Condition participants recalled a 
significantly greater percentage of word-pairs correctly than in the Massed Condition, p < 0.001, d = 
0.31.   




Figure 24.  Mean percentage of word-pairs correctly recalled on the final recall test of Experiment 




I hypothesised that I would observe a spacing effect and that more difficult retrieval would 
produce better memory. The results of Experiment 5a were consistent with my hypotheses. Both the 
Spaced-Easy and the Spaced-Hard conditions showed better memory recall than the Massed Condition 
and the Spaced-Hard group showed better recall then the Spaced-Easy group. Additionally, consistent 
with the idea that the Spaced-Hard Condition had more difficult retrieval than the Spaced-Easy 
Condition, the latency and accuracy of the Spaced-Hard Condition was longer than the Spaced-Easy 
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4.2 Experiment 5b 
In Experiment 5a, I found evidence consistent with the retrieval difficulty explanation of the 
spacing effect. In Experiment 5b I aimed to determine if manipulating retrieval difficulty has the same 
effect over long timescales as it does over small timescales. To make this determination, in Experiment 
5b I examined the retention of paired-associates after 1 week with a spacing interval of 24 hours. 
Retrieval difficulty theories assume that retrieval difficulty influences the spacing effect over short and 
long timescales in a similar manner, so if these theories are correct I should observe a result similar to 
Experiment 5a. However, a key prediction of the reconsolidation account is that reconsolidation 
produces the spacing effect over long timescales and another mechanism produces the spacing effect 
over short timescales. Therefore, if the reconsolidation account is correct, the Spaced-Easy Group and 
Spaced-Hard Group should show a similar level of retention. I hypothesised that the Spaced-Easy and 
Spaced-Hard groups would show less forgetting than the Massed Group and, further, that the Spaced-
Easy Group would not show greater forgetting than the Spaced-Hard Group.  
Method 
Participants 
One hundred and sixty-five participants from Mechanical Turk completed this experiment. Of 
the 165 participants there were 65 females and 98 males and two participants who did not report any 
demographic information. All of the participants who reported demographic information were from 
the United States except one who was from the United Kingdom. The age range of participants was 19 
– 62 with a mean age of 35. Participants were paid $3 USD for completing the first session, $6 USD 
for completing the second session, and $12 USD for completing the third session.  
Materials 
The experiment was created using Inquisit lab and presented to participants using Inquisit web. 
Participants in the experiment learned and were tested on 20 Swahili-English word-pairs randomly 
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chosen from the word-pairs normed by Nelson and Dunlosky (1994). The order in which the word-
pairs were presented and tested throughout the experiment was randomised by the Inquisit software. 
Participants were also given a recognition test where the twenty previously learned words were mixed 
with twenty new words randomly chosen from Nelson and Dunlosky (1994). In the recognition test 
participants were asked to press “Y” for yes if they had previous seen the word-pair in the experiment 
and “N” for no if they had not previously seen the word-pair.  
Procedure 
All participants included in the experiment completed three sessions. Session 2 was completed 
approximately 24 hours after the Session 1 and Session 3 was completed 1 week after the Session 2. 
At the beginning of each session participants entered their session number and condition number. The 
condition number was randomly assigned at the beginning of the first session. In the first session all 
participants were asked to provide demographic information (country, city, age and sex) and then 
started the experiment.  
In Session 1, participants in the Spaced-Easy Group and the Spaced-Hard Group learned the 
twenty Swahili-English word-pairs through a series of study and test trials. Participants were initially 
instructed to study the word-pairs so they could be remembered for a future test. They then completed 
twenty study trials, where each word-pair was presented for 5 seconds. Next participants completed a 
cued-recall test on each word (with no feedback being provided), with the Swahili word being 
presented as cue and participants being asked to type the English equivalent. Participants were given 8 
seconds to type their response, however, if participants typed the word before 8 seconds elapsed they 
could move to the next pair by pressing the enter key or clicking the next button that was presented 
onscreen. After the initial cued-recall test participants were presented with additional study trials for 
the word-pairs they had not been able to recall correctly. They were then presented with additional 
cued-recall test trials for those word-pairs that had not been correctly recalled. This cycle of study and 
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test trials continued until all of the word-pairs were correctly recalled. Next participants completed an 
immediate test where each word-pair was tested again through cued-recall without feedback, the only 
difference from the previous test trials being participants were given 15 seconds to type their response.  
In Session 2 participants in the Spaced-Easy Group began their session with a recognition test on 
the twenty Swahili-English word-pairs they had studied on the previous session. They then completed 
two repetitions consisting of two cued-recall tests on each word-pair with feedback being provided in 
the form of the correct word-pair being displayed for 3 seconds for both correct and incorrect responses. 
All twenty word-pairs were presented in the cued-recall before any word-pairs were repeated. The 
procedure for the Spaced-Hard Group was the same as the Spaced-Easy Group except that they 
completed the two cued-recall tests and then the recognition test.  
For participants in the Massed Group, Session 1 consisted of maths equations for 60 seconds. In 
Session 2, participants were asked to learn twenty Swahili-English word-pairs and completed the same 
study-test cycle as the Spaced-Easy and Spaced-Hard groups completed in Session 1. After learning 
the word-pairs the massed group completed two cued-recall tests and then the recognition test.  
In Session 3, all three groups completed a retention test. The retention test was simply another 
cued-recall test on all of the Swahili-English word-pairs learned in the previous sessions. Participants 
were given 15 second to type their response before the software tested the next word-pair.  
Results 
Learning phase performance 
I examined whether the groups differed in the number of trials required to reach the criterion of 
recalling each word-pair correctly. There was no significant effect of group, F(2, 162) = 1.332, p > 0.2, 
despite the mean number of trials the Spaced-Easy Group required (M = 29.65, SD = 33.06), being 
slightly higher than the Spaced-Hard Group (M = 22.67, SD = 16.75, d = 0.27), and the Massed Group 
(M = 24.43, SD = 15.83,  d = 0.21).  
Manipulation check: cued-recall test 1  
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I was initially interested in whether there were differences in the latency and accuracy of recall 
in cued-recall test 1 consistent with a successful manipulation of retrieval difficulty. There was a 
significant group effect on latency scores, F(2, 162) = 4.603, p < 0.05, 2
p  = 0.054 (Figure 25A). 
Consistent with an successful manipulation of retrieval difficulty the latency of the Spaced-Easy Group 
was significantly lower than the Spaced-Hard Group, t(162) = -2.312,  p < 0.005, d  = 0.54. 
Additionally, there was no significant difference in latency between the Massed Group and the Spaced-
Easy Group, t(162) = -0.372, p > 0.7,  d = 0.069. There was also a significant effect of group on 
accuracy for cued-recall test 1, F(2, 162) = 12.925, p < 0.001, 2
p  = 0.138 (Figure 25B). Again 
consistent with a successful manipulation of retrieval difficulty, the Spaced-Easy Group showed more 
accurate recall than the Spaced-Hard Group, t(162) = 2.550, p < 0.01, d = 0.45. Additionally, the 
accuracy of the Massed Group was significantly higher than the Spaced-Easy Group, t(162) = 2.276,  
p < 
0.05, 
d  = 
0.47. 
 
Figure 25.  A. Mean response latency on the first cued-recall test. B. Mean percentage 
recall on the first cued-recall test (Experiment 5b, Session 2).  
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Cued-recall test 2  
I also assessed whether there were group differences in cued-recall test 2. There was no 
significant group effect on latency, F(2, 162) = 0.631, p = 0.533, 2
p  = 0.08. There was however a 
significant group effect for accuracy, F(2, 162) = 5.33, p < 0.05, 2
p  = 0.044. The accuracy of the 
Massed Group (M = 92.92, SD = 11.87) was significantly higher than the Spaced-Easy Group (M = 
86.35, SD = 17.86), t(162) = 2.347, p < 0.05, d = 0.43. There was no significant difference between 
the Spaced-Easy Group and the Spaced-Hard Group (M = 86.67, SD = 13.67) for accuracy, t(162) = -
0.110,  p > 0.9, d = 0.02.  
Recognition test 
We examined whether the different procedures of the groups influenced performance on the 
recognition test. There was a significant effect of group on the percentage of correct responses on the 
recognition test F(2, 162) = 6.111, p < 0.01, 2p  = 0.071. Performance on the recognition test reflects 
whether it comes before (Spaced-Easy) or after the cued-recall tests (Massed and Spaced-Hard). The 
Spaced-Easy Group (M = 97.34, SD = 4.65) showed a significantly lower mean percentage of correct 
responses than the Massed Group (M = 98.73, SD = 2.34), p < 0.05, d = 0.38 and the Spaced-Hard 
Group (M = 99.38, SD = 1.37), p < 0.05, d = 0.60.  
Retention test performance and the amount of forgetting  
We found a significant effect of group for the percentage of correctly recalled word-pairs on the 
retention test F(2, 162) = 6.111, p < 0.05, 2p  = 0.037. There was no significant difference between the 
Spaced-Easy Group (M = 59.89, SD = 26.58) and the Spaced-Hard Group (M = 61.75, SD = 24.81), p 
> 0.7, d = 0.07. When collapsed together (M = 60.90, SD = 25.53), however, the spaced groups showed 
significantly higher percentage recall than the Massed Group (M = 50.58, SD = 26.63), p < 0.001, d = 
0.4. 




Figure 26.  Mean amount of forgetting of the Massed, Spaced-Easy, and Spaced-Hard groups in 
Experiment 5b. (Error bars: ± SEM). 
 
 
We also analysed the amount of forgetting of the different groups. There was a significant effect 
of group on the amount of forgetting, F(2, 162) = 6.074, p < 0.005, 2p = 0.07 (Figure 26). I found that 
the combined spaced groups showed significantly more forgetting than the Massed Group, t(162) = 
3.416, p < 0.001, d = 0.52. Additionally, although the Spaced-Easy Group forgot slightly less than the 
Spaced-Hard Group, there was no statistically significant difference in the forgetting of these two 
groups, t(162) = 0.870, p > 0.3, d = 0.2. Since our hypothesis was that the Spaced-Easy Group would 
not forget more than the Spaced-Hard Group, we also conducted a non-inferiority t-test to provide a 
more precise assessment of the data. In the non-inferiority t-test the null-hypothesis is that the Spaced-
Easy Group shows greater forgetting than the Spaced-Hard Group (i.e., the Spaced-Easy Group is 
inferior to the Spaced-Hard Group) and the alternate hypothesis is that the Spaced-Easy Group does 
not show greater forgetting than the Spaced-Hard Group (i.e., the Spaced-Easy Group is not inferior to 
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than the Spaced-Hard Group, with the non-inferiority test showing a statistically significant result 
t(103) =  1.795,  p < 0.05.  
Discussion 
Based on the reconsolidation account of the spacing effect, I hypothesised that the Spaced-Easy 
Group would not perform worse than the Spaced-Hard Group. My results were consistent with this 
hypothesis. I observed that the Spaced-Easy Group did not forget more or have lower recall on the 
retention test than the Spaced-Hard Group. Additionally, I observed a spacing effect with the spaced 
groups performing better than the Massed Group. Combined with Experiment 5a my results support 
the prediction that different mechanisms produce the spacing effect over different timescales.  
One aspect of retrieval difficulty theories is that while more difficult retrieval is beneficial, if 
retrieval is unsuccessful no benefit to memory will be obtained. At the time point of cued-recall test 1 
the Spaced-Hard Group does perform significantly worse than the Spaced-Easy Group. Could my 
results therefore be due to greater retrieval failure diminishing the benefits of more difficult retrieval? 
I think this is a poor explanation of our results. Firstly, the performance of the Spaced-Hard Group on 
the second cued-recall test is almost identical to the Spaced-Easy Group (86.67% vs 86.35%). 
Secondly, other studies using short timescales have found greater retrieval difficulty beneficial despite 
differences in the number of correct responses. For example, Carpenter and DeLosh (2006) found that 
an intervening cued-recall test produced better final recall than a recognition test despite the mean 
proportion correct on the cued-recall test (M = 0.72) being significantly lower than the mean proportion 
correct on the recognition test (M = 0.89). Furthermore, in Experiment 5a the recall of the Spaced-Hard 
Group was significantly lower than the Spaced-Easy Group on the test trials during the learning phase, 
yet greater retrieval difficulty enhanced recall on the final test.  
In our experiments we used response latency and accuracy scores for the cued-recall test as a 
measure of retrieval difficulty. One observation about Experiment 5b is that the effect size of the 
difference between the Spaced-Easy and Spaced-Hard groups is much smaller than in Experiment 5a 
The spacing effect over long timescales 
115 
 
(response latency: d = 0.54 vs d = 1.11, accuracy: d = 0.45 vs d = 1.53). Could this difference in the 
strength of the retrieval difficulty manipulation explain the different results of the two experiments? If 
I had used only traditional statistical tests and a small sample size, then a finding of no statistically 
significant difference between the Spaced-Easy and Spaced-Hard groups could be due to differences 
in the influence of our manipulations. However, because I used a large sample size, a non-inferiority 
test, and our manipulation produced a statistically significant effect on retrieval difficulty, it is unlikely 
that the different results of the two experiments are due to differences in the strength of the retrieval 
difficulty manipulation.  
The results of this experiment have implications for theories of the spacing effect. Theories of 
the spacing effect should be able to explain why retrieval difficulty seems to have a large influence 
over short time scales and little influence on the spacing effect when longer timescales are used. 
Retrieval difficulty theories and contextual variability theories as they are currently formulated assume 
the continuity of their mechanisms across short and long timescales, whereas this appears not to be the 
case. Part of the reason for the lack of continuity may be that there are differences between short and 
long-term memory. My results may reflect that for short-term memory differences in the quantity or 
quality of processing may produce a large difference in subsequent recall, whereas for long-term 
memory that has been modified by memory consolidation such differences in memory processing may 
have relatively little impact.  
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5 Chapter 5:  General Discussion 
The main purpose of this thesis was to develop a better understanding of the spacing effect. To 
this end, I studied the literature and developed a reconsolidation account of the spacing effect. I tested 
two different predictions based on the reconsolidation account. The first prediction was that as the 
strength of a memory increases it should influence reconsolidation and the spacing effect in a similar 
manner. After completing a number of experiments to obtain the right paradigm I tested and confirmed 
this prediction in Experiment 4b. A second prediction was that there should be evidence of different 
mechanisms across different timescales. I tested this prediction in Experiment 5a and 5b and found that 
retrieval difficulty appears to influence the spacing effect over short timescales but has little influence 
over long timescales.  
One aspect of the current thesis worth reflecting on is why it took Experiments 1 – 4 to develop 
an appropriate methodology to test a reconsolidation account of the spacing effect. In Experiment 1, I 
failed to obtain a spacing effect and replicate the disruption of memory due to emotional faces obtained 
by Strange et al. (2010). The failure to obtain a spacing effect was most likely due to one of the 
boundary conditions of the spacing effect. If too much forgetting occurs during the spacing interval, a 
spacing effect will not be obtained. The failure to obtain the memory disruption could be due to 
differences in minor aspects of the experiment or possibly Strange et al.’s results are not reliable enough 
to be reproduced by independent researchers. Whatever reason produced our failure to replicate Strange 
et al. (2010), the solution is the same. Strange et al. (2010), and researchers in general, should make 
the materials of their experiments publicly available so other researchers can replicate their results 
precisely and with ease. Replication of past results is one area that psychological science needs to 
improve in general.  
In Experiment 2, I discovered some researchers need to be more sceptical that memory deficits 
produced are due to a disturbance or consolidation or reconsolidation. Researchers had previously 
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found that a motor skill task following a free-recall task resulted in poorer memory performance 24 
hours later and vice versa (Brown & Robertson, 2007). They attributed this drop in performance as 
being due to a disturbance of the consolidation of motor and declarative memories. However, our 
finding that two similar declarative tasks did not produce any disruption of reconsolidation suggests 
that consolidation and reconsolidation is highly specific. In some studies researchers have probably 
misinterpreted interference produced by overlapping contextual cues or strategy as a disruption of 
memory consolidation.  
In Experiment 3a, I found that learning a second set of Swahili-English paired-associates 
produced a non-significant disruption of memory on an immediate test and produced a significant 
disruption of memory the following day. To confirm that this was a disruption of consolidation in 
Experiment 3b I tested the effect of learning the second set of paired-associates before retrieving the 
first set 24 hours after the initial learning session. Learning the second set seemed to disrupt retrieval 
of the first set and suggested that this was not a reliable method for determining the effect of variables 
on consolidation and reconsolidation. Future research on consolidation and reconsolidation should use 
this testing method to confirm that the memory deficit they observe is due to consolidation and not 
interference.  
In the time I conducted these experiments there have been a number of attempts to replicate 
reconsolidation-related effects in humans. The basic findings for the sequence tapping task has been 
replicated in a number of studies (Censor et al., 2010; De Beukelaar, Woolley, Alaerts, Swinnen, & 
Wenderoth, 2016; De Beukelaar et al., 2014), however, some researchers have had difficulty 
replicating the disruption of fear memory during the reconsolidation process (Golkar, Bellander, 
Olsson, & Öhman, 2012; Kindt & Soeter, 2013) and one researcher did not replicate Walker et al.’s 
(2003) results in the sequence tapping task (Hardwicke et al., 2016). These results probably reflect a 
general principle of human memory research that all memory effects or phenomena depend on a 
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particular set of control variables (Roediger, 2008). For example, it was initially believed that the depth 
of processing effect where getting participants to encode stimuli in a meaningful way resulted in better 
memory than other “shallower” methods of processing was akin to a law of memory (Roediger, 2008). 
However, the depth of processing effect was later found to depend on several control variables such as 
the type of test and the type of materials used. In terms of memory reconsolidation, researcher’s ability 
to observe the reconsolidation process in humans (with many uncontrolled variables) is probably 
influenced by a number of factors such as the type of materials, the instructions used, how easily 
participants forget the learning materials, and the degree of proactive and retroactive interference 
outside of the experiment.  
In Experiment 4a, I found a disruption of reconsolidation using the sequence tapping task. Part 
of the reason for the success of this methodology was probably that it had been used effectively by 
multiple independent researchers for consolidation and reconsolidation research (Censor et al., 2010; 
De Beukelaar et al., 2014; Fischer & Born, 2009; Karni, Tanne, Rubenstein, Askenasy, & Sagi, 1994; 
Walker et al., 2003). Additionally, in past research this methodology had several checks to confirm 
that the additional sequence was disrupting consolidation and reconsolidation.  Furthermore, using this 
task I found that the Spaced Group showed better performance than the Massed Group, although this 
difference was not statistically significant. These observations indicated that the sequence tapping task 
was a useful method for exploring whether variables that influence memory reconsolidation also 
influence the spacing effect in a similar manner.  
In Experiment 4b, using the sequence tapping task, I manipulated the strength of training. Some 
participants received strong training (12 trials) and others received weak training (6 trials). Training 
strength influenced both reconsolidation and the spacing effect. Consistent with past research, the 
memory reconsolidation process was engaged less when strong initial training was used. Furthermore, 
with reconsolidation less engaged, strong training also led to a smaller effect size for the spacing effect. 
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This result is consistent with the spacing effect over long timescales being produced by memory 
reconsolidation. It is inconsistent with contextual variability theories of the spacing effect.   
In Experiment 5a and 5b, I tested another prediction of the reconsolidation account of the spacing 
effect. The reconsolidation account predicted that I should observe discontinuity between the spacing 
effect over short and long timescales. In contrast, contextual variability and retrieval difficulty theories 
suggest that the same mechanism explains the spacing effect over both short and long timescales, 
therefore factors which are important over short timescales should also be important for the spacing 
effect over long timescales. In my experiment I observed that retrieval difficulty was important for 
short timescales, spaced repetitions where retrieval was difficult resulted in better retention than spaced 
repetitions where retrieval was easy. However, across long timescales spaced repetitions where 
retrieval was difficult did not produce better retention than spaced repetitions where retrieval was easy. 
There is therefore, a discontinuity in the influence of retrieval difficulty on the spacing effect over short 
and long timescales.  
I reported in Chapter 1 that there is a similar inverted-U curve between spacing and retention for 
both short and long timescales. If different mechanisms explain the spacing effect over different 
timescales, why is there a similar inverted-U curve? The answer is that the inverted-U curve over both 
long and short timescales reflects a balance between the memorial benefits obtained from spacing and 
the costs of forgetting. Both reconsolidation and retrieval difficulty are automatic processes that 
provide a consistent benefit to memory and the amount of forgetting is fairly consistent across short 
and long timescales (Wixted & Ebbesen, 1991). The similarity which the two mechanisms function in 
this context results in similar inverted-U curves across both short and long timescales.  
As discussed in Chapter 1 the reconsolidation account can explain some of the interesting 
patterns in the spacing literature using long timescales. Most of these patterns can be explained in terms 
of how memory reconsolidation interacts with prior participant’s prior experience. The observation 
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that for skill-related tasks adults show enhanced learning and retention from spaced repetitions whereas 
for language-related tasks adults shown enhanced retention can potentially be explained by adults 
greater prior experience with language. Due to their experience adults can rapidly learn and recall 
words and therefore do not require consolidation and reconsolidation to reach a high level of 
performance. In contrast, for most skill-related tasks time between repetitions is necessary so 
consolidation and reconsolidation to make changes to acquire further skill. Similarly, the observation 
that adults generally do not show a spacing effect for learning in language-related tasks while children 
do, can be explained in-terms of children benefitting from consolidation and reconsolidation to enhance 
their acquisition of words, whereas for  adults their greater prior experience means consolidation and 
reconsolidation do not enhance learning.  
The balance between the benefits of reconsolidation, the influence of prior experience and 
forgetting can also provide a potential explanation for the effect of different spacing schedules on 
different tasks. We observed that Young (1954) found that a 2 days per week was better for practicing 
badminton, whereas 4 days per week was better for practicing archery. For archery it might be the case 
that more concentrated sessions are required to build up the basic skills with minimal forgetting and 
using the schedule of 2 days per week participants have significant forgetting between sessions and 
this undermines the benefits of reconsolidation from greater spacing. In contrast for badminton, 
participants probably have prior experience with a racket sport or hitting a ball in general (e.g., cricket, 
tennis, table tennis) and since the basic skills are established participants might show minimal 
forgetting between sessions and benefit from greater spacing to enhance reconsolidation. These same 
principles can also explain why Harmon and Miller (1950) found that an a schedule with gradually 
expanding spacing intervals was better than many other spacing schedules.  
An additional question is: how does spacing and memory reconsolidation enhance the 
generalization of learning? The following account is tentative but is a worthwhile framework for future 
research. From what we know about consolidation it seems likely that consolidation can function to 
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help extract the general features of a task. Having time between repetitions allows the brain to progress 
more in forming a general framework for a task and having a general framework partially established 
means the repetition and reconsolidation process can be more effective in in further building and 
refining the general framework for the task.   
There is some important future research that should be conducted on the spacing effect. One 
important direction for future research is replicating and extending the neuroscience research that relate 
to memory reconsolidation and the spacing effect. In particular, researchers should examine the neural 
correlates of consolidation and reconsolidation such as the hippocampal to cortical shift. The 
reconsolidation account predicts that spaced repetitions will lead to greater hippocampal to cortical 
shift than massed repetitions. This prediction can be tested through a number of different methods. One 
method is by examining at what time point a memory becomes independent of the hippocampus.  For 
this test it would be worthwhile to replicate Lehmann and McNamara (2011) as well as testing other 
tasks and spacing intervals. A second method is by examining the expression of genes associated with 
neural plasticity, spaced repetitions should be associated with greater expression of genes for 
neocortical plasticity than massed repetitions. A third method is by using fMRI; on a later test spaced 
repetitions should lead to stronger connections with neocortical areas and a greater degree of 
reorganisation than massed repetitions. 
In Chapter 1, I noted that adults show a spacing effect for retention of verbal materials but not 
learning, whereas children seem to show a spacing effect for both learning and retention. Additionally, 
adults generally show a spacing effect for learning and retaining skills, however, there are some 
interesting differences in the pattern of spacing which is optimal for enhancing performance. In Chapter 
2, I suggested that these observations for learning could be due to an interaction of the reconsolidation 
process with participant’s prior learning. This hypothesis should be tested in future experiments. One 
possible experiment is adults could learn a maze through spaced repetitions or massed repetitions after 
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learning 10 different mazes across multiple days (experienced) or not learning 10 mazes (novice). The 
reconsolidation account predicts that experienced participants will benefit less from spacing for 
learning than novice participants.  
The reconsolidation account of the spacing effect has some potential implications for enhancing 
learning and memory which should be explored in future research. Some studies of reconsolidation 
find that providing some new information or change that is part of an already existing memory structure 
is a potent inducer of memory reconsolidation (Pedreira et al., 2004; Winters et al., 2009). Based on 
this knowledge, one method for optimising memory might be for students to obtain some initial 
learning and then allow time for this learning to consolidate and then learn some additional information 
that elaborates on what was initially learned. For example, in a political history course the traditional 
method might be to go into depth about the 1908 election and then go into depth about the 1912 election 
but a method that is optimised based on reconsolidation and the spacing effect would instead give a 
general overview on the 1908 election and then a general overview of the 1912 election and then go 
into more depth in the 1908 election and then go into more depth in the 1912 election. This method of 
spacing and adding novel information into an initial consolidated framework may enhance the memory 
reconsolidation process, improve long-term retention and potentially increase the speed of learning.  
From what we have learned about the spacing effect and memory reconsolidation there are some 
general principles that we can be mindful of for our learning goals in everyday life. When learning a 
new skill if possible it is better to spread your learning across multiple days each week. Initially, this 
might not be as satisfying as you will not see as much progress within a single day but over time you 
should benefit from greater learning and retention.  This might be approached by making the goal of 
spending 1 hour per day practicing instead of 3 hours on Saturday and Sunday. One should also be 
mindful of anything that might disrupt the quality of your sleep as this could affect memory 
consolidation and reconsolidation. Alcohol for example is known to disrupt the natural progression of 
peoples sleep and this likely influences memory consolidation and learning. For example, suppose you 
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have the goal of learning a new skill and you plan on practicing every week day and taking the weekend 
off, until you master the skill you might want to minimise your alcohol consumption on the weekend 
to avoid slowing down your learning. Finally, one should also keep in mind that you should adjust the 
intensity of practice or study depending on the nature of a task. Some tasks to make effective progress 
might require longer more intense periods of concentration. This should be considered when planning 
out ones learning goals. For example, you might want to learn a new language and learn to play the 
guitar and you have three hours per day for learning. Since languages can be hard for adults to learn, 
require attention and memory of many different features (e.g., grammar, vocabulary and pronunciation) 
and require considerable skill and knowledge to be competent. It might be more effective to first study 
the language for three hours per day and then once you are competent learn guitar for 3 hours per day, 
instead of studying the language for an hour and a half per day and learning guitar for an hour and a 
half.  
A broad and interesting question is: does the existence of the spacing effect have a functional 
advantage and how does this relate to memory reconsolidation? Storing and creating memories has 
metabolic costs (Burns, Foucaud, & Mery, 2010), additionally an organism does not know whether the 
information contained within a memory will continue to be useful in the future or if it will no longer 
be relevant. Furthermore, it is possible that new information may interfere with older more reliable 
information. The spacing effect may be functionally advantageous because if a particular experience 
is repeated after a delay that indicates that it is likely to contain useful information for the future (Smid 
et al., 2007). In terms of consolidation and reconsolidation it may be advantageous to invest a moderate 
amount of resources in the initial encoding and storage of the memory and then wait and see if any 
aspect of the experience repeats itself. If some aspect of an experience is repeated more resources are 
devoted to maintaining the memory but over time if the memory is not repeated it becomes weaker and 
is forgotten.  
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Using this perspective on the spacing effect I can examine how it relates to the ITI effect 
discussed in the Chapter 1. With the ITI effect the time between trials influences how useful the 
organism perceives the CS is for predicting the US. For the spacing effect the time between repetitions 
may be influencing how useful the organism perceives the information to be for the future. In this sense 
both the spacing effect and the ITI effect reflect memory systems seeking to maximise the utility of 
different types of events.     
Conclusion 
From my experiments and past research I have a picture of how memory functions in relation to 
the spacing effect. Over short time scales a delay allows the memory of a stimulus to be partially 
forgotten and then when a repetition occurs the memory is more difficult to retrieve resulting in more 
effective processing. Over long timescales a delay allows the memory time for consolidation and when 
the stimulus is repeated the reconsolidation process rebuilds the memory in a stronger and more durable 
form. The reconsolidation account of the spacing effect developed in this thesis is a valuable theory as 
it can explain a number of observations on the spacing effect that previous theories of the spacing effect 
do not account for. As explained in Chapter 2 the reconsolidation account can explain why spacing 
under some circumstances enhances learning and under other circumstances does not. The 
reconsolidation account can explain why learning and retention of specific information is enhanced as 
well as the generalization of learning. The reconsolidation account explains why when I manipulated 
the strength of training I observed a similar effect on the spacing effect and the reconsolidation process. 
Finally, the reconsolidation account can explain why I observed a discontinuity in the influence of 
retrieval difficulty over different timescales.  
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