Non commutative geometry for outsiders; an elementary introduction to
  motivations and tools by Bigatti, Daniela
ar
X
iv
:h
ep
-th
/9
80
21
29
v2
  2
2 
N
ov
 1
99
8
SU...
hep-th/9802129
Non commutative geometry for outsiders
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Daniela Bigatti
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Abstract
Since the subject of noncommutative geometry is now entering maturity, we felt there
is need for presentation of the material at an undergraduate course level. Our review is a
zero order approximation to this project. Thus, the present paper attempts to offer some
motivations and mathematical prerequisites for a deeper study or at least to serve as support
in glancing at recent results in theoretical physics.
January 1998
1 Introduction
Something new is taking place in mathematics, allowing, almost for the first time, to
study mathematical objects whose birth is not artificial but which used to have pathological
behavior if handled with traditional mathematical techniques. Moreover, it is possible now
to mimic in such context the usual tools, thus making not useless in the new situation all
the effort related to the math classes. A striking feature of the new approach is the contrast
between the simplicity and almost naivety of the questions asked and the qualities involved,
and the extreme technicality of the tools needed, which has prevented potentially interested
students from entering the subject. The ambition of the writer is to provide a (needless to say,
very partial) introduction to noncommutative geometry without mathematical prerequisites,
that is, aimed to be readable by an undergraduate student with enough patience and interest
in the subject, and to give motivation for a serious study of modern mathematical techniques
to the reader who wishes to enter the field as a professional. The second one will not lack
bibliography within the existing literature. For the first one we feel that the revolution is
silent, since is going on in a language different from his; we will try to provide a flavor of the
subject, without hiding the necessity of mastering technical tools for a true comprehension.
Intellectual honesty also obliges us to remark that the new ideas and techniques have very
important elements of continuity with preexisting geometric and algebraic approaches, but
we will neglect this aspect, which the reader is presumably not familiar with.
Before proceeding further, let us say something about the general organization of the
paper. First of all, we try to say something about the general philosophy underlying the
noncommutative geometry approach. We realize, moreover, that the new tool, which gives
interesting results also in old situations (such as smooth manifolds) is especially tailored
to handle quotient spaces. We will give an example of the method in a case which has
the advantages of being reasonably simple and reasonably typical. This will also give us
the opportunity of discussing some rather technical mathematical tools and, if not follow
the details, at least see some reason of why the subject is so linked with heavy mathemat-
ics. Hopefully the reader will then be able to follow discussion of physical applications, in
particular those related to Matrix theory, and to the recent results in this direction.
2 What is geometry?
Since its very beginning, when it was almost a surveyor’s work, geometry has always involved
the study of spaces. What became more and more abstract and refined is the concept of
(admissible) spaces, as well as the tools for investigating them. The quest toward abstrac-
tion and axiomatization emerged very early and was rather advanced already at Euclid’s
times. More recent, and achieved only in modern age, were two ideas which are going to be
crucial in the following. First of all, emphasis was moved from the nature of objects involved
(e. g. points or lines in Euclidean geometry) to the relations between them; this allowed split-
ting between the abstract mathematical object, unchained from any contextual constraint,
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and the model, which can be handled, studied and worked on with ease. Moreover, it was
realized that it is very convenient to define geometrical objects as the characteristics which
are left invariant by some suitably defined class of transformations of the space. Let’s give
the reader an example, by giving the definition of a topological space. Our intention is to
define a framework in which it is sensible to speak of the notion of “being close to” (without
the help of a notion of distance); we would like to require the very naive property that “if I
take a close neighbor of mine, and choose a close enough neighbor of his, the last one is still
my neighbor”. To this aim, we require first of all the space to be a set (a demand much less
obvious of how we have been trained to assume), so that it makes sense to take subsets of
the space and to operate on them by arbitrary union and finite intersection. Over this space
X we assign a family of subsets U , called topology, which has to satisfy the following:
1. ∅ ∈ U
2. X ∈ U
3. Vα ∈ U , α ∈ I ⇒
⋃
α∈I
Vα ∈ U
4. Vi ∈ U , i = 1, . . . n⇒
n⋂
i=1
Vi ∈ U
A topological space is assigned by choosing the pair (X,U); the subsets u ∈ U are also called
open sets (for the topology U). The axioms above can also be stated as requiring the empty
set and the whole space to be open, and forcing arbitrary union and finite intersection of
open sets to remain open.
It is clear at once that studying the topological space by handling the family U , as the
axioms above might suggest, is extremely inconvenient, since it involves not only heavy
operations over sets, to which we are not used, but also handling, in general, of an enormous
number of subsets (in principle, they might be as many as P(X)). This approach can be
followed, in practice, only if we find a way of drastically truncating the number of open
sets which are necessary for a complete characterization of the topology. Otherwise, it is
evidently doomed to failure and we need tools of different nature.
The first observation is that a topological space is the natural framework for defining a
continuous function. Let’s then consider functions f : X → R or f : X → C (the best way of
probing X is, of course, to make computations over the real or complex numbers we know so
well). The numerical fields R or C have, of course, a “natural” topology inherited by more
refined structures. We will say that f is continuous if the counterimage of an open set of R
or C is still an open set for the topology U chosen on X . (This, of course, depends crucially
on both the elements (X,U) of the topological space pair.)
Let us recall, at this point, some standard definitions.
A monoid is a set M endowed with an associative operation, which we denote, for exam-
ple, as ·, · : M ×M → M , and containing a so-called neutral element, which we denote, for
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example, 1, such that 1·m = m·1 = m ∀m ∈ M . The standard example of a monoid is N
endowed with addition.
A group is a set G again endowed with an associative operation · : G × G → G and
a neutral element such that 1·g = g·1 = m ∀g ∈ G, but also such that to any g ∈ G we
may associate another g′ ∈ G (called inverse of g) such that g·g′ = g′·g = 1. The standard
example is Z endowed again with addition.
A ring (with unity) is a set R endowed with two associative operations, which we denote
respectively as + and ·, such that R is a commutative group with respect to +, a monoid
with respect to ·, and enjoys distributive properties. If R is a commutative monoid for the
product, it is called a commutative ring.
A field k isa commutative ring with the property that k \ {0} is a multiplicative group
(that is, we require any nonzero element to be invertible).
A module over a ring R is an abelian group endowed with a multiplication by the elements
of the ring. (It is built in the same spirit as a vector space, with a ring replacing R or C).
An algebra over a field k is a ring A which is also a module over k and enjoys a property
of compatibility of the algebra product with the multiplication for a number (an element of
the field). (Example: the continuous functions f : R→ R (resp. f : C→ C) are an algebra
over R (resp. C), as we are about to discuss in the next few lines).
It is now clear that, if we define sum and product of real (or complex) valued functions
in the obvious way (f+g)(x) := f(x) + g(x), (f ·g)(x) := f(x) · g(x), we find out that the
real (or complex) valued continuous functions form a commutative algebra. Since this is
obtained from the addition and multiplication of R or C only, we remark that the same
construction can be carried out for, as an example, matrix valued continuous functions, the
only difference being the loss of commutativity.
The idea of studying a topological space through the algebra of its continuous functions
is the central idea of algebraic topology. Likewise, algebraic geometry studies characteristics
of spaces by means, for example, of their algebra of rational functions. In this framework
it is very natural to ask what happens if we replace the algebra of ordinary functions with
some noncommutative analogue, both to extend the tools to new and previously intractable
contexts (we will see soon how sometimes this replacement is unavoidable) and to study with
more refined probes the “classical spaces” (which leads sometimes to new and surprising
results).
3 Quotient spaces
A class of typically intractable (and typically very interesting) objects is reached by means
of a quotient space construction, that is, by considering a set endowed with an equivalence
relation fulfilling reflexivity, symmetry and transitivity axioms and identifying the elements
which are equivalent with respect to the above relation. In the following we will find par-
ticularly useful the “graph” picture of an equivalence relation: if we consider the Cartesian
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product of two copies of the set, we can assign the equivalence relation as a subset of the
Cartesian product (the one formed by the couples satisfying the relation). The construction
gives interesting results already if we consider a set (possibly with an operation), but of
course is much richer if we act over a set with structure. Let’s give some examples. First of
all, let’s remind the reader of the construction of integer number starting with the naturals.
We have (N,+, ·, <), that is, a set with two binary operations (by the way, both asso-
ciative and commutative) and a relation of order. We would like to introduce the idea of
subtraction, in spite of the notorious fact that it is not always defined. We would like, to
be more precise, to extend N so that a subset of the new object is isomorphic to N and
the isomorphism respects the operations and the order relation, but which is a group with
respect to addition. We would like, in other words, to taste the forbidden fruit
m− n (1)
and, to do so, we label it by the two integers m, n, silently meaning that
m− n = m′ − n′ ⇐⇒ (m,n) and (m′, n′) are the same (2)
Here arises the suggestion for an equivalence relation. Since, though, writing the above
equality is forbidden in N, we define the equivalence relation as
(m,n) ∼ (m′, n′) ⇐⇒ m+ n′ = m′ + n (3)
and the set of integer numbers as
Z =
N× N
∼ (4)
where the above notation / ∼ means identification with respect to ∼.
This construction fulfils all requirements. We beg pardon from the reader for being so
pedantic; we just would like to have a trivial example as a guide for more abstract contexts.
Let’s see instead which dangers may occur if we have to do with a more refined space,
say, a compact topological space. We say that a topological space with a given topology is
compact if any open covering of the space (i. e. any family of open sets whose union is the
space itself) admits a finite subcovering (i. e. a finite subfamily of the above which is still a
covering). We say thet a topological space (X,U) is locally compact if for all x ∈ X and for
all U ∈ U , x ∈ U , there exist a compact set W such that W ⊂ U . It is, of course, useful
to refer to a compactness notion also when we have more structures than just the one of a
topological space (for example, differentiability).
Let’s now consider the flat square torus, that is, [0, 1] × [0, 1] with the opposite sides
ordinately glued. This is clearly a well-behaved space and, undoubtedly, a compact one.
Let’s introduce an equivalence relation which identifies the points of the lines parallel to
y =
√
2x, that is, we “foliate” the space into leaves parametrized by the intercept. Since
√
2
is irrational, though, any such leaf fills the torus in a dense way (that is, given a leaf and a
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point of the torus, the leaf is found to be arbitrarily close to the point). If we try to study
the quotient space and to introduce in it a topology, we will find that “anything is close to
anything”, that is, the only possible topology contains as open sets only the whole space and
the empty set. It is hopeless to try to give the quotient space an interesting topology based
on our notion of “neighborhood” of the parent space.
It is, in particular, hopeless for all practical purposes to give the space the standard
notion of topology inherited by the quotient operation, which we shortly describe. If we
have a space A ≡ B/ ∼, there is a natural projection map
p : B −→ A
p : x 7−→ [x] (5)
which sends x ∈ B in its equivalence class. The inherited topology on A would be the one
whose open sets are the sets whose counterimages are open sets in B.
We want an interesting topology, richer than {∅, X} , and, moreover, we would like the
topological space so obtained to enjoy local compactness. The reason why we make the
effort is that the dull topology {∅, X} treats the space, from the point of view of continuous
functions which will be our probe, as the space consisting of only one point; all the possible
subtleties of our environment will be lost. Local compactness is a slightly more technical
tool, but we can imagine, both from the physical and the mathematical point of view, why
it is so useful. Each time we have a nontrivial bundle (and we will have plenty of them
in the following) we usually define them not globally, but on neighbourhoods. Since these
“patches” will in general intersect, we need a machinery to enforce agreement of alternative
descriptions. Local compactness (and similar tools) ensure us that “the number of possible
alternative descriptions will never get out of control”. We shall see how to achieve the notable
result of introducing in “weird” spaces a rich enough and even locally compact topology. An
example of the process is presented in the next section.
4 A typical example: the space of Penrose tilings
We are going to discuss a situation which embodies most of the characteristic features both of
the problems which noncommutative geometry makes tractable and of the procedure which
allows their handling. Notably enough, such a space has recently been given hints of physical
relevance: see [14].
Penrose was able to build tilings of the plane having a 5-fold symmetry axis; this is not
possible by means of periodic tilings with all equal tiles, as it is known since a long time.
They are composed (see figure 1) of two types of tiles: “darts” and “kites”, with the condition
that every vertex has matching colors. A striking characteristic of the Penrose tilings is that
any finite pattern occurs (infinitely many times, by the way) in any other Penrose tiling. So,
if we call identical two tilings which are carried into each other by an isometry of the plane
(this is a sensible definition since none of the tilings is periodic), it is never possible to decide
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locally which tiling is which. We will give, first of all, arguments in favour of the existence
of really different tilings and, second, methods to actually discriminate among them. In
order to gain some mental picture, we anticipate that it turns out that the notion of average
number of darts (resp. kites) per unit area is meaningful, and the ratio of these two averages
is the golden ratio; moreover, the distinct Penrose tilings are an uncountable infinity.
There is a very important result which allows us to parametrize such tilings with the set
K of infinite sequence of zeros and ones satisfying a consistency condition:
K ≡ {(zn), n ∈ N, zn ∈ {0, 1}, (zn = 1)⇒ (zn+1 = 0)} (6)
This point is crucial, but we feel unnecessary to write down the proof, which the reader can
find, for example, in [1], cap. 2 appendix D. The reader is advised to go through the graphical
details of the construction, in order to become convinced of how two different sequences z,
z′ lead to the same tiling if and only if they are definitely identical1:
z ∼ z′ ⇐⇒ ∃ n ∈ N s. t. zj = z′j ∀ j ≥ n (7)
The space K is compact and is actually isomorphic to a Cantor set. (Actually this story
should be told properly, paying due attention to the topology we put over K, but we are not
going to do it here). To the reader who is not familiar with this construction, we remind that
a Cantor set is built by taking the interval [0, 1], dividing it in three parts and throwing away
the inner one; then we iterate the procedure, throwing away in the second step the intervals
(1
9
, 2
9
) and (7
9
, 8
9
), and so on (see figure 2), till we are left with a “dust of dots”, a compact
set totally disconnected (this means that none of its points has a connected neighborhood;
in its turn, a connected neighborhood is one which cannot be written as union of two open
disjoint empty sets; it is apparent in our example that any neighborhood of any point of
K can be written as union of two disjoint open sets), but without isolated points (any
neighborhood of a point of K contains other points of K). (It is, by the way, proved that,
up to homeomorphisms, any set with the above characteristics is a Cantor set.)
To realize that our space of numerical sequences has something to do with a Cantor set,
we suggest another construction for K, the so-called Smale horseshoe construction. Let’s
consider a transformation g acting over S = [0, 1]× [0, 1] and transforming the square in a
horseshoe (see figure 3):
⋂
n∈N
gn(S) = [0, 1]× Cantor set (8)
The Smale construction allows to construct a biunivocal mapping between the points of the
Cantor set and the infinite sequences of zeros and ones. This is achieved by proving, thanks
to the “baking” properties of the transformation, which “stretches”, “squeezes” and “folds”
simultaneously, that S∩g(S) contains two connected components, I0 and I1, s. t. g(S)∩S =
1A warning for the English speaking readers: “definitely identical” is the expression we are about to
define, it does not mean “really equal”.
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I0∪ I1. It is thus very easy to define the mapping between x ∈ K and (ζn)n∈N with values in
{0, 1}: we have only to define ζn = 0 (resp. = 1) if gn(x) ∈ I0 (resp. I1). Moreover, we point
out that substituting x ∈ K with g(x) ∈ K corresponds to a left shift of the sequence (ζn).
We can imagine a particular horseshoe transformation satisfying, in addition, the consistency
condition of (6). 2
Summarizing, we have a compact space K, homeomorphic to a Cantor set:
K ≡ {(zn), n ∈ N, zn ∈ {0, 1}, (zn = 1)⇒ (zn+1 = 0)} (9)
and a relation of equivalence R
z ∼ z′ ⇐⇒ ∃ n ∈ N s. t. zj = z′j ∀ j ≥ n (10)
The space X of Penrose tilings is the space
X = K/R (11)
We have already pointed out how, at first sight, there exist only one Penrose tiling3, and
the idea of discriminating among them by means of the algebra of continuous functions is
hopeless. The path we will follow is to show (1) that the attempt of distinguishing the tilings
by means of an algebra of operator-valued functions is successful, and (2) that it is actually
sensible to say that there are different Penrose tilings, since topological invariants can be
built and used to label the tilings. The process requires, of course, some mathematical work,
which we postpone to the next two sections. For point (1) the mathematical prerequisites
are completely standard: essentially knowledge of Hilbert spaces and of the classical spaces
of functional analysis (such as l2). For (2) we need some K-theory notions, which we will try
to summarize in the next section.
2The readers skilled in advanced mechanics may have some doubts that it is possible to satisfy the
consistency condition of (6) and at the same time not to spoil the interpretation of I0 and I1 and their
properties (connectedness in the first place). The paragraph just meant to give the reader an idea of how
to relate the manipulation on [0, 1] which lead to construction of K and the parallel building of a space of
binary sequences. This does not imply we are literaly mimicking the Smale construction.
3The careful reader might be confused by this remark: obviously there is more than one (and actually
an awful lot), since the equivalence classes contain a denumerable infinity of elements, while K has the
cardinality of continuum. What we want to do is not a counting, but to make sure that the tilings are
different in an interesting sense. Let’s explain a little more this slippery issue. The “intuitive” approach
to discrimination would be to give properties (such as relative frequency of appearance for darts and kites)
over “regions of bigger and bigger radius”. We already know it won’t work, and this is a typical feature
of noncommutative sets: a denumerable set of comparisons is not enough to make sure that two tilings are
different. In such a situation, with no concrete possibility of operationally distinguishing the elements of
X , we may be tempted to give up and treat noncommutative spaces in the same way as non measurable
functions: we know they exist and are actually the majority, but we will never write one of such, and so we
leave the axiom of choice to be studied by set theorists. Our case is a bit different and cannot be ignored
light-heartily exactly because of the existence of abelian groups labeling with different numerical answers
the “subtle” differences asking for such attentive mathematical description. It should anyhow be stressed
that we have to be really careful while using concepts like cardinality in a non commutative space (cfr. [1]).
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5 What is K-theory?
This section is going to be rather technical and not really necessary in order to follow the
sequence of steps leading to a treatment of the diseases of the previous section. The reasons
for including it in this elementary review are to explain what the K-groups used in the
construction of “labels” for Penrose tilings and similar ill-behaved spaces are, and to satisfy
the curiosity of the reader of [2] who is wondering about the surprise of even K-theory groups
instead of odd ones and about the relation between K-theory and cyclic cohomology.
Since the procedure is going to be very technical, we feel the need to summarize both
the succession of steps and the purposes. We are going to build a new cohomology theory
which enjoys some technical advantages and a remarkable property called Bott periodicity:
the relevant K-cohomology groups are only two, K0 and K1, since all the odd order groups
are isomorphic to K1 and all the even order ones to K0. There is actually a big question:
these K-theory groups are very appealing, but it’s not obvious that they are computable.
The answer is fully beyond the size of this review, anyway sometimes they are, and other
times one can compute cyclic cohomology group, which give “similar” information. There
is, besides, a very non trivial extension of these tools to the noncommutative context.
Anyway, let’s try, as promised, to summarize the (steep) steps of the construction. First
of all, the appropriate language is the one of category theory, that is, a mathematical mon-
ster consisting of “objects” (for example vector spaces, topological spaces, groups, etc.), of
“morphisms”, that is, maps between the above objects (for example, linear maps, continuous
maps, group morphisms, etc.), and some appropriate rule about compositions. We need this
language since we want to explain the meaning of some expressions (for example, the differ-
ence between topological and algebraic K-theory) which the reader might be curious about
(since has not quit reading up to now); as we will point out, though, it is indispensable only
in some respect and it is useful, but not necessary, for the rest.
Let us take a so-called additive category, that is, one in which “summing two objects” is
meaningful (for example the one of finite dimensional vector spaces: we can define V ⊕ U).
If we take an object of such, say V , and consider I(V ), the class of isomorphisms of V , we
see that we can define a sum for such class of isomorphisms: I(U) + I(V ) := I(U ⊕ V ).
Neglecting all technical details, we just point out that this sum induces a monoid structure,
but not a group. We would like a group instead, since we don’t like cohomology monoids.
We will have to discuss how to build a group (in some sense, the “most similar” group) out
of a monoid; we will see shortly that this operation is identical in spirit to building Z out
of N. What is born is a group, called the Groethendieck group of the category C, which is
the starting point of the construction. This group will become the order zero cohomology
group. For our purposes, we are going to choose as C the category of fiber bundles over
a compact topological space. (Beware: the reader who is interested in understanding the
treatment of the foliation of the torus when the leaf is non compact must remember that
the tools are not yet being extended to the noncommutative case). The next step will be
to define an extension of the above group, which will be defined not for a category, but for
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a so-called functor between two categories: ϕ : C → C′. (Slogan: a functor is more or less
like a function, but acts between categories.) This allows to build the K−1 group, which
leads to all the K−n groups with n > 0. To build the Kn groups is much more difficult, and
actually one proceeds by proving the Bott periodicity theorem, so that we are guaranteed
that explicit construction is not necessary.
We are not at all trying to provide the reader with a description of the procedure, but
we are trying to give an explanation of what algebraic K-theory and topological K-theory
are, and to sketch what is going on in the case of fiber bundles, which will be relevant in
the following. We will find out that topological K-theory is a tool for studying topological
spaces, that algebraic K-theory is instead a tool for studying rings, and that there is a relation
between the two when the algebra is, say, an algebra of functions over the topological space.
The link is given by the Serre-Swan theorem, which gives a canonical correspondence between
the vector bundles over the topological space and the projective modules of finite type over
the algebra of continuous functions over it (a module is like a vector space, but instead of
having a field over it, it has got a ring (commutative and with unit); typically, a vector space
is a vector space over R or C, that is, we can multiply a vector by a number and things like
that; a module can be thought of, instead, as something similar, but with linearity over a
ring of function). See also note 4.
At this point, we also want to tell the reader that the abstract (categorial) construction we
have chosen to present is motivated by the need of discussing algebraic K-theory; if we study
only algebraic K-theory for the algebra of continuous functions over a topological space, this
is unnecessary, but in a general framework we have an abstract algebra, not connected with
a concrete topological space, and it is necessary to construct a “mimicked” one by means of
a tool which needs to be able to transfer information from the world of topological spaces
and continuous functions to the world of algebras. In this framework, by the way, topological
K-theory is just going to be a very particular case; namely, a case in which the, let’s say,
topological space has actually a meaning.
Let’s first of all see how to invent a group out of a monoid. Be given an abelian monoid
M , we want to construct S(M), an abelian group, and s, a map M → S(M) respecting the
monoidal structures, such to enforce the following request: given another abelian group G
and given f : M → G, homomorphism respecting the monoidal structures, we can find a
unique f˜ : S(M) → G, homomorphism respecting the group structures, such that f(m) =
f˜(s(m))∀m ∈M , that is, f can be reconstructed by acting with f˜(s()). To say it graphically
M
s−→ S(M)
f ց ւ f˜
G
(12)
it is the same to take the “short” or the “long” path to go from M to any abelian group G,
where we intend the arrows to preserve “as much structure as they can”.
Let’s give the reader a couple of examples of how one builds actually s and S(M) out
of M . Obviously, since the solution of the problem is unique up to isomorphisms, all such
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constructions are equivalent up to isomorphisms too.
Let’s take the cartesian product M × M and quotient it by means of the following
equivalence relation:
(m,n) ∼ (m′, n′) def⇐⇒ ∃ p, q such that m+ n′ + p = n+m′ + q (13)
The quotient monoid turns out actually to be a group ; to the element m of the monoid one
associates the element of the group s(m) = [(m, 0)] (where the square brackets denote the
equivalence class).
An equivalent construction is to consider M ×M quotiented by the equivalence relation
(m,n) ∼ (m′, n′) def⇐⇒ ∃ p, q such that (m,n) + (p, p) = (m′, n′) + (q, q) (14)
in which case s(m) = [(m, 0)] again. (A remark for the careful reader: not necessarily the s
transformation is injective.)
Let’s show some examples of the construction. One of these has already be worked out,
and the reader can translate step by step between the two languages:
• M = N S(M) ≈ Z
Another example will be comprehensible if we recall the construction of rational numbers by
means of equivalence classes of fractions:
• M = Z \ {0} S(M) ≈ Q \ {0}
And now a little surprise:
• Let M be an abelian monoid with + operation, with an element denoted ∞ such that
m+∞ = ∞ (or, which is the same, an abelian monoid with a · operation and an
element 0 such thatm · 0 = 0 ∀m ∈M). Then S(M) ≈ 0. This happens, for example,
to Z endowed with multiplication or to R ∪ {∞} endowed with addition.
Maybe the reader would like to know how it is so. Let’s give an argument for, as an example,
N ∪ {∞} endowed with addition. The equivalence classes of finite numbers are the usual
“diagonal set of points” (see figure 4), while [(∞, 0)] = {(∞, p), p ∈ N}. Since “all the lines
will intersect in (∞,∞)”, there is only one element of the group, namely [(0, 0)].
We are now going to discuss the example of symmetrization of a monoid which interests
us most. We will take a category C where summing two objects is meaningful (such as the one
of vector spaces, V ⊕U is meaningful). We aim to the category of vector bundles, as we have
already suggested, since this is the heart of the interplay between topological spaces and rings
of functions. As we already said, if we consider I(E), the class of isomorphisms of E (where
E is an object of the additive category), we can define a sum: I(E) + I(F ) := I(E ⊕ F ),
and thus induce a structure of abelian monoid. There are nice properties: I(E ⊕ F ) only
depends on I(E) and I(F ) and E ⊕ (F ⊕G) ≈ (E ⊕ F )⊕G, E ⊕ F ≈ F ⊕E, E ⊕ 0 ≈ E.
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Let’s denote I the set of the isomorphism classes I(E). The abelian group S(I) ≡ K(C) is
called the Groethendieck group of the category C.
Let’s give the reader some example of such groups. The first two will be very simple ones,
which are somehow already known to the reader; the other two, instead, will be relevant in
the following.
• Let C be the category whose objects are the finite dimensional vector spaces and whose
morphisms are linear maps. We know the notion of dimension of a vector space (“a
vector space is not much more than Rn or Cn”), and this allows us to say that I ≈ N.
Then, the first example of symmetrization of a monoid tells us that K(C) ≈ Z.
• If we consider, instead, the category of all vector spaces (regardless of the finite dimen-
sionality) it turns out K(C) ≈ 0. This is because we are in the situation of the third
example: if we choose τ : E 7−→ E ⊕E ⊕E ⊕ . . . , we have s(τ(E)) + s(E) = s(τ(E)).
• Let R be a ring with an unit. As we construct a vector space of finite dimension over a
field k (typically R or C) by requiring that there is a commutative sum for the elements
of the vector space, which gives a commutative group structure, and there is another
operation k× V → V , that is, multiplying a vector by a scalar, with a certain number
of properties, in the same way we can build a projective module of finite type4 over a
ring R (possibly a ring of functions); notice that if R is a ring of functions the notion
of linearity (R-linearity) is much more problematic, since it involves “taking inside
and outside of brackets” not numbers but functions. Let’s consider, then, the category
which has as objects the finite type projective R-modules (see again footnote 4) and
as morphisms the R-linear maps. The Groethendieck group of such is usually denoted
K(R). The aim of algebraic K-theory is to compute K(R) for (interesting) rings R.
• Let C be the category of the vector bundles over a compact topological space X . Its
4The definition of finite type projective module is not irrelevant, since vector bundles over a compact
space X can be identified with projective modules of finite type over C(X), the algebra of complex valued
continuous functions over X ; since this statement is almost the starting point of noncommutative geometry,
we would like to exploit this footnote to give more precisely this notion.
– Let S be a set; the R-module F is said to be free generated by S if, given an injective map i : S → F
which defines a family fi of elements of F indexed by i ∈ S (the fi are called generators), and, given
another R-module A, where another map h : S → A defines ai ∈ A, i ∈ S, ∃! k : F → A such that
k(fi) = ai. (Vector space analogy: S = {1, . . . , dimV }; a linear mapping is uniquely reconstructed if
we know where the generators of the domain space are landed).
– A module is said to be generated by a set S if all its elements can be written as
∑
s∈S
rs s rs ∈ R where
only a finite number of rs is nonzero.
– It is said to be finitely generated or of finite type if it is generated by a finite set.
– An R-module is said to be projective if and only if it is a direct summand of free R-modules.
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Groethendieck group is usually denoted K(X). The aim of topological K-theory is to
compute K(X) for (interesting) topological spaces X .
The relation between topological and algebraic K-theory is given by the observation that
the respective K-theory groups are isomorphic provided one proves the equivalence of the
related categories (theorem of Serre-Swan). This can be done and the crucial ingredient in
the proof is the so-called section functor, which states the fact that the set of the continuous
sections of a vector bundle is a R-module and some further “good behavior” properties.
To proceed along the path outlined, we want to make some further observations. First
of all, we did not really need to own a notion of additivity inside the category; it would be
enough to have a composition law ⊥ satisfying the same “nice properties”: E⊥(F⊥G) ≈
(E⊥F )⊥G, E⊥F ≈ F⊥E, E⊥0 ≈ E. This allows us to study in this framework a very
significant example: the real finite dimensional fiber bundles over a compact topological
space X endowed with a positive definite quadratic form. It turns out [E] ≈ [F ] if and only
if ∃ G such that E⊥G ≈ F⊥G (actually, G may be chosen to be a trivial vector bundle
of suitable rank n ∈ N over X); in this case one says E and F to be stably isomorphic.
One finds that to any E one can associate [E] ∈ K0(X), which depends only on the class
of stable isomorphisms of E. Such classes [E] generate the group K0(X). The group K1
is more interesting, since K1(X) = pi0(GL
∞); it is the group of connected components of
GL∞ ≡ ∪n≥1GLn(A), where GLn are n × n invertible matrices whose elements take values
in A = C(X).
Going back to the general context, another thing to be noticed is thatK is a contravariant
functor (that is, speaking very loosely, “the analogous of a map between categories, but
reversed; it would be the generalization of a map from the “target” category to the “domain”
one”) from the category {compact topological spaces and continuous applications} to the
one {Z/2-graded abelian groups} (the gradation comes from K = K0 ⊕K1).
Contravariancy is very important: if one “squeezes” the topological space, either to a
point or a subset of his, by means of an equivalence relation, one obtains a well-defined map
between abelian groups (notice how the arrows should be oriented for this to work).
The steps which follow are very technical and we don’t want even to outline them; let’s
only say that contravariancy is crucial and that one needs to build a product structure which
is able to multiply elements of K-groups associated to (different) topological spaces. One
thus proves the Bott periodicity theorem and “builds” in a very abstract way all the K-theory
groups.
Let’s say something (addressing the reader wishing a textbook to [1]) about the very
important questions of computability of K-theory groups and of extension of the tools to
the non commutative case. Let’s take A = C(X), X compact space. In this (commutative)
case, we have a relation between the K-theory of X and its usual (de Rham) cohomology.
This tool (the Chern character) can be explicitly computed when X is a smooth manifold.
The columns on which this results stands are:
• there is an isomorphism K0(A) ≃ K0(A), where A = C∞(X) is dense in A;
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• given E, a smooth vector bundle over X , we associate to it an element of the cohomol-
ogy, ch(E), which can be represented as the differential form ch(E) = trace(exp(∆2/2pii))
for any connection ∆ over E;
• if we take a continuous linear form C over the vector space of the smooth differen-
tial forms over the manifold X , one can “couple” it with the differential form above:
〈C, ch(E)〉 ≡ ϕC(E); thus ϕC is a map ϕC : K∗(X)→ C.
The procedure has thus managed to give us numerical invariants in K-theory, whose knowl-
edge may replace the actual study of ch(E).
To allow extension to the noncommutative case, we need two big steps.
• We need to define the non commutative analogue of the de Rham cohomology, which
will be called cyclic cohomology; this step is algebraic and needs figuring out an algebra
A which will play the role of C∞(X).
• The second crucial step is analytic: given A, non commutative algebra which is a
dense subalgebra of a C∗-algebra5 A, let’s have a cyclic cocycle over A (with suitable
conditions). We need to extend the numerical invariants of K-theory; at this stage, we
have actually ϕ′C : K0(A)→ C and we need ϕ′C : K0(A)→ C.
We have thus outlined the path towards the construction of a very powerful tool, which
has been able to handle many hard problems in mathematics. To the non mathematical
audience, we now would like to remark that it allowed comprehension of (algebraic) relation
between differential geometry and measure theory. For example, in the context of a foliate
manifold (when usual measure theory may be helpless), it was possible to recover the naive
interpretation of a bundle of leaves over the ill-behaved space of leaves, provided everything
is correctly reformulated in the noncommutative framework.
6 The enigma of Penrose tilings and its solution
We have discussed in section 4 an ill-behaved space, obtained by a compact one by means
of a quotient operation, and have seen how it was hopeless to resolve its structure by means
of the algebra of continuous functions. As promised, now we move on towards showing that
there are actually different Penrose tilings, since there are topological invariants labeled by
integers: the actual picture will be that it is true that any finite patch will appear (infinitely
many times) in any Penrose tilings, but the limit, for bigger and bigger regions of the tiling,
of the relative frequency of appearance of patterns can be different. Moreover, the job is
done by studying operator-valued functions over the ill-behaved space X . The section will
require some (standard) knowledge of Hilbert spaces and linear operators over them.
5 The general proofs of K-theory are based on Banach algebra conditions, but there are crucial differences
between the K-theory of C∗-algebras and the one of generic involutory Banach algebras. Here we do need
C∗-algebras.
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Let us show, first of all, what the C∗-algebra of the space X = K/R of Penrose
tilings looks like. A generic element a of the C∗-algebra A is given by a matrix (a)z,z′
indexed by pairs (z, z′) ∈ R ⊂ K ×K. The product of the algebra is the matrix product:
(ab)z,z′ =
∑
z′′
az,z′′bz′′,z′ .
To each x ∈ X one can associate a denumerable subset of K (the sequences of numbers
which are definitely equal), and, thus, a Hilbert space l2x (of which the above sequences give
an orthonormal basis). Any a ∈ A defines an operator of this Hilbert space l2x:
((a(x)ξ)z =
∑
z′
az,z′ξz′ ∀ξ ∈ l2x (15)
that is, a(x) ∈ L(l2x) ∀x ∈ X . This, by the way, defines a C∗-algebra, since ||a(x)|| is finite
and independent of x.
Notice that R can be endowed with a locally compact topology. We can, actually, see R
as
⋃
n∈N
Rn, where the relations Rn are defined as
Rn =
{
(z, z′) : zj = z
′
j ∀ j ≥ n
}
(16)
that is, we consider the pairs whose sequences match since the first, second, ... n-th figure.
It is clear how to extract from any covering a finite subcovering (for example, if we deal
with neighborhoods of a point, “take the smaller n, that is, the coarser cell”). It is also clear
that this topology is not equal to the topology which R would inherit as a subset of K ×K
(that is, the topology which says “two couples are near if the first elements and the second
elements of the couples are respectively near”).
We don’t want here to give an explicit construction of the C∗-algebra A (which the reader
can found discussed in detail in [1], II.3), but only to stress again the two important points:
1. the C∗-algebra A is rich and interesting;
2. it has invariants labeled by integers.
Let’s just summarize the results obtained in this direction. A turns out to be the inductive
limit (this term should not frighten the reader: it just mean a limit of bigger and bigger matri-
ces, boxed one into the previous) of the finite dimensional algebras An = Mkn(C)⊕Mk′n(C).
That is, the An are direct sums of two matrix algebras of respective dimension kn and kn′;
in their turn, kn and kn′ are natural numbers obtained by the following steps: (1) truncate
the binary sequence representation of the Cantor set K to the sets Kn of finite sequences of
length n + 1 satisfying the consistency rule, and (2) set equal to kn (resp. kn′) the number
of finite sequences of Kn which end with zero (resp. one). It is known how to calculate in-
variants for such an algebra A, which are, by the way, the K0 group and its symmetrization
(this remark is aimed to the readers who read the previous section or who are familiar with
K-theory). The result is
K0(A) = Z
2 (17)
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K+0 (A) =
{
(a, b) ∈ Z2 :
(
1 +
√
5
2
a+ b ≥ 0
)}
(18)
One can thus achieve the construction of numerical invariants (which can be interpreted
as relative frequency of appearing for finite patterns); this justifies all the effort put in the
direction of resolving the structure, at first sight trivial, of the non-pointlike set X .
7 Some final comments
While pointing out once more the intrinsic conceptual interest of noncommutative geom-
etry, the present work was actually motivated by physical developments taking place in
the M theory context. We especially have in mind two aspects. The results of [2] about
toroidal compactification show that its generalization to compactification over noncommu-
tative tori is on one hand “natural” and somewhat physically sensible, since one can con-
jecture a relation between the deformation which transforms the usual torus in a noncom-
mutative one and the switching on of a background three-form field; on the other hand the
extended theory is mathematically treatable by means of the noncommutative tool (and,
as usual in moduli spaces, with the help of some algebraic geometry). The other aspect
(cfr. [3]) is the “rational-irrational” problem: while the toroidal compactification appar-
ently has a natural scale, the string length, the existence of T-duality (allowing the exchange
compactification radius←→ 1
compactification radius
) makes things more complicate and, es-
pecially, depending on the background field value being rational or irrational. But this is
precisely one of the problems which noncommutative geometry managed to handle: an irra-
tional foliation of the torus, made of noncompact leaves which fill it densely, can be thought
of as a bundle of leaves over the base quotient space (as in the case of “good” foliations),
provided everything is correctly reinterpreted in the noncommutative framework. We hope
such connections are pursued further in the near future.
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