Anderson generating functions have received a growing attention in function field arithmetic in the last years. Despite their introduction by Anderson in the 80s where they were at the heart of comparison isomorphisms, further important applications e.g. to transcendence theory have only been discovered recently. The Anderson-Thakur special function interpolates L-values via Pellarin-type identities, and its values at algebraic elements recover Gauss-Thakur sums, as shown by Anglès and Pellarin. For Drinfeld-Hayes modules, generalizations of Anderson generating functions have been introduced by Green-Papanikolas and -under the name of "special functions" -by Anglès-Ngo Dac-Tavares Ribeiro.
Introduction
Special functions The Carlitz module C over the rational function field F q (θ) serves as a function field analogue of the multiplicative group G m over number fields. For example, it is used to investigate class field theory for F q (θ), it comes with an exponential function exp C , and the kernel of this exponential -called the period lattice of C -is an F q [θ]-lattice of rank 1 generated by the so called Carlitz period
given by |θ| = q. The Carlitz module C is the additive group G a (C ∞ ) = C ∞ endowed with an F q [t]-action c given by c t = θ + τ where τ is the q-power Frobenius map on C ∞ . The Carlitz exponential is the unique F q -linear map exp C : C ∞ → G a (C ∞ ) = C ∞ such that exp C (a(θ)x) = c a (exp C (x)) ∀x ∈ C ∞ , a ∈ F q [t]
(or equivalently just exp C (θx) = c t (exp C (x)) ∀x ∈ C ∞ ) and whose derivative is the identity. Let C ∞ t denote the Tate-algebra over C ∞ , namely the subring of power series in C ∞ [[t]] consisting of those power series which converge on the unit disc. One way to define ω(t) is via the following element in C ∞ t (see e.g. [EP14] )):
The function ω was expressed succinctly by Anglès and Pellarin in [AP15, Sect. 2.2] as ω(t) = exp C π θ − t (1.0.1)
by extending the Carlitz exponential t-linearly continuously to C ∞ t . They also extended the Carlitz action c to a t-linear continuous action on C ∞ t , and readily obtained that (c t − t)(ω) = exp C (π) = 0.
In words, ω is a "C ∞ t -point of the Carlitz module C" for which the two F q [t]-actions -the one via c and the other via multiplication by t -coincide. As the Anderson-Thakur special function ω(t) is an invertible element in C ∞ t , it even generates the F q [t]-module sf(C) := {h ∈ C(C ∞ t ) | c t (h) = t · h} of those functions one which both actions coincide. Another description of ω, namely as
, stems from the interpretation of ω −1 as a rigid analytic trivialization of the Carlitz motive which boils down to the equation ω (1) (t) = (t − θ)ω(t), where () (1) denotes the usual Frobenius twist on C ∞ t , i.e. the t-linear continuous extension of τ to C ∞ t . It readily implies the equality: {h ∈ C(C ∞ t ) | c t (h) = t · h} = {h ∈ C ∞ t | h This correspondence between solutions of the t-action equation (the left hand side of Equation (1.0.2)) and solutions of a τ -difference equation (the right hand side of Equation (1.0.2)) has been observed in various more general settings, although sometimes only over the field of fraction of C ∞ t or its analogue in the A-module case, respectively. For example, this duality appears for Carlitz tensor powers in [AT90] Let us first recall the case of Drinfeld-Hayes modules D over some coefficient ring A. GreenPapanikolas [GP18, Sect. 4] (for A the ring of functions on an elliptic curve regular outside infinity) and Anglès-Ngo Dac-Tavares Ribeiro [ANDTR17, Rmk. 3.10] (general A) have remarked that Equation (1.0.2) holds where (t−θ) is replaced by Thakur's shtuka function of D, and C ∞ t by the affinoid algebra T = A⊗ Fq C ∞ with twist () (1) induced by the identity on A and τ on C ∞ . Their methods rely on the Drinfeld/Mumford correspondence for rank one Drinfeld-modules.
Our approach recovers this equation from a more general framework. Let (E, φ) be an Anderson A-module over C ∞ , let M = Hom F,C∞ (E, G a,C∞ ) be its A-motive (maybe not finitely generated over A ⊗ Fq C ∞ , if E is not abelian), and M T := M ⊗ A⊗C∞ T the scalar extension to T = A⊗ Fq C ∞ . We define the space of special functions to be the A-module sf(E) := {h ∈ E(T) | ∀a ∈ A : φ a (h) = a · h} similar as for the Carlitz case (for the precise definition of the notion see Section 3). The transition of this abstract isomorphism to descriptions as in Equation (1.0.2) can be given for abelian A-modules and is explained in Remark 3.4. The rough idea is to choose a coordinate system for E, i.e. an isomorphism E(C ∞ ) ∼ = C d ∞ and express the special functions in these coordinates. On the other side, one chooses an A⊗ C ∞ -basis of M inducing an isomorphism M ∼ = (A ⊗ C ∞ ) r , and expresses the τ -equivariance condition as a τ -difference equation for vectors in T r . If M is not free as A ⊗ C ∞ -module, one has to localize first, to get a free module. This might be the reason why in some A-module settings the correspondence above was only obtained over the field of fractions of T.
Relation to the period lattice Formula (1.0.1) also hides an isomorphism of 
, where K is the fraction field of A, has also been observed by Anglès-Ngo Dac-Tavares Ribeiro for Drinfeld-Hayes modules over general A (see [ANDTR17, Sect. 3] ). For general A, whether or not the space of special functions for an Anderson A-module E is isomorphic to the period lattice Λ E solely depends on the ring A (apart from special cases where they are "accidentally" isomorphic). More precisely, we show Theorem (Theorem 3.11). Let u ∈ A such that A/F q [u] is a finite separable extension, and let d A/Fq[u] ⊆ A denote the different ideal of the extension. Then for any Anderson A-module E there is an isomorphism (depending on the choice of u)
This isomorphism is natural in E.
This also explains why an isomorphism between the lattice and the special functions is obtained in the situations above. Namely, when A is the coefficient ring of the one dimensional projective space or of an elliptic curve over F q , the different ideal d A/Fq[u] is always principal.
As there are always Drinfeld-Hayes modules with a free lattice, our isomorphism also answers to the negative a question raised in [ANDTR17, end of Sect. 3.2] whether the space of special functions is always free.
Gauss-Thakur sums Gauss-Thakur sums are the function field analogues of Gauss sums. They were introduced and studied by Thakur in a series of papers [Tha88] , [Tha91b] , [Tha91a] , [Tha93b] , [Tha93a] , and he established analogues of Stickelberger factorization, Hasse-Davenport and Gross-Koblitz theorem. For a Drinfeld-Hayes module D, the Gauss-Thakur sums modulo some non-zero prime ideal p ⊂ A are defined to be the sums
where χ : A/p × → F × q is a group morphism and ψ : A/p → D(C ∞ ) = C ∞ is a morphism of A-modules (see [Tha91b] ). We present a generalization of these Gauss-Thakur sums where the Drinfeld A-module of rank 1 is replaced by an Anderson A-module (E, φ) of arbitrary dimension. As there is no canonical multiplication of F q on the C ∞ -points E(C ∞ ), our Gauss-Thakur sums will be elements in the tensor product F q ⊗ Fq E(C ∞ ):
for a group morphism χ : A/p × → F × q and a morphism of A-modules ψ : A/p → E(C ∞ ). Since the image of a multiplicative character χ : A/p × → F × q lies in the residue field F p := A/p, we prefer to consider the sums inside F p ⊗ Fq E(C ∞ ). Fixing χ, we obtain the following properties:
(a) (Lemma 4.5 (3)) For any additive character ψ, the sum g(χ, ψ) satisfies
where as usual χ is lifted to a map χ : A → F p with additional χ(a) := 0 if a is in p.
is generated by Gauss-Thakur sums {g(χ, ψ i )} i .
(c) (Proposition 4.8 (1)) In the case where the lift of χ to a map A → F p is not a homomorphism of F q -algebras, then G(E, χ) = 0, and in particular all g(χ, ψ) are zero.
(d) (Proposition 4.8 (2)) In the case where the lift of χ is a homomorphism of F q -algebras, then g(χ, ψ) is zero if and only if ψ is zero. Furthermore, a family {g(χ, ψ i )} i is linearly independent over F p if the family {ψ i } i is.
Point (d) generalizes Thakur's non-vanishing result [Tha88, Thm. I.(3)]. Using the exponential exp E , we can also attach Gauss-Thakur sums to periods. Namely, let u p ∈ p be a uniformizer for p, and choose an element z p in the fractional ideal p −1 such that z p u p ≡ 1 mod p. Then for any period λ ∈ Λ E , one has a homomorphism of A-modules ψ λ : A/p → E[p] given by ψ λ (a) = exp E (az p · λ) which does not depend on the choice of z p , but only on u p . For fixed character χ, this induces a homomorphism of A-modules
Our main motivation for introducing these Gauss-Thakur sums lies in generalizing a remarkable relation proved by Anglès and Pellarin for the Carlitz module (see [AP15, Thm. 2.9]):
where p(t) is a monic irreducible polynomial in F q [t], ζ is one of its roots in F q , χ ζ is the group morphism given by evaluation at ζ, and -as a special case of the above notation -ψπ is the morphism ψπ(a) = exp C (ap −1π ) for all a ∈ A/p. For a general Anderson A-module E, and p a maximal ideal of A with uniformizer u p ∈ p, we show:
In the case of the Carlitz module C (see Example 5.3), we take u p = p(t) ∈ A = F q [t] the monic generator of the corresponding prime ideal. Then the different ideal d A/F[up] is principal and generated by p ′ (t), and δ up (p ′ (t) ·π) is just the Anderson-Thakur function ω(t) (see Proposition 3.13). By taking the evaluative character χ ζ mapping t to the root ζ of p, our diagram readily recovers Anglès and Pellarin's formula. Whilst in [AP15] , it requires the computation of the sign of the Gauss-sum as given in [Tha93a, Thm. 2.3], our diagram follows after a direct calculation. A confrontation of the two approaches might result in formulas for the sign of Gauss-Thakur sums.
In the introduction of [AP15] , such a relation gave birth to the appellation Universal GaussThakur sum for ω, as all non-zero Gauss-Thakur sums can be recovered from values of ω at algebraic points. The above diagram thus extends the naming to any special function of an Anderson A-module.
As an application of our work, we use Green-Papanikolas Pellarin-type identities in [GP18] to explain how results on Universal Gauss-Thakur sums may be helpful to compute function field special L-values. When A is the coefficient ring of an elliptic curve, we prove:
Theorem (Theorem 6.1). Let E be a sign-normalized Drinfeld-Hayes A-module over H -the Hilbert class field of K -for which the associated Drinfeld divisor is not supported on Spm T, and let A + denote the set of sign one elements in A. For any non-zero elementπ E in Λ E ⊂ C ∞ , and for all non negative integers n, we have
where χ : A → F q is an F q -algebra homomorphism, and g(χ, ψπ E ) is regarded as a tensorless sum in C ∞ .
A similar identity can be derived for classical Dirichlet L-functions. However, the proof relies on their functional equation which has yet no analogue in function field arithmetic. The high level of similarity between those two formulas is then of a remarkable charm.
The paper is organized as follows. In Section 2, we introduce the basic notation used in this article, as well as the general Tate-algebra T and the "T-points" E(T). The special functions are introduced and investigated in Section 3, starting with the relation to the Betti realization of the associated motive which was implicitly used in the special cases. The relation to the period lattice, and in particular Theorem 3.11, is given in Subsection 3.3, right after we discussed the neccessary properties of the relative different ideal in Subsection 3.2. We end this section by reviewing the case of A-modules of rank and dimension 1, together with Thakur's theory of shtuka functions. Section 4 is devoted to Gauss-Thakur sums for arbitrary Anderson A-modules, and its relation to the values of the special functions at algebraic points is given in Section 5. In the last section, we apply our results to special values of Goss L-functions.
Setting
Let (C, O C ) be a smooth projective geometrically irreducible curve over a finite field F with q elements and characteristic p. We fix a closed point ∞ on C and consider A = H 0 (C \ {∞}, O C ), the ring of rational functions on C that are regular outside ∞. This is an algebra over the field F.
Let K be the function field of C (or equivalently, the fraction field of A). The degree and residue field of ∞ will be denoted by d ∞ and F ∞ , respectively, and the associated norm will be | · |. Further, let C ∞ be the completion at a place above ∞ of an algebraic closure of K, to which we extend | · |. We fix L an intermediate field K ⊆ L ⊆ C ∞ , and denote the natural inclusion by ℓ : K → L. By convention, every unlabeled tensor will be over F.
On C ∞ (and all its subrings) we let τ : C ∞ → C ∞ be the q-power Frobenius map, and extend it A-linearly to A ⊗ C ∞ , i.e. τ (a ⊗ x) = (a ⊗ x q ) on elementary tensors in A ⊗ C ∞ . As it is common in the F[t]-case, we also write h
(1) instead of τ (h) for h in A ⊗ C ∞ , and call it the Frobenius twist of h.
Given a smooth commutative group scheme E over L, we let Lie E (L) be its Lie algebra, i.e. its tangent space at the neutral element e : Spec L → E. For any group scheme morphism f : E → E ′ over L, we denote the induced map on the Lie algebras by ∂f :
. We recall that an F-vector space scheme is a commutative group scheme equipped with compatible F-multiplication. The additive group scheme G a,L is naturally an F-vector space scheme. 
th -power of the additive group scheme over L,
is finitely generated as an A ⊗ L-module where a ∈ A is acting by composition with φ a on the right and l ∈ L is acting by composition on the left with multiplication by l.
together with the τ -semilinear action given by composition with the q-power Frobenius endomorphism on G a,L is called the A-motive of E, denoted by M(E). If it is finitely generated as A ⊗ L-module, it is even locally free (see [And86, Lemma 1.4.5] for A = F[t] which implies the general case), and its rank is also called the rank of E (see [HJ16, Sect. 5 
]).
As in [HJ16, Def. 3 .1], we define the pullback of M := M(E) by τ as
where A ⊗ L on the left-hand side of the tensor is given an A ⊗ L-module structure via τ . Then, the τ -semilinear action of the Frobenius on M induces an A ⊗ L-linear map
which is injective, but in general not surjective.
By abuse of notation, we will omit the φ of the Anderson A-module (E, φ) from now on, and will just write ae instead of φ a (e) for a ∈ A and e ∈ E(L), as well as ∂a(x) instead of ∂φ a (x) for a ∈ A and x ∈ Lie E (L). By the third condition on Anderson A-modules, the endomorphisms ∂a are even automorphisms on Lie E (L) for a = 0, and hence, we can define the automorphisms ∂r ∈ Aut L (Lie E (L)) for any 0 = r = a b ∈ K, by ∂r = (∂b) −1 ∂a. For avoiding confusion, scalar multiplication of an element r in K ⊆ L with x ∈ Lie E (L) will always be written using the homomorphism ℓ, i.e. as ℓ(r)x.
To E, one naturally associates an F-linear map exp E : Lie E (C ∞ ) → E(C ∞ ) -called the exponential function of E -satisfying the properties (a) and (b) below:
(ii) For any isomorphism κ :
in the category of F-vector spaces commutes, where exp κ E is computed by the converging series exp
where τ is applied coefficient-wise.
We refer to [BH07, Sect. 8.6] for a proof of its existence and uniqueness. Its kernel Λ E is usually called the period lattice of E. One calls E uniformizable if the exponential map is surjective (see [HJ16, Def.
5.26]).
Gauss completions For defining the general Tate-algebra T = A⊗C ∞ , and the "points" E(T), we need certain completions of tensor products.
Definition 2.1. If V is an F-vector space given with a non-archimedean norm | · | and B is a countably dimensional F-algebra, we define a norm on B ⊗ V by
where the infimum is taken over all the representations of x of the form i (b i ⊗ v i ). We denote by B⊗V the completion of B ⊗ V with respect to this norm.
We gather some properties of this construction in the following proposition:
Proposition 2.2. Assume that V is complete, and let t = {t n } n≥0 be any basis of B as an F-vector space.
(1) For all x = ∞ n=0 t n ⊗ v n ∈ B ⊗ V (with only finitely many v n non-zero), one has x = max i |v i |.
(2) For any f in B⊗V , there exists a unique sequence (v n (f )) n≥0 of elements in V converging to zero such that the series
converges to f in B⊗V . The norm f of f is then given by the maximum of the |v n (f )| (n ≥ 0).
Proof. Part (1): Let x t denote the maximum in norm of the coefficients of x ∈ B ⊗ V written in the basis {t n ⊗ 1} n≥0 . We claim that x = x t : it is clear that x ≤ x t so we prove the converse inequality. For ε > 0, let
be such that max i |v i | ≤ x + ε. Denoting β ij in B the coefficients of b i corresponding to t j , we have
In particular,
Since this is true for all ε > 0, x t ≤ x . This proves the first part. Part (2): By the first part, the assignment n t n ⊗ v n → (v n ) n≥0 is an isometry between B ⊗ V and the space of finite sequences with values in V equipped with the maximum norm. As V is already complete, the completion of this space consists of infinite sequences with values in V which converge to zero. Hence, any element f in B⊗V is of the given form for a unique sequence of elements (v n (f )) n≥0 in V converging to zero.
From this explicit description of the completion, one easily sees the following.
Proposition 2.3. The functor B⊗− from the category of complete normed F-vector spaces together with continuous F-homomorphisms to the category of topological B-modules with continuous B-homomorphisms is faithful and exact.
Definition 2.4. We define T to be A⊗C ∞ and call it the general Tate algebra. It is anéspace de Banach p-adique over C ∞ in the sense of Serre which satisfies Serre's condition (N ) (see [Ser62] ). By Proposition 2.2,
The Frobenius twist is thus continuous, and hence extends to a continuous automorphism of T. We again denote by f (1) or by τ (f ) the image of f in T through this automorphism and we still have
The norm · on T is multiplicative and the proof is similar to the
.2]). This implies in particular that T is an integral domain.
Remark 2.5. The general Tate algebra T also has a rigid geometric flavour, i.e. it can be described as a ring of sections on the "unit disc" of the rigid analytic space (C × F Spec C ∞ )
rig . This equivalent construction is discussed in the beginning of [BH07, Sect. 1].
Example 2.6. In the case where A = F[t] is a polynomial ring, by Proposition 2.2, T is canonically isomorphic as a C ∞ -algebra to the usual one-dimensional Tate algebra over C ∞ ,
Although, different choices of isomorphisms induce different (non-equivalent) norms, the set of zero sequences is always the same 1 . Hence, by the explicit description in Prop. 2.2, the completion A⊗E(C ∞ ) is independent of the chosen isomorphism. As A ⊗ E(C ∞ ) is an A ⊗ A-module -the left A acting via multiplication on the A-part, and the right A acting via φ on E(C ∞ ) -, and both actions are continuous, also its completion A⊗E(C ∞ ) is an A⊗A-module by extending the actions continuously. By abuse of notation, we denote by E(T) this A ⊗ A-module. Similarly, we define the completion A⊗ Lie E (C ∞ ) and its A ⊗ A-module structure, and abbreviate A⊗ Lie E (C ∞ ) by Lie E (T).
The exponential map exp E is continuous with respect to any norm on E(C ∞ ) given by an isomorphism E ∼ = G d a,L , and the norm on Lie E (C ∞ ) given by the induced isomorphism
Hence by Prop. 2.3, we obtain an induced map id⊗ exp E : Lie E (T) → E(T) as the A-linear continuous extension of the exponential map. From this description, it is clear that id⊗ exp E is even a homomorphism of A ⊗ A-modules.
Special functions
Throughout the whole section, let E be an Anderson-A-module over L of dimension d. We recall from the last section that E(T) := A⊗E(C ∞ ) is an A ⊗ A-module. Definition 3.1. A special function for E is an element ω ∈ E(T) on which the two A-actions coincide, i.e.
(a ⊗ 1)ω = (1 ⊗ a)ω ∀a ∈ A.
We denote by sf(E) the A-module of special functions for E. 
Motivic properties
In this section, we prove a connection between the A-module of special functions and the τ -equivariant Tate-dual of the motive (Theorem 3.3). In the case where E is abelian and uniformizable, this connection restricts to an isomorphism of A-modules from sf(E) to the dual of the Betti realization of M(E).
As we fixed E, we abbreviate M := M(E). Let M T be the T-module M ⊗ A⊗L T. When E is abelian and uniformizable, we consider the motivic Betti realization H B (M) of M (or E) to be the A-module:
In this case, the natural map of T-modules
Theorem 3.3. There is a natural A-linear isomorphism
where the latter denotes the τ -equivariant T-linear homomorphisms. If E is abelian and uniformizable, this induces an isomorphism of A-modules
Proof. The idea of the proof for the first part is the same as in [Mau18, Thm. 3.9]. The natural homomorphism of F-vector spaces
is an isomorphism, since after a choice of coordinate system E(C ∞ ) ∼ = C d ∞ the latter is isomorphic to the bidual vector space
of E(C ∞ ). The homomorphism (3.1.2) is even compatible with the A-action on E via φ and the
By tensoring with A, we obtain an isomorphims of A ⊗ A-modules
Furthermore, a sequence (e n ) n≥0 of elements in E(C ∞ ) tends to zero if and only if for every m ∈ M the sequence (m(e n )) n≥0 tends to zero (which is easily seen after a choice of a coordinate system). Hence by taking completions, we obtain an isomorphism of A ⊗ A-modules
Finally, the image of sf(E) ⊂ E(T) consists exactly of those homomorphisms µ : M → T for which (a · µ)(m) = (a ⊗ 1) · µ(m) for all m ∈ M, a ∈ A. As (a · µ)(m) = µ(m • φ a ), these are exactly those homomorphisms which are also A-linear, i.e. the A ⊗ L-linear ones. By scalar extension of these homomorphisms, we obtain the desired isomorphism
If E is abelian and uniformizable, we have an additional chain of isomorphisms:
Here, the last isomorphisms comes from the fact that τ acts trivially on H B (M) and that A = {x ∈ T | x (1) = x}.
Remark 3.4. The transition from the isomorphism (3.1.1) to descriptions as in Equation (1.0.2) is obtained for abelian A-modules as follows. On one hand, one chooses a coordinate system for 
where QT is the compositum of Q and T in the field of fractions of T. Then the condition for a homomorphism in Hom QT (M QT , QT) to be τ -equivariant is expressed as a τ -difference equation in the coordinates with respect to that basis.
As the coordinate functions κ 1 , . . . , κ d for E can be seen as elements in M and even provide a C ∞ {τ }-basis of M, the transition from the solutions of the t-action-equation to the solutions of the τ -difference equation and back is easily obtained by expressing the κ i 's as Q-linear combinations of the m j 's, or expressing the m j 's as a C ∞ {τ }-linear combination of the κ i 's (cf. [Mau18, Sect. 5] for more details in the F[t]-case).
In calculations in special situations, this isomorphism has been used implicitly, e.g. in [AT90, §2.5], [ANDTR17, Sect. 3.2], or [Gre17, Sect. 5]. The situation for Drinfeld-Hayes modules will be explained in more details in Proposition 3.22.
A characterization of the relative different
Let u be an element in A such that the field extension F(u) ⊂ K is finite and separable. In the next section, we will obtain an A-module isomorphism from
To explain the appearance of this ideal, we need a characterization that we now describe (Proposition 3.5). As the characterization holds in great generality, we switch only in this subsection to more general notation.
Let O be a Dedekind domain with fraction field F , and let K be a finite separable extension of F . Also, we let A be the integral closure of O in K. To be consistent with [Neu99, Sect. III.2], we shall assume that the residue field extensions of O ⊂ A are separable. We recall that the relative different d A/O is the ideal of A given by the inverse of the fractional ideal {x ∈ K | ∀y ∈ A : tr K/F (xy) ∈ O}. However, we will need two other characterizations of this ideal. One characterization is We define
We shall prove:
Proof. We proceed in three steps. 
By the first characterization of the different, the image of 
Lemma 3.7. Let s ∈ A be a generator for the field extension K/F and let N be a torsion-free A-module. Then, 
The result follows by dividing out (c ⊗ 1) as N is torsion-free.
We end this section by a Lemma that will be needed afterwards.
Lemma 3.8. Let N be a torsion-free A-module. The multiplication map A ⊗ O N → N induces an isomorphism of A-modules 
As N is torsion-free and A is a Dedekind domain, N is a flat A-module. Therefore, tensoring with N over A is exact, and hence,
. By Lemma 3.7 this equals the left hand side of the isomorphism (3.2.1). On the other hand, using Proposition 3.5, we see that the
Relation to the period lattice
Definition 3.9. An element u in A for which the field extension K/F(u) is finite and separable will be called separable. F[u] ⊂ A is then a finite separable integral extension of F-algebras which meets the conditions of the extension A/O in the previous subsection.
Example 3.10. A uniformizer u p of any non-zero prime ideal p in A is a separable element. Indeed, the closed point p of (C, O C ) is unramified under the map C → P 1 F corresponding to the inclusion F(u p ) ⊂ K. As the inseparability degree divides all ramification indices, the extension F(u p ) ⊂ K is separable.
Let u be a separable element in A. In this section, we establish a natural isomorphism of A-modules between d A/F[u] · Λ E and sf(E) (see Theorem 3.11) -which, however, depends on u. The surprising consequence of this fact is that the period lattice and the module of special functions might not be isomorphic.
Theorem 3.11. Let u be a separable element in A. The sequence of A-module homomorphisms
where the first arrow is the multiplication map and the second one takes an element
−1 x , induces an isomorphism of A-modules
Proof. We first explain whyδ u is well-defined, and that it even is an isomorphism. This is merely the same as in [Mau18, Sect. 3.2].
The exact sequence of A-modules (via ∂φ and φ resp.)
induces a sequence of A ⊗ A-modules
by tensoring with A and taking completions. Here, we take into account that Λ E is discrete, and hence A⊗Λ E = A ⊗ Λ E . By Proposition 2.3 this sequence is exact again. Now, let u be a separable element in A and let s ∈ A be such that K = F(u, s). As in [Mau18, Sect. 3.2], one obtains a commuting diagram of A ⊗ A-modules with exact rows:
H where H is defined to be the kernel ker(1 ⊗ u − u ⊗ 1). The snake lemma then induces the dashed arrow, and hence an injective A ⊗ A-homomorphismδ u :
Thm. 3.6] shows thatδ u is also surjective. By diagram chasing, we see that for x ∈ A ⊗ Λ E , δ u (x) is given byδ
The isomorphismδ u then restricts to an isomorphism of (A ⊗ A)-modules
By Lemma 3.8, the left-hand-side is isomorphic to d
This leads to the desired isomorphism
We immediately obtain the following corollary. The isomorphism given in Theorem 3.11 obviously depends on u, and it seems that all the induced isomorphisms Λ E ∼ = sf(E) in Corollary 3.12 even depend on u and s. The following proposition, however, shows that in the case where A = F[t] is the polynomial ring, all the isomorphisms coincide.
Proposition 3.13. Assume that A = F[t] is a polynomial ring, and let u(t) ∈ F[t] be separable. Then the composition
is independent of the chosen element u(t). In particular, it equals the isomorphism
sending a period λ ∈ Λ E to its Anderson generating function
Proof. As mentioned before, the different ideal
is generated by u ′ (t), and the preimage
by Remark 3.6. Therefore, by the definition of δ u , we explicitly obtain for any 
Besides, as F[u] ⊂ A is separable, one has an exact sequence of A-modules:
In particular, we can rewrite d A/F[u] as:
Thanks to this description, we have the equality d A/F[u] · Ω 1 A/F = Adu which proves the claim. This explains why the different ideal is not principal in general. Indeed, we then have
where g is the genus of C. Hence, the order of
Remark 3.15. Assume that E is an abelian and uniformizable A-module. By Theorems 3.11 and 3.3, one gets a relation between the period lattice of E and its Betti cohomology. Such a relation was already known and follows from [And86, Cor. 2.12.1] (also described in [HJ16, Rmk. 5.30]). Namely, there is an isomorphism of A-modules β A : Λ E → Hom A (H B (M), Ω 1 A/F ). It is related to the present by the following diagram of A-modules which is commutative up to a sign and each arrow is an isomorphism:
A/F to A is the one described in Remark 3.14. The commutativity up to a sign is not obvious and relies on a non-trivial calculation.
Special-functions of Drinfeld-Hayes modules
Special functions of Drinfeld-Hayes modules are rooted on Thakur's shtuka function theory (see [Tha93b] ). In this subsection, we let E be a Drinfeld-Hayes module. Following Drinfeld/Mumford correspondence (see [Mum77] ), its motive M is extended to a invertible coherent sheaf on C × Spec L equipped with a morphism of sheaves α : τ * F → F which is an isomorphism away from j and ∞. By the divisor-sheaf dictionary, there is an effective divisor V on C × Spec L together with a sheaf isomorphism ι : O(V ) ∼ → F . The morphism α is then described by a morphism O(τ * V ) → O(V ) and the shtuka function of E associated to V is an element f in the fraction field of A ⊗ L such that α corresponds to multiplication by f . The divisor of f is then given by
where ∞ is a point of degree one above ∞. According to Anglès, Ngo Dac and Tavares Ribeiro, a special function for E is an element ω of T -or its fraction field -which satisfies ω (1) = f ω (see [ANDTR17, Def. 3.9] ).
In what follows, we undertake the study of a very similar, but different, definition of the shtuka function starting from the motive of E. The choice of V and ι is replaced by a F-group scheme isomorphism κ : E ∼ → G a,L , and the shtuka function f κ is the unique rational fraction such that Frob •κ = f κ κ in M (see Definition 3.16). We also obtain that its divisor has the announced form (see Proposition 3.17). Finally, we prove that our definition of special functions is equivalent to [ANDTR17, Def. 3.9] in Proposition 3.22. This will follow immediately from the more general Theorem 3.3. In combination with Theorem 3.11, it also becomes clear that there exist Drinfeld-Hayes modules for which the A-module of special functions is not free. This answers negatively the question at the end of [ANDTR17, Sect. 3.2].
From references [Tha93b] and [ANDTR17] there is, however, one major difference: we are not assuming that the A-module scheme structure brought to G a,L via κ is sign-normalized (see [ANDTR17, Sect. 2.2]). Hence, it is not clear whether V is or is not supported at F-points (see [Tha93b, Lem. 1.1]) nor whether f is in the Tate algebra. Consequently, we are not a priori sure whether any infinite product formula expansion should hold for special functions as stated in [ANDTR17, Prop. 3.8]. We shall discuss it briefly in Remark 3.26.
We assume that E is a Drinfeld-Hayes module, i.e. of rank and dimension 1. Let κ be an isomorphism E ∼ = G a,L of F-vector space schemes over L. As such, κ is a non zero element of M := M(E), and M is a rank 1 projective A ⊗ L-module by assumption. We let v κ be the unique ideal in A ⊗ L such that κM = v κ M. We let j be the maximal ideal of A ⊗ L generated by the set {(a ⊗ 1) − (1 ⊗ ℓ(a)) | a ∈ A}. The ideal j has degree one when seen as a divisor on Spec(A ⊗ L) as its residue field is L.
Proposition 3.17. Let V κ be the effective divisor on Div(C × F Spec L) given by the primary decomposition of v κ . There exists a divisor ∞ κ of degree 1 and supported at ∞, such that
Proof. We borrow the following exact sequence from [And86, Lem. 3.1.4]:
where the second arrow is the inclusion of A ⊗ L-modules, and the third one is the differential at the origin. The exact sequence (3.4.2) implies jM
The last option is impossible since composition by the q-Frobenius on the motive is not a surjective operation (as E is isomorphic to G a,L ). Hence, we have jM = τ M (τ * M). This induces the identity jv
on the affine part of the curve, where V κ is the effective divisor associated to the ideal v κ . Therefore, there exists ∞ κ above ∞ for which
That the degree of ∞ κ is 1 follows from deg j = 1.
Remark 3.18. The divisor V κ might be uniquely chosen effective and of degree g (the genus of C). In the literature, it is referred to as the Drinfeld divisor (see [Tha93b] ).
Remark 3.19. Note in particular that L must be so that C × Spec L has a place of degree 1 above ∞ for E to exist.
Definition 3.20. For a ∈ A, we define φ κ a : L −→ L as the unique F-linear map making the following diagram commute:
As an F-linear map on L, φ κ a corresponds to an element in L{τ }. Then, we define (a) κ n to be the n th term in this decomposition. In formula,
Remark 3.21. In particular, (a)
The following is an improvement of Remark 3.4 for Drinfeld-Hayes modules.
Proposition 3.22. We have the following isomorphisms of A-modules:
Proof. It is well-known that E is uniformizable. Then, the proof of Theorem 3.3 implies that the natural isomorphism sf(E) → Hom A (H B (M), A) induces, via κ, the equality
Corollary 3.23. Assume that there exists ω in T × such that ω (1) = f κ ω. Then, the period lattice Λ E is isomorphic to Ω 1 A/F as an A-module.
Proof. Let ω be as in the statement and let ω ′ be an element of T satisfying ω
Thus {ω ∈ v κ T | ω (1) = f κ ω} is free of rank 1 as an A-module, and we conclude the claim by Proposition 3.22, Theorem 3.11 and Remark 3.14.
We leave the following question open: does the converse of Corollary 3.23 hold?
Corollary 3.24. For all a ∈ A, we have the following identity in the fraction field of A ⊗ L:
Proof. By Proposition 3.22, there exists a non zero element ω in the general Tate algebra such that ω
(1) = f κ ω and also, for all a in A,
The corollary follows by dividing out ω.
Remark 3.25. Corollary 3.24 realizes Drinfeld's shtuka correspondence as developed in [Tha93b] . This formula has been the starting point of [ANDTR17] and [GP18] to define special functions. Our exposition takes the opposite path.
Remark 3.26. Let us assume that d ∞ is 1 and that f κ is sign-normalized. This means that there exists a uniformizer u κ at ∞ = ∞ κ in K, and t κ := (u
where the dots hide a regular expression at ∞. As f κ vanishes at j (it is anti-symmetric in its "two variables") we have f κ = −θ κ + ..., where θ κ := (1 ⊗ u −1 κ ) and where the dots now hide an expression of norm less than |θ κ | in the fraction field of T. Consequently, the product
converges in L, the completion of the fraction field of the general Tate algebra, and satisfies ξ
(1) = f κ ω} = Aξ κ and the period lattice is isomorphic to Ω 1 A/F . Remark 3.27. It is stated in [ANDTR17, Prop. 3.8] that the shtuka function f = f id G a,L of a signnormalized Drinfeld-Hayes module always is an invertible element of the general Tate algebra. However, as it is given, the argument does not seem to be correct.
Gauss-Thakur sums
In this section, we introduce Gauss-Thakur sums attached to an arbitrary Anderson A-module E over L. Our definition follows closely Thakur's one (see [Tha88] ) although there are some natural changes that we shall explain.
From now on, we fix p a maximal ideal in A, F p its residue field and d p its degree, i.e. the dimension of F p over F. We denote by E[p] ⊂ E(C ∞ ) the A-module of p-torsion points of E over C ∞ , i.e. the space E[p] = {e ∈ E(C ∞ ) | ∀a ∈ p : ae = 0}. Definition 4.1. A multiplicative character χ (of conductor p) is a group morphism from (A/p)
∞ . An additive character ψ (for E and p) is an A-module morphism from A/p to E[p] ⊂ E(C ∞ ). Given such χ and ψ, we define their (tensor) Gauss-Thakur sum as
A multiplicative character χ will be lifted to a map A → F p by sending a ∈ A to χ(a + p) if a / ∈ p, and to 0 if a ∈ p. By abuse of notation, this lift will also be denoted by χ.
Using this lift, we define the space
and call it the space of Gauss-Thakur sums.
The naming "space of Gauss-Thakur sums" will be justified by Lemma 4.5(3) and Proposition 4.8 where we show that G(E, χ) is the F p -vector space generated by the Gauss-Thakur sums.
Remark 4.2. The minus sign in the definition of Gauss-Thakur sums already appear in [Tha88] . It serves as the normalization factor |F p | − 1 = −1. Remark 4.3. As opposed to Thakur's definition, a tensor product replaces the multiplication. Indeed, in general, E is not equal to G d a,L as an F-vector space scheme but only isomorphic. As such, it does not carry a canonical L-vector space structure and the product χ(x) −1 ψ(x) is not even defined. When E equals G 
In these cases, the reader will be free to consider classical ones via the multiplication map
We will use this tensorless version in Section 6 for the sake of a simplified presentation of the results. Note, however, that this morphism is injective if, and only if, the field of definition of the p-torsion points is linearly independent of F p .
Example 4.4. For every torsion point e ∈ E[p], one obtains a well-defined additive character ψ e : A/p → E[p], a + p → ae. On the other hand, every additive character ψ : A/p → E[p] is of that form for e = ψ(1 + p), since A/p is generated as an A-module by 1 + p.
Lemma 4.5. Let χ be a multiplicative character.
(1) The map
is an F p -linear projection onto G(E, χ).
(2) For e ∈ E[p], the image η χ (1⊗e) is the Gauss-Thakur sum g(χ, ψ e ). Here ψ e is the additive character attached to e as in Example 4.4.
(3) Every Gauss-Thakur sum g(χ, ψ) lies in G(E, χ), and G(E, χ) is generated as F p -vector space by the Gauss-Thakur sums.
Proof. Part (2) is easily verified from the definitions, and (3) directly follows from (1) and (2) using that every ψ is of the form ψ e , and that the elements of the form 1⊗e generate the F p -vector space
. Hence, it remains to prove (1):
and a ∈ A, one has
if a ∈ p, as well as
if a / ∈ p. Hence, the image lies in G(E, χ). Furthermore, for all g ∈ G(E, χ), one has
Hence, η χ is a projection.
It is automatically surjective, as its image is a subgroup scheme of E ′ of the same dimension. The degree of f is defined as the Fitting ideal of ker(f ) with respect to its natural A-module scheme structure. For a prime p of A which does not divide the degree of f , we have an induced isomorphism of A-module schemes
. Hence, for χ a multiplicative character of conductor p not dividing deg(f ), we naturally have G(E, χ) ∼ = G(E ′ , χ).
If the lift χ : A → F p of a multiplicative character is a homomorphism of F-algebras, we can extend it to a F-linear homomorphism F ⊗ A → F whose kernel is some maximal ideal P above p. The extended map is then just "evaluation at P", i.e. χ sends a in A to a(P) = 1 ⊗ a (mod P). Conversely, any maximal ideal P above p in F ⊗ A defines a multiplicative character
. As those multiplicative characters play an important role, we make the following definition. Definition 4.7. A multiplicative character χ will be called evaluative, if its lift is a homomorphism of F-algebras. When P is the corresponding maximal ideal in F ⊗ A, we will also denote χ by χ P . In particular, we will just speak of an evaluative character χ P which implies that P is the corresponding maximal ideal in F ⊗ A.
Proposition 4.8. Let χ be a multiplicative character.
(1) If χ is not evaluative, then G(E, χ) is zero. In particular, for any additive character ψ, g(χ, ψ) is zero.
(2) If χ is evaluative and {ψ i } i are F p -linearly independent additive characters in Hom A (A/p, E[p]), then their Gauss-Thakur sums {g(χ, ψ i )} i are F p -linearly independent in G(E, χ).
Proof. For part (1), we prove that if G(E, χ) is non-zero, then χ is evaluative. If g is a non zero element in G(E, χ), for x and y in A, α ∈ F
As g was non-zero, the lift χ is F-linear and -as it comes from a multiplicative character -even an F-algebra morphism, i.e. the character is evaluative. For part (2), let χ be evaluative. We first prove that g(χ, ψ) is non zero if ψ is non zero. By finite Fourier inversion formula -which was already mentioned in [Tha88, Prop. 1] -for all y in A/p, one has 1 ⊗ ψ(y) = −(q dp − 1)
where the sum runs over multiplicative characters. By part (1), we can assume that the above sum runs over the set of evaluative χ. This set is finite with d p elements and Frob F as an element of Gal(F p /F) acts transitively on it by right-composition. Hence, if one of the g(χ, ψ) is zero, all are, and (4.0.1) implies that ψ is zero. Now, let {ψ i } i be F p -linearly independent elements in Hom A (A/p, E[p]). We have a decomposition E[p] = i im(ψ i ). Hence, if one has some linearly dependent relation 0 = i (α i ⊗ 1)g(χ, ψ i ), by taking the projection onto im(ψ i ) with respect to this decomposition, one is led to (α i ⊗ 1)g(χ, ψ i ) = 0. As g(χ, ψ i ) is non zero, α i is zero.
To any element of the period lattice Λ E , one can associate a specific Gauss-Thakur sum according to the next definition.
Definition 4.9. Let u p be a uniformizer at p in A, and choose an element z p of the fractional ideal p −1 which satisfies u p z p ≡ 1 mod p. For λ an element of the period lattice Λ E , one obtains an additive character ψ λ given by
Remark 4.10. In the definition, we could have omitted the uniformizer u p , and just worked with a generator z p of p −1 A/A. In Section 5, however, we will need a uniformizer, and therefore decided to put the dependence on u p already here. It should also be noted that after fixing u p , the definitions of ψ λ and of g up do not depend on z p , as long as u p z p ≡ 1 mod p. Namely, for a second such element z
The following proposition provides a criterion of uniformizability.
Proposition 4.11. E is uniformizable if, and only if, g(χ, ψ λ ) generates G(E, χ) for λ running through generators of Λ E as an A-module.
Proof. The period lattice Λ E is a finitely generated and torsion free module over A, consequently projective of some rank s. Torsion-free is clear, and finite generation follows from the F[t]-case in [And86, Lem. 2.4.1]. Further, s ≤ r with equality if, and only if, E is uniformizable. In any case, the exponential map induces an injection of A-modules Λ E /pΛ E ֒→ E[p]. We then have a well-defined injection of F-vector spaces
which is bijective if, and only if, E is uniformizable by comparing dimensions. We conclude with Lemma 4.5 (3).
Remark 4.12. Proposition 4.8 together with Proposition 4.11 and its proof even yield: If χ is evaluative, then E is uniformizable if, and only if, the induced map Λ E /pΛ E → G(E, χ) is an isomorphism of F p -vector spaces.
Remark 4.13. We assume here that L is a finite separable extension of K. Let K sep be the separable closure of K in C ∞ and let G K be the Galois group of the field extension K ⊂ K sep . The action of G K on E[p] defines, by left-composition on the the set of additive characters, a continuous action on G(E, χ). Namely, g(χ, ψ) σ = g(χ, σ • ψ) for σ in G K . In the case where E is uniformizable, we have
and it induces a continuous p-adic representation ρ E,p :
Values of special functions at algebraic points
Let P be a maximal ideal in F ⊗ A above p. For f in the general Tate algebra T and χ P the multiplicative character corresponding to evaluation at P, we denote f (P) in F p ⊗ C ∞ the image of f under (χ P⊗ 1). Similarly, for ω in E(T), we define ω(P) in F p ⊗ E(C ∞ ) as the image of ω through (χ P⊗ id).
Proposition 5.1. For any special function ω, the value ω(P) is in G(E, χ P ). In particular by Lemma 4.5 (3), ω(P) is a linear combination of certain g(χ P , ψ) with coefficients in F p .
Theorem 5.2. Let u p be a uniformizer of p in A. In the category of A-modules, the following diagram commutes:
where δ up is the map of Theorem 3.11 and g up is given by Definition 4.9.
Example 5.3. Let C be P By definition of δ up (see Theorem 3.11), we have
Once one evaluates at χ P , as χ P (u p ) = 0, it yields
By Proposition 5.1, we know that the latter lands in
. However, the summands a i exp E (∂u
To overcome this issue, we choose elements c j in A such that {c j (P)} j is an F-basis of F p , and rewrite i d i (P)⊗a i ∈ F p ⊗A as j c j (P)⊗b j for appropriate b j ∈ A.
3 Accordingly, we rewrite the expression for δ up (f Since the c j (P) build an F-basis of F p , we obtain that b j exp E (∂u −1 p λ) is in E[p] for all j. As the last statement is independent of λ, we conclude that u 
Special Values of Goss L-functions
We discuss in this last section a question of Thakur in [Tha91b] , about whether Gauss-Thakur sums enter into the theory of L-functions developed by Goss. According to a general trend, special functions of rank 1 Anderson A-modules are linked to special L-values via Pellarin type formulas (see for instance [Pel12] , [ANDTR17] or [GP18] ). As opposed to the number field setting, the appearance of Gauss-Thakur sums in values of L-functions should then be explained by Theorem 5.2 rather than by a functional equation. We clarify this thought in two situations: when E is the Carlitz-module or when A is the coefficient ring of an elliptic curve and E is a Drinfeld-Hayes module.
We warn the reader that we use in this subsection a slight abuse of notation: as we want to remove the tensor from our notation to have lightened formulas, we will implicitly give our results under the multiplication map m : F ⊗ C ∞ → C ∞ without referring to m anymore.
The case E = C
Assume that A = F[t] for t in A and fix another indeterminate θ. According to Pellarin in [Pel12] , one has the identity a∈A + a(t) a(θ) = −π (t − θ)ω(t) ,
where A + corresponds to the set of monic polynomials. Applying the q-Frobenius map in the variable θ followed by the assignation t = ζ, a root of unity with minimal polynomial p over F, where g(χ) is the Gauss sum attached toχ. The high level of similarity between (6.1.1) and (6.1.2) is of a remarkable charm, since it is unlikely that the Goss L-function satisfies a functional equation.
The case where C is an elliptic curve
We now give the analogous result (6.1.1) when (C, O C ) is an elliptic curve over F thanks to the work of Green and Papanikolas in [GP18] and our Theorem 5.2. Let (C, O C ) be an elliptic curve over F and let ∞ be its origin. Then, A = H 0 (C \ {∞}, O C ) can be written as the coefficient ring F[t, y] where t and y are solutions of a Weierstrass equation W (y, t) := y 2 + a 1 ty + a 3 y − (t 3 + a 2 t 2 + a 4 t + a 6 ) = 0 (a i ∈ F).
In particular, A admits {t i , t j y | i ≥ 0, j ≥ 0} as an F-basis, and by Proposition 2.2, T coincides with the affinoid algebra considered in [GP18] . With respect to this decomposition, the term of highest degree in the expansion of a in A is denoted sgn(a). It defines an application A\{0} → F × which extends to a group morphism K × ∞ → F × , where K ∞ ⊂ C ∞ is the completion of K at the place ∞. A non-zero element a ∈ A is said to be monic if it belongs to the set is referred to the Goss L-value of χ P at m. Let H ⊂ C ∞ be the Hilbert class field of K. By a sign normalized Drinfeld-Hayes A-module over H, we will mean a Drinfeld-Hayes A-module over H which, as a F-vector space scheme, is equal to G a,H and where the A-action stems from the action of t and y given by φ t = t + x 1 τ + τ 2 , φ y = y + y 1 τ + y 2 τ 2 + τ 3 in End F,H (G a,H ) = H{τ },
where τ is the q-Frobenius on G a,H and where x 1 , y 1 , y 2 are elements of H such that W (φ t , φ y ) = 0. We let V = V id be the associated Drinfeld divisor (see Remark 3.18). Thanks to [GP18] , we prove the following Theorem:
Theorem 6.1. Let E be a sign-normalized Drinfeld-Hayes A-module over H for which V is not supported on Spm T. For any non-zero element λ in Λ E ⊂ C ∞ , and for all non negative integers n, we have
