Online algorithm 1. The input is revealed one step at a time. 2. The output is also constructed one step at a time, the decisions are taken with a partial knowledge of the input. 3. Such decisions are irrevocable, and thus they usually lead to a non optimal solution.
Online randomized algorithms
In an online randomized algorithm part of the decisions are taken probabilistically. Several models can be taken into account, according to how the adversary is defined and how much power we confer to it. Randomization allows to reduce the impact of worst case instances.
Competitive ratio of an online randomized algorithm. Analogous to the competitive ratio of online deterministic algorithm, by taking expectations.
Online bipartite matching
The problem G = (U, V, E) bipartite graph, assume that it contains a perfect matching.
The vertices in U are known. The vertices in V arrive one at a time, together with their list of adjacent vertices, and each must be matched (or not matched) exactly at the time it arrives.
The goal is to obtain a matching as close as possible to the optimum one.
Known results
First results come from the seminal paper by Karp, Vazirani, and Vazirani [7] . Several variants of the problem have been studied, some of them motivated by applications: adwords [9] , matching in metric space [10] , weighted matching in metric spaces [6] , matching in real line [5] . An interesting related problem is that of maintaining a matching with a minimum number of switches [3] . In this case, the partial solution is improved step by step. The quality measure is intrinsically online, there is no competitive ratio.
Online, deterministic. The competitive ratio is 1 2 [7] . As any algorithm that always matches a vertex if possible constructs a maximal matching. Also, given any deterministic algorithm, it is easy to construct an input that forces the algorithm to find a matching of size no more than half of the optimum.
Naive randomized. Choosing uniformly at random every time a vertex arrives does not provide significant improvement. The expected size of the matching is limited to n 2 + O(log n) [7] . Randomized: RANKING. Initially, rank the known vertices. Each time a new vertex arrives it is matched to the highest ranked available vertex that is incident to it. The competitive ratio is 1 − 1 e [7] . In [1] the authors revisit the proof and give a simpler one. Randomized: Random Arrivals. Compares adversarial model with random arrivals model [8] . The competitive ratio is 0.696.
Randomized: Stochastic. In a i.i.d. model, it is shown that the competitive ratio is ≥ 0.67 [4] . It is also shown that it can not be 1 − with arbitrarily small.
Online matching in regular bipartite graphs
The problem Let G = (U, V, E) be a regular bipartite graph.
Vertices in U are known before the algorithm starts. The adversary shows vertices in V one at a time together with their list of adjacent vertices. At each step the algorithm must decide whether an edge will be in the matching or not.
The goal is to obtain a matching as close as possible to the optimum.
Upper bound for the competitive ratio Theorem The competitive ratio for any deterministic algorithm for the online matching problem for k-regular bipartite graphs is upper bounded by the expression
Let us consider an adversary presenting a k-regular bipartite graph with sets U and V , with k k vertices each. The adversary presents the vertices in phases as follows.
At the beginning let n := k k and let d := k. Let all the vertices be declared ACTIVE.
Phase 1: matching phase. The adversary presents vertices in set V in such a way that at the end of this phase all ACTIVE vertices in set U appear exactly once in the adjacency lists. At the end of this phase any algorithm will have chosen n k edges in the matching. We will label as MATCHED the vertices in U to which the edges in the matching are incident. With this input sequence, the total number m of matched vertices obtained by any algorithm is given by:
Since any k-regular bipartite graph has a perfect matching, the bound holds.
Lower bound for the competitive ratio Let us consider the following online deterministic algorithm.
Let us sort the vertices in U with any ordering. At any step, the adversary presents a new vertex v ∈ V with adjacency list L = {u 0 , ....u k−1 } ⊂ U . The algorithm will (or will not) match the vertex v to a vertex in L according to the following rules:
1. If all vertices in L are already matched, then the algorithm cannot choose any vertex.
2. Otherwise, the algorithm takes a vertex among the set of non-matched vertices in L with maximum revealed degree, i.e. vertices that have appeared the most in adjacency lists.
3. If the previous rule leads to ambiguity, the algorithm takes the smallest tied vertex according to the initially decided ordering.
We have been able to prove the following result:
Proposition The competitive ratio of the described algorithm matches the upper bound for k = 2.
We did not prove yet, but are convinced of the following conjecture:
Conjecture The competitive ratio of the described algorithm matches the upper bound for all values of k.
Conclusions and further work
We found an upper bound of the competitive ratio for the online deterministic bipartite matching problem for regular graphs and described an algorithm for this problem. We conjecture that our algorithm matches the upper bound.
We also observe the following fact:
Observation If k is large, the upper bound for the competitive ratio goes asymptotically to the competitive ratio given by randomized algorithms for general bipartite graphs in [7] , i.e.,
Open problems 1. Prove (or disprove) the conjecture for the lower bound.
2. Is there any intrinsic explanation for the observation above?
3. The upper bound is obtained with an adversary presenting a relatively sparse graph. Does this bound also hold for dense graphs?
4. What is the competitive ratio for a randomized algorithm for k regular graphs? Is it still 1 − 1 e as stated in [7] for general graphs?
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