It is shown that sub-Doppler cooling occurs in an atom-field geometry that can lead to reduced-period optical lattices. Four optical fields are combined to produce a "standing wave" Raman field that drives transitions between two ground state sublevels. In contrast to conventional Sisyphus cooling, sub-Doppler cooling to zero velocity occurs when all fields are polarized in the same direction. Solutions are obtained using both semiclassical and quantum Monte Carlo methods in the case of exact two-photon resonance. The connection of the results with conventional Sisyphus cooling is established using a dressed state basis.
I. INTRODUCTION
Conventional laser cooling techniques involve the application of counterpropagating laser fields having the same frequency to atoms in a magneto-optical trap. The fields drive transitions between ground and excited electronic state manifolds in the atoms. It is especially important for the ground state manifold to consist of a number of degenerate or nearly degenerate levels to allow for Sisyphus cooling of the atoms ͓1,2͔. Sisyphus cooling can be achieved using cross polarized, counterpropagating laser fields. In this field configuration, the atoms see a spatially modulated polarization gradient that leads to a spatially modulated optical pumping. Sisyphus cooling to zero velocity cannot occur using parallel polarized fields, which produce no spatially varying polarization ͓3͔.
The conventional laser cooling schemes have been extended to Raman-type schemes, where two sets of standing wave fields drive coupled transitions in a ⌳ level configuration ͓4͔. Sisyphus cooling can be achieved if the standing wave fields driving the coupled transitions are phase shifted relative to one another, but not if they have the same spatial phase. In both Raman and traditional laser cooling schemes, the basic periodicity of the atomic population distribution is / 2, where is the laser wavelength. In some cases, the periodicity of individual sublevel populations can be /4, but the overall periodicity of the system as a whole remains equal to /2.
Recently, a modified Raman geometry was proposed which reduces this basic periodicity from /2 to /4 ͓5,6͔. The basic geometry is indicated schematically in Fig. 1 . Transitions between states ͉1͘ and ͉2͘ in the Raman scheme occur through the common state ͉3͘ using two field modes. Consider first the effect of fields E 1 and E 2 . Field E 1 , having frequency ⍀ 1 and wave vector k 1 = k = kẑ drives the 1-3 transition while field E 2 , having frequency ⍀ 2 Ϸ ⍀ 1 − 21 and wave vector k 2 Ϸ −k drives the 2-3 transition, where 21 is the frequency separation of levels 1 and 2 ͑it is assumed that ⍀ 2 / c Ϸ ⍀ 1 / c, or, equivalently, that 21 / 31 Ӷ 1͒. Owing to polarization selection rules or to the fact that 21 is greater than the detuning ⌬ = ⍀ 1 − 31 , one can neglect any effects related to field E 1 driving the 2-3 transition or field E 2 driving the 1-3 transition ͓7͔. If, in addition, the atom-field detunings on the electronic state transitions are sufficiently large to enable one to adiabatically eliminate state ͉3͘, one arrives at an effective two-level system in which states ͉1͘ and ͉2͘ are coupled by a two-photon "Raman field" having propagation vector 2k.
Imagine that we start in state ͉1͘. If the initial state ͉1͘ amplitude is spatially homogeneous, then, after a twoquantum transition, the final state ͑state ͉2͒͘ amplitude varies as e 2ikz . Such a state amplitude does not correspond to a state ͉2͘ population grating, since the final state density is spatially homogeneous. To obtain a density grating one can add another pair of counterpropagating fields as shown in Fig. 1 . These fields E 3 and E 4 differ in frequency from the initial pair, but the combined two-photon frequencies are equal, ⍀ 1 − ⍀ 2 = ⍀ 3 − ⍀ 4 . The propagation vectors are chosen such FIG. 1 . ͑Color online͒ Atom-field geometry that can be used to create a two-photon, standing wave Raman field on the 1-2 transition.
that k 3 =−k 4 =−k. The frequencies of fields E 1 and E 3 are taken to be nearly equal, as are the frequencies of fields E 2 and E 4 , but it is assumed that the frequency differences are sufficient to ensure that fields E 1 and E 3 ͑or E 2 and E 4 ͒ do not interfere in driving single photon transitions, nor do fields E 1 and E 4 ͑or E 2 and E 3 ͒ drive Raman transitions between levels 1 and 2 ͓8͔. On the other hand, the combined pairs of counterpropagating fields ͑E 1 and E 2 ͒ and ͑E 3 and E 4 ͒ do interfere in driving the 1-2 Raman transition and act as a "standing wave" Raman field which, to lowest order in the field strengths, leads to a modulation of the final state population given by cos͑4kz͒. In this manner, a grating having period / 4 is created. By using one pair of fields parallel polarized and the other perpendicularly polarized, one can create optical potentials with / 8 periodicity ͓9͔.
Reduced period optical lattices have potential applications in nanolithography and as efficient scatterers of soft x rays. Moreover, they could be used to increase the density of Bose condensates in a Mott insulator phase when there is exactly one atom per lattice site. With the decreased separation between lattice sites, electric and/or magnetic dipole interactions are increased, allowing one to more easily carry out the entanglement needed in quantum information applications.
Now that it has been established that this standing-wave Raman scheme ͑SWRS͒ leads to optical lattices having reduced periodicity, the question arises naturally whether or not some type of sub-Doppler or Sisyphus cooling is present in this scheme. A sub-Doppler cooling mechanism would simplify the experimental realization of this new type of optical lattice. It is by no means obvious that Sisyphus cooling occurs in this SWRS. In this paper, laser cooling in the SWRS is examined in detail for two-photon resonance of the Raman fields, ␦ = ⍀ 1 − ⍀ 2 − 21 = ⍀ 3 − ⍀ 4 − 21 = 0. The friction force and diffusion coefficients are calculated using a semiclassical approach and are shown to be very similar to those obtained in standard Sisyphus cooling. A dressed atom picture is introduced to help facilitate the comparison of the SWRS with conventional Sisyphus cooling. The calculation is repeated using a quantum Monte Carlo approach ͓10͔ and the results are compared with those of the semiclassical model. In a future planned publication, the calculations are extended to allow for nonresonant Raman detunings, ␦ 0.
Subsequent to the submission of this paper, an experiment has been carried out that provides the first evidence for this SWRS sub-Doppler cooling ͓11͔.
II. PHYSICAL ORIGIN OF THE FRICTION FORCE
To understand the physical origin of the friction force for our atom-field geometry, it is useful to review the mechanisms responsible for sub-Doppler cooling. In polarization gradient cooling of a J =1/2 ground state, a Sisyphus picture of cooling has proven useful ͓1͔. In this picture there are potential curves for each ground state sublevel; an atom climbs a hill of one potential and is transferred to a trough of the other potential via spontaneous emission. There is, however, an alternative picture of the cooling ͓12͔. The incident counter-propagating fields create a matter wave grating for the population difference of the two ground state sublevels and scatter off this grating. As a result, momentum is exchanged between the fields provided that there is a nonvanishing phase shift between the field and matter wave gratings. It is easy to show that such a phase shift exists only in the presence of dissipation ͑spontaneous emission͒ and only for atoms having nonzero velocity. The momentum exchange between the fields is responsible for the friction force ͓12͔.
Since we are not dealing with polarization gradient cooling in our atom field geometry, we must consider two additional mechanisms responsible for sub-Doppler cooling. Both mechanisms arise for the atom-field geometry of Fig. 1 . The first of these has been discussed by Dalibard and CohenTannoudji in the context of "corkscrew" cooling using + and − counterpropagating fields for a J = 1 ground state and a single pair of Raman fields ͓1͔. These fields do not result in a spatially modulated population of the ground state sublevels, but they do give rise to an imbalance in the populations of the ground state sublevels if the effective detuning, ␦ = ␦ −2kv is not equal to zero ͑v is the z component of atomic velocity͒. As a result of the imbalance, the scattering rate for each of the incident fields differs and the difference results in a friction force on the atoms. There is an additional mechanism present in the corkscrew polarization scheme ͓1,13͔. The incident fields lead to a spatially modulated phase coherence between ground state sublevels ͑in this paper, the term "coherence" refers to nonvanishing off-diagonal density matrix elements͒. In analogy with the case of a driven oscillator, it is possible for the incident fields to exchange momentum if the matter wave phase coherence is out of phase with the phase coherence of the fields. This will occur only in the presence of dissipation ͑spontaneous emission͒ and only for atoms having ␦ 0. For the J =1 to J = 2 transition considered by Dalibard and Cohen-Tannoudji ͓1͔, the major contribution to the friction force comes from the imbalance in the sublevel populations.
We are now ready to address the origin of the friction force in our atom field geometry. Mathematical justification for this qualitative discussion is given in Appendix B. Consider first the action of a single pair of Raman field ͑e.g., fields E 1 and E 2 ͒. It is known that the friction force vanishes in this case, provided the branching ratios for decay of level 3 to each of levels 1 and 2 are equal ͑as is assumed͒ ͓13-15͔. The vanishing of the friction force can be understood in terms of an exact cancellation of the contribution associated with an imbalance of population of levels 1 and 2 by the contribution associated with the spatially modulated phase coherence of 12 induced by the fields ͓13͔. When the second pair of Raman fields ͑E 3 and E 4 ͒ is added, the contributions from the population imbalance cancel, regardless of the detuning, provided that the Rabi frequencies associated with all the atom-field transitions are equal. In this limit, the spatially averaged friction force results solely from momentum exchange between the fields that is mediated by the spatially modulated phase coherence 12 ϳ e ±2ikz . Of course, this contribution is nonvanishing only in the presence of dissipation.
From this qualitative discussion, it should be apparent that the underlying physical mechanism responsible for subDoppler cooling in our atom-field geometry differs from that of conventional sub-Doppler cooling. An alternative explanation of the cooling mechanism can be given in terms of dressed states ͑see Sec. V͒; in that case one recovers the conventional explanation in terms of Sisyphus cooling.
III. SEMICLASSICAL TREATMENT
The basic physics is illustrated if we consider the somewhat unphysical level scheme in which states ͉1͘ and ͉2͘ in Fig. 1 have angular momentum J = 0, while the upper level has angular momentum J =1 ͓16͔. The fields all are assumed to be linearly polarized in the x direction; there is no polarization gradient. The fields couple the ground state to the excited state ͉3͘ = ͉͑J =1,m =−1͘ − ͉J =1,m =1͒͘ / ͱ 2. The field intensities are adjusted such that the Rabi frequencies ͑as-sumed real͒ associated with all the atom-field transitions are equal ͑Rabi frequencies are defined by −E /2ប, where is the x component of the dipole moment matrix element between ground and excited states͒, and the partial decay rate of level 3 to each of levels 1 and 2 is taken equal to ⌫ /2 ͑equal branching ratios for the two transitions͒. The results would be unchanged if the fields were all + polarized.
In the rotating-wave approximation and neglecting spontaneous emission, the Hamiltonian for the atom-field system is
where ប j is the energy of level j and "adj" stands for adjoint. It is assumed that the electronic state detunings are sufficiently large to satisfy
In this limit and in the rotating-wave approximation, it is possible to adiabatically eliminate state ͉3͘ and to obtain equations of motion for density matrix elements ͓17,18͔. For classical center-of-mass motion ͑d ij / dt = ‫ץ‬ ij / ‫ץ‬t + v‫ץ‬ ij / ‫ץ‬z͒, using a field interaction representation ͓19͔, and including spontaneous emission ͓20͔, one finds the steady-state equations of motion for density matrix elements to be
where w = 22 − 11 is the population difference of levels 2 and 1,
is the Raman detuning,
is an optical pumping rate, and v is the z component of atomic velocity. As noted above, interference between fields E 1 and E 3 ͑or E 2 and E 4 ͒ in driving single photon transitions is neglected in deriving these equations, as is the combined action of fields E 1 and E 4 ͑or E 2 and E 3 ͒ in driving Raman transitions between states ͉1͘ and ͉2͘. Equations ͑2͒ reflect the combined effects of the Raman fields driving transitions between levels 1 and 2 and the loss of coherence resulting from spontaneous emission. For d 0, Eqs. ͑2͒ must be solved numerically; however, as is seen below, an analytical solution can be obtained if d = 0. Note that there is now a source term, − 1 2 cos x, in the equation for 12 that can be traced to the fact that the factor ͑ 11 + 22 ͒ that multiplies this term is equal to unity. Steady state is reached on a time scale ⌫Ј −1 ӷ⌫ −1 . The atom-field "coupling strength" is actually independent of field strength in these dimensionless units. Note that, for zero velocity atoms, ␣ = 0, and for zero detuning d = 0, the population difference w vanishes, while the coherence 12 = − 1 2 cos x is spatially modulated. This is in contrast to conventional Sisyphus cooling, where the coherence vanishes while the population difference is spatially modulated.
In Appendix A, Eqs. ͑2͒ are modified to include diffusion resulting from changes in atomic momentum associated with stimulated emission and absorption, as well as spontaneous emission. The total population S = 11 + 22 now becomes a function of momentum and position, although the dependence of S on position is neglected ͓21,22͔. The modified equations are
where u = 12 + 21 and g = i͑ 21 − 12 ͒. Each of the functions u , g , w are now functions of the momentum p = Mv ͑M is the atom's mass͒ as well as x. Equation ͑5a͒ is solved for u , g , w and the solution for u is inserted into Eq. ͑5b͒ for S. The resultant equation is averaged over a wavelength such that
where the bar indicates a spatial average ͑S = S, by assumption͒. In this paper, only the limit of zero Raman detuning, d = 0, is considered. If d = 0, the equation for u is decoupled from the others and both g and w vanish owing to the lack of any source term. The appropriate solution for u, periodic in the variable x, is given by
͑7͒
When this solution is substituted into Eq. ͑5b͒ and the resulting equation is compared with the Fokker-Planck equation
one can identify the spatially averaged friction force
and the spatially averaged diffusion coefficients
where ␣ = kp / M⌫Ј. These results are very similar to those found in conventional Sisyphus cooling ͓21,22͔.
Energy distribution
The steady state solution of the Fokker-Planck equation, subject to the boundary condition ͑‫ץ‬S / ‫ץ‬p͒ p=0 = 0, is given by
where
is the recoil frequency associated with a one-photon transition. Defining ␣Ј= kpЈ / M⌫Ј, one finds that the integral in Eq. ͑12͒ can be recast in the form
It then follows from Eqs. ͑12͒ and ͑15͒ that
where The momentum distribution S͑p͒ depends on two parameters, = ⌬ / ⌫ and the dimensionless Raman intensity I = 2 / ͑⌬ r ͒. The mean equilibrium kinetic energy can be calculated as
where E r = ប r is the recoil energy. The integrals can be evaluated analytically and, for I Ͼ 21/ 5, one finds
where ⌫͓¯͔ is the Euler gamma function ͑not to be confused with the decay rate ⌫͒ .
͑19͒
The momentum distribution S͑p͒, given by Eq. ͑16͒, is shown in Fig. 2 as a function of scaled intensity I. Maximum cooling, which corresponds to the narrowest momentum distribution, is obtained for I Ϸ 8.4 in good agreement with Eq. ͑19͒. More details about the form of the momentum distribution and mean equilibrium kinetic energy are provided in the next section.
IV. QUANTUM MONTE CARLO APPROACH
To gain further insight into the cooling dynamics, we solve the problem using quantum Monte Carlo wave function simulations ͑QMCWF͒ ͓10,23͔. The simulations employ a fully quantum-mechanical description of the center-ofmass motion and allow us to determine the spatial and momentum distributions of the atoms, including the degree to which the atoms become localized in the wells of the Raman optical-lattice potentials. Also, the dynamics of the cooling process can be studied in detail.
In the QMCWF method, the evolution of the density matrix describing the atoms in the lattice is obtained by forming averages over N quantum trajectories ͉ i ͑t͒͘, each of which is a realization of a single-atom wave function evolution:
Averages are taken over ensembles of typically N =10 4 to N =10 5 quantum trajectories. Each quantum trajectory contains periods of deterministic Hamiltonian wave function evolution, connected by discrete quantum jumps. The Hamiltonian evolution is governed by an effective Hamiltonian H = H kin + H pot with a kinetic part H kin = p 2 /2M and a potential operator H pot . The latter describes the coherent interaction between atoms and light fields, and wave function damping caused by photon scattering ͓10͔. As in the semiclassical treatment, in our QMCWF the excited-state components of the wave functions are adiabatically eliminated. Consequently, matrix elements of the potential operator are of the form
with an internal-state quantum number m ͕1,2͖ denoting the two ground states. The imaginary part in the energy denominator leads to a gradual decay of the wave function norm. The elements A m Ј ,m ͑z͒, written in a conventional interaction representation, are given by where ␦ u = ⍀ 1 − ⍀ 3 = ⍀ 2 − ⍀ 4 , ij = i − j , = 21 − 43 , = 21 + 43 , and the i are the phases of the individual fields. The terms A 1,1 ͑z , t͒ and A 2,2 ͑z , t͒ are proportional to the ac stark shift of levels 1 and 2. There is a common shift of both levels that can be ignored and a moving spatial grating that contributes negligibly, owing to the fact that ͉␦ u ͉ ӷ⌫Ј. The second two terms in the transition matrix element A 1,2 ͑z , t͒ also average to zero on the assumption that ͉␦ u ͉ ӷ⌫Ј , ͉␦͉; the remaining term in A 1,2 ͑z , t͒ contains a spatial lattice phase shift and a phase factor e i/2 . The spatial phase shift corresponds to a global shift of the lattice and can be ignored. The phase is unimportant if spontaneous emission does not result in the creation of coherence between states ͉1͘ and ͉2͘. In this work, any such contributions are neglected, owing to the assumption that the frequency separation of levels 1 and 2 is much larger than ⌫Ј ͓24͔.
The quantum trajectories are represented in a basis ͕͉p n = ប͑2nk L + q͒ , m͖͘, where k L =2 / , n is an integer with −n max ഛ n ഛ n max and n max = 16 or 32. The continuous momentum variable បq, which satisfies −k L Ͻ q Ͻ k L and is associated with recoil on spontaneous emission, does not change during the Hamiltonian portions of the wave function evolution, as can be seen by inspection of the matrix elements of A͑z͒. The Hamiltonian evolution is carried out numerically in discrete time steps. We use a split-operator method ͓25͔, in which the kinetic-energy operator, which is diagonal in the momentum basis, is applied in the momentum basis, while the atom-field interaction, which is diagonal in position, is applied in a position basis. Thus, at each time step the quantum trajectory is transformed back and forth between position and momentum representations using FFT's. Consequently, both the position and the momentum probability distributions of the quantum trajectory ͉͘ can be obtained without numerical overhead at any time of the quantum trajectory evolution.
The periods of Hamiltonian evolution are interrupted by discrete quantum jumps, which simulate the effect of the spontaneous scattering of lattice photons. The time instants and effects of the quantum jumps are governed by quantummechanical probability laws ͓10͔. In each quantum jump, random numbers are drawn to select the type of transitioninto state ͉1͘ or state ͉2͘-and the direction of the spontaneously emitted photon. The applied radiation pattern is that of a linearly polarized dipole aligned perpendicular to the direction of the lattice beams. In each jump, the wave function is modified in a well-defined manner, unambiguously determined by the wave function prior to the jump and by the rules of quantum measurement of a spontaneous photon of the selected type.
We study first the dependence of steady-state kinetic energy on the dimensionless Raman intensity I = 2 / ⌬ r . Steady-state energies are displayed in Fig. 3 for = ⌬ / ⌫ = 2 , 16. In the figure, the simulation results are compared with those obtained from the semiclassical theory. In both the QMCWF and the semiclassical calculations, in the range I տ 10 the energy scales linearly with I. The energy values obtained in the QMCWF are about 30% lower than those obtained in the semiclassical calculations. This systematic difference is attributed to the beneficial effect of atomic localization in the lattice wells, which is accounted for in the QMCWF, but not in the semiclassical theory. A similar behavior has been observed earlier for Sisyphus cooling in conventional optical lattices ͓21͔.
The QMCWF results in Fig. 3 show that the energy reaches a minimum E min Ϸ 12E r at I Ϸ 10, compared with the results of the semiclassical model, in which E min = 16.8E r at I = 8.4. At lower values of I the energy quickly diverges, and the uncertainties in the QMCWF become substantial. The increase in uncertainty of the QMCWF results in the range I Ͻ 10 is due to the fact that in this range the cooling dynamics becomes very slow. Thus, it becomes questionable in the QMCWF whether or not steady state is reached. The issue is amplified by the fact that for I Ͻ 10 the atoms undergo socalled Levy flights, as in standard Sisyphus cooling ͓26͔. The Levy flights are phases in which the atoms have abnormally large kinetic energies. The Levy flights are quite rare events and interrupt much longer phases in which the atoms are cooled to very low kinetic energy. Owing to these properties of the Levy flights, in QMCWF it is problematic to achieve small statistical errors of the kinetic energy in the range I Ͻ 10. It is noteworthy that in the range I տ 10 the Levy flights quickly disappear. Therefore, the uncertainties of QMCWF results drop rapidly for I տ 10. Figure 4 shows several examples of the momentum distribution obtained using the QMCWF and semiclassical models. It is seen that the momentum distribution changes dramatically as a function of scaled intensity I. We have examined QMCWF and semiclassical momentum distributions for a wide range of intensities and found that the distributions varied from being close to Gaussian for I ӷ 10 to nearly Lorentzian for I ϳ 10. It can also be seen in the figure that the QMCWF simulations lead to momentum distributions that are narrower than the semiclassical ones. This effect can be attributed to localization in the lattice wells and results in lower mean equilibrium kinetic energies ͑Fig. 3͒.
In the range of robust cooling, I տ 10, the time dependence of the kinetic energy is found to be of the form
The constants E 0 and E 1 and the cooling rate ⌫ cool depend on lattice and atomic parameters. In Fig. 5 we show cooling rates obtained for typical Raman lattices. It is noted that the cooling rates saturate at a ⌬-dependent value and can be as large as 0.2⌫Ј ͑see data for =2͒. Also, considering fits of the cooling rates such as the one displayed for = 16, it is seen that the cooling rate tends to be a quadratic function of the photon scattering rate ⌫Ј. In conventional Sisyphus cooling the cooling rate tends to be more a linear function of the photon scattering rate ͓27͔.
For I Ͻ 10 the energy E kin ͑t͒ cannot be represented by a simple analytical approximation. In this range, E kin ͑t͒ initially decays exponentially ͑to a good approximation͒, followed by a much slower cooling to steady state. The presence of multiple time scales in the cooling process apparently reflects a shrinking velocity capture range of the cooling process for I Ͻ 10. At such low lattice intensities, atoms with initial velocities within the capture range are cooled quickly, while atoms with larger velocities are cooled much more slowly. Further study will be required to entirely understand the cooling dynamics.
The QMCWF also yield data on the modulation depth of the density distribution of the atoms in the lattice wells. The spatial density distribution generally is found to have a periodicity of / 4, in agreement with the discussion in Sec. I. Quantitatively, we find that the modulation depth of the density distribution increases with I and ⌬, as seen in Fig. 6 . It is concluded that it is fairly easy to achieve a relative modulation amplitude of order 0.4 ͑the relative modulation amplitude is defined as the difference between maximum and minimum density divided by their sum͒.
V. DRESSED STATES
The fact that one recovers the results of Sisyphus cooling for ␦ = 0 suggests that there is a representation where the Sisyphus picture emerges naturally. One might think that the appropriate basis is a semiclassical dressed state basis in which one diagonalizes the Hamiltonian The potentials are drawn in Fig. 7͑a͒ as a function of x. Since each eigenvalue is either always positive or always negative, these potentials are not those associated with Sisyphus cooling. Moreover, nonadiabatic coupling occurs whenever the potentials meet. Instead of using conventional dressed states, one could use modified dressed states in which the eigenvalues are ± ϳ ±2͑ 2 / ⌬͒cos x. The corresponding potentials shown in Fig. 7͑b͒ are totally equivalent to the conventional Sisyphus potentials. The dressed eigenstates are analogous to the bare states of conventional Sisyphus cooling. As such, for zero velocity atoms, the dressed state coherence vanishes, while the dressed state population difference is spatially modulated; in other words, populations and coherences are interchanged in going from the bare to dressed basis. The interpretation in terms of these modified dressed states is useful only for ␦ = 0; for ␦ 0, one must revert to conventional dressed states, and nonadiabatic coupling near the potential extrema can play a role. This will be explored in a future paper.
VI. SUMMARY
We have shown that sub-Doppler cooling occurs for a standing-wave Raman scheme ͑SWRS͒ that results in reduced period optical lattices. Both semiclassical and quantum Monte Carlo calculations were carried out for the case of exact two-photon resonance. The results from the two approaches were in qualitative agreement, but the role of spatial localization leads to effects that are not included in the simplified semiclassical method. It was possible to draw an analogy with conventional Sisyphus cooling if a transformation to a new basis was made. In a future planned paper, the calculations will be extended to nonzero Raman detunings.
It is relatively straightforward to generalize these results to situations in which optical lattices having periodicity /2n can be produced ͑n is a positive integer greater than 1͒ ͓5,28,29͔. If the Raman detuning ␦ is chosen equal to − 21 / n, then it will take n two-photon processes to achieve resonance between states ͉1͘ and ͉2͘. If 21 / n ӷ⌫Ј, the 1-2 transition is, in effect, driven by a 2n-photon process and the resultant overall periodicity is reduced to /2n. 
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where a , a 1 , a 2 , a 3 label the two lower states and can equal 1 or 2, P K ͑x͒ is a Legendre polynomial, ␥ = ⌫ / 2, and aa 1 = ͑E a − E a 1 ͒ / ប. Several points should be made concerning this equation. First, there is a summation convention implicit in which repeated indices appearing on the right-hand side of the equation are summed over if they do not appear on the left hand side. Second, the sum over j and jЈ is from 1 to 4, corresponding to the four incident fields. Third, the Rabi frequencies associated with all the fields are taken to be equal, as is the branching ratio for each decay channel. Fourth, the detunings of all the fields have been set equal when they appear in energy denominators associated with electronic state transitions, based on the assumption that ͉⍀ 3 − ⍀ 1 ͉, ͉⍀ 4 − ⍀ 2 ͉ Ӷ ͉⌬͉. Fifth, the Kronecker delta ␦ a,a 1 reflects the neglect of any ground state coherence resulting from spontaneous emission. Finally, the g functions are defined by
reflecting the fact that fields 1 and 3 drive only the 1-3 transition and fields 2 and 4 drive only the 2-3 transition.
To obtain a Fokker-Planck equation, one expands density matrix elements to second order in ប. When this is done, one finds ‫ץ‬ 12 /‫ץ‬t = i 2 13 − i 1 32 − i␦ 12 , ͑B1d͒ ‫ץ‬ 13 /‫ץ‬t = i 2 12 − i 1 ͑ 33 − 11 ͒ − ͑␥ + i⌬͒ 13 , ͑B1e͒
where ␥ 3,j is the spontaneous decay from level 3 to level j ͑⌫ = ␥ 3,1 + ␥ 3,2 ͒ and ␦ = ␦ −2kv. We have not yet imposed the assumptions of equal Rabi frequencies and equal branching ratios.
For the applied field
the friction force can be calculated using F =Tr͓ ٌ ͑ · E͔͒, and one finds the spatially and temporally averaged friction force to be
It then follows from Eqs. ͑B1a͒ and ͑B1b͒ that
In steady state, the averaged friction force vanishes regardless of the detuning ␦ and regardless of the ratio of the Rabi frequencies associated with the coupled transitions provided that the branching ratios of the two transitions are equal ͓15͔.
Even if the branching ratios are unequal, the steady-state, averaged friction force vanishes provided that ␦ = 0, since there is a dark state in this limit and 33 = 0. Equation ͑B3͒ can be given a simple physical interpretation. In steady state, the second term vanishes and the force arises solely from scattered radiation. Each photon scattered on the 3-1 transition involves a loss of one photon from field E 1 and each photon scattered on the 3-2 transition involves a loss of one photon from field E 2 , with a corresponding force on the atoms that is proportional to the scattering rates ␥ 3,1 and ␥ 3,2 , respectively. If one is not in steady state, a time rate of change of the population difference of the ground states corresponds to a stimulated exchange of momentum between the fields resulting in a corresponding change in momentum of the atoms. 
Two pairs of Raman fields
When two pairs of Raman fields are present, such as those shown in Fig. 1 , it is no longer possible to eliminate the spatial dependence in all density matrix elements using a simple change of representation. Within the approximations of the main text, the appropriate equations for ground state density matrix elements and the friction force in terms of those elements can be derived using the equations of Ref.
͓17͔.
The density matrix equations are given in Eqs. ͑2͒, while the spatially and temporally averaged friction force is given by ʹ + c.c.,
͑B5͒
where ͗¯͘ represents a spatial average. The Rabi frequencies have not yet been set equal so that cancellations can be seen. It can be deduced immediately from Eq. ͑B5͒ that only the spatially homogeneous part of the ground state populations contribute to the averaged friction force. There are no contributions from spatially modulated components of the popu-lations ͑as occurs in Sisyphus cooling͒ since we have neglected interference between fields E 1 and E 3 ͑or E 2 and E 4 ͒ in driving single photon transitions. On the other hand, the components of the coherences 12 and 21 that are spatially modulated as e ±2ikz contribute to the averaged friction force.
For equal Rabi frequencies, the terms involving populations in Eq. ͑B5͒ cancel, reflecting the fact that changes in momentum arising from scattering from fields 1 and 3 ͑or 2 and 4͒ into vacuum field modes cancel one another. On the other hand, owing to different spatial phases associated with two-photon amplitudes proportional to E 1 E 2 and E 3 E 4 , there is no cancellation of the terms involving the ground state coherences, except when kz = n ͑n is an integer͒. For equal Rabi frequencies, Eq. ͑B5͒ reduces to F = 4បk⌫Ј͗sin͑2kz͒͑ 12 + 21 ͒͘. ͑B6͒
In general, owing to interference on two-photon transitions involving contributions with different spatial phases, there will be a nonvanishing contribution to the averaged friction force. Note that, for stationary atoms and zero detuning, 12 = −cos͑2kz͒ / 2 and F =0.
