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Precise control of quantum particles is required for many interesting or novel experiments. Here
we consider the task of transporting an atom using an external harmonic potential from one well
of an optical lattice to another without motional excitations. To achieve this we apply techniques
from Shortcuts to Adiabaticity (STA) enabling fast and robust state manipulation. The process is
split up into three independent building blocks; first the atom is loaded into an additional external
harmonic trap; this trap is then transported from one lattice site to another and finally the atom
is unloaded back onto the lattice by opening the external harmonic trap. We design protocols for
each of these building blocks separately using invariant-based inverse engineering. Additionally we
extend this method to the transport of a Bose-Einstein condensate described by the Gross-Pitaevskii
equation.
I. INTRODUCTION
Robust high fidelity control of quantum systems is es-
sential for all quantum technologies. Of particular inter-
est is the movement of particles without motional excita-
tions. Optical tweezers have become a common approach
to enable precise control of single atom experiments and
in recent years have been used to atom-by-atom assem-
ble arrays in two and three dimensions [1, 2]. A ma-
jor application of these optical tweezers has been as a
means of transporting particles [3] and trying to achieve
robust and lossless transport on shorter than adiabatic
timescales [4].
Other applications of optical tweezers are used to as-
semble defect-free one-dimensional arrays of cold neutral
atoms [5], motivated by a number of applications such as
many qubit experiments or studying many-body physics
in the Hubbard model, such as antiferromagnetic spin
chains in an optical lattice [6] or entangling neutral atoms
using local spin exchange [7].
The ability to manipulate arrays of atoms on a lat-
tice immediately has applications of realizing Maxwell’s
demon in a three-dimensional lattice [8]. Here the sort-
ing of a lattice, such that every site is filled, leads to a
lower entropy state. This has potential as a first step to-
wards neutral atom quantum computers. There are also
applications, in the manipulation of Bose-Einstein con-
densates for mixing different species [9] for experiments
in many body quantum physics such as Bose polarons
created through impurities in condensates [10]. Both the
transport and loading of atoms are important ingredients
in all these experiments and applications.
To prepare and manipulate all these quantum systems,
fast and robust protocols are required. A typical ap-
proach to manipulate these quantum systems is through
the use of an adiabatic Hamiltonian; however this Hamil-
tonian must be varied sufficiently slowly to avoid excita-
tions [11]. Adiabatic processes have long process times
and are vulnerable to decoherence; this makes them un-
suitable for processes that need to be both fast and ro-
bust.
One set of techniques to achieve a more robust manip-
ulation is Shortcuts to Adiabaticity [12, 13]. This collec-
tion of techniques allows for high fidelity preparation and
manipulation of quantum systems on short time-scales.
Previous works have demonstrated the effectiveness of
Shortcuts to Adiabatacity for transport of particles [14]
along with fast trap variations [15] and have extended
this treatment to Bose Einstein condensates [16, 17].
In this paper we will develop schemes to transport
atoms across an optical lattice using techniques from
Shortcuts to Adiabaticity. We examine a number of dif-
ferent strategies for achieving fast and robust transport
of atoms or Bose-Einstein condensates over a lattice us-
ing invariant engineering.
In Sect. II we will lay out the model of the lattice
and external potential system and will break down the
transport process into three building blocks. In Sect. III
we will then develop shortcut schemes for these different
building blocks to enable fast and robust transport.
II. MODEL AND SHORTCUTS
We consider a potential consisting of an external har-
monic trap and an optical lattice in one dimension; the
potential V (x, t) of such a system is given by,
V (x, t) =
1
2
mω(t)2(xˆ− q0(t))2 + U0 sin2
(
xˆ
σ
)
(1)
where the trap frequency ω(t) and the trap centre po-
sition q0(t) are time dependent. Let us start by con-
sidering a single quantum particle governed by the one
dimensional Schro¨dinger equation,
i~
∂
∂t
|ψ(t)〉 =
[
p2
2m
+ V (x, t)
]
|ψ(t)〉. (2)
Further we also discuss a Bose-Einstein condensate gov-
erned by the Gross-Pitaevskii equation,
i~
∂
∂t
|ψ(t)〉 =
[
p2
2m
+ V (x, t) + g(t)|ψ(x, t)|2
]
|ψ(t)〉. (3)
The g(t) here models the atom-atom interaction in the
condensate.
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FIG. 1: Schematic of different building blocks: (a) loading
an atom or condensate into an external harmonic trap, (b)
shifting the trap across a lattice, (c) unloading the atoms or
condensate back onto lattice.
Our goal is to transport a particle or Bose-Einstein
condensate from one lattice site to another using the
external trap. To achieve this we split the transport
process into three building blocks as follows:
1. Loading particles initially on a lattice into the ex-
ternal harmonic trap see Fig. 1(a)
2. Shifting of particles confined in the external har-
monic trap across an optical lattice see Fig. 1(b)
3. Opening the harmonic trap and unloading the par-
ticles back into the lattice see Fig. 1(c).
Through the concatenation of these steps we can move
particles across many different lattice sites. We will apply
STA techniques to design each of these building blocks
to achieve fast and robust movement across the lattice.
A. Invariant-based Inverse Engineering
To derive a shortcut scheme for the single particle case
we first make a harmonic approximation of the potential
in Eq. (1) obtaining
V (x, t) =
1
2
mω˜(t)2(xˆ− xmin(t))2 + V (xmin), (4)
where we have the frequency of the virtual harmonic trap
ω˜(t) and trap centre position for the virtual trap xmin(t)
related to the real trap frequency ω(t) and real trap cen-
tre position q0(t) by
ω(t)2 = ω˜(t)2 − Ω2 cos (2xmin(t)/σ) , (5)
q0(t) = xmin(t)+
Ω2
ω2
sin
(
xmin(t)
σ
)
cos
(
xmin(t)
σ
)
. (6)
We have defined the frequency Ω =
√
2
U0
σ2m
; this Ω
corresponds to the frequency of the harmonic approxi-
mation of the well of the lattice. We will also use a time
unit T , defined by T = 1/Ω.
Now that we have this system approximated by a
harmonic trap we can apply the analysis developed in
[14, 15] to develop shortcut schemes for it. We want to
start in an eigenstate of the Hamiltonian
H(t) =
pˆ2
2m
+
1
2
mω˜(t)2(xˆ− xmin(t))2 (7)
at initial time t = 0 and finish in an eigenstate of the
the final Hamiltonian t = tf , with the external harmonic
trap shifted over a lattice site or with loading or unload-
ing into the lattice. To do this we use the method of
inverse engineering, using the Lewis-Reisenfeld invariant
[18]. The Hamiltonian in Eq. (7) has a dynamical invari-
ant
I(t) =
1
2m
[ρ(pˆ−mqc)−mρ˙(xˆ− qc)]2
+
1
2
mω˜(0)2
(
xˆ− qc
ρ
)2
.
The ρ(t) and qc functions are auxiliary functions that
have to obey auxiliary equations
ρ3(ρ¨+ ρω˜2)− ω˜20 = 0, (8)
q¨c + ω
2(qc − xmin) = 0. (9)
The Eqs. (8) and (9) relate the auxiliary functions ρ(t)
and qc to the virtual harmonic trap parameters xmin(t)
and ω˜(t).
To derive the appropriate boundary conditions on
ρ(t) and qc(t) for high fidelity state transition, we de-
mand that the Hamiltonian H(t) and the invariant I(t)
commute at initial and final times i.e. [I(0), H(0)] =
[I(tf ), H(tf )] = 0. From the resulting expressions, we
obtain the boundary conditions on the auxiliary func-
tions ρ(t) and qc(t),
ρ(0) = 1; qc(0) = xmin(0);
ρ(tf ) =
√
ω˜(0)
ω˜(tf )
; qc(tf ) = xmin(tf );
ρ˙(0) = 0; q˙c(0) = 0;
ρ˙(tf ) = 0; q˙c(tf ) = 0.
3We further set boundary conditions on the second deriva-
tives ρ¨(0) = ρ¨(tf ) = 0 and q¨c(0) = q¨c(tf ) = 0 to ensure
smoothness of the control functions ω(t) and q0(t). This
approach is extended to the case of Bose-Einstein con-
densates in Appendix A. In the case of Bose-Einstein
condensates, we obtain a further auxiliary equation
g(t) =
g0
ρ(t)
. (10)
Feschbach resonance can be used to tune the atom atom
interaction g(t) according to Eq. (10). We can now fix
the functions ρ(t) and qc(t) according to the boundary
conditions, then inverting the auxiliary equations Eq. (8)
and Eq. (9) to obtain
ω˜(t)2 = − ρ¨(t)
ρ(t)
+
ω˜(0)2
ρ(t)3
(11)
xmin(t) = qc(t) +
q¨c(t)
ω˜(t)2
. (12)
Now we proceed to develop schemes for the different
building blocks using shortcuts framework.
III. BUILDING BLOCKS OF TRANSPORT
A. Loading particles into a harmonic trap
The goal here is to load the particle or condensate from
a lattice into an external harmonic trap without final
motional excitation. We start with the external harmonic
trap having a frequency of ω(0) = 0 at initial time t = 0
and ω(tf ) = ωf at final time tf . The position of the
trap remains unchanged in a well of the lattice q0(t) = 0.
Now considering Eqs. (8) and (9) we see the auxiliary
function qc(t) can be set qc(t) = q0(0) = 0. This leaves
us with Eq. (8); and so ρ(t) must satisfy the following
boundary conditions,
ρ(0) = 1; (13)
ρ(tf ) =
√
ω˜(0)
ω˜(tf )
; (14)
ρ˙(0) = ρ˙(tf ) = 0; (15)
ρ¨(0) = ρ¨(tf ) = 0. (16)
We choose a polynomial of minimal degree that satisfies
the above boundary conditions for ρ(t). We can then
substitute this ρ(t) to find the virtual frequency ω˜(t) as
a function of time according to Eq. (11). This approach
corresponds to having to tune the external trap frequency
according to
ω(t)2 = ω˜(t)2 + Ω2, (17)
We call this approach the shortcut scheme. Note that
if the harmonic approximation is exact, then the corre-
sponding shortcut scheme will achieve a fidelity of F = 1
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FIG. 2: Loading particles into an external trap: (a) ω(t) ver-
sus t/tf ; (b) g(t) versus t/tf . Final time: tf = 0.55 T (red
solid line), tf = 1.10 T (green dashed line), tf = 2.19 T (blue
dotted line).
in arbitrarily short timescales. For the case of the Gross-
Pitaevskii equation we must also tune the atom-atom
interaction according to Eq. (10). We set the parame-
ters as follows; the lattice height U0/(~Ω) = 547.7, the
final frequency of the external harmonic trap is chosen
as ωf = 18.257Ω. We now simulate the full Schro¨dinger
and Gross-Pitaevskii equations using exact initial states
obtained by numerically solving the relevant stationary
equations. In Fig. 2 we plot the control functions ω(t)
and g(t) for different values of tf and we see that the
ω(t) function changes for different values of tf but the
g(t) function remains the same; this is because the aux-
iliary function ρ(t) is a polynomial of t/tf . In Fig. 3 we
plot the fidelity F as a function of final time tf , in (a) for
g = 0.0 and in (b) for gf = 0.913(~Ωσ). For comparison
we also consider two alternate schemes, first varying the
trap frequency ω(t) adiabatically according to
ω(t) = (ω(tf )− ω(0)) sin
(
tpi
2tf
)2
+ ω(0),
and second varying the ω(t) as in the shortcut protocol
but with constant atom-atom interaction g(t) = gf =
0.91~Ωσ. We see in Fig. 3 that the shortcut scheme per-
forms well achieving fidelities of F ≥ 0.99 for all times.
This is to be expected as the harmonic approximation
in this case is very good. The adiabatic scheme however
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FIG. 3: Loading particles into an external trap: Fidelity F
versus final time tf ; (a) g(t) = 0; (b) gf = 0.91 ~Ωσ. The
shortcut scheme (red solid line), the adiabatic scheme (blue
dotted line), the constant g scheme (green dashed line).
performs poorly in comparison; in the g = 0, case see
Fig. 3 (a) it achieves fidelities F < 0.83 for all time-scales
shown. In Fig. 3 (b) we see that the third scheme of vary-
ing the ω(t) according to the shortcut protocol but with
g(t) = gf constant doesn’t achieve the same high fideli-
ties as the full shortcut protocol but still performs better
than the adiabatic case. In the case of g = gf = 0.91
~Ωσ, we see that both the adiabatic and the constant
g approach are oscillatory. When considering the atom-
atom interaction in Fig. 3 (b), we see that the adiabatic
scheme performs worse than in the g = 0 case; the short-
cut scheme however still achieves the high fidelities on all
time-scales.
B. Shifting across Lattice Site
In this subsection we want to shift the atom or conden-
sate from one lattice site to its nearest neighbour. This
procedure could be concatenated to achieve transport of
the atom or condensate over a number of lattice sites.
The external harmonic trap will thus start at q0(0) = 0
and at final time will be at q0(tf ) = piσ. In addition the
frequency of the external harmonic trap should be the
same at initial and final time ω0 = ω(tf ) = ω(0). We
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FIG. 4: Shifting particles across a lattice site: (a)
ω(t) versus t/tf ; (b) q0(t) versus t/tf . Final time: tf = 0.55
T (red solid line), tf = 1.10 T (green dashed line) tf = 2.19 T
(blue dotted line).
design a shortcut scheme we call the variable frequency
scheme, that solves the Eqs. (8) and (9) exactly. The key
idea here is to alter the harmonic trap frequency ω(t) in
such a way that the virtual trap frequency stays constant
i.e. ω˜(t) = ω˜(0) = ω(0)2 + Ω2. This allows us to solve
Eq. (8) by setting ρ = 1. In the case of a condensate, this
has the added benefit that there is no need to tune the
atom-atom interaction in time, as g(t) = g(0)/ρ(t) = g.
The boundary conditions on the auxiliary function qc(t)
are
qc(0) = 0; qc(tf ) = piσ;
q˙c(0) = 0; q˙c(tf ) = 0;
q¨c(0) = 0; q¨c(tf ) = 0.
We choose a polynomial solution of minimal degree to
fulfil these boundary conditions and so we can calculate
the position virtual trap centre as
xmin(t) = qc(t) +
1
ω˜2
q¨c(t)
and the control function for the actual trap centre is then
given by
q0(t) = xmin(t)
+
Ω2
ω(t)2
sin
(
xmin(t)
σ
)
cos
(
xmin(t)
σ
)
. (18)
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FIG. 5: Shifting particles across a lattice site: Fidelity F
versus final time tf , (a) g = 0; (b) g = 0.91 ~Ωσ. The shortcut
scheme (red solid line), the first (blue dotted line) and second
(green dashed line) constant frequency approximations.
In addition, for this approach we vary the trap frequency
according to
ω(t)2 = ω˜2 + Ω2 cos
(
2xmin(t)
σ
)
= ω20 + Ω
2
[
1 + cos
(
2xm(t)
σ
)]
. (19)
Both the trap centre position q0(t) and trap frequency
ω(t) control functions are shown in Fig. 4 with the fre-
quency ω(t) shown in (a) and the trap centre position
q0(t) shown in (b).
1. Fidelities based on full Schro¨dinger/G-P equation
We now simulate the full Schro¨dinger and Gross-
Pitaevskii equations with an exact initial and final state
using these schemes i.e. we assume first that the previous
loading of the particles into the trap had fidelity one.
The fidelities for different final times tf are shown in
Fig. 5 (a) (g = 0) and (b) (g = 0.91(~Ωσ)) as the
red solid line. This variable frequency scheme approach
performs very well achieving high fidelities even on very
short time-scales. For a more in-depth look, we examine
the threshold time t0.99 which is defined as the time for
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FIG. 6: Shifting particles across a lattice site: Difference be-
tween variable frequency scheme and ”second constant fre-
quency approximation”: ∆q0(t) versus t/tf . Final time:
tf = 0.55 T (red solid line), tf = 1.10 T (green dashed line)
tf = 2.19 T (blue dotted line).
which the fidelity F ≥ 0.99 for all times t ≥ t0.99. We
plot this quantity t0.99 for different frequencies ω0 in Fig.
7. We see that the threshold time t0.99 decreases as ini-
tial trapping frequency ω0 is increased for both values of
g shown.
2. Approximated transport schemes
We now also consider two approximated transport
schemes, assuming ω0  Ω; in particular we look at these
because these two schemes do not require the tuning of
the external harmonic frequency ω(t) during the trans-
port.
The first approximated scheme is achieved by neglect-
ing the Ω2 term in Eq. (19), as ω0  Ω leading to
ω(t) = ω(0). This means that we are implementing the
same q0,A1(t) = q0(t) function as the variable frequency
scheme (shown in Fig. 4 (b)), but still keeping the fre-
quency ω(t) = ω(0) constant during transport. This we
label ”first constant frequency approximation”.
The second approximation is similar, we also fix ω(t) =
ω(0) but here we also neglect any terms proportional to
Ω2/ω20 in Eq. (18), giving us the following trap centre
function
q0,A2(t) = xmin(t) = qc(t) +
1
ω20
q¨c,0(t). (20)
We call this the ”second constant frequency approxima-
tion”.
The particular strength of the above two approxi-
mations is that there is no longer any need to control
the trap frequency ω or the atom-atom interaction g(t)
during the transport. Instead the only varying function
is the trap centre position q0(t). Both schemes will
result in different trap trajectories, the ”first constant
frequency approximation” will have the same trap
trajectory q0,A1(t) as the variable frequency scheme
derived earlier and shown in Fig. 4(b). However the
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FIG. 7: Shifting particles across a lattice site: Threshold time
t0.99 versus ω0 (a) g = 0; (b) g = 0.91 ~Ωσ. Exact scheme (red
boxes connected with a solid line), ”first constant frequency
approximation” (green diamonds connected by a dashed line),
”second constant frequency approximation” (blue triangles
connected by a dotted line).
”second constant frequency approximation” is different.
The difference between the two trajectories q0,A1 and
q0,A2 is seen in Fig. 6 for different final times tf . We
see that with increasing final time tf , the differences
between the two schemes decrease.
Similarly to the previous subsection, we now solve
the exact Schro¨dinger and Gross-Pitaevskii equations
numerically, with exact initial states. We have plotted
the fidelities in Fig. 5 for both the two approximation
schemes together with the variable frequency scheme.
Both approximation schemes result in high fidelities
for both g values shown but perform significantly
worse than the variable frequency scheme described
earlier. They both achieve fidelities of F ≥ 0.99 but
on longer time-scales than the variable frequency scheme.
We again examine the threshold time t0.99 in
Fig. 7. We see that while the variable frequency scheme
performs the best, the two approximate schemes still
give a threshold time t0.99 slightly larger than the
variable frequency scheme and do not require control of
trap frequency ω(t). This may prove useful in situations
where the frequency of the trapping potential is difficult
to tune. It appears in Fig. 7 (a) and (b) that the ”first
constant frequency approximation” performs at least as
well as the ”second constant frequency approximation”
and in some circumstances such as lower g and higher
ω, it performs better. By comparison using an adiabatic
scheme where the trap centre is varied according to
q0(t) = (q0(tf )− q0(0)) sin
(
tpi
2tf
)2
+ q0(0)
the threshold time t0.99 is much higher, the scheme
achieves the threshold fidelity around t0.99 ≈ 10.4 T .
3. Robustness
In this subsection we examine the robustness of the
variable frequency scheme for shifting the trap. We will
consider an error in the position q0 and later in the fre-
quency ω during the transport. First let us consider an
error in the trap position q0 of the form
q0(t) = q0,exact(t) + d, 0 < t < tf (21)
where  is a small perturbation parameter and d = σpi is
the distance between the two lattice sites. The pertur-
bation only acts during the transportation, at boundary
times q0(0) = q0,exact(0) and q0(tf ) = q0,exact(tf ). The
frequency of the external harmonic trap is chosen as
ω0 = 18.257 Ω and the final time is tf = 1.10 T . We
have plotted the fidelity F versus the perturbation  in
Fig. 8(a). We see that the the region close to  = 0
retains high fidelities as expected showing this variable
frequency protocol is stable against this perturbation.
As a second form of perturbation let us consider
an error in the trap frequency ω of the form
ω(t) = ωexact(t)(1 + ), 0 < t < tf . (22)
Here  is a small perturbation parameter that changes
the frequency of the external trap. Again the system is
perturbed only during the shifting. We have plotted the
fidelity F versus the perturbation  in Fig. 8 (b). There is
an asymmetry in the fidelity in both the case of g = 0 and
g = 0.91 ~Ωσ. The scheme for g = 0.91 ~Ωσ performs
better than the scheme for g = 0.0 for perturbations
with  < 0, but for perturbations with  > 0 the g =
0.0 scheme achieves higher fidelities. In summary the
proposed variable frequency scheme is robust and stable
against perturbations in the external trap trajectory and
frequency
C. Unloading onto lattice
In this section we now attempt to open the external
harmonic trap to unload the particles back onto the lat-
tice after transport. We start with the frequency of the
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FIG. 8: Moving particles across a lattice site: Fidelity F
versus perturbation  (a) error in q0(t) (b) error in ω(t). g = 0
(red solid line), g = 0.91 ~Ωσ (green dashed line).
harmonic trap ω(0) = ω0 > 0 at initial time t = 0 and
finish with ω(tf ) = 0 at final time tf . The position of the
external trap stays constant in the well of a lattice such
that q0(t) = npiσ, n ∈ N for all t ≥ 0.
There is no change in position of the trap so the auxiliary
function qc(t) can be chosen to be constant qc(t) = q0(0).
We can then pick the auxiliary function ρ(t) to satisfy
the following boundary conditions
ρ(0) = 1; ρ(tf ) =
√
ω˜(0)
ω˜(tf )
;
ρ˙(0) = ρ˙(tf ) = 0; ρ¨(0) = ρ¨(tf ) = 0.
Again we choose a polynomial ρ(t) of minimal degree to
fulfil these boundary conditions. This approach corre-
sponds to tuning the external harmonic trap frequency
as follows
ω(t) = ω˜(t) + Ω2.
In the case of the atom-atom interaction, we tune g(t)
according to g(t) = g0/ρ(t) following from earlier results.
The unloading is a direct reverse of the previous loading
and in the sense that each of the auxiliary functions ω(t)
and g(t) is the time reversed function from the subsection
III A. Again, if the harmonic approximation is exact, the
fidelity of the scheme would be F = 1, independent of
final time tf . The g = 0 case is the time reversal of the
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FIG. 9: Unloading particles back onto lattice: Fidelity F
versus final time tf , g0 = 0.91 ~Ωσ. The shortcut scheme
(red solid line), the adiabatic scheme (blue dotted line), the
constant g scheme (green dashed line).
loading and so the fidelity is the same as in Fig. 3(a). We
now, as in previous sections, simulate the full dynamics
of the system using the Schro¨dinger and Gross-Piteavskii
equations with an exact initial state for g = 0.91 ~Ωσ.
The initial frequency of the harmonic trap is chosen to be
ωi = 18.257Ω. We have plotted the fidelity F versus final
time t in Fig. 9. Similarly to the earlier case of loading
particles into the trap, the shortcut scheme achieves a
stable fidelity of F ≥ 0.99 for all times shown. However,
in the case of unloading particles back onto the lattice,
the adiabatic scheme is more stable. In the earlier figure,
Fig. 3, for loading we saw that, for g = 0.91 ~Ωσ, the
fidelity as a function of time varies more and does not
display the almost monotonic behaviour seen in Fig. 9.
However, in both the loading and unloading, the adia-
batic protocol doesn’t perform well when compared with
the shortcut protocol or the constant g protocol.
IV. CONCLUSION
We have proposed a method utilizing STA for the fast
and robust transport of atoms or for a Bose-Einstein con-
densate across a optical lattice by using an external trap-
ping potential. To do this we have broken the transport
process into three independent building blocks: first load-
ing a particle from a lattice site into an external trapping
potential, then shifting the particle across the lattice and
finally unloading the particle from the external trapping
potential back on to a lattice site. We then applied meth-
ods from STA to each of these building blocks to derive
approximated control schemes for the external trap. Con-
catenating all three of the different building blocks we can
transport particles from one lattice site, trap them and
then shift them to another and finally unload them into
the target lattice site. Alternative schemes to achieve
similar fidelities but requiring less control were also con-
sidered. The sensitivity of the protocols with respect to
trap centre control and trapping frequency were investi-
8gated and the protocols were shown to be robust against
these errors. In future work we will optimise the stability
of the transport across the lattice versus noise following
the formalism in [19, 20].
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Appendix A: STA applied to Gross-Piteavskii Equation
In the following we will review how STA techniques can be applied to a Bose-Einstein condensate; this is based
on combining the results of previous work transporting a condensate [16] and varying the trap parameters for a
condensate [17]. We make the same harmonic approximation as in Eq. (4) so that the wavefunction evolves according
to
i~∂tψ(x, t) =
(
− ~
2
2m
∂2x +
1
2
mω(t)2(x− x0(t))2 + g(t)|ψ(x, t)|2
)
ψ(x, t). (A1)
We wish to be able to extend the shortcut framework developed for the linear case. To do this we make the wavefunction
ansatz for Eq. (A1)
ψ(x, t) = e−iα2(t)x
2+iα1(t)x−β(t)−iµτ(t)φ
(
x− qc(t)
ρ(t)
)
(A2)
with x˜ =
x− qc(t)
ρ(t)
. Here φ(x˜) is a solution of the stationary equation
µφ(x˜) = − ~
2
2m
∂2x˜φ(x˜) +
mω20
2
x˜2φ(x˜) + g0 |φ(x˜)|2 φ(x˜). (A3)
Inserting Eq. (A2) into Eq. (A1) we derive the following expression for α1 and α2
α1 =
m
~ρ
(q˙cρ− qcρ˙), (A4)
α2 = −mρ˙
2ρ~
. (A5)
Additionally we obtain the following expression for τ
τ(t) =
1
2~µ
∫ t
0
1
ρ2(t˜)
(
2µ+mq2c (t˜)ρ˙
2(t˜)− 2mρ(t˜)qc(t˜)ρ˙(t˜)q˙c(t˜) +mρ2(t˜)q˙2c (t˜)
−mρ(t˜)q2c (t˜)ρ¨(t˜) +mρ2(t˜)qc(t˜)q¨c(t˜) +mρ2(t˜)x0(t˜)q¨c(t˜)
)
dt˜.
We also recover the same auxiliary equations as in the single particle case
ρ3(ρ¨+ ρω˜2)− ω˜20 = 0, (A6)
q¨c + ω
2(qc − xmin) = 0, (A7)
and an additional equation for the atom-atom interaction
g(t) =
g0
ρ(t)
.
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