Introduction {#Sec1}
============

While microfabrication technology in electronic devices is reaching the limits of the atomic scale, the idea of utilizing an electron's spin degrees of freedom, in addition to the electronic degrees of freedom, to further improve the performance of devices has garnered significant attention in spintronics in both academia and the industry^[@CR1]^. Controlling the dynamics of magnetization is a challenge for the successful application of spintronic memory, logic, and sensing devices. Local magnetic fields have been used for this purpose, but applying local magnetic fields causes difficulties in creating scalable systems. Instead, current-induced spin torque, such as the spin-transfer torque, has been widely used for the electrical manipulation of magnetization^[@CR2]--[@CR5]^. The magnetic racetrack memory, for instance, has been proposed as the promising application of current-induced spin torque to spintronics devices^[@CR6]^. The sizeable current density required to operate the device, however, limits its efficiency because of Joule heating, thus impeding its commercial application. Hence, more efficient means of controlling magnetization are indispensable to the application.

The application of topological properties has attracted research interest to more efficiently manipulate magnetization. For instance, at the interface of the topological insulator and the ferromagnetic insulator^[@CR7],[@CR8]^, the electrical control of magnetic textures^[@CR9],[@CR10]^, magnetization switching induced by electric current^[@CR11]--[@CR14]^, and spin-charge conversion^[@CR15]--[@CR17]^ have been studied theoretically and experimentally.

Recently, Weyl semimetals^[@CR18]--[@CR20]^ have emerged as a new class of topological material characterized by gapless points in the bulk---the so-called Weyl nodes---and the breaking of the inversion or time-reversal symmetry. Close to the Weyl nodes, excitation can be described by a three-dimensional (3D) linear dispersion which is an analog of the Weyl fermion in high-energy physics^[@CR21]^. Due to this relativistic electronic structure, new physics beyond the topological insulator, such as the chiral anomaly, can be expected^[@CR22],[@CR23]^. In particular, the Weyl semimetal realized by spontaneous ferromagnetism^[@CR24],[@CR25]^ possesses both topological and magnetic properties, and thus may be a promising candidate for application to spintronics devices such as a race-track memory. Such a magnetic Weyl semimetal phase was recently observed in Co~3~Sn~2~S~2~^[@CR26],[@CR27]^, which showed a large anomalous Hall angle indicating the strong spin-orbit coupling and small longitudinal conductivity. This new experimental finding has the potential to further accelerate development in topological spintronics realizing low-energy consumption electrically-induced spin torques.

It was proposed that magnetic textures in Weyl semimetals retain a localized electric charge^[@CR28],[@CR29]^, and that more efficient electrical manipulation of the magnetic texture is possible in Weyl semimetals than in conventional ferromagnetic metals owing to the strong correlation between magnetic texture and charge degrees of freedom. The dynamics of magnetic textures are driven by electrically-induced spin torques which consist of adiabatic and non-adiabatic spin-transfer torques in conventional ferromagnetic metals. Adiabatic spin-transfer torque results from the transfer of angular momentum while the non-adiabatic term is generated by spin-orbit coupling. Because of the strong spin-orbit coupling in Weyl semimetals, the effect of non-adiabatic spin-transfer torque is expected to be larger, which also enhances the dynamics of magnetic textures. However, quantitative studies on the effects of spin-transfer torque on systems with strong spin-orbit coupling, such as Weyl semimetals, have not been conducted, and are needed for the successful application of spintronics devices such as the race-track memory. In this paper, we first study the electrically-induced spin torque exerted on magnetic textures in Weyl semimetals, and obtain the analytical expression of spin torque corresponding to non-adiabatic spin-transfer torque.

The remainder of this paper is organized as follows: We consider a continuum model for the ideal case where the spin-orbit interaction is isotropic, ***σ*** · ***k***, and referred to as the Weyl-type spin-orbit coupling (SOC), and analytically derive the spin torque acting on inhomogeneous local magnetization by computing the non-equilibrium spin density induced by the applied electric fields. We then employ lattice models of Weyl semimetals with several types of spin-orbit coupling and numerically calculate the induced spin density. Finally, we argue the dynamics of the domain wall driven by the obtained spin torque. We estimate the velocity of a domain wall for the case where Co~3~Sn~2~S~2~, which is one order of magnitude faster than that in conventional ferromagnetic metals.

Results {#Sec2}
=======

Formalism {#Sec3}
---------
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                \begin{document}$$\hat{{\boldsymbol{M}}}({\boldsymbol{r}})=({M}_{x},{M}_{y},{M}_{z})$$\end{document}$ is a normalized directional vector of local magnetic moments at ***r***, *γ*~0~ is the gyromagnetic ratio, ***B*** is an effective field containing an external magnetic field, and *α* is the damping constant. The torque given by the first term describes magnetization precession around the effective magnetic field ***B***. The second term, called the Gilbert damping term, represents a torque which drives the magnetization vector in the direction of the effective field ***B***. However, once they have been placed in a material, an additional coupling between the magnetic moments and the electric fields arises through exchange interaction between the conduction electrons and the local moments. The effect of the background conduction electrons is known as spin torque, the last term of LLG equation, and is described by$$\documentclass[12pt]{minimal}
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                \begin{document}$$\langle {\boldsymbol{\sigma }}({\boldsymbol{r}})\rangle $$\end{document}$ is a non-equilibrium spin polarisation of itinerant electrons^[@CR30]^. The electrically-induced spin torques, therefore, are obtained by calculating the non-equilibrium spin density of the electrons as a response to the external electric fields. Our interest in this paper is in the spin torques which arise when the magnetic configuration is spatially inhomogeneous. The electrically-induced spin density in momentum space can be expanded as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{array}{rcl}\langle {\sigma }_{i}(\omega ,{\boldsymbol{q}})\rangle  & = & {\chi }_{ij}^{(0)}(\omega ,{\boldsymbol{q}}){M}_{j}(\omega ,{\boldsymbol{q}})+{\chi }_{ij}^{(1)}(\omega ,{\boldsymbol{q}}){E}_{j}\\  &  & +\,{\chi }_{ijk}^{(2)}(\omega ,{\boldsymbol{q}}){M}_{j}(\omega ,{\boldsymbol{q}}){E}_{k}\\  &  & +\,{\chi }_{ijkl}^{(3)}(\omega ,{\boldsymbol{q}}){M}_{j}(\omega ,{\boldsymbol{q}}){M}_{k}(\omega ,{\boldsymbol{q}}){E}_{l}\end{array}$$\end{document}$$with respect to the external electric field, *E*~*i*~, and magnetization *M*~*i*~^[@CR31],[@CR32]^. The first term contributes as renormalization to the Gilbert damping and the magnitude of the spin, while the second term corresponds to the spin-orbit torque which vanishes in the presence of inversion symmetry. The third and fourth terms, respectively, correspond to non-adiabatic and adiabatic spin-transfer torques, which are the focus of this study. In case of the conventional Schrödinger electrons, the spin-transfer torques are known to be proportional to spin current ***j***~*s*~, described by $\documentclass[12pt]{minimal}
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                \begin{document}$${{\boldsymbol{T}}}_{{\rm{STT}}}\propto ({{\boldsymbol{j}}}_{s}\cdot {\boldsymbol{\nabla }})\hat{{\boldsymbol{M}}}+\beta \hat{{\boldsymbol{M}}}\times ({{\boldsymbol{j}}}_{s}\cdot {\boldsymbol{\nabla }})\hat{{\boldsymbol{M}}}$$\end{document}$, where the first term is the adiabatic spin-transfer torque and the second is the non-adiabatic spin-transfer torque characterized by the dimensionless coefficient *β*. Usually, in conventional metals, non-adiabatic contribution is considerably smaller than adiabatic contribution, i.e. *β* \~ 0.01^[@CR33]^. In strongly spin-orbit coupled systems, however, the analytical expression of spin-transfer torques can be drastically modified, e.g. the conventional spin-transfer torque vanishes at the surface of the magnetic topological insulator^[@CR12],[@CR13]^. As Weyl semimetals are usually realized in strongly spin-orbit coupled systems, the spin-transfer torque needs to be studied with a non-perturbative treatment of spin-orbit coupling.

As a model describing the electronic system, we consider 3D Weyl electrons coupled with the local moments of magnetic elements via exchange interaction. The low-energy electronic structure is described by the Hamiltonian^[@CR20],[@CR34]^,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda =\pm \,1$$\end{document}$, labeling two Weyl nodes. Note that in materials in practice, the structure of the spin-orbit coupling is determined by crystal symmetry. Other types of spin-orbit coupling are numerically examined in the second half of the paper. The second term is the exchange coupling between Weyl electrons and the localized magnetic moments, characterizing the time-reversal-symmetry violation of the system. The band structure of the Hamiltonian composed of two Weyl nodes separated in momentum space is given by $\documentclass[12pt]{minimal}
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It is worth noting that the Hamiltonian, Eq. ([4](#Equ4){ref-type=""}), commutes with the chirality operator, $\documentclass[12pt]{minimal}
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                \begin{document}$${{\boldsymbol{j}}}_{S}={{\boldsymbol{j}}}_{\uparrow }-{{\boldsymbol{j}}}_{\downarrow }$$\end{document}$, we can naturally introduce axial currents, the difference between currents with positive and negative chirality, namely$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\langle {{\boldsymbol{j}}}^{5}\rangle \equiv \langle {{\boldsymbol{j}}}_{+}\rangle -\langle {{\boldsymbol{j}}}_{-}\rangle =-\,e\langle {\tau }_{z}\frac{\partial {H}_{{\rm{WSM}}}}{\hslash \partial {\boldsymbol{k}}}\rangle =-\,e{v}_{F}\langle {\boldsymbol{\sigma }}\rangle $$\end{document}$$which coincides with the expectation value of spin except for the proportional constant. This suggests that the Hamiltonian, Eq. ([4](#Equ4){ref-type=""}), possesses a one-to-one correspondence between the axial currents and the spin. The electron's spin couples to the local moments via exchange interaction as $\documentclass[12pt]{minimal}
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                \begin{document}$$-\,e{{\boldsymbol{A}}}_{5}\cdot {{\boldsymbol{j}}}^{5}$$\end{document}$, where ***A***~5~ is axial vector potential that changes sign depending on the chirality of the electrons. Due to the correspondence between spin and the axial current operators, the electrons cannot distinguish between these perturbations, namely the magnetization of local moments and the axial vector potential coupled to the electrons in the same way. Furthermore, due to the correspondence between the magnetization and the axial vector potential, the curl of the magnetization acts as the emergent magnetic field as$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\boldsymbol{B}}}_{5}={\boldsymbol{\nabla }}\times {{\boldsymbol{A}}}_{5}=\frac{JS}{e{v}_{F}}{\boldsymbol{\nabla }}\times \hat{{\boldsymbol{M}}}.$$\end{document}$$which changes sign depending on the chirality of the Weyl fermions, the so-called the axial magnetic field^[@CR35]^. Based on the correspondence in our model, the spin density induced under magnetic texture can be calculated by evaluating the axial current density under axial magnetic fields.

Spin torque {#Sec4}
-----------

The axial current density with an inhomogeneous magnetic configuration is calculated as $\documentclass[12pt]{minimal}
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                \begin{document}$$\langle {j}_{i}^{5}({\boldsymbol{r}})\rangle ={\sigma }_{ij}({{\boldsymbol{B}}}_{5}){E}_{j}$$\end{document}$ where *σ*~*ij*~ is the conductivity tensor. In the semiclassical regime, the Hall component of the conductivity tensor is given by$$\documentclass[12pt]{minimal}
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                \begin{document}$$\tau $$\end{document}$ is the relaxation time, and *E*~*F*~ is Fermi energy measured from the Weyl points. For the derivation of conductivity, see the Methods section. In axial transport, the coefficient corresponds to the ordinary Hall conductivity for axial currents caused by axial magnetic fields. With the slowly-varying magnetization, namely $\documentclass[12pt]{minimal}
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                \begin{document}$${\omega }_{C}\tau \gg 1$$\end{document}$, the system eventually turns into the quantum Hall regime. In this regime, the semiclassical analysis is no longer applicable. Instead, the Hall conductivity for the 3D Dirac electrons in the quantum regime has been well studied^[@CR35]^, and is given by$$\documentclass[12pt]{minimal}
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Finally, we can calculate the induced-spin density by the relation between spin and the axial current, Eq. ([5](#Equ5){ref-type=""}), as$$\documentclass[12pt]{minimal}
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Substituting Eq. ([9](#Equ9){ref-type=""}) into Eq. ([2](#Equ2){ref-type=""}), the associated spin torque is then given by$$\documentclass[12pt]{minimal}
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The result shows that the spin torque is induced when the magnetization spatially varies in the presence of an external electric field, which is similar to the spin-transfer torque in conventional metals. Indeed, the first term in the final expression of Eq. ([11](#Equ11){ref-type=""}) coincides with the non-adiabatic spin-transfer torque. In slowly-varying magnetization regime where $\documentclass[12pt]{minimal}
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                \begin{document}$$\tau $$\end{document}$ in Weyl semimetals, whereas it is the first order in conventional ferromagnetic metals^[@CR31]^. On the contrary, in the quantum Hall regime where $\documentclass[12pt]{minimal}
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                \begin{document}$${\omega }_{C}\tau \gg 1$$\end{document}$, this susceptibility becomes independent of relaxation time, indicating that the spin torque is an intrinsic phenomenon. Furthermore, as the spatial variation of magnetization becomes steeper, the longitudinal electric conductivity asymptotically reaches zero (see the Methods). This suggests that the spin torque is driven by an electric field rather than electric currents. Therefore, dissipation from Joule heating is significantly suppressed and becomes much smaller than that in conventional ferromagnetic metals.

In past work, a localized charge at the domain wall in magnetic Weyl semimetals has been theoretically proposed^[@CR28],[@CR29]^. The origin of the localized charge is understood as the enhanced density of states by Landau-level degeneracy owing to the axial magnetic field. These results suggest that this localized charge attached to the domain wall might allow us to manipulate magnetic texture by external electric fields. Our result reveals that the spin-torque, indeed, is induced due to the magnetic texture in the Weyl semimetals and gives a physical understanding of the effect as the axial Hall effect.

In this subsection, we have derived the analytical expression of the spin torque while naively assuming the axial magnetic field generated by the curl of magnetization is uniform in space. Our analytical result is still applicable for slowly-varying magnetization where the axial magnetic field is considered as locally uniform. However, if we consider steep magnetic domain walls, for instance, a spatial profile of the axial magnetic field is strongly inhomogeneous. Therefore, we need further analysis beyond the semiclassical approach to understand the dynamics of steep magnetic textures. Also, we only consider the Weyl-type SOC, ***σ*** · ***k***, where the Weyl semimetal phase is realized for any direction of magnetization. This is, however, not always the case for materials in practice. Our derivation is based on the correspondence between the spin and axial currents, which is applicable only to the Weyl-type SOC. Thus, it is important to examine the induced spin density for the steep magnetic texture with other types of spin-orbit couplings.

Numerical study {#Sec5}
---------------

In the following, we employ lattice models describing a Weyl semimetal with three types of spin-orbit couplings and numerically compute the induced spin density for the steep magnetic texure. As spin-orbit coupling, we consider three cases: Weyl-type SOC, Rashba-type SOC, and *s*~*z*~-conserved SOC. We assume a four-band Dirac Hamiltonian with two-fold degeneracy in the presence of time-reversal symmetry in the slab geometry stacking along the *x*-direction. The effective Hamiltonian on the cubic lattice is given as$$\documentclass[12pt]{minimal}
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                \begin{document}$${\boldsymbol{p}}=({p}_{y},{p}_{z})$$\end{document}$ is an in-plane momentum. For the Weyl-type SOC and Rashba-type SOC, the in-plane and out-of-plane hopping matrices of the Hamiltonian are given by $\documentclass[12pt]{minimal}
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                \begin{document}$${p}_{z}=\pm \,\pi /2$$\end{document}$. Note that the *z*-component of spin is conserved for the *s*~*z*~-conserved SOC. It has been recently proposed that an effective model for the ferromagnetic Weyl semimetal, Co~3~Sn~2~S~2~^[@CR26],[@CR27]^, can be described by a model with the *s*~*z*~-conserved SOC and exchange interaction. When the exchange energy is larger than the bandwidth, two copies of the degenerate bands split in terms of energy, and the system moves to the half-metallic Weyl semimetal phase.

For interaction between itinerant electrons and the localized moments, we introduce both orbital-independent and -dependent exchange interactions:$$\documentclass[12pt]{minimal}
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                \begin{document}$${J}_{0} > {J}_{1}$$\end{document}$, the Weyl nodes appear only along the *k*~*z*~-axis, and the line node appears when the magnetization is perpendicular to the *z*-axis.

For the numerical simulation, we considered a Néel and a Bloch domain wall as the simplest magnetic textures with finite rotations. The spin density induced by the electric field applied along the *x*-direction was calculated as$$\documentclass[12pt]{minimal}
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                \begin{document}$$|n,{\boldsymbol{p}}\rangle $$\end{document}$ are the *n*th eigenvalue and eigenvector, and *v*~*x*~ and *σ*~*i*~(*n*~*x*~) are the velocity and spin operator, respectively. We numerically diagonalize the lattice Hamiltonian under the Néel and Bloch domain walls shown in Fig. [1(a and b)](#Fig1){ref-type="fig"} to obtain the eigenvalues and eigenvectors, and calculate the spin density, shown in Fig. [1](#Fig1){ref-type="fig"}. The results clearly show that spin density was locally induced at a domain wall. Figure [1(c and d)](#Fig1){ref-type="fig"} show the spin density obtained for the Weyl-type SOC under the Néel and the Bloch domain walls. In the case of the Néel wall, only the *z*-component of the spin density was finite, whereas the *y*-component became finite in case of the Bloch wall. The disappearance of the *y*-component in the Néel wall occurred due to the contribution of the second term of the last expression in Eq. ([11](#Equ11){ref-type=""}). For both magnetic configurations, the numerical results were consistent with the analytical expression obtained by Eq. ([9](#Equ9){ref-type=""}), presented in insets of Fig. [1](#Fig1){ref-type="fig"}. This result can be understood by the correspondence between magnetization and axial vector potential in the lattice Hamiltonian. As shown above using the continuum model, all components of the magnetization could be regarded as axial vector potentials for the Weyl-type SOC when the Fermi energy was located near the Weyl nodes.Figure 1(**a** and **b**) Magnetic configuration. The magnetic structures are given by $\documentclass[12pt]{minimal}
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                \begin{document}$$\xi /{l}_{x}=5$$\end{document}$. (**c** and **d**) Spin density of the Weyl-type SOC under the Néel walls and the Bloch wall, respectively. (**e** and **f**) Spin density of the Rashba-type SOC under the Néel walls and the Bloch wall, respectively. Insets show the analytical results expected from the continuum models. (**g** and **h**) Spin density of the *s*~*z*~-conserved SOC under the Néel walls and the Bloch wall, respectively. The Hamiltonian parameters were chosen as $\documentclass[12pt]{minimal}
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                \begin{document}$${J}_{1}/{J}_{0}=0.2$$\end{document}$ for the *s*~*z*~-conserved SOC. For the *s*~*z*~-conserved SOC, we used a lager exchange coupling constant to have half-metallic electronic structure.

Only the *z*-component of magnetization acted as axial vector potential for the Rashba-type SOC and the *s*~*z*~-conserved SOC. This indicates that the relation between spin density and the axial currents only holds for their *z*-components for the Rashba-type SOC and the *s*~*z*~-conserved type SOC. Indeed, the *z*-component of spin density obtained with the Rashba-type SOC showed a similar spatial profile to that of the Weyl-type SOC, as shown in Fig. [1(e and f)](#Fig1){ref-type="fig"}. On the contrary, the perpendicular components showed different behaviors due to the absence of the correspondence. The Rashba-type SOC, however, still featured the relation between spin density and axial currents when $\documentclass[12pt]{minimal}
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This suggests that the perpendicular components of magnetization acted as axial vector potential, namely $\documentclass[12pt]{minimal}
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Although the one-to-one correspondence was only present for states at $\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt{{k}_{x}^{2}+{k}_{y}^{2}}\gg {k}_{z}$$\end{document}$, and these states contributed to the induced spin density. The numerical results, shown in Fig. [1(e and f)](#Fig1){ref-type="fig"}, have the same structure as the analytical expression in Eq. ([15](#Equ15){ref-type=""}), presented in the inset.

The *z*-component of spin density for the *s*~*z*~-conserved SOC also showed similar behavior to that of the other two models, which was expected due to the correspondence between the *z*-component of the axial current and the spin density. Given these numerical results, we can conclude that the structure of the *z*-component of spin density was qualitatively described by our analytical expression, $\documentclass[12pt]{minimal}
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Motion of the domain wall {#Sec6}
-------------------------

Finally, we estimated the velocity of the domain wall driven by the spin torque, given by Eq. ([11](#Equ11){ref-type=""}). To describe the dynamics of the domain wall, we employed Thiele's approach^[@CR44]^ to map the LLG equation to the equation of motion for the centre coordinates of the domain wall. We considered that magnetic texture varied along the *x*-direction and assumed that it moved at a constant velocity without deformation, namely $\documentclass[12pt]{minimal}
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                \begin{document}$${c}_{0}=2/\xi $$\end{document}$. As a consequence, the Bloch wall moves three-and-a-half times faster than the Néel wall under the electric field.
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Discussion {#Sec7}
==========

We provide a brief discussion of the difference in domain wall dynamics between the wall in the Weyl semimetal and that in conventional metals. In the latter, the spin-transfer torque can be classified into adiabatic and non-adiabatic contributions. Adiabatic torque emerges from the exchange of the spin angular momentum between local moments and itinerant electrons, whereas non-adiabatic torque emerges from spin relaxation processes. Owing to a large spin diffusion length, the non-adiabatic spin-transfer torque is considerably smaller than the adiabatic spin-transfer torque in conventional metals. On the contrary, the spin torque in Weyl semimetals with Weyl-type SOT, Eq. ([11](#Equ11){ref-type=""}), consists only of the non-adiabatic contribution because of the strong spin-orbit coupling nature of Weyl semimetals. The Hamiltonian, Eq. ([4](#Equ4){ref-type=""}), can be seen as a strong spin-orbit coupled limit that enhances spin relaxation. Therefore, the non-adiabatic spin-transfer torque in Weyl semimetals is expected to be considerably larger than that in conventional metals. The difference in domain wall dynamics might be significant in the weak electric field regime. In a regime where the applied electric field is smaller than the threshold field determined by magnetic anisotropy, the adiabatic spin-transfer torque cannot drive the magnetic domain wall due to the intrinsic pinning effect. Contrary, domain walls under non-adiabatic spin-transfer torque are less affected by the pinning emerging from the magnetic anisotropy. Therefore, the threshold field with non-adiabatic spin-transfer torque is much smaller than that with adiabatic spin-transfer torque. Because of the enhanced non-adiabatic spin-transfer torque in Weyl semimetals, it is possible to drive the domain walls more efficiently than in conventional metals.

The absence of the adiabatic spin-transfer torque in Weyl semimetal with Weyl-type SOT can be explained by the one-to-one correspondence between the axial current and the spin. In the derivation of the spin-transfer torque, we argued that the Hall conductivity or the off-diagonal part of the magnetoconductivity gives the non-adiabatic contribution to the spin density. This suggests that the diagonal part of the magnetoconductivity contributes to the adiabatic spin-transfer torque because the adiabatic contributions are perpendicular to the non-adiabatic contributions. Due to the Onsager reciprocal relation, the diagonal part of the magnetoconductivity is even under sign change of the magnetic field; namely, it can be series expanded with even order of the axial magnetic fields. By the one-to-one correspondence between the axial current and the spin, the spin density  corresponding to the adiabatic spin torque is also expressed by the series of even number of $\documentclass[12pt]{minimal}
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                \begin{document}$${{\boldsymbol{B}}}_{5}\propto {\boldsymbol{\nabla }}\times \hat{{\boldsymbol{M}}}$$\end{document}$. The spin-transfer torque is often defined as the spin torque proportional to the first order spatial derivative of the magnetization. Therefore, within this definition, the adiabatic spin-transfer torque is absent in the Weyl semimetals with the Weyl-type SOC. Note that the above argument is applicable only for the Weyl-type SOC case retaining the one-to-one correspondence and when dispersion close to Fermi energy is described by the *k*-linear term. If the dispersion deviates from the linear, there is no one-to-one correspondence between the spin and the axial current, and the other form of the spin-transfer torque including adiabatic contributions is expected. For example, the Rashba-type SOC and the *s*~*z*~-conserved SOC, the one-to-one correspondence is present only between the *z*-component of magnetization and the axial current. That is, other forms of the spin torque might also be expected for perpendicular components. The conventional current-induced spin torque, however, might be negligibly small when the magnetic texture is steep, as the longitudinal conduction of currents is suppressed in the regime. Therefore, the spin torque given by Eq. ([9](#Equ9){ref-type=""}), which is related to the localized charge at the domain wall, is expected to be the dominant contribution. Our numerical results containing all contributions to the spin-transfer torques gave consistent results with the analytical results for non-adiabatic spin-transfer torque, presented in insets of Fig. [1](#Fig1){ref-type="fig"}. This suggests that our proposed spin torque provided the dominant contribution.

In our analysis, we neglected electron-electron correlations. As our spin torque is closely related to the localized charge at the domain wall, which might be screened once the correlation effect is considered, the spin torque might also be diminished by the screening effect. However, when the Fermi energy is located close to the Weyl points, the Thomas--Fermi screening length can be greater than domain size owing to the low density of states, and the screening effect can be neglected at the nanoscale.

In conclusion, we derived the electrically-induced spin torque in Weyl semimetals with magnetic texture. Based on the spin--axial current correspondence, we calculated the non-equilibrium spin density induced by electric fields by evaluating the axial current density. We thus obtained the analytical expression for non-adiabatic spin-transfer torque, and found that the effect can be understood as the Hall effect of axial current. To examine our result for the case of the steep magnetic textures and other types of SOC, we numerically calculated the induced spin density for a lattice Hamiltonian with three spin-orbit couplings: the Weyl-type SOC, Rashba-type SOC, and *s*~*z*~-conserved SOC. We found that the *z*-component of spin density, which is responsible for the dynamics of the Néel and the Bloch domain walls, is well described by the obtained analytical expression even when the magnetization varies in the atomic scale and has the same structure irrelevant of the difference in spin-orbit coupling, although the perpendicular components of spin density depend on spin-orbit coupling. This indicates that the spin-transfer torque associated with the axial Hall effect is generally expected in magnetic Weyl semimetals. We also analyzed the domain wall dynamics driven by spin-transfer torque and estimated that the velocity of the domain wall can be one order of magnitude larger than that of the ferromagnetic nanowire. Surprisingly, the spin-transfer torque was independent of impurity-scattering relaxation time when magnetization varied steeply. In this regime, the longitudinal conductivity asymptotically reached zero^[@CR47],[@CR48]^, and therefore dissipation due to Joule heating was suppressed. Due to the suppression of Joule heating, energy efficiency was expected to be much higher than that of conventional metals. Consequently, the domain wall in the Weyl semimetal can be controlled much more efficiently. While a commercial racetrack memory has not yet been developed because of the energy inefficiency arising from Joule heating, magnetic Weyl semimetals can overcome the relevant challenges, and can be a new candidate for racetrack memories that can yield high performance.

Methods {#Sec8}
=======

To obtain non-equilibrium current density, we used the Boltzmann transport theory. The Boltzmann transport equation for the non-equilibrium distribution function for Weyl electrons with chirality *λ*, $\documentclass[12pt]{minimal}
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                \begin{document}$$u({\boldsymbol{r}})={u}_{0}\delta ({\boldsymbol{r}})$$\end{document}$. After taking the Gaussian average of impurity positions, the relaxation time was obtained as $\documentclass[12pt]{minimal}
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                \begin{document}$$\nu ({E}_{F})$$\end{document}$ is the density of states at Fermi energy. We further assumed that the distribution function was close to equilibrium and expanded it with a small deviation from equilibrium as $\documentclass[12pt]{minimal}
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                \begin{document}$${\varepsilon }_{ijk}$$\end{document}$ is the completely anti-symmetric tensor. To obtain the form, we introduced an external electric potential to the Hamiltonian, $\documentclass[12pt]{minimal}
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Note that in the strong field limit, the longitudinal electrical conductivity asymptotically reached zero, whereas the axial Hall conductivity became independent of relaxation time, $\documentclass[12pt]{minimal}
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