We present new quantum algorithms for Boolean Matrix Multiplication in both the time complexity and the query complexity settings. As far as time complexity is concerned, our results show that the product of two n × n Boolean matrices can be computed on a quantum computer in timẽ O(n 3/2 + nℓ 3/4 ), where ℓ is the number of non-zero entries in the product, improving over the output-sensitive quantum algorithm by Buhrman andŠpalek that runs inÕ(n 3/2 √ ℓ) time. This is done by constructing a quantum version of a recent algorithm by Lingas, using quantum techniques such as quantum counting to exploit the sparsity of the output matrix. As far as query complexity is concerned, our results improve over the quantum algorithm by Vassilevska Williams and Williams based on a reduction to the triangle finding problem. One of the main contributions leading to this improvement is the construction of a triangle finding quantum algorithm tailored especially for the tripartite graphs appearing in the reduction.
1 Introduction 1.1 Background Boolean matrix multiplication, where addition is interpreted as a logical OR and multiplication as a logical AND, is a fundamental problem in computer science. Algorithms for Boolean matrix multiplication have found applications in many areas and are, for example, used to construct efficient algorithms for computing the transitive closure of a graph [11, 12, 20] , recognizing context-free languages [22, 26] , detecting if a graph contains a triangle [15] , solving all-pairs path problems [10, 13, 24, 25] , or speeding up data mining tasks [2] .
The product of two Boolean n × n matrices A and B can be trivially computed in time O(n 3 ). The best known algorithm is obtained by interpreting the matrices A and B as integer matrices, computing the integer matrix product, and converting the product matrix to a Boolean matrix. Using the algorithm by Coppersmith and Winograd [9] for integer matrix multiplication, this gives an algorithm for Boolean matrix multi- * Department of Computer Science, Graduate School of Information Science and Technology, The University of Tokyo.
plication with time complexity O(n 2.376 ). In more algebraic terms, the idea is that the Boolean semi-ring can be embedded into the integer ring, and that matrix multiplication can be done faster on a ring using the properties of cancellations. This approach has nevertheless several disadvantages, the main one being that the Coppersmith-Winograd algorithm can be hard to implement in practice. Partly for this reason, much effort have focused on understanding whether Boolean matrix multiplication can be done in o(n 3 ) time by combinatorial algorithms, i.e., algorithms that do not rely on a product of matrices over rings. A maybe more fundamental reason for investigating this question is that a fast combinatorial algorithm for Boolean matrix multiplication would possibly generalize to semi-rings for which no subcubic time multiplication algorithm is available, and especially to the semi-ring (min, +) related to a multitude of problems over weighted graphs such as the all-pairs shortest paths problem. Unfortunately, there have been little progress on this question. The best known combinatorial algorithm has time complexity O(n 3 / log 2.25 (n)) and has been discovered recently by Bansal and Williams [4] , improving the "four Russians" algorithm [3] proposed decades ago.
In the quantum computation model, there exist subcubic-time algorithms for Boolean matrix multiplication that do not rely on integer matrix multiplication. Indeed, the product of two n × n Boolean matrices A and B can be easily computed in timeÕ(n 2.5 ): for each pair of indexes i, j ∈ {1, 2, . . . , n}, check if there exists an index k ∈ {1, . .
. , n} such that A[i, k] = B[k, j] = 1 in timeÕ(
√ n) using Grover's quantum search algorithm [14] . Buhrman andŠpalek [8] observed that a similar argument can be used to design an efficient outputsensitive quantum algorithm for Boolean matrix multiplication. The idea is to perform a quantum search over the couples (i, j) on top of the Grover search for k. This leads to a quantum algorithm that computes the product AB inÕ(n 3/2 complexity under consideration is the number of queries to the entries of the input matrices A and B). Using the query-efficient triangle finding quantum algorithm by Magniez, Santha and Szegedy [19] and ideas from Lingas [17] , they obtained an algorithm with query complexityÕ(min(n 1.3 ℓ 17/30 , n 2 + n 13/15 ℓ 47/60 )).
Statement of our results and comparison with previous work
In this paper we present new quantum algorithms for Boolean Matrix Multiplication in both the time complexity and the query complexity settings. Our first result is stated in the following theorem. This new algorithm improves the quantum algorithm by Buhrman andŠpalek [8] for any value of ℓ. For example, for ℓ = n 1.2 , the complexity of our algorithm isÕ(n 1.9 ), while the complexity of the latter algorithm isÕ(n 2.1 ). Our quantum algorithm is combinatorial in nature, and is always faster than the standard classical outputsensitive combinatorial algorithm for Boolean matrix multiplication, which has time complexityÕ(nℓ + n 2 ) and uses a standard column-row approach (see [23] and the discussion in [17] ). The best known classical algorithms for output-sensitive Boolean matrix multiplication are based on the Coppersmith-Winograd algorithm: Amossen and Pagh [2] 
The bounds of Theorem 1.2 are illustrated in Figure  1 . Our new quantum algorithm improves the quantum algorithm by Vassilevska Williams and Williams [27] for any value ℓ > 1. For instance, in the case ℓ = n 1.2 , the algorithm of Theorem 1.2 usesÕ(n 1.8 ) queries, while the quantum algorithm from [27] uses O(n 1.98 ) queries. Let us mention that, if ℓ = Θ(n 2 ), then we obtain query complexityÕ(n 2+3/7 ), slightly improving the boundÕ(n 2+13/30 ) from [27] . One may argue that query complexity upper bounds such as the later two bounds are not meaningful since 2n
2 queries are enough to obtain all the entries of the two input matrices. Such a strategy would however a priori require storing all the 2n 2 entries, while ours actually uses a total amount ofÕ(n 9/14 ) bits and qubits of memory (slightly improving theÕ(n 2/3 ) space complexity of the algorithm in [27] ). This situation can also be put in perspective by considering the trade-off Q 2 S = Ω(n 5 ) proved in [16] between the query complexity Q and the space complexity S of any quantum algorithm computing the Boolean matrix product of two n × n matrices.
Overview of our techniques
As far as our query complexity results are concerned, our starting point is a reduction by Vassilevska Williams and Williams from Boolean matrix multiplication to triangle finding [27] . Let us first consider the case where the product C = AB of the two n × n Boolean matrices A and B is dense (i.e., ℓ ≈ n 2 ). The reduction of [27] can be informally described as reducing the computation of C to n 2 instances of the triangle finding problem, each instance being over a graph of size n 1/3 (more precisely, over a tripartite graph with vertex sets (
. By using the quantum algorithm by Magniez, Santha and Szegedy [19] that finds withÕ(n 1.3 ) queries a triangle in a graph of size n, this gives a quantum algorithm for matrix multiplication with query complexityÕ(n 2+13/30 ). Our first idea is that this reduction can be improved by considering tripartite graphs over three sets of unbalanced size. In order to take advantage of this idea, we design a version of the triangle algorithm in [19] tailored especially for such tripartite graphs. By optimizing the parameters, we obtain a reduction from the computation of C to n 2 instances of the triangle finding problem, each instance being over a tripartite graph with vertex sets (
and |K ′ | = n 5/14 , with an overall cost ofÕ(n 2+3/7 ) queries. With some more work we derive a similar algorithm for the output-sensitive case, with complexityÕ(n
In the classical setting, Lingas [17] has showed how Figure 1 : The upper bounds on the query complexity of matrix multiplication given in Theorem 1.2. The horizontal axis represents the logarithm of ℓ with respect to basis n (i.e., the value log n (ℓ)). The vertical axis represents the logarithm of the upper bounds of Theorem 1.2 with respect to basis n.
UŶ
to reduce the output-sensitive computation of a product of two n × n matrices to the output-sensitive computation of products of smaller matrices, at the price of ã O(n 2 )-time additive cost representing preprocessing and postprocessing steps. This strategy was also used in [27] , with the same preprocessing/postprocessing cost, to obtain theÕ(n 2 + n 13/45 ℓ 47/60 )-query quantum algorithm mentioned above. We obtain Theorems 1.1 and 1.2 by constructing a quantum version of Lingas' reduction where both the preprocessing cost and the postprocessing cost are reduced. The products of the resulting smaller matrices are then computed using a simple timeefficient quantum algorithm inspired from the work of Buhrman andŠpalek [8] to obtain Theorem 1.1, and with the query-efficient quantum algorithms described in the previous paragraph to obtain Theorem 1.2. We now describe this strategy in more details, focusing on how to reduce the preprocessing/postprocessing costs.
Suppose that the product C = AB has at most ℓ = r 2 non-zero entries, for some positive integer r. A simple observation is that C cannot have more that r dense rows (where a row is said dense if it contains more than r non-zero entries), and similarly cannot have more than r dense column. We show thatÕ(n 3/2 ) time is enough in the quantum setting to find all the dense rows of A, and all the dense columns of B using quantum search and quantum counting techniques. This improves over theÕ(n 2 )-time classical algorithm used in [17] for this task. By working with these dense rows and columns, the non-zero entries of C that are in a dense row or in a dense column can be computed using two matrix products of a r × n matrix by a n × n matrix.
The second part is to deal with sparse non-zero entries of C, i.e., entries that are not in a dense row or in a dense column. The key idea is that, by applying a random permutation on the rows of A and of the columns of B (and thus on the rows and columns of C), the sparse non-zero entries of C will tend to have few non-zero entries in their neighborhood. By carefully choosing a neighborhood of diameter n r , we can actually ensure that, with high probability, a given sparse nonzero entry of C will not have any other non-zero entry in its neighborhood. This suggests the following strategy, also used in [17] : divide the n rows of A into r blocks, each block containing about n r rows, and "glue together" the rows in each block (by taking the entry-wise logical OR of the rows). We obtain an r×n matrix, constructed from A. Similarly, we obtain an n × r matrix from B, by gluing together columns this time. This reduces the computation of all the sparse non-zero entries of C to the computation of several products of r × n matrices by n × r matrices whenever the "ungluing" operations can be implemented efficiently (since, finally, we want to find the original indexes of non-zero entries in C, not the indexes in the glued version). We show that these ungluing operations can be done efficiently using quantum computation, and that they can be treated as a subroutine into matrix multiplication quantum algorithms, thus removing the need for preprocessing and improving greatly theÕ(n 2 ) additive cost generated by these steps in [17] .
Preliminaries
2.1 Quantum query algorithms and quantum search We assume that the reader is familiar with quantum computation and present briefly the concept of quantum query algorithms. We refer to, e.g., [7, 21] for a more complete treatment. Let us consider a Boolean function f : {1, . . . , n} → {0, 1} that can be accessed through a quantum operation O f defined as follows. For any index i ∈ {1, . . . , n}, any bit b ∈ {0, 1}, and any binary string z ∈ {0, 1} * , the operation O f maps the basis state |i〉|b〉|z〉 to O f |i〉|b〉|z〉 = |i〉|b ⊕ f (i)〉|z〉, where ⊕ denotes the bit parity (i.e., the logical XOR). We say that a quantum algorithm uses k queries to the function f if the operation O f , given as an oracle, is called k times by the algorithm. Note that when a concrete quantum (or classical) procedure implementing the operation O f is available, then a quantum query algorithm gives rise to a quantum algorithm in the usual time complexity setting. This is in particular the case when considering applications of Grover's algorithm to database search [14] , in which the elements in the database are assumed to be accessible in an efficient way (typically at unit cost or in time poly log(n), see [21] for an extensive treatment of quantum database search, including a discussion on the implementation of such quantum random access memories).
We now describe several variants of Grover's search algorithms that we will use in this paper. They can all be obtained by standard probability amplification techniques [5] . The complexity of these algorithms are stated in terms of the number of computational steps, counting each call to O f as one step but also taking in consideration all other steps of the computation. This enables us to deal simultaneously with the time complexity and the query complexity of these algorithms. Our first tool is a quantum search procedure obtained by repeating Grover's standard search a logarithmic number of times, and checking if a solution has been found. This quantum procedure (called Safe Grover Search in [19] ) usesÕ( √ n) computational steps, outputs an index i ∈ {1, . . . , n} such that f (i) = 1 with probability at least 1 − 1/poly(n) if such an index exists, and always rejects if no such index exists. Here poly(n) is a polynomial function of n. Let us write t = |f −1 (1)|. In the case where t > 0 and an integer t ′ such that 0 < t ′ ≤ t is known, a safe version of Grover's algorithm for multiple solutions can be constructed in the same way: the resulting procedure uses O( √ n/t ′ ) computational steps and outputs with probability at least 1 − 1/poly(n) an index i ∈ {1, . . . , n} such that f (i) = 1. By repeating a similar procedure and striking out solutions as soon as they are found, one can find all the indexes i ∈ {1, . . . , n} such that f (i) = 1 with probability at least 1 − 1/poly(n) using
putational steps. We will also use the following quantum counting algorithm from [6] .
Fact 2.1. For any 0 < ε ≤ 1, there exists a quantum algorithm that outputs an estimatet such that |t−t| ≤ εt with probability at least 2/3 using an expected number of computational stepsÕ(
All the above results are robust with respect to composition, in the following sense. If we have a quantum algorithm with complexity C(n) that, for any i ∈ {1, . . . , n}, outputs the value f (i) with probability at least 1 − 1/n c for some large enough constant c, then this algorithm can be used instead of O f (see, e.g, [21] ). By suitable amplification, the same success probabilities as in the above search and counting algorithms can be achieved while the complexity is increased only by a factorÕ(C(n)).
Matrix multiplication in the quantum setting
Let A be an m × n Boolean matrix and B be an n × p Boolean matrix, for any positive integers m, n, p, and let C = AB be their product. Given any i ∈ {1, . . . , m} and any j ∈ {1, . . . , p} such that C[i, j] = 1, a witness for this non-zero entry is defined as an index k ∈ {1, . . . , n} such that
We will suppose that the matrices A and B can be accessed directly by a quantum algorithm, as in [8] . is counted as one query and is the only quantity measured. In the time complexity setting, we will count all the computational steps of the algorithm and assign a cost of one for each call to O A or O B , which corresponds to the cases where quantum access to the inputs A and B can be done at unit cost, for example in a random access model working in quantum superposition. In this paper we say that a quantum algorithm computes the product of a Boolean matrix A by a Boolean matrix B if, when given access to the oracles O A and O B , it outputs with probability at least 2/3 all the non-zero entries of the product AB. All our algo-rithms will also compute one witness for each non-zero entry of AB.
Triangle Finding in Tripartite Graphs
In this section we show how to modify the quantum algorithm for triangle finding by Magniez, Santha and Szegedy [19] to obtain an algorithm specially tailored for tripartite graphs.
We first briefly describe the quantum walk approach to graph collision problems used to solve the triangle finding problem in [19] . Let (V, E) be a (not necessarily tripartite) undirected graph. Given a subset S ⊆ V , a Boolean function f : S m → {0, 1} for m = 1 or m = 2, and a relation C ⊆ S 2 defined using the function f , the collision problem is to find two vertices s 1 and s 2 in S such that (s 1 , s 2 ) ∈ C. For instance, we will use the relation
for some function f : S → {0, 1}, defining a problem called Graph Collision in [19] . The quantum walk approach to these problems associates to each subset 
The checking cost c(h) is the cost of checking, given D(A) for a set A of size h, if there exists two vertices a 1 and a 2 in A such that (a 1 , a 2 ) ∈ C. The techniques developed by Ambainis [1] , which combine Grover search and quantum walks, can then be used to find with high probability two vertices s 1 and s 2 in S such that (s 1 , s 2 ) ∈ C. We will use in this paper the following statement of this fact, see Section 4.1 in [19] and in particular Corollary 4.3. 
While the upper bound of Fact 3.1 will be sufficient for our purpose, let us mention that better upper bounds can be obtained using recent developments on quantum search by quantum walks (see [18] ). We now consider the case of tripartite graphs. Let I, J, K be any three disjoint non-empty sets and E be any subset of (I × J)
is the undirected graph with vertex set I ∪ J ∪ K and edge set E. The triangle finding problem over (I, J, K, E) asks to find three vertices i ∈ I, j ∈ J and k ∈ K such that the three pairs (i, j), (i, k) and (j, k) are in E, if such vertices exist. We state and prove the main result of this section below. 
queries to the adjacency matrix of the graph. Here h is an integer that can be chosen in the set {1, . . . , |I|} freely.
Proof. The algorithm and the proof are similar to the ones in [19] , but are modified to obtain a complexity depending on the parameters |I| and |K|, instead of depending only on the number of vertices |I ∪ J ∪ K| in the whole graph.
Let us define the set of vertices S = I ∪ J, the function f as the adjacency matrix of the subgraph of G induced by S, and the relation
} .
Note that the function f can be evaluated at the cost of one query to the adjacency matrix of G. For any A ⊆ S of size h, we define the database D(A) as the adjacency matrix of the subgraph induced by the subset A. The associated setting cost is s(h) ≤ h 2 and the update cost is u(h) ≤ h. We show below that the checking cost is c(h) =Õ( √ |K| × h 2/3 ). Then, from Fact 3.1, we can find two vertices u and v in S such that (u, v) ∈ C (i.e, such that (u, v) is an edge of some triangle) using
queries, if such vertices exist. A vertex k ∈ K such that (u, v, k) is a triangle can then be found withÕ( √ |K|) additional queries by a safe Grover search.
Let us fix the subset A ⊆ S of size h. The checking procedure for A uses a safe Grover search which applies the algorithm of Fact 3.1 as a subprocedure. Note that, from the definition of D(A), the adjacency matrix of the graph induced by the subset of vertices A can be accessed without any further query. For any fixed vertex k ∈ K, we define the function f k : A → {0, 1} as f k (u) = 1 if and only if (u, k) ∈ E, and the relation 
queries. Using safe Grover search over K on top of this, we can find two vertices u and v in A such that (u, v) ∈ C, if such elements exist, withÕ(
Boolean Matrix Multiplication using Triangle Finding Algorithms
In this section we present query-efficient quantum algorithms for Boolean matrix multiplication by showing a reduction from Boolean matrix multiplication to triangle finding in tripartite graphs, and then applying the results of Section 3.
We start with the following result, which generalizes the reduction from [27] to tripartite graphs, and also deals explicitly with randomized (and quantum) algorithms. For convenience, the statement of the proposition is divided in two parts: in Part (i) an upper bound on the number of non-zero entries in the product is known, and in Part (ii) no such bound is known. Proof. The algorithm and its complexity analysis follow from a generalization of those in [27] . Let us assume that the triangle finding algorithm succeeds with probability at least 1 − 1 (mnp) γ for some large enough constant γ > 0, since the success probability can be amplified using a logarithmic number of repetitions. We also assume, without loss of generality, that the triangle finding algorithm always rejects when the input graph does not contains any triangle (since we can check if the output is really a triangle).
Let us take three disjoint sets I, J, K such that |I| = m, |J| = p and |K| = n, along with three arbitrary bijections π I : I → {1, . . . , m}, π J : J → {1, . . . , p} and π K : K → {1, . . . , n}. We also define the set
The algorithm will work on the tripartite graph G = (I, J, K, E) and successively remove edges from E. , k) is found, the edge (i, j) is immediately removed from E and the pair of indexes (π I (i), π J (j)) is output. This procedure is repeated until the triangle finding subroutine outputs that there is no more triangle in the subgraph induced by I ′ ∪ J ′ ∪ K ′ , at which point the algorithm moves to the next triple (I ′′ , J ′′ , K ′′ ). Let us first suppose that the triangle finding subroutine never errs. In this case the above algorithm finds all edges (i, j) ∈ I ×J taking part in a triangle of the initial graph G, and then outputs all the non-zero entries of the product AB since (i, j, k) is a triangle of G if and 
is at most λ, since an edge (i, j) ∈ I × J taking part in a triangle is removed as soon as it is found. The running time of the algorithm is thus
We now consider the case where the triangle finding subroutine may err (i.e., may fail to output of triangle when the graph contains a triangle). Since the algorithm moves to the next triple (I ′′ , J ′′ , K ′′ ) when no more triangle is found in the subgraph induced by I ′ ∪ J ′ ∪ K ′ , the upper bound on the query complexity of the whole algorithm given above still holds. From our hypothesis on the error probability of the triangle finding algorithm, with high probability the subroutine will not err during the execution of the whole algorithm, in which case all the non-zero entries of AB are output. This concludes the proof of Part (i) of the proposition.
We now prove Part (ii). Starting with i = 1, we run the above algorithm with parameters a i , b i , c i and λ = 2 i , but stop prematurely as soon as 2 i non-zero entries of AB have been found. If at most 2 i − 1 nonzero entries have been found, then we output all these entries and end the algorithm. Otherwise, we continue with i+1. This algorithm outputs with high probability all the non-zero entries of AB and uses
We now combine the results of Proposition 3.1 and Proposition 4.1 to construct quantum algorithms computing the product of an m × n matrix by an n × p matrix. We start with the case where an upper bound on the number of non-zero entries in the product is known, and when m, n, p are large enough. In this situation the parameter h in Proposition 3.1 and the parameters a, b, c in Proposition 4.1 can be optimized relatively easily, as shown in the following proposition. a ∈ {1, . . . , m}, b ∈ {1, . . . , p}, c ∈ {1 , . . . , n} and h ≤ a. Using Proposition 3.1 and Part (i) of Proposition 4.1, we obtain a quantum algorithm computing the product AB with query complexitỹ
We then completely treat the case of outputsensitive multiplication of an m × n matrix by an n × m matrix, and especially show query complexity upper bounds achievable even if no upper bound on the number of non-zero entries in the matrix product is known. • If m ≥ n 9/10 , then
• If m ≤ n 9/10 , then
Proof. Let us first suppose that an upper bound λ on the number of non-zero entries of the product is known. We denote by Q ′ M (n, m, λ) the query complexity of the strategy described below that uses the upper bound λ and computes the matrix product by combining Proposition 3.1 and Part (i) of Proposition 4.1.
We first consider the case m ≥ n 9/10 , and optimize the four parameters a, b, c and h. Since the optimal values depends on λ, we divide the analysis into two cases.
(1) If 1 ≤ λ ≤ m 2 n −9/5 , then we take a = b = ⌈mλ −1/2 ⌉, c = n and h = ⌈n 3/5 ⌉. Since h ≤ a in this case, we can use Propositions 3.1 and 4.1, and obtain a quantum algorithm with query complexity
where the last equality derives from the observation that n 6/5 ≤ mn
also holds:
Then we can use the algorithm of Proposition 4.2, which gives a quantum algorithm with query complexity
We now consider the case m ≤ n 9/10 and again optimize the four parameters a, b, c and h. We divide the analysis into three cases, according to the value of λ. 
where the last equality derives from the observation that 
We can then use Proposition 4.2, which gives a quantum algorithm with query complexity
Finally, we show how to deal with the situation where no upper bound on the number of non-zero entries ℓ in the product is known a priori. Using Part (ii) of Proposition 4.1, we can construct a quantum algorithm computing the product with
queries, which gives the upper bounds claimed.
In particular, we get the following result for multiplication of square matrices.
Corollary 4.1. There exists a quantum algorithm that computes the product of two n × n Boolean matrices usingÕ(n
1.3 √ ℓ) queries if 1 ≤ ℓ ≤ n 1/5 and O(n 9/7 ℓ 4/7 ) queries if n 1/5 ≤ ℓ ≤ n 2 ,
where ℓ denotes the number of non-zero entries of the product.
Finally, we consider another case that we will use in the next section: the product of an m × n matrix by an n × n matrix when the number of non-zero entries in the product at most m 2 . , then we simply add some all-zero rows to the matrix A and use the algorithm for the first case (with m = n 6/17 ). The resulting algorithm has query complexityÕ(n 6/7 n 6×11/(17×7) ) =Õ(n 24/17 ).
Exploiting the Sparsity of the Output Matrix
This section describes how to use ideas by Lingas [17] to improve both the quantum algorithm by Buhrman anď Spalek [8] and our new quantum algorithm described in Theorem 4.1, and then obtain Theorems 1.1 and 1.2. Let n be a positive integer, C be an n × n Boolean matrix and r be a positive integer such that r ≤ n. We start with a simple but crucial definition, following the work in [17] .
Definition 5.1. We say that a row or a column of C is r-sparse if the number of non-zero entries in it is at most r. Otherwise we say that the row or the column is r-dense. We say that an entry of C is r-sparse if both its row and its column are r-sparse. Otherwise we say that the entry is r-dense.
We now partition the set of rows and columns of C intor blocks for some valuer = Θ(r), each block being of size O(n/r), and define a function τ : {1, . . . , n} → {1, . . . ,r} such that τ (i) is the index of the block containing the i-th row or column. This is done as follows. Let us taker = ⌈n/⌈ n 5r ⌉⌉ and define subsets S 1 , . . . , Sr of {1, . . . , n} in the following way: 
The following lemma, adapted from Lemma 2 in [17] , shows that by randomly permuting the rows and the columns of C, with high probability there will be no other non-zero entry in the subarray containing a given r-sparse non-zero entry of C. 
Proof. For n = 1 the statement is trivial, so we suppose hereafter that n ≥ 2. The probability that there exists another index
Similarly, the probability that there exists another index
is at most 2/5. Finally, the probability that there exist indexes (i 2 , j 2 ) with i 2 ̸ = i 1 and
The statement of the lemma then follows from the union bound.
Let σ be any permutation of the set {1, . . . , n} and let ∨ denote the logical OR. Given two n × n Boolean matrices A and B, we define A σ,r row as ther × n matrix obtained by gluing together the rows of A that are in the same block:
for each i ′ ∈ {1, . . . ,r} and each j ∈ {1, . . . , n}. We define B σ,r col as the n ×r matrix obtained by gluing together the columns of B that are in the same block:
for each i ∈ {1, . . . , n} and each j ′ ∈ {1, . . . ,r}. We present, in Figure 2 , an algorithm denoted FindSparseEntries(n, r) that uses these notions to compute all the r-sparse non-zero entries of the product AB, when AB is known to have at most r 2 non-zero entries. This algorithm is similar to the algorithm used in [17] , but is modified in view of its implementation as a quantum algorithm.
The following proposition states the correctness of Algorithm FindSparseEntries(n, r). Its proof is inspired by Lemma 3 and Lemma 5 in [17] .
Algorithm FindSparseEntries(n, r) % n and r are two positive integers such that r ≤ n input: two n × n Boolean matrices A and B such that AB has at most r 2 non-zero entries output: a set of non-zero entries of the product AB including all r-sparse non-zero entries 1 repeat the following procedure ⌈51 log n⌉ times: 
Observe that, if the indexes i and j found at Steps 5 and 6 can be written as i = σ(i 2 ) and j = σ(j 2 ) for some indexes
′ . By Lemma 5.1, we know that with probability at least 1/25 over the choice of σ this cannot happen, in which case the indexes i and j found at Steps 5 and 6 are necessarily σ(i 1 ) and σ(j 1 ), respectively, and indexes (i 1 , j 1 ) are output by the algorithm. With probability at least 1 − (24/25) ⌈51 log n⌉ ≥ 1 − 1/n 3 this case will happen at least once during the ⌈51 log n⌉ iterations of the procedure of Steps 2-7. By the union bound we conclude that with high probability all the r-sparse non-zero entries of C are output by Algorithm FindSparseEntries(n, r).
We now discuss the complexity of Algorithm FindSparseEntries(n, r). 
and query complexitỹ
Proof. We present two different strategies to implement Algorithm FindSparseEntries(n, r) on a quantum computer. A first strategy is to start by computing all the entries of the matrices A √ n r ) time (and with the same amount of queries), as described in the previous paragraph, the overall time and query complexities of the computation of C ′ are respectivelyÕ( r, n) ). Finally, the searches of the loop at Steps 4-7 can be implemented with total time and query complexityÕ(r 2 × √ n r ) =Õ(r 3/2 √ n). Note that the time complexity bound in the statement of the theorem includes an additive factorÕ(n) for the cost of dealing with the permutation σ.
Proposition 5.1 and Theorem 5.1 showed how to find all the r-sparse non-zero entries of the product C = AB. The next step is, as in [17] , to deal with the r-dense non-zero entries. Notice that if C has at most r 2 entries, then the number of its r-dense rows is at most r. Similarly, the number of its r-dense columns is at most r. In the following proposition we show that there exists a quantum algorithm that outputs the indexes of all r-dense rows and columns in timeÕ(n 3/2 ). Proof. We only describe how to find the set S row , since the set S col can be found in the same way. Remember that, for any i, j ∈ {1, . . . , n}, deciding whether C[i, j] = 1 can be done by safe Grover search in timeÕ( √ n). We first describe a quantum procedure for estimating the number of non-zero entries in a fixed row of C, for example the i-th row. We use the quantum counting algorithm of Fact 2.1 with parameter ε = 1/3 and with f being the function such that f (j) = C[i, j] for any j ∈ {1, . . . , n}. Each call to f is implemented using the safe Grover search of the previous paragraph, and we always stop (possibly prematurely) the counting algorithm after c √ n/r steps, for some large enough constant c. If the counting algorithm outputs an estimatẽ t such thatt ≥ r/2, we decide that the row is 'good'. Otherwise (and especially if the counting algorithm is stopped prematurely), we decide that the row is 'bad'. We repeat this test a logarithmic number of times and finally classify the row as good or bad based on the majority of the decisions made. The time complexity of this procedure is thenÕ( √ n/r × √ n) =Õ(n/ √ r). In the case where the i-th row is r-dense, the row is classified as good with probability at least 1 − 1/poly(n) for some polynomial poly(·), since for each test the estimatẽ t output by the counting algorithm satisfies the inequalityt ≥ r − r/3 > r/2 with probability at least 2/3. In the case where the i-the row is r/3-sparse, the row is classified as bad with probability at least 1 − 1/poly(n), since for each test the counting algorithm either stops prematurely or outputs with probability at least 2/3 an estimatet such thatt ≤ r/3 + r/9 < r/2.
Our quantum algorithm performs 3r successive quantum searches to find good rows of C, using the above procedure to decide if a row is good or not. Note that there are at most 3r rows that are r/3-dense. The search will thus output a set S row of size |S row | ≤ 3r such that, with high probability, all r-dense rows have their index in S row . The global time complexity of the algorithm isÕ(
We now put the results of this section together and prove the following theorem.
Theorem 5.2. Let T 2 (n, r) and Q 2 (n, r) be respectively the time complexity and the query complexity of Algorithm FindSparseEntries(n, r). Suppose that there exists a quantum algorithm that, given an m×n Boolean matrix and an n × n Boolean matrix such that the number of non-zero entries in their product is at most m 2 , computes their product with time complexity T 3 (m, n) and query complexity Q 3 (m, n). Then there exists a quantum algorithm that computes the product of two n × n Boolean matrices with time complexitỹ
where ℓ denotes the number of non-zero entries in the product, and query complexitỹ
Proof. Let A and B be two n × n Boolean matrices such that their product C = AB has ℓ non-zero entries.
We first consider the case where an upper bound λ ≥ ℓ is known. Let us write t = ⌈ √ λ⌉. We first use Algorithm FindSparseEntries(n, t) to find, with high probability, all the t-sparse entries of C. Next, we use the algorithm of Proposition 5.2 to find, with high probability and inÕ(n 3/2 ) time, a superset S row of all the indexes of the t-dense rows of A, and a superset S col of all the indexes of the t-dense columns of B. We then consider the submatrix A * of A consisting of all the rows of A with indexes in S row , and the submatrix B * of B consisting of all the columns of B with indexes in S col . Note that each t-dense entry of C corresponds to either one entry in A * B or one entry in AB * (or in (B * ) T A T , by taking the transpose). All the t-dense entries of C can thus be obtained by computing the product of an |S row | × n matrix by an n × n matrix, and the product of an |S col | × n matrix by an n × n matrix. Since |S row | ≤ 3t and |S col | ≤ 3t, each multiplication can be done in T 3 (3t, n) time and with Q 3 (3t, n) queries. The overall cost is thenÕ(n 3/2 + T 2 (n, t) + T 3 (3t, n)) time andÕ(n 3/2 + Q 2 (n, t) + Q 3 (3t, n)) queries. When no upper bound on the number of non-zero entries ℓ is available, we use the following strategy. We start with i = 1, run the above algorithm with λ = 2 i , but stop prematurely as soon as 2 i non-zero entries of AB have been found. If at most 2 i − 1 non-zero entries have been found, then we output all these entries and end the algorithm. Otherwise, we continue with i + 1. This algorithm has time and query complexities as claimed in the statement of the theorem. n), corresponding to the straightforward strategy in which, for each (i, j) ∈ {1, . . . , m} × {1, . . . , m}, a safe Grover search is used to search for a witness k ∈ {1, . . . , n}. Computing the product of an m × n matrix by an n × n matrix such that the number of non-zero entries in their product is at most m 2 can be done in time T 3 (m, n) =Õ(m 3/2 n) in the following way. All the indexes (i, j) For any value λ ≥ 1, we put all the above observations together and obtain the following bounds (see also Figure 1 .2 for a useful visual support): 
