In the early 1960s, few neuroscientists attempted to model brain function using mathematics. Computers were slow and expensive, so numerical approximations of complex phenomena were out of reach in most cases, and scientists resorted primarily to analytical representations of simpler processes. The study of circuits was not new to Walter J. Freeman. He had started his education studying engineering at MIT (transferring later to the University of Chicago to study English) and was a radio operator in WWII. When he returned from his service, he enrolled in medical school at Yale, where he did his dissertation research under John Fulton. While a postdoc at UCLA in neuropsychiatry, Freeman began to study responses of the olfactory system to shock stimuli. His engineering background and persistent nature led him to the first computational analysis of the olfactory system as a young assistant professor at UC Berkeley. This work carried him from characterizing oscillatory impulse responses and dipole fields within olfactory paleocortical areas in 1959 and the early 1960s to large-scale models of perceptual processing up until the time of his death in April of 2016. Along the way, he was a pioneer in neural networks, introduced the use of nonlinear dynamical systems and chaos theory to study and describe neural systems, and mentored countless scientists worldwide. This work, conducted over 55 years at UC Berkeley, engaged physiologists, physicists, physicians, computer scientists, and philosophers.
Freeman's legacy is multifaceted, covering six decades, nine monographs, and more than 400 papers (see http:// massaction.berkeley.edu for a full catalog of papers). His persistence, together with the contribution of many of his colleages, has helped the field of neural oscillations to ''come of age '' (Buzsá ki and Freeman, 2015) .
A short chronology of papers reveals one of the first, if not the first, published computational treatments of a cortical oscillation (Freeman, 1962 Freeman's models and mathematical descriptions of cortical systems were based on the idea that populations of neurons influence one another and that this influence can be measured, quantified, and represented by differential equations, which form the foundation for the Freeman-Katchalsky (K) model (Freeman, 1975) . This modeling approach encompasses deeply structured, multilayer neurodynamics, starting from microscopic cellular mechanisms, through mesoscopic population dynamics, to the macroscopic level, corresponding to hemisphere-wide brain functions and processes. Key to these models is the equation representing the transformation of analog input, in the form of inhibitory or excitatory postsynaptic potentials, to spiking output at the population level, the asymmetric sigmoid nonlinearity or K0 set (Freeman, 1975) . Cortical states could then be represented by the slope and inflection point of the sigmoid, which varied with different states of consciousness (deep anesthesia, light anesthesia, waking), producing different slopes in the experimental curves (low to high, respectively). When the slope is steep, the gain is high and fewer neurons are needed to produce a state transition, suggesting that the system can have a richer repertoire of states.
Stability analysis using systems control theory allowed Freeman to make predictions about the system, many of which have been shown to be correct over the intervening decades. Several predictions regarding the olfactory bulb circuit and its connections with higher-order areas are notable, because they violated then-current assumptions about neural circuits.
It had been assumed since the time of Cajal that mutual excitation or mutual inhibition in cortical circuits would make a system unstable, leading to runaway excitation. Freeman found that both mutual excitation and mutual inhibition were necessary in order to adequately fit his model equations to olfactory bulb unit and LFP responses to shock stimuli to the olfactory tract. The reason the system does not succumb to runaway excitation is that that the refractory period of neurons serves to stabilize the system at the population level, providing just enough of a brake on the system to keep it away from this instability. (Walter related a story in which he presented his work on mutual excitation at a meeting where Lorente de Nó was in the audience. He had the opportunity to discuss these connections with the master, who had also found evidence for connections between excitatory cortical neurons but was originally dissuaded from publishing by his mentor, Cajal.) Both of these predictions were borne out 20-30 years after Freeman made them from his models by Schoppa, Westbrook, Shipley, Isaacson, and others.
Freeman's careful systems-level analysis of olfactory bulb responses to shock stimuli to the olfactory nerve demanded that GABAergic interneurons in the glomerular layer excite one another. This idea was soundly derided in the olfactory community, but in 1995, the Wollf lab in collaboration with Freeman showed that Walter J. Freeman subpopulations of GABAergic neurons in the glomerular layer accumulate chloride, supporting the possibility that some GABAergic cells could be excited by GABA. More recently, 40 years after the model was published, excitatory action of a subpopulation of periglomerular cells has been elaborated and linked to the reversed chloride gradient, among other factors, by Parsa and colleagues in the Vijayaraghavan lab.
It was commonly accepted and still is to some extent that large events in the EEG, such as seizures, are a symptom of runaway excitation. Thus, the focus of research into pharmacological treatments of seizures has been on excitation. Freeman's modeling suggested that excitatory and inhibitory effects in olfactory bulb neural populations were so interdependent that a strong increase in inhibition could produce large synchronized IPSPs supporting petit mal spikes in the olfactory bulb. Stimulating the lateral olfactory tract (connecting the olfactory bulb with other cortical areas) can reliably kindle seizures in the olfactory and limbic areas. Stripling and Patneau showed in a conference presentation in 1990 that stimulating the top-down pathway from other cortical areas to the olfactory bulb was responsible for known kindling effects on the olfactory system; stimulating the feedforward pathway did not induce seizures or kindling. Most of the synapses in the top-down pathway have excitatory action onto granule cells. This means that stimulating this pathway activates the GABAergic granule cells, which produces synchronous iPSPs onto mitral and tufted cells.
These examples illustrate the power of Freeman's approach to treating neural populations as entities that produce emergent actions. That he was able to predict the existence of connections and actions from his models illustrates their explanatory power.
In the early 1980s, advances in digital recording technology, decreases in cost, and increases in the availability of microcomputers allowed Freeman to address questions in ways that until then had been unfeasible. He placed arrays of large numbers of electrodes on the surface of the rabbit olfactory bulb and recorded the ECoG during odor sampling in response to passively presented and conditioned odorants. He showed that the olfactory bulb, and later the olfactory, visual, auditory, and somatosensory cortices, produces meaning-dependent cortical states represented by an amplitude-modulated (AM) pattern of a strongly coherent LFP oscillation across an array of 64 electrodes. These patterns are represented by activity in the 20-100 Hz frequency band during a single sniff or sensory epoch. The patterns drift over time as subjects gain experience, and they can change significantly when new associations with the same or a different stimulus are formed. When Freeman saw this, he realized that brains construct their own meaning internally. Furthermore, all new experiences and associations affect what is already known, even at very early stages in cortical processing, as was subsequently shown even at the single-cell level. Olfactory bulb mitral and tufted cells that receive direct input from sensory receptors in the nose express in their firing rates more what a rat is doing and what the odor means than what the odor is (Kay and Laurent, 1999) . AM patterns manifest highly synchronous dynamics, while transitions correspond to desynchronization. Because of this, Freeman called the cortex a bistable system, switching between a coherent transmitting phase and a non-coherent receiving phase. The generative and aperiodic features Freeman found in neural systems are some of the hallmarks of chaotic systems, which led him to claim that cortical systems are chaotic. This point of view led Freeman back to philosophy and to the examination of preconceptions about knowledge and perception. Beginning with his work with Christine Skarda, most famously in their BBS article in 1987, he took a stance against representationalism in a time when neuroscientists were furiously finding cells that represented things in brains. It was in philosophy where he found thinkers willing to rigorously challenge cognitive assumptions.
Freeman's modeling work, based on K sets, allowed him to move beyond explanations of cortical responses to shock stimuli to spontaneous and perceptionrelated cortical activity across the olfactory system. The crux of the K model is the asymmetric sigmoid function described before (Freeman, 1975 ), which defines the lowest level of the hierarchy called K0 sets, with input to output mapping without feedback in neural populations. The next level is the KI set of mutually excitatory or inhibitory neural populations of tens of thousands of neurons, which can maintain a non-zero background activity. The KII set represents interacting excitatory and inhibitory populations in cortical micro-columns with positive and negative feedback. KII is the source of narrow-band gamma oscillations, which have been documented in the isolated olfactory bulb. KIII sets are formed by several interacting KII sets and serve as a model of sensory systems, like olfaction, in which case the interacting KII sets include the olfactory bulb, anterior olfactory nucleus, and prepyriform cortex. Through the competition of interacting KII sets with incommensurate frequencies, KIII sets produce complex oscillations such as spatiotemporal chaos. The highest level is the KIV set, connecting several KIII sets. The large-scale KIV model describes intentional neurodynamics, manifested in intermittent periods of synchronization, interrupted by brief periods of rapid desynchronization, where internal intentional states organize perception through top-down inputs.
Intermittency is at the foundation of Freeman's cinematographic (or cinematic) hypothesis, in which alternating periods of momentarily stable spatially coherent patterns of activity represent stable perceptual or motor states, which update with the theta or respiratory frequency, depending on the brain circuit. During spatially coherent events, the phase dispersion between channels is low. However, the phase exhibits perturbations originating at seed points of space and time, which Freeman called phase cones. Such phase cones manifest spreading events, in which the origin of incipient changes in the olfactory bulb from sniff to sniff or the neocortex from frame to frame is random. State transitions are indicated by disruptions of the coherent phase patterns that occur during each stable window, which Freeman described by adopting early the Hilbert transform for EEG analysis. The phase dispersion can be viewed as a singularity that erases the previous AM pattern and provides the opportunity for the formation of the new AM pattern (Kozma and Freeman, 2016) .
