In computer aided geometric design a polynomial is usually represented in Bernstein form. The de Casteljau algorithm is the most well-known algorithm for evaluating a polynomial in this form. Evaluation via the de Casteljau algorithm has relative forward error proportional to the condition number of evaluation. However, for a particular family of polynomials, a curious phenomenon occurs: the observed error is much smaller than the expected error bound. We examine this family and prove a much stronger error bound than the one that applies to the general case. Then we provide a few examples to demonstrate the difference in rounding.
Introduction
In computer aided geometric design, polynomials are usually expressed in Bernstein form. Polynomials in this form are usually evaluated by the de Casteljau algorithm. This algorithm has a round-off error bound which grows only linearly with degree, even though the number of arithmetic operations grows quadratically. The Bernstein basis is optimally suited ([FR87, DP15, MP05]) for polynomial evaluation. Nevertheless the de Casteljau algorithm returns results arbitrarily less accurate than the working precision u when evaluating p(s) is ill-conditioned. The relative accuracy of the computed evaluation with the de Casteljau algorithm (DeCasteljau) satisfies ( [MP99] ) the following a priori bound: As we can see in Figure 1 .1, one of these is not like the others. Evaluation of both u(s) and w(s) produces relative forward error very close to the a prior bound 1 . However, the observed relative error when evaluating v(s) is significantly lower than expected. As we'll explore in Section 3, v(s) belongs to a family of polynomials that the de Casteljau method can evaluate with a significantly higher level of accuracy than expected. Notice that
in particular, the Bernstein coefficients are powers of 2 (up to sign). The aforementioned family of polynomials contains any of the form
Polynomials in this family have coefficients that can be represented exactly (i.e. with no round-off). The paper is organized as follows. Section 2 establishes notation for error analysis with floating point operations and reviews the de Casteljau algorithm. In Section 3, the lowered error bound is proved for polynomials in the special family and numerical experiments compare observed relative error to the newly improved bound. Finally, in Section 4 we comment on the impact that this lowered bound makes on comparisons between the de Casteljau algorithm and the VS algorithm.
Basic notation and results

Floating Point and Forward Error Analysis
We assume all floating point operations obey
where ∈ {⊕, , ⊗, }, • ∈ {+, −, ×, ÷} and |δ 1 | , |δ 2 | ≤ u. The symbol u is the unit round-off and is a floating point operation, e.g. a ⊕ b = fl (a + b). (For IEEE-754 floating point double precision, u = 2 −53 .) We denote the computed result of α ∈ R in floating point arithmetic by α or fl (α) and use F as the set of all floating point numbers (see [Hig02] for more details). Following [Hig02] , we will use the following classic properties in error analysis.
If
Theorem 2.1. In the absence of overflow or underflow, for a, b, −2
Bernstein Basis and de Casteljau Algorithm
A polynomial written in the Bernstein basis is of the form
where 
Algorithm 2.1 de Casteljau algorithm for polynomial evaluation.
end for end for result = b 
(2.6)
Proof. See Appendix A.
Improved Bound
We seek to analyze our family of polynomials of the form:
When written in the Bernstein basis, p(s) has coefficients that satisfy
In a finite precision binary arithmetic, (3.2) will hold exactly (i.e. with no round-off) until overflow or underflow makes it impossible to represent b j in the given arithmetic (the mantissa will always be the same but the sign and exponent will change). This useful property remains true for the intermediate terms computed by the de Casteljau method:
Remarkably, this also holds true for the computed values: b
Thus, for such p(s), we only need compute b
Theorem 3.1. For a polynomial of the form
the relative accuracy of the computed evaluation with the de Casteljau algorithm satisfies the following a priori bound:
where
Proof. Let r = 1 − s and r = 1 s. For k < n,
Note that this can be written as b
where the round-off term satisfies |E| ≤ (r + 2 t s) γ 3 for s ∈ [0, 1]. Hence we write b
Dividing this by b
(3.14)
Hence our relative error can be bound by
as desired. As can be seen in the figure, the observed errors closely match the improved bound and are significantly smaller than the naïve bound. What's more, the actual error is still useful (i.e. less than O (1)) when the condition number becomes very large.
Implications
In [DP15] , the de Casteljau algorithm is compared to the VS algorithm ([SV86]) along with a few other methods. The VS algorithm relies on two transformations of p(s) = n j=0 b j (1−s) n−j s j using σ 1 = (1−s)/s and σ 2 = s/(1 − s):
See Appendix B for more details on the VS algorithm, in particular Algorithm B.1 which describes the method and Theorem B.1 which provides an error bound. . In addition, we have included a dotted line marking the a prior error bound for each point of evaluation. Viewing the errors for f (s) and g(s), there is no qualitative difference between the de Casteljau algorithm and the VS algorithm, so the authors use h(s) as the tiebreaker to conclude the algorithm with a good behavior everywhere is the de Casteljau algorithm.
i.e. it is a member of our special family of polynomials with b 0 = 2 −20 , n = 20, t = 0. This gives the de Casteljau algorithm an unfair advantage over the VS algorithm in a test case that is not representative of general polynomials.
Given the quadratic growth in the number of arithmetic operations performed in the de Casteljau algorithm, an alternative with linear growth (i.e. the VS method) should not be discounted if it produces similar results. The special family of polynomials explored here explains why the de Casteljau algorithm performs so much better than the VS method and shows that such polynomials are not indicative of the accuracy of the two methods relative to one another.
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A Proof Details
Proof of Theorem 2.2. When using the de Casteljau method, we have b
= b j and for k = n−1, . . . , 0 and j = 0, . . . , k:
This means that b
Hence we have
as desired. Note that this differs from the bound given in [MP99] , Corollary 3.2 because the authors don't consider the round-off when computing r.
B VS Algorithm
In [SV86] , a modified form of Horner's method is described for evaluating a polynomial in Bernstein form. Following (4.1), the algorithm applies Horner's method to the scaled Bernstein coefficients with an input related to s:
Algorithm B.1 VS algorithm for polynomial evaluation.
This has the benefit of using a linear number of floating point operations, as compared to the de Casteljau method, which uses a quadratic number of floating point operations. Proof. Since the algorithm has two branches depending on s ≥ 1/2, we have to make a few distinctions throughout. However, most arguments apply to both branches of the algorithm. The following analysis assumes that there is no round-off introduced by the computation of binomial coefficients. For n ≤ 56, n k can be represented exactly in IEEE-754 floating point double precision for all k but 57 25 is the "first" binomial coefficient that must be rounded.
In either case, computing σ = (1 s) s or σ = s (1 s) requires two floating point operations, so σ = σ (1 + θ 2 ). This round-off factor contributes to 2n of the 5n (or 6n) in the coefficient of p(s).
When s < 1/2, we apply Horner's method to the scaled Bernstein coefficients, however when s ≥ 1/2 we reverse the order before performing Horner's method. As a result, we refer to c k and c k instead of b k and b k . In the s < 1/2 case, c k = b k and in the other c k = b n−k . When computing p(s), we start with p n = c n and then for k = n − 1, . . . , 0:
This means that
so that 4 :
The coefficients γ 5n and γ 6n differ from γ 4n in [DP09] (Theorem 4.2) because the authors don't account for the multiplication by n k in computing the scaled Bernstein coefficients or the round-off in 1 s when computing (1 − s) n . 4 We could ignore round-off from the multiplication by n 0 , but we don't. as desired.
