Abstract. We deal with k-out-regular directed multigraphs with loops (called simply digraphs). The edges of such a digraph can be colored by elements of some fixed k-element set in such a way that outgoing edges of every vertex have different colors. Such a coloring corresponds naturally to an automaton. The road coloring theorem states that every primitive digraph has a synchronizing coloring. In the present paper we study how many synchronizing colorings can exist for a digraph with n vertices. We performed an extensive experimental investigation of digraphs with small number of vertices. This was done by using our dedicated algorithm exhaustively enumerating all small digraphs. We also present a series of digraphs whose fraction of synchronizing colorings is equal to 1 − 1/k d , for every d ≥ 1 and the number of vertices large enough. On the basis of our results we state several conjectures and open problems. In particular, we conjecture that 1 − 1/k is the smallest possible fraction of synchronizing colorings, except for a single exceptional example on 6 vertices for k = 2.
Introduction
Throughout the paper we deal with directed multigraphs G = V, E of a fixed out-degree k with loops, where V is a finite set of n vertices and E is a finite multiset of edges. For each v ∈ V there are exactly k outgoing edges (v, w) ∈ E. These are simply called digraphs throughout the paper. For every vertex v ∈ V of a digraph G, the k outgoing edges can be colored differently by one of the k colors from a finite set Σ, giving raise to a deterministic finite (semi)automaton A = V, Σ, δ with the set of states V , the alphabet Σ, and the transition function δ, where δ(v, a) = w whenever an edge (v, w) ∈ E was colored by a. Every such automaton A is called a coloring of the digraph G. Thus we identify automata with colorings of their underlying digraphs. We extend the transition function δ : V × Σ → V to δ : 2 V × Σ * → 2 V on subsets and words in the natural way. For δ(S, w), where S ⊆ V and w ∈ Σ * , we also write shortly Sw. Automaton A is called synchronizing if there exist a word w and a state p such that for every state q ∈ Q we have δ(q, w) = p. Such a word w is called reset (or synchronizing) word for A . The length of the shortest synchronizing word of A is called reset threshold and is denoted by rt(A ). Recent surveys of the theory of synchronizing automata may be found in [11, 20] .
Call a digraph primitive (or aperiodic) if it is strongly connected and the gcd of all its cycles is equal to 1. It is easy to show that an underlying digraph of a synchronizing automaton is primitive. In 1977 Adler, Goodwyn and Weiss conjectured [1] that every primitive digraph has a synchronizing coloring. This conjecture became widely known as the road coloring problem. It was arguably one of the most important conjectures in automata theory until it was finally proved by Trahtman in 2007 [18] . One of the goals of the present paper is to find the right quantitative formulation of the road coloring theorem.
Another part of our motivation comes from the algorithmic issues related to the road coloring problem. How to find a synchronizing coloring of a given digraph? A non-trivial algorithm working in time O(kn 2 ) is known for this task [3] . On the other hand, M.-P. Béal suggested during her talk at CANT 2012 that a random sampling of colorings in a search for a synchronizing one may lead to a simple and practically effective algorithm for the problem. Since one can check whether a coloring is synchronizing in O(kn 2 ) time, it remains to show that a random coloring is synchronizing with high probability. In our research we were partially motivated by this observation.
There are other computational problems related to the synchronizing colorings of digraphs, such as deciding existence of a synchronizing coloring for a fixed reset word [21] , or for a fixed reset threshold [16] . Also, several open problems concerning synchronizing automata and the road coloring problem have been stated by M.V. Volkov [19] .
For a given k-out-regular digraph G with n vertices, the synchronizing ratio is the number of synchronizing colorings to the number (k!) n of all possible colorings. Note that we distinguish edges of G, i.e. two colorings are the same if all edges have the same color. Therefore, there is always exactly (k!) n different colorings of G. A digraph G is totally synchronizing if its synchronizing ratio of G is equal to 1.
In this paper we perform an experimental and theoretical study on the synchronizing ratio of digraphs. Our main contributions are as follows:
2. Using the algorithm, we performed extensive experiments revealing various phenomena concerning the synchronizing ratio. These provide evidence to state several conjectures and form a basis for further investigation. 3. We found out that for small n and k there are no primitive strongly connected digraphs with synchronizing ratio less than 1−1/k, except for a single particular example for n = 6 and k = 2. 4. We constructed digraphs with synchronizing ratio 1 − 1/k d , for every d ≥ 1 and n ≥ 3d. This shows that there are many examples with different synchronizing ratio in the range [ 
General Statements
A strongly connected component S of a digraph G = V, E is called a sink component if there are no edges going from S to V \ S. It is reachable if for any vertex v ∈ V there is a directed path from v to a vertex in S. Proposition 1. If a digraph G has a synchronizing coloring then it has a unique reachable sink component S. Furthermore, the synchronizing ratio of G is equal to the synchronizing ratio of the digraph induced by S.
Proof. The proof of the first statement belongs to folklore. It is not hard to see that an arbitrary coloring A of digraph G is synchronizing if and only if the subautomaton A ′ induced by the sink component S is synchronizing. Therefore, the set of all colorings of G can be divided into groups of equal size, each group containing the colorings with the same induced subcoloring of S. Since colorings from each group are altogether synchronizing or non-synchronizing, we obtain that the synchronizing ratio of G is equal to the synchronizing ratio of the digraph induced by S.
⊓ ⊔
Since a one-vertex digraph is totally synchronizing we have the following corollary: Corollary 1. A digraph with a sink state is either totally synchronizing or none of its colorings is synchronizing.
Due to Proposition 1 the study of synchronizing ratios and totally synchronizing digraphs can be reduced to the case of strongly connected digraphs. Surprisingly, the underlying digraphs of several automata presented in the literature appear to be totally synchronizing. One important example of such a digraph is well known to the community, see for example [19] . Recall that theČerný automaton C n ( [6] ) can be defined as {0, . . . , n − 1}, {a, b}, δ , where δ(i, a) = i + 1 for i < n − 1, δ(n − 1, a) = 0, δ(n − 1, b) = 0, and δ(i, b) = i for i < n − 1. The proof of the following folklore result has not yet appeared in the literature.
Proposition 2. The underlying digraph of C n is totally synchronizing.
Proof. Let C ′ n be an arbitrary coloring of the underlying digraph of C n . It is well known that an automaton is synchronizing if and only if every pair of states i, j is synchronizing, i.e. there is a word w such that iw = jw (see [6] , or [20, Proposition 2.1]).
We will show that any pair of states (i, j) of C ′ n satisfy this condition. Let d(i, j) be the length of the shortest path from i to j. We will proceed by induction on d(i, j). Consider a pair (i, j); without loss of generality we may assume that
If j = n − 1 then let y be the letter on the edge from i to i + 1. We apply y so (iy, jy) = (i + 1, 0), and
Consider the case j = n − 1. Let x be the letter on the loop on the state j. If i < n − 1 then let y be the letter on the edge from i to i + 1; otherwise
Otherwise we apply the letter y, and in the same manner consider the pair (iy, jy)
. Following in this way, after at most n − 1 − i steps, we will reach a pair (n − 1, k).
Underlying digraphs of many other automata that appeared in literature are also totally synchronizing. In a similar fashion one can show that the underlying digraphs of the series of slowly synchronizing automata (see [2, 13] ) are totally synchronizing. Also, almost all presented examples of automata with two cycle lengths have this property [9] .
For the sake of completeness we mention the following notions from related topics. A word w is called totally synchronizing if w is a reset word for any coloring of totally synchronizing digraph G. See [5] for an analysis of totally synchronizing digraphs and words in some special classes of digraphs. A word over an alphabet Σ is called n-synchronizing if it is a reset word for all synchronizing automata with n + 1 states over the alphabet Σ. See [7] for the introduction to the topic.
Experimental Investigation of Digraphs
We performed a series of experiments to reveal some properties of the synchronizing ratio of digraphs. These include both exhaustive enumeration of small digraphs and larger random digraphs. We are interested mostly in primitive strongly connected digraphs (cf. Proposition 1). In the case of exhaustive enumeration we checked the synchronizing ratio of all nonisomorphic k-out-regular digraphs with a given n vertices.
Algorithms
To check as many cases as possible and obtain a large data set, we needed to design and implement our algorithms carefully. This is especially important during the exhaustive search, since the number of digraphs grows very fast with n and k. Here we briefly describe our algorithms, skipping numerous technical improvements and tricks in the implementation. Some of our ideas are based on [12] , where theČerný conjecture was verified by an exhaustive enumeration for all binary automata up to n ≤ 11 states.
To determine the synchronizing ratio of a digraph, we can just enumerate all its colorings and count the synchronizing ones. Checking whether a coloring (automaton) is synchronizing can be easily done in O(kn 2 ) time [6, 8] . Note that in many cases, some colorings give rise to the same particular automaton (e.g. if there are are two or more parallel edges (v, w) then we can permute its colors obtaining the same automaton). Also, every coloring has k! equivalent colorings obtained only by permuting the colors. Using these facts we could greatly reduce the total number of really checked colorings for synchronization.
Checking whether a digraph is strongly connected and the gcd of its cycles is 1 can be effectively done in O(kn) time basing on the algorithms from [17] and [10] , respectively. Now, computing the synchronizing ratios of a set of random digraphs follows easily, and we can proceed this in parallel on a grid. However, in an exhaustive enumeration, the number of digraphs grows very fast in terms of n and k (see Table 2 ), and the main problem was to deal with it.
Algorithm 1 Exhaustive checking of digraphs.
Require: n -the number of vertices (states) Require: k -the out-degree (size of the alphabet) 1: Gn ← the set of all simple graphs with n vertices. 2: for all simple graphs G ∈ Gn do ⊲ In parallel 3:
CanSet ← EmptySet 4:
for all digraphs D n,k with underlying graph G do ⊲ Orient and multiply the edges of G, and add loops 5:
if D n,k is primitive then 6:
if R n,k ∈ CanSet then 8:
CanSet .insert(R n,k ) 9:
Count synchronizing colorings of R n,k . 10:
end
Our algorithm for exhaustive checking of digraphs is summarized in Algorithm 1. First, in line 1, we generate all nonisomorphic simple graphs with n vertices. A simple graph is a graph with undirected edges joining two distinct vertices. This can be done effectively by the algorithm from [14] , implemented in package nauty. Now, we can process each such a simple graph in parallel. In line 4, for every simple graph G we orient and multiply its edges so that there are at most k outgoing edges for each vertex. Then we interpret the missing edges as loops. Clearly, an isomorphic copy of every digraph can be obtained in this way from its underlying simple graph, and the digraphs obtained from two nonisomorphic simple graphs are also nonisomorphic. We can, however, obtain isomorphic digraphs from the same simple graph. In line 5 we skip non-strongly connected and non-primitive digraphs. In line 6 we compute the canonical representation of a generated digraph D n,k ; this is the lexicographically minimal representation among all digraphs isomorphic to D n,k (cf. [14] ). To skip isomorphic copies obtained from the same simple graph, in line 3 we introduce the set CanSet of canonical representations of generated digraphs. Then in line 7, we check if an isomorphic copy of the digraph D n,k was already generated; if not, in line 8 we insert it to the set. The set CanSet can be effectively implemented as a radix trie, allowing to perform both membership test and insertion in linear time, and providing some compression (which is also important in view of the number of generated digraphs). Finally, we can count synchronizing colorings of the generated digraph (line 9).
Experimental Results from Exhaustive Enumeration
The algorithms in C++ and compiled with GCC 4.8.1. The computations were performed in parallel on a small grid consisted of computers with 8 processors Quad-Core AMD Opteron(tm) 8350 (2 GHz) and 64GB of RAM.
We were able to check all 2-out-regular digraphs with up to 10 vertices, 3-out-regular up to 7 states, 4-out-regular up to 5 states, and 5-out-regular up to 4 states. In the case of k = 2-out-regular digraphs with n = 10 states, the total processor time was more than 60 days (about 1 day of parallelized computation). The case of k = 3 and n = 7 took even more, about 72 days; the total number of colorings was ∼ 7 × 10 14 , but, thanks to optimization, we required to check only ∼ 10 13 automata. The results concerning synchronizing ratios are summarized in Table 1 . In Table 2 we present the exact number of strongly connected aperiodic digraphs, and totally synchronizing digraphs. We observe that the fraction of totally synchronizing digraphs within the class of strongly connected aperiodic digraphs is growing.
In Table 3 , for k = 2 and n = 8, we present the number of nonisomorphic digraphs with particular numbers of synchronizing colorings. Interestingly, there are several graphs in the distribution, and the gaps grow for smaller number of synchronizing colorings. This picture is similar for the other values of n and k that we checked. The number of gaps seems to grow with n and k.
Experiments on Random Digraphs
To deal also with larger digraphs, we performed additional experiments with random digraphs. We used the uniform model of a random digraph, that is, for every outgoing edge from a vertex v we choose the destination vertex uniformly at random and independently from the other choices. Table 3 . The number of nonisomorphic digraphs with the given number of synchronizing colorings for k = 2 and n = 8 For k = 2 we checked 1000, 000 digraphs for every n = 4, . . . , 15, and 100, 000 for n = 16, . . . , 27. Since the number of possible colorings grow very fast with k, for k = 3 we tested n = 4, . . . , 12, and for k = 4 we tested only n = 4, . . . , 8. We additionally checked the same numbers of random of digraphs in the class of strongly connected aperiodic digraphs, within the same range of n and k.
The results from random tests for larger n show the same patterns as observed in those from exhaustive search. Figure 1 shows the fraction of totally synchronizing digraphs in random samples of strongly connected aperiodic digraphs. The picture is very similar in the class of all digraphs.
The number of vertices The exceptional example G 30 seems to be unique. We did not find any other digraph with this particular value of the synchronizing ratio. Furthermore, according to our computational experiments the smallest value of the synchronizing ratio among all other k-out-regular digraphs seems to be equal to k−1 k . There are many examples that reach this bound, and in the following theorem we construct a series of digraphs with this property. Theorem 1. For every n > 3 there is a k-out-regular digraph with n vertices and the synchronizing ratio
Proof. We will define the digraph G n,k as follows; see Figure 3 . The set of vertices V is {0, 1, . . . n − 1}. The edges (0, 1) and (1, 2) are of multiplicity 1, the edges (1, 1) and (0, 2) are of multiplicity k − 1, and the edges (2, 3), (3, 4) , . . . , (i, i + 1), . . . , (n − 1, 0) are of multiplicity k.
Consider now an arbitrary coloring of the digraph G n,k . Let x be the letter on the edge (0, 1) and y be the letter on the edge (1, 2). If x = y then every letter acts as a permutation, and so the automaton is not synchronizing. If x = y then x n−1 is a reset word for the given coloring. Hence, a coloring is synchronizing if and only if x = y. Therefore, the synchronizing ratio of G n,k is equal to . If x i = y i for every i then every letter acts as a permutation; thus the automaton is not synchronizing. Assume now that there is ℓ such x ℓ = y ℓ , and let ℓ be the smallest integer with this property. In order to show that H d n,k is synchronizing it remains to prove that any pair can be synchronized. Let p and q be a pair of states. Since the automaton is strongly connected, there is a word u mapping p to 2d. Let q ′ = δ(q, u). Let v be a shortest word mapping q ′ to a state in D = {i ∈ V | i ≥ 2d} ∪ {0}. Note that |v| ≤ d. Now we have δ(q, uv) ∈ D, and also δ(p, uv) = δ(2d, v) ∈ D, because n ≥ 3d. By the fact that ℓ is the smallest integer with the property x ℓ = y ℓ we obtain δ(s ′ , y Remark 1. There exist many other digraphs with synchronizing ratio 1 − 1 k d . Note that we can replace the k-path (2d, . . . , n − 1, 0) of H d n,k with any acyclic multigraph such that: any vertex is reachable from the vertex 2d; from any vertex we can reach the vertex 0; and every path from 2d to 0 is of the same length ≥ 3d.
Conclusions and open problems
In this section we summarize all the conjectures and open problems. All of the conjectures are supported by experimental evidence. Conjecture 1. The minimum value of the synchronizing ratio among all k-outregular digraphs with n vertices is equal to k−1 k , except for the case k = 2 and n = 6 when it is equal to 30 64 .
The conjecture was verified for small values of n and k (see Table 1 ). It implies that a uniformly random coloring of a primitive strongly connected digraph is synchronizing with probability at least 1/2, and hence it would justify the algorithm finding synchronizing coloring randomly.
To state the next conjecture, let say that a gap in the distribution of the number of synchronizing colorings is a maximal interval of integers divisible by k!, such that there are no digraphs with the number of synchronizing colorings in this interval. Thus the conjecture above states that for every k and n = 6 large enough there is the gap [k!,
Conjecture 2. For every k and g ≥ 1, there is an n large enough such that there are at least g gaps in the distribution of the number of synchronizing colorings of k-out-regular digraphs with n vertices.
The following conjecture can be stated either in the class of strongly connected and aperiodic digraphs, or in the class of all digraphs.
Conjecture 3. For every k ≥ 2, the fraction of totally synchronizing digraphs among all k-out-regular digraphs with n vertices tends to 1 as n goes to infinity.
A recent non-trivial theorem states that a random automaton is synchronizing with high probability [4, 15] . Conjecture 3 can be seen as a further development of this statement.
We conclude with the following problem related to computing the number of synchronizing colorings. Problem 1. Given a k-out-regular digraph G with n vertices, what is the computational complexity of checking whether G is totally synchronizing.
