We design a new myopic strategy for a wide class of sequential design of experiment (DOE) problems, where the goal is to collect data in order to to fulfil a certain problem specific goal. Our approach, Myopic Posterior Sampling (MPS), is inspired by the classical posterior (Thompson) sampling algorithm for multiarmed bandits and leverages the flexibility of probabilistic programming and approximate Bayesian inference to address a broad set of problems. Empirically, this general-purpose strategy is competitive with more specialised methods in a wide array of DOE tasks, and more importantly, enables addressing complex DOE goals where no existing method seems applicable. On the theoretical side, we leverage ideas from adaptive submodularity and reinforcement learning to derive conditions under which MPS achieves sublinear regret against natural benchmark policies.
Introduction
Many real world problems fall into the design of experiments (DOE) framework, where one wishes to design a sequence of experiments and collect data so as to achieve a desired goal. For example, in electrolyte design for batteries, a chemist would like to conduct experiments that measure battery conductivity in order to identify an electrolyte that maximises the conductivity. On a different day, she would like to conduct experiments with different electrolyte designs to learn how the viscosity of the electrolyte changes with design. These two tasks, black-box optimisation and active learning, fall under the umbrella of DOE and are pervasive in industrial and scientific applications.
While several methods exist for specific DOE tasks, real world problems are broad and complex, and specialised approaches have limited applicability. Continuing with the electrolyte design example, the chemist can typically measure both conductivity and viscosity with a single experiment [18] . Since such experiments are expensive, it is wasteful to first perform a set of experiments to optimise conductivity and then a fresh set to learn viscosity. It is preferable to design a single set of experiments that simultaneously achieves both goals. Another example is metallurgy, where one wishes to conduct experiments to identify phase transitions in an alloy as the composition of metals changes [4] . Here and elsewhere, both the model and the goal of the experimenter are very application specific and cannot be simply shoe-horned into formulations like black-box optimisation or active learning.
To address these varied applications, we develop a general and flexible framework for DOE, where a practitioner may incorporate domain expertise about the system via a Bayesian model and specify her desired goal via a penalty function λ, which can depend on unknown system characteristics and the data collected during the DOE process. We then develop a myopic strategy for DOE, inspired by posterior (Thompson) sampling for multi-armed bandits [50] . Our approach has two key advantages. First, the Bayesian formulation allows us to exploit advances in probabilistic programming [5, 51] to incorporate domain expertise without introducing complexity. Since experiments are typically extremely expensive in applications, incorporating domain expertise is essential to achieving the desired goal in few experiments. Probabilisitic programming offers an elegant method to do so. Second, our myopic/greedy strategy is simple and computationally attractive in comparison with policies that engage in long-term planning. Nevertheless, borrowing ideas from submodular optimisation and reinforcement learning, we derive natural conditions under which our myopic policy is competitive with the globally optimal one. Our specific contributions are: 1. We propose a flexible framework for DOE that allows a practitioner to describe their system (via a probabilistic model) and specify their goal (via a penalty function). We also derive an algorithm, Myopic Posterior Sampling (MPS), for this setting. 2. We implement MPS using probabilistic programming and demonstrate that it performs favourably in a variety of synthetic and real world DOE problems. Despite our general formulation, MPS is competitive with specialised methods designed for particular problems. 3. In our theoretical analysis, we explore conditions under which MPS, which learns about the system over time, is competitive with myopic and globally optimal strategies that have full knowledge of the system.
Related work:
The classical results for (sequential) DOE focus on discrete settings [11, 42] or linear models [14] , which enable a more detailed characterization and refined analysis than we provide. More recent work in the bandit community studies more complex non-linear models [2, 47, 48] , but ignores temporal dependencies that arise in applications. We focus on posterior sampling (PS) [50] as the bandit algorithm, since it has proven to be quite general and admits a clean Bayesian analysis [44] . PS has been studied in a number of bandit settings [22, 30, 33] , and some episodic RL problems [21, 38, 40] , where the agent is allowed to restart. In contrast, here we study PS on a single long trajectory with no restarts.
Myopic/greedy policies are known to be near-optimal for sequential decision making problems with adaptive submodularity [19] , which generalizes submodularity and formalizes a diminishing returns property. Adaptive submodularity has been used for several DOE setups including active learning [8, 10, 20] and detection [9] , but these papers focus on characterizing applications that admit nearoptimal greedy strategies, and do not address the question of learning such a policy. As such, these results are complementary to ours: adaptive submodularity controls the approximation error (the difference between myopic-and globally-optimal strategies, both of which know the penalty λ), while we control the estimation error (how close our learned policy is to the myopic optimal policy that knows λ). As we show in Theorem 3, with adaptive submodularity, MPS can also compete with the globally optimal non-myopic policy. Prior results for learning in (adaptive) submodular environments are episodic and allow restarts [15, 16] , which is unnatural in the DOE setup.
Our formulation can also be cast as reinforcement learning since at each round the agent makes a decision (what experiment to perform) with the goal of minimizing a long-term cost (the penalty function). One goal of our work is to understand when myopic "bandit-like" strategies perform well in reinforcement learning environments with long-term temporal dependencies. There are two main differences with prior work [28, 34, 38, 40, 49] : first, we make no explicit assumptions about the complexity of the state and action space, instead placing assumptions on the penalty (reward) structure and optimal policy, which is a better fit for our applications. More importantly, in our setup, the true penalty is never revealed to the agent, and instead it receives side-observations that provide information about an underlying parameter governing the environment. Lastly, our focus is on understanding when myopic strategies have reasonable performance rather than on achieving global optimality; it may be possible and interesting to extend these results to the general RL setting.
Set up and Method
Let Θ denote a parameter space, X an action space, and Y an outcome space. We consider a Bayesian setting where a true parameter θ ⋆ ∈ Θ is drawn from a prior distribution ρ 0 . A decision maker repeatedly chooses an action X ∈ X , conducts an experiment at X, and observes the outcome Y X ∈ Y. We assume Y X is drawn from a likelihood P(·|X, θ ⋆ ), with known distributional form.
This process proceeds for n rounds, resulting in a data sequence
, which is an ordered multi-set of action-observation pairs. With D denoting the set of all possible data sequences, the goal is to minimise a penalty function λ : Θ × D → [0, 1]. In particular, we focus on the following two criteria, depending on the application:
Here,
denotes the prefix of length t of the data sequence D n collected by the decision maker. The former notion is the cumulative sum of all penalties, while the latter corresponds just to the penalty once all experiments have been completed. Note that since the penalty function depends on the unknown true parameter θ ⋆ , the decision maker cannot compute the penalty during the data collection process, and instead must infer the penalty from observations in order to minimise it. This is a key distinction from existing work on reinforcement learning and sequential optimisation, and one of the new challenges in our setting.
Example 1.
A motivating example is Bayesian active learning [10, 20] . Here, actions X correspond to data points while Y X is the label and P(y|x, θ) specifies an assumed discriminative model. We
where τ is a parameter of interest andτ is a predetermined estimator (e.g. maximum likelihood or maximum a posteriori). The true penalty λ(θ ⋆ , D n ) is not available to the decision maker since it requires knowing τ (θ ⋆ ).
: X j ∈ X , Y Xj ∈ Y} denote the set of all data sequences of length t, so that D = t∈N D t . We use |D| to denote the length of a data sequence and
Given a data sequence D t , we use D t ′ for t ′ < t to denote the prefix of the first t ′ action-observation pairs.
Design of Experiments via Posterior Sampling
We present a simple and intuitive myopic strategy that aims to minimise λ based on the posterior of the data collected so far. For this, first define the expected look-ahead penalty λ + : Θ × D × X → [0, 1] to be the expected penalty at the next time step if θ ∈ Θ were the true parameter and we were to take action x ∈ X . Precisely, for a data sequence D,
The proposed policy, presented in Algorithm 1, is called MPS (Myopic Posterior Sampling) and is denoted π PS M . At time step t, it first samples a parameter value θ from the posterior for θ ⋆ conditioned on the data, i.e. θ ∼ P(θ ⋆ |D t−1 ). Then, it chooses the action X t that is expected to minimise the penalty λ by pretending that θ was the true parameter. It performs the experiment at X t , collects the observation Y Xt , and proceeds to the next time step.
Computational considerations: It is worth pointing out some of the computational considerations in Algorithm 1. First, sampling from the posterior for θ ⋆ in step 3 might be difficult, especially in complex Bayesian models. Fortunately however, the field of Bayesian inference has made great strides in the recent past seeing the development of fast techniques for approximate inference methods such as MCMC or variational inference [25, 36] . Moreover, today we have efficient probabilistic programming tools [5, 51] that allow a practitioner to intuitively incorporate domain expertise via a prior and obtain the posterior given data. Secondly, the minimisation of the look ahead penalty in
Sample θ ∼ ρ t−1 ≡ P(θ ⋆ |D t−1 ).
4:
Choose X t = argmin x∈X λ
Y Xt ← conduct experiment at X t .
6:
: end for step 4 can also be non-trivial, especially since it might involve empirically computing the expectation in (2) . This is similar to existing work in Bayesian optimisation which assume access to such an optimisation oracle [3, 47] . That said, in many practical settings where experiments are financially expensive and can take several hours, these considerations are less critical.
Despite these concerns, it is worth mentioning that myopic strategies are still computationally far more attractive than policies which try to behave globally optimally. For example, extending MPS to a k step look-ahead might involve an optimisation over X k in step 4 of Algorithm 1 which might be impractical for large values of k except in the most trivial settings.
Specification of the prior: In real world applications, the prior could be specified by a domain expert with knowledge of the given DOE problem. In some instances, the expert may only be able to specify the relations between the various variables involved. In such cases, one can specify the parametric form for the prior, and learn the parameters of the prior in an adaptive data dependent fashion using maximum likelihood and/or maximum a posteriori techniques [46] . While we adopt both approaches in our experiments, we assume a fixed prior in our theoretical analysis.
Examples & Experiments
In this section, we give some concrete examples of DOE problems that can be specified by a penalty function λ and present experimental results for these settings. We compare π Implementation details: One of the experiments in Section 3.1 admits analytical computation of the posterior. In all other experiments, we use the Edward probabilistic programming framework [51] . We use variational inference to approximate the posterior, and then draw a sample from this approximation. The look-ahead penalty (2) is computed empirically by drawing 50 samples from Y |X, θ for the sampled θ. We minimise λ + by evaluating it on a fine grid and choosing the maximum. We use grid sizes 100, 2500, and 27000 respectively for one, two and three dimensional domains X .
Active Learning
Problem: As described previously, we wish to learn some parameter τ ⋆ = τ (θ ⋆ ) which is a function of the true parameter θ ⋆ . Each time we query some X ∈ X , we see a noisy observation (label) Y ∼ P(Y |X, θ ⋆ ). We conduct two synthetic experiments in this setting. We use τ ⋆ −τ (D n ) 2 2 as the penalty whereτ is a regularised maximum likelihood estimator. In addition to RAND and π ⋆ M , we compare π PS M to the ActiveSelect method of Chaudhuri et al. [7] . Λ(θ⋆, n)
Electrolyte Design Figure 1 : Results on the experiments. In all figures, the x axis is the number of experiments n. In the top four figures, the y axis is the final penalty λ(θ⋆, n) at the n th iteration and in the bottom figures, it is the cumulative penalty Λ(θ⋆, n). Lower is better in both cases. The first two columns are the active learning problems (Sec. 3.1), the third is the posterior estimation problem (Sec. 3.2), and the fourth is the combined objective problem (Sec. 3.3). All curves were averaged over at least 10 runs, and error bars indicate one standard error.
Experiment 1:
We use the following logistic regression model: 
Posterior Estimation & Active Regression
Problem: Consider estimating a non-parametric function f θ⋆ , which is known to be uniformly smooth. An action x ∈ X is a query to the function f , upon which we observe Y x = f θ⋆ (x) + ǫ, where E[ǫ] = 0. If the goal is to learn f θ⋆ uniformly well in L 2 error, i.e. with penalty
2 , adaptive techniques may not perform significantly better than non-adaptive ones [52] . However, if our penalty was
2 for some monotone super-linear transformation σ, then adaptive techniques may do better by requesting more evaluations at regions with high f θ⋆ value. This is because, λ(θ ⋆ , D n ) is more sensitive to such regions due to the transformation σ. log density to be smoother than the density itself. As we wish to estimate the joint density, λ takes the above form with σ = exp.
Experiment 3:
We use data on Type I-a supernova from Davis et al [13] . We wish to estimate the posterior over the Hubble constant H ∈ (60, 80), the dark matter fraction Ω M ∈ (0, 1) and the dark energy fraction Ω E ∈ (0, 1), which constitute our three dimensional action space X . The likelihood is computed via the Robertson-Walker metric. In addition to π ⋆ M and RAND, we compare π PS M to Gaussian process based exponentiated variance reduction (GP-EVR) [29] which was specifically designed for this setting. We evaluate the penalty via numerical integration. The results are presented in the third column of Figure 1. 
Combined and Customised Objectives
Problem: In many real world problems, one needs to design experiments with multiple goals. For example, an experiment might evaluate multiple objectives, and the task might be to optimise some of them, while learning the parameters for another. Classical methods specifically designed for active learning or optimisation may not be suitable in such settings. One advantage to the proposed framework is that it allows us to combine multiple goals in the form of a penalty function. For instance, if an experiment measures two functions f θ⋆,1 , f θ⋆,2 and we wish to learn f 1 while optimising f 2 , we can define the penalty as
2 + (max f θ⋆,2 − max Xt,t≤n f θ⋆,2 (X t )). Heref 1 is an estimate forf 1 obtained from the data, · is the L 2 norm and max Xt,t≤n f θ⋆,2 (X t ) is the maximum point of f θ⋆,2 we have evaluated so far. Below, we demonstrate one such application.
Experiment 4:
In battery electrolyte design, one tests an electrolyte composition under various physical conditions. On an experiment at x ∈ X , we obtain measurements Y x = (Y x,sol , Y x,vis , Y x,con ) which are noisy measurements of the solvation energy f sol , the viscosity f vis and the specific conductivity f con . Our goal is to estimate f sol and f vis while optimising f con . Hence,
where, the parameters α, β, γ were chosen so as to scale each objective and ensure that none of them dominate the penalty. In our experiment, we use the dataset from Gering [18] . Our action space X is parametrised by the following three variables: Q ∈ (0, 1) measures the proportion of two solvents EC and EMC in the electrolye, S ∈ (0, 3.5) is the molarity of the salt LiPF 6 and T ∈ (−20, 50) is the temperature in Celsius. We use the following prior which is based off a physical understanding of the interaction of these variables. f con : X → R is sampled from a Gaussian process (GP), f vis (Q, S, T ) = exp(−aT )g vis (Q, S) where g vis is sampled from a GP, and f sol (Q, S, T ) = b + exp(cQ − dS − eT ). We use inverse gamma priors for a, b, d, e and a normal prior for c. For variational inference, we used inverse gamma approximations for a, b, d, e, a normal approximation for c, and GP approximations for f con and g vis . We use the posterior mean of f sol and f vis under this prior as the estimatesf sol ,f vis . We present the results in the fourth column of Figure 1 where we compare RAND, π PS M and π ⋆ M . This is an example of a customised DOE problem for which no prior method seems directly applicable.
Bandits & Bayesian Optimisation
Lastly, we mention that bandit optimisation is a self-evident special case of our formulation. Here, the parameter θ ⋆ specifies a function f θ⋆ : X → R. When we choose a point X ∈ X to evaluate the function, we observe Y X = f θ⋆ (X) + ǫ where E[ǫ] = 0. In the bandit framework, the penalty is the instantaneous regret λ(θ ⋆ , D n ) = max x∈X f θ⋆ (x) − f θ⋆ (X n ). In Bayesian optimisation, one is interested in simply finding a single value close to the optimum and hence λ(θ ⋆ , D n ) = max x∈X f θ⋆ (x) − max t≤n f θ⋆ (X t ). In either case, π PS M reduces to the Thompson sampling procedure as argmin x∈X λ + (θ ⋆ , D t−1 , x) = argmax x∈X f θ (x), where f θ is a random function drawn from the posterior. Since prior work has demonstrated that Thompson sampling performs empirically well in several bandit optimisation settings [6, 27, 31] , we omit experimental results for this example. One can also cast other variants of Bayesian optimisation, including multi-objective optimisation [26] and constrained optimization [17] , in our general formulation.
Theoretical Analysis
Here I(·; ·) is the Shannon mutual information, and as such Ψ n measures the maximum information a set of n action-observation pairs can tell us about the true parameter θ ⋆ . The quantity appears as a statistical complexity measure in many Bayesian adaptive data analysis settings [23, 35, 47] . Below, we list some examples of common models which demonstrate that Ψ n is typically sublinear in n.
Example 2. We have the following bounds on Ψ n for common models [47] :
1. Finite sets: If Θ is a finite set, Ψ n ≤ log(|Θ|) for all n.
Linear models: Let
3. Gaussian process: For a Gaussian process prior with RBF kernel over X ⊂ R d , and with Gaussian likelihood, we have Ψ n ∈ O(log(n) d+1 ).
We now state our main theorem for finite action spaces X under any one of the above conditions. 
Conclusion
This paper studies myopic algorithms for sequential design of experiments in a Bayesian setting. Our formulation is quite general, allowing practitioners to incorporate domain knowledge via a probabilistic model, and specify design goals via a penalty function that may depend on system characteristics. We also exploit advances in probabilistic programming for further generality and ease of use. Our empirical results demonstrate that our general formulation has broad applicability. Our algorithm performs favourably in comparison with more specialised methods, and more importantly, enables complex DOE tasks where existing methods are not applicable. Our theoretical results establish conditions under which a myopic algorithm based on posterior sampling is competitive with myopic and globally optimal policies, both of which know the underlying system parameters. A natural theoretical question for future work is to study policies with k-step lookahead, interpolating between myopic policies and fully optimal ones.
Lemma 7. For any two policies π 1 , π 2 ,
Proof. Let π t be the policy that follows π 1 from time step 1 to t, and then executes policy π 2 from t + 1 to n. Hence, by (5),
The claim follows from the observation, 
Proof. The proof for both results uses the fact that P t−1 (X t = x) = P t−1 (X ′ t = x) =P t−1 (x). For the first result,
The second step uses the fact that the observation Y x does not depend on the fact that x may have been chosen by π PS M ; this is because π PS M makes its decisions based on past data D t−1 and is independent of θ ⋆ given D t−1 . Y x however can depend on the fact that x may have been the action chosen by π ⋆ M which knows θ ⋆ . For the second result,
The first step uses the chain rule for mutual information. The second step uses that X t is chosen based on an external source of randomness and D t−1 ; therefore, it is independent of θ ⋆ and hence X ′ t given D t−1 . The fourth step uses that Y x1 is independent of X t . The fifth step uses lemma 5 in Appendix A.
The next Lemma uses the conditions on λ given in Condition 1 to show that q t (6) is bounded. This essentially establishes that the effect of a single bad action is bounded on the long run penalties. Proof. In this proof, (x, y), (x ′ , y ′ ) ∈ X × Y will be two pairs of action-observations. Denote the action-observations pairs when following π ⋆ M after (x, y) by H t:n , i.e. H t:n starts with (x, y) and has length n − t + 1.
, where,
We will now prove q t (x, y) − q t (x ′ , y ′ ) ≤ B separately for each condition.
Condition 1.1:
Under this setting, π ⋆ M which knows θ ⋆ , will behave identically after the end of the current episode. This is because the penalty at the next episode will not depend on the data collected during the current episode. Therefore, the summation in (8) is from t to the end of the episode s. We hence have, r t ≤ s − t ≤ H = B.
. ǫ j is a random quantity for j ≥ t + 1 as it depends on the observations. We have r t = n j=t ǫ j . Observe that, at time step j, π 
Condition 1.3: For the purposes of this analysis, we will allow a decision maker to take no action at time t − 1 and denote this by ∅, i.e. D t−1 ⊎ ∅ ⊎ F t+1:n means the action observation pairs were D t−1 from time 1 to t − 1, then there was no action at time t and then from time t + 1 to n, the action observation pairs were F t+1:n . In doing so, the decision maker incurs a penalty of λ(θ ⋆ , D t−1 ) at step t + 1. Correspondingly, we have,
Adding and subtracting
The second term above can be bounded by 1 since λ maps to [0, 1]. Recall that the actions in H t:j are chosen to maximise the expected future rewards. By condition 1.3 and since D t−1 ∪ {(x, y)} ⊃ D t−1 , each of the n − t terms in the RHS summation is less than or equal to zero in expectation over the observations. Since λ(θ ⋆ , D t−1 ⊎ {(x, y)}) − λ(θ ⋆ , D t−1 ) ≤ 1, the above term is at most 1 in expectation over E Y,t+1:n . Combining this with (10) gives us E Y,t+1:n [r t ] ≤ 2 = B.
We are now ready to prove theorem 2.
Proof of Theorem 2: Using the first result of Lemma 8, we have, Here, the second step uses the Cauchy-Schwarz inequality and the third step uses the fact that the previous line can be viewed as the diagonal terms in a sum over x 1 , x 2 . The fourth step uses a version of Pinsker's inequality given in Lemma 4 of Appendix A and the fifth step uses the second result of Lemma 8. The last step uses Lemma 6 and the fact that X Proof of Theorem 3. Let D n be the data collected by π PS M . By monotonicity ofλ, and the fact that the minimum is smaller than the average we haveλ(D n ) ≤ Here, the first step uses Theorem 2, the second step uses Lemma 10 for each t. The third step rearranges terms and the last step bounds the sum by an integral to obtain, 
