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The Schmidt–Kolchin Conjecture
GEORG M. REINHART†
Department of Mathematics, North Central College, Naperville, IL 60566, U.S.A.
In his study of papers by Osgood and Kolchin on rational approximations of algebraic
functions, Schmidt observed and proved a theorem which states that the dimension of
the vector space of differentially homogeneous differential polynomials is at least 2d. We
will show that the dimension is actually equal to 2d and that a basis can be effectively
computed. The proof proceeds by developing a term ordering of differential monomials in
several variables which ranks monomials relative to a given monomial. This new ordering
will be useful in polynomial algorithms in general. The ordering has been implemented
in Mathematica.
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1. Introduction
Let F be a differential field (characteristic zero) with a single derivation operator δ. Let
x, y, . . . be n (a finite number) differential indeterminates over F and R = F{x, y, . . .}
be the differential polynomial ring over F . Finally, let t be a differential indeterminate
over R. A differential polynomial (d.p.) P ∈ R is said to be differentially homogeneous
(d.h.) of degree d if
P (tx, δ(tx), δ2(tx), . . . , ty, δ(ty), δ2(ty), . . .) = tdP (x, δx, δ2x, . . . , y, δy, δ2y, . . .). (1.1)
We differentiate according to Leibniz’ rule, e.g. δ(ty) = (δt)y + t(δy).
If P is d.h. of degree d, then P is homogeneous of degree d as a polynomial. The d.p.
0 is by convention d.h. of degree d for all d. For simplicity, we are only concerned with
the case n = 2. The variables of the d.p. will be denoted by y and z and R = F{y, z}.
Subscripts will indicate differentiation, i.e. y = y0, δy = y1, δδy = y2 etc. Whenever
possible, the results for n ≥ 3 will be stated separately.
Example 1.1. The d.p. P (y, z) = y0z1 − y1z0 is d.h. of degree 2. The d.p.
P (y, z) = y2y0z0 − y20z2 − 2y21z0 + 2y1y0z1
is d.h. of degree 3.
The set of d.h.d.p.s of degree d has a natural vector space structure over the field F .
The dimension of this vector space can be shown to be independent of the ground field
F and so we may work with F = Q, the field of rational numbers. Based on ideas from
Osgood (1973, 1977), Schmidt (1979) proved that the dimension is at least 2d (Schmidt’s
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Theorem) and conjectured that this inequality is actually an equality. Kolchin (1992)
showed that the dimension is indeed 2d in the cases d = 1, 2, 3. It was not known whether
the dimension of this vector space is finite, and if it is, how to find its dimension and a
basis. Recently, Reinhart and Sit (1996) showed that the order of a d.h.d.p. of degree d
is bounded by d − 1, proving that the vector space is indeed finite dimensional. In this
paper, we will give a complete proof of the following theorem (previously known as the
Schmidt–Kolchin conjecture):
Theorem 1.2. The dimension of the vector space of differentially homogeneous differ-
ential polynomials in two differential indeterminates of degree d is 2d.
Example 1.3. A basis for the vector space of d.h.d.p.s of degree 3 is given by
y30 , y
2
0z0, y0z
2
0 , z
3
0 ,
y1z
2
0 − y0z1z0, y1y0z0 − y20z1,
y2y0z0 − y20z2 + 2y1y0z1 − 2y21z0, y2z20 − y0z2z0 + 2y1z1z0 − 2y0z21 .
In Section 2, we will show that d.h.d.p.s can be computed by determinants which
can be considered as a special type of resultants. Previous algorithms for computing
d.h.d.p.s (see Reinhart and Sit, 1996) rely on solving linear systems of equations and
are rather inefficient. Since determinants can be computed very quickly, the resultants
mentioned above give an efficient way for computing d.h.d.p.s We will also show that
2d linearly independent d.h.d.p.s can be computed by this method, giving another proof
that the dimension is at least 2d. Lengthy computer calculations and observing patterns
that arise in d.h.d.p.s were the crucial factors in discovering facts about d.h.d.p.s. Fi-
nally, combinatorial considerations (considering partitions of sets) led to the final form
of the determinants. The author is indebted to Richard Churchill who suggested that the
combinatorial computations could be reduced to determinants.
In Section 3, we will show that every d.h.d.p. is a linear combination of these deter-
minants. This will prove that the dimension of the vector space is indeed 2d and that
a basis of this vector space can be effectively computed. The proof relies heavily on or-
dering differential monomials in several variables. This ordering seems interesting in its
own right and should be of interest in many applications of polynomial algorithms. The
main part of this paper will be spent on developing this ordering and proving essential
properties of monomials ordered this way.
Finally, in Section 4, an algorithm will be developed that lists the monomials in the
correct order. This algorithm has been implemented in Mathematica and is available
upon request.
One of the referees pointed out another viewpoint of differential homogeneity based on
algebraic geometry. The substitution map x 7→ tx, y 7→ ty, . . . of the differential indeter-
minates may be viewed, via expansion by Leibniz’s rule, as an additive group action on
the (infinite) polynomial ring F [x, δx, . . . , y, δy, . . .]. The set of all semi-invariants with
respect to this action forms a subaglebra, and d.h.d.p.s belong to this subalgebra. It is
thus conjectured that the determinants mentioned above form a SAGBI basis for this
subalgebra (for definitions see Vasconcelos, 1998). In other words, d.h.d.p.s generate all
semi-invariants under the group action. Combinatorial considerations by the author do
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suggest that this is indeed the case. Due to space and time limitations, the combinatorial
aspects of the theory will be the subject of another paper.
The notion of differential homogeneity is intimately related to the notion of denomi-
nation, a notion that Kolchin and Osgood introduced in their study of rational approxi-
mations to solutions of algebraic difference–differential equations.
Definition 1.4. A non-zero d.p. P ∈ F{z} is said to have denomination d if d is the
least non-negative integer such that ydP
(
z
y
)
is a differential polynomial inR. We denote
the denomination of P by den (P ).
Example 1.5. We have den (1) = 0, den (zk0 ) = k, den (zk) = k + 1, and den (z2z0 −
2z21) = 3 (note that each term in the last d.p. has denomination 4).
The set of d.p. in F{z} of denomination ≤ d is a vector space over F . The relationship
between denomination and differential homogeneity is a consequence of the following
observation of Schmidt.
Proposition 1.6. If Q ∈ F{z} has denomination ≤ d, then ϕ(Q) = ydQ
(
z
y
)
is d.h. of
degree d. Conversely, if P ∈ R is d.h. of degree d, then ψ(P ) = P (1, z) has denomination
≤ d. Furthermore, the homomorphisms ϕ and ψ are inverses of each other.
The following result is due to Osgood (1973). In his paper, Osgood proved a number of
results for the effective approximation of algebraic functions by rational functions using
the idea that one may construct an algebraic differential equation of low denomination
satisfied by the algebraic function. He used Ramanujan and Hardy’s estimate of the size
of the partition function. We will give an alternate proof of the theorem using Schmidt’s
result on the dimension of the vector space of d.h.d.p.s of degree d.
Theorem 1.7. (Osgood) Let u be algebraic over F of degree h. Let d be chosen such
that 2d−1 < h < 2d. Then u satisfies an ordinary differential equation P (u) = 0, where
P 6= 0 is a d.p. in F{z} of denomination ≤ d.
Proof. By Schmidt’s Theorem, the dimension of the vector space of d.p. of denomi-
nation ≤ d is at least 2d. Let P0, . . . , Ph be h + 1 linearly independent d.p. in F{z} of
denomination ≤ d. Then P0(u), . . . , Ph(u) are h+1 elements of the differential field F〈u〉
generated by u. Since F〈u〉 = F(u), these must be linearly dependent over F . Thus,
there exists a non-zero differential polynomial P of denomination ≤ d which is a linear
combination of the Pi, (0 ≤ i ≤ h) vanishing at u. 2
Let F be the field of formal power series
u = akXk + ak−1Xk−1 + · · ·
with coefficients over the field C of complex numbers, and let |u| = 2k if ak 6= 0 (by
convention, |0| = 0). Then F is an ordinary differential field with respect to δ = ∂/∂X.
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A well-known analogue of Liouville’s theorem on rational approximation to algebraic
numbers is the following (also due to Osgood).
Theorem 1.8. If u is algebraic of degree h over C(X), then there exists a positive con-
stant c(u) such that for every rational function r(X)/s(X) in C(X), we have∣∣∣∣u− rs
∣∣∣∣ > c(u)|s|h .
Kolchin (1959) proved the following result:
Theorem 1.9. If u satisfies a differential equation P (u) = 0 over C(X), where the
denomination of P is d, then there exists a positive constant c(u) such that for every
rational function r(X)/s(X) in Q(X) we have∣∣∣∣u− rs
∣∣∣∣ > c(u)|s|d .
Together with Osgood’s theorem, this implies that an algebraic function u = u(z)
of degree h over C(z) does not admit a rational approximation at ∞ of order > d =⌊
log h
log 2
⌋
+ 1. Thus, Kolchin’s result is a vast improvement of Liouville’s since for h > 2,
d < h. For example, if h = 3, then d = 2 (this was first observed by Osgood). The
strongest non-effective results, at the time, involved an exponent 2+ . This result is also
best possible, for example, u = e1/X satisfies the differential equation X2z′ + z = 0 of
denomination 2.
2. Computation of d.h.d.p.s by Determinants
Notation: Let P (y, z) = P (yn, . . . , y0, zm, . . . , z0) be a d.p. over F , where subscripts
indicate differentiation. A term of P has the form
c · yinn · · · yi00 · zjmm · · · zj00 , c ∈ F .
In general, the coefficient c of a term in P whose monomial M is given by yinn · · · zj00 will
be denoted by c(yinn · · · zj00 ). The degree of M is given by
deg (M) = in + · · ·+ i0 + jm + · · ·+ j0.
We call in+ · · ·+i0 the y-degree and jm+ · · ·+j0 the z-degree of M . If P is homogeneous,
deg (M) is the same for all terms M appearing in P . The weight of a term is given by
w(M) = nin + (n− 1)in−1 + · · ·+ i1 +mjm + · · ·+ j1.
A d.p. P is isobaric if every term appearing in P has the same weight.
We order the terms of P (y, z) by a pure lexicographical order with respect to
. . . , yn, . . . , y0, . . . , zm, . . . , z0.
In other words, any derivative yi is greater than any derivative zj , and we compare first
the factor of highest order in y, then the degree in that factor, and so on. For example,
y32y
2
0z1 is greater than y
3
2y0z
2
1 and y0 is greater than z
2
3 . Terms in P (ty, tz) are ordered
the same way with t higher than y higher than z.
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According to Leibniz’ Rule we have
δk(t0y0) =
k∑
i=0
(
k
i
)
tiyk−i. (2.1)
We make an observation: every term appearing on the right-hand side of (2.1) has the
same degree and same weight as the term t0yk. This observation extends to the expansion
of P (ty, tz) for any homogeneous and isobaric d.p. P (y, z). Thus, we have
Proposition 2.1. A necessary and sufficient condition for a d.p. P to be d.h. of degree
d is that each homogeneous and isobaric part of P be d.h. of degree d.
Accordingly, we may assume in the sequel that any d.h.d.p. is homogeneous of total
degree d, homogeneous in the y and homogeneous in the z (y-degree + z-degree = d)
and isobaric of a certain weight w.
We now define matrices whose determinants will yield d.h.d.p.s. Let a d.p. be homo-
geneous of degree d, homogeneous in the y of y-degree dy and in the z of z-degree dz,
(dy + dz = d). We first define the entries of the first dy columns of a (d × d) matrix
M(y, z) as follows:
mi,j =
{ 0 if i < j,
1
(i− j)!yi−j if i ≥ j
1 ≤ i ≤ d, 1 ≤ j ≤ dy.
The last dz columns of M(y, z) will involve the variable z. Select pk ∈ {1, . . . , d}, 1 ≤
k ≤ dz such that p1 < p2 < · · · < pdz . The entries of the dy + k column of M(y, z) are
defined by:
mi,dy+k =
{ 0 if i < pk,
1
(i− pk)!zi−pk if i ≥ pk
1 ≤ i ≤ d, 1 ≤ k ≤ dz.
Example 2.2. If d = 5, dy = 2, dz = 3, p1 = 1, p2 = 3, and p3 = 4, then the matrix
is given by (the pk can be considered as starting positions of non-zero entries in the
z-columns):
M(y, z) =

y0 0 z0 0 0
y1 y0 z1 0 0
1
2y2 y1
1
2z2 z0 0
1
6y3
1
2y2
1
6z3 z1 z0
1
24y4
1
6y3
1
24z4
1
2z2 z1
 .
Theorem 2.3. For any choices of dy, dz ∈ {0, 1, 2, . . .} and pk as above the d.p.
det (M(y, z)) is d.h.
Proof. Let ri and r∗i be the ith rows in M(y, z) and M(ty, tz), respectively. Expand
the entries in M(ty, tz) according to Leibniz’ rule (2.1). We have
1
(i− 1)! ti−1r1 +
1
(i− 2)! ti−2r2 + · · ·+
1
1!
t1ri−1 +
1
0!
t0ri = r∗i .
616 G. M. Reinhart
By elementary row operations for matrices, we see that
det (M(ty, tz)) = td0det (M(y, z)).2
Proposition 2.4. For fixed d and different choices for dy and dz such that dy + dz =
d and the pk as above, the determinants det (M(y, z)) yield 2d linearly independent
d.h.d.p.s.
Proof. For each choice 0 ≤ dz ≤ d there are
(
d
dz
)
possibilities for choosing p1 < · · · <
pdz . Since
(
d
0
)
+
(
d
1
)
+ · · · + (dd) = 2d there are 2d different matrices. To see that the
resulting d.p.s are linearly independent, we consider the lowest term in each polynomial
according to the lexicographical ordering introduced above. It is easy to see that the
term of lowest rank in det (M(y, z)) is given by the product of the entries in the main
diagonal. For example, the lowest term in Example 2.2 is 12y
2
0z2z
2
1 . Thus, different choices
of dy, dz and the pk yield different lowest terms in det (M(y, z)). Therefore, the d.p. are
linearly independent. 2
In the next section we will see that every d.h.d.p. is a linear combination of these
determinants. Combining these results we obtain:
Corollary 2.5.
(i) The order of a d.h.d.p. of degree d is bounded above by d− 1.
(ii) The weight is bounded above by
⌊
d2
4
⌋
.
Proof. (i) follows directly from the definition of M(y, z) (for another proof see Reinhart
and Sit, 1996). We shall first show that detM(y, z) is isobaric. Let {i1, . . . , id} be a
permutation of {1, . . . , d}. Then the entry in the jth column and ijth row in M(y, z) is
of order ij − j for 1 ≤ j ≤ dy and ij − pj for dy + 1 ≤ j ≤ d or zero if ij − j or ij − pj is
negative. Therefore, the weight of each monomial is given by
w =
d(d− 1)
2
−
dy∑
k=1
k −
dz∑
k=1
pk, (2.2)
showing that detM(y, z) is isobaric. Since (2.2) is maximal when dz = bd2c and p1 =
1, . . . , pdz = dz the lowest monomial is then given by y
dy
0 z
β
α, where α = bd2c, β = dd2e.
Therefore, the maximum weight is given by bd2cdd2e = bd
2
4 c. 2
We now state an analogous result for more than two variables. In the case of n variables,
d.h.d.p.s can also be computed by determinants. Let the degree in the ith variable be
given by di (d1 + · · ·+dn = d). The matrices M are defined as above, but we now choose
starting positions for all variables except for the first. The starting positions for the ith
variable will be integers p(i)1 < p
(i)
2 < · · · < p(i)di , where 1 ≤ p
(i)
k ≤ d1 + · · ·+di, 2 ≤ i ≤ n.
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Example 2.6. For three variables y, z, and w, d = 7, dy = 2, dz = 2, dw = 3 and
starting positions 1 and 4 for the z variable and starting positions 4, 6 and 7 for the w
variable we obtain the following matrix:
M(y, z, w) =

y0 0 z0 0 0 0 0
y1 y0 z1 0 0 0 0
1
2y2 y1
1
2z2 0 0 0 0
1
6y3
1
2y2
1
6z3 z0 w0 0 0
1
24y4
1
6y3
1
24z4 z1 w1 0 0
1
120y5
1
24y4
1
120z5
1
2z2
1
2w2 w0 0
1
720y6
1
120y5
1
720z6
1
6z3
1
6w3 w1 w0

.
Combinatorial identities and considering the lowest terms as in the 2-variable case
show that in the case of n variables nd linearly independent d.h.d.p.s of degree d can be
computed by determinants. It is the author’s belief that the methods in the next section
can easily be adapted to the case of n variables.
Conjecture 2.7. The dimension of the vector space of d.h.d.p.s in n variables of degree
d is nd.
The original approach to the problem was combinatorial in nature. Differential homo-
geneity can be studied by assigning certain sets to each monomial and then enumerating
partitions of these sets. The determinant form of d.h.d.p.s was obtained by these com-
binatorial considerations. The application of combinatorics to the study of differential
polynomial identities seems interesting and will be part of another publication.
3. Proof of the Main Theorem
In this section, we will prove that the 2d determinants of Section 2 generate all d.h.d.p.s
of degree d, proving Theorem 1.2. First, observe that if a d.p. P is homogeneous then
the condition for differential homogeneity P (ty, tz) = td0P (y, z) implies that all terms
involving proper derivatives of t in the expansion of P (ty, tz) must cancel. We will use
this observation to determine the coefficients of the terms of a d.h.d.p. P by a system
of linear equations. Suppose P is homogeneous of y-degree 2, z-degree 3 and isobaric of
weight 6. Then
t2t
4
0y
2
1z2z
2
0 (3.1)
might occur in the expansion of P (ty, tz). The coefficient of this term can be determined
by the coefficients of the terms in P (y, z). Note that y3y1z2z20 , y
2
1z4z
2
0 and y
2
1z
2
2z0 are the
only terms in P (y, z) that contribute to (3.1). Let c(M) be the coefficient of a monomial
M . Then we have by Leibniz’ Rule
c(t2t40y
2
1z2z
2
0) = 3c(y3y1z2z
2
0) + 6c(y
2
1z4z
2
0) + 2c(y
2
1z
2
2z0). (3.2)
If P is d.h., then c(t2t40y
2
1z2z
2
0) = 0 and therefore 3c(y3y1z2z
2
0)+6c(y
2
1z4z
2
0)+2c(y
2
1z
2
2z0) =
0, which is a linear equation of coefficients of terms in P (y, z).
The idea of the proof of Theorem 1.2 is to find a system of linear equations that will
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show that all coefficients of a d.h.d.p. P must be zero if P is not a linear combination of
the determinants of Section 2. Note that the lowest term of any determinant is given by
the product of the main diagonal. Therefore, the lowest term is of the form yi00 z
jm
m · · · zj00 ,
i.e. free of derivatives in y. We first prove that this is true in general.
Lemma 3.1. If N is the lowest monomial of a d.h.d.p. P , then N is of the form
N = yi00 z
jm
m · · · zj00 .
Proof. Suppose
N = yinn · · · yi00 zjmm · · · zj00 , n > 0, in 6= 0
is a lowest term. Let dy be the y-degree of N . Then
c(tinn · · · ti0+dz0 ydy0 zjmm · · · zj00 ) = αc(N) +
∑
i
αic (lower terms) = 0,
where α and αi are integers, all ‘lower terms’ are lower than N , and therefore their
coefficients are zero. Hence c(N) = 0, contradicting the fact that N is the lowest term of
P . 2
Lemma 3.2. Any monomial of the form
N = ydy0 z
jm
m · · · zj00 , (3.3)
where m ≤ dy is the lowest term of a d.h.d.p.
Proof. By the construction of the matrices in Section 2, it is clear that m ≤ dy for any
matrix M(y, z). On the other hand, for any choice of jm, . . . , j0, starting values p1, . . . , pdz
(using the notation of Section 2) can be found that will yield (3.3) as a product of entries
in the main diagonal of M(y, z) and therefore as the lowest term of det (M(y, z)).2
Now given any d.h.d.p. P of degree d. If its lowest monomial is of the form N =
y
dy
0 z
jm
m · · · zj00 , where m ≤ dy subtract an appropriate multiple of a determinant D1 =
det (M(y, z)) to obtain a d.p. P1 whose lowest term is higher than N
P1 = P − k1D1.
Again, if the lowest monomial of P1 is of the form (3.3) subtract a multiple of an-
other determinant D2 to obtain a d.p. P2 whose lowest term is higher than that of P1.
Continuing this procedure we arrive at a d.p.
P¯ = P −
∑
i
kiDi,
where either P¯ = 0 (in which case P is a linear combination of determinants) or P¯
has a lowest term N = ydy0 z
jm
m · · · zj00 , where m > dy. Therefore, in order to verify that
Theorem 1.2 is indeed true, we must prove the following:
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Lemma 3.3. (Main Lemma) If
N = ydy0 z
jm
m · · · zj00
is the lowest term of a d.h.d.p., then m ≤ dy.
Idea of Proof. We assume m > dy. As seen before, the coefficients of the terms
of a d.h.d.p. P can be determined by a linear system of equations. We will now de-
velop a system of equations that will have only the trivial solution which will imply
that c(N) = 0, a contradiction. This system will be triangular, i.e. for each equa-
tion one and only one new term of P will be introduced. This will show that succes-
sively more and more terms in P must have zero coefficients until we arrive at the
lowest monomial N . Since each equation is associated with a term in P (ty, tz) (as
in (3.2)) another way to think about the algorithm is to give a specific ordering of
the terms in P (ty, tz). Also, since each equation introduces one and only one term
in P (y, z) the algorithm also gives an ordering of the monomials of terms occurring
in P (y, z) (i.e. an ordering of terms homogeneous in y and z and isobaric of a cer-
tain weight w). This ordering depends on the lowest term N given in Lemma 3.3. In
other words, we order monomials of a certain degree and weight according to a given
monomial. This ordering should be studied independently of the context of this pa-
per. Other applications of this ordering are conceivable in the field of polynomial algo-
rithms.
The definition of this ordering is somewhat abstract. In Section 4, an algorithm will be
given that develops the ordering from a more practical viewpoint. Some aspects of the
ordering will be revealed in that section that might not be apparent in the definitions to
follow. The reader is advised to refer to Section 4 while reading this section.
Before developing the ordering, we give an example to illustrate the basic ideas. An-
other more elaborate example can be found at the end of this section.
Example 3.4. We want to show that y20z3z
2
0 cannot be the lowest term of a d.h.d.p. of
degree 5. Consider the following equations
c(t1t40y
2
0z
2
1z0) = c(y1y0z
2
1z0)︸ ︷︷ ︸+2c(y20z2z1z0) + 3c(y20z31)
c(t31t
2
0y
2
0z
3
0) = c(y
2
1z1z
2
0)︸ ︷︷ ︸+c(y1y0z21z0) + c(y20z31)
c(t21t
3
0y
2
0z1z
2
0) = c(y
2
1z1z
2
0) + 2 c(y1y0z2z
2
0)︸ ︷︷ ︸+2c(y1y0z21z0) + 2c(y20z2z1z0) + 3c(y20z31)
c(t1t40y
2
0z2z
2
0) = c(y1y0z2z
2
0) + 3 c(y
2
0z3z
2
0)︸ ︷︷ ︸+c(y20z2z1z0).
Note that the underlined terms in the first equation are lower than y20z3z
2
0 and therefore
these coefficients are zero. The underbraced coefficient is thus the only one introduced
by the equation and must therefore also be zero. In general, the underbraced coefficients
are the ones introduced by the equations, the underlined ones are lower than y20z3z
2
0 and
all other coefficients must be zero by previous equations. The last equation shows that
c(y20z3z
2
0) = 0.
We may assume that j0 in Lemma 3.3 is large. Suppose we want to show that y20z3
cannot be a lowest term. Then the equations associated with t31y
2
0z0, t
2
1t0y
2
0z1 and t1t
2
0y
2
0z2
will show that c(y20z3) = 0. Note that these equations are basically the last three equations
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in Example 3.4, with a z20 factor dropped. On the right-hand side, we now consider only
the monomials for which a z20 factor can be dropped. All other monomials are irrelevant.
In other words, if j0 in Lemma 3.3 is small, we just consider a subsystem of the equations
for large j0, dropping z0-factors. In the sequel, we assume that j0 is large, so large that
all terms introduced by the equations are relevant.
Furthermore, we may assume that m = dy + 1. Suppose we want to show that y0z3z20
cannot be a lowest term. Now we consider the first, third and fourth equations in Exam-
ple 3.4 (with a y0 factor dropped) to see that c(y0z3z20) = 0. The term introduced in the
second equation is now irrelevant since it does not contain a y0-factor. In other words, if
dy < m− 1, we again consider a subsystem of the system for dy = m− 1 to establish the
desired result.
Example 3.4 illustrates several important facts about the equations used in the order-
ing. Note that the terms on the left-hand side of the equations do not involve derivatives
of y. This will be the case in general. Furthermore, only t0 and t1 occur. We will not use
any derivative of t of order 2 or higher. It was indicated in Reinhart and Sit (1996) that
it suffices to only consider first derivatives of t, although no rigorous proof was given.
This proof is combinatorial in nature and beyond the scope of this paper. A proof will
be given in a subsequent publication.
Summary of Notation:
(i) Let P (y, z) be a d.p. that is homogeneous in the y of y-degree dy and in the z of
z-degree dz. The total degree of P will be denoted by d.
(ii) P will be assumed to be isobaric of weight w.
(iii) The lowest monomial of P will be denoted by
N = ydy0 z
jm
m · · · zj00 , where m = dy + 1. (3.4)
(iv) To simplify notation, for any monomial occurring in P , the exponent of y0 will be
denoted by α and the exponent of z0 by β, e.g.
M = y51y
dy−5
0 z
2
2z
4
1z
dz−6
0 = y
5
1y
α
0 z
2
2z
4
1z
β
0 .
α and β can be determined by dy and dz in each case.
(v) All equations considered are associated with a monomial A in P (ty, tz). All terms
in P (ty, tz) are homogeneous in t of degree d. We denote the exponent of t0 by γ
for each term. Rather than saying ‘the equation associated with A’ we will simply
say ‘the equation A’ in the sequel.
(vi) Given an equation
A = tp1t
γ
0y
dy
0 z
kn
n · · · zk11 zβ0 . (3.5)
We consider the z-part of A that is of order at least 2, i.e. zknn · · · zk22 = zknn · · · zkminmin ,
min ≥ 2, kmin ≥ 1. Let d1 be the degree of this product. If d1 +dy−min +1 ≤ p, we
call this product the fixed part of A, denoted by fixed (A). If d1 +dy−min +1 > p,
we consider zknn · · · zkmin−1min instead, i.e. we drop one z factor of lowest order. Again,
we denote by min (may be higher than in the previous product) the lowest z-
order of this new product and by d1 its degree. If d1 + dy − min +1 ≤ p we call
this new product fixed (A). Otherwise, the lowest order z-factor will be dropped
and the procedure repeated until we arrive at a product such that the condition
d1 + dy −min +1 ≤ p is satisfied. df (A) will be the degree of the fixed part of A. If
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such a product cannot be found then we define fixed (A) = 1 and df (A) = 0. The
z-factors of A that are not factors of fixed (A) are called the residual factors of A
and denoted by res(A). dz1(A) is the degree of the z-factors of A of order one or
higher.
(vii) The fixed part of a monomial in the y and z, M = yq1y
dy−q
0 z
kn
n · · · zk00 , is defined in
a different way (it will always be clear from the context if a monomial represents
an equation, i.e. occurs in P (ty, tz), or if the monomial occurs in P (y, z) and,
therefore, which definition of the fixed part has to be applied). If q = dy, then
fixed (M) = zknn · · · zk33 . Otherwise, fixed (M) = zknn · · · z
kdy−q+2
dy−q+2 . df (M) is the
degree of fixed (M) and the z-factors of M that are not factors of fixed (M) are
denoted by res(M).
(viii) Let M be a monomial in the z alone, M = zknn · · · zk00 . Then we define low(M) =
zknn−1 · · · zk21 zk1+k00 and high(M) = zknn+1 · · · zk01 .
(ix) Let v and n be positive integers. Write v = a · n + b with 0 ≤ b ≤ n − 1. Let
HRM (v, n) = zanzb. HRM (v, n) is the Highest Ranking Monomial of weight v of
order n or lower.
(x) Let M be a monomial written in the form M = yq1y
α
0 z
kn
n · · · zkminmin zk11 zβ0 , where min ≥
2, kmin ≥ 1. NL(M) is the monomial that is highest among all homogeneous and
isobaric monomials lower than M and NL(M) is called the next lowest monomial
of M . It is easily seen that
NL(M) = yq1y
α
0 z
kn
n · · · zkmin−1min HRM (min +k1,min−1)zβ0 .
(xi) Let A be an equation and 0 ≤ q ≤ dy. The monomial of highest rank among
all monomials of degree q in y1 that contribute to A is denoted by H(A, q). To
determine H(A, q) we increase the orders of the p− q highest z-factors in A by one.
E.g., the highest monomial of y1-degree 3 that contributes to A = t71y
4
0z5z
2
4z
2
3z0
is given by y31y0z6z
2
5z4z3z0 (p = 7, q = 3 and z5, z4, z4, z3 are the four highest
z-factors of A).
Example 3.5. If dy = 7 and A = t31t
22
0 y
7
0z5z3z
14
1 z
2
0 , then fixed (A) = 1 and df (A) = 0.
If A = t61t
19
0 y
7
0z5z
4
3z2z
12
0 , then fixed (A) = z5 and df (A) = 1. If A = t
10
1 t
15
0 y
7
0z5z
4
2z
2
1z
11
0
then fixed (A) = z5z32 , low(fixed (A)) = z4z
3
1 , res(A) = z2z
2
1z
11
0 , df (A) = 4, dz(A) = 18
and dz1(A) = 7. If M = y51y
2
0z6z4z
3
3z1z
12
0 , then fixed (M) = z6z4 and res(M) = z
3
3z1z
12
0 .
Let us first show that a term of order 1 (m = 1 in Lemma 3.3) cannot be a lowest
term. Since dy = m− 1 this term does not involve any y-factors and is thus of the form
zj11 z
j0
0 . But then P (ty, tz) involves the term t
j1
1 t
j0
0 z
j1+j0
0 with non-zero coefficient and
hence P (y, z) is not d.h. In the sequel, we assume that all lowest terms N are at least of
order 2.
We now define an ordering of the equations that depends only on dy and the weight w.
This ordering is the basic ordering and is the natural setting for ranking equations. This
ordering does not depend on the lowest monomial N . Later we will refine this ordering
and define an ordering that will also depend on N . This later ordering will establish the
fact that N cannot be the lowest term.
Definition 3.6. Given an equation A as in (3.5). A will only be ranked if dz1(A)+dy ≥
622 G. M. Reinhart
p. Let A and A¯ be two such equations. A is said to be higher than A¯ in the standard
order if fixed (A) is higher than fixed (A¯) in the usual lexicographical ordering (cf.
Section 2). If A and A¯ have the same fixed part then A is higher than A¯ if A ranks higher
than A¯ in the usual lexicographical ordering.
Proposition 3.7. Let P (y, z) be a d.p. homogeneous in the y of y-degree dy, and in the z
of z-degree dz and isobaric of weight w. Furthermore, assume that P does not involve any
terms of order zero in the y, then all equations, ranked in the standard order, introduce
exactly one monomial. This monomial is given by H(A, p−df (A)) if p−df (A) ≤ dy and
H(A, dy) otherwise.
The proof will proceed by induction on the rank of the equation. For the induction
hypothesis we need the following lemma.
Lemma 3.8. Assume the statement in Proposition 3.7 is true. Given a monomial M =
yq1y
α
0 z
kn
n · · · zk00 . Then M is introduced by the equation
A = tq+df (M)1 t
γ
0y
dy
0 low(fixed (M))res(M), if q < dy (3.6)
A = tdy+df (M)+k21 t
γ
0y
dy
0 low(fixed (M))z
k2+k1
1 z
k0
0 , if q = dy. (3.7)
Furthermore, in both cases, fixed (A) = low(fixed (M)).
Proof. If q < dy then since the degree of low(fixed(M)) equals df (M) we have
H(A, q) = yq1y
α
0 high(low(fixed (M)))res(M) = y
q
1y
α
0 fixed (M)res(M) = M.
Let min be the lowest z-order occurring in low(fixed (M)). By the definition of fixed (M)
we have min ≥ dy − q + 1. Thus df (M) + dy − min +1 ≤ df (M) + q and therefore
low(fixed (M)) divides fixed (A). If fixed (A) 6= low(fixed (M)) then the lowest order
m¯in of fixed (A) is less than or equal to dy − q+ 1 because a factor of res(M) is part of
fixed (A). But then df (A) + dy − m¯in + 1 ≥ df (A) + q > df (M) + q, a contradiction.
If q = dy it is clear that H(A, dy) = M . Again, let min be the lowest order of
low(fixed (M)). Since min ≥ 2 we have df (M) + dy − min +1 ≤ df (M) + dy − 1 <
df (M) + dy + k2 and therefore fixed (A) = low(fixed (M)). 2
Lemma 3.9. Let A be an equation. If p − df (A) ≤ dy, then res(A) is of order at most
dy − (p− df (A)) + 1.
Proof. Suppose the order is larger and denoted by µ. Then consider the monomial
K = fixed (A)zµ. Since dy + degree(K)−µ+ 1 < dy + (df (A) + 1)− (dy− (p− df (A)) +
1) + 1 = p + 1 we have dy + degree(K) − µ + 1 ≤ p. Hence K divides the fixed part of
A, a contradiction. 2
Proof of Proposition 3.7. By induction on the rank of the equations. The lowest
equation is given by A = t1td−10 y
dy
0 z
w−1
1 z
β
0 (the fixed part is 1 and t1 is of lowest possible
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degree). The terms y1y
dy−1
0 z
w−1
1 z
β
0 , y
dy
0 z2z
w−2
1 z
β
0 and y
dy
0 z
w
1 z
β
0 are the only monomials
in P (y, z) contributing to A. Since the latter two monomials do not occur in P (y, z),
y1y
dy−1
0 z
w−1
1 z
β
0 is the only term introduced by A. Furthermore, this term is of the required
form.
Now given an equation A, where A is as in (3.5). We assume the proposition is true
for equations of rank lower than A, in particular Lemma 3.8 holds for these equations.
To prove the proposition it suffices to show the following:
(i) If q = p − df (A) (or q = dy if p − df (A) > dy), then the term NL(H(A, q)) is
introduced by an equation A¯ lower then A.
(ii) If q is any other degree, then H(A, q) is introduced by an equation A¯ lower than A.
To prove (i), we first assume p−df (A) ≤ dy. If NL(H(A, p−df (A))) is not of the same
y1-degree as H(A, p−df (A)) then there is nothing to show. Suppose NL(H(A, p−df (A)))
is of the same y1-degree as H(A, p− df (A)), i.e. the z-part of H(A, p− df (A)) is at least
of order 2. It is clear that
H(A, p− df (A)) = yp−df (A)1 ydy−p+df (A)0 high(fixed (A))res(A).
Therefore, the z-part of NL(H(A, p − df (A))) is either lower than high(fixed (A)) in
which case low(fixed (NL(H(A, p− df (A))))) is lower than fixed (A). By the induction
hypothesis and Lemma 3.8, NL(H(A, p−df (A))) is introduced by an equation A¯ having
fixed part low(fixed (NL(H(A, p− df (A))))) and hence A¯ is lower than A. Otherwise,
NL(H(A, p− df (A))) = yp−df (A)1 ydy−p+df (A)0 high(fixed (A))NL(res(A)),
in which case NL(H(A, p− df (A))) is introduced by
A¯ = tp1t
γ
0y
dy
0 fixed (A)NL(res(A)),
so that A¯ is lower than A.
If p− df (A) > dy, then q = dy and res(A) is of order at most 1, say res(A) = zk11 zβ0 .
Since dz1(A) + dy ≥ p (otherwise the equation is not ranked), H(A, q) involves z2 and
therefore NL(H(A, q)) is obtained from H(A, q) by lowering the z2-exponent and z0-
exponent by 1 and increasing the z1-exponent by 2. Hence
A¯ = tp−11 t
γ
0y
dy
0 fixed (A)z
k1+1
1 z
β
0
introduces NL(H(A, q)) and A¯ is lower than A.
To prove (ii) we first treat the case when q > p − df (A). In this case, the z-part of
H(A, q) is lower than high(fixed (A)) since only the orders of the first p − q < df (A)
z-factors of fixed (A) have been increased by 1. Therefore, low(fixedH(A, q)) is lower
than fixed(A) and thus H(A, q) is introduced by an equation lower than A.
If q < p− df (A) then high(fixed (A)) divides the z-part of H(A, q). If p− df (A) ≤ dy
then by Lemma 3.9, high(res(A)) is of order at most dy−(p−df (A))+2 < dy−q+2. Also,
fixed (H(A, q)) does not involve z-factors of order lower than dy− q+ 2. If q > p−df (A)
and q < dy then high(res(A)) is of order at most 2 and fixed (H(A, q)) does not involve
z-factors of order 2 or lower. In either case, low(fixed (H(A, q))) divides fixed (A). If
low(fixed (H(A, q))) = fixed (A) then
A¯ = tdf (A)+q1 t
γ
0y
dy
0 fixed (A)res(H(A, q))
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introduces H(A, q) and A¯ is lower than A. Otherwise, low(fixed (H(A, q))) is lower than
fixed (A) and therefore H(A, q) is introduced by an equation lower than A. 2
Remark 3.10.
(1) It follows immediately from the proof that if A introduces M then all monomials
of the same y1-degree as M and lower than M have already been introduced by
equations lower than A.
(2) Equations that are not ranked because dz1 is too small are not necessary to intro-
duce monomials. All monomials contributing to such equations can be introduced
by equations that are ranked in the standard order.
Now we define an ordering that depends on the lowest term N in P (y, z). First we
introduce more terminology.
Definition 3.11. Let N be of the form (3.4). Terms of the form
RMq = y
q
1y
dy−q
0 z
jm−1
m · · · zjm−q+1m−q · · · zj00 , 1 ≤ q ≤ dy,
(jm is reduced by one and jm−q increased by one, all other jk remain the same) and
RM0 = N are called recursion monomials of the lowest monomial N . Equations of the
form
REq = t
q+jm−q+jm−q+1+···+jm
1 t
γ
0y
dy
0 low(z
jm−1
m · · · zjm−q+1m−q )zjm−q−1m−q−1 · · · zj00 ,
where 1 ≤ q ≤ dy and
RE0 = t
jm
1 t
γ
0y
dy
0 z
jm+jm−1
m−1 z
jm−2
m−2 · · · zj00
are called recursion equations of N .
Example 3.12. If N = y30z
2
4z
2
3z2, then the recursion monomials of N are
RM0 = y30z
2
4z
2
3z2, RM1 = y1y
2
0z4z
3
3z2,
RM2 = y21y0z4z
2
3z
2
2 and RM3 = y
3
1z4z
2
3z2z1.
The recursion equations are
RE0 = t21t
6
0y
3
0z
4
3z2, RE1 = t
5
1t
3
0y
3
0z3z
4
2 ,
RE2 = t71t0y
3
0z3z
2
2z
2
1 , and RE3 = t
8
1y
3
0z3z
2
2z1z0.
Remark 3.13. Note that REdy is the only equation considered for which dz1 +dy might
be smaller than the t1-degree of the equation. This equation will play an important role in
the proofs to follow. This is where the hypothesis that the z-order of the lowest monomial
N exceeds dy is used in an essential way.
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Lemma 3.14.
fixed (RE0) = z
jm−1
m−1
fixed (RE1) = z
jm−1
m−1 z
jm−1
m−2
... (3.8)
fixed (REdy−2) = z
jm−1
m−1 z
jm−1
m−2 · · · zj32
fixed (REdy−1) = z
jm−1
m−1 z
jm−1
m−2 · · · zj32
and rank RE0 < rank RE1 < · · · < rank REdy−1 in the standard ranking.
Proof. To prove (3.8), let K = zjm−1m−1 . We have dy + degree(K) − (m − 1) + 1 =
m−1+jm−1−m+1+1 = jm, which is the t1-degree of RE0. Therefore, fixed (RE0) = K.
Now let 1 ≤ q ≤ dy − 2 and K = zjm−1m−1 zjm−1m−2 · · · zjm−qm−q−1. Then dy + degree(K)− (m−
q − 1) + 1 = m − 1 + jm − 1 + jm−1 + · · · + jm−q −m + q + 1 + 1 = q + jm + · · · jm−q
which is the t1-degree of REq. Therefore, fixed (REq) = K. Since the z2, . . . , zm part
of REdy−1 is equal to z
jm−1
m−1 z
jm−1
m−2 · · · zj32 and the t1-degree of REdy−1 is larger than the
t1-degree of REdy−2 the fixed parts of REdy−2 and REdy−1 are identical.
The second part follows from (3.8) and the fact that the t1-degree of REq+1 is larger
than that of REq. 2
Definition 3.15. The lowest monomial ranking (LMR) according to some lowest mono-
mial N of equations is defined as follows:
(i) The rank of an equation A is the same in the standard ranking (Definition 3.6)
and in LMR if it satisfies the following two conditions:
(1) A must be lower than REdy−1 in the standard ranking.
(2) If A has the same fixed part and t1-degree as REq for some q then A must be
lower than REq in the standard ranking.
(ii) Any recursion equation ranks higher than any equation in (i). Furthermore,
rankREdy < rankREdy−1 < · · · < rankRE0.
Any other equation is not ranked in LMR.
Theorem 3.16. In LMR all equations introduce one monomial. Furthermore, RE0 in-
troduces N proving that N cannot be a lowest monomial.
Proof. First it will be shown that equations ranked according to (i) in Definition 3.15
introduce one monomial. We refer to the proof of Proposition 3.7. There it was assumed
that P (y, z) does not involve terms of order zero in the y. We now assume that P (y, z)
involves such terms of rank N or higher. Therefore, we must show that if a monomial is of
y-order zero and higher than or equal to N it does not contribute to an equation ranked
by (i). Furthermore, not all equations that are ranked in the standard order are ranked
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in LMR. In light of this, we must show that the unranked equations do not introduce
monomials needed for the induction in Proposition 3.7. Having shown this, the proof of
Proposition 3.7 shows that all equations ranked by (i) introduce one monomial.
We shall prove that no equation ranked by (i) involves a monomial of y-order zero
higher than or equal to N . Suppose there is an equation A that does. Then zjmm−1 must
divide the z-part of A. Since A is lower than REdy−1 and by Lemma 3.14 this only
happens if the fixed part of A is equal to or lower than fixed (RE0) = z
jm−1
m−1 . This
means res(A) must involve zm−1. By Lemma 3.9, this happens only if the t1-degree of A
is equal to df (A) + 1. Hence, A has the same fixed part and t1-degree as RE0. Since A
is lower than RE0 we have res(A) is lower than res(RE0). But then the only monomials
of y-degree zero contributing to A are lower than N , a contradiction (notice that the
highest monomial of y-order zero contributing to RE0 is N itself).
We now identify the equations lower than REdy−1 that are ranked in the standard
order but not in LMR and the resulting monomials that are not introduced in LMR. For
any such equation there exists 1 ≤ q ≤ dy − 2 such that
A = tq+jm−q+jm−q+1+···+jm1 t
γ
0y
dy
0 fixed (REq)res(A),
where res(A) is equal to or higher than res(REq). By Proposition 3.7,
M = yq+11 y
dy−q−1
0 high(fixed (REq))res(A)
is the monomial introduced by equation A. We must show M does not contribute to
any equation A¯ that is ranked in LMR by condition (i) in Definition 3.15. Suppose M
contributes to A¯ and let the t1-degree of A¯ be p. We claim that p is equal to the t1-degree
of REq or REq+1.
Let the z-part of M be written exponent-free in the form zikzik−1 · · · zi0 , where ik = m
and ij ≥ il for j > l. It is clear that among all equations of t1-degree p to which M
contributes, the one with the lowest possible fixed part is given by
B = tp1t
γ
0y
dy
0 low(zik · · · zik−p+q+2)zik−p+q+1 · · · zi0 . (3.9)
In other words, the orders of the p − (q + 1) highest order z-factors of M have to be
lowered by one.
Suppose p is less than the t1-degree of REq, i.e. p < q+jm−q+jm−q+1 + · · ·+jm. Then
the orders of at most (q+jm−q+jm−q+1+· · ·+jm)−(q+1)−1 = jm−q+jm−q+1+· · ·+jm−2
z-factors in M have been decreased by one. Let this number be s, which is smaller than
df (REq). Since low(zik · · · zik−s+1)zik−s · · · zik−p+q+1 is higher than low(fixed (M)) =
fixed (REq), fixed (A¯) is higher than fixed (REq) and by Lemma 3.14 also higher than
fixed (RMdy−1). Thus A¯ is not ranked in LMR.
Now suppose p is greater or equal to the t1-degree of REq but less than that of REq+1.
We shall show that then K = zjm−1m−1 z
jm−1
m−2 · · · zjm−q+1m−q−1 divides the fixed part of A¯ unless
the t1-degree is equal to the t1-degree of REq. Since p is less than the t1-degree of REq+1
K divides B, where B is as in (3.9). Note that dy + degree(K) − (m − q − 1) + 1 =
(m− 1) + jm− 1 + jm−1 + · · ·+ jm−q + 1−m+ q+ 1 + 1 = q+ 1 + jm−q + · · ·+ jm, which
is one larger than the t1-degree of REq. So if p is larger than this degree K divides the
fixed part of A¯. K is higher than fixed (REdy−1) by Lemma 3.14 and therefore A¯ is not
ranked in LMR.
Now suppose p is greater than or equal to REq+1.
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Case I: q < dy − 2. Then, by a similar argument as above,
K = zjm−1m−1 z
jm−1
m−2 · · · zjm−q−1+1m−q−2
divides the fixed part of REq+1 unless p is equal to the t1-degree of REq+1. Therefore A¯
is not ranked in LRM.
Case II: q = dy−2. Let s be p minus the t1-degree of REdy−1 and k1 the z1-exponent
of REdy−1. Then A¯ with the lowest possible fixed part is of the form
A¯ = tp+s1 t
γ
0y
dy
0 fixed (REdy−1)z
k1−s
1 z
β
0 .
Thus A¯ is not ranked in LMR unless s = 0. 2
This proves that p is the same as the t1-degree of RMq or RMq+1. Furthermore, the
fixed part of A¯ ranks at least as high as the fixed part of RMq or RMq+1, respectively.
Actually, the fixed parts must be the same. We saw, if the orders of the highest order
z-variables are lowered as in B in (3.9), then the resulting equation has fixed parts equal
to fixed (RMq) or fixed (RMq+1). If we do not choose the highest order z-variables
whose orders are lowered, but some other selection among the z, the resulting equation
will have a higher fixed part. Indeed, the fixed part will be higher than fixed (RMdy−1)
and therefore the equation is not ranked in LMR.
This means that A¯ has the same t1-degree and the same fixed part as RMq or RMq+1.
But since res(M) is higher than or equal to res(RMq) A¯ is also higher than or equal to
RMq or RMq+1. Therefore A¯ is not ranked in LMR.
Therefore, all equations ranked by (i) in Definition 3.11 in LMR introduce exactly one
monomial. We have proved Theorem 3.16 if we can show the following:
Lemma 3.17. In LMR, the equation REq introduces RMq, 0 ≤ q ≤ dy.
Proof. By Remark 3.10 and by the above, if a monomial M is of y1-degree q and lower
than RMq, then there is an equation ranked in LMR by condition (i) that introduces
M . Let 0 ≤ q ≤ dy − 1. By the definition of RMq and REq, H(REq, q) = RMq and
H(REq, q+1) = RMq+1 and if s 6= q, q+1, then H(REq, s) is lower than RMs. Therefore,
RMq and RMq+1 are the only monomials contributing to REq.
Now consider REdy . H(REdy , dy) = RMdy and if 0 ≤ s < dy, then H(REdy , s) is lower
than RMs. Therefore, REdy introduces RMdy . Since only RMdy and RMdy−1 contribute
to REdy−1 and since RMdy has been introduced by REdy , we have that REdy−1 intro-
duces RMdy−1. By the same argument, REdy−2 introduces RMdy−2, REdy−3 introduces
RMdy−3, . . . and RE0 introduces RM0 = N . 2
Example 3.18. We finish this section by giving a more elaborate example for the LMR
ranking of N = y30z4z3z
β
0 . The equations below are in the order they rank in LMR. To
the right of the equation, we list H(A, q), 1 ≤ q ≤ 3, with the monomial introduced by
the equation underlined.
Fixed part = 1.
t1t
γ
0y
3
0z
6
1z
β
0 , y1y
2
0z
6
1z
β
0
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t1t
γ
0y
3
0z2z
4
1z
β
0 , y1y
2
0z2z
4
1z
β
0
t1t
γ
0y
3
0z
2
2z
2
1z
β
0 , y1y
2
0z
2
2z
2
1z
β
0
t1t
γ
0y
3
0z
3
2z
β
0 , y1y
2
0z
3
2z
β
0
t1t
γ
0y
3
0z3z
3
1z
β
0 , y1y
2
0z3z
3
1z
β
0
t1t
γ
0y
3
0z3z2z1z
β
0 , y1y
2
0z3z2z1z
β
0 .
The next equation in the standard order with fixed part 1 and t1-degree 1 would be
t1t
γ
0y
3
0z
2
3z
β
0 . However, this is RE0 and, therefore, the last equation in LMR. The next few
equations will have fixed part 1 and t1-degree at least 2.
t21t
γ
0y
3
0z
5
1z
β
0 , y1y
2
0z2z
4
1z
β
0 , y
2
1y0z
5
1z
β
0
t21t
γ
0y
3
0z2z
3
1z
β
0 , y1y
2
0z3z
3
1z
β
0 , y
2
1y0z2z
3
1z
β
0
t21t
γ
0y
3
0z
2
2z1z
β
0 , y1y
2
0z3z2z1z
β
0 , y
2
1y0z
2
2z1z
β
0
t31t
γ
0y
3
0z
4
1z
β
0 , y1y
2
0z
2
2z
2
1z
β
0 , y
2
1y0z2z
3
1z
β
0 , y
3
1z
4
1z
β
0
t41t
γ
0y
3
0z
3
1z
β
0 , y1y
2
0z
3
2z
β
0 , y
2
1y0z
2
2z1z
β
0 , y
3
1z2z
2
1z
β
0
t51t
γ
0y
3
0z
2
1z
β
0 , y1y
2
0z
2
2z
2
1z
β
0 , y
2
1y0z
2
2z1z
β
0 , y
3
1z
2
2z
β
0 .
Fixed part z2:
t31t
γ
0y
3
0z2z
2
1z
β
0 , y1y
2
0z3z2z1z
β
0 , y
2
1y0z3z
2
1z
β
0 , y
3
1z2z
2
1z
β
0 .
The following are the recursion equations:
t51t
γ
0y
3
0z2z
β
0 , y1y
2
0z3z
3
1z
β
0 , y
2
1y0z3z
2
1z
β
0 , y
3
1z3z1z
β
0
t41t
γ
0y
3
0z2z1z
β
0 , y1y
2
0z3z2z1z
β
0 , y
2
1y0z3z2z
β
0 , y
3
1z3z1z
β
0
t31t
γ
0y
3
0z
2
2z
β
0 , y1y
2
0z
2
3z
β
0 , y
2
1y0z3z2z
β
0 , y
3
1z
2
2z
β
0
t1t
γ
0y
3
0z
2
3z
β
0 , y
3
0z4z3z
β
0 , y1y
2
0z
2
3z
β
0 .
4. Algorithmic Approach to LMR
The LMR ranking in Section 3 gives a well-ordering of equations. For practical pur-
poses, it is desirable to have an efficient algorithm that lists the equations in the right
order. We will now describe the criteria by which to order the equations. There are certain
points to consider that have not been addressed in the previous section.
The equations are ordered by three different conditions:
(1) The higher the fixed part the higher the equation.
The Schmidt–Kolchin Conjecture 629
(2) For equations with the same fixed part the equation with the higher t1-degree is
higher.
(3) For equations with the same fixed part and t1-degree the equation with the higher
residual factor is considered higher.
Thus, given an equation A, to find the next highest equation one should first try to
find an equation with the next highest residual factor. Let M be a monomial in the z
alone and let NH(M) be the monomial that is lowest among all monomials that are
higher than M and of the same degree and weight as M , e.g. NH(z24z
2
3z1z0) = z
3
4z3z
2
0 ,
whereas NH(z4) does not exist. Using the same notation as in Section 3, by Lemma 3.9,
we also know that res(A) can only be of order dy− (p−df (A)) + 1. Therefore, as long as
NH(res(A)) exists and is of small enough order, the next highest equation can be found
by replacing res(A) by NH(res(A)) in A. If p−df (A) ≥ dy, then dy−(p−df (A))+1 ≤ 1
and since NH(M), if it exists, is always of order 2 or higher this method does not apply
in this case. In other words, by Lemma 3.9, if an equation introduces a monomial of
maximal y1-degree then the next highest equation always has a higher t1-degree or a
higher fixed part.
Otherwise, the next highest equation might be found by increasing the t1-degree of A.
The fixed part of A is left the same and then multiplied by an appropriate power of z1
such that the new equation is of the right weight. This is possible if two conditions are
satisfied. Let p be the t1-degree of A and w be the weight of the monomials considered
(the weight of the isobaric polynomial P (y, z)). First, weight(fixed (A))+p+1 ≤ w and
second the dz1-degree of the new equation must be large enough. Otherwise, the equation
is not ranked in LMR.
If this is not possible, then an equation with the next highest fixed part has to be
found. Let K be this next highest fixed part and let zmin be the lowest order z-variable
occurring in K. Since dy + df (K) − min +1 ≤ p the t1-degree of the lowest possible
equation with the new fixed part can be determined by dy − df (K)−min +1. Then the
fixed part has to be multiplied by an appropriate power of z1 such that the new equation
is of the right weight. Unfortunately, this is not always possible. In this case, an even
higher fixed part has to be considered until an equation is found that is of the right
weight. For example, if A = t121 t
γ
0y
7
0z5z
4
2z
β
0 , i.e. dy = 7, fixed (A) = z5z
4
2 , w = 25, then
the next highest possible fixed part is given by z5z52 . This fixed part gives a t1-degree of
p = 12 so that the weight of the new equation is at least 27 which is impossible. Indeed,
the correct next highest equation is given by t71t
γ
0y
7
0z5z3z
10
1 z
β
0 .
In the appendix, we give the algorithm in pseudo-code. It illustrates a possible imple-
mentation of the algorithm where the amount of checking for conditions has been reduced.
It also shows a possible way of how to deal with the ‘correct weight problem’ mentioned
above. Each main procedure handles the equations of a certain fixed part. The program
starts by assigning t1td−10 y
dy
0 z
w−1
1 z
β
0 to the main procedure. t1(B) is the t1-exponent
and k1(B) the z1-exponent of an equation B. The algorithm has been implemented in
Mathematica (Wolfram, 1997) and is available on request.
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Appendix
main(equation)
fixedeq = equation
A = equation
yexp = min(p− df (A), dy) (* yexp = y1-degree of the monomial introduced *)
WHILE yexp < dy
IF A 6= recursion equation
Print equation and monomial it introduces
IF NH(res(A)) exists and order(NH(res(A))) ≤ dy − (p− df (A)) + 1
A = tp1t
γ
0y
dy
0 fixed (A)NH(res(A))
ELSE
IF k1(fixedeq) ≥ 1
t1(fixedeq) = t1(fixedeq) + 1
k1(fixedeq) = k1(fixedeq)− 1
A = fixedeq
yexp = yexp + 1
ELSE
A = equation with next highest fixed part
main(A)
RETURN
END of WHILE
WHILE dz1(A) + dy ≤ t1(A)
(* now yexp = dy*)
IF A is a recursion equation
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RETURN (* REdy−1 has been found *)
ELSE
IF k1(A) ≥ 1
t1(A) = t1(A) + 1
k1(A) = k1(A)− 1
ELSE
A = equation with next highest fixed part
main(A)
RETURN
END of WHILE
A = equation with next highest fixed part
main(A)
list the recursion equations and the monomials they introduce.
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