Abstract. Some new results on multivariate simplex B-splines and their practical application are presented. New recurrence relations are derived based on [2] and 115]. Remarks on boundary conditions are given and an example of an application of bivariate quadratic simplex splines is presented. The application concerns the approximation of a surface which is constrained by a differential equation.
Introduction
The multivariate simplex B-splines possess a number of attractive properties which make them suitable, in principle, for describing geometrical objects: they have local support, piecewise polynomial character, and global smoothness. Efficient methods for their numerical treatment have been developed.
In this article we present some recent results obtained in connection with our effort toward a practical exploitation of these splines. First, in Section 2, some new recurrence relations are derived based on the results in [2] and 115]. Next, in Section 3, some remarks are made about B-splines as finite-element functions, in particular about satisfying boundary conditions. Finally, an example of an application of B-splines is presented for the case of a surface constrained by a differential equation (the finite-element method). In relation to the application we restrict ourselves to bivariate quadratic B-splines to keep the programming complexity low.
M. Neamtu and G. R. Traas
Let x ~ ..... x" e R s be knots in general position [9] and letf(x') be a real-valued function of s vector variables x i' ..... x ~'. Then the multivariate divided difference off is defined by [15] , [16] (2.1) Ix ~ ., x"]f,= ~ f(xl) Instead of (2.1) we also make use of the equivalent notation Let T (k) be a multivariate function defined for k > 0 as
T ~~ is defined recursively as
It has been shown in 1,16] (see also [15] ) that this appropriate definition of T ~k~ gives rise to the following relation between multivariate B-splines and multivariate divided differences:
where M(xtX) is the multivariate B-spline with knots X,= {x ~ ..... x"} [8] . This relation is valid whenever the knots X are in general position and such that the function T ~~ is, by (2.4), well defined (i.e., no division by zero occurs). In analogy to the univariate case the function T can be considered as another generalization of the truncated power function, different from the one given in 1, 3] .
We employ this relation later. 
where C(. IX ~) denotes the cone spline (truncated power function) with knots X~[31 .
Recurrence Relation for B-Splines with Respect to Dimension
Recently a new recurrence relation for multivariate B-splines was derived by Cohen et al. [21. For completeness and our later purposes we summarize the main results in [2] in a slightly modified form. Assume that ~pxt,..., ~px ~ > 0. Then
Moreover, for Expression (2.12) is to be considered in the sense of Remark 2.1. Thus the knots on the right-hand side of (2.12) can be viewed to be transformed by a matrix A with det(A) = 1. As mentioned in [15"1, relation (2.12) also follows directly from (2.5) by exploiting the properties of the multivariate divided difference functional.
From (2.12) we have the following recurrence relation [2,1. M(xlX) can be computed recursively as k=O,...,n-s,
Me, j = r _ r , j=s+ l,...,n, k=O,...,n-j,
Note that (2.12) is an analogy to a well-known univariate result (cf. (2.19)). It follows from (2.13)-(2.15) that the multivariate B-spline is expressed in terms of its lower-dimensional B-splines. Thus, (2.13)-(2.15) is referred to as the recurrence relation with respect to dimension, which is in contrast with the recurrence relation with respect to order [15] .
Evaluation of Directional Derivatives of B-Splines
Before dealing with the evaluation of the directional derivatives of a B-spline we consider the following problem. Let r 9 R s and c~ 9 R (j = 1,..., n -s).
We are interested in an efficient evaluation of the expression
where fi 9 R and i E S, provided that (2.16) is defined. We first give a recurrence relation for (2.16).
Lemma 2.1.
where i ..= ~oi. The equality holds if both sides of(2.17) are defined. 
. x"]i I-I (~ -c#xi)gi,
where x i ,= q~x i, i := ~oi, tg := ~0v #, and ffi e R. This expression can be considered as a generalization of the well-known expression for the univariate B-splines It turns out that the general recurrence relations given in Lemmas 2.1 and 2.2 are also useful for computing the directional derivatives of multivariate B-sphnes. The equality is to be taken in the sense of Remark 2.1.
Proof. The proof follows from (2.5) and thedefinition of T(2.3), (2.4). 9
Note, that the expression on the fight-hand side of (2.23) is a special case of (2.16). Hence, employing Lemmas 2.1 and 2.2 we can evaluate the directional derivatives of B-splines.
Evaluation of Inner Products of B-Splines
Let us first recall that if C(xlx t ..... 
I(XI Y) ,= Ja* M(x]X)M(x [ Y) dx.
Combining (2.25) with (2.9) and (2.10) gives the next theorem, which is to be understood in the sense of Remark 2.1. 
where M~, j is an (s -1)-dimensional B-spline defined as
We point out that relation (2.26) is almost identical with the univariate formula [1, p. 1321, except for the factor Mij. In analogy to the recurrence relation with respect to dimension (2.12), the inner product I(X[ Y) is expressed in terms of lower-dimensional B-splines, thus we call (2.26) a recurrence relation with respect to dimension. 
Proof.

1(xl Y
)
B-splines as Basis Functions in the Finite-Element Method
In this section we consider spaces spanned by collections of B-splines in relation to a finite-element computation. The main ingredients needed for such an application are:
--general rules for constructing an approximation space; --rules for constructing B-splines near boundaries such that linear combinations of them satisfy given conditions; --an algorithm for computing inner products of B-splines.
The problem of constructing an approximation space has been described extensively in the literature (e.g., [4,1, [6"1, [7-1-[10"1, [13, 1) . The method used--starting with a "proper" triangulation with multiple knots of a domain ~ in R * and then "pulling the knots apart"--is relatively well known nowadays and needs no repetition in this article.
Rules for bivariate quadratic B-splines near boundaries, in relation to boundary conditions, are described in [10] and 1-18,1. In [101 it is stated that the boundary condition u = 0, cgu/an ~ 0 can be satisfied by pulling, from every boundary point, one point along the boundary itself and the other point to the interior of f~, where the typifications of the vertices and of the pulled points (near the boundary) are exactly specified. It should be remarked that several alternative typifications exist which allow satisfaction of the above boundary condition. However, on the other hand, there exist typifications for which this boundary condition cannot be satisfied. In other words, typification of vertices on the boundary and of pulled knots should be done with prudence. An example of a boundary situation in which u = 0, and where au/dn ~ 0 cannot be satisfied everywhere is given in Fig. 3.1 . In the point P, u, vanishes.
The large numbers 0,1,2 are the typifications of the vertices P, Q, R with respect to triangle (a), and the small numbers 0,1,2 arc the typifications of the original knot and of the pulled ones, respectively. Special care should also be taken when intending to satisfy a symmetry condition u ~ 0, au/On = 0 along a boundary [18] . Here the configuration of triangles, adjoining the boundary, should be such that the prescription u, = 0 can bc satisfied everywhere along this boundary. An example of a situation in which the symmetry condition cannot be satisfied everywhere is given in Fig. 3 .2. The remedy is to revise the triangulation locally.
In [18] a cornerpoint of f~ is described in which two boundaries with different boundary conditions meet. In that publication the corncrpoint has been taken single, requiring an extension of fl in order to allow the boundary conditions to be satisfied locally. It appears to be possible to assign multiplicity 2 to the cornerpoint, by careful local type assignment to vertices and to pulled points. Of course then no edge inside f~ may have this point as its origin, otherwise "nonsmoothness" would propagate into f~. An example of such a junction is given in Fig. 3.3 .
In Section 4 we compute the shape of a thin plate which is subject to forces perpendicular to the plate, using quadratic B-splines. In relation to that application we have to evaluate inner products containing second-order derivatives, e.g., s~t~Lme tr ic boundary Local typification, allowing junction of two boundaries.
containing five knots each, and x = (x,y). A second-order derivative of a quadratic B-spline can be written as a linear combination of a number of piecewise constant B-splines. Using this fact, (3.1) can be written in term of inner products of the form
in which X and Y are now knot sets containing three knots each. Since the B-splines occurring in (3.2) are of lowest order, we do not use recurrence relations (see Section 2) for evaluating I. In [19] a method is described for computing I, using linear programming.
Evaluating a Finite-Element Model Problem
In [19] the bending thin-plate problem mentioned before, is evaluated. In this article that problem is considered with two differences with respect to [19] . In the first place the two cornerpoints joining the symmetry boundary and the frcc boundary, respectively, with the simply supported plate boundary, are double knots (in [19] extensions of f2 were used). In the second place, the number of elements covering f2 is considerably increased. This allows a first estimate of the rate of convergence as a function of element size, by comparing the numerical results with an accurate result from [17] .
The upper half of the plate, partitioned into 48 triangles, is sketched in Fig. 4 . I, together with the pulled knots. The same problem has been solved using 12 triangles (a change with a factor of 2 in the linear dimensions of the elements). The results are presented in Table 4 .1. Considering the errors, the convergence behavior seems to be quadratic.
In [11] and [12] the same problem was treated using Heindl split-triangle quadratic elements. Here also a quadratic rate of convergence has been estimated. 
