We investigate the dynamics of thermoacoustic systems with multiple linearly unstable modes. If a linear analysis reveals more than one mode with positive growth rate, nonlinear methods have to be used to determine the existence and stability of steady-state oscillations. One possible way to engage this problem is a first-order harmonic balance approach based on describing function representations for the flame response. In contrast to the case of a single unstable mode, the nonlinearity output to multiple sinusoidal components with different frequencies and amplitudes has to be known. Based on this approach, we present conditions for the existence and stability of single-or multi-mode steady-state oscillations. We apply this method to a thermoacoustic model system having two linearly unstable modes. By varying one of the system parameters, we find stable and unstable single-mode steady-states as well as unstable simultaneous oscillations. Associated with the stability of the single-mode limit cycles, we identify hysteresis in the oscillation type. Some related experimental observations are discussed.
INTRODUCTION
Thermoacoustic instabilities remain a plaguing problem for gas turbine manufacturers. To assess the susceptibility to acoustically coupled instabilities, computational tools based on linearized models, incorporating experimentally or numerically determined flame response functions, are frequently used (see, e.g., various contributions in Ref. [1] ). This type of analysis yields a set of unstable or marginally stable modes, which can be suspected to be of importance in the system dynamics. If only one mode is linearly unstable, the nonlinear system is typically found to enter a limit-cycle oscillation with frequency and pressure distribution agreeing reasonably well with the result from linear analysis. In cases with more than one unstable mode, however, linearized theory can give no information on the dynamical characteristics that will be observed in the system.
Typically it is expected that one mode dominates the system dynamics so that there is one distinct oscillation, with the other linearly unstable modes being suppressed. The obvious assumption then is that the dominant mode will be the one with the largest linear growth rate, but this is not necessarily true.
One weakness of all linear models is their inability to give a reasonable estimate on the final oscillation amplitude. Also, the linear approach does not detect subcritical instabilities, for which the zero equilibrium solution is stable with respect to small perturbations, but a stable oscillation state with finite amplitude exists [2] . In contrast to rocket chamber instabilities, thermoacoustic oscillations in gas turbines typically do not exhibit pressure oscillations with amplitudes larger than a few percent of the mean pressure. The dominant nonlinearity is, therefore, identified as the heat release response to acoustic perturbations [3, 4] . With the additional assumption that the axial extent of the flame is small with respect to the relevant acoustic wavelengths (i.e., it is compact), the heat source can be represented as a lumped element driven by the acoustic field. Following a first order harmonic balance framework, describing function analysis [5] , incorporating an amplitude-dependent flame response into a linear acoustic model, has been used to calculate limit-cycle oscillations in thermoacoustic systems [4] even bearing quantitative comparison with experimental data [6] [7] [8] . The amplitudedependent flame response that is used in this type of analysis is a sinusoidal-input describing function, i.e., it represents the frequency-and amplitude-dependent gain and phase of a single-input sinusoid while neglecting all harmonics. Discarding the higher frequency output of the nonlinearity is not expected to introduce major errors because the system acoustics typically have distinct bandpass character (associated with the mode frequencies), and the limit cycles will be found within the passbands. In addition, damping effects generally tend to increase with frequency so that any multiples of the fundamental component are less prone to develop a significant oscillation level. Acoustic boundary conditions are known to exhibit amplitude dependence at large particle velocities, too; this can be incorporated in this type of analysis, in principle [9] .
In the describing-function framework, with a linear acoustic field, the interaction of unstable modes is not exceedingly complex because it is not truly a nonlinear wave interaction. The nonlinearity acts localized, and two thermoacoustic modes interact only through the heat release. In other words, the temporal evolution of one mode depends only on the amplitude of another mode at the heat source.
Multiple unstable modes are not uncommon in thermoacoustic systems; however, it is much simpler to identify this phenomenon in model simulations than in test-rig experiments. In a model study of an annular combustion chamber, Schuermans et al. [10] found first and second order azimuthal modes to be linearly unstable. The timedomain simulations showed only one mode oscillating in a limit cycle, though. When suppressing this mode by active control, the second unstable mode started to grow and settled on a finite-amplitude oscillation. In a recent paper, Stow and Dowling [11] investigated a similar configuration with a time-domain network model. For certain geometrical parameters, a longitudinal (half-wave) and a first order azimuthal mode were found to be unstable. Running simulations with different initial conditions, they found the long-time solution to settle on either of the two modes with the other being suppressed. In the transient regime, a significant growth of the eventually decaying mode could be observed. However, no stable state corresponding to simultaneous oscillations of the two linearly unstable modes was found in various simulation runs.
Identifying multiple linearly unstable modes in test-rig measurements is difficult. Observing only one oscillation mode in an experiment does not necessarily mean that it is the only one unstable. As the references above indicate, a finite-amplitude oscillation of one mode may clearly suppress another. As will become clear later in the paper, this is an inherent property of coupled oscillators with non-harmonically related frequencies, which is a not too crude approximation of the dynamics of thermoacoustic systems. Also, for most combustor test-rigs, it is simply not possible to make any reliable statements regarding linear stability.
Multiple peaks at non-harmonically related frequencies in pressure spectra were, e.g., explicitly mentioned by Gutmark et al. [12] , Dunstan et al. [13] , and Riley et al. [14] in test-rig studies and can be often found in measured engine spectra. It appears, however, difficult to assess whether these are indeed manifestations of simultaneously oscillating modes. Some of the peaks may be only noise-driven but stable resonances, and there is also the possibility that the system state is not stationary but shares time between different attractors (limit cycles). The latter case will clearly exhibit more than one sharp peak in measured pressure spectra, although no simultaneous oscillations exist. The only studies we are aware of in which the experimental data was thoroughly analyzed to reveal the actual presence of a simultaneous oscillation state are those in Refs. [3, 15] .
It is also worth noting that experimental data often shows a markedly distinct transition from one oscillation mode to another when some control parameter is varied (see, e.g., Ref. [16] ), and even hysteresis in the mode switching process may be involved [7, 17] . Then, we may conjecture, there is some transition region in which both modes are unstable, although only one is observed at a time.
If we approach the problem of multiple linearly unstable thermoacoustic modes by considering it as equivalent to that of coupled oscillators, then there is a vast amount of literature available. One of the first to address this problem was van der Pol [18] , highlighting already some of the fundamental properties inherent to this type of system. In his study of a circuit with two oscillators and a nonlinear element, he noted that "the presence of one oscillation makes it more difficult for the other to develop." This he inferred by looking at what essentially can be identified as the dual-input describing function of a cubic term. Van der Pol used averaging arguments to identify four possible equilibrium solutions in oscillator-amplitude phase space for a cubic nonlinearity. In addition to the trivial solution, he found two equilibrium states at finite amplitude of only either of the oscillators and one combined mode corresponding to simultaneous oscillations. While the individual oscillation modes could be stable or unstable depending on the control parameter (the resonance frequency of one of the oscillators), the combined mode, if it existed, was always unstable. The hysteresis in the oscillation mode, which drew van der Pol's interest to this work initially, could be explained based on the stability of the individual oscillations. The thermoacoustic model system we consider in the main part of the paper exhibits dynamics which are, in fact, quite similar to those found by van der Pol.
The interaction of multiple unstable modes is a phenomenon that is relevant in various scientific branches (see, e.g., Refs. [19, 20] ), with a huge amount of references being related to circuit theory. In this field, it was early recognized that for the determination of the stability of a particular limit cycle, perturbations by different modes have to be considered [21, 22] . For this and to determine possible simultaneous oscillation states [23] , the single-input describing function is generally not sufficient. In the main part of the paper, we illustrate on the basis of an elementary configuration that this holds also true for thermoacoustic systems.
Multi-mode oscillations can be divided into two main classes: resonant (synchronous) and non-resonant (asynchronous), depending on the fact whether phase interaction is important (or not). The latter case is present if the ratio of the mode frequencies is not a rational number (or if the common divisor is so large that phase coherence cannot be sustained in the presence of external and parametric noise). While the acoustic modes of idealized configurations may have eigenfrequencies which are multiples of some fundamental mode, non-uniform cross-sectional areas and temperature distributions will typically render the case of harmonically related mode frequencies improbable for any real configuration. Therefore we consider only the asynchronous case in this work.
The remainder of the paper is organized as follows. We introduce a modeling approach for thermoacoustic systems with multiple unstable modes and derive conditions for steady-state oscillations and their stability. This method is applied to an elementary thermoacoustic model configuration with two linearly unstable modes. Based on this model, we illustrate the approach and discuss the dynamical phenomena associated with this type of system. The present paper is primarily a theoretical study, but we present some related experimental observations at the end that illustrate several of the dynamical features associated with the interaction of two unstable thermoacoustic modes.
A MODELING APPROACH FOR THERMOACOUSTIC SYSTEMS WITH MULTIPLE UNSTABLE MODES
We consider thermoacoustic systems with low-Mach-number mean flow, in which the heat release is coupled to the acoustic field in a quasi-one-dimensional way. In this case, perturbations in the heat release are solely induced by fluctuations in the axial particle velocity, and the expansion induced, in turn, only affects the axial flow divergence. The linear analysis of such a system typically leads to a scalar dispersion relation of the form (1) which arises from the requirement that a linear homogeneous system for the Fourier transforms of the acoustic state variables has a non-trivial solution. Here, we explicitly accounted for the flame response F(ω) that enters the dispersion relation. The details of eqn (1) depend on the set-up of the acoustic model, the definition of the flame response F, the reference locations of the boundary conditions, and so on. A particularly simple representation is obtained in the following way. We lump the complete acoustic field
up-and downstream of the flame in equivalent admittance and impedance, A(ω) and Z(ω), which relate pressure and particle velocity on both sides of the flame. (Strictly speaking, we define A to be the negative admittance.) The flame response F is defined as the transfer function from the upstream particle velocity to velocity divergence across the heat source. For compact flames, F(ω) is obtained from the heat release transfer function (relating fluctuations in heat release rate to those in approach flow velocity) by invoking the low-Mach-number jump conditions [24] . Then the dispersion relation can be written as [25] 
Equation (1) has several solution branches ω j , each of which is associated with an acoustic mode of the system. The imaginary part of ω j determines whether this mode is unstable and grows exponentially in time, or whether it is damped. We consider a Fourier transform such that ∂ t iω, with i denoting complex unity. Then a particular mode is stable if the associated eigenfrequency has a positive imaginary part. For small perturbations, the stability of one mode is independent of the presence of any other mode. This must be so, of course, because the mode amplitudes cannot have any influence in the linear regime.
The dispersion relation (1) contains the linear dynamics of the acoustic field as well as the flame's response to velocity fluctuations. The linear dispersion relation is, however, only valid as long as the fractional velocity amplitude at the flame, u q = u /u -, is small. At finite amplitude, the heat release response F typically tends to saturate, and the gain decreases. This effect can be taken into account by means of a describing function [4, 7] , which endows the heat release transfer function with an additional dependence on the oscillation amplitude. In this case, the dispersion relation takes the form
where a is the amplitude of the velocity oscillation at the flame. Equation (3) amounts to a first order harmonic balance, in which all but the fundamental component of the oscillation is neglected. Solutions (ω j , a j ) of (3) with Im ω j = 0 correspond to steadystate oscillations. In the presence of only one mode, the stability of this limit cycle can be inferred from the variation of the growth rate -Im ω j with amplitude.
The describing function F(ω, a) is defined as the complex ratio of the fundamental Fourier coefficient of the output and the input signal for a single-frequency input u = a cos ωt [5] . For a single-valued, static (frequency-independent) nonlinearity, q(u), given in explicit form, the describing function can accordingly be calculated as [5] (4) For frequency-dependent nonlinearities, defined through systems of nonlinear (partial) differential equations, an explicit calculation of the describing function is generally not possible. In this case, the fundamental harmonic gain of the nonlinearity has to be determined from numerically or experimentally obtained output signals corresponding to the steady-state response to single-frequency forcing at various amplitudes. For a time-invariant, stable nonlinear system, the fluctuating part q of the steady-state response to an input signal a cos ω t can be written as a Fourier series (5) where we excluded the possibility of a subharmonic response. The describing function is then identified as the fundamental component divided by the input amplitude, hence, F(ω,a) = C 1 (ω,a)/a. The experimental determination of describing functions of different types of premixed flames is, for instance, described in Refs. [6, 7, 26, 27] .
Multi-input describing functions
In case of multiple active modes, the input to the nonlinearity, i.e., the normalized velocity fluctuation at the flame, u q , contains several frequency components (M, say), viz., Since we consider only asynchronous oscillations, the individual phases of the input sinusoids are irrelevant and have been omitted here. The phases of two sinusoidal signals with non-rational frequency ratio are essentially random variables [5] and therefore cannot have any effect on the fundamental harmonic gains. A time-invariant, stable nonlinear system fed with an input signal u q as above will produce a fluctuating output signal of the form ,
where l i , i = 1 ... M, are integers. The sum contains the M purely harmonic contributions, and the term r [ . ] comprises all components related to higher harmonics and all possible combinations of the input frequencies, which are generated by the nonlinearity. F an ( ,a) are the complex describing function gains associated with frequency components ω n , each of which depends on all other frequencies and amplitudes (which we have collected in vectors and a). From a Fourier decomposition of the output signal, we can thus determine the M multi-input describing functions as the fundamental components of the input frequencies divided by their respective input amplitudes. Although describing functions can be defined with respect to different types of signals, we consider only sinusoidal inputs in the present work.
For most single-valued, static nonlinearities, the output signal will have the form (6) . In case of a dynamic nonlinear relation, which is certainly the case for a flame, this is truly an assumption, excluding any subharmonic response, for instance, or intrinsic instabilities. This assumption is essentially identical to that necessary to represent a dynamic nonlinearity by a single-input describing function. The filtering hypothesis [5, 22] in the presence of multiple modes is stricter than for the single-mode case.
Low-pass character of the linear system is no longer sufficient because nonlinear combinations of the input signals also generate components at lower frequencies.
Dual-input describing functions (i.e., M = 2) for a single-valued, static nonlinearity q (u) can be calculated by a two-dimensional extension of (4). For an input signal of the form u = a 1 cosω 1 t + a 2 cosω 2 t, where ω 1 and ω 2 are incommensurate, the fundamental harmonic gain for frequency component 1 reads [5] (7)
The describing function for frequency component 2 is obtained from the symmetry relation F a 2 (a 1 , a 2 ) = F a 1 (a 2 , a 1 ). For exemplary purposes, we consider, an input-output relation with cubic nonlinearity, q(u) = u − u 3 . The associated dual-input describing functions can be computed from (7) as [5] (8)
As is common for a saturation-type nonlinearity, the harmonic gain of frequency component 1 decreases with increasing amplitude a 1 , which is already observed in case of a single-input describing function. In the two-frequency case, we see that, in addition, an increase in amplitude a 2 has also the effect to lower the gain of frequency component 1 (and vice versa). This characteristic is pertinent to all saturation-type nonlinearities and, therefore, can be expected to also hold for a premixed flame, in a qualitative sense. In Sec. 4.1, we present experimental data from a premixed combustor test-rig, which is clearly in line with this observation.
There are various methods for the calculation of dual-input describing functions for static nonlinearities, most of which can be found in the book by Gelb and Vander Velde [5] . For general frequency-dependent nonlinearities, however, only computational or experimental approaches, in which the fundamental harmonic gains are determined from a Fourier decomposition of the output signals, are possible.
Equilibrium solutions for multiple unstable modes
If more than one mode has finite amplitude, the dispersion relation (1) can no longer be evaluated for each mode individually. The amplitude of one mode affects the evolution of all other modes. This is represented by the multi-input describing functions F a n ( , a ). Accordingly, the dispersion relations for all relevant modes must be considered simultaneously [21, 28] . We then have for M modes at possibly finite amplitude the following set of dispersion relations 
international journal of spray and combustion dynamics · Volume . 4 · Number . 1 . 2012 We can consider this as an implicit relation, mapping the M amplitudes a to the complex frequencies . Steady-state oscillations are then characterized by purely real eigenfrequencies with corresponding non-zero amplitude. This covers the case of singlemode as well as simultaneous oscillations. The multi-input describing function F a j reduces to the single-input describing function if all amplitudes except for a j are zero. Accordingly, single-mode equilibrium states can be computed with only the singleinput describing function available (but stability cannot be assessed, as we will see below). For simultaneous steady-state oscillations, this is not so because more than one mode has finite amplitude, and the mutual interaction has to be taken into account when calculating the fundamental harmonic gains of the input sinusoids.
Stability of equilibrium solutions and transient dynamics
The conditions given above only determine possible (not necessarily stable) equilibrium states. To assess whether a certain steady-state oscillation is indeed realizable (observable in an experiment, say), stability with respect to perturbations in all relevant mode amplitudes must be considered. In the following, we will derive stability criteria applicable for the general case of multi-mode oscillations; single-mode oscillations are included as a special case.
Consider an equilibrium state a eq with M non-zero elements. We call modes corresponding to non-zero amplitudes 'participating' and denote these by ã eq and the corresponding eigenfrequencies by eq . For the equilibrium state a eq to be stable, we certainly need Im c eq > 0, where c eq is the complement of eq relative to eq . In other words, the modes not participating in the oscillation a eq need to have a negative growth rate. In addition, a eq must be stable with respect to perturbations in the participating modes. Since these have zero imaginary part at a eq , we need to assess the variation of the growth rates, -Im(δ ), under a perturbation δ ã . The stability of these perturbations is determined by the eigenvalues of J = Im(∂ ã ). Collecting the dispersion relations (9) for all participating modes in the vector f˜, we have by implicit differentiation ,
which can be computed explicitly. Then an equilibrium solution a eq is stable if Im c eq > 0 and all eigenvalues of J are (strictly) positive at ã eq . (If at least one of the nonparticipating modes has zero growth rate or one eigenvalue of J vanishes, a eq is a nonhyperbolic equilibrium, possibly at bifurcation, and stability has to be determined by higher order methods, which will not be considered here.) The case of a single unstable mode is included; stability of a steady-state oscillation then simply requires Im(∂ a ω) > 0.
It is important to note here that, in case of multiple unstable modes, stability of a particular oscillation cannot be assessed based on knowledge of the single-input describing function only. This holds true even in the case of a single-mode oscillation.
The reason is the following. Although the multi-input describing function F a j reduces to the single-input describing function if a j is the only non-zero amplitude, computing the growth rate of another mode (k, say) requires to evaluate F a k for finite a j . With the appropriate multi-input describing function available, however, the computation of the growth rates of all other modes with zero amplitude, as well as computing the eigenvalues of (10) is a straightforward task.
So far we only considered equilibrium states and their stability. If we assume in addition that the oscillations vary slowly in amplitude (essentially an averaging condition which requires the interaction with the heat release to be small), then (9) will be representative also for the transient dynamics. For then the temporal evolution of the mode amplitudes can be obtained from (11) where the ω j depend on the oscillation amplitudes through the conditions (9). This will be particularly useful when considering the interaction of only two, maybe three unstable modes because the dynamics can be studied by means of a phase-plane analysis. If more than one stable oscillation exists, e.g., (11) can be used to estimate the individual basins of attraction.
Remarks
We shall mention at this point that the type of analysis outlined above will be rather intricate to perform in any practical case if M > 2. This is mainly attributed to the multiinput describing function, which has to be available. Since F a depends on all relevant frequencies and amplitudes, numerical or experimental determination is virtually impossible. Even in the case of two modes, in which a dual-input describing function is necessary, the fundamental gain of each amplitude depends already on four parameters (ω 1 ,ω 2 ,a 1 , and a 2 ). On the other hand, the experimental procedure for the determination of F a is straightforward. For the assumptions stated above (low Mach number, compact heat source, velocity-driven heat release fluctuations), the two-frequency response of a nonlinear heat source can be obtained from measurements in which excitation frequencies and amplitudes of the two input sinusoids are varied successively. This does only require the measurement equipment necessary for the determination of singleinput describing functions.
One drawback of a describing-function-type method is that a specific form of the solution is assumed, in the present case, a superposition of harmonic oscillations. Accordingly, the analysis will always yield solutions that are compatible with this ansatz. Therefore, a careful choice has to be made which modes to include. Naturally, all modes that are linearly unstable should be accounted for but also those that are only lightly damped and may experience subcritical growth at finite amplitudes. However, thermoacoustic systems may also exhibit more complex dynamics, such as transient growth [29] or period-doubling bifurcations resulting in subharmonic frequency
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APPLICATION TO A MODEL SYSTEM
In this section, we study the dynamics of a model system with two linearly unstable modes. We do this for two reasons: (i) to demonstrate the modeling approach introduced in the previous section and (ii) to illustrate some of the characteristic dynamics, which we conjecture to be rather general for thermoacoustic systems with multiple linearly unstable modes.
Model system definition
We consider the dynamics of a one-dimensional thermoacoustic model system governed by the set of equations given in the following. The fields of acoustic pressure p(x, t) and axial particle velocity u(x, t) satisfy
where q is the unsteady component of the volumetric heat release rate, α and γ are (constant) damping coefficient and ratio of specific heats, respectively, ρ 0 is the mean density, and an overdot denotes a partial derivative with respect to time. The squared acoustic propagation speed is given by c 2 = γ RT, with the specific gas constant (of air) R taken as constant. Velocity node and pressure node boundary conditions are imposed at the up-and downstream end of the domain (with length L), respectively. We consider a heat source of infinitesimal extent so that the temperature distribution is given by
, where T 1 and T 2 are the temperatures on the unburnt and the burnt side, respectively, and H(x) denotes the Heaviside function. To close this system, we need to supply a relation between the acoustic field and the unsteady heat release q. We use (14) where n is an interaction index, L cd [ . ] denotes a linear operator representing a convection-diffusion process (defined below), u q is the normalized acoustic velocity u / u -at x ↑ x q (i.e., immediately upstream of the heat source), and δ is Dirac's delta function. S is a static saturation nonlinearity which, in the remainder of the paper, will be given by a scaled hyperbolic tangent, S(u) = tanh(σu)/σ. Although this is a rather simple form of nonlinearity, it matches quite well the experimental results for the amplitude dependence of a turbulent premixed flame in Ref. [26] , as discussed by Noiray et al. [30] .
The linear operator L cd is defined such that y(t) = L cd [u(t)], with y(t) = φ (l, t), where φ is the solution of (15) with boundary conditions (16) and zero initial conditions. In eqn (15) , u -and Γ represent a characteristic mean velocity and a diffusion coefficient, respectively. The reason for introducing the operator L cd is twofold. First, we model typical flame characteristics by convection (time-lag) and diffusion (low-pass), and second, we provide, in this way, for non-trivial linear heat release dynamics.
Linear stability of the model system
To find suitable parameter combinations such that multiple modes are unstable, it is necessary to determine the linear stability characteristics of the model system. This is achieved by well-known frequency domain techniques, shortly summarized below.
Up-and downstream of the heat source, the solution of the acoustic field can be determined without difficulty because on each side, the temperature is constant. In the present case, we have for admittance and impedance (17) where subscripts 1,2 denote evaluation at T 1,2 , the wave numbers on the unburnt and burnt side are given by k 1,2 = [(ω /c 1,2 ) 2 − iαω /c 2 1,2 ] 1/2 , and the velocity divergence transfer function for small perturbations reads
In eqn (18) , F cd (ω) is the transfer function of the convection-diffusion operator defined in (15) , which, for the boundary conditions (16), can be written as (19) where convective time scale and Péclet number are given by τ = l/u -and Pe = u -l/Γ. For assessing linear stability, we do not need to take into account the saturation nonlinearity S, since it has unit gain for small amplitudes.
In the following, we fix all parameters (see Tab. 1) except for the convective time τ, which we use to determine the regions of multiple linearly unstable modes. Solutions of the linear dispersion relation (2), with A and Z given in eqn (17) and F = F lin in eqn (18) , were computed for a range of convective times. The imaginary parts of the
international journal of spray and combustion dynamics · Volume . 4 · Number . 1 . 2012 eigenvalues associated with the first three acoustic modes are shown in Fig. 1 . There are two intervals of the convective time in which two modes are unstable. We will consider the second interval because in contrast to the first, there are τ values for which the second mode has a larger growth rate than the first and vice versa so that we can observe a broader spectrum of qualitatively different scenarios. In the next two sections, we will first discuss numerical solutions of eqns (12-15) and then apply the harmonic balance approach, presented in Sec. 2, to interpret the results on a more fundamental level.
Simulation results
Equations (12) (13) (14) (15) were solved numerically with a commercially available finite element solver (Comsol Multiphysics, http://www.comsol.com). We first set the convective time to 5.2 ms. For this value of τ, the first and the second mode have approximately equal linear growth rates (Fig. 1) . Two simulations with different initial conditions are considered. In the first, the initial pressure field corresponds to the purely acoustic λ /4-mode, ψ 1 (x), with small amplitude. (The acoustic eigenfunctions for a duct with temperature jump can be found, e.g., in Ref. [31] .) To identify the two unstable thermoacoustic modes in the solution, we project the computed pressure field p(x, t) on the (normalized) purely acoustic eigenfunctions ψ n (x), which gives the modal contribution p (2n-1)λ /4 = ( p,ψ n ). We use the standard inner product ( f, g) = ∫ 0 L fgdx. The acoustic eigenfunctions are not identical to the actual thermoacoustic modes but Damping rates of the first three modes as a function of the convective time τ. Shaded regions indicate more than one unstable mode. resemble them sufficiently close so that they can be used to assess the modal contributions in the solution field. The temporal evolution of the amplitudes p (2n−1)λ /4 of the first two acoustic modes and the amplitude of the normalized velocity fluctuation at the flame, û q , are shown in Fig. 2 (left) . The first mode grows and settles on a finiteamplitude limit cycle whereas the second remains at negligible size. All higher acoustic modes also have a vanishing contribution (not shown). The second simulation is run with initial conditions corresponding to the acoustic 3λ/4-mode with small amplitude. This time, the second mode grows and reaches a steady state oscillation (Fig. 2, right) ; the first acoustic mode shows negligible contribution. Evidently, for this value of the convective time, there are two stable equilibrium solutions for fixed system parameters. The initial conditions, in other words, the system's history determines the final oscillation state. A justified question at this point is if there also exists a steady-state oscillation which corresponds to a superposition of both modes, i.e., a quasi-periodic solution. Using initial conditions composed of different amplitude combinations of the first two modes resulted always in only one of the two modes oscillating in the long-time limit (not shown), as was also reported by Stow and Dowling [11] . The describing function analysis in the next section will reveal that there is indeed a two-mode steady-state oscillation; it is, however, unstable.
The third simulation was made with a convective time τ = 4.8 ms, for which the growth rate of the 3/4λ-mode is larger (see Fig. 1 ). The initial condition was set to the acoustic λ /4-mode. We observe significant growth of the corresponding amplitude (Fig. 3) and apparent saturation at a finite level for a distinct period of time. However, at t = 1 s, the second mode experiences a strong growth, and at the same time, the first mode decreases in amplitude. The second mode continues to grow and dominates the long-time solution, with the first mode being completely suppressed. This behavior is similar to the mode switching shown in Ref. [7] . At this point, however, it is not possible to determine whether a stable λ /4 oscillation exists and could be realized with different initial conditions. Normalized modal amplitudes and particle velocity at the flame for a convective time τ = 5.2 ms and different initial conditions. Left and right frames correspond to initial perturbations along ψ 1 and ψ 2 , respectively. P 0 is the reference pressure of 1 atm.
The characteristics observed in the simulation results can be fully explained with the harmonic balance approach for multi-mode oscillations introduced in Sec. 2. In addition, this will also provide a clearer picture of the dynamics, since all equilibrium solutions and their stability can be assessed.
Describing function analysis
To explain the results observed in the previous section, we use the harmonic balance approach for multiple unstable modes described in Sec. 2. The definition of the heat release model (14) actually allows us to make a considerable simplification. Since the nonlinearity acts directly on the input of the convection-diffusion operator [see eqn (14) ], we can separate the amplitude and frequency dependence of the heat release model. Then we have for two modes F a 1 (ω 1 , ω 2 , a 1 , a 2 ) = F lin (ω 1 )N a 1 (a 1 , a 2 ) , where F lin is as given in (18) , N a 1 is the dual-input describing function for the first input sinusoid corresponding to the static nonlinearity S, and a 1 and a 2 represent the amplitudes of the normalized velocity fluctuation at the flame, u q , associated with the respective mode. The dual-input describing function can be computed from the Fourier transform of the nonlinearity (with respect to the input signal) based on an integral identity given in Ref. [5] , viz., (20) where J 0 and J 1 denote Bessel functions of the first kind of zeroth and first order, respectively. The fundamental harmonic gain for the second input signal follows directly from the symmetrical definition of the dual-input describing function, hence  N a 2 (a 1 , a 2 ) = N a 1 (a 2 , a 1 ) .
The special property of the heat release model that amplitude and frequency dependence can be factored cannot be expected to generally hold for the nonlinear N a a a s J a s J a s Normalized pressure history at x = 0 (left) and modal amplitudes for a convective time τ = 4.8 ms.
response of premixed flames to velocity fluctuations. In the present case, this form was chosen for the model system to allow for as much analytical progress as possible instead of relying on a completely numerical evaluation of the two-frequency response, but this would have been also feasible. Separating frequency and amplitude dependence is possible if the heat release response can be represented as a series connection of one or more linear time-invariant systems and a static nonlinearity (Wiener-Hammerstein model). This is the case, for example, for the response of a heated wire, which is represented as a series connection of a time lag and a square-root nonlinearity, commonly used in fundamental studies on thermoacoustic oscillations in the Rijke tube [32] . Whether this property generally holds for the nonlinear response of premixed flames is more doubtful. However, measurement data from several experiments shows that, for certain conditions, the phase response depends only very weakly on the input amplitude [26, 33] , and this indicates that such a factored representation may indeed be possible in some cases. It is important to note that the factored form simplifies the determination of the two-frequency response of the heat source but is generally not necessary. We solved (20) numerically on an a 1 -a 2 grid and used the results as a look-up table for subsequent computations (Fig. 4) . The gain of the first mode continuously decreases with increasing amplitude of the second mode. This clearly explains the effect that one mode that is oscillating at high amplitude can suppress the growth of other linearly unstable modes. If a 2 , for example, is sufficiently large, the gain of a 1 will be so small that the first mode is, in fact, stabilized. 
Figure 4:
Dual-input describing function of the scaled hyperbolic tangent. The isolines have an equidistant spacing of 0.05.
For the present case of two unstable modes, the nonlinear dispersion relations (9) read
where we introduced N = N a 1 for simplicity. In the following, we will associate a 1 with the λ /4-and a 2 with the 3λ /4-mode. Calculation of single-mode steady-state oscillations can proceed according to the single-input describing function scenario, with the other amplitude set to zero in (21) . Stability of the single-mode equilibrium solutions is checked by verifying ∂ a Im ω > 0 and by computing the growth rate of the other mode at zero amplitude. Simultaneous oscillation states are found, as described in Sec. 2, by solving (21) for solutions with non-zero a 1 and a 2 and vanishing growth rates. Stability of these multi-mode solutions is assessed on the basis of the eigenvalues of J, as described in Sec. 2.3, where f˜in eqn (10) corresponds to the left hand sides of (21), and ã = [a 1 , a 2 ] and = [ω 1 ,ω 2 ]. The matrix J can be calculated explicitly from eqns (17) (18) (19) (20) (21) .
The results are shown in terms of a bifurcation diagram for a range of convective times τ that roughly corresponds to the larger shaded area in Fig. 1 . Although the 5λ /4-wave is also unstable for convective times close to 4 ms, we ignore this mode for the sake of a clearer explanation and discuss only the equilibrium states associated with the first two modes. At a convective time slightly larger than 4 ms, both modes bifurcate into periodic solutions, but these are not necessarily stable. In addition, we also observe a simultaneous oscillation state for a small interval of convective times between A and B. This state is also unstable; in fact it is a saddle, as we will see later. The simultaneous, or two-mode, oscillation does not represent a periodic solution. Since the frequencies of the two modes are incommensurate, the system state is only quasi-periodic, and its trajectories cover a two-dimensional invariant manifold, a 2-torus, in the oscillator state space [34] . The oscillation amplitudes are quite small close to the Hopf points, and it is therefore somewhat difficult to recognize the details of the dynamical picture. Qualitatively the same phenomenon occurs for convective times between C and D, and we focus our discussion on this part.
Between B and C, the single-mode a 1 oscillation is unstable. This is because although ∂ a 1 Im ω 1 is larger than zero on this branch, the growth rate of a 2 is positive. Again, this corresponds to a saddle in an a 1 -a 2 phase plane. In contrast, the single-mode a 2 oscillation is found to be stable for convective times larger than τ A . Hence, between τ B and τ C , two single-mode limit cycles exist, but only one of them is stable. This corresponds to the simulation results shown in Fig. 3 , where an initial condition favoring the a 1 oscillation was chosen but the system dynamics settled on the second mode. This is consistent with the present describing function analysis, which reveals the a 1 limit cycle to be unstable.
Consider now point C in Fig. 5 . Approaching from τ < τ C , the saddle corresponding to the a 1 single-mode oscillation bifurcates into two new saddles and a stable node. The two new saddles both represent the same quasi-periodic oscillation because the system ω ω is symmetric in a 1 and a 2 (phase invariance). The single-mode a 1 oscillation is now stable as well as the single-mode a 2 oscillation. Hence, for τ > τ C (but smaller than τ D ), there exist two stable oscillation states associated with the individual modes. Evidently, in this case, the initial conditions, in other words, the system's history, determines the long-time behavior of the dynamics. Both oscillation modes can be realized, and once attracted to one of the two periodic solutions, the system state will remain on it without any strong perturbations. Again, this is consistent with the simulation results for τ = 5.2 ms (Fig. 2) . Depending on the initial condition, either an a 1 or an a 2 oscillation could be established (but no simultaneous oscillations).
At D, there is another saddle-saddle-node bifurcation, where the quasi-periodic solution collides with the a 2 limit cycle, rendering the latter unstable. Evidently, two stable single-mode oscillations exist precisely for those values of τ, for which there is also an unstable two-mode oscillation state. From a topological point of view, the existence of a simultaneous oscillation state in case of two stable single-mode equilibria is clear because the two basins of attraction, associated with the single-mode oscillations, need to be disjoint, and accordingly, there must be an invariant manifold that separates the two. Consider now a convective time between B and C. Only the a 2 oscillation is stable, and all initial conditions will converge to this limit cycle. In a low-noise environment, the system will remain in this periodic state if the convective time is increased up to D. At this point, the a 2 oscillation becomes unstable, and the system state will move to the a 1 fixed point, which is now the only attracting set, and will remain on it when further increasing τ. Doing the same now in reverse, the a 1 oscillation persists down to C. Here, the a 1 fixed point collides with the two-mode saddle and becomes unstable; the system state will now move to the a 2 oscillation. This process will be observed as hysteresis in the oscillation mode, essentially identical to that investigated by van der Pol [18] . Experimental observations of this phenomenon in laboratory and test-rig combustors can be found in Refs. [7, 8, 17] .
A more instructive picture can be obtained by studying these dynamical features in an a 1 -a 2 phase plane. Adapting eqn (11) for the transient dynamics to the present case with two unstable modes, we have a
where the ω 1,2 depend on the two oscillation amplitudes through the conditions (21). Based on (22), phase planes for three different values of τ have been computed (Fig. 6 ).
Consider the left frame, corresponding to a convective time of 5.2 ms, for which both modes have approximately identical growth rates, first. Evidently, the two single-mode steady-state oscillations are stable. In addition, there is an equilibrium state, where the nullclines (representing zero growth in a 1 or a 2 ) cross, with both modes having finite amplitude. This state represents quasi-periodic simultaneous oscillations. As stated above, this equilibrium state is a saddle and therefore unstable. The stable manifold of this saddle divides the phase plane into the two basins of attraction of the single-mode oscillations.
Consider now a decrease in the convective time τ (middle and right frame in Fig. 6 ). While the amplitudes of the first and second mode decrease and increase, respectively, the saddle point moves closer to the stable fixed point representing the single λ/4-mode oscillation. At the value of τ corresponding to C in Fig. 5 , which lies between the phase planes shown in the middle and right frames, the saddle collides with the a 1 fixed point. This is, in fact, a subcritical pitchfork bifurcation because the mirror image of the saddle approaches from the lower half-plane also. Then, for the index to remain constant, the three equilibrium states must bifurcate into a saddle.
Increasing the convective time from τ = 5.2 ms has the opposite effect (not shown). The saddle approaches the a 2 fixed point and eventually collides with it (point D in Fig. 5 ), rendering the single 3λ/4-mode oscillation unstable. As the saddle moves closer to one of the stable fixed points, the respective basin of attraction shrinks, and it will be more difficult to realize this oscillation state. The heteroclinic path connecting the saddle with the origin determines, in particular for small perturbations, the probability of entering one of the two stable oscillation states given random initial disturbances. This underlines the importance of the two-mode oscillation in this type of dynamics. Although unstable, it is the location of the saddle that controls the stability of the single-mode oscillations and the size of their basins of attraction.
The right frame in Fig. 6 also explains the simulation result shown in Fig. 3 , in which the λ /4-mode grows significantly and saturates before the second mode eventually dominates. If the initial condition lies close to the stable manifold of the a 1 saddle (Fig. 6 , right frame), the system's state is first strongly attracted to this equilibrium solution but then finally repelled to the stable a 2 fixed point along the unstable manifold of the saddle. This results in a long transient, as evident in Fig. 3 .
Also note that, at τ = 4.8 ms (Fig. 6 , right frame), for example, an analysis based on a single-input describing function simply predicts both modes to be linearly unstable with stable limit cycles. The reason is that by considering both modes independent from each other, we look only along the a 1 , respectively, the a 2 axis. But since the a 1 axis happens to be the stable manifold of the a 1 limit cycle, the single-mode stability criterion ∂ a Im ω > 0 is satisfied, and the unstable growth in the a 2 direction is completely missed.
SOME EXPERIMENTAL OBSERVATIONS
In this section, we present some experimental observations related to the interaction of two unstable thermoacoustic modes. This is not intended to provide validation for the modeling approach or the analysis of the model system presented in the preceding sections. We wish to illustrate two aspects on the basis of the measured data: (i) The mutual gain dependence of the flame response when forced simultaneously at two frequencies. As described in Sec. 2, the interaction of two modes in a describing function framework is reduced to the dependence of the fundamental harmonic gains on the two oscillation amplitudes (assuming linear acoustics). It is therefore important to assess the significance of this effect in a practical (i.e., turbulent swirl-stabilized) flame (Sec. 4.1).
(ii) The co-existence of two stable single-mode limit cycles. The analysis of the model system (Sec. 3) showed that there is an interval of convective times, in which two stable single-mode limit cycles exist, with the simultaneous oscillation state being unstable. This type of global dynamics can be evidenced in experiments; transition between the two limit cycles can be induced by external forcing (Sec. 4.2) or by internal noise (Sec. 4.3).
Flame response to two-frequency forcing
A key ingredient for the analysis introduced in Sec. 2 is the dual-input describing function of the heat source, i.e., the fundamental harmonic gains of two sinusoidal signals with incommensurate frequencies as a function of both input amplitudes. The model system in Sec. 3, to which we applied the analysis, was endowed with a rather simple heat source nonlinearity. We therefore take a look at the response of a real flame subject to simultaneous forcing at two frequencies. This type of experiment does not seem to have drawn much attention; in fact, the only work we are aware of is that of Balachandran et al. [35] . They investigated the response of a lean premixed flame excited by two frequencies up to finite amplitudes. The amplitude of the second frequency was found to have a significant influence on the response at the first frequency. However, the second excitation frequency was chosen to be a harmonic of the first. While this information is important to assess the accuracy of the describing function analysis when the filtering hypothesis is not strictly satisfied, it cannot be directly transferred to the case of two non-harmonically related oscillation frequencies relevant for the case of two unstable thermoacoustic modes.
The experimental results presented below were obtained at an atmospheric combustor test-rig specifically designed for high-amplitude acoustic forcing of premixed flames; the set-up is described in detail in Ref. [27] . The measurements were made at an equivalence ratio of 0.65 (fully premixed, natural gas), a preheat temperature of 573 K, and a thermal power of 78 kW. A movable-block swirler was used to stabilize the flame with a fairly high swirl number of 1.2.
The normalized OH-chemiluminescence response at a single forcing frequency of 339 Hz (Fig. 7, left) shows a linear regime up to excitation amplitudes (normalized velocity fluctuation at the burner, | û | / u -) of about 0.2 and strong saturation for | û | / ularger than 0.4. These results are quite characteristic for the amplitude-dependent response of a premixed flame. Now we fix the amplitude of the primary excitation signal at 339 Hz, a 1 , and add a second frequency component at 144 Hz with increasing amplitude a 2 . The magnitude of the fundamental harmonic gain of the first component, F a 1 , as a function of a 2 for two fixed values of a 1 is shown in Fig. 7 (right) . We observe a significant decrease of the response at 339 Hz for an increase of the excitation amplitude at 144 Hz. The harmonic gain of the first component for an excitation amplitude a 1 = 0.08, which is clearly in the linear regime for single-frequency forcing, is reduced by more than a factor of 2 for a secondary excitation amplitude of a 2 = 0.3. At a fixed primary excitation amplitude of a 1 = 0.39, the effect of the secondary forcing frequency is less pronounced but still significant. These results clearly demonstrate that the flame's response to two simultaneous frequency components exhibits a nonlinear interaction between the two harmonic components. Accordingly, the mutual dependence of the oscillation amplitudes of two or more unstable thermoacoustic modes must be accounted for when modeling this kind of scenario.
The forcing frequencies in this measurement were chosen because they allowed for a high-amplitude excitation at a fixed plenum length. Obviously, the two frequencies are not incommensurate; in fact, they are not even coprime. However, the common period is one-third of a second so that any phase interaction seems unlikely.
The flame's response to simultaneous forcing at two frequencies also shares some relation with the interaction of a self-excited and an externally imposed oscillation. Bellows et al. [36] , e.g., showed that by means of open-loop acoustic forcing, the amplitude of a self-excited oscillation can be reduced significantly. This is consistent with the effect of a secondary excitation frequency observed in Fig. 7 (right) . A reduction of the flame response gain at the instability frequency will naturally cause a decrease in the amplitude of the self-excited oscillation. These characteristics are well known in control theory and are extensively used to control nonlinear oscillators by the injection of suitable, typically high-frequency, open-loop signals (see, e.g., Ref. [37] ).
Two coexisting stable single-mode oscillations: forced transition
The analysis of the model system in Sec. 3 showed that for certain values of the convective time, two stable oscillation states with finite amplitude exist, corresponding to the two linearly unstable modes. This phenomenon was also observed by Stow and Dowling [11] in network model simulations of an annular combustion chamber. The coexistence of two stable oscillation states can be also observed experimentally, as reported in Ref. [7] . Here, we present similar results, which were obtained in a laminar flat-flame configuration (see Ref. [38] for details of the experimental set-up). Figure 8 shows the variation of the acoustic pressure spectrum in the plenum as a function of time (left) and the corresponding pressure time trace (right). The data was taken at an equivalence ratio of 0.75 and a thermal power of 350 W burning natural gas. A perforated plate was used to stabilize the flame. The pressure data shows the presence of two spectral peaks at distinct frequencies corresponding to the 3λ /4-and the 5λ /4-mode of the configuration. However, the two modes do not appear simultaneously; only one is oscillating at a time. In these measurements, the transition between the two unstable modes was achieved by imposing strong perturbations at the outlet, i.e., either blowing air into it or partially blocking the exit. Without these perturbations, the oscillation state did not change and would be sustained indefinitely. This is a very clear manifestation of two coexisting stable limit cycles. A simultaneous oscillation state could not be realized, however.
Two coexisting stable single-mode oscillations: noise-induced transition
The transition between two stable limit cycles need not be induced by external perturbations. The setup discussed in the preceding section did not exhibit any noticeable stochastic noise component since it is a laminar configuration. However, turbulent swirlstabilized flames typically show, apart from self-excited oscillations, also significant broadband noise. This can also trigger a transition from one oscillation mode to the other. Figure 9 shows the unsteady combustor pressure measured in an atmospheric test-rig with an EV-type burner at an equivalence ratio of 0.6 (premixed, natural gas), a preheat temperature of 423 K, and a thermal power of 96 kW (see, e.g., Ref. [39] for details of the set-up). The pressure spectrum (Fig. 9, left) exhibits two distinct spectral components at 55 and at 502 Hz. Since the operating parameters were held fixed and no external perturbations were imposed, it appears tempting to infer the presence of a simultaneous oscillation state. This is, however, not the case. Applying narrowband filters to the pressure data, with center frequencies corresponding to the two modes, we observe that, effectively, only one mode is oscillating at a time (Fig. 9, right) . There is a random transition between the two oscillation states, induced, evidently, by turbulent noise components. Although the two modes alternate in appearance, spectral markers of the interaction of the two frequency components can be found, e.g, the sidebands around the 502 Hz peak, which represent the sum and the difference of the mode frequencies. Evidently, considering only the spectral distribution of the unsteady combustor pressure is prone to lead to a wrong conclusion in this case. While the spectrum is compatible with simultaneous oscillations, the filtered pressure histories clearly indicate the presence of two stable, mutually exclusive single-mode oscillations. Qualitatively, this corresponds to the same global dynamics as in the experiment presented in Sec. 4.2 and as found in the analysis of the model system (convective time between A and B or C and D in Fig. 5 ). In the present case, however, the high noise level adds an additional complexity in that the system state may transit between the two attractors without any external action. This effect is obviously not covered by our approach.
DISCUSSION & CONCLUSIONS
In thermoacoustic systems with multiple linearly unstable modes, several stable and unstable equilibrium states may exist. A full assessment of the dynamics in such a system can be only made if the nonlinear heat release response is fairly well known. In the harmonic balance framework presented here, this means that the nonlinearity output for an input signal composed of several sinusoids needs to be available, in other words, a multi-input describing function. As mentioned before, this relation will be excessively laborious to determine for a practical case. On the other hand, the procedure is very clear, and if only two modes have to be considered, the effort may be acceptable. Combustor pressure data showing noise-induced transition between two oscillation modes. Amplitude spectrum (left) and filtered time trace.
In principle, a complete dynamical picture can be obtained from a bifurcation analysis based on a time-domain model. There are, however, two major difficulties associated with this approach. First, thermoacoustic dynamics are generally represented by infinite-dimensional systems, and applying a bifurcation analysis tool will require a system of ordinary differential equations. This makes a finitedimensional truncation of the full equations, typically through a projection on some suitable basis, necessary, and the results will depend on the dimension and the type of this basis. The second point impeding a bifurcation analysis in time domain is the complexity of the heat release-acoustic interaction. The identification of linear heat release models is reasonably well established and was shown to deliver results consistent with experimental data (see, e.g., various contributions in Ref. [1] ). However, while there has been some recent work on the identification of nonlinear heat release models in time domain [40, 41] , this subject is considerably less advanced, and no general methodology exists to date which allows to set-up a nonlinear time-domain model for a practical flame valid for a range of amplitudes and frequencies and, in particular, combinations thereof. Such a model would be required for a time-domain bifurcation analysis of a thermoacoustic system with multiple unstable modes. A further advantage of a frequency-domain approach is that nontrivial acoustic boundary conditions, which are known to have an important effect on stability and oscillation amplitudes in thermoacoustic systems [42] , can be easily incorporated. In contrast, they are notoriously difficult to implement in time-domainbased methods.
In studying a thermoacoustic model system, we found two coexisting stable singlemode oscillations. In an a 1 -a 2 phase plane, the basins of attraction of the two were separated by the stable manifold of a saddle, the latter being associated with a two-mode oscillation. This saddle controls the stability of the single-mode oscillations and the size of their basins of attraction. Through the variation of a system parameter, the saddle can collide with one of the single-mode oscillations, rendering the latter unstable. Associated with the stability of the single-mode limit cycles, oscillation hysteresis, for which the current oscillation state depends on the system history, can be observed. The analysis based on the dual-input describing function was fully consistent with the results of a set of time-domain simulations using a finite element code. Obtaining the complete dynamical picture of a system with multiple unstable modes, i.e., all equilibrium solutions and their stability, from a direct solution of the governing equations is generally less efficient -if feasible at all. To make sure that all possible oscillation states are found, a large number of simulations with different initial conditions would have to be made, and even then, the unstable equilibrium solutions cannot be detected.
Experimental data from two different configurations evidenced the coexistence of two stable single-mode oscillation states. In the first case, a laminar configuration with negligible noise, a transition between the two limit cycles could be induced by imposing strong perturbations. The second case, a turbulent premixed flame, showed switching between the two oscillation states without any external forcing. The mutual gain dependence of two incommensurate frequency components was also demonstrated based on combustor test-rig experiments.
If more than one mode is unstable in a thermoacoustic system, different scenarios are possible. Generally, multiple equilibrium states exist, either of single-mode type or true multi-mode oscillations, but only some of them will be stable and can hence be realized in an experiment. To assess which of the oscillation states are stable, the nonlinear heat release response has to be known in a fairly detailed manner, in particular, the mutual interaction between different frequency components.
