Abstract-Web access from mobile devices presents its own unique challenges because of severe resource constraints on the mobile devices (power, form factor, handwidth, etc.). Hence, instead of reacting to a user's requests, it would be better to try and predict a user's actions. This would allow time for the server (on the fixed-wired side) to pre-fetch data and pre-process it into a wireless-friendly format (such as the .PQA format required by Palm Pilots). Information that Bows on the wireless link should be tailored to match what the user wants (rather than making the user wander through Web which wastes bandwidth and increases latency experienced by the user).
I. Introduction and Related Work
Recently, many researchers have investigated (see, for of user profiles from raw web logs by using various data mining techniques. The technique of clustering individual user sessions is seen as a method to aid in collaborative filtering in [3] , [4], [ 5 ] , [6] . Incremental web-log mining to create adaptive web-servers has also been investigated p].
Most of these approaches concentrate on either user or url clustering, but not on employing both. Likewise, they concentrate more on the clusteringiprofile creation methods themselves.
In this paper we look at employing both user as well as url clustering information for better completeness and relevancy (these attributes are defmed below) of the recommended set. We investigate several distance measures commonly employed in the literature and evaluate some others. We have also proposed a measure (the induced entropy) to assess the quality of clusters generated. This quantity does not depend on the distance metrics invoked by the clustering algorithm, it can be computed directly from the original data. Experimental data is presented and discussed.
Our Approach
Clustering users seems to be an indirect approach. In a sense, it emphasizes the question "what have like minded users done". The primary emphasis should be on the question "which urls is this particular user likely to visit ?". Then as a secondary option, the user might be told what like minded people have done (Amazon.com does this: after a book purchase, they inform the user which other books were deemed interesting by people who bought the same book).
Intuitively it appears that urls should be clustered first, and a list of the (top few) url clusters closest to a user's usage pattem should be retrieved when the user signs on. Accordingly a comprehensive strategy would consist of the following steps:
Cluster the URLs as well as the users (note that clustering of URLs helps answer the question "how similar are url's i and j ) .
For each user, maintain a list of the (closest few) url clusters. When the user logs-in, first retrieve links from the url clusters he/she is closet to.
The last (auxiliary) step: search the user clusters to fmd what other urls "like minded" users have visited (that might be missed by the url clusters this particular user likes).
(1) (2) (3) A. Distance metrics As shown in Figure 1 , we create an "incidence matrix'' (denoted by A), whose rows represent sessions and columns represent urls. If a url was visited in a session, the entry in that column is 1, othenvise it is 0 (as illustrated in figure 1) . Note that the "1" could be replaced by the count of number of times a url was visited. This gives more detailed information of visitation pattems. In case users have explicitly ranked urls giving them scores of some sort, those scores can be entered instead of "1"s. We approximate a "session" to be a user. This is not necessarily true, but with cookies this approximation can be close to reality: a cookie can identify whether the session originated from the same browser (which is likely to be used by the same end-user). The incidence matrix is likely to 0-7803-7280-8/02/$10.00 022002 IEEE Using relational clustering methods that only need the relative distances could be a better approach. The important point is that the distance calculation (based on the huge incidence matrices) is not part of the clustering algorithm itself, (these are typically pre-computed), so the algorithm could be potentially faster. Note that metric space algorithms that update centers of clusters as they iterate will have to work with original spaces which have huge dimensionality. On the other hand, in relational clustering methods the entire information about a pair of points is summarized by a single number irrespective of the dimensionality of the underlying space. Hence relational methods can be expected to be faster and more compact. Moreover, relative distances are more amenable to incremental updating (as more data is collected over time). This coupled with the fact that a relational clustering algorithm could be potentially smaller and faster suggests that reclustering or incrementally updating the clusters would be easier with relational clustering methods.
A matrix of pair-wise distances (or similarities among users or urls) which is required for relational clustering can be easily generated from the incidence matrix. For instance ATA is an n x n matrix which can be thought to indicate the similarities between urls (the ijth entry of ATA measures the number of sessions in which both the url's (i and j ) were visited, which can be thought to measure the similarity between the two urls). Likewise AAT is a measure of similarities between users. Note that each user could be considered a point in an m dimensional space with distance among users given by an m x m matrix (such as AAT. However this space is not a normed space (triangle inequality does not hold). Hence relational clustering must be used in this space.
corresponds to the ith column of A), whereas sessions are denoted by S (i.e., 3, corresponds to the jth row of A). The distance between a pair of corresponding entities (represented by the corresponding vectors) is denoted by ! D. The normal (Euclidean or 2) norm of a vector is denoted by I I . I I, whereas the 1-norm of a vector (sum of absolute values of its elements) is denoted by I . I
In the following, Urls are dented by U s (i.e.,
We have tested the following distance measures.
"Max" is the maximum value of dot product for any pair of vectors. (the dot product itself measures similarity, subtraction from the max is one way to render it to be a distance or dissimilarity)
The main difference wrt. measure (i) above is that the raw popularities of the urls are factored out by dividing by the norm. For instance if incidence values for urls i, j, k, I in a row of incidence matrix A are 10, 10, 25, 25 then both the url pairs in question are correlated. Pair (i,j) is correlated, so is pair (kJ) but in one case @air (k,[)), the raw popularity of the urls is higher and contributes more to the similarity.
(iii) Distance a, = (1 -pi,)' where
where (ai) is simply the average (mean) defined as the sum of all the element's of the vector% divided by the number of elements, and owj = standard deviation = ,/m
Where P(ui U,) denotes the probability of the event (8) we need to calculate the probability of the event [ui is visited AND U, is visited]. Since the sessions k can be approximated to be mutually independent events which together cover the entire event space, using conditional probabilities we get (9) element of (vector) cis the sum of corresponding elements of i, j, k, i.e.
cr=a,i+a,,+ark,
where r = l ; . . , m
The same method is used when sessions are clustered: now multiple rows (belonging to the same cluster) are collapsed into one row representing the cluster. This way, no matter how the matrix is reduced, the sum of all elements always remains M . The next step is recommending urls based on the clustering. The way urls are recommended is this: a row from the incidence matrix is read off, corresponding to a session-cluster (or an individual session if no clustering has been done on sessions). The total incidence of that row where P(uiu,Jk) is the conditional probability of the event [visiting urls i AND j 1 session k]
It is straightforward to verify that is summed (this is simply the sum of all elements in that row). Urls from url clusters with the highest incidence in where, M = ZiZjai, (sum of all elements of matrix A ). that row are recommended until the total incidence of the Invoking the assumption that visiting 3 and ii, are inde-recommended urls exceeds the a threshold. The threshold pendent events, the conditional probability of visiting links function used was (totalIncidence/numSessionsInCluster), i and j given session k is where the numerator is the row-sum mentioned above and the denominator is the number of sessions that got clustered together (i.e., the number of rows that have been collapsed into the current row).
substituting from (IO) and (1 1) into (9), we get 
B. Clustering and Recommendation
Since these two steps is not the main focus of our inves-The assessment of quality should be independent of the tigation, they are briefly outlined in this subsection.
distance measure itself as far as possible (the clustering alEach of the above distance measures was used to con-g o r i b presumably already minimizes (optimizes) an obstruct distance matrices for clustering urls as well as users. jective function which includes the distances). Hence we The next step was to invoke a relational clustering algo-used the following method. r i t h (which used the distance various matrices). We used Since the end product iS a Set Of I'eCOm"datiOnS, it iS the fuz~y-c medoids clustering algorithm [IO] , [I I], [3] , natural to evaluate how useful the recommendations were.
[ 121. Note that the algorithm itself is immaterial, any of Denote by 1 the set of recommended to a user, and the large number published in *e literature could be used by ' P' the set of urls visited. Let IS/ denote the cardinality in this step. We used the fuzzy-C medoids method because o f a set S. Then we define it seems to perform well and a robust implementation of that method was easily available to us.
Reduced matrices are generated after clustering (this would be the whole point behind clustering). For example, suppose only urls are clustered. The reduced matrix would have fewer columns since all columns (urls) belonging to the same cluster are combined into a single cohnn. Each The score could be entry in the new Column is the S u m of corresponding en-pleteness and the number of bad recommendations, tries in the columns that got collapsed into this column.
group. Then, the 3 columns i, j, kin the original incidence (R,C,B, etc.) can be judged subjec-reduced matrix the k x 1 block in the original matrix is retively since they can be assigned values/importance (at placed by a single element whose value o is the sum of all least subjectively). For instance, in some cases, complete-the elements in the original k x 1 sub-block as explained ness might be the main criteria whereas in some other above. To generate the induced matrix this sum a is unicases, relevancy might be the chief attribute. As an ex-formly spread over a k x I sub-block, i.e., each entry in the ample, consider a mobile user who asks for a list of sub-block now has the value 5. In other words the single restaurants within 1 mile of their current location. The entry in the reduced matrix is replaced by a k x 1 sub-block. businesses paying the recommendation service provider This means the clustering is sort-of un-done, expanding want relevancy: if their web-site is recommended to the the rows and columns of the reduced matrix back to origuser, they want the user to at least visit that web-site inal dimensions. The entries are generated by uniformly ((?/n!RJ/X to be maximum). The recommendation ser-distributing the sub-block sum.
vice provider on the other hand would like to primarily wony about completeness: they'd not be very happy if the The entropy of the original incidence matrix is just the user took none of their suggestions which would signal to log of the total number of hits on urls. The induced enthem that the user did not like anything they recommended tropy 'E sort of measures how much the hits have been and may not pay for their service next time around (they spread out, or blurred, so it makes it seem like there have want (?/ni)/?/ to be maximum)). For this reason, these been false hits. The lower the induced entropy, the betscores are together referred to as "subjective scores" in the ter the clustering. For every little bit that the induced enremainder of the manuscript. tropy is larger than the original entropy, some incidence We define the entropy E of the original matrix A to be has been stolen from one url-session hit, and blurred over some other matrix entries. Note that the induced entropy is independent of any distance measure invoked and the number of clusters generated by the algorithm: the induced In a sense, E measwes the spread of total incidence M matrix iS always Of the same dimension as the original data among the sessions and ~1 s .
If, and only if, only one entry matrix. Also, the total incidence in any induced sub-block is non-zero then E = 0 (since domi-is the same as that in the reduced matrix which is in tum nates Igx). On the other extreme, ifall entries are identical the same as the total incidence of the corresponding subthen E = Ig(mn) where mn is the total number of elements block in the original incidence matrix. in the (incidence) matrix. For any other distribution, the E It C a n be Shown that the entropy of the induced matrix is in between these two extremes. It is seen that E is biased is 2 entropy Of the original matrix. The smaller the difby the dimensions of the matrix (for example consider two ference A = 'E -E the better the clustering (in a Sense). different matrices with all entries identical, one with di-In other words if roughly unifodidentical sub-blocks of mensions ( m l , n l ) and the other with dimensions (m2,n2), the original incidence matrix were partitioned into clusters, even though they are both equally spread, their E values then the induced matrix won't increase the entropy much, are different). i.e., if the clustering is good, the entropy won't increase The reduced matrix (generated by clustering) can be much. shown to have less E than the matrix, his is This measure is of more theoretical interest, we use it intuitive, clustering is trying to reduce the spread by con-along with the subjective scores to assess the quality of centrating manv incidence entries into one. and is also re-clustering. group all sessions and all urls into 1 cluster which will We tested the different distance metrics using the evalyield a 1 x 1 matrix whose E = 0, but this clustering is uation criteria described above. Real web access logs certainly not what is desired). from our departmental web-server were parsed to generInstead we look at the E of another matrix induced by ate an incidence matrix of dimension 2474 (sessions) x the reduced matrix (the induced entropy is denoted by 'E), 3013 (urls). From this incidence matrix, 10 different distance matrices were generated, one set of 5 matrices for 0-7803-7280-8/02/$10.00 02002 IEEE Distance Measure -1
Average scores over 42 runs (std. dev. in pair-wise distances among urls, corresponding to each of the 5 distance metrics described above. The other set of 5 distance matrices was for pair-wise distances among sessiondusers. The fuzzy C-medoids relational clustering method was then used to cluster the data. This algorithm does not figure out the number of clusters by itself, that number must he provided as an input parameter to the algorithm. For each value of number of clusters, the algorithm was run 30 times.
The best clustering ("best" decided based on the value of the objective function minimized by the algorithm) from each batch was used to evaluate the scores mentioned in section 2.3 above.
The whole thing was run 42 times for each distance measure and the average scores, with standard deviation in parentheses, are tabulated in Tables 1-11 .
The first column lists the number of sessions (out of the original 2474) for which the intersection between the set of recommended urls K and the set of visited urls V was nonzero, i.e., at least one of the recommended urls was visited. This is the primary of aspect of the subjective scores we are concerned with.
For those sessions for which xfl V # 0, the average rel-
evance and completeness is listed in columns 2 and 3 (the average was computed over the total number of sessions with non-zero intersection).
In the tables, the 4th column (titled IS/) shows the average number of bad recommendations averaged over those sessions for which Knz/ = 0. The fact that the average is 1 or 2 indicates that a small number of useless urls were recommended when there was no intersection (between recommended and visited) which is good. The first 4 columns in the tables list the subjective scores. The last column lists the entropy of the induced matrix. In each case (row of the table), the induced matrix has the same dimensions as the original incidence matrix (i.e., 2474 x 3013). The entropy of the original incidence matrix wasE = 13.3582. Table 1 (looking at the "number intersected" column) demonstrates that when the number of clusters is large (Le, the distances between elements within a cluster are small), the Euclidean norm distance metric leads to (relatively) better subjective scores.
First strategy is to cluster on urls alone (reduced matrix dimensions 2474 x 900). In this case all sessions had non-zero Q l Z' . Hence there are no sessions to average the bad recommendations over, which is why the corresponding en@ indicates "not applicable". Second strategy is to cluster third row indicates the following strategy: cluster on urls first to obtain a reduced matrix 2474 x 900, and then clus- cs UMBc, 1999. her investigating the few where the scores go one
