Let W be a Coxeter group. We generalise the Knuth -plactic relations to W and we show that their equivalence classes decompose the Kazhdan-Lusztig cells. In the case of symmetric groups, we show that the set of elements of minimal length in a double sided cell is the set of elements of maximal length in conjugated parabolic (i.e. Young) subgroups. We also give an interpretation of this set with tableau, using the Robinson-Schensted correspondance. We show also that the set of elements of maximal length in a two sided cell is the set of longest minimal right coset representatives of conjuagted parabolic subgroups.
Introduction
Section 3 and 4 are independants, since section 3 is a generalisation of known results in symmetric groups and section 4 concerns only symmetric groups.
Let (W, S) be a finite Coxeter system. In section 2, we generalise to W the plactic -Knuth relation and the coplactic -dual Knuth relation. We show the connection with the fondamental Kazhdan-Lusztig theory (see [15] , [16] and [7] ). More precisely, each left (resp. right) cell is a disjoint union of coplactic (resp. plactic) classes (i.e) the equivalence classes for plactic (resp. coplactic) equivalence. Moreover, each double sided cell is the disjoint union of carpets (which are the equivalence classes for the relation refining plactic and coplactic equivalences). Lusztig has conjectured that each left cells are left connected (see [11] ). Our construction give a decomposition of the left cell onto left-connected sets with combinatoric definition. It is known that this conjecture is true in symmetric groups, since left cells and coplactic classes coincide in this case.
In section 3, we consider that W is simply laced, that is, the order m s,t of two elements s, t ∈ W is equal to 1, 2 or 3 (if it is irreducible, W is a group of type A, D or E). In this case, we give a useful combinatorial way to study plactic-coplactic classes and carpets: the Crochet Procedure, introduced in symmetric groups by Blessenhol and Jöllenbeck in [4] and that we generalise to W in this section. As application, we define a generalised Robinson-Schensted correspondance between W and the pair of (P, C) where P (resp. C) is a plactic (resp. coplactic) class and P, C live in the same carpet. If W is a symmetric group, we find the classical Robinson-Schensted correpondance. We also generalise to W many known results on symmetric groups:
1. the intersection of a plactic class and a coplactic class is empty or a singleton (in symmetric groups it is a result of Blessenhol and Jöllenbeck, [4] ); 2. in each carpet which contains an involution, any plactic class contains a unique involution. Moreover, these involutions are conjugated (in symmetric groups it is two results of Schützenberger, [20] and [21] ).
In section 4, we consider the symmetric group S n (simply laced Coxeter group of type A n−1 . It is known that in this case, the carpets are precisely the two sided cells. Moreover, a carpet is the image by the inverse of the RobinsonSchensted correpondance of pairs of standard Young tableau of same shape λ, where λ is a partition of n. We show that the set of elements of minimal length in a carpet -two sided cell -associate to λ is the set of elements of maximal length in conjugated parabolic subgroups (i.e Young subgroups) of type λ t , where λ t denotes the transposed partition of λ. We also give a way to see this set as particular tableau named reading column tableau which are an analog of the reading row tableau defined by Garsia and Remmel in [8] . Moreover, we show that the elements of maximal length in a carpet -two sided cell are the longest minimal coset representatives of parabolic -Young -subgroups of type λ.
As a byproduct of our proof, we obtain that if w is an involution, the Kazhdan-Lusztig polynomial P e,w = 1 if and only if w is the longest element of a parabolic subgroup of S n .
Plactic-coplactic equivalences and KazhdanLusztig cells
In this section, W is an arbitrary finite Coxeter group and e is the identity of W . We denote by ℓ(w) the length of w as a word in the elements of S, for any w ∈ W . If n = ℓ(w) and w = s 1 . . . s n say that s 1 . . . s n is a reduced expression of w. Denote by < the bruhat order on W , that is, u < v if u is obtained from v as a subexpression of a reduced expression of v. It is readily seen that u < v implies ℓ(u) < ℓ(v). Let I ⊆ S and W I be the parabolic subgroup of W generated by I. The cross section of W/W I consisting of the unique coset representatives of minimal lengths ( [12] , 5.12) is given by X I = {x ∈ W | ℓ(xs) > ℓ(x), ∀s ∈ I} = {x ∈ W | x < xs, ∀s ∈ I}. Let w ∈ W , then there is a unique (w I , w I ) ∈ X I × W I such that w = w I w I . The couple (w I , w I ) is called the parabolic components of w. Moreover, w I is the unique element of smallest length in the coset wW I and ℓ(w) = ℓ(w I ) + ℓ(w I ). We give an other characterization of X I . Let w ∈ W , the set D(w) = {s ∈ S | ℓ(ws) < ℓ(w)} = {s ∈ S | ws < w} is called the descent set of w. For J ⊂ S, denote by D =J the set of elements of W such that D(w) = J. Then X I is a disjoint union of D =J for I ⊂ S \ J.
A left-connected set is a subset X in W such that for all w, g ∈ X, there is x 1 , . . . , x n ∈ X such that x 1 = w, x n = g and x −1 i x i+1 ∈ S.
Descent Classes
In [2] , the author gives a new proof of the Solomon result [22] using descent sets. We use these results to define a equivalence relation related to descent set. Let g, h ∈ W , then g is a descent neighborhood of h, denoted g ⌣ D h, if there is s ∈ S such that h = sg and there is no t ∈ S such that sg = gt. As easly seen, the relation ⌣ D is symmetric.
The smallest equivalence ∼ D on W refining the descent neighborhood is called the descent equivalence.
Let g ∈ W , the equivalence class
is called the descent class of g. Observe that descent classes are left-connected. The terminology descent is explained in the following Atkinson result.
Before proving the proposition, we need some well-known lemmas (see [10] , Chapter 1 and 2). Lemma 2.3. Let I ⊂ S and w ∈ D =I . Then there is a unique x ∈ X I such that w = xw 0,I , where w 0,I is the longest element of W I .
Proof. Let (x, y) be the parabolic components of w. If y = w 0,I , then there is s ∈ I such that ℓ(ys) > ℓ(y). Thus
Therefore s ∈ D(w) = I, which is a contradiction. We recall here the useful (right) exchange condition (see [12] 5.8). Let w ∈ W and w = s 1 . . . s n an expression of w, not necessarily reduced, with s i ∈ S. For all s ∈ D(w), there is an 1 ≤ i ≤ n such that
where the symbolŝ i denotes that s i is omited. If the expression of w is reduced, that is n = ℓ(w), then the index i is uniquely determinated, and this new expression of w is also reduced. Observe that if s ∈ D(w), there is a reduced expression of w ending by s. In other words, w = s 1 . . . s n−1 s is a reduced expression. In the same way, we have a (left) exchange conditon. Lemma 2.5. Let I ⊂ S and w = s 1 . . . s n ∈ X I a reduced expression. Then
Proof. Assume there is 1 ≤ i ≤ n such that g = s i . . . s n ∈ X I . Then there is s ∈ I such that ℓ(gs) < ℓ(g). Thus, by exchange condition, there is i ≤ j ≤ n such that g = s i . . .ŝ j . . . s n s. Therefore
and this expression is reduced. Thus ℓ(ws) < ℓ(w) which is a contradiction.
Proof of Proposition 2.1. On one hand, if D(g) = D(h) = I, there is x ∈ X I such that g = xw 0,I , by Lemma 2.3. Without loss of generality, assume that h = w 0,I . Let x = s 1 . . . s n be a reduce expression. One proves by induction on n = ℓ(x) that
The case n = 0 is trivial. If n > 0 then g = xw 0,I = s 1 . . . s n w 0,I . Let
. By induction one has
As g = g ′ t with ℓ(g) = ℓ(g ′ ) + 1, one has t ∈ D(g) = I. Thus g = xw 0,I = x ′ w 0,I t. Therefore w 0,I t ∈ W I . Hence x = x ′ by unicity of the parabolic components, which is a contradiction. Thus
Thus one just has to show that
If there is t ∈ D(g) and t ∈ D(h), the exchange condition implies that sht = h or sh = ss 1 . . .ŝ i . . . s k t where h = s 1 . . . s k is a reduced expression. The first case contradicts g ⌣ D h. The second case implies that h = s 1 . . .ŝ i . . . s k t is a reduced expression, which contradicts t ∈ D(h). Therefore D(g) ⊂ D(h). To prove the other inclusion, one procceds similarly.
Corollary 2.6 (of the proof ). Let I ⊂ S, u ∈ D =I and x ∈ X I such that u = xw 0,I . Let x = s 1 . . . s n be a reduced expression then
Plactic and coplactic classes
We follow the terminology of [5] . Let g, h ∈ W , then g is a plactic neighborhood of h, denoted g ⌣ P h, if there is s ∈ S such that:
We say that g is a coplactic neighborhood of h, denoted g ⌣ C h, if g −1 ⌣ P h −1 . In symmetric groups, this definition is equivalent to the definition of Knuth relation (see [1] ).
The plactic equivalence ∼ P (resp. coplactic equivalence ∼ C ) is the smallest equivalence on W refining the plactic (resp. coplactic) neighborhood. The equivalence class
is called a plactic classes. It is readily seen that coplactic classes are leftconnected. We define similarily the coplactic class C(g). Finally, let ∼ CP the smallest equivalence on W refining both ∼ P and ∼ C . We call carpets the equivalence classes for ∼ CP . Observe that a carpet is a disjoint union of plactic (resp. coplactic) classes. For M ⊂ W , we denote
It is immediate from definitions that P (w) −1 = C(w −1 ) for any w ∈ W . If u ∈ W is an involution, P (u) = C(u) −1 . Observe that P (w 0 ) = {w 0 } and P (e) = {e}. We need the two following lemmas to prove the proposition. The first one gives a useful caracterisation of plactic neighborhood.
Lemma 2.8. Let g, h ∈ W . Then the following propositions are equivalents:
1. h ⌣ P g if and only if there is u ∈ W and s, t ∈ S such that u < ut < uts < utst and either g = ut and h = uts, or g = uts and h = ut.
2. h ⌣ C g if and only if there is u ∈ W and s, t ∈ S such that u < tu < stu < tstu and either g = tu and h = stu, or g = stu and h = tu.
Proof. Assume that g < h, the other case is symmetric.
If h ⌣ P g, there is s ∈ S such that h = gs and D(g) ⊂ D(h). Hence there is t ∈ D(g) such that h < ht. Write u = gt then u < ut = g < uts = h < ht = utst.
Conversely, as g < h, g = ut and h = uts. As s ∈ D(h) and g < gs one has D(h) ⊂ D(g). In the same way, with t ∈ D(g), one shows that D(g) ⊂ D(h), hence h ⌣ P g. For coplactic classes, one takes inverses.
Lemma 2.9. Let x ∈ W , s ∈ S and w 0 be the longest element of W . Then
Proof. Recall that ℓ(w 0 w) = ℓ(w 0 )−ℓ(w) and that u < w if and only if w 0 w < w 0 u, for all u, w ∈ W .
One has x ⌣ P xs one assumes that x < xs (the other case is symmetric). By Lemma 2.8, there is t ∈ S such that xt < x < xs < xst.
Therefore w 0 x ⌣ P w 0 xs by Lemma 2.8. The equivalence follows from w 2 0 = e. On the other hand, as the conjugation by w 0 is a bijection on S, there is s ′ , t ′ ∈ S such that sw 0 = w 0 s ′ and tw 0 = w 0 t ′ . Thus
Therefore xw 0 ⌣ P xw 0 s ′ = xsw 0 by Lemma 2.8 again. The equivalence follows from w 2 0 = e. For coplactic neighborhoods, one takes inverses and the lemma is proved.
Proof of Proposition 2.7.
(2) is a direct consequence of Lemma 2.9. One just has to show that g ⌣ C h =⇒ g ⌣ D h to prove (1). Without loss of generality, one assumes that g < h. By Lemma 2.8, on has v < sv = g < tsv = h < stsv , with s, t ∈ S and v ∈ W . Hence ℓ(stsv) > ℓ(g). If g ⌣ D h, there is r ∈ S such that tsv = svr. Thus stsv = vr therefore ℓ(stsv) = ℓ(vr) ≤ ℓ(v) + 1 = ℓ(g) which is a contradiction.
Kazhdan-Lusztig cells
Our basic references for the work of Kazhdan and Lusztig is [15] , [16] and [7] .
Let A = Z[q 1\2 , q −1\2 ] where q 1/2 is an indeterminate. Let H be the Hecke algebra over A corresponding to W . Write u = −q 1/2 . Let (T w ) w∈W be the standard basis of H and ( T w ) w∈W the basis defined as follow:
In [15] 
where P y,w ∈ A are polynomials, called the Kazhdan-Lusztig polynomials. For y, w ∈ W , we write y ≺ w if y < w and µ(y, w) = 0, where µ(y, w) is the coefficient of q ℓ(w)−ℓ(y)−1 in the Kazhdan-Lusztig polynomial P y,w . In this case, we define µ(w, y) = µ(y, w). In [15] , the authors have also shown this useful property about the Kazhdan-Lusztig base: Let s ∈ S and w ∈ W then
Using this result and following [7] , we define the elementary relation ≦ L on W as follow: y ≦ L w if and only if y = w and b y appears with a nonzero coefficient in b s b w for some s ∈ S. This definition is given as a caracterisation in [7] , Lemma 5.3. The preorder ≦ L is the smallest preorder refining the elementary relation
Write y ≦ R w if and only if y −1 ≦ L w −1 . Denote ∼ R the equivalence relation arise from ≦ R and ∼ LR the smallest equivalence refining both ∼ L and ∼ R . An equivalence class for ∼ R is called a right cell and for ∼ LR is called a two sided cell.
Similarly, we define − R and − LR . We will see later that these equivalences do not coincide with ∼ L , ∼ R and ∼ LR in general. Now, we can state the main result of this section. In particular, as Knuthplactic classes are the right cells in symmetric groups (see [23] or [1]), the following proposition shows that the above equivalences coincide in symmetric groups. In particular, the equivalence classes of − L (resp. − R ) are the coplactic (resp. plactic) classes of W ; and the carpets of W are the equivalence classes of − LR .
Recall from the above section that coplactic classes ate left-connected. The next corollary gives a decomposition of any left cell as left-connected sets. 
each two sided cell of W is a disjoint union of carpets.
We need the following lemma to prove the theorem. A proof of (2) can be found in [15] (2.3.e) and a proof of (1) can be found in [7] 2. Let w, y ∈ W and s ∈ S such that w < y, sy < y and w < sw. Then w ≺ y if and only y = sw. Moreover, in this case µ(w, y) = 1.
The proposition is a direct consequence of the the next lemma.
Lemma 2.13. Let w, g ∈ W then:
. One just has to show the following:
there is s ∈ S such that w = sg.
step 1 As w ≦ L g is an elementary relation, g = w and there is s ∈ S such that b w appears with a nonzero coefficient in b s b g . Thus g < sg. By (⋆), either w = sg or w ≺ g and sw < w. In the first case, (⋄) done.
step 2 As g ≦ L w is an elementary relation, there is t ∈ S such that g = w and b g appears with a nonzero coefficient in b t b w . Thus w < tw. By (⋆) again, either g = tw or g ≺ w and tg < g. In the first case, (⋄) also done. step 3 One consider the last join case: w ≺ g, rw < w, g ≺ w and tg < g. Then by definition of ≺, one has w < g and g < w which contredicts w = g.
If w ⌣ C g, then there is s ∈ W such that w = sg. Therefore w < g or g < w. By definition of coplactic neighborhood,
. Assume that w < g, the other case is symmetric. As w < g, w < g = sw, w = sg < g and g = sw, Lemma 2.12 (2) implies µ(w, g) = 1 = 0. Hence w ≦ L g and g ≦ L w are elementary relations, by Lemma 2.12 (1). Therefore w ⌣ L g.
We end with this following proposition, that gives a connection between ≧ L and ∼ D .
Proposition 2.14.
Proof. Let x ∈ X I such that u = xw 0,I and x = s 1 . . . s n be a reduced expression. Denote u i = s i . . . s n w 0,I . Therefore u i+1 < u i . By Lemma 2.6,
by Lemma 2.12 (1). The proposition follows since u n ≦ L w 0,I .
The case of simply laced Coxeter groups
From now, W is a simply laced Coxeter groups, that is, for all s, t ∈ S we have 1 ≤ m s,t ≤ 3.
A generalised Robinson-Schensted correpondance
The following theorem define a Robinson-Schensted correspondance for W . If W is a symmetric group, we find the classical Robinson Schensted correpondance (see [18] ). The two properties in the theorem extend two results of Schützenberger about Robinson-Schensted correspondance on symmetric groups (see [20] and [21] ).
Theorem 3.1 (Generalised R-S correspondance). Let W be a simply laced Coxeter group, then the map
is a bijection between elements of W and pairs (P, C) such that P (resp. C) is a plactic (resp. coplactic) class and P, C live in the same carpet.
Its inverse is defined by
where w P C is the unique element in P ∩ C. Moreover π has the following properties:
In symmetric groups, the Robinson-Schensted correpondance implies that each coplactic class contains a unique involution. We conjecture that it is also true in W . The first asumption of the next proposition gives the unicity.
The second assumption gives a generalisation of a result of Schützenberger: in the symmetric groups: all involutions which arise by R-S correspondance from tableau of the same shape are conjugated (see [21] ). Proposition 3.2. Let P (resp. C) be a plactic (resp. coplactic) class such that P (resp C) contains an involution u. Then u is the unique involution in P (resp C).
Moreover, if a carpet T contains an involution u, then all plactic (resp. coplactic) classes in T contain a unique involution conjugated to u. In particular, all involutions in T are conjugated.
Remark. If W is a simply laced Coxeter group of type D 4 , we see using the GAP part of CHEVIE that there is left cells that contain more than one involution (see [19] and [9] ). This implies that coplactic classes are not the left cells in general (but it is done in symmetric groups).
Corollary 3.3. Denote by Inv(T ) the set of involution in a carpet T . If
Inv(T ) = ∅, then for any plactic class P and coplactic class C in T ,
The crochet procedure
We describe here a useful procedure, named the crochet procedure. In symmetric groups, it has been introduced by Blessenhol and Jöllenbeck in [4] . We generalise it to all simply laced Coxeter groups.
Geometrical plactic and coplactic relations
Following the case of symmetric groups (see [5] , Chapter 10), we represent a plactic neighborhood g ⌣ P h by an horizontal bar g h. As example, consider S 4 the symmetric group generated by the simple transposition
In the same way, we represent a coplactic neighborhood g ⌣ C h by an vertical bar g | h .
As example, with S 4 as above, we have
1. If x ⌣ P g and y ⌣ C g then there is a unique h ∈ W , h = g, such that
x ⌣ C h and y ⌣ P h.
If g is an involution and
The crochet procedure
The two next corollary are shown by using the same way than in symmetric groups (see [5] or [4] ).
Corollary 3.5. Let P 1 , P 2 be plactic (resp. coplactic) classes. If there is x ′ ∈ P 1 and y ′ ∈ P 2 such that x ′ ⌣ C y ′ (resp. x ′ ⌣ P y ′ ) , then for any x ∈ P 1 , there is a unique y ∈ P 2 such that x ⌣ C y (resp. x ⌣ P y). In other words, there is a bijection from P 1 to P 2 (depending of the plactic neighborhood
Proof. Let x ∈ P 1 , then there is g 1 , . . . , g n ∈ P 1 such that
By crochet procedure 3.4, one constructs a unique family h 1 , . . . , h n ∈ P 2 such that h i ⌣ C g i and
As the above construction is symmetric in P 1 and P 2 , one obtains a bijection from P 1 to P 2 . Consider inverse for coplactic classes and plactic neighborhood.
Geometrical illustration of the proof
Corollary 3.6. Let T be a carpet in W . For all plactic classes P 1 , P 2 ∈ T and all coplactic classes C 1 , C 2 ∈ T we have
In particular,
Proof. First, one shows that
Assume there is x ∈ P 1 and y ∈ P 2 such that x ⌣ C y. By Corollary 3.5, there is a bijection f from P 1 to P 2 such that f (w) ⌣ C w, for any w ∈ P 1 . Observe that
Then the restriction of f to P 1 ∩ C 1 gives an injective map to P 2 ∩ C 1 . Therefore
As this construction is symmetric in P 1 and
For an arbitrary P 2 , the result follows by induction. As the roles of plactic and coplactic classes can be changed, the lemma is proved.
We give two useful lemmas for the following: the first one give a new caracterisation of plactic and coplactic neighborhood in the case of simply laced Coxeter groups (with Lemma 2.8); and the second one gives a unicity property which strongly depends of the simply laced hypothesis.
Lemma 3.7. Let v ∈ W and s, t ∈ S. Then v < vs < vst < vsts ⇐⇒ v ∈ X {s,t} and m s,t = 3 and v < sv < tsv < stsv ⇐⇒ v ∈ X −1 {s,t} and m s,t = 3 .
Proof. Observe that the lemma follows for the second equivalence by taking inverses.
If v ∈ X {s,t} and m s,t = 3 then ℓ(vy) = ℓ(v) + ℓ(y), for all y ∈ W {s,t} . As s, st, sts are reduced expression and v ∈ X {s,t} , v < vs < vst < vsts .
Conversely, observe that m s,t > 2. As W is a simply-laced Coxeter group, m s,t = 3. By hypothesis, one has ℓ(vs) > ℓ(v). Assume that ℓ(vt) < ℓ(v). Then one writes v = r 1 . . . r n t (reduced expression). Thus vst = r 1 . . . r n tst , reduced expression and vsts = r 1 . . . r n tsts = r 1 . . . r n st .
Therefore ℓ(vsts) ≤ n + 2 < n + 3 = ℓ(vst), which is a contradiction. Thus v < vs and v < vt. Therefore v ∈ X {s,t} and the Lemma is proved.
Proof. By definition, there is s 1 , s 2 ∈ S such that g = xs 1 and h = xs 2 . As g ∼ C h, Proposition 2.7 and Proposition 2.1 imply that
Then there is x 1 , x 2 ∈ X I such that g = x 1 w 0,I and h = x 2 w 0,I , by Lemma 2.3. Case 1. If s 1 , s 2 ∈ I then u = x 1 w 0,I s 1 = x 2 w 0,I s 2 . As w 0,I s i ∈ W I , one has x 1 = x 2 , by unicity of the parabolic components. Therefore g = h.
. . r n s 1 a reduced expression, r i ∈ S. By exchange condition, with s 2 , one has
which is a contradiction. Case 3. If s 1 ∈ I and s 2 ∈ I, then s 2 ∈ D(x) and ℓ(g) = ℓ(h) + 2 (this case is symmetric). As s 2 ∈ D(x), there is a reduced expression x = r 1 . . . r n s 2 . As h = r 1 . . . r n = xs 2 and s 1 ∈ I, one has by exchange condition h = r 1 . . .r i . . . r n s 1 , which is a reduced expression. Therefore g = xs 1 = hs 2 s 1 = r 1 . . .r i . . . r n s 1 s 2 s 1 .
If s 1 s 2 = s 2 s 1 then g = r 1 . . .r i . . . r n s 2 which contredicts ℓ(g) > ℓ(h). As W is simply laced, the only other case is s 1 s 2 s 1 = s 2 s 1 s 2 . Hence gs 2 = r 1 . . .r i . . . r n s 2 s 1 thus ℓ(gs 2 ) ≤ ℓ(h) + 1 < ℓ(g) which contredicts s 2 ∈ I and the lemma is proved.
Proof of the crochet procedure
We recall here the useful Deodhar's Lemma (see [10] , Lemma 2.1.2).
Lemma 3.9 (Deodhar's Lemma). Let I ⊂ S, x ∈ X I and s ∈ S then 1. if sx < x, sx ∈ X I ; 2. if x < sx, either sx ∈ X I either sx = xr with some r ∈ I.
In the following, we use a special terminology: we say that w = u 1 u 2 is a reduced expression if ℓ(w) = ℓ(u 1 ) + ℓ(u 2 ). By induction, we say that w = u 1 . . . u k is a reduced expression if ℓ(w) = ℓ(u 1 ) + · · · + ℓ(u k ), where u i ∈ W . In other words, if we take a reduced expression for each u i , we obtain a (usually) reduced expression for w. As example, in our vocabulary, the parabolic component (w I , w I ) gives a reduced expression of w.
Lemma 3.10. Let u, v ∈ W and s 1 , s 2 , t 1 , t 2 ∈ S such that u < s 1 u < t 1 s 1 u < s 1 t 1 s 1 u and v < vs 2 < vs 2 t 2 < vs 2 t 2 s 2 .
1.
If s 1 u = vs 2 then either t 1 u = vt 2 and u = v, or t 1 v ∈ X {s2,t2} and ut 2 ∈ X −1 {s1,t1} .
If s
1. First, one proves that t 1 v ∈ X s2 and ut 2 ∈ X −1 s1 . Assume that t 1 v ∈ X −1 s2 , that is, ℓ(t 1 vs 2 ) < ℓ(t 1 v). By Proposition 3.7, v ∈ X {s2,t2} ⊂ X {s2} . As v < t 1 v and t 1 v ∈ X −1 s2 , one has t 1 v = vs 2 , by Deodhar's Lemma. This implies t 1 s 1 ut 2 s 2 = t 1 vs 2 t 2 s 2 = vt 2 s 2 therefore v = t 1 s 1 u. By Proposition 3.7, u ∈ X −1 {s1,t1} thus ℓ(u) < ℓ(u) + 2 = ℓ(v) which contradicts (⋆). Hence ℓ(t 1 vs 2 ) > ℓ(t 1 v). One proceeds similarly with ut 2 .
On the other hand, (⋆) implies
Thus s 1 vs 2 < vs 2 . Let v = r 1 . . . r n a reduced expression. By left exchange condition, one has s 1 vs 2 = u = v or ws 2 with w = r 1 . . .r i . . . r n , for some 1 ≤ i ≤ n. Observe that the expression of w is reduced. One studies this two cases.
3. Case 1. If u = ws 2 then v = s 1 us 2 = s 1 w is also a reduced expression, by (⋆). As v = s 1 w ∈ X {s2,t2} , w ∈ X {s2,t2} by Lemma 2.5. Similarly, w ∈ X −1 {s1,t1} . One will show that t 1 v ∈ X {s2,t2} and ut 2 ∈ X −1 {s1,t1} .
By (1), one just has to prove that ℓ(t 1 vt 2 ) > ℓ(t 1 v) and ℓ(t 1 ut 2 ) > ℓ(ut 2 ). Assume that ℓ(t 1 vt 2 ) < ℓ(t 1 v). As in (1), t 1 v = vt 2 by Deodhar's Lemma. This implies that t 1 s 1 w = s 1 wt 2 . As w ∈ X −1 {s1,t1} , one has
which is a contradiction. Therefore ℓ(t 1 vt 2 ) > ℓ(t 1 v). One proceeds similarly to show that ℓ(t 1 ut 2 ) > ℓ(ut 2 ).
{s1,t1} ∩ X {s2,t2} , by Proposition 3.7. If t 1 u ∈ X {s2,t2} , as above, t 1 u = ut 2 , by Deodhar's Lemma. If t 1 u ∈ X {s2,t2} then ut 2 ∈ X −1 {s1,t1} . Otherwise, ut 2 = t 1 u ∈ X {s2,t2} ⊂ X s2 , by Deodhar's Lemma, which contredicts (1).
1. First, one proves ut 2 ∈ X −1 {s1,t1} .
Assume that ut 2 ∈ X −1 {s1,t1} . As u ∈ X −1 {s1,t1} (Proposition 3.7), u < ut 2 . Thus s 1 u = ut 2 or t 1 u = ut 2 , by Deodhar's Lemma. If t 1 u = ut 2 , one has ut 2 = t 1 u = t 1 s 1 vs 2 t 2 thus s 1 t 1 u = vs 2 . As u ∈ X −1 {s1,t1} and v ∈ X {s2,t2} , one has ℓ(u)+1 = ℓ(v) which contradicts (⋄) again. If s 1 u = ut 2 , one has vs 2 t 2 = ut 2 . Thus vs 2 t 2 s 2 = u. As v ∈ X {s2,t2} , ℓ(u) = ℓ(v) + 3 which contradicts (⋄).
2. Now, one proves t 1 v ∈ X {s2,t2} .
Assume that t 1 v ∈ X {s2,t2} . By Proposition 3.7, v ∈ X {s2,t2} . Thus t 1 v = vs 2 or t 1 v = vt 2 , by Deodhar's Lemma. If t 1 v = vs 2 , one has
As u ∈ X −1 {s1,t1} one has
therefore ℓ(u) < ℓ(v) which contradicts (⋄). If t 1 v = vt 2 then t 1 (vs 2 t 2 ) = vt 2 s 2 t 2 = (vs 2 t 2 )s 2 . Thus t 1 u = ut 2 which contradicts ut 2 ∈ X −1 {s1,t1} . The Lemma is proved. 3.4, (1) . The unicity is given by Lemma 3.8. As g ⌣ C x, D(x) = D(g) by Proposition 2.7. By definition D(x) ⊂ D(h). Therefore, if h exists, D(h) = D(g) which implies h = g. Existence: As x ⌣ P g and y ⌣ C g, Proposition 3.7, there is u ∈ X −1 {s1,t1} , v ∈ X {s2,t2} and s 1 , s 2 , t 1 , t 2 ∈ S such that u < s 1 u < t 1 s 1 u < s 1 t 1 s 1 u and v < vs 2 < vs 2 t 2 < vs 2 t 2 s 2 .
Proof of the Theorem
Moreover, one has many distinct cases:
1. g = s 1 u = vs 2 , x = vs 2 t 2 and y = t 1 s 1 u, 2. g = s 1 u = vs 2 t 2 , x = vs 2 and y = t 1 s 1 u,
4. g = t 1 s 1 u = vs 2 t 2 , x = vs 2 and y = s 1 u.
Observe that the cases (3) and (4) are similar to the cases 2 and 1, by Lemma 2.9. Case 1. By Lemma 3.10 (1), we have two possibilities. a) If t 1 u = ut 2 then g = s 1 u = us 2 , x = us 2 t 2 = s 1 t 1 u and y = t 1 s 1 u = ut 2 s 2 . Let h = t 1 u = ut 2 , thus u < h = t 1 u < x = s 1 t 1 u < t 1 s 1 t 1 u and u < h = ut 2 < y = ut 2 s 2 < ut 2 s 2 t 2 ,
{s1,t1} and v ∈ X {s2,t2} . Therefore x ⌣ C h and y ⌣ P h by Lemma 3.7. b) If t 1 v ∈ X {s2,t2} and ut 2 ∈ X −1 {s1,t1} . Let h = t 1 vs 2 t 2 = t 1 s 1 ut 2 , then ut 2 < x = s 1 ut 2 < h = t 1 s 1 ut 2 < s 1 t 1 s 1 ut 2 and t 1 v < y = t 1 vs 2 < h = t 1 vs 2 t 2 < t 1 vs 2 t 2 s 2 .
As above, x ⌣ C h and y ⌣ P h and this case is done.
Case 2.
Observe that x = vs 2 = s 1 ut 2 and y = t 1 s 1 u = t 1 vs 2 t 2 . Let h = t 1 vs 2 = t 1 s 1 ut 2 then by Lemma 3.10 (2) ut 2 < x = s 1 ut 2 < h = t 1 s 1 ut 2 < s 1 t 1 s 1 ut 2 and t 1 v < h = t 1 vs 2 < y = t 1 vs 2 t 2 < t 1 vs 2 t 2 s 2 .
As above, x ⌣ C h and y ⌣ P h and the first part of the theorem is proved. Now, let g be an involution and y = x −1 in the first part of the crochet procedure. As h ⌣ C x and h ⌣ P x −1 , one has h −1 ⌣ C x and h −1 ⌣ P x −1 . Hence
and therefore h ∼ C h −1 . By Lemma 3.8, one has h = h −1 . Therefore h is an involution.
The second part of the crochet procedure is a direct consequence of the following lemma. In particular, w and w ′ are conjugated.
Proof. By definitions of plactic and coplactic neighborhoods, there is s, r ∈ S such that x = ws = rw ′ . Then x −1 = sw = w ′ r and therefore w = sw ′ r = rw ′ s. One begins to show the following properties (⋆) ws = sw and rw ′ = w ′ r.
If sw = ws then x = x −1 . As x ⌣ P w and x ⌣ C w ′ there is a unique y = x such that y ⌣ C w and y ⌣ P w ′ (first part of crochet procedure). As x −1 ⌣ C w and x −1 ⌣ P w ′ , y = x −1 = x, by unicity of the crochet procedure, which contredicts y = x. The other case is symmetric.
A1 One has s ∈ D(sw).
Otherwise exchange condition implies sw = ws or sw = sŵs, whereŵ means that one has omitted a simple reflection in a reduced expression of w. If sw = ws this contredicts (⋆). Therefore sw = sŵs then w =ŵs. If we take a reduced expression of w, thenŵs is a also reduced expression of w. This forces s ∈ D(w) which contredicts s ∈ D(w).
A2 (A1) implies ℓ(sws) = ℓ(w) + 2. The case s = r implies case (1) of the lemma.
A3
If s = r then r ∈ D(sw) and r ∈ D(w). Otherwise ℓ(w ′ ) = ℓ(w) + 2. As w ′ = swr = rws, one has r ∈ D(w ′ ), hence r ∈ D(w). By exchange condition:
.
(a) implies s = r which is a contradiction. (b) implies that sw = ws which contredicts (⋆). Finally (c) implies w =ŵrsr (withŵ defined in A1). Considering ℓ(w) and the reduction condition (see [10] , Theorem 1.2.5), one must delete two generators on the expressionŵrsr to obtain a reduced expression of w. Hence, observe that there is s or r at the right end of a reduced expression of w. Therefore, r ∈ D(w) or s ∈ D(w) which contredicts hypothesis or r ∈ D(w). Hence r ∈ D(sw) hence r ∈ D(w).
A4 By (A3), ℓ(w) = ℓ(w ′ ) and srs = rsr. Suppose that sr = rs then w = sw ′ r = srwsr = srwrs ⇒ sws = rwr.
Therefore, one obtains the following contradiction:
since r ∈ D(w), by (A3).
A5 Take u = srs = rsr = u −1 then w and w ′ are conjugated by u as follow:
And the first part of (3) is proved.
B1
One has s ∈ D(sw). Indeed, conversely ℓ(sws) = ℓ(w) and ℓ(ws) = ℓ(sw). Therefore, sw = ws ([10], Lemma 1.2.6) which contredicts (⋆).
B2 (B1) implies ℓ(sws) = ℓ(w) − 2. Case (2) of the lemma follows from s = r.
B3
If s = r then r ∈ D(sw) and r ∈ D(w). Indeed, conversely, as w ′ = swr and s ∈ D(w), ℓ(w ′ )+ 2 = ℓ(w) and r ∈ D(w ′ ). As w ′ = rws then w < ws. Hence s ∈ D(w) which is a contradiction. B4 (B3) implies ℓ(w ′ ) = ℓ(w) and srs = rsr. Otherwise, if sr = rs then sws = rwr as above. Therefore, one obtains the following contradiction:
B5 Take u = srs = rsr = u −1 then w and w ′ are conjugated by u as in (A5). The last part of (3) is proved.
Rectangle in carpets
The following proposition extends a Blessenhol-Jöllenbeck result in symmetric groups to simply laced Coxeter groups (see [4] or [5] ). Proposition 3.12. For all plactic class P and all coplactic class C we have:
1. |P ∩ C| = 1 if P and C live in the same carpet;
Before the proof of the proposition, we introduce a useful object. Let T be a carpet and w, u, v ∈ T such that u ∼ P v and u ∼ C w. By definitions, there is v 1 , . . . , v n ∈ P (u) such that
and there is w 1 , . . . , w p ∈ C(u) such that
For i = 1, . . . , p and j = 1, . . . , n, we construct, by induction, a family of sets
[Initialize] Set i = 1. Denote
where u 1,j = v j , for j = 1, . . . , n.
[Iteration] Assume that P i is constructed and consider the coplactic neighborhood w i = u i,1 ⌣ C u i+1,1 = w i+1 . By Corollary 3.5, there is a bijection f i from P (u i,1 ) to P (u i+1,1 ). Take u i+1,j = f i (u i,j ) and P i+1 = f i (P i ). It is readily seen that P i+1 has the desired properties. Set i ← i + 1.
[Loop] Reapeat until i > p.
Observe that v j ∈ C j as desired. The rectangle of u, v, w (which depends of the v j and the w i ) is the set
We call p×n the order of T (u, v, w). A subrectangle of T (u, v, w) is the rectangle
A rectangle is clearly a subrectangle of itself.
Lemma 3.13. With the above notation we have
Proof. It is a direct consequence of Corollary 3.5, as in the proof of Corollary 3.6.
Lemma 3.14. Let T be a carpet and u, v ∈ T such that u ∼ P v and u ∼ C v. Then u = v.
Proof. As u ∼ P v and u ∼ C v, there is v 1 , . . . , v n ∈ P (u) such that
One shows that u = v by induction on p. Suppose that u = v and construct the rectangle T (u, v, v) of order p × n with respect for the v j and the w i . Observe that p, n ≥ 2. As u 2,1 ⌣ P u 2,2 , then D(u 2,2 ) = D(u 2,1 ). Therefore C(u 2,2 ) = C(u 2,1 ) by Proposition 2.7. By similar arguments on inverses, one shows that P (u 2,2 ) = P (u 1,2 ).
Consider the subrectangle T (u 2,1 , u 2,n , u p,1 ). As u, v ∈ P 1 ∩ C 1 , one has |P 1 ∩ C 1 | ≥ 2. Hence |P 2 ∩ C 2 | ≥ 2, by Lemma 3.13. Observe that u 2,2 ∈ P 2 ∩ C 2 . Let g ∈ P 2 ∩ C 2 with g = u 2,2 then g ∈ T (u 2,1 , u 2,n , u p,1 ) or g = u 1,2 since
In the first case, one has u 2,2 ⌣ C . . . ⌣ C u i,2 = g with 2 ≤ i ≤ p. On other words, there is at most p − 1 plactic neighborhood from u 2,2 to g. By induction, one has u 2,2 = g wich contredicts u 2,2 = g. Therefore g = u 1,2 . As g ⌣ P u 2,2 , P (u 2,2 ) = P (u 1,2 ) which contredicts P (u 2,2 ) = P (u 1,2 ). Hence u = v.
Proof of Proposition 3.12. As carpets are equivalence classes, they are disjoint. Therefore, if P and C are in disjoint carpets, they are also disjoint.
If P and C live in the same carpet, let u, v ∈ P ∩ C. Then u ∼ P v and u ∼ C v. One concludes by Lemma 3.14.
Standard squares and involutions
Let T be a carpet that contains an involution u. Let v ∈ P (u), then there is v 1 , . . . , v n ∈ P (u) such that:
We construct a particular rectangle
Observe that the order of the rectangle is n × n and C −1 j = P j . The standard square of u, v (which depends of the v i ) is the set T (u, v). We call n the square order of T (u, v). A subsquare of T (u, v) is a subrectangle which is a square. A subsquare T (u i,i , u k,i ) is standard if and only if u j,i = u −1 i,j , for all i ≤ j ≤ k.It is readily seen that a standard square is a standard subsquare of itself.
The following Proposition gives some important results about standard squares.
Proposition 3.15. Let T be a two-sided class and u ∈ T a involution. Let v ∈ P (u) and construct T (u, v). Then we have
2. For all i = 1, . . . , n, u i,i is an involution conjugated to u;
Proof. One must prove that the subsquare T (u 2,2 , u 2,n ) has the following property:
, by taking inverses in the above coplactic neighborhood. As u 1,1 is an involution, the crochet procedure and the construction of P 2 implies that u 2,2 is an involution, u i,2 ∼ C u 2,2 and u 2,i ∼ P u 2,2 . Taking inverses as above, one has u −1
Finally one has u −1
Proof of Proposition 3.15. One proves (1) − (3) by induction on n.
(1) follows directly by induction on the square order n of T (u, v), using T (u 2,2 , u 2,n ) and Lemma 3.16. To prove (2), observe that u i,i = u −1 i,i , by (1). The crochet procedure and the construction of P 2 implies that u 2,2 is conjugated to u 1,1 = u. The assertion follows again by induction on n using the subsquare T (u 2,2 , u 2,n ), since it contains u i,i . Finally, (3) follows from v = u 1,n ⌣ C u 2,n , u n,n ∈ T (u 2,2 , u 2,n ) and induction as above.
Proofs of 3.1

Proof of Proposition 3.2. If u, u
′ are two involutions in the same plactic class, then u ∼ P u ′ and u ∼ C u ′ . Then u = u ′ by Lemma 3.14. Let T be a carpet, u ∈ T be an involution and C be a coplactic class in T . Denote P = P (u) the plactic class of u, then |P ∩ C| = 1 by Proposition 3.12. Let v the unique element in P ∩ C, then u ∼ C v and u ∼ P v −1 . Construct the standard square T (u, v −1 ). By Proposition 3.15, there is a involution g ∈ T (u, v −1 ) such that g ∼ C v −1 and g is conjugated to u. Hence g is the unique involution in C and g is conjugated to u. For plactic classes, consider inverses.
Proof of Theorem 3.1. The first part of the theorem is a direct consequence of Proposition 3.12. Let w ∈ W . Hence (1) follows from P (w −1 ) = C(w) −1 and C(w −1 ) = P (w) −1 . It remains to prove (2): If w is an involution, then P (w) = P (w −1 ) = C(w) −1 . Conversly, if P (w) = C(w) −1 then C(w −1 ) = P (w) −1 = C(w) and P (w −1 ) = P (w). Therefore w, w −1 ∈ P (w) ∩ C(w). Hence w ∼ P w −1 and w ∼ C w −1 . By Lemma 3.14, w = w −1 hence w is an involution.
Proof of Corollary 3.3. Let T be a carpet which contains an involution. By Proposition 3.2, each coplactic (resp. plactic) class in T contains a unique involution. Therefore the number of coplactic (resp. plactic) class in T is precisely |Inv(T )| , by Propositon 3.2. First, let P be a plactic class in T . Then
4 The case of symmetric groups: minimal length elements in two sided cells
In this section, W is a simply laced Coxeter group of type A n−1 , that is, W is isomorphic to the symmetric group S n and S is the set of n − 1 simple transpositions τ i = (i, i + 1). The length of a permutation is just its number of inversions. We use here two points of view about permutations: as a product of simple transpositions and as a word. Our reference for general theory of the symmetric group is [17] .
Reading column tableau and parabolic subgroups
It is well known that we have a bijection between S and the composition of n. Denote α I the composition associate to I ⊂ S. Therefore the parabolic subgroups of S n are precisely the Young subgroups of S n , that is, for all I ⊂ S
where α I = (n 1 , . . . , n k ). The longest element of W I is, seen as a word:
For a composition α = (n 1 , . . . , n k ), we denote λ(α) the unique partition of n obtained by reordering in decreasing order the n i . Then we have this well known result: W I and W J are conjugated under S n if and only if λ(α I ) = λ(α J ) (see [10] , Proposition 2.3.8).
Let λ = (λ 1 , . . . , λ k ) be a partition of n and T a standard Young tableau of shape λ. We say that T is a reading column tableau if it has the following property: If p is in the row T i of T then p−1 is in the row T i−1 , for all 2 ≤ i ≤ k. The column superstandard tableau of shape λ is the tableau numeroted from the bottom to the top of each column, column after column. In the above example, the first tableau is the column superstandard tableau of shape (2, 2, 1). The column word of a standard Young tableau T of shape λ is the unique permutation obtaines by reading the columns of T , from the top to the bottom and from the left to the right of T . As example the tableau gives the column word 32154. Our reading column tableau is a variation of the reading (rows) tableau of Garsia and Remmel (see [8] ).
If T is a tableau of shape λ, we denote λ t the shape of the tableau obtained from T by a diagonal symmetry, that is, by interchanging rows and columns. We say that λ t is the transposed partition of λ. As example with λ = (2, 2, 1) as above, we obtain λ t = (3, 2).
Let λ be a partition of n, denote T ab n (λ) the set of all standard Young tableau of shape λ and
The classical and remarkable Robinson-Schensted Correpondance is the bijection
where the sum is taken over all partition λ of n (see [18] or [17] ). Schützenberger has shown in [20] that w ∈ S n is an involution if and only if T (w) = Q(w). For a tableau T , we denote w T = π −1 (T, T ) the unique involution arises from the inverse Robinson-Schensted correpondance.
the longest element of the parabolic -Young -subgroupW I such that α I = α ′ . Then w T is the longest element of the parabolic -Young -subgroup W I × S i . Let α = (α ′ , i) thus it is easy to see that λ(α) = λ t . Conversely, let α I = (n 1 , . . . n k ) and use induction and similar arguments with direct Robinson-Schensted correspondance on the permutation w T = n 1 . . . 1 w ′ ,
where n 1 . . . 1 is the longest element of the Young subgroup S n1 and w ′ is the longest element of the Young subgroup S n2 × · · · × S n k . and the column word associate to λ is w T = 5 4 3 2 1 8 7 6 10 9 12 11. Therefore, w T is the longest element of the parabolic subgroup Recall this well-known result on symmetric groups. Proof. Let u be an involution and C = C(u) that contains u. As each left cell contains a Duflo involution and left cells are coplactic classes in symmetric groups, u is the unique involution in C, by Proposition 3.2. Therefore u is a Duflo involution.
The following propostion gives a surprising criterion about the degree of the Kazhdan-Lusztig polynomial P e,w , for w ∈ S n . It will be proved later. Proposition 4.6. Let w ∈ S n , then a(w) = ℓ(w) if and only if w = w 0,I , for some I ⊂ S. In this case w is an involution.
In particular, w is an involution and δ(w) = 0 if and only if w = w 0,I , for some I ⊂ S.
KL Polynomials and smoothness of Schubert Varieties
We say that a permutation w ∈ S n , seen as a word w = x 1 . . . x n , avoid the pattern 4231 if there is no 1 ≤ i < j < k < l ≤ n such that x l < x j < x k < x i . In other words, there is no subword of w with the same relative order as the word 4231. We define similarily w avoid the pattern 3412.
In case A, that is our case, Lakshmibai and Sandhya have shown that a Schubert variety X(w), w ∈ S n , is smooth if and only if w avoid the pattern 3412 and 4231 (see [3] , Theorem 8.1.1).
On the other hand, in the study of the rationnal smoothness of Schubert varieties, which is equivalent with smoothness in our case ( [3] , Theorem 6.0.4), a criterion with Kazhdan Lusztig polynomials arises: Let w ∈ S n then the following are equivalent for all v < w ( [3] , Theorem 6.1.19):
1. X(w) is rationally smooth at e v ; 2. P u,w = 1, for all v < u < w; 3. P v,w = 1 (as the coefficient of Kazhdan-Lusztig polynomials are all nonegatives in S n ).
In particular, if X(w) is smooth, it is rationally smooth atē = e e ; Conversely, if X(w) is rationally smooth atē, one has P u,w = 1 for all e < u < w. Therefore P v,w = 1 for all v < w. Hence X(w) is rationally smooth, thus X(w) is smooth. Finally, we can state that for w ∈ S n (⋄) P e,w = 1 ⇐⇒ w avoid the patterns 4231 and 3412.
Proof of Proposition 4.6
Lemma 4.7. Let w ∈ S n an involution, then the following statements are equivalent where w p is the longest element of the symmetric group S p and w ′ is an involutive permutation on the letters p + 1, . . . , n. If p = n, w = w 0 . If p < n, w ′ avoid the patterns 3412 and 4231 since w do. By induction, there is a composition α ′ = (n 2 , . . . , n k ) of n−p+1 such that w ′ is the longest element of the parabolicYoung-subgroup S n2 ×· · ·×S n k . Hence w is the longest element of the parabolicYoung-subgroup S p × S n2 × · · · × S n k .
Proof of Proposition 4.6. As w 0,I is an involution, it is a Duflo involution by Corollary 4.5. Then a(w 0,I ) = ℓ(w 0,I )−2δ(w 0,I ). It is well known that P e,w0,I = 1. Thus δ(w 0,I ) = 0. Hence ℓ(w 0,I ) = a(w 0,I ).
On the other hand, as a(w) = ℓ(w), 0 ≤ ℓ(w) = a(w) ≤ ℓ(w) − 2δ(w).
As δ(w) ≥ 0, this forces δ(w) = 0 and w ∈ D. Therefore w is an involution such that a(w) = ℓ(w). As δ(w) = 0, one has P e,w = 1. Hence there is I ⊂ S such that w = w 0,I , by Lemma 4.7, and the proposition is proved.
Proof of Theorem 4.2
Let λ be a partition of n and T λ its associate double sided cell. Let a λ = a(w) for some w ∈ T λ . Let I ∈ S such that λ(c I ) = λ t and w 0,I the unique element of maximal length in W I . By Proposition 4.1, one has w 0,I ∈ T λ . By Proposition 4.6, one has for all w ∈ T λ ℓ(w 0,I ) = a(w 0,I ) = a λ = a(w) ≤ ℓ(w) − 2δ(w) ≤ ℓ(w).
Therefore w 0,I ∈ T λ min . On the other hand, let w ∈ T λ min . Then ℓ(w) = ℓ(w 0,I ) = a λ = a(w), since the a−function is constant on double sided cells. By Proposition 4.6, there is J ⊂ S such that w = w 0,J . As w 0,I , w 0,J ∈ T λ , one has λ(J) = λ(I) = λ t by Lemma 4.4, and the theorem is proved.
