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1. Introduction
Let Ω be a bounded open set in RN with smooth boundary. In this paper, we are concerned with the fourth-order
semilinear elliptic boundary value problem
2u + cu = f (x,u) in Ω,
u|∂Ω = u|∂Ω = 0, (1.1)
where 2 denotes the biharmonic operator, c ∈ R and f ∈ C(Ω × R, R) with subcritical growth | f (x, s)|  C(1 + |s|p−1),
∀x ∈ Ω , ∀s ∈ R , p ∈ (2,2∗) (N  3), p ∈ (2,∞) (N  2).
In problem (1.1), let f (x,u) = b[(u + 1)+ − 1], then we get the following Dirichlet problem
2u + cu = b[(u + 1)+ − 1] in Ω,
u|∂Ω = u|∂Ω = 0, (1.2)
where u+ =max{u,0} and b ∈ R .
Thus, fourth-order problems have been studied by many authors. In [1], Lazer and Mckenna have pointed out that this
type of nonlinearity furnishes a model to study traveling waves in suspension bridges. Since then, more general nonlinear
fourth-order elliptic boundary value problems have been studied. There are many results about problems (1.1) and (1.2). We
refer the reader to [1–8] for some references along this line.
For problem (1.2), Lazer and Mckenna [2] proved the existence of 2k − 1 solutions when N = 1, and b > λk(λk − c)
by the global bifurcation method. In [5], Tarantello found a negative solution when b  λ1(λ1 − c) by a degree argument.
For problem (1.1) when f (x,u) = bg(x,u), Micheletti and Pistoia [3,4] proved that there exist two or three solutions for
a more general nonlinearity g by variational method. Xu and Zhang [6] discussed the problem when f satisﬁes the local
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Y. Yang, J. Zhang / J. Math. Anal. Appl. 351 (2009) 128–137 129superlinearity and sublinearity. Zhang [7] proved the existence of solutions for a more general nonlinearity f (x,u) under
some weak assumptions. Zhang and Li [8] proved the existence of multiple nontrivial solutions by means of Morse theory
and local linking. But the existence and multiple of sign-changing solutions for (1.1) have not been studied except [9]. In [9],
using the sign-changing critical theorems, the authors got the existence of four sign-changing solutions or inﬁnitely many
sign-changing solutions for (1.1). Motivated by their ideas, the principal project of this paper is to investigate the structure
of invariant sets of the associated gradient ﬂows for problem (1.1) and in conjunction with minimax method to construct
sign-changing solutions, which are different from the literatures mentioned above.
The paper is organized as follows: In Section 2, we give some notations and the main results. Sections 3–5 are denoted
to the proofs of these results, respectively.
2. Preliminaries and statements
Let Ω be a bounded open set in RN with smooth boundary. f ∈ C(Ω × R, R) with subcritical growth | f (x, s)| C(1 +
|s|p−1) where p ∈ (2,2∗) (N  3), p ∈ (2,∞) (N  2) for all x ∈ Ω , and s ∈ R . From now on, letter C is indiscriminately used
to denote various positive constants. Let λk (k = 1,2, . . .) denote the eigenvalues and ek (k = 1,2, . . .), the corresponding
eigenfunctions of the eigenvalue problem{
u + λu = 0 in Ω ,
u|∂Ω = 0,
where each eigenvalue λk is repeated as often as multiplicity, recall that 0 < λ1 < λ2  λ3  · · · , λk → ∞ (see [15,16]).
Then e1 is positive (or negative) and eigenfunctions associated to λi (i  2) are sign-changing and it is well known that the
eigenvalue problem{
2u + cu = μu in Ω ,
u|∂Ω = u|∂Ω = 0
has inﬁnitely many eigenvalues
μk = λk(λk − c), k = 1,2, . . . ,
and corresponding eigenfunctions ek(x). Let dim(μk) denote the dimension of the eigenspace associated with the eigen-
value μk , and set dk = Σki=1 dim(μk).
We will always assume c < λ1. Let H denote the Hilbert space H2(Ω) ∩ H10(Ω) equipped with the inner product
〈u, v〉 =
∫
Ω
(uv − c∇u∇v)dx.
We denote by ‖u‖p the norm in Lp(Ω) and ‖u‖ the norm in H which is given by
‖u‖2 = 〈u,u〉.
Deﬁnition 2.1. We say that u ∈ H is the solution of problem (1.1) if the identity∫
Ω
(uv − c∇u∇v)dx =
∫
Ω
f (x,u)v dx
holds for any v ∈ H .
Deﬁnition 2.2. u is the solution of (1.1), if u ∈ {u ∈ H: u  0; u = 0}, then u is positive solution of (1.1); if u ∈ {u ∈ H: u  0;
u = 0}, then u is negative solution of (1.1); if u ∈ {u ∈ H, meas{x ∈ Ω: u(x) > 0} > 0, meas{x ∈ Ω,u(x) < 0} > 0}, then u is
sign-changing solution of (1.1).
The solutions of (1.1) are corresponding to the critical points of the following C1-functional
J (u) = 1
2
‖u‖2 −
∫
Ω
F (x,u)dx,
where F (x, s) = ∫ s0 f (x, t)dt . The gradient of J at u is given by
J ′(u) = u − Au,
where 〈Au, v〉 = ∫
Ω
f (x,u)v dx, ∀v ∈ H .∣∣ f (x, s)∣∣ C(1+ |s|p−1), ∀x ∈ Ω, ∀s ∈ R,
p ∈ (2,2∗) (N  3), p ∈ (2,∞) (N  2), by [16, Theorem 6.3.2], J ∈ C1(H, R) and A is compact.
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( f1) μn < lim inf|s|→∞ f (x,s)s  limsup|s|→∞
f (x,s)
s < μn+1, uniformly in x;
( f2) limsup|s|→∞ f (x,s)s < μ1, uniformly in x;
( f3) lim inf|s|→0 f (x,s)s > μ1, uniformly in x;
( f4) limsup|s|→0 f (x,s)s < μ1, uniformly in x;
( f5) there is η > 2 such that 0 < ηF (x, s) f (x, s)s for x ∈ Ω , s ∈ R;
( f6) f (x, s)s 0 for x ∈ Ω , s ∈ R;
( f7) f (x, s) is odd in s.
We have the following results:
Theorem 2.1. Let f satisfy ( f2), ( f3), and ( f6), then the problem (1.1) has at least two nontrivial solutions, one is positive, the other is
negative.
Theorem 2.2. Let f satisfy ( f1), ( f4), ( f6) and ( f7), then the problem (1.1) has at least dn − 1 pairs of sign-changing solutions.
Theorem 2.3. Let f satisfy ( f4)–( f7), then the problem (1.1) has an unbounded sequence (±uk)k1 of sign-changing solutions.
3. Proof of Theorem 2.1
Lemma 3.1. (See [10].) Let H be a Hilbert space, D1 and D2 be two closed convex subsets of H, and J ∈ C1(H, R). Suppose J ′(u) =
u − A(u) and A(Di) ⊂ Di for i = 1,2. Then there exists a pseudo gradient vector ﬁeld V of J in the form V (u) = u − B(u) with B
satisfying B(Di) ⊂ Di for i = 1,2. Moreover, B(Di) ⊂ int(Di), if A(Di) ⊂ int(Di) for i = 1,2 and V is odd if J is even and D1 = −D2 .
Here recall that V is a pseudo gradient vector ﬁeld of J if V ∈ C(H, H), V |H\K is locally Lipschitz continuous with K :=
{u ∈ H: J ′(u) = 0} and ( J ′(u), V (u)) 12‖ J ′(u)‖2 and ‖V (u)‖ 2‖ J ′(u)‖ for all u ∈ H .
Proof of Theorem 2.1. We only prove the existence of a positive solution. We ﬁrst show that J (u) is coercive. By assumption
( f2), there exist δ > 0 and C1 > 0 such that
F (x, s) 1
2
(μ1 − δ)s2 + C1 for s ∈ R.
So
J (u) = 1
2
‖u‖2 −
∫
Ω
F (x,u)dx 1
2
‖u‖2 − 1
2
∫
Ω
(μ1 − δ)u2 dx− C1|Ω|
 1
2
‖u‖2 − μ1 − δ
2μ1
‖u‖2 − C1|Ω| = δ
2μ1
‖u‖2 − C1|Ω|,
i.e. J (u) is coercive, and satisﬁes the (PS) condition.
It follows from the condition of ( f3) that there exist constants s1 > 0, δ1 > 0 such that
f (x,s)
s  μ1 + δ1 for x ∈ Ω ,
0 < s < s1. Since f is subcritical growth, we get F (x, s) 12 (μ1 + δ1)s2 − C |s|p for x ∈ Ω , s > 0, and p ∈ (2,2∗). Let e1 ∈ H
be the eigenfunction associated with the eigenvalue μ1 such that e1 > 0, then
J (se1) = 1
2
‖se1‖2 −
∫
Ω
F (x, se1)dx
1
2
s2‖e1‖2 −
∫
Ω
1
2
(μ1 + δ1)(se1)2 dx+ C1
∫
Ω
(se1)
p dx
= −1
2
δ1s
2‖e1‖22 + C1sp‖e1‖pp .
Choose s > 0 small enough such that J (se1) < 0. Fix such s, and consider the initial value problem⎧⎨
⎩
d
dt
σ t = −V (σ t),
σ 0 = se1.
Here V is a pseudo gradient vector ﬁeld of J of the form V = I − B with B satisfying B(P+) ⊂ P+ , where P+ = {u ∈ H,u  0}
is the positive cone in H . The existence of such a V is guaranteed by f (x, s)  0 for all s  0, and Lemma 3.1. Since J is
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J
(
σ tn
)
 J (se1) < 0 for all n,
J ′
(
σ tn
)→ 0.
Since J satisﬁes the (PS) condition, so passing to a subsequence if necessary, we may assume that σ tn → u in H , where u
is a solution of (1.1). Since B(P+) ⊂ P+ and se1 ∈ P+ , σ tn ∈ P+ therefore u ∈ P+ . The fact that J (u) J (σ tn ) J (se1) < 0
implies u = 0. Thus u is a positive critical point for the functional J , and the proof is completed. 
4. Proof of Theorem 2.2
Lemma 4.1. Let f satisfy ( f1), then the functional J satisﬁes the (PS) condition.
Proof. Take μn < b1  b2 < μn+1 and M > 0 such that for |u|  M , b1  f (x,s)s  b2. Now let {un} be a (PS) sequence
for J (u). Writing un = vn+wn with vn ∈ En = span{e1, e2, . . . , en}, wn ∈ E⊥n , and taking inner product of J ′(un) and vn−wn ,
we see that
o(1) · ‖un‖ =
〈
J ′(un), vn − wn
〉= 〈un, vn − wn〉 −
∫
Ω
f (x,un)(vn − wn)dx
= 〈vn + wn, vn − wn〉 −
∫
|un|M
f (x,un)
un
(
v2n − w2n
)
dx−
∫
|un|<M
f (x,un)(vn − wn)dx
 ‖vn‖2 − ‖wn‖2 − b1
∫
|un|M
v2n dx+ b2
∫
|un|M
w2n dx−
∫
|un|<M
f (x,un)(vn − wn)dx
= ‖vn‖2 − ‖wn‖2 − b1
∫
Ω
v2n dx+ b1
∫
|un|<M
v2n dx+ b2
∫
Ω
w2n dx− b2
∫
|un|<M
w2n dx
−
∫
|un|<M
f (x,un)(vn − wn)dx
 ‖vn‖2 − ‖wn‖2 − b1
μn
‖vn‖2 + b2
μn+1
‖wn‖2 + b1
∫
|un|<M
v2n dx− b2
∫
|un|<M
w2n dx
−
∫
|un|<M
f (x,un)(vn − wn)dx

(
1− b1
μn
)
‖vn‖2 +
(
b2
μn+1
− 1
)
‖wn‖2 + b1b2
b2 − b1
∫
|un|<M
|un|2 dx
+
( ∫
|un|M
| f (x,un)|2 dx
) 1
2
( ∫
|un|<M
(vn − wn)2 dx
) 1
2

(
1− b1
μn
)
‖vn‖2 +
(
b2
μn+1
− 1
)
‖wn‖2 + b1b2
b2 − b1 M
2|Ω| + C
( ∫
Ω
|un|2 dx
) 1
2

(
1− b1
μn
)
‖vn‖2 +
(
b2
μn+1
− 1
)
‖wn‖2 + b1b2
b2 − b1 M
2|Ω| + C‖un‖
−a‖un‖2 + C‖un‖ + C .
So, {un} is bounded, where a = min{ b1μn − 1,1 − b2μn+1 } > 0. A standard argument shows that J (u) satisﬁes the (PS) condi-
tion. 
In order to construct nodal solutions, we need to isolate the signed solutions (positive and negative solutions) into certain
invariant sets. This section is devoted to this purpose. Deﬁne 〈Au, v〉 = ∫
Ω
f (x,u)v dx, ∀v ∈ H , and⎧⎨
⎩
dσ t(u)
dt
= −σ t(u) + B(σ t(u)),
σ 0(u) = u,
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with the construction of this set which is invariant under the ﬂow σ t(u) such that all positive (and negative) solutions are
contained in this invariant set with respect to σ if, for any u ∈ W , σ t(u) ∈ W for all t > 0.
Denote P± = {u ∈ H: ±u  0}. For any Q ⊂ H and 
 > 0, Q 
 denotes the closed 
-neighborhood of Q , i.e.
Q 
 =
{
u ∈ H, dist(u, Q ) 
}.
The following result shows that a neighborhood of P± is an invariant set, if 0 is a local minimum critical point of the
functional.
Lemma 4.2. Let f satisfy ( f4) and ( f6), then there exists 
0 > 0 such that
A
((
P±
)


)⊂ int((P±)


)
for all 0 < 
  
0,
and
σ t
((
P±
)


)⊂ int((P±)


)
for all t > 0, 0 < 
  
0.
Even we have that every nontrivial solution u ∈ P+
 (or P−
 ) of (1.1) is positive (or negative).
Proof. For u ∈ H , we denote Au = v and u+ =max{0,u}, u− =min{0,u}. Note that for any u ∈ H and 2 < p < 2∗ ,∥∥u−∥∥p = infw∈P+‖u − w‖p,
then ∥∥v−∥∥2 = 〈v, v−〉= 〈Au, v−〉= ∫
Ω
f (x,u)v− dx,
the fact that v+ ∈ P+ and v − v+ = v− implies
dist
(
v, P+
) · ∥∥v−∥∥ ∥∥v−∥∥2  ∫
Ω
f
(
x,u−
)
v− dx.
Under the assumption limsup|s|→0 f (x,s)s < μ1, there exist δ > 0 and C1 > 0, such that
f (x, s) (μ1 − δ)s + C1|s|p−2s for s 0, and 2 < p < 2∗.
Thus, ∫
Ω
f
(
x,u−
)
v− dx
∫
Ω
(
(μ1 − δ)u− + C1
∣∣u−∣∣p−2u−)v− dx (μ1 − δ)∥∥u−∥∥2∥∥v−∥∥2 + C1∥∥u−∥∥p−1p ∥∥v−∥∥p
 μ1 − δ√
μ1
inf
w∈P+
‖u − w‖2
∥∥v−∥∥+ C2( inf
w∈P+
‖u − w‖p
)p−1∥∥v−∥∥
from the Sobolev imbedding. So,
dist
(
v, P+
)
 μ1 − δ√
μ1
inf
w∈P+
‖u − w‖2 + C2
(
inf
w∈P+
‖u − w‖p
)p−1
 μ1 − δ
μ1
inf
w∈P+
‖u − w‖ + C
(
inf
w∈P+
‖u − w‖
)p−1
= μ1 − δ
μ1
dist
(
u, P+
)+ C(dist(u, P+))p−1.
Therefore, there exists 
0 > 0 such that if dist(u, P+) 
0, then dist(v, P+) < dist(u, P+), for every u ∈ P+
 with 0 < 
  
0.
The ﬁrst conclusion is proved. The second conclusion is a consequence of the ﬁrst as show in [11] via Lemma 3.1. If moreover
u ∈ P+
 satisﬁes Au = u, then u ∈ P+ , if ﬁnally u = 0, we conclude u(x) > 0 for all x by the maximum principle, and the
proof is completed. 
In order to prove our result Theorem 2.2, we need to use Ljusternik Schnirelman type minimax results. In general, results
of this type do not give the nodal information of the solutions. We need to have the order structure and the invariant sets of
the gradient ﬂow built into the minimax arguments. Consider J ∈ C1(X, R), where X is a Banach space. Let V be a pseudo
gradient vector ﬁeld of J such that V is odd, if J is even, and consider⎧⎨
⎩
d
dt
σ(t,u) = −V (σ ),
σ (0,u) = u ∈ X .
A subset W ⊂ X is an invariant set with respect to σ , if, for any u ∈ W , σ(t,u) ∈ W for all t  0.
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with respect to σ such that σ(t, ∂W ) ⊂ int(W ) for t > 0.
Deﬁne K 1c = Kc ∪ W , K 2c = Kc ∩ (X \ W ), where Kc := {u ∈ X: J ′(u) = 0, J (u) = c}. Let δ > 0 be such that (K 1c )δ ⊂ W , where
(K 1c )δ = {u ∈ X: dist(u, K 1c ) < δ}. Then there exists 
0 > 0 such that for any 0 < 
 < 
0 , there exists η ∈ C([0,1] × X, X) satisfying:
(i) η(t,u) = u for t = 0 or u /∈ J−1([c − 
0, c + 
0]) \ (K 2c )δ ;
(ii) η(1, J c+
 ∪ W \ (K 2c )3δ) ⊂ J c−
 ∪ W , and η(1, J c+
 ∪ W ) ⊂ J c−
 ∪ W , if K 2c = ∅;
(iii) η(t, ·) is a homeomorphism of X for t ∈ [0,1];
(iv) ‖η(t,u) − u‖ δ for any (t,u) ∈ [0,1] × X ;
(v) J (η(t, ·)) is non-increasing;
(vi) η(t,W ) ⊂ W for any t ∈ [0,1];
(vii) η(t, ·) is odd if J is even and if W is symmetric with respect to 0.
We shall also need the notion of genus. Set
Σ = {A ⊂ H \ {0}: A is closed and A = −A},
and let γ (A) denote the genus of A, which is deﬁned as the least integer n such that there exists an odd continuous map
σ : A → Sn−1. We refer to [12] for the following properties of genus.
Proposition 4.4. Let A, B ∈ Σ , and h ∈ C(H, H) be an odd map. Then:
(i) A ⊂ B ⇒ γ (A) γ (B).
(ii) γ (A ∪ B) γ (A) + γ (B).
(iii) γ (A) γ (h(A)).
(iv) If A is compact, there exists N ∈ Σ such that A ⊂ int(N) ⊂ N and γ (A) = γ (N).
(v) If F is a linear subspace of H with dim F = n, A ⊂ F is bounded, open and symmetric, and 0 ∈ A, then γ (∂F A) = n.
Lemma 4.5. Let f satisfy ( f1), then there exists R > 0 such that supEn∩BcR J < 0, where B
c
R = H \ BR .
Proof. From condition ( f1), there exist δ > 0 and M > 0 such that for |u| M , we have F (x,u) 12 (μn + δ)u2, so, F (x,u)
1
2 (μn + δ)u2 − c for u ∈ R . Then for u ∈ En = span{e1, e2, . . . , en},
J (u) = 1
2
‖u‖2 −
∫
Ω
F (x,u)dx 1
2
‖u‖2 −
∫
Ω
1
2
(μn + δ)u2 dx+ c|Ω|
 1
2
‖u‖2 − μn + δ
2μn
‖u‖2 + c|Ω| = − δ
2μn
‖u‖2 + c|Ω|,
so there exists R > 0, such that for all u ∈ En ∩ BcR , supEn∩BcR J (u) < 0. 
Lemma 4.6. Let f satisfy ( f4), then 0 is a local minimum for the functional J .
Proof. There exist δ > 0 and c > 0 such that F (x,u) 12 (μ1 − δ)u2 + c|u|p for u ∈ R and 2 < p < 2∗ . Then
J (u) = 1
2
‖u‖2 −
∫
Ω
F (x,u)dx 1
2
‖u‖2 −
∫
Ω
1
2
(μ1 − δ)u2 dx− c
∫
Ω
|u|p dx
 1
2
‖u‖2 − μ1 − δ
2μ1
‖u‖2 − c
∫
Ω
|u|p dx δ
2μ1
‖u‖2 − C‖u‖p .
Choose ρ small enough, such that J (u) > 0 for u ∈ Bρ \ {0}, which gives the result. 
Proof of Theorem 2.2. We know that 0 is a local minimum. From Lemma 4.2, we may choose 
 > 0 suﬃciently small, such
that (P±)
 are invariant sets. Set W = (P+)
 ∪ (P−)
 and S = H \ W , we have to use the following family of sets for the
minimax procedure here. We essentially follow [13].
Deﬁne G := {h ∈ C(BR ∩ En, H): h is odd and h = id on ∂BR ∩ En}. where R > 0 is given by Lemma 4.5. Note that G = ∅
since id ∈ G . Set
Γ j =
{
h(BR ∩ En \ Y ): h ∈ G, Y ∈ Σ and γ (Y ) dn − j
}
for j ∈ {2, . . . ,dn},
from [13], Γ j possesses the following properties:
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(2) Γ j+1 ⊂ Γ j for j ∈ {2, . . . ,dn − 1}.
(3) If σ ∈ C(H, H) is odd and σ = id on ∂BR ∩ En , then σ : Γ j → Γ j for all j ∈ {2, . . . ,dn} (i.e. σ(A) ∈ Γ j if A ∈ Γ j).
(4) If A ∈ Γ j , Z ∈ Σ , γ (Z) s < j, and j − s 2, then A \ Z ∈ Γ j−s.
Now, for j = 2, . . . ,dn , we deﬁne c j = infA∈Γ j supA∩S J . We need to show that for any A ∈ Γ j ( j = 2, . . . ,dn), A ∩ S = ∅.
So that c j are well deﬁned, and c2  α > 0.
Consider the following domain of 0 in H .
Q = {u ∈ H: σ(t,u) → 0, as t → ∞}.
Note that ∂Q is an invariant set. We claim that for A ∈ Γ j with j = 2, . . . ,dn , it holds
A ∩ S ∩ ∂Q = ∅. (4.1)
This proves both A ∩ S = ∅, and c2  α > 0. Since ∂Bρ ⊂ Q and inf∂Q J  inf∂Bρ J  α > 0 by Lemma 4.6.
To prove (4.1). Let A = h(BR ∩ En \ Y ) with γ (Y ) dn − j, and j  2. Deﬁne
Θ = {u ∈ BR ∩ En: h(u) ∈ Q }.
Then Θ is a bounded open set with 0 ∈ Θ and Θ ⊂ BR ∩ En. Thus, from the Borsuk Ulam theorem γ (∂Θ) = dn , and by
the continuity of h, h(∂Θ) ⊂ ∂Q . It follows that γ (∂Θ \ Y )  j, h(∂Θ \ Y ) ⊂ A ∩ ∂Q , and therefore γ (A ∩ ∂Q )  j, since
γ (W ∩ ∂Q ) = 1, which follows from (P+)
 ∩ (P−)
 ∩ ∂Q = ∅, we conclude that
γ (A ∩ S ∩ ∂Q ) γ (A ∩ ∂Q ) − γ (W ∩ ∂Q ) 1,
which proves (4.1). Thus c j are well deﬁned for j = 2, . . . ,dn , and 0 < α  c2  c3  · · ·  cdn < ∞. We claim that if
c := c j = · · · = c j+k , for some 2  j  j + k  dn with k  0, then γ (Kc ∩ S)  k + 1. This shows that each c j is a critical
value.
Since 0 /∈ Kc and K 2c = Kc ∩ S is compact, we may choose N such that K 2c ⊂ int(N) ⊂ N and γ (K 2c ) = γ (N). If γ (K 2c ) k,
we have γ (N)  k. By Lemma 4.3, there exist 
 > 0 and η ∈ C([0,1] × H, H) such that η(1, ·) is odd, η(1,u) = u for
u ∈ J c−2
 , and
η
(
1, J c+
 ∪ W \ N)⊂ J c−
 ∪ W .
We may assume c − 2
 > 0. Choose A ∈ Γ j+k , such that supA∩S J  c + 
 . Then by (4) above A \ N ∈ Γ j . As a consequence
of Lemma 4.5, η(1,u) = u for u ∈ ∂BR ∩ En , and we have η(1, A \ N) ∈ Γ j by (3). Then
c  sup
η(1,A\N)∩S
J  sup
( J c−
∪W )∩S
J  c − 
,
a contradiction. Therefore γ (Kc ∩ S)  k + 1 and J has at least dn − 1 pairs of nodal critical points. And the proof is
completed. 
5. Proof of Theorem 2.3
This section is devoted to the proof of Theorem 2.3. A main tool for this will be the relative genus below. It is a more
general version of the genus than the one we used in Section 4.
Deﬁnition 5.1. (See [14].) For symmetric and closed subsets A ⊂ B ⊂ C of H , we deﬁne the genus of C relative to the pair
(B, A), denoted as γ (C; B, A), to be the least k ∈ N ∪ {0} such that there exist closed and symmetric subsets U , V ⊂ H with
(i) C ⊂ U ∪ V , B ⊂ U and γ (V ) k;
(ii) there is an odd and continuous map h : U → B with h(A) ⊂ A.
If no such k ∈ N exists we put γ (C; B, A) = ∞.
Note that γ (B; B, A) = 0 for every closed and symmetric subsets A ⊂ B . Moreover, the usual genus is contained in the
above deﬁnition via the relation γ (B) = γ (B; ∅,∅).
Proposition 5.2. (See [14].) Assume A ⊂ B ⊂ C are closed and symmetric subsets of H.
(i) If there exist closed and symmetric subsets C0 and C1 of H such that C ⊂ C0 ∪ C1 and C1 ∩ B = ∅, then
γ (C; B, A) γ (C0; B, A) + γ (C1).
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Ψ (B) ⊂ B and Ψ (A) ⊂ A, then
γ (C ′; B, A) γ (C; B, A).
Lemma 5.3. If f satisﬁes ( f5) and ( f6), then
(i) J satisﬁes the (PS) condition.
(ii) For every ﬁnite dimensional subspace E of C∞0 (Ω) ⊂ H, there holds sup J (E) < ∞.
(iii) If sup J (C) < ∞, where C := {tu: t  0, u ∈ M} and M is a closed subset of the unit sphere of some ﬁnite dimensional subspace E
of H, then there is a number R > 0 such that J (u)−1 for every u ∈ C \ BR(0).
Proof. The proof is standard and we omit it. 
Recall that J c = {u ∈ H: J (u)  c}, c ∈ R . Kc = {u ∈ H: J ′(u) = 0, J (u) = c}, c ∈ R . Note that Kc is compact since J
satisﬁes the (PS) condition. Moreover, Sc = Kc \ W is compact, since Kc ∩ ∂W = ∅ by Lemma 4.2. In particular, we have
γ (Sc) < ∞ for every c ∈ R.
Lemma 5.4. Fix c  0, then for a given symmetric neighborhood N ⊂ H \ W of Sc , there exist δ > 0 and an odd and continuous map
Ψ : J c+δ ∪ W \ N → J c−δ ∪ W such that
(i) Ψ (W ) ⊂ W ;
(ii) J (Ψ (u)) J (u) for all u ∈ J c+δ ∪ W \ N.
Proof. The proof is similar to [14], and we omit it here. 
Corollary 5.5. For any c > 0, there exists δ ∈ (0, c), such that
γ
(
J c+δ ∪ W , J0 ∪ W , J−1) γ ( J c−δ ∪ W , J0 ∪ W , J−1)+ γ (Sc).
Proof. Pick a symmetric neighborhood N of Sc in H \ ( J0 ∪ W ), such that γ (N) = γ (Sc) and let δ  0 be as in Lemma 5.4.
By Proposition 5.2(i), we have
γ
(
J c+δ ∪ W ; J0 ∪ W , J−1) γ (( J c+δ \ N)∪ W ; J0 ∪ W , J−1)+ γ (Sc).
On the other hand, Proposition 5.2(ii) and Lemma 5.4 yield
γ
((
J c+δ \ N)∪ W ; J0 ∪ W , J−1) γ ( J c−δ ∪ W ; J0 ∪ W , J−1).
So the result follows. 
We now consider the nondecreasing sequence of values
ck := inf
{
c  0: γ
(
J c ∪ W ; J0 ∪ W , J−1) k}, k ∈ N,
which will be shown to be critical values of J .
Lemma 5.6. Let
c1 := inf
{
c  0: γ
(
J c ∪ W ; J0 ∪ W , J−1) 1},
then c1 > 0.
Proof. First, we claim that S0 = K0 \ W = ∅. Indeed, if J (u) = 0 and J ′(u) = 0, then
0= J (u)
(
1
2
− 1
η
)
‖u‖2
by ( f5). This implies u = 0 ∈ W , hence S0 = ∅. By Lemma 5.4, and the deﬁnition of the relative genus, then there exists
δ > 0 such that
γ
(
J δ ∪ W ; J0 ∪ W , J−1)= γ ( J0 ∪ W ; J0 ∪ W , J−1)= 0.
Thus, c1  δ. 
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βk = inf
E⊂H dim Ek
sup J (E).
Lemma 5.3(ii) implies
βk < ∞ for all k ∈ N. (5.1)
Moreover we have:
Lemma 5.7. ck  βk+1 for every k ∈ N.
Proof. Pick an arbitrary (k + 1)-dimensional subspace E with β = sup J (E) < ∞. Moreover, choose R > 0, according to
Lemma 5.3(iii), so that
E \ BR(0) ⊂ J−1. (5.2)
Suppose by contradiction that β < ck . Then γ ( Jβ ∪ W ; J0 ∪ W , J−1)  k − 1 and hence there are closed and symmetric
subsets U , V ⊂ H such that
E ⊂ U ∪ V , J0 ∪ W ⊂ U , γ (V ) k − 1
as well as an odd and continuous map h : U → J0 ∪ W with h( J−1) ⊂ J−1. By Tietze’s theorem we may extend h to an
odd and continuous map on H . Now consider Λ := {u ∈ E: h(u) ∈ Q }. By (5.2), we see that Λ is a bounded and symmetric
neighborhood of 0 in E . Hence γ (∂EΛ) = k+1. On the other hand, note that h(U ∩ ∂EΛ) ⊂ ∂Q ∩W . Hence γ (U ∩∂EΛ) 1.
Moreover, γ (V ∩ ∂EΛ) k − 1, and therefore γ (∂EΛ) k by the subadditivity of the genus. This is a contradiction, and we
conclude ck  β , the assertion now follows from the deﬁnition of βk+1. 
By (5.1) and Lemma 5.7, we have ck < ∞ for every k. The next proposition ensures in particular that the numbers ck are
critical values of J .
Proposition 5.8. If ck = ck+1 = · · · = ck+l = c for some k ∈ N and l 0, then γ (Sc) l + 1, moreover ck → ∞ as k → ∞.
Proof. The proof is standard. Indeed, if γ (Sc) l, then, by virtue of Corollary 5.5, there would exist δ > 0 with δ < c such
that
γ
(
J c+δ ∪ W ; J0 ∪ W , J−1) γ ( J c−δ ∪ W ; J0 ∪ W , J−1)+ l.
The deﬁnition of ck implies
γ
(
J c−δ ∪ W ; J0 ∪ W , J−1) k − 1.
So,
γ
(
J c+δ ∪ W ; J0 ∪ W , J−1) k + l − 1,
but this contradicts the deﬁnition of ck+l . Therefore we obtain γ (Sc)  l + 1. In a similar way, we can prove ck → ∞ as
k → ∞. 
Proof of Theorem 2.3. Note that Proposition 5.8 particular yields a sequence (±uk)k1 of distinct solutions with J (uk) → ∞
and
uk ∈ Sck ⊂ H \ W .
Hence ‖uk‖ → ∞ and uk changes sign for every k, proving Theorem 2.3. 
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