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Abstract
We construct a quadrature rule of interpolatory-type based on a trigonometric interpolation for Cauchy integrals. We
obtain the same error bound O(jaNN j) as Hasegawa and Torii (Math. Comp. 56 (1991) 741{754). Numerical examples are
included to substantiate the performance of the present method. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
We present an interpolatory quadrature scheme for approximating Cauchy principal value integrals
Q(f; t) =
Z
--
1
−1
f()
− t d
= lim
!0
 Z t−
−1
+
Z 1
t+
!
f()
− t d; jtj< 1: (1.1)
There are a lot of numerical methods to approximate the integrals of (1.1); we mention the papers
[4,7,8,13,14,16{18]. However, there are only a little literature on the automatic quadrature for (1.1)
(see [1,2,11,15]).
The quadrature rules in [1,2,11,15] are extensions of the Clenshaw{Curtis method [3] for the
integral
R 1
−1 f() d. Clenshaw{Curtis [3] approximated the function f() by a sum of Chebyshev
polynomials Tk(),
pN () =
NX
k=0
00aNk Tk(); −1661; (1.2)
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interpolating f() at the abscissae Nj =cos(j=N ) (06j6N ), which are the zeros of the polynomial
!N+1() dened by
!N+1() = TN+1()− TN−1() = 2(2 − 1)UN−1(); N>1; (1.3)
where Uk() = sin((k + 1)cos−1 )=sin(cos−1 ). In (1.2), the double prime denotes the summation
whose rst and last terms are halved.
Chawla and Kumar [2] proposed a quadrature rule of interpolatory type by substituting pN () of
(1.2) for f() of (1.1). However, their error estimate is dependent on the values of poles t’s [2].
Hasegawa and Torii [11] used the subtraction out the singularity, that is
Q(f; t) =
Z 1
−1
f()− f(t)
− t d+ f(t)log
1− t
1 + t
and approximated f() and f(t) by pN () and pN (t) of (1.2), respectively. Then they obtained the
quadrature rule
QHTN (f; t) = 2
N=2−1X
k=0
0 d2k
1− 4k2 + f(t)log
1− t
1 + t
; (1.4)
where the prime denotes the summation whose rst term is halved and dk’s are computed by the
three-term recurrence relation [11]. The quadrature rule (1.4) yields an error bound independent of
the values of poles t’s. Furthermore, it is numerically stable at node points near the poles t’s. Method
(1.4), however, needs the extra evaluation f(t)’s for the set of values of poles t’s.
In this paper, we propose a new quadrature rule based on the trigonometric interpolation. The
proposed rule yields a stable algorithm and a similar error bounds as [11], which does not need any
extra evaluation f(t)’s for the set of values of poles t.
The outline of this paper is as follows. In Section 2, we present a new quadrature rule of in-
terpolatory type (see below (2.7)). In Section 3, we discuss the estimate of truncated errors and
prove that the error can be bounded independently of the values of poles t’s. In Section 4, we show
numerical examples.
2. Interpolatory-type quadrature rule
To get a new quadrature rule, we rst make use of the change of variable = cosy and t = cos x
in (1.1). Then we have the following lemma.
Lemma 2.1. For the Cauchy integral Q(f; t) dened in (1:1); we have
Q(f(cos ); cos x) =
Z
--

0
f(cosy)siny
cosy − cos x dy
=
Z 
0
h(y)siny − h(x)sin x
cosy − cos x dy
:=Q(h; x) say; (2.1)
where h(y) = f(cosy).
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Proof. Let = cosy and t = cos x. Substituting these into (1.1) gives
Q(f(cos ); cos x) = lim
!0
 Z (x; )
0
+
Z 
(x;−)
!
f(cosy)siny
cosy − cos x dy;
where (x; ) = cos−1(cos x + ). Applying the Taylor theorem to (x; ) with respect to , we see
that
(x; ) = x − 
sin x
+O(2):
By using this fact and taking = =sin x, we then get the required rst identity of (2.1).
SinceZ
1
cosy − cos x dy =
1
sin x
log
sin(x + y)=2sin(x − y)=2
 ;
we have The second identity of (2.1) follows directly from the fact
Z
--

0
1
cosy − cos x dy=
1
sin x
lim
!0
8<
:log
sin(x + y)=2sin(x − y)=2


x−
0
+ log
sin(x + y)=2sin(x − y)=2



x+
9>=
>;
=
1
sin x
lim
!0
log
sin(x − (=2))sin(x + (=2))

=0: (2.2)
The second identity of (2.1) now follows from the fact (2.2).
In the following, we now introduce a new quadrature rule for the standard integral (2.1). To
approximate the function h(y) of (2.1), we use the cosine function instead of the Chebyshev poly-
nomial. We approximate h(y) by the sum of cosine polynomials cos ky,
qN (y) =
NX
k=0
00bNk cos ky; 06y6; (2.3)
where coecients bNk are determined to satisfy the conditions
h( j=N ) = qN ( j=N ); 06j6N (2.4)
and given as follows [3]:
bNk =
2
N
NX
j=0
00h(j=N )cos(jk=N ); 06k6N: (2.5)
Here the coecients bNk can be computed by using the fast cosine transform (FCT) [6]. It must be
noted that the coecients bNk of (2.5) are same as the coecients a
N
k of the Chebyshev series given
in (1.2). In fact, if we let j = cos(j=N ), then we have
bNk =
2
N
NX
j=0
00f(j)cos(k cos−1 j)
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=
2
N
NX
j=0
00f(j)Tk(j)
= aNk :
Here and henceforth we thus rewrite the coecients bNk ’s as a
N
k if there were no confusion.
We now approximate h(y) and h(x) in (2.1) by qN (y) and qN (x) in (2.3), respectively, and dene
the quadrature scheme
QN (h; x) =
Z 
0
qN (y)siny − qN (x)sin x
cosy − cos x dy: (2.6)
Using the relation
cos ky siny − cos kx sin x = 12(sin(k + 1)y − sin(k + 1)x − sin(k − 1)y + sin(k − 1)x);
we get a new quadrature algorithm of interpolatory type
QN (h; x) =
1
2
NX
k=0
00aNk (Ik+1(x)− Ik−1(x)); (2.7)
where Ik(x) are dened by
Ik(x) =
Z 
0
sin ky − sin k x
cosy − cos x dy: (2.8)
The relation
sin(k + 2)y− sin(k + 2)x
cosy−cos x = 2cos x
sin(k + 1)y− sin(k + 1)x
cosy−cos x −
sin ky− sin k x
cosy−cos x +2 sin(k + 1)y;
yields the following recurrence relation:
I−1(x) =−I1(x);
I0(x) = 0;
I1(x) = log
1− cos x
1 + cos x
; (2.9)
Ik+2(x)− 2 cos xIk+1(x) + Ik(x) = 2(−1)
k + 1
k + 1
; k>0;
or equivalently,
Ik+2(x) =
sin(k + 2)x
sin x
I1(x) + 2
kX
j=0
(−1) j + 1
j + 1
sin(k − j + 1)x
sin x
; k>0; (2.10)
where formula (2.10) is derived in the next section.
Remark 2.2. (1) The present quadrature rule (2.7) is exact when the density function h(y) is a
trigonometric polynomial of degree N . That is, the new quadrature rule of (2.7) needs not the extra
evaluation of the density function for the set of values of poles t = cos x.
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Here and henceforth we assume that N is of the form 2n; n = 2; 3; : : : : Following the procedure
in [10], we will outline the algorithm for computing the sequence of the truncated cosine series
fqN ; q5N=4; q3N=2g.
For  = 2; 4, let
vN=j =
8>>><
>>>:
8

j +
3
16

N if  = 4;
4

j +
3
8

N if  = 2:
Then we see that fvN=j g; 06j<N=, is a set consisting of the N= zeros of cos((N=)y) −
cos(3=(2)). We now represent the polynomials qN+N=;  = 2; 4, interpolating h(y) at the nodes
vN=j ; 06j<N=,  = 2; 4, as well as at the nodes j=N , 06j6N in the form
qN+N=(y)− qN (y) =
N=X
k=1
cN=k (cos((N − k)y)− cos((N + k)y)); (2.11)
where coecients fcN=k g are determined to satisfy the condition
h(vN=j ) = qN+N=(v
N=
j ); 06j<
N

;  = 2; 4: (2.12)
It must be noted that the interpolating conditions (2.12) are the same as those of the scheme of
Hasegawa and Torii [11], and hence we can use the FFT [10] for eciently evaluating the coecients
cN=k (see [11,10] for details).
3. Error estimates
Dene aN+N=k ,  = 2; 4, by
aN+N=k =
8>>>>>>>><
>>>>>>>>:
aNk ; 06k <N − N=;
aNk + c
N=
N−k ; N − N=6k <N;
aNN
2
; k = N;
−cN=k−N ; N <k6N + N=:
(3.1)
Then qN+N=(y) of (2.11) can be written as
qN+N=(y) =
N+N=X
k=0
0aN+N=k cos ky (3.2)
and the corresponding quadrature rules QN+N=(h; x), = 2; 4, based on the polynomial qN+N=(y) of
(3.2) are given as follows:
QN+N=(h; x) =
1
2
N+N=X
k=0
0an+n=K (Ik+1(x)− Ik−1(x)); (3.3)
where Ik(x)’s are given by (2.9).
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Here, we will give error estimates for the approximations QN (h; x), Q5N=4(h; x) and Q3N=2(h; x),
especially for the analytic function f and h(y) =f(cosy). Let  denote the ellipse in the complex
z = x + iy with foci (x; y) = (−1; 0); (1; 0) and semimajor axis a= 12(+ −1) and semiminor axis
b= 12(− −1) for a constant > 1.
Assume that f(z) is single-valued and analytic inside and on . Then the Cauchy’s formula gives
that
h(y) =
1
2i
I

f(z) dz
z − cosy ; y 2 [0; ]: (3.4)
Thus, Eq. (2.5) can be written as
aNk =
1
Ni
NX
j=0
00cos(jk=N )
I

f(z)
z − cosj=N dz; 06k6N: (3.5)
Lemma 3.1. Let z 2  and let 06k6N . Then we have
NX
j=0
00 cosjk=N
z − cosj=N =
2NTN−k(z)
TN+1(z)− TN−1(z) : (3.6)
Proof. Let j = cosj=N . Then the left-hand side of (3.6) can be written as
NX
j=0
00 cosjk=N
z − cosj=N =
NX
j=0
00Tk(j)
z − j ;
where Tk() is the Chebyshev polynomial of the rst kind and j’s are the zeros of TN+1()−TN−1().
Elliott [5] shows that
NX
j=0
00Tk(j)
z − j =
N (UN−k(z)− UN−k−2(z))
TN+1(z)− TN−1(z) ; (3.7)
where Uk(z) is the Chebyshev polynomial of second kind. Since UN−k(z)− UN−k−2(z) = 2TN−k(z),
Eq. (3.7) gives the desired identity (3.6).
Using (3.6), Eq. (3.5) can be written as
aNk =
2
i
I

f(z)TN−k(z) dz
TN+1(z)− TN−1(z) : (3.8)
Substituting (3.8) into (2.3), we have
qN (y) =
2
i
I

f(z)
TN+1(z)− TN−1(z)
NX
k=0
00cos kyTN−k(z) dz: (3.9)
Now since
2
NX
k=0
00cos kyTN−k(z) =
1
2
[TN+1(z)− TN−1(z)]− [cos(N + 1)y − cos(N − 1)y]
z − cosy ;
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Eqs. (3.4) and (3.9) yield
qN (y) = h(y) +
sin y sinNy
i
I

f(z) dz
(z − cosy)!N+1(z) : (3.10)
The contour integral of (3.10) can be expanded in a cosine series [9]:
sin y sinNy
i
I

f(z) dz
(z − cosy)!N+1(z) = 2 sin y sinNy
1X
k=0
0VNk (f)cos ky; (3.11)
where
VNk (f) =
1
i
I

f(z)
!N+1(z)
p
z2 − 1(z +pz2 − 1)k dz; k>0: (3.12)
Substituting (3.11) into (3.10) yields
h(y)− qN (y) =−2
1X
k=0
0sin y sinNy cos kyVNk (f); y 2 [0; ]: (3.13)
Multiplying both sides of (3.13) with 1=(cosy−cos x) and then integrating it over [0; ], we have
the error for the approximate integral QN (f; x) given by
EN (h; x) =Q(h; x)− QN (h; x)
=−2
1X
k=0
0VNk (f)

N
k (x); (3.14)
where h(y) = f(cosy) and

Nk (x) =
Z 
0
sin2 y sinNy cos ky − sin2 x sinNx cos k x
cosy − cos x dy: (3.15)
Then we have the following lemma.
Lemma 3.2. (1) Let 
Nk (x) be dened by (3:15). Then 

N
k (x) can be rewritten as

Nk (x) =−
1
2
Z 
0
(cosy + cos x)(sin(N + k)y + sin(N − k)y) dy
+
sin2 x
2
(IN+k(x) + sgn(N − k)IjN−kj(x)); (3.16)
where Ik(x); k>0; are given by (2:9).
(2) Let In(x); n>− 1; be dened by (2:9). Then In(x) can be rewritten as
I−1(x) =−I1(x);
I0(x) = 0;
I1(x) = log
1− cos x
1 + cos x
; (3.17)
In+2(x) =
sin(n+ 2)x
sin x
I1(x) + 2
nX
j=0
(−1) j + 1
j + 1
sin(n− j + 1)x
sin x
; n>0:
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(3) Further; we have
j
Nk (x)j62+ 6: (3.18)
Proof. The rst identity (3.16) is obtained by the denition of Ik(x) of (2.8) and the relation
2(sin2 y sinNy cos ky − sin2 x sinNx cos k x)
= sin2 y sin(N + k)y − sin2 x sin(N + k)x + sin2 y sin(N − k)y − sin2 x sin(N − k)x
=− (cosy − cos x)(cosy + cos x)sin(N + k)y + sin2 x(sin(N + k)y − sin(N + k)x)
− (cosy − cos x)(cosy + cos x)sin(N − k)y + sin2 x(sin(N − k)y − sin(N − k)x):
Using the relation 2 cos x=eix+e−ix, the three-term recurrence relation (2.9) for Ik(x) can be written
as
(Ik+2(x)− eixIk+1(x))− e−ix(Ik+1(x)− eixIk(x)) = 2((−1)
k + 1)
k + 1
; (3.19)
where k>0. Putting ck+1 = ei(k+2)x(Ik+2(x) − eixIk+1(x)) with c0 = eixI1(x), the above relation (3.19)
can be simplied as
ck+1 − ck = 2ei(k+2)x ((−1)
k + 1)
k + 1
:
Thus, we obtain
ck+1 = c0 + 2
kX
j=0
((−1) j + 1)
j + 1
ei( j+2)x
=eixI1(x) + 2
kX
j=0
((−1) j + 1)
j + 1
ei( j+2)x;
or equivalently,
ei(k+2)x(Ik+2(x)− eixIk+1(x)) = eixI1(x) + 2
kX
j=0
((−1) j + 1)
j + 1
ei( j+2)x: (3.20)
Multiplying both sides of (3.20) by e−2i(k+2)x yields
e−i(k+2)xIk+2(x)− e−i(k+1)xIk+1(x) = e−i(2k+3)xI1(x) + 2e−i(2k+4)x
kX
j=0
((−1) j + 1)
j + 1
ei( j+2)x:
Summing up the above from k = 0 to n, we have
In+2(x) = ei(n+1)xI1(x) + I1(x)ei(n−1)x
nX
j=0
e−2ijx + 2ei(n−2)x
nX
j=0
e−2ijx
jX
k=0
(−1)k + 1
k + 1
ei(k+2)x
= I1(x)
 
ei(n+1)x + ei(n−1)x
1− e−i2(n+1)x
1− e−2ix
!
+ 2ei(n−2)x
nX
j=0
e−2ijx
jX
k=0
(−1)k + 1
k + 1
ei(k+2)x:
(3.21)
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It must be noted that we can easily check the following relation:
ei(n+1)x + ei(n−1)x
1− e−i2(n+1)x
1− e−2ix =
sin(n+ 2)x
sin x
: (3.22)
Substituting (3.22) into (3.21) and exchanging the order of the summation in the double sum of
(3.21), we get
In+2(x) =
sin(n+ 2)x
sin x
I1(x) + 2einx
nX
k=0
(−1)k + 1
k + 1
eik x
nX
j=k
e−2ijx
=
sin(n+ 2)x
sin x
I1(x) + 2einx
nX
k=0
(−1)k + 1
k + 1
1− e−2i(n−k+1)x
(1− e−2ix)eik x : (3.23)
For each k = 0; : : : ; n, we observe the following relation:
ei(n−k)x
1− e−2i(n−k+1)x
1− e−2ix =
sin(n− k + 1)x
sin x
: (3.24)
Substituting (3.24) into (3.23), we obtain the second relation (3.17). Finally, to obtain bound (3.18),
we note thatsin x log1− cos x1 + cos x
61:5; x 2 [0; ] (3.25)
and 
nX
j=0
(−1) j + 1
j + 1
sin(n− j + 1)x sin x
62; 8n; 8x 2 [0; ] : (3.26)
Comparing (3.16), (3.17), (3.25), and (3.26), we have the required bound (3.18).
From (3.14), (3.15) and (3.18), we have the following theorem.
Theorem 3.3. Let N = 2n, n = 2; 3; : : : ; and assume that f(z) is single valued and analytic inside
and on . Let h(y) = f(cosy). Then the error EN (h; x) given in (3:14) is bounded independently
of x by
jEN (h; x)j6(4+ 12)
1X
k=0
0jVNk (f)j; (3.27)
where VNk (f); k>0; are given in (3:12).
Dene
EN+N=(h; x) :=Q(h; x)− QN+N=(h; x);  = 2; 4 (3.28)
Then, we also get the following error bounds for EN+N=(h; x).
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Theorem 3.4. Let N = 2n; n = 2; 3; : : : ; and assume that f(z) is single valued and analytic inside
and on . Let h(y) = f(cosy). Further; let V
N+N=
k (f); = 2; 4 denote a contour integral dened
by
VN+N=k (f) =
1
i
I

f(z) dz
!N+1(z)fTN=(z)− cos 2g
p
z2 − 1wk ; (3.29)
where w = z +
p
z2 − 1. Then; we have
jEN+N=(h; x)j6(8+ 12)(1 + jcos 2j)
1X
k=0
0jVN+N=k (f)j; (3.30)
where 4 = 316 and 2 =
3
8 .
Proof. The error of the trigonometric interpolation qN+N=(y), =2; 4, has a similar contour expres-
sion to (3.10)
h(y)− qN+N=(y) =− 1i
I

sin y sinNyfcos ((N=)y)− cos 2gf(z) dz
(z − cosy)!N+1(z)fTN=(z)− cos 2g : (3.31)
Comparing (3.11) and (3.31), we have
h(y)− qN+N=(y) =−
1X
k=0
0VN+N=k (f) (sin y sin(N + N=)y cos ky + sin y sin(N − N=)y cos ky
− 2 cos 2 sin y sinNy cos ky); (3.32)
where VN+N=k (f) is given by (3.29). From relations (3.13) and (3.32), we have
EN+N=(h; x) =−
1X
k=0
0VN+N=k (f)(

N+N=
k (x) + 

N−N=
k (x)− 2 cos 2
Nk (x)):
By using Lemma 3.2, we get the desired result (3.30).
Finally, to estimate the bounds of VNk (f) and V
N+N=
k (f) in (3.12) and (3.29), respectively, we
follow the procedure of [11]. Suppose that f(z) is a meromorphic function which has M simple
poles at the points zm; m = 1; 2; : : : ; M; outside  with residues Resf(zm). Then, performing the
contour integral of (3.12) gives
VNk (f) =−2
MX
m=1
0 Resf(zm)p
z2m − 1(zm +
p
z2m − 1)k!N+1(zm)
; k>0: (3.33)
Since Tk(z) = ((z +
p
z2 − 1)k + (z −pz2 − 1)k)=2, relation (1.3) gives
!N+1(zm) =
wN+1m + w
−N−1
m
2
− w
N−1
m + w
−N+1
m
2
;
wm = zm +
q
z2m − 1; jwmj> 1:
(3.34)
Dening
r = min
16m6M
jzm +
q
z2m − 1j> 1 (3.35)
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and substituting (3.35) and (3.34) into (3.33), we see that
jVNk (f)j6r−k jVN0 (f)j=O(r−k−N ): (3.36)
Performing a similar procedure for VN+N=k (f);  = 2; 4, given in (3.29), we have
jVN+N=k (f)j6r−k jVN+N=0 (f)j=O(r−k−N−N=): (3.37)
Further, from [11, (3.17) and (3.20)], we can see that
jVN0 (f)j 
r
r2 − 1 ja
N
N j (3.38)
and
jVN+N=0 (f)j  jaN+N=N+N=j
4r
r2 − 1 ; (3.39)
where aNN =2 and a
N+N=
N+N= are the coecients of the last term in the truncated cosine series (2.3) and
(2.11), respectively. By using (3.36){(3.39) and the Theorems 3:2 and 3:3, we obtain the following
error estimations.
Theorem 3.5. Let N = 2n; n = 2; 3; : : : ; and suppose that f(z) is a meromorphic function which
has M simple poles at the points zm; m=1; 2; : : : ; M outside  with residues Resf(zm). Let h(y)=
f(cosy) and r=min16m6M jzm+
p
z2m − 1j> 1. Then the errors EN (h; x) and EN+N=(h; x); =2; 4;
dened in (3:14) and (3:28); respectively, can be bounded independently of x by
jEN (h; x)j6 (4+ 6) r(r − 1)2 ja
N
N j
= O(jaNN j) (3.40)
and
jEN+N=(h; x)j6 r(1 + jcos 2j)(r − 1)2 (1 + jcos 2j)ja
N+N=
N+N=j
= O(jaN+N=N+N=j); (3.41)
where aNN =2 and a
N+N=
N+N= are the coecients of the last term in the truncated cosine series (2:3) and
(2:11); respectively.
We remark that the error estimates (3.40) and (3.41) for the quadrature rules QN (h; x) and
QN+N=(h; x), respectively, are independent of the values of poles t = cos x. This fact enables us
to use the approximate polynomials qN (y) and qN+N=(y) common to the set of the integrals Q(h; x)
for a set of x-values if a stopping criterion is satised. If jaNk j decreases slowly as k increases, that
is, r ! 1+, we prefer a rather cautious error estimation similar to that given in the stopping criterion
of [10] in place of (3.40) and (3.41). For detailed discussion, we refer the paper of [10].
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Table 1
Comparison of the performance of the present method with [11] for I 1(t) with a= 1; 14 ;
1
8
a t a = 10−5 a = 10−10
Present method Ref. [11] Present method Ref. [11]
N Error N Error N Error N Error
0.2 6:3e− 07 6:3e− 07 4:7e− 13 4:8e− 13
1 0.5 16 5:8e− 07 16+ (3) 2:3e− 07 32 4:3e− 13 32+ (3) 7:0e− 13
0.95 1:9e− 07 7:6e− 07 2:9e− 13 2:7e− 14
0.2 5:9e− 06 6:1e− 06 5:7e− 13 6:4e− 13
1
4 0.5 64 2:2e− 06 64+ (3) 8:8e− 07 128 4:3e− 13 128+ (3) 6:1e− 13
0.95 9:6e− 08 1:1e− 06 3:9e− 13 39e− 13
0.2 3:5e− 07 3:8e− 07 1:8e− 12 2:0e− 12
1
8 0.5 160 6:3e− 08 160+ (3) 1:0e− 07 256 2:8e− 13 256+ (3) 7:0e− 13
0.95 2:2e− 07 2:7e− 07 3:3e− 13 1:0e− 13
4. Numerical examples
In this section, we compare numerical results of the present automatic quadrature scheme with the
one’s of [11] for the following test integrals with the parameter a:
I 1(t) =
Z 1
−1
(2 + a2)−1
− t d; a= 1;
1
4 ;
1
8 ; (4.1)
I 2(t) =
Z 1
−1
1− a2
1− 2a+ a2
1
− t d; a= 0:8; 0:9; 0:95: (4.2)
The integrals I 1 and I 2 are analytically integrated, respectively, as follows:
I 1(t) =
1
t2 + a2

log
1− t
1 + t
− 2t
a
tan−1
1
a

;
I 2(t) =
1− a2
1− 2at + a2

log
1− t
1 + t
− 2 log1− a
1 + a

:
In Tables 1{3, we compare the results of the present scheme with those of [11] for each problem
(4.1) and (4.2). We list the number of function evaluations N required to satisfy the required
accuracy a for each integral and the actual errors. We remark that the present method achieve the
error tolerance a with the data f(cosj=N ), j= 0; 1; : : : ; N . On the contrary, the rule of [12] needs
both the data f(cosj=N )’s and the extra evaluation f(t)’s for the set of values of poles t’s to
obtain the same tolerance a of the present method. Table 3 lists the errors obtained by the proposed
method and the one of [11] to approximate I 1(t) for a variety of t-values to the required tolerance
of a = 10−5. If we estimate the terms jaNN j (or jaN+N=N+N=j) of (3.40) and(3.41), one nds that
ja6464j := 2:0543e − 06
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Table 2
Comparison of the performance of the present method with [11] for I 2(t) with a= 0:8; 0:9; 0:95
a t a = 10−6 a = 10−10
Present method Ref. [11] Present method Ref. [11]
N Error N Error N Error N Error
0.15 1:3e− 07 1:4e− 07 2:6e− 12 2:7e− 12
0.8 0.45 80 5:8e− 09 80+ (3) 5:8e− 08 128 3:8e− 12 128+ (3) 3:9e− 12
0.95 1:9e− 08 2:0e− 07 1:0e− 11 1:2e− 11
0.15 9:8e− 09 1:0e− 08 9:3e− 12 1:0e− 11
0.9 0.45 192 3:7e− 09 192+ (3) 3:8e− 09 256 1:9e− 11 256+ (3) 2:0e− 11
0.95 7:1e− 08 8:7e− 08 6:3e− 11 9:3e− 11
0.15 5:3e− 08 5:9e− 08 3:2e− 14 4:0e− 15
0.95 0.45 384 1:8e− 08 384+ (3) 1:9e− 08 640 2:7e− 13 640+ (3) 3:6e− 13
0.95 6:0e− 08 8:9e− 08 7:2e− 13 2:0e− 12
Table 3
Comparison of the performance of the present method with [11] for I 1(t) with a = 0:25 kept xed and with t allowed
varied
a = 10−5
Present method Ref. [11]
N t Error N Error
0.0 3:31e− 14 9:07e− 15
0.1 4:39e− 06 4:43e− 06
0.2 5:86e− 06 6:11e− 06
0.3 4:82e− 06 5:54e− 06
0.4 1:91e− 06 3:24e− 06
64 0.5 2:24e− 06 64+ (10) 8:82e− 07
0.6 3:45e− 06 4:00e− 06
0.7 2:34e− 06 1:38e− 06
0.8 2:08e− 06 1:56e− 06
0.9 1:20e− 06 4:46e− 07
Max error 5:86e− 06 6:11e− 06
for the case
f() =
1
2 + a2
; a= 14 :
Hence we see that the estimated errors (3.30) and (3.31) substantiate the actual errors presented in
Table 3.
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