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3Introduccio´1
El problema que s’estudia en aquest treball e´s la construccio´ de
funcions d’ona de Maass (degudes a Hans Maass (1911-1992)).
Algunes aplicacions d’aquestes funcions es troben en teoria
de nombres. A me´s, com a funcions pro`pies de l’operador de
Laplace-Beltrami tenen vincles forts en cap´ıtols de la f´ısica.
El primer cap´ıtol conte´ una introduccio´ breu als conceptes ne-
cessaris d’ana`lisi matema`tica com ara les funcions de Bessel. En
el segon s’expliquen propietats de grups fuchsians amb la inclusio´
de la representacio´ gra`ﬁca de dominis fonamentals. El tercer se
centra en estudiar amb detall les propietats de les funcions d’ona
de Maass. Finalment, en el cap´ıtol quart es donen les eines
necessa`ries per a poder realitzar ca`lculs acurats amb aquestes
funcions en un futur immediat.
Per acabar vull agrair la pacie`ncia que ha tingut la directora
d’aquest treball, la Dra. Pilar Bayer, aix´ı com tambe´ la de la
meva famı´lia i la dels meus amics.
1Amb el suport de MTM2006-04895.
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Cap´ıtol 1
Funcions de Bessel
En aquest cap´ıtol tenim com a objectiu principal la deﬁnicio´
de les funcions de Bessel i l’estudi de les seves propietats me´s
importants. Aquestes funcions proporcionen un paper clau per a
poder desenvolupar me´s endavant les formes d’ona de Maass. Per
tal de deﬁnir-les, hem de comenc¸ar repassant alguns conceptes
sobre operadors diferencials.
Les refere`ncies principals d’aquest cap´ıtol so´n [Wat66] i [Whi46].
1.1 Operador de Laplace-Beltrami
A me´s de les refere`ncies esmentades abans, en aquesta seccio´ s’ha
emprat [Bay09].
L’operador de Laplace o laplacia`, que denotarem per Δ, e´s
un operador diferencial deﬁnit en la me`trica euclidia`. E´s un dels
operadors el⋅l´ıptics me´s importants i amb me´s aplicacions. En
f´ısica, s’usa en el modelatge de la propagacio´ d’ones i de ﬂuxes
de calor, formant part de l’equacio´ de Helmholtz. L’operador de
Laplace e´s central en electrosta`tica i en meca`nica de ﬂuids, anco-
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rat en l’equacio´ de Laplace i l’equacio´ de Poisson. En meca`nica
qua`ntica representa el terme d’energia cine`tica de l’equacio´ de
Schro¨dinger. En matema`tiques, el laplacia` forma part del nucli
de la teoria de Hodge i de resultats de la cohomologia de De
Rham.
1.1.1 Deﬁnicio´. En l’espai euclidia` de dimensio´ 푛 l’operador de
Laplace e´s un operador diferencial de segon ordre, que es deﬁneix
com la diverge`ncia del gradient.
D’aquesta manera, si 푓 ∈ 풞2(ℝ푛), aleshores el laplacia` de 푓
es deﬁneix per
Δ푓 = ∇2푓 = ∇ ⋅ ∇푓,
on ∇ denota el gradient d’una funcio´, e´s a dir,
∇푓 :=
(
∂푓
∂푥1
, ⋅ ⋅ ⋅ , ∂푓
∂푥푛
)
.
1.1.2 Deﬁnicio´. El conjunt de funcions que pertanyen al nucli
de Δ correspon al conjunt de funcions anomenades harmo`niques.
Aquest operador pot ser generalitzat a espais no euclidians,
on pot esdevenir el⋅l´ıptic, com en el cas euclidia`, hiperbo`lic o
ultrahiperbo`lic. En l’espai de Minkowski, el laplacia` esdeve´ l’o-
perador d’Alembert i e´s de la forma segu¨ent :
□ =
∂2
∂푥2
+
∂2
∂푦2
+
∂2
∂푧2
− 1
푐2
∂2
∂푡2
.
En particular, l’operador pot ser deﬁnit en qualsevol varietat
riemannniana o pseudo-riemanniana. En aquests casos, rep el
nom d’operador de Laplace-Beltrami i te´ la forma segu¨ent:
Δ푓 =
1√∣푔∣∂푖
(
∂2푓
∂푢푖∂푢푗
√
∣푔∣푔푖푗∂푗푓
)
, (1.1)
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on 푔푖푗 denoten les entrades de la matriu 푔 = (푔푖푗) que deﬁneix la
me`trica. En aquest cas tambe´ se satisfa` que
Δ푓 = div(grad푓).
En coordenades locals, l’operador de Laplace-Beltrami s’expressa
en termes del tensor 푔 i dels s´ımbols de Christoﬀel {Γ푘푖푗}:
Δ푓 = 푔푖푗
(
∂2푓
∂푢푖∂푢푗
− Γ푘푖푗
∂푓
∂푢푘
)
.
En aquest treball l’emprarem en el pla hiperbo`lic, e´s a dir, en
el semipla` superior complex
ℋ = {푧 ∈ ℂ ∣ ℑ(푧) > 0},
on ℑ(푧) denota la part imaginaria de 푧 = 푥+ 푖푦, equipat amb la
me`trica
푑푠 =
√
푑푥2 + 푑푦2
푦
, 푑휇 =
푑푥푑푦
푦2
, (1.2)
en la qual 푑푠 denota l’element d’arc i 푑휇, el d’a`rea. En aquesta
situacio´, l’operador de Laplace-Beltrami e´s descrit per
Δ(푓) = −푦2
(
∂2푓
∂2푥
+
∂2푓
∂2푦
)
.
1.2 Funcions de Bessel
En aquesta seccio´ fem un breu repa`s de les funcions de Bessel i
dels seus diferents tipus. Aquestes funcions tambe´ so´n conegudes
amb el nom de funcions cil´ındriques.
Les anomenades funcions de Bessel foren considerades per
primera vegada per Daniel Bernoulli, l’any 1738, pero` el seu
estudi sistema`tic va ser iniciat en 1824, per Bessel, en l’obra Un-
tersuchung des Theils der planetarischen Sto¨rungen welcher aus
der Bewegung der Sonne entsteht (Berliner Abh. 1824).
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Tal i com veurem me´s endavant, les formes d’ona de Maass
so´n combinacio´ lineal d’un cert tipus de funcions de Bessel.
1.2.1 Funcions de Bessel de primera espe`cie
1.2.1 Deﬁnicio´. L’equacio´ diferencial de Bessel de primera espe`cie
e´s l’equacio´ diferencial ordina`ria de segon ordre
푑2푦
푑푥2
+
1
푥
푑푦
푑푥
+
(
1− 푛
2
푥2
)
푦 = 0, (1.3)
on 푛 ∈ ℂ e´s ﬁxat.
De forma equivalent,
푥2
푑2푦
푑푥2
+ 푥
푑푦
푑푥
+
(
푥2 − 푛2) 푦 = 0. (1.4)
Les solucions de l’equacio´ diferencial de Bessel (1.3) s’anome-
nen funcions de Bessel de primera espe`cie.
Tot i que aquesta e´s la deﬁnicio´ me´s emprada, hi ha altres
deﬁnicions que tambe´ poden ser considerades. Per exemple, ori-
gina`riament les funcions de Bessel van ser considerades com les
funcions que s’obtenien com a coeﬁcients del desenvolupament
en se`rie de Laurent de la funcio´
푓(푧) = 푒
1
2
푧(푡− 1푡 );
e´s a dir,
푓(푧) = 푒
1
2
푧(푡− 1푡 ) =
∞∑
푛=−∞
푡푛퐽푛(푧).
Fins ara no hem dit res sobre les solucions de l’equacio´ dife-
rencial (1.3). Ens interessa mostrar una representacio´ funcional
expl´ıcita d’una solucio´ d’aquesta equacio´ diferencial. Per a as-
solir aquest ﬁ, provem el teorema segu¨ent.
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1.2.2 Teorema. Donat 푛 ∈ ℂ, deﬁnim la funcio´
퐽푛(푥) :=
1
2휋푖
(
1
2
푥
)푛 ∫ (0+)
−∞
푡−푛−1푒푡−
푥2
4푡 푑푡, (1.5)
on 푥 ∈ ℝ. Aleshores funcio´ 퐽푛(푥) e´s una solucio´ de l’equacio´
diferencial (1.3).
El contorn de la integral recorre el camı´ que parteix de −∞
recorre la circumfere`ncia unitat en el sentit invers a les busques
del rellotge i retorna a −∞.
Demostracio´. Per a provar aquest resultat fem els ca`lculs
corresponents de forma expl´ıcita. Realitzem en primer lloc la
diferenciacio´ de la funcio´
퐽푛(푥) =
1
2휋푖
(
1
2
)푛
푥푛
∮
푡−푛−1푒푡−
푥2
4푡 푑푡.
En calcular la derivada primera, obtenim la funcio´ segu¨ent:
퐽 ′푛(푥) = 푛
1
2휋푖
(
1
2
)푛
푥푛−1
∮
푡−푛−1푒푡−푥
2/4푡푑푡
− 1
2휋푖
(
1
2
)푛
푥푛+1
∮
푡−푛−1
(
1
2푡
)
푒푡−
푥2
4푡 푑푡.
En calcular la derivada segona obtenim el segu¨ent:
퐽 ′′푛(푥) =
1
2휋푖
(
1
2
)푛
푛(푛− 1)푥푛−2
∮
푡−푛−1푒푡−
푥2
4푡 푑푡
− 1
2휋푖
(
1
2
)푛
푛푥푛
∮
푡−푛−1
( 푥
2푡
)
푒푡−
푥2
4푡 푑푡
− 1
2휋푖
(
1
2
)푛
(푛+ 1)푥푛
∮
푡−푛−1
(
1
2푡
)
푒푡−
푥2
4푡 푑푡
+
1
2휋푖
(
1
2
)푛
푥푛+1
∮
푡−푛−1
(
1
2푡
)(
2푥
4푡
)
푒푡−
푥2
4푡 푑푡.
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Per a acabar amb la demostracio´, substitu¨ım les funcions que
hem calculat anteriorment en la fo´rmula que ens do´na la equacio´
diferencial de Bessel (1.3) i comprovem que, efectivament, la
igualtat es compleix. Procedim com segueix:
푑2퐽푛(푥)
푑푥2
+
1
푥
푑퐽푛(푥)
푑푥
+
(
1− 푛
2
푥2
)
퐽푛(푥) =
1
2휋푖
(
1
2
)푛
푥푛
∮ {
푛2
푥2
− 푛
푥2
− 푛
푡
− 1
2푡
+
푥2
4푡2
}
푡−푛−1푒푡−
푥2
4푡 푑푡+
1
2휋푖
(
1
2
)푛
푥푛
∮ {
푛
푥2
− 1
2푡
}
푡−푛−1푒푡−
푥2
4푡 푑푡+
1
2휋푖
(
1
2
)푛
푥푛
∮ {
1− 푛
2
푥2
}
푡−푛−1푒푡−
푥2
4푡 푑푡 =
1
2휋푖
(
1
2
)푛
푥푛
∮
∂
∂푡
{
푡−푛−1푒푡−
푥2
4푡
}
= 0,
i l’u´ltima igualtat se satisfa` ate`s que la integral admet una pri-
mitiva i, a me´s, pren el mateix valor al principi que al ﬁnal de
recorre la corba tancada. □
Podem estendre 퐽푛 a una funcio´ de variable complexa. Per a
푧 ∈ ℂ, deﬁnim 퐽푛(푧) per la igualtat
퐽푛(푧) :=
푧푛
2푛+1휋푖
∫ (0+)
−∞
푡−푛−1푒푡−
푧2
4푡 푑푡,
on arg 푧 pren el valor principal i ∣ arg 푡∣ ≤ 휋 en el contorn.
Si 푛 e´s un enter es te´ la representacio´ integral
퐽푛(푧) :=
1
2휋푖
∮
푒
푧
2
(푢−푢−1)푢−푛−1푑푡,
que s’assoleix fent el canvi 푢 = 2푡/푧, i on el contorn de la integral
encercla l’origen i el recorregut e´s en sentit horari a les busques
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del rellotge. Si, a me´s, l’enter 푛 e´s positiu podem escriure la
funcio´ com
퐽푛(푧) :=
1
휋푖
∫ 휋
0
cos(푛휃 − 푧 sin(휃))푑휃.
Tot hi aixo`, en el nostre treball ens interessara` treballar tambe´
amb funcions de Bessel amb 푛 no necessa`riament enter.
Per a expressar aquesta integral com una se`rie de pote`ncies,
observem que e´s una funcio´ anal´ıtica en 푧 i podem obtenir els
coeﬁcients de les se`ries de Taylor en pote`ncies de 푧 per diferen-
ciacio´ sota el signe d’ integral. Tenint en compte que 푡−푛−1푒푡−
푧2
4푡
assoleix el seu valor inicial despre´s de descriure el camı´ que va de
menys inﬁnit descriu un cercle en sentit contrari a les busques
del rellotge entorn del zero i torna a l’inﬁnit, resulta que les
derivades sota el signe d’integral tenen sentit. Per tant podem
derivar en un entorn del zero i desenvolupar la se`rie de Taylor.
Despre´s d’aixo` obtenim el segu¨ent desenvolupament
퐽푛(푧) =
∞∑
푟=0
(−1)푟푧푛+2푟
2푛+2푟푟!Γ(푛+ 푟 + 1)
,
on Γ denota la funcio´ gamma d’Euler.
1.2.2 Funcions de Bessel de segona espe`cie
Ja que estem tractant amb una equacio´ diferencial de segon
ordre, tenim un parell de solucions linealment independents.
Si considerem la funcio´ 퐽푛(푧) com un element de la base ens
agradaria saber quin e´s l’altre conjunt de solucions de l’equacio´
diferencial.
1.2.3 Deﬁnicio´. La funcio´ de Bessel de segona espe`cie (dita,
tambe´, funcio´ de Weber) es deﬁneix segons la fo´rmula segu¨ent.
푌푠(푧) :=
퐽푠(푧) cos(푠휋)− 퐽−푠(푧)
sin(푠휋)
.
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1.2.4 Proposicio´. Per a 푛 no enter, el parell {퐽푛(푧), 퐽−푛(푧)}
e´s un sistema fonamental de solucions de (1.3). Per a 푛 enter,
ho e´s el parell {퐽푛(푧), 푌푛(푧)}. □
1.2.3 Funcions de Bessel de modiﬁcades
Les funcions de Bessel deﬁnides en la seccio´ anterior no so´n su-
ﬁcients per a donar el concepte de forma d’ona de Maass. Ens
cal donar la deﬁnicio´ de funcio´ de Bessel modiﬁcada.
1.2.5 Deﬁnicio´. Anomenem funcions de Bessel modiﬁcades les
funcions que sorgeixen com a solucio´ de l’equacio´ diferencial or-
dinaria de segon ordre
푥2
푑2푦
푑푥2
+ 푥
푑푦
푑푥
− (푥2 + 푛2)푦 = 0, (1.6)
anomenada equacio´ diferencial de Bessel modiﬁcada.
Ana`logament al cas anterior, en el teorema segu¨ent provem
com so´n les solucions d’equacio´.
1.2.6 Teorema. Sigui 푠 ∈ ℂ. Aleshores la funcio´
퐼푠(푥) := 퐽푠(푖푥), (1.7)
amb 푥 ∈ ℝ, e´s solucio´ de la equacio´ diferencial (1.6),
Demostracio´. Per a provar aquesta aﬁrmacio´ procedim de la
forma segu¨ent. Considerem l’equacio´ de Bessel modiﬁcada (1.6)
i substitu¨ım la variable 푦 per la funcio´ 퐼푠(푧).
푥2
푑2퐼푠(푥)
푑2푥
+ 푥
푑퐼푠(푥)
푑푥
− (푥2 + 푠2)퐼푠(푥) =
= 푥2
푑2퐽푠(푖푥)
푑2푥
+ 푥
푑퐽푠(푖푥)
푑푥
− (푥2 + 푠2)퐽푠(푖푥) =
= 푖2푥2
푑2퐽푠(푖푥)
푑2(푖푥)
+ 푖푥
푑푙퐽푠(푖푥)
푑푖푥
+ ((푖푥)2 − 푠2)퐽푠(푖푥).
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Ara, fent el canvi 푦 = 푖푥 obtenim que 퐽푠(푖푥) e´s solucio´ de (1.6).
□
En aquest cas, l’equacio´ diferencial de segon ordre tambe´ te´
dues solucions independents. La primera e´s la funcio´ 퐼푠(푥) des-
crita en el teorema anterior. Per a obtenir la segona solucio´ de
l’equacio´ de Bessel modiﬁcada (1.6), deﬁnim la funcio´ 퐾푠(푥), per
a tots els valors de 푠 no enters segons la igualtat
퐾푠(푥) :=
1
2
휋
{퐼−푠(푥)− 퐼푠(푥)}
sin(푠휋)
.
Tal i com hem deﬁnit aquestes funcions, nome´s estan deﬁnides
sobre els nombres reals. Per tal de deﬁnir-les sobre els complexos,
es consideren igual, pero` amb la variable complexa. Aleshores,
aquestes funcions tambe´ so´n solucio´ de l’equacio´ diferencial mo-
diﬁcada (1.6).
En el cas de la funcio´ 퐾푠(푧), quan ∣ arg 푧∣ > 3
2
휋, posseeix una
expansio´ asimpto`tica
퐾푠(푧) ∼√
휋
2푧
푒−푧
[
1 +
∑∞
푟=1
(4푠2 − 12)(4푠2 − 32) ⋅ ⋅ ⋅ (4푠2 − (2푟 − 1)2)
푟!23푟푧푟
]
,
per a valors grans de ∣푧∣.
Per tal de fer ca`lculs en el futur, ens interessara` tenir una ex-
pressio´ fa`cilment avaluable d’aquestes funcions per a valors molt
grans de ∣푧∣. Considerant nome´s la primera part de l’expansio´,
observem que, per a valors grans de ∣푧∣, la funcio´ 퐾푠(푧) compleix
que
퐾푠(푧) ∼
√
휋
2푧
푒−푧.
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1.2.4 Funcions de Bessel de tercera espe`cie
En molts desenvolupaments de l’ana`lisis matema`tica sobre re-
presentacions integrals i expansions asimpto`tiques s’usen combi-
nacions de les funcions 퐽푛(푧) i 푌푛(푧); e´s a dir, expressions tals
com 퐽푛(푧) ± 푖푌푛(푧) apareixen frequ¨entment. Aquestes combi-
nacions tambe´ es presenten en la teoria de funcions de Bessel
purament imagina`ries. Aixo` te´ com a consequ¨e`ncia que a les
funcions 퐽푛(푧)± 푖푌푛(푧), se les anomeni funcions de Bessel de ter-
cera espe`cie. Se solen denotar amb la lletra 퐻. Les dos funcions
de Bessel de tercera espe`cie estan deﬁnides per les igualtats
퐻(1)푛 (푧) = 퐽푛(푧) + 푖푌푛(푧), 퐻
(2)
푛 (푧) = 퐽푛(푧)− 푖푌푛(푧).
1.3 Funcions invariants per l’operador
de Laplace
Si no e´s diu el contrari, d’ara endavant entendrem com a laplacia`
l’operador de Laplace-Beltrami deﬁnit en l’espai hiperbo`lic. En
aquesta seccio´ considerem funcions pro`pies del laplacia`.
Recordem que la forma d’aquest operador e´s
Δ(푓) = −푦2
(
∂2푓
∂2푥
+
∂2푓
∂2푦
)
.
1.3.1 Exemple. Els primer exemples que podem donar de fun-
cions invariants pel laplacia` so´n les funcions 푦푠 i 푥푦−푠, on 푠 ∈ ℂ.
Podem comprovar que ambdues funcions so´n funcions pro`pies de
valor propi 푠(1− 푠).
Les funcions anteriors no so´n gaire u´tils a l’hora de formar
les formes d’ona de Maass, perque`, entre altres coses, no podem
construir amb elles funcions que ens proporcionin bones condi-
cions de periodicitat. Per tant, el que farem a continuacio´ sera`
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donar un altre tipus de funcions “no trivials” que tambe´ so´n
vectors propis de l’operador de Laplace.
1.3.2 Teorema. Sigui la funcio´ de variable complexa
푓(푧) := 푦1/2퐾푖푅(푦)푒
푖푥,
on 푧 = 푥 + 푖푦. Aleshores, la funcio´ 푓 e´s funcio´ pro`pia de l’ope-
rador de Laplace-Beltrami
Δ = −푦2
(
∂2
∂2푥
+
∂2
∂2푦
)
,
de valor propi 휆 =
(
1
4
+푅2
)
.
Demostracio´. E´s trivial comprovar que derivant respecte de
푥 obtenim
∂2푓
∂2푥
= −푦1/2퐾푖푅(푦)푒푖푥,
i derivant respecte de 푦,
∂2푓
∂2푦
= −1
4
푦−3/2퐾푖푅(푦)푒푥 + 푦−1/2퐾 ′푖푅(푦)푒
푥 + 푦1/2퐾 ′′푖푅(푦)푒
푖푥.
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Si ara substitu¨ım, tenim que
Δ푓(푧) = −푦2
(
∂2푓
∂2푥
+
∂2푓
∂2푦
)
= 푦5/2퐾푖푅(푦)푒
푖푥 +
1
4
푦1/2퐾푖푅(푦)푒
푖푥 − 푦3/2퐾 ′푖푅(푦)푒푖푥
−푦5/2퐾 ′′푖푅(푦)푒푖푥
= {−푦2퐾 ′′푖푅(푦)− 푦퐾 ′푖푅(푦)− 푦2퐾푖푅(푦)−푅2퐾푖푅(푦)+
+푅2퐾푖푅(푦) +
1
4
퐾푖푅(푦)} ⋅ 푒푖푥푦1/2
= {−푦2퐾 ′′푖푅(푦)− 푦퐾 ′푖푅(푦)− (푦2 +푅2)퐾푖푅(푦)+
−푅2퐾푖푅(푦) + 1
4
퐾푖푅(푦)} ⋅ 푒푖푥푦1/2
=
(
1
4
− (푖푅)2
)
푦1/2 ⋅퐾푖푅(푦) ⋅ 푒푖푥
tal i com vol´ıem provar. □
Observem que el valor propi d’aquestes funcions e´s de la forma
휆 =
1
4
+푅2.
Combinacions d’aquestes funcions so´n les que me´s endavant ens
proporcionaran les funcions d’ona de Maass. Escrivim el valor
propi d’aquesta forma tant particular degut a que, com veurem
me´s endavant, segons una conjectura de Selberg, en el cas que
tractarem, el valor de 푅 ha de perta`nyer a l’interval [0,∞).
Cap´ıtol 2
Grups fuchsians
En aquest cap´ıtol fem una introduccio´ me´s precisa al concepte
de semipla` de Poincare´, i al grup de les transformacions lineals
fraccionaries que hi actuen. Tot aixo` ens portara` a la deﬁnicio´
de grups fuchsians.
Un cop tinguem la deﬁnicio´ de grups fuchsians estudiarem els
diferents tipus de dominis fonamentals que originen i donarem
un me`tode efectiu per a calcular-los. L’algoritme sera` emprat
me´s endavant per tal de poder calcular formes d’ona de Maass.
Les refere`ncies principals d’aquest cap´ıtol so´n [Iwa97], [Kat92]
i [Miy76].
2.1 Semipla` de Poincare´
En aquesta seccio´ ens centrarem en donar conceptes inicials sobre
el semipla` de Poincare` aix´ı com del grup de les transformacions
lineals fraccionaries. Per a aquest ﬁ, primer farem una introduc-
cio´ a la me`trica hiperbo`lica.
Me´s endavant farem una descripcio´ de com actua el grup
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de les transformacions lineals fraccionaries sobre el semipla` de
Poincare´, aix´ı com de la topologia d’aquest grup.
2.1.1 Me`trica hiperbo`lica
Sigui ℋ el semipla` de Poicare´ amb les me`triques hiperbo`liques
deﬁnides en el cap´ıtol anterior. Aleshores, dos punts qualssevol
de ℋ poden ser units per una u´nica geode`sica i la dista`ncia entre
aquests dos punts e´s mesurada sobre aquesta geode`sica. Pero` ℋ
no e´s euclidia`, ate`s que no compleix el cinque` axioma d’Euclides,
e´s a dir, hi ha me´s d’una geode`sica que passa per un punt exterior
a una geode`sica donada (l’axioma de les paral⋅leles). De fet, en
aquesta situacio´ poden haver-hi ﬁns a inﬁnites geode`siques que
no tenen cap altre punt en comu´ pero` que passen per un punt
exterior a una geode`sica donada.
Sigui 퐼 = [0, 1] i deﬁnim 훾 : 퐼 → ℋ com un camı´ diferenciable
a trossos, 훾 = {푧(푡) = 푥(푡) + 푖푦(푡) ∈ ℋ ∣ 푡 ∈ 퐼}. Aleshores la
longitud hiperbo`lica ℎ(훾) e´s donada per la fo´rmula
ℎ(훾) =
∫ 1
0
√(
푑푥
푑푡
)2
+
(
푑푦
푑푡
)2
푑푡
푦(푡)
=
∫ 1
0
∣푑푧
푑푡
∣푑푡
푦(푡)
.
2.1.1 Deﬁnicio´. La dista`ncia hiperbo`lica entre dos punts 푧 i 푤,
denotada per 휌(푧, 푤), es deﬁneix per la fo´rmula
휌(푧, 푤) = inf ℎ(훾),
on l’´ınﬁm es pren sobre tots els camins 훾 que uneixen els punts
푧 i 푤 en ℋ.
Es fa`cil veure que la funcio´ 휌 no pren valors negatius, que
compleix la propietat de ser sime`trica, e´s a dir, se satisfa` que
휌(푧, 푤) = 휌(푤, 푧), per a tot 푧, 푤 ∈ ℋ, i, a me´s, satisfa` la de-
sigualtat triangular
휌(푧, 푤) ≤ 휌(푧, 휉) + 휌(휉, 푤).
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Per tant e´s una funcio´ dista`ncia en ℋ.
Considerem el conjunt de les matrius reals de dimensio´ 2, e´s
a dir, de la forma
푔 =
(
푎 푏
푐 푑
)
, 푎, 푏, 푐, 푑 ∈ ℝ.
Com e´s habitual, la funcio´ determinant sera` det(푔) = 푎푑 − 푏푐 i
la funcio´ trac¸a tr(푔) = 푎+ 푑.
El conjunt de matrius que compleixen det(푔) = 1, sera` l’ob-
jecte principal d’estudi d’aquesta seccio´. S’anomena el grup es-
pecial lineal real i el denotarem per SL(2,ℝ). E´s immediat com-
provar que e´s un grup, ate`s que el producte de dos matrius de
determinant 1 e´s una matriu de determinant 1, i la inversa d’una
matriu de determinant 1 tambe´ e´s una matriu de determinant 1.
Denotem el grup projectiu especial lineal
PSL(2,ℝ) := SL(2,ℝ)/{±Id}.
En aquest cas tenim que redeﬁnir lleugerament la funcio´ trac¸a
per tal que estigui ben deﬁnida en el nou conjunt. Aix´ı doncs,
tenim Tr(−푔) = −Tr(푔), per tant
Tr2(푇 ) = Tr2(푔)
i
Tr(푇 ) := ∣Tr(푔)∣,
on 푇 denota la classe de 푔 en PSL(2,ℝ). Observem que, amb
la nova deﬁnicio´, la funcio´ trac¸a esta` ben deﬁnida en el grup
quocient PSL(2,ℝ).
2.1.2 Teorema. Les transformacions 푇 ∈ PSL(2,ℝ), deﬁnides
segons
푇 : ℋ → ℋ
푧 7→ 푇 (푧) = 푎푧 + 푏
푐푧 + 푑
,
(
푎 푏
푐 푑
)
∈ SL(2,ℝ)
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so´n homeomorﬁsmes de ℋ.
Demostracio´. Primer mostrem que qualsevol transformacio´
del grup projectiu especial lineal aplica ℋ en ℋ. Prenem 푇 ∈
PSL(2,ℝ), i 푤 = 푇 (푧) = 푎푧+푏
푐푧+푑
. Aleshores
푤 =
(푎푧 + 푏)(푐푧 + 푑)
∣푐푧 + 푑∣2 =
푎푐∣푧∣2 + 푎푑푧 + 푏푐푧 + 푏푑
∣푐푧 + 푑∣2 ;
per tant,
ℑ(푤) = 푤 − 푤
2푖
=
푧 − 푧
2푖∣푐푧 + 푑∣2 =
ℑ(푧)
∣푐푧 + 푑∣2 . (2.1)
A me´s ℑ(푧) > 0 implica que ℑ(푤) > 0. El teorema ara segueix
de la continu¨ıtat de 푇 (푧) i de la seva inversa. □
2.1.3 Observacio´. Notem que PSL(2,ℝ) conte´ totes les trans-
formacions lineals de la forma 푧 → 푎푧+푏
푐푧+푑
amb 푎, 푏, 푐, 푑 ∈ ℝ i
Δ = 푎푑−푏푐 > 0 ate`s que dividint el numerador i el denominador
per
√
Δ obtenim una nova matriu amb el seu determinant igual
a 1. En particular, PSL(2,ℝ) conte´ totes les transformacions de
la forma 푧 → 푎푧 + 푏 (푎, 푏 ∈ ℝ, 푎 > 0) i les transformacions de la
forma 푧 → −1
푧
.
2.1.4 Deﬁnicio´. Una transformacio´ de l’espaiℋ s’anomena una
isometria si preserva la dista`ncia hiperbo`lica sobre ℋ.
E´s clar que el conjunt de les isometries de ℋ forma un grup,
el qual denotem per Isom(ℋ).
2.1.5 Teorema. El conjunt PSL(2,ℝ) esta` inclo`s dins del con-
junt de les isometries de l’hiperpla` de Poincare´:
PSL(2,ℝ) ⊆ Isom(ℋ).
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Demostracio´. Pel teorema (2.1.2) totes les transformacions
de PSL(2,ℝ) apliquem ℋ en ℋ.
Provarem que si 훾 : 퐼 → ℋ e´s un camı´ diferenciable a trossos,
aleshores per a qualsevol 푇 ∈ PSL(2,ℝ) tenim que ℎ(푇 (훾)) =
ℎ(훾).
Suposem que 훾 : 퐼 → ℋ e´s descrit per 푧(푡) = (푥(푡), 푦(푡)), i
que 푤(푡) = 푇 (푧(푡)) = 푢(푡) + 푖푣(푡). Tenim que
푑푤
푑푧
=
푎(푐푧 + 푑)− 푐(푎푧 + 푏)
(푐푧 + 푑)2
=
1
(푐푧 + 푑)2
.
Per (2.1), tenim que 푣 =
푦
∣푐푧 + 푑∣2 , i per tant
∣∣∣∣푑푤푑푧
∣∣∣∣ = 푣푦 . D’a-
questa manera
ℎ(푇 (훾)) =
∫ 1
0
∣∣푑푤
푑푡
∣∣ 푑푡
푣(푡)
=
∫ 1
0
∣∣푑푤
푑푧
푑푧
푑푡
∣∣ 푑푡
푣(푡)
=
∫ 1
0
∣∣푑푧
푑푡
∣∣ 푑푡
푦(푡)
= ℎ(훾)
La prova de que` la dista`ncia hiperbo`lica e´s invariant per l’accio´
de PSL(2,ℝ) se segueix immediatament d’aquest fet. □
Per a acabar aquesta seccio´ determinem les geode`siques del
pla hiperbo`lic. Primer provarem un lema elemental.
2.1.6 Lema. Qualsevol semicercle ortogonal o recta euclidiana
ortogonal a l’eix real pot ser aplicat mitjanc¸ant una transforma-
cio´ de PSL(2,ℝ) en la semirecta {푧 ∈ ℋ ∣ ℜ(푧) = 0}.
Demostracio´. Cas 1. Considerem 퐿 una recta euclidiana or-
togonal a l’eix real. Sigui 훼1 ∈ ℝ ∩ 퐿 que pertany a 퐿. Consid-
erem la transl⋅lacio´
푇 = 푧 − 훼1.
Aleshores 푇 (퐿) e´s l’eix imaginari.
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Cas 2. Considerem un semicercle 퐿 ortogonal a l’eix real que
talli la recta real en els punts 훼1, 훼2 ∈ ℝ. Considerem l’aplicacio´
que envia un dels dos punts a l’inﬁnit, per exemple,
푇 =
1
푧 − 훼1 .
Ate`s aquestes les transformacions preserven angles, 푇 (퐿) nome´s
pot ser una recta ortogonal a l’eix real. Per tant ens situem en
el cas 1 i la demostracio´ acaba. □
2.1.7 Teorema. Les geode`siques de ℋ so´n semicercles ortogo-
nals o semirectes euclidianes ortogonals a l’eix real.
Demostracio´. Siguin 푧1 i 푧2 dos punts en ℋ. Suposem primer
que 푧1 = 푖푎 i 푧2 = 푖푏 amb 푏 > 푎. Si 훾 : 퐼 → ℋ e´s un camı´
qualsevol diferenciable a trossos, que uneix 푖푎 i 푖푏, amb 훾(푡) =
(푥(푡), 푦(푡)), aleshores
ℎ(훾) =
∫ 1
0
√(
푑푥
푑푡
)2
+
(
푑푦
푑푡
)2
푑푡
푣(푡)
≥
≥
∫ 1
0
∣∣푑푦
푑푡
∣∣ 푑푡
푦(푡)
≥
∫ 1
0
푑푦
푑푡
푦(푡)
=
∫ 푏
푎
푑푦
푦
= ln
푏
푎
,
pero` el valor ln
푏
푎
e´s exactament el valor de la dista`ncia hiperbo`lica
del segment que uneix els punts 푖푎 i 푖푏 en l’eix imaginari, e´s a
dir 휌(푖푎, 푖푏) = ln
푏
푎
. Per tant la geode`sica que uneix 푖푎 i 푖푏 e´s
el segment de l’eix imaginari que els uneix. Per a 푧1 i 푧2 arbi-
traris, considerem la transformacio´ que ens do´na el lema anterior
i juntament amb el teorema 2.1.5 acaba la demostracio´. □
2.1.2 Topologia del grup PSL(2,ℝ)
L’objectiu d’aquesta seccio´ sera` donar algunes propietats ba`si-
ques referents a la topologia del grup PSL(2,ℝ) per tal que en
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seccions futures puguem donar la deﬁnicio´ i algunes propietats
dels grups fuchsians.
Sigui 푇 ∈ SL(2,ℝ) una transformacio´ de la forma
푧 → 푇 (푧) = 푎푧 + 푏
푐푧 + 푑
.
Aquesta transformacio´ 푇 pot ser identiﬁcada amb el punt (푎, 푏, 푐, 푑) ∈
ℝ4. Me´s precisament, com a espai topolo`gic, l’espai SL(2,ℝ) pot
ser identiﬁcat com un subconjunt de ℝ4 de la forma segu¨ent:
푋 = {(푎, 푏, 푐, 푑) ∈ ℝ4 ∣ 푎푑− 푏푐 = 1}.
Deﬁnim ara l’aplicacio´ −Id, pensada com a funcio´ de ℝ4 com
−Id : 푋 → 푋
(푎, 푏, 푐, 푑) 7→ (−푎,−푏,−푐,−푑).
Aleshores l’aplicacio´ −Id : 푋 → 푋 e´s un homeomorﬁsme i jun-
tament amb la identitat forma un grup c´ıclic d’ordre 2 que actua
sobre 푋. Aix´ı doncs, podem dotar d’una topologia a PSL(2,ℝ)
mitjanc¸ant la topologia quocient de SL(2,ℝ)/{±Id}.
Podem deﬁnir la norma en PSL(2,ℝ) com la norma indu¨ıda
de ℝ4, e´s a dir, sigui 푇 una transformacio´ del grup PSL(2,ℝ)
de la forma 푇 (푧) =
푎푧 + 푏
푐푧 + 푑
amb 푎푑 − 푏푐 = 1. Deﬁnim la norma
en PSL(2,ℝ) com
∣∣푇 ∣∣ = (푎2 + 푏2 + 푐2 + 푑2)1/2.
Notem que ∣∣ ⋅ ∣∣ e´s una funcio´ ben deﬁnida.
Amb aixo`, el grup PSL(2,ℝ) esdeve´ un grup topolo`gic amb
la topologia deﬁnida per la me`trica anterior.
El grup de totes les isometries de ℋ, Isom(ℋ), es pot dotar
d’una topologia de forma similar.
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2.1.3 Grups discrets i pro`piament discontinus
2.1.8 Deﬁnicio´. Un subgrup Γ de Isom(ℋ) e´s discret si la topo-
logia indu¨ıda sobre Γ per la topologia de Isom(ℋ) e´s la topologia
discreta, e´s a dir, si Γ e´s un subespai discret de l’espai topolo`gic
Isom(ℋ).
2.1.9 Lema. Un subgrup Γ e´s discret si, i nome´s si, 푇푛 → Id,
푇푛 ∈ Γ implica 푇푛 = Id per a 푛 suﬁcientment gran. □
Siguin 푋 un espai topolo`gic i 퐺 un grup d’homomorﬁsmes
que actua en 푋.
2.1.10 Deﬁnicio´. Una famı´lia {푀훼 ∣ 훼 ∈ 퐴} de subconjunts de
푋, indexats per elements d’un conjunt 퐴, s’anomena localment
ﬁnita si per a qualsevol subconjunt compacte 퐾 ⊂ 푋, se satisfa`
que푀훼∩퐾 ∕= ∅ u´nicament per a un nombre ﬁnit d’´ındexs 훼 ∈ 퐴.
En el que segueix considerarem espais topolo`gics 푋 en els que
hi opera un grup topolo`gic 퐺 de forma cont´ınua.
2.1.11 Deﬁnicio´. Siguin 푋 un 퐺-conjunt i 푥 ∈ 푋. El conjunt
퐺푥 := {푔(푥) ∣ 푔 ∈ 퐺}
s’anomena l’o`rbita de 푥 per l’accio´ del grup 퐺, o, tambe´, la 퐺-
o`rbita del punt 푥.
El subgrup 퐺푥 = {푔 ∈ 퐺 ∣ 푔(푥) = 푥} se l’anomena l’estabilit-
zador de 푥 pel grup 퐺.
Cal observar que 퐺푥 ⊆ 푋 i 퐺푥 ⊆ 퐺. De forma usual, s’as-
sumeix que cada element de 퐺푥 esta` contingut amb una multi-
plicitat igual a l’ordre de 퐺푥.
Observem que {퐺푥 ∣ 푥 ∈ 푋} pot ser considerat com una
famı´lia igual que en la deﬁnicio´ (2.1.10), on cada subconjunt
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indexat, 푥푔 := {푔(푥)}, e´s un punt d’una 퐺-o`rbita de 푥. Amb
aixo` donem la deﬁnicio´ segu¨ent.
2.1.12 Deﬁnicio´. Es diu que un grup 퐺 actua de forma pro`-
piament discont´ınua sobre un espai topolo`gic 푋 si la 퐺-o`rbita
{퐺푥 ∣ 푥 ∈ 푋}, ente`s com {푥푔 ∣ 푔 ∈ 퐺}, de qualsevol punt e´s
localment ﬁnita.
Amb aixo` escrivim el lema segu¨ent.
2.1.13 Lema. Un grup 퐺 actua de forma pro`piament discont´ı-
nua sobre 푋 si, i nome´s si, cada o`rbita e´s discreta i l’ordre de
l’estabilitzador de cada punt e´s ﬁnit. □
2.1.14 Observacio´. Podem observar que, de fet, la discrecio´ de
totes les o`rbites ja implica la discrecio´ del grup.
2.1.15 Teorema. Un grup 퐺 actua de forma pro`piament dis-
cont´ınua en 푋 si, i nome´s si, cada punt de 푥 ∈ 푋 te´ un entorn 푉
tal que 푇 (푉 )∩푉 ∕= ∅ u´nicament per a un nombre ﬁnit d’elements
de 푇 ∈ 퐺.
Demostracio´. Suposem que 퐺 actua de forma pro`piament
discont´ınua sobre 푋. Aleshores cada o`rbita 퐺푥 e´s discreta, i per
a cada punt 푥, 퐺푥 e´s ﬁnit. Aixo` implica que, per a qualsevol
punt 푥, existeix una bola 퐵휖(푥) centrada en 푥 i de radi 휖 que no
conte´ cap altre punt de 퐺푥 diferent de 푥.
Sigui 푉 ⊆ 퐵휖/2 un entorn de 푥, aleshores 푇 (푉 )∩푉 ∕= ∅ implica
que 푇 ∈ 퐺푥, i aixo` nome´s e´s possible per a un nombre ﬁnit de
transformacions 푇 ∈ 퐺.
Per a l’implicacio´ inversa, si tenim que cada punt de 푥 ∈ 푋 te´
un entorn 푉 tal que 푇 (푉 ) ∩ 푉 ∕= ∅ u´nicament per a un nombre
ﬁnit de 푇 ∈ 퐺, aleshores tenim que demostrar que cada 퐺-o`rbita
e´s discreta i que l’estabilitzador 퐺푥 de cada punt 푥 e´s d’ordre
ﬁnit. Si 퐺푥 no fos discreta, tindria un punt limit, denotem-lo
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per 푥0, i un entorn de 푥0 que reunira` inﬁnites de les imatges
sota 퐺, amb contradiccio´ amb la hipo`tesis. De manera similar,
si l’estabilitzador 퐺푥 de 푥, e´s inﬁnit, e´s a dir, si 푇 (푥) = 푥 per
a inﬁnits elements 푇 ∈ 퐺, aleshores qualsevol entorn 푉 de 푥
contindra` un nombre inﬁnit d’imatges sota 퐺. □
Abans de donar alguns exemples de grups fuchsians, identiﬁ-
carem els subgrups discrets dels grups de Lie de dimensio´ 1, e´s
a dir, de ℝ, el grup additiu dels nombres reals, i de 핊1, el grup
multiplicatiu dels nombres complexos de mo`dul 1.
2.1.16 Lema. Se satisfan les propietats segu¨ents:
1. Tot subgrup discret de ℝ e´s c´ıclic inﬁnit.
2. Tot subgrup discret de 핊1 e´s c´ıclic inﬁnit.
Demostracio´. Per a la part 1, sigui Γ un subgrup discret
de ℝ. Per suposat 0 ∈ Γ i existeix el nombre real me´s petit
positiu 푥 ∈ Γ, ja que altrament Γ no seria discret. Aleshores
{푛푥 ∣ 푛 ∈ ℤ} e´s un subgrup de Γ. Suposem que hi ha un element
푦 ∈ Γ que no compleix 푦 ∕= 푛푥. Aleshores podem assumir que
푦 > 0, si no prenem −푦 que tambe´ sera` de Γ. Hi ha un enter
푘 ≥ 0 tal que 푘푥 < 푦 < (푘 + 1)푥, i per tant 0 < 푦 − 푘푥 < 푥, i
en consequ¨e`ncia el nombre (푦 − 푘푥) ∈ Γ, la qual cosa contradiu
l’eleccio´ de 푥.
Per a provar la part 2, sigui Γ un subgrup discret de 핊1. Per la
discrecio´ existeix 푧 = 푒푖휙0 ∈ Γ, amb l’argument me´s petit positiu
i no nul, 휙0. Ara podem procedir com en el cas anterior. □
2.2 Propietats dels grups fuchsians
En aquesta seccio´ veurem les deﬁnicions i conceptes inicials de
grups fuchsians, aix´ı com tambe´ algunes de les propietats que
farem servir me´s endavant.
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2.2.1 Elements especials del grup modular
Considerem el grup PSL(2,ℝ),
PSL(2,ℝ) ≃
{
푧 → 푇 (푧) = 푎푧 + 푏
푐푧 + 푑
∣ 푎푑− 푏푐 = 1, 푧 ∈ ℋ
}
.
(2.2)
Podem distingir tres classes d’elements segons el valor que pren-
gui l’aplicacio´ trac¸a Tr(푇 ) = ∣푎+ 푑∣.
2.2.1 Deﬁnicio´. Direm que un element 푇 ∈ PSL(2,ℝ) e´s el⋅l´ıp-
tic si Tr(푇 ) < 2. Direm que 푇 e´s parabo`lic si Tr(푇 ) = 2. Direm
que 푇 e´s hiperbo`lic si Tr(푇 ) > 2.
La segu¨ent qu¨estio´ que ens podem preguntar e´s com so´n els
punts ﬁxos segons el tipus de transformacions. Els punts ﬁxos
es calculen en resoldre
푧 =
푎푧 + 푏
푐푧 + 푑
(푎, 푏, 푐, 푑 ∈ ℝ ∣ 푎푑− 푏푐 = 1).
Es pot veure que una transformacio´ hiperbo`lica te´ dos punts ﬁxos
en la recta real, un repulsiu i un altre atractiu. Una transfor-
macio´ parabo`lica (diferent de la identitat) te´ un u´nic punt ﬁx en
la recta real. En canvi una transformacio´ el⋅l´ıptica te´ un parell
de punts ﬁxos conjugats complexos (no reals) i, per tant, te´ un
punt ﬁx en el pla ℋ.
Una transformacio´ 푇 ∈ PSL(2,ℝ) ﬁxa∞ si, i nome´s si, 푐 = 0
i per tant e´s de la forma 푧 → 푎푧 + 푏. Si 푎 = 1 e´s parabo`lica; si
푎 ∕= 1, e´s hiperbo`lica amb punt ﬁx 푏
1− 푎 .
2.2.2 Propietats dels subgrups discrets
2.2.2 Deﬁnicio´. Un subgrup discret de Isom(ℋ) es diu que
e´s un grup fuchsia` si consta de transformacions que preserven
l’orientacio´, e´s a dir, si e´s un subgrup discret de PSL(2,ℝ).
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Per a qualsevol grup discret Γ ⊆ Isom(ℋ), el subgrup Γ+ ⊆ Γ
format per les transformacions que preserven l’orientacio´ e´s un
grup fuchsia`, es te´ que [Γ : Γ+] ≤ 2.
Una propietat important e´s que la accio´ de tot grup fuchsia`
sobre ℂ e´s discont´ınua en el sentit que cada punt de ℂ te´ un
entorn en el qual ell n’e´s l’u´nic punt invariant per a qualsevol
transformacio´ diferent de la identitat. En general, els grups dis-
crets d’isometries no tenen aquest comportament discontinu, ja
que si alguns elements tenen punts ﬁxos aquests punts poden no
tenir cap entorn com a aquest.
2.2.3 Deﬁnicio´. El grup de les transformacions de ℋ{
푧 → 푇 (푧) = 푎푧 + 푏
푐푧 + 푑
∣ 푎, 푏, 푐, 푑 ∈ ℤ, 푎푑− 푏푐 = 1
}
⊆ PSL(2,ℝ)
(2.3)
s’anomena el grup modular i es denota per PSL(2,ℤ).
2.2.4 Observacio´. El grup modular PSL(2,ℤ) e´s clarament un
grup fuchsia` (ate`s que ℤ e´s discret en ℝ i, per tant, ℤ2 e´s discret
en ℝ2).
La nostra tasca segu¨ent e´s demostrar que un subgrup Γ ⊆
PSL(2,ℝ) e´s un grup fuchsia` si, i nome´s si, actua de forma
pro`piament discont´ınua sobre ℋ.
2.2.5 Lema. Siguin 푧0 ∈ ℋ i 퐾 un subconjunt compacte de ℋ.
Aleshores el conjunt
퐸 = {푇 ∈ PSL(2,ℝ) ∣ 푇 (푧0) ∈ 퐾}
e´s compacte.
Demostracio´. Per a la demostracio´ nome´s cal tenir en compte
que PSL(2,ℝ) te´ la topologia quocient de l’espai SL(2,ℝ) i que
aquesta es pot identiﬁcar amb la topologia indu¨ıda per la de ℝ4
i que l’accio´ de PSL(2,ℝ) en ℋ e´s cont´ınua. □
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2.2.6 Lema. Sigui Γ un subgrup de PSL(2,ℝ) que actua de
forma pro`piament discont´ınua en ℋ, i 푝 ∈ ℋ un punt ﬁx per
algun element de Γ. Aleshores hi ha un entorn 푊 de 푝 tal que
cap altre punt de 푊 e´s ﬁx per un element de Γ que no sigui la
identitat.□
2.2.7 Teorema. Sigui Γ un subgrup de PSL(2,ℝ). Aleshores Γ
e´s un grup fuchsia` si, i nome´s si, Γ actua de forma pro`piament
discont´ınua en ℋ
Demostracio´. Mostrem primer que un grup fuchsia` actua de
forma pro`piament discont´ınua en ℋ. Prenem 푧 ∈ ℋ i 퐾 un
subconjunt compacte de ℋ. Aleshores
{푇 ∈ Γ ∣ 푇 (푧) ∈ 퐾} = {푇 ∈ PSL(2,ℝ) ∣ 푇 (푧) ∈ 퐾} ∩ Γ
e´s un conjunt ﬁnit (e´s la interseccio´ d’un compacte i un conjunt
discret), i per tant Γ actua de forma pro`piament discont´ınua.
Inversament, suposem que Γ actue´s de forma pro`piament dis-
cont´ınua, pero` que no fos un subgrup discret de PSL(2,ℝ).
Triem un punt 푠 ∈ ℋ no ﬁxat per cap element diferent de la
identitat de Γ, que existeix pel lema 2.2.6. Com que el subgrup
Γ no e´s discret, existeix una successio´ {푇푘} d’elements diferents
de Γ tals que 푇푘 → Id quan 푘 → ∞. Per tant, tenim que
푇푘(푠)→ 푠 quan 푘 →∞ i aleshores, ate`s que 푠 no e´s ﬁx per cap
element diferent de la identitat de Γ, tenim que {푇푘(푠)} e´s una
successio´ de punts diferents dos a dos i diferents de 푠. Per tant,
cada disc hiperbo`lic tancat centrat en 푠 contindria inﬁnits punts
de la Γ-o`rbita de 푠, i, en consequ¨e`ncia, Γ no actuaria de forma
pro`piament discont´ınua. □
2.2.8 Corol⋅lari. Sigui Γ un subgrup de PSL(2,ℝ). Aleshores
Γ actua de forma pro`piament discont´ınua en ℋ si, i nome´s si,
per a cada 푥 ∈ ℋ, l’o`rbita Γ푥 de 푥 e´s un subconjunt discret de
ℋ.
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Demostracio´. Suposem que Γ actua de forma pro`piament
discont´ınua en ℋ; aleshores cada Γ-o`rbita e´s una familia ﬁnita
localment de punts; en particular, e´s un conjunt discret de ℋ.
Inversament, suposem que Γ no actue´s de forma pro`piament
discont´ınua sobre ℋ, aleshores, pel teorema anterior no e´s un
subgrup discret de PSL(2,ℝ). Repetim l’argument de la prova
del teorema anterior i constru¨ım una successio´ {푇푘(푠)} de punts
diferents de 푠 tals que 푇푘(푠) → 푠, amb la qual cosa la Γ-o`rbita
del punt 푠 no seria discreta. □
2.2.9 Corol⋅lari. Si Γ e´s un grup fuchsia`, aleshores els punts
ﬁxos pels elements el⋅l´ıptics no s’acumulen en ℋ.□
El corol⋅lari 2.2.8 implica que donats 푧 ∈ ℋ i una successio´
{푇푛} d’elements diferents en Γ, aleshores si {푇푛(푧)} te´ un punt
limit 훼 ∈ ℂ ∪ {∞} cal que 훼 ∈ ℝ ∪ {∞}.
2.2.3 Grups de congrue`ncia
Si no diem el contrari, en aquest apartat 푞 denotara` un nombre
enter positiu.
2.2.10 Deﬁnicio´. El grup principal de congrue`ncia Γ(푞) de ni-
vell 푞 es deﬁneix segons
Γ(푞) =
{(
푎 푏
푐 푑
)
∈ SL(2,ℤ)∣
(
푎 푏
푐 푑
)
≡
(
1 0
0 1
)
(mod 푞)
}
.
Observem que Γ(1) = SL(2,ℤ). El que farem a continuacio´
sera` calcular l’´ındex [Γ(1) : Γ(푞)].
2.2.11 Teorema. El subgrup de congrue`ncia de nivell 푞 e´s un
un subgrup normal del grup modular d’´ındex
[Γ(1) : Γ(푞)] = 푞3
∏
푝∣푞
(1− 푝−2). (2.4)
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Demostracio´. Considerem la successio´ exacta
1→ Γ(푞)→ SL(2,ℤ) 휋−→ SL(2,ℤ/푞ℤ)→ 1. (2.5)
Nome´s cal provar l’exhaustivitat de l’aplicacio´ 휋, pero`, de fet,
aquest e´s un resultat directe del teorema xine`s del residu.
Per a provar la fo´rmula (2.4), tenim, per (2.5), que
[Γ(1) : Γ(푞)] = ∣SL(2,ℤ/푞ℤ)∣.
Per a qualssevol 훾 =
(
푎 푏
푐 푑
)
∈ SL(2,ℤ/푞ℤ) tenim que mcd(푐, 푑, 푞) =
1, i per a una ﬁla inferior (푐, 푑) podem trobar exactament 푞 solu-
cions (푎, 푏) de la congrue`ncia 푎푑 − 푏푐 ≡ 1 (mod 푞). Per tant,
desenvolupant els ca`lculs obtenim que
∣SL(2,ℤ/푞ℤ)∣ = 푞 ∣ {(푐, 푑) (mod 푞) : mcd(푐, 푑, 푞) = 1}∣
= 푞
∑
푟∣푞
휇(푟)
(푞
푟
)2
= 푞3
∏
푝∣푞
(1− 푝−2),
on 휇 denota la funcio´ de Mo¨ebius. □
2.2.12 Deﬁnicio´. Donat un grup de congrue`ncia Γ(푞), s’ano-
menen ve`rtexs de Γ(푞), als punts 푥 ∈ ℋ, tals que el seu es-
tabilitzador conte´ elements diferents de la identitat, e´s a dir,
Γ푥 ∕= {±Id}.
2.2.13 Deﬁnicio´. Es diu que un punt 푥 ∈ ℋ ∪ ℙ1(ℝ) e´s para-
bo`l⋅lic (respectivament, hiperbo`lic o el⋅l´ıptic) si la transformacio´
훾 tal que 훾(푥) = 푥 e´s parabo`l⋅lica i diferent de la identitat (res-
pectivament, hiperbo`lica o el⋅l´ıptica).
Per abreujar, anomenarem puntes del grup Γ els punts parabo`lics
de Γ.
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Notem que −Id ∕∈ Γ(푞) si 푞 > 2. A me´s, si 푞 > 2 aleshores
Γ(푞) no te´ elements el⋅l´ıptics i els elements parabo`lics so´n de la
forma (
1 + 푞푡 −푞푣
푞푢 1− 푞푡
)
amb 푢, 푣, 푡 enters tals que compleixen la relacio´ 푢푣 = 푡2. Ate`s
que Γ(푞) e´s un subgrup de SL(2,ℤ), les puntes per a Γ(푞) so´n
els nombres racionals i ∞.
2.2.14 Proposicio´. El nombre de puntes no equivalents d’un
grup de congrue`ncia principal de nivell 푞 e´s
ℎ = 푞2
∏
푝∣푞
(1− 푝−2).
Demostracio´. Escrivim els punts racionals de la forma 푝1 =
푎
푐
amb mcd(푎, 푐) = 1 i 푝2 =
푎′
푐′
amb mcd(푎′, 푐′) = 1. So´n equiva-
lents si, i nome´s si, existeix una transformacio´ 훾 ∈ Γ(푞) tal que
푝2 = 훾푝1, o, equivalentment,[
푎
푐
]
≡
[
푎′
푐′
]
(mod 푞).
Per tant, el nombre de puntes no equivalents per a Γ(푞) e´s donat
per la fo´rmula
ℎ = ∣ {(푐, 푑) (mod 푞) : mcd(푐, 푑, 푞) = 1}∣
i en desenvolupar els ca`lculs s’obte´ el resultat enunciat. □
Me´s generalment, qualsevol subgrup del grup modular Γ que
contingui Γ(푞), per a un cert 푞, s’anomena un subgrup de con-
grue`ncia de nivell 푞. Per exemple, tenim els dos subgrups cla`ssics
segu¨ents:
Γ0(푞) =
{
훾 ∈ SL(2,ℤ) : 훾 ≡
(∗ ∗
0 ∗
)
(mod 푞)
}
,
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Γ1(푞) =
{
훾 ∈ SL(2,ℤ) : 훾 ≡
(
1 ∗
0 1
)
(mod 푞)
}
.
Es te´ que
Γ(푞) ⊆ Γ1(푞) ⊆ Γ0(푞).
En general, els subgrups de congrue`ncia no so´n subgrups nor-
mals de SL(2,ℤ). Aquests grups so´n emprats en aritme`tica, i
en aquest treball seran emprats en el ca`lcul de formes d’ona de
Maass. Concretament farem que aquestes funcions siguin, a me´s,
invariants per l’accio´ de grups de Hecke en ℋ.
2.2.15 Proposicio´. Un conjunt de representants per a Γ0(푞) ∖
Γ0(1) e´s donat pel conjunt de matrius{(∗ ∗
푢 푣
)
∈ Γ0(1) amb 푣 ∣ 푞 i 푢 (mod 푞/푣)
}
. (2.6)
Per tant, l’´ındex e´s
훾푞 = [Γ0(1) : Γ0(푞)] = 푞
∏
푝∣푞
(1 + 푝−1). (2.7)
Demostracio´. Tenim que(
훼 훽
훾 훿
)(
푎 푏
푐 푑
)
=
( ∗ ∗
훾푎+ 훿푐 훾푏+ 훿푑
)
=
(∗ ∗
푢 푣
)
.
Per tant, mcd(푑, 푞) = mcd(훾푏 + 훿푑, 푞), ate`s que 훾푏 ≡ 0
(mod 푞) i que mcd(훿, 푞) = 1. Per tant mcd(푑, 푞) e´s invariant
per la multiplicacio´ per l’esquerra d’elements de Γ0(푞). A me´s,
donada un matriu (
푎 푏
푐 푑
)
∈ Γ0(1),
podem trobar una matriu de Γ0(푞) (no te´ perque` ser u´nica) el
producte per l’esquerra de la qual doni com a resultat una matriu(∗ ∗
푢 푣
)
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amb 푣 = 훾푏+ 훿푑 = mcd(푑, 푞). Aquestes matrius sorgeixen de les
solucions de l’equacio´ lineal 훾′푏 + 훿′푑 = 푣 i formen una famı´lia
uniparame`trica 훾′ = 훾 + 푑푡, 훿′ = 훿 − 푏푡 amb 푡 recorrent lliure-
ment els enters amb 푡 ≡ 0 (mod 푞/푣)) (aquesta congrue`ncia ens
assegura que 훾′ ≡ 0 (mod 푞)). Aquestes solucions transformen
el valor 푢 en 푢′ = 푢+ 푡, per tant, podem variar lliurement aquest
valor mo`dul 푞/푣. Si tenim ﬁxats 푢, 푣 en el rang preescrit, no hi
ha espai per a canvis addicionals. Aixo` prova la primera part de
la proposicio´.
Per a obtenir l’´ındex de la fo´rmula hem de fer els ca`lculs
segu¨ents:
[Γ0(1) : Γ0(푞)] =
∑
푣∣푞
∣∣∣{푢 (mod 푞
푣
) : mcd(푢, 푣) = 1
} ∣∣∣
=
∏
푝훼∣∣푞
(푝훼 + 푝훼−1 − 푝훼−2 + 푝훼−2 − ⋅ ⋅ ⋅ − 푝+ 푝)
= 푞
∏
푝∣푞
(1 + 푝−1).
□
2.2.16 Proposicio´. Un conjunt de puntes no equivalents per a
Γ0(푞) e´s donat per les segu¨ents:
푢
푣
amb 푣∣푞, mcd(푢, 푣) = 1, 푢 (mod mcd(푣, 푞/푣)). (2.8)
Per tant, el nombre de puntes no equivalents e´s
ℎ =
∑
푣푢=푞
휑(mcd(푢, 푣)), (2.9)
on 휑 e´s la funcio´ d’Euler, deﬁnida per
휑(푛) := ♯{푗 ∈ 1, ..., 푛 ∣ (푗, 푛) = 1}.
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Demostracio´. Totes les puntes so´n equivalents a nombres
racionals ja que Γ0(푞) ⊂ Γ0(1). Si transformem els representants
휏 =
(∗ ∗
푢 푣
)
del tipus (2.6) en (
0 −1
1 0
)
휏−1 =
(
푢 ∗
푣 ∗
)
i els avaluem en l’inﬁnit, obtenim punts racionals 푢
푣
amb 푣∣푞 i
mcd(푢, 푣) = 1. Suposem que dos d’aquests punts so´n equiva-
lents, e´s a dir,
푢′
푣′
=
(
훼 훽
훾 훿
)
푢
푣
per a
(
훼 훽
훾 훿
)
∈ Γ0(푞).
Per tant 푣′ = 훾푢 + 훿푣,푣∣푣′, 푣′∣푣, 푣′ = 푣, 훿 ≡ 1 (mod 푞/푣) i
푢′ = 훼푢 + 훽푣 ≡ 훼푢 ≡ 훿푢 ≡ 푢 (mod mcd(푣, 푞/푣)), tal i com
hav´ıem aﬁrmat. □
2.2.17 Exemple. Per tal de clariﬁcar els conceptes de les dues
proposicions anteriors, farem alguns comentaris sobre el cas en
que` 푞 sigui un nombre primer.
Per la fo´rmula (2.9), si 푞 e´s primer
ℎ = 휑(mcd(1, 푞)) + 휑(mcd(푞, 1)) = 휑(1) + 휑(1) = 2.
Clarament aquestes puntes so´n el punt 0 i el punt ∞.
Sigui 푝 =
푢
푣
, amb mcd(푢, 푣) = 1. Recordem que totes les
puntes so´n equivalents a l’inﬁnit sota l’accio´ del grup modular,
ja que si triem
휏푝 =
(
푢 ∗
푣 ∗
)
∈ SL(2,ℤ), (2.10)
obtenim que
휏푝∞ = 푝.
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En aquest cas, si 휏−1푝 ∈ Γ0(푞), tindrem que la nostra punta e´s
equivalent a l’inﬁnit. En cas contrari, e´s pot provar que existeix
una transformacio´ 푇 ∈ Γ0(푞) que l’aplica en el zero.
2.2.4 Classes dobles deﬁnides per a grups de
congrue`ncia
En aquesta seccio´ ens ocuparem de donar un algoritme per tal
de calcular d’una manera sistema`tica les classes dobles per a
grups de congrue`ncia. La refere`ncia principal d’aquesta seccio´
e´s [Las02].
Aquest algoritme ens sera` de gran utilitat per a calcular el
domini fonamental d’un grup de congrue`ncia, primer, i, despre´s,
per a calcular els coeﬁcients de formes de Maass. Si no diem
el contrari, 푞 sera` un nombre enter positiu. Comencem amb el
lema segu¨ent:
2.2.18 Lema. Sigui Γ∞ el subgrup de les transl⋅lacions; aleshores
cada classe lateral doble descrita per
Γ0(푞)푉 Γ∞, 푉 ∈ Γ0(1),
conte´ un element de la forma
푆푇 푛푆, 푛 ∈ ℤ.
Demostracio´. Donada una matriu 푉 ∈ Γ0(1) podem trobar
una matriu 푈 ∈ Γ0(푞), per la qual
푈푉 =
(
1 ∗
∗ ∗
)
,
ate`s que els coeﬁcients de la primera columna de 푉 han de ser
coprimers. Per tant, per a un 푛 ∈ ℤ adequat tindrem que
푈푉 푇 푛 =
(
1 0
푚 1
)
.
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Per tant, ate`s que les matrius de la forma(
1 0
푚 1
)
e´s poden escriure com 푆푇푚푆, obtenim que 푈푉 푇 푛 = 푆푇푚푆 ∈
Γ0(푞)푉 Γ∞. i aixo` acaba la demostracio´. □
2.2.19 Exemple. Fem un exemple per a clariﬁcar aquest lema.
Considerem la matriu
푉 =
(
3 2
4 3
)
∈ Γ0(1).
Per a aquesta matriu, una matriu 푈 com la del lema e´s
푈 =
(−1 1
0 −1
)
∈ Γ0(푞).
Buscant un 푛 tal com el que sorgeix del lema obtenim
푈푉 푇−1 =
(−1 1
0 −1
)(
3 2
4 3
)(
1 −1
0 1
)
=
(
1 0
−4 1
)
,
on 푇 representa la translacio´. Per tant en aquest cas el valor de
푚 esdeve´ −4.
2.2.20 Lema. Els conjunts de classes dobles deﬁnit per 푆푇푚푆 i
푆푇 푛푆, 푛,푚 ∈ ℤ so´n iguals si, i nome´s si, es donen les condicions
segu¨ents:
∙ mcd(푛, 푞) = mcd(푚, 푞) = 푑
∙ 푛
푑
≡ 푚
푑
(mod mcd
(
푑, 푞
푑
)
).
Demostracio´. Anem a comprovar que les condicions que fan
que 푆푇 푛푆 ∈ Γ0(푞)푆푇푚푆Γ∞ so´n exactament les enunciades en el
lema.
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La condicio´ anterior equival a
푇 푛푆Γ∞푆푇−푚 ∈ 푆Γ0(푞)
que es pot expressar de la forma(
1 푛
0 1
)(
1 0
−푥 1
)(
1 −푚
0 1
)
∈ 푆Γ0(푞)푆.
Observem que aixo` e´s equivalent a
푥 ∈ ℤ, 푛−푚푚푢 ≡ 0 (mod 푞).
Aquesta condicio´ equival a mcd(푛, 푞) = mcd(푚, 푞), i s’escriu
mcd(푛, 푞) = mcd(푚, 푞) = 푡, 푛 = 푛′푡, 푚 = 푚′푡, s’obte´ que e´s
equivalent a l’existe`ncia d’un 푥 ∈ ℤ tal que 푛′−푚′+ 푡푚′푛′푥 ≡ 0
(mod 푞/푡), e´s a dir, 푛′ −푚′ ≡ 0 (mod mcd(푡, 푞/푡)) com vol´ıem
provar. □
Per a cada divisor propi 푑 de 푞, prenem
퐴푑 := {푚푑,1, ...,푚푑,휑(휔)}
un conjunt complet de representants de (ℤ/휔ℤ)∗, on 휑 la funcio´
d’Euler i 휔 = mcd
(
푑, 푞
푑
)
.
Realitzem aquesta seleccio´ de manera que 0 < 푚푑,푗 <
푞
푑
i
mcd(푚푑,푗,
푞
푑
) = 1, per a tot 푗 ∈ {1, 2, ..., 휑(휔)}. Aquesta tria e´s
possible gra`cies al teorema xine`s del residu que implica que la
projeccio´ natural de (ℤ/ 푞
푑
ℤ)∗ en (ℤ/휔ℤ)∗ e´s exhaustiva.
2.2.21 Exemple. Ara farem un exemple de ca`lcul d’un conjunt
퐴푑. Considerem 푞 = 9000 i 푑 = 100. S’obte´ que
푞
푑
= 90,
휔 = mcd(100, 90) = 10, i 휑(휔) = 4. Podem triar aleshores
퐴100 = {1, 13, 7, 19}.
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Un cop ﬁxat els conjunts 퐴푑, podem deﬁnir
푀푑 := {푑 ⋅푚푑,푗 ∣ 푚푑,푗 ∈ 퐴푑}
i
M :=
∪
푑∣푞
1 < 푑 < 푞
푀푑.
2.2.22 Proposicio´. El conjunt de transformacions
F := {Id, 푆, 푆푇푚푆, 푚 ∈M}
forma un conjunt complet de representants del conjunt de classes
dobles
Γ0(푞) ∖ Γ0(1)/Γ∞.
Demostracio´. Aquest resultat e´s una consequ¨e`ncia directa
dels lemes previs i de la deﬁnicio´ del conjunt M.
Del lema 2.2.20 se segueix que
푆푇 푘푞푆, 푘 ∈ ℤ,
pertany a la classe identitat. El mateix lema tambe´ implica que
푆푇 푘푆, mcd(푘, 푞) = 1,
deﬁneix la mateixa classe doble que
Γ0(푞)푇Γ∞.
i, ate`s que,
푆푇푆 = 푇−1푆푇−1,
aquestes classes estan representades per 푆.
Clarament, totes les altres classes dobles estan determinades
pels elements de M. □
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El pas segu¨ent e´s distribuir el conjunt de classes dobles en
conjunts de classes per la dreta deﬁnides per Γ0(푞). Observem
que, per a un element 푈 ∈ F donat,
푉1푈푇
푙 ∈ Γ0(푞)푈Γ∞, 푉1 ∈ Γ0(푞);
si podem escriure 푇 푙 com
(푈−1푉2푈)푇 푗, 푉2 ∈ Γ0(푞),
aleshores tindrem
푉1푈푇
푙 = 푉1푉2푈푇
푗 ∈ Γ0(푞)푈푇 푗.
Per tant, la clau de la descomposicio´ del conjunt de classes dobles
seran els subgrups de translacions que pertanyen a(
푈Γ0(푞)푈
−1)∩Γ∞.
Si 푈 e´s de la forma 푆푇푚푆, es te´ que
푈푇푚푈−1 =
( ∗ ∗
푚푛2 ∗
)
∈ Γ0(푞),
d’on tenim que s’ha de complir 푚푛2 ≡ 0 (mod 푞).
Per una altra banda, si tenim que 푈 = 푆, aleshores
푆푇 푛푆 =
(−1 0
푛 −1
)
∈ Γ0(푞),
quan 푛 ≡ 0 (mod 푞).
En el primer cas, si prenem el me´s petit dels enters 푛 per als
quals
푚푛2 ≡ 0 (mod 푞),
aconseguim una descomposicio´ de((
푈−1Γ0(푞)푈
)∩
Γ∞
)
∖ Γ∞
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amb els representants
Id, 푇, 푇 2, ..., 푇 푛(푚)−1;
mentre que, en el segon cas, els representants so´n
Id, 푇, 푇 2, ..., 푇 푞−1.
Aquestes idees ens porten a la tria de representants de Γ0(푞)∖
Γ, segons es descriuen en la proposicio´ segu¨ent.
2.2.23 Proposicio´. Un conjunt complet de representants del
conjunt de classes laterals per la dreta en Γ0(푞) ∖ Γ0(1) e´s do-
nat pel conjunt segu¨ent de transformacions
W(푞) := { Id, 푆푇 푘, 0 ≤ 푘 ≤ 푞 − 1, 푆푇푚푆푇 푗,
푚 ∈M, 0 ≤ 푗 ≤ 푛(푚)− 1},
on 푛(푚) e´s l’enter me´s petit per al qual se satisfa` la congrue`ncia
푛(푚)푚2 ≡ 0 (mod 푞).
□
Un exemple d’aquestes construccions es podra` veure al ﬁnal
de la seccio´ segu¨ent.
2.3 Dominis fonamentals
En aquesta seccio´ donarem la deﬁnicio´ i conceptes inicials re-
latius a dominis fonamentals associats a grups fuchsians. Tambe´
descriurem alguns dels dominis fonamentals me´s emprats.
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2.3.1 Deﬁnicions i primeres propietats
Siguin ℋ el semipla` de Poincare´ i 퐺 un grup d’homomorﬁsmes
que actua de forma cont´ınua i pro`piament discont´ınua en ℋ.
Sigui ℱ ⊆ ℋ i denotem per ∘ℱ l’interior de ℱ . Denotem per
∂ℱ := ℱ ∖ ∘ℱ la vora del conjunt ℱ . Recordem tambe´ que 휇 de-
nota la mesura hiperbo`lica i 휌 la dista`ncia hiperbo`lica, ambdues
explicades en la primera seccio´ d’aquest cap´ıtol.
2.3.1 Deﬁnicio´. Una regio´ tancada ℱ ⊆ ℋ e´s diu que e´s un
domini fonamental per al grup 퐺 si
1.
∪
푇∈퐺 푇 (ℱ) = ℋ.
2.
∘
ℱ ∩ 푇 (
∘
ℱ) = ∅, per a tot 푇 ∈ 퐺 ∖ {Id}.
2.3.2 Deﬁnicio´. La familia {푇 (ℱ) ∣ 푇 ∈ 퐺} s’anomena una
tessel⋅lacio´ de ℋ.
De la deﬁnicio´ anterior dedu¨ım que si ℱ e´s un domini fona-
mental aleshores les tesel⋅les deﬁnides per aquest conjunt omplen
tot l’espai ℋ.
2.3.3 Teorema. Sigui ℱ1 i ℱ2 dos dominis fonamentals de ℋ
per a un grup fuchsia` Γ, tal que 휇(ℱ1) < ∞. Suposem que les
vores de ℱ1 i ℱ2 tenen area hiperbo`lica zero. Aleshores 휇(ℱ1) =
휇(ℱ2).
Demostracio´. Tenim 휇(
∘
ℱ 푖) = 휇(ℱ푖), 푖 = 1, 2, ate`s que l’area
de la vora e´s zero. Ara
ℱ1 ⊇ ℱ1 ∩ (
∪
푇∈Γ
푇 (
∘
ℱ2)) =
∪
푇∈Γ
(ℱ1 ∩ 푇 (
∘
ℱ2)).
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Ja que
∘
ℱ2 e´s l’interior del domini fonamental, en particular els
conjunts ℱ1 ∩ 푇 (
∘
ℱ2), 푇 ∈ Γ, so´n disjunts dos a dos i, per tant,
휇(ℱ1) >
∑
푇∈Γ 휇(ℱ1 ∩ 푇 (
∘
ℱ2)) =
∑
푇∈Γ 휇(푇
−1(ℱ1) ∩
∘
ℱ2)
=
∑
푇∈Γ 휇(푇 (ℱ1) ∩
∘
ℱ2).
Ate`s que ℱ1 e´s un domini fonamental∪
푇∈Γ
푇 (ℱ1) = ℋ,
aixo` implica que ∪
푇∈Γ
(푇 (ℱ1) ∩
∘
ℱ2) =
∘
ℱ2.
Per tant∑
푇∈Γ
휇(푇 (ℱ1) ∩
∘
ℱ2) ≥ 휇(
∪
푇∈Γ
푇 (ℱ1) ∩
∘
ℱ2) = 휇(
∘
ℱ2) = 휇(ℱ2).
Intercanviant ℱ1 per ℱ2, obtenim el resultat invers, e´s a dir,
휇(ℱ2) ≥ 휇(ℱ1). En consequ¨e`ncia 휇(ℱ2) = 휇(ℱ1). □
D’aquesta manera hem provat que l’a`rea d’un domini fona-
mental, quan e´s ﬁnita, e´s un invariant del grup. A continuacio´
mostrem un resultat que sera` necessari a l’hora de representar
gra`ﬁcament els dominis fonamentals.
2.3.4 Teorema. Sigui Γ un grup discret d’isometries del semi-
pla` superior ℋ, i sigui Λ un subgrup de Γ d’´ındex 푛. Si
Γ = Λ푇1 ∪ Λ푇2 ∪ ⋅ ⋅ ⋅ ∪ Λ푇푛
e´s una descomposicio´ de Γ en Λ-classes per la dreta i si ℱ e´s un
domini fonamental per a Γ, aleshores
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1. ℱ1 = 푇1(ℱ)∪푇2(ℱ)∪⋅ ⋅ ⋅∪푇푛(ℱ) e´s un domini fonamental
per a Λ.
2. Si 휇(ℱ) e´s ﬁnita i l’a`rea hiperbo`lica de ∂ℱ e´s zero, aleshores
휇(ℱ1) = 푛휇(ℱ).
Demostracio´. Sigui 푧 ∈ ℋ. Ate`s que ℱ e´s un domini fona-
mental per a Γ, existeixen 푤 ∈ ℱ i 푇 ∈ Γ tal que 푧 = 푇 (푤).
Per tant, hem de tenir 푇 = 푆푇푖, per a algun 푆 ∈ Λ i algun 푖,
1 ≤ 푖 ≤ 푛. En consequ¨e`ncia tenim que
푧 = 푆푇푖(푤) = 푆(푇푖(푤)).
Ja que 푇푖(푤) ∈ ℱ1, 푧 e´s en la Λ-o`rbita d’algun punt de ℱ1, la
unio´ de les Λ-imatges de ℱ1 e´s ℋ.
Ara suposem que 푧 ∈ ∘ℱ1 i que 푆(푧) ∈
∘
ℱ1, per a 푆 ∈ Λ. Hem
de provar que 푆 = Id. Sigui 휖 > 0 suﬁcientment petit per a que
la bola de centre 푧 i radi 휖, deﬁnida com
퐵휖(푧) = {푥 ∈ ℋ ∣ 휌(푧, 푥) < 휖},
estigui continguda en
∘
ℱ1. Suposem que 퐵휖(푧) te´ una interseccio´
no buida amb exactament 푘 de les imatges de
∘
ℱ per les accions
푇1, ..., 푇푛. Suposem que aquestes imatges siguin 푇푖1(
∘
ℱ), ..., 푇푖푘(
∘
ℱ).
Aleshores tindrem que 퐵휖(푆(푧)) = 푆(퐵휖(푧)) interseca amb 푇푗(
∘
ℱ)
amb 푗 ∈ {1, ..., 푛}. Se segueix que 퐵휖(푧) te´ una interseccio´ no
buida amb 푆−1푇푗(
∘
ℱ) i implica que 푆−1푇푗 = 푇푖푠 on 푠 ∈ {1, ..., 푘}.
Per tant,
Λ푇푗 = Λ푆
−1푇푗 = Λ푇푖푠 ,
aix´ı que 푇푗 = 푇푖푠 es te´ que 푆 = Id. Aleshores,
∘
ℱ1 conte´ precisa-
ment un punt de cada Γ-o`rbita. Aixo` acaba la primera part.
La segona part se segueix immediatament del fet que 휇(푇 (ℱ)) =
휇(ℱ), per a tot 푇 ∈ PSL(2,ℝ), i 휇(푇푖(ℱ)∩푇푗(ℱ)) = 0 per 푖 ∕= 푗.
□
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2.3.5 Observacio´. La descomposicio´ donada en la proposicio´
2.2.23 sera` emprada en seccions posteriors per a representar do-
minis fonamentals.
2.3.2 Amplada i altura
En aquest apartat donarem els conceptes d’amplada d’un punt i
altura d’una punta. Aquest conceptes seran emprats me´s enda-
vant.
2.3.6 Deﬁnicio´. Direm que un element 휎푝 del grup modular e´s
una funcio´ normalitzadora associada a una punta 푝 de Γ0(푞) si
satisfa` que
1. 휎푝(∞) = 푝,
2. 휎−1푝 푇휎푝 = 푇푝,
on 푇푝 denota un generador del grup estabilitzador Γ푝 de la punta
푝 en Γ0(푞).
2.3.7 Exemple. Escrivim ara les aplicacions normalitzadores
de les puntes no equivalents de Γ0(6). A Γ0(6) hi ha quatre
puntes que so´n {0,∞,−1/3,−1/2}, i les seves aplicacions nor-
malitzadores
휎0 =
(
0 1
−6 0
)
, 휎− 1
2
=
(−1 −1
2 1
)
,
휎− 1
3
=
(−1 −1
3 2
)
, 휎∞ =
(
1 0
0 1
)
.
L’aplicacio´ 푇푝 es pot determinar u´nicament llevat de transla-
cions, com segueix. Considerem la matriu 휎푝
휎푝 =
(
푢 ∗
푣 ∗
)
∈ SL(2,ℤ).
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Ate`s que 휎−1푝 Γ푝휎푝 ⊂ Γ∞, tenim que qualsevol element de 휎−1푝 Γ푝휎푝
ﬁxa ∞. Per tant s’obte´ que tant Γ푝 com Γ∞ so´n grups c´ıclics,
de manera que obtenim
휎−1푝 Γ푝휎푝 =
{
±
(
1 푏푚푝
0 1
)
: 푏 ∈ ℤ
}
,
per a algun enter positiu 푚푝. Per a calcular 푚푝 considerem la
relacio´
Γ푝 = 휎푝Γ∞휎−1푝 ∩ Γ0(푞)
=
{
±
(
푢 ∗
푣 ∗
)(
1 푚
0 1
)( ∗ ∗
−푣 푢
)
∈ Γ0(푞)
}
=
{
±
(
1−푚푢푣 푚푢2
−푚푣2 1 +푚푢푣
)
: 푚푣2 ≡ 0 (mod 푞)
}
.
Aqu´ı 푚 recorre tots els enters divisibles per 푞/mcd(푞, 푣2), i, per
tant,
푚푝 =
푞
mcd(푞, 푣2)
.
Ara la fo´rmula del nombre de puntes no equivalents de Γ0(푞) es
pot escriure de la segu¨ent manera:
훾푞
∑
푝
푚푝 =
∑
푣∣푞
푞
mcd(푞, 푣2)
휑(mcd(푣,
푞
푣
)).
2.3.8 Deﬁnicio´. L’enter 푚푝 s’anomena l’amplada del vertex
parabo`l⋅lic 푝.
La matriu de SL(2,ℝ) que redueix l’amplada de la punta al
valor 1, s’anomena matriu escaladora i ve donada per l’expressio´
휏푝 = 휎푝휚푝
on
휚푝 =
(√
푚푝 0
0 1/
√
푚푝
)
∈ SL(2,ℝ).
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A continuacio´ enunciarem un fet sobre ℱ푞 que sera` u´til me´s
endavant. Notarem per ℎ0푞 el nombre de puntes que pertanyen al
domini fonamental del grup fuchsia` i que no so´n necessa`riament
equivalents. Sigui, com abans, ℎ푞 el nombre de puntes no equiv-
alents (ℎ0푞 ≥ ℎ푞).
Per a cada punta 푝 sigui 푈푝 la transformacio´ que compleix
푈푝(푝) = 픭푝,
on 푈푝 ∈ Γ0(푞) i 픭푝 e´s la punta de ℱ푞 que representa la classe de
푝.
2.3.9 Exemple. Sigui 푞 un nombre primer. Aleshores 훾0푞 =
훾푞 = 2. Per tant
푈0 = Id; 푈∞ = Id.
Sigui 푞 = 6. El conjunt{
0,∞,−1
3
,−1
2
,
1
2
}
consta de les puntes que pertanyen al domini fonamental.
En aquest cas tenim que
푈0 = 푈∞ = 푈− 1
2
= 푈− 1
3
= Id,
푈 1
2
= 푇−1.
Sigui 푤 ∈ ℱ푞. Aleshores, per a cada ve`rtex parabo`lic ℓ ∈
{1, ..., ℎ0푝}, deﬁnim
푔ℓ(푤) := ℑ(휎−1푗(ℓ)푈ℓ푤),
on 푗(ℓ) denota el sub´ındex que correspon del seu representant.
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2.3.10 Deﬁnicio´. Donat un punt 푤 ∈ ℱ푞, la punta me´s propera
a 푤 e´s la punta d’´ındex
퐼(푤) = ℑ
on
푔ℑ(푤) = max
ℓ∈{1,...,훾0푞}
푔ℓ(푤).
El valor
ℎ(푤) := 푔퐼(푤) = ℑ(휎−1퐼(푤)푈퐼(푤)(푤))
s’anomena altura del punt 푤.
2.3.11 Deﬁnicio´. L’altura minimal del domini fonamental ℱ푞,
de Γ0(푞) e´s
푌0(푞) = inf
푤∈ℱ푞
ℎ(푤) = inf
푤∈ℱ푞
ℑ
(
휎−1퐼(푤)푈푤(푤)
)
.
E´s clar que 푌0(푞) depe`n nome´s del domini fonamental ℱ푞 (i.
e. de la tria del conjunt de representants {푉푘} i no de la tria
de les puntes representatives. Amb un argument esta`ndard de
compactiﬁcacio´ es pot deduir tambe´ que 푌0(푞) e´s estrictament
positiu i me´s gran que una quantitat ﬁxada, que nome´s depe`n del
domini fonamental. El teorema segu¨ent ens do´na una expressio´
expl´ıcita d’aquesta ﬁta.
2.3.12 Teorema. Per a tot enter positiu 푞 > 2, l’altura mini-
mal de ℱ푞 satisfa` la desigualtat segu¨ent
푌0(푞) ≥
√
3
2푞
.
2.3.3 Domini fonamental de Dirichlet
Denoten per 휌 la dista`ncia deﬁnida en el semipla superior. Sigui
Γ un grup fuchsia` de primera espe`cie, e´s a dir Γ ∖ ℋ de mesura
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ﬁnita, i sigui 푝 ∈ ℋ un element no ﬁxat per cap element de
Γ ∖ {Id}. Aquest punts existeixen pel lema 2.2.6.
2.3.13 Deﬁnicio´. Es deﬁneix el domini de Dirichlet per a Γ
centrat en 푝 com el conjunt
퐷푝(Γ) = {푧 ∈ ℋ ∣ 휌(푧, 푝) ≤ 휌(푧, 푇 (푝)) per a tot 푇 ∈ Γ}. (2.11)
Per la invaria`ncia de la me`trica hiperbo`lica pel grup modular,
aquesta regio´ tambe´ es pot deﬁnir com
퐷푝(Γ) = {푧 ∈ ℋ ∣ 휌(푧, 푝) ≤ 휌(푇 (푧), 푝) per a tot 푇 ∈ Γ}. (2.12)
Per a cada element ﬁxat 푇1 ∈ PSL(2,ℝ), el conjunt
{푧 ∈ ℋ ∣ 휌(푧, 푝) ≤ 휌(푧, 푇1(푝))} (2.13)
so´n els punts 푧 que` so´n me´s propers a 푝 que a 푇1(푝) sota la
me`trica hiperbo`lica. Clarament, 푝 ∈ 퐷푝(Γ) i com la Γ-o`rbita de
푝 e´s discreta, pel lema 2.1.13, 퐷푝(Γ) conte´ un entorn de 푝. Per
tal de descriure el conjunt (2.13), unirem els punts de 푝 i 푇1(푝)
mitjanc¸ant un segment geode`sic, e´s a dir, el segment que uneix
els punts i que esta sobre la geode`sica que els conte´, i construirem
el segment donat per l’equacio´ 휌(푧, 푝) = 휌(푧, 푇1(푝)).
2.3.14 Deﬁnicio´. Un bisector perpendicular d’un segment ge-
ode`sic [푧1, 푧2] e´s la u´nica geode`sica que passa pel punt mig de
[푧1, 푧2], que denotem 푤, i que e´s ortogonal a [푧1, 푧2].
2.3.15 Lema. Siguin 푧, 푧1, 푧2 ∈ ℋ. La recta donada per l’e-
quacio´
휌(푧, 푧1) = 휌(푧, 푧2) (2.14)
e´s el bisector perpendicular al segment geode`sic [푧1, 푧2].
Demostracio´. Suposarem que 푧1 = 푖, 푧2 = 푖푟
2 amb 푟 > 0,
d’aquesta manera 푤 = 푖푟 i el bisector perpendicular e´s el donat
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per l’equacio´ ∣푧∣ = 푟. D’una altra banda, es pot provar amb un
ca`lcul senzill amb la me`trica hiperbo`lica que l’equacio´ (2.14) e´s
equivalent a
∣푧 − 푧1∣2
푦
=
∣푧 − 푧2∣2
푟2푦
i, mitjanc¸ant simpliﬁcacions, obtenim que ∣푧∣ = 푟. □
Denotem el bisector del segment geode`sic [푝, 푇1(푝)] per 퐿푝(푇1),
i el semipla` hiperbo`lic que conte´ 푝 descrit per (2.13) per 퐻푝(푇1).
D’aquesta manera 퐷푝(Γ) =
∩
푇∈Γ,푇 ∕=Id퐻푝(푇 ), e´s una regio´ con-
vexa hiperbo`lica.
2.3.16 Teorema. Si 푝 e´s un punt que no e´s ﬁx per cap element
de Γ ∖ {Id}, aleshores 퐷푝(Γ) e´s un domini fonamental connex
per a Γ.
Demostracio´. Siguin 푧 ∈ ℋ, i Γ푧 la seva Γ-o`rbita. Ate`s que
Γ푧 e´s un conjunt discret, existeix 푧0 ∈ Γ푧 amb el valor me´s petit
de 휌(푧0, 푝). Aleshores 휌(푧0, 푝) ≤ 휌(푇 (푧0), 푝) per a tot 푇 ∈ Γ, i tal
com s’ha deﬁnit (2.12) tenim que 푧0 ∈ 퐷푝(Γ). D’aquesta manera
퐷푝(Γ) conte´ almenys un punt de cada Γ-o`rbita.
Provem a continuacio´ que si 푧1 i 푧2 so´n de la mateixa o`rbita i
pertanyen a l’interior de 퐷푝(Γ) aleshores so´n el mateix punt. Si
휌(푧, 푝) = 휌(푇 (푧), 푝) per a algun 푇 ∈ Γ ∖ {Id}, aleshores 휌(푧, 푝) =
휌(푧, 푇−1푝) i, per tant, 푧 ∈ 퐿푝(푇−1). Per tant, es do´na o be´
푧 ∕∈ 퐷푝(Γ) o be´ 푧 esta` en la vora de 퐷푝(Γ). En el primer cas ja
ho tenim. Si estem en el segon, tenim que en l’interior de 퐷푝(Γ),
휌(푧, 푝) < 휌(푇 (푧), 푝) per a tot 푇 ∈ Γ ∖ Id. Si dos punts 푧1, 푧2
estan en la mateixa Γ-o`rbita, aixo` implica que 휌(푧1, 푝) < 휌(푧2, 푝)
i 휌(푧2, 푝) < 휌(푧1, 푝), cosa que e´s una contradiccio´ i acaba aquest
cas. D’aquesta manera, l’interior de 퐷푝(Γ) conte´ com a molt un
punt de cada Γ-o`rbita. Com que e´s una interseccio´ de semiplans
tancats, 퐷푝(Γ) e´s tancada i convexa. Per tant 퐷푝(Γ) e´s connexa.
□
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Figura 2.1: Domini fonamental de PSL(2,ℤ)
2.3.17 Exemple. Calculem quin e´s el domini fonamental per a
Γ0(1) = PSL(2,ℤ). Es pot veriﬁcar que 푘푖 (푘 > 1) no e´s ﬁx
per cap element diferent de la identitat. Per tant, ﬁxem un punt
푝 = 푘푖. Provem que el conjunt
ℱ = {푧 ∈ ℋ ∣ ∣푧∣ > 1, ∣ℜ(푧)∣ ≤ 1
2
},
e´s la regio´ de Dirichlet de Γ0(1) centrada en 푝.
Primer, les isometries 푇 (푧) = 푧 + 1, 푆(푧) = −1/푧 generen
Γ0(1); i, per tant, els tres costats geode`sics de ℱ so´n 퐿푝(푇 ),
퐿푝(푇
−1) i 퐿푝(푆).
Aixo` mostra que퐷푝(Γ0(1)) ⊂ ℱ . Si퐷푝(Γ0(1)) ∕= ℱ , aleshores
existirien 푧 ∈ ∘ℱ , ℎ ∈ Γ0(1) tal que ℎ(푧) ∈
∘
ℱ . Mostrem que aixo`
no pot oco´rrer. Suposem que
ℎ(푧) =
푎푧 + 푏
푐푧 + 푑
.
Aleshores,
∣푐푧 + 푑∣2 = 푐2∣푧∣2 + ℜ(푧)푐푑+ 푑2 > 푐2 + 푑2 − ∣푐푑∣
= (∣푐∣ − ∣푑∣)2 + ∣푐푑∣,
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ate`s que ∣푧∣ > 1 i ℜ(푧) > −1
2
. Aquesta ﬁta inferior e´s un enter
positiu. A me´s, almenys pren el valor 1 i, per tant, ∣푐푧 + 푑∣ > 1.
Per tant,
ℑ(ℎ(푧)) = ℑ(푧)∣푐푧 + 푑∣2 < ℑ(푧).
Exactament el mateix argument preval amb 푧, ℎ reemplac¸ada
per ℎ(푧), ℎ−1 i assolim una contradiccio´. Per tant, tenim que
퐷푝(Γ0(1)) = ℋ.
2.3.18 Exemple. Tal i com hem vist en la proposicio´ 2.2.23 po-
dem descompondre els grups de congrue`ncia de la forma Γ0(푞)
d’una manera en que` puguem aplicar el teorema 2.3.4. D’aques-
ta manera, podem representar gra`ﬁcament els seus dominis fon-
amentals per a tot 푞 enter a partir del grup de congrue`ncia de
l’exemple anterior.
Per a 푞 = 5, calculem el conjunt de representants proposat en
la proposicio´ 2.2.23. En general,si 푞 e´s primer el conjunt M e´s
buit ate`s que s’ha de deﬁnir a partir de divisors no trivials de 푞.
Per tant, ens queda
W(5) = { Id, 푆, 푆푇, 푆푇 2, 푆푇 3, 푆푇 4 }.
Per al cas 푞 = 6, tenim
퐴2 = {1}; 푀2 = {2}; 3 ⋅ 42 ≡ 0 (mod 6) ⇒ 푛(푚) = 3,
퐴3 = {1}; 푀3 = {3}; 2 ⋅ 32 ≡ 0 (mod 6) ⇒ 푛(푚) = 2.
Per tant, en aquest cas obtenim el conjunt segu¨ent
W(6) = { Id, 푆, 푆푇, 푆푇 2, 푆푇 3, 푆푇 4, 푆푇 5,
푆푇 2푆, 푆푇 2푆푇, 푆푇 2푆푇 2,
푆푇 3푆, 푆푇 3푆푇 }
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Figura 2.2: Domini fonamental de Γ0(5)
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Figura 2.3: Domini fonamental de Γ0(6)
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Cap´ıtol 3
Formes d’ona de Maass
En aquest punt del treball estem en disposicio´ de poder deﬁnir
les formes d’ona de Maass, dites, tambe´, formes de Maass. L’ob-
jectiu d’aquest cap´ıtol sera`, a banda de deﬁnir aquests objectes,
donar propietats necessa`ries per a poder portar a terme el seu
ca`lcul.
Les refere`ncies principals d’aquest cap´ıtol so´n [Hej83], [Str00]
i [Str05]. Tambe´ destaquem [Iwa02] on podem trobar les proves
d’alguns dels resultats exposats a continuacio´.
3.1 Deﬁnicions generals i notacions
Comenc¸arem amb les deﬁnicions i propietats generals dels cara`cters
de Dirichlet.
3.1.1 Cara`cters de Dirichlet
En aquest apartat considerarem, llevat que es digui el contrari,
que 푞 e´s un enter positiu no nul.
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3.1.1 Deﬁnicio´. Un cara`cter de Dirichlet mo`dul 푞, que deno-
tarem per 휒, e´s un homomorﬁsme
휒 : (ℤ/푞ℤ)∗ → 핊1,
on 핊1 denota el grup multiplicatiu del cercle unitat.
Els cara`cters de Dirichlet es poden interpretar com a funcions
sobre ℤ en considerar l’aplicacio´ que projecta ℤ sobre ℤ/푞ℤ.
Des d’aquest punt de vista, podem veure aquestes funcions com
a funcions perio`diques, de per´ıode 푞, assignant 휒(푛) = 0 si
mcd(푛, 푞) > 1.
3.1.2 Deﬁnicio´. Si 휒 e´s de per´ıode exactament 푞, e´s a dir, 푞 e´s
el valor mı´nim del seus per´ıodes, aleshores es diu que 휒 e´s un
cara`cter primitiu mo`dul 푞.
3.1.3 Observacio´. El cara`cter trivial mo`dul 푞, 휒(푛) ≡ 1 no e´s
primitiu mo`dul 푞 quan 푞 ≥ 2.
A continuacio´, ens interessara` estendre els cara`cters als ele-
ments del grup modular.
3.1.4 Deﬁnicio´. Donat un cara`cter de Dirichlet 휒, deﬁnim l’apli-
cacio´
휒
((
푎 푏
푐 푑
))
:= 휒(푑),
per a
(
푎 푏
푐 푑
)
∈ SL(2,ℤ).
3.1.5 Proposicio´. Un cara`cter 휒 mo`dul 푞 restringit a Γ0(푞) e´s
un homomorﬁsme de grups.
Demostracio´. Provem que l’aplicacio´ 휒 : Γ0(푞) → 핊1 e´s un
homomorﬁsme de grups. Siguin 훾, 훾′ ∈ Γ0(푞), amb
훾 =
(
푎 푏
푐 푑
)
훾′ =
(
푎′ 푏′
푐′ 푑′
)
,
3.1. Deﬁnicions generals i notacions 61
aleshores
휒(훾훾′) = 휒
((
푎 푏
푐 푑
)(
푎′ 푏′
푐′ 푑′
))
≡ (mod 푞) 휒
((
푎푎′ 푎푏′ + 푏푑′
0 푑푑′
))
= 푑푑′ = 휒(훾)휒(훾′).
□
3.1.6 Deﬁnicio´. Es diu que un cara`cter 휒 e´s parell si
휒(−1) = 휒(1) = 1,
i senar si
휒(−1) = −휒(1) = −1.
3.1.7 Deﬁnicio´. Es diu que un cara`cter e´s real quan nome´s
pren valors reals (e´s a dir, 1 o -1).
Ate`s que sempre ens referirem a PSL(2,ℤ) o als seus subgrups
necessitarem que la igualtat 휒(훾) = 휒(−훾) sigui va`lida per a
qualsevol 훾 ∈ SL(2,ℤ). Per tant, ate`s a aquesta condicio´, ens
hem de restringir a l’u´s de cara`cters parells.
3.1.8 Teorema. Tot cara`cter de Dirichlet real i primitiu te´ per
conductor un discriminant fonamental, e´s a dir, un enter de la
forma
푚 = 푛1, 4푛2, 4푛3,
on 푛1 ≡ 1 (mod 4), 푛2 ≡ 2 (mod 4) i 푛3 ≡ 3 (mod 4) i 푛1, 푛2 i
푛3 lliures de quadrats.
3.1.9 Proposicio´. El nombre de cara`cters de Dirichlet mo`dul 푞
e´s 휑(푞), on 휑 e´s la funcio´ d’Euler. □
3.1.10 Exemple. Anem a escriure quin so´n els cara`cters mo`dul
5. Segons hem vist abans, el nombre d’aquests cara`cters e´s
휑(5) = 4. Els descrivim a continuacio´.
휒1 : (ℤ/5ℤ)∗ → 핊1
푘 7→ 1
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휒2 : (ℤ/5ℤ)∗ → 핊1
1 7→ 1
2 7→ −1
3 7→ −1
4 7→ 1
휒3 : (ℤ/5ℤ)∗ → 핊1
1 7→ 1
2 7→ −푖
3 7→ 푖
4 7→ −1
휒4 : (ℤ/5ℤ)∗ → 핊1
1 7→ 1
2 7→ 푖
3 7→ −푖
4 7→ 1
Observem que en aquest cas tots els cara`cters so´n primitius
llevat de 휒1. Els cara`cters 휒3 i 휒4 so´n senars. Com s’observa,
el cara`cter 휒2 e´s un cara`cter real. Aixo` es do´na ja que 5 e´s un
discriminant fonamental.
Ate`s que els cara`cters so´n multiplicatius, so´n avaluables fa`-
cilment en productes d’enters, pero` pot ser que els enters siguin
dif´ıcils de descompondre com a producte de nombres me´s petits.
Un truc u´til per a avaluar cara`cters consisteix en factoritzar-
los pre`viament. Aixo` ho podem fer en alguns casos gra`cies al
resultat segu¨ent:
3.1.11 Proposicio´. Siguin 푞1 i 푞2 discriminants fonamentals
tals que mcd(푞1, 푞2) = 1. Aleshores, podem descompondre un
cara`cter de Dirichlet 휒푞1푞2 de la manera segu¨ent:
휒푞1푞2 = 휒푞1휒푞2 ,
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on 휒푞 denota un cara`cter de Dirichlet mo`dul 푞.
3.1.12 Exemple. Siguin 휒푞 un cara`cter real mo`dul 푞 i 푠 ∈ ℤ+
tal que 푠∣푞 i mcd(푠, 푞
푠
) = 1. Prenem
푡 = 푠푛1 +
푞
푠
푛1
per a algun 푛1, 푛2 ∈ ℤ. Aleshores,
휒푞(푡) = 휒푠(푡)휒 푞
푠
(푡) = 휒푠
(
푠푛1 +
푞
푠
푛2
)
휒 푞
푠
(
푠푛1 +
푞
푠
푛2
)
= 휒푠
(푞
푠
푛2
)
휒 푞
푠
(푠푛1).
3.1.13 Deﬁnicio´. Un cara`cter 휒 deﬁnit sobre Γ0(푞) deixa la
punta 푝푗 oberta si actua trivialment sobre el grup estabilitzador
Γ푝푗 , i.e. si 휒(푇푗) = 1, on 푇푗 e´s el generador de Γ푝푗 . En cas
contrari, es diu que deixa la punta tancada.
3.1.14 Deﬁnicio´. Un cara`cter es diu que e´s regular per a un
grup Γ0(푞) si deixa totes les puntes de Γ0(푞) obertes.
Observem que la punta ∞ e´s ﬁxada per 푇 : 푧 7→ 푧 + 1. Per
tant, 휒(푇 ) = 1 per a qualsevol cara`cter de Dirichlet la punta ∞
sempre e´s una punta oberta.
Des d’ara suposarem que els cara`cters so´n cara`cters de Dirich-
let reals i parells.
3.1.2 Formes de Maass
En aquesta seccio´ deﬁnirem el concepte de forma d’ona de Maass
i en donarem alguns exemples elementals.
3.1.15 Deﬁnicio´. Sigui Γ un grup fuchsia`. Donada una funcio´
푓 : ℋ → ℂ, deﬁnim l’operador
푓∣[푘,훾](푧) :=
(
푐푧 + 푑
∣푐푧 + 푑∣
)−푘
푓(훾푧), per a tot 훾 ∈ Γ, 푧 ∈ ℋ.
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En aquest treball nome´s emprarem el valor 푘 = 0. Per tant,
per tal de abreujar, escriurem 푓∣훾 = 푓[0,훾] = 푓(훾푧).
3.1.16 Deﬁnicio´. Sigui Γ un grup fuchsia` de primera espe`cie.
Una aplicacio´
푓 : ℋ → ℂ,
inﬁnitament diferenciable es diu que e´s una funcio´ d’ona de
Maass, respecte del grup Γ si se satisfan les tres condicions
segu¨ents:
1. La funcio´ 푓 e´s una funcio´ pro`pia de l’operador de Laplace-
Beltrami; e´s a dir, existeix una constant 휆 ∈ ℝ, 휆 > 0, tal
que
Δ푓 = 휆푓.
2. La funcio´ 푓 e´s invariant per l’accio´ de Γ, e´s a dir, se satisfa`
que
푓(훾푧) = 푓(푧) per a tot 훾 ∈ Γ.
3. La funcio´ 푓 e´s de quadrat integrable en ℱ = Γ ∖ ℋ; e´s a
dir, ∫
ℱ
∣푓(푧)∣2푑휇(푧) <∞,
on la integral s’este´n sobre un domini fonamental ℱ de Γ.
Tal com hem vist en el teorema 1.3.2, la funcio´
푓(푥+ 푖푦) := 푦1/2퐾푠−1/2(2휋∣푛∣푦)푒2휋푖푛푥
satisfa` les condicions 1 i 3 de la deﬁnicio´.
Tot i aix´ı, aquest tipus de funcions, individualment, no so´n
formes d’ona de Maass (llevat del cas trivial Γ = {Id}). Ara be´,
si considerem se`ries d’aquestes funcions podem imposar que se
satisfaci la condicio´ 2 (o 2’ que veurem me´s endavant segons el
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cas) en triar els coeﬁcients adequadament. E´s a dir, donades les
funcions
휅푛(푦) := 푦
1/2퐾푖푅(2휋∣푛∣푦),
amb 푧 = 푥+ 푖푦, aleshores es poden cercar se`ries de la forma
푓(푧) =
∞∑
푛=0
푎푛휅푛(푦)푒
2휋푖푛푥
amb 푧 = 푥+ 푖푦, que compleixin la propietat de ser invariants pel
grup fuchsia`.
En cas que vulguem considerar cara`cters, com els estudiats en
l’apartat anterior, haurem de canviar la condicio´ 2 de la deﬁnicio´
per la condicio´ segu¨ent:
2’. 푓(훾푧) = 휒(훾)푓(푧), per tot 훾 ∈ Γ.
3.2 Espais de formes de Maass
Per a facilitar el ca`lcul de formes de Maass necessitarem tanta
informacio´ com sigui possible sobre les simetries que poden ser
usades.
Primer veurem que en el cas d’un cara`cter real podem suposar
que les nostres funcions prenen valors reals. Despre´s considera-
rem la translacio´ sime`trica que` fa possible l’expansio´ de Fourier,
i una simetria de reﬂexio´, la qual la simpliﬁca. Posteriorment
descriurem les simetries menys o`bvies: els operadors de Hecke i
les involucions, amb les quals reﬁnarem, a me´s, el possible es-
pectre dels valors propis.
3.2.1 Els espais ℳ(Γ0(푞), 휒, 휆)
Les formes de Maass formen un espai vectorial que denotarem
per ℳ(Γ0(푞), 휒, 휆) (si compleix 1, 2’ i 3).
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3.2.1 Teorema. Els espais ℳ(Γ0(푞), 휆), ℳ(Γ0(푞), 휒, 휆), so´n
de dimensio´ ﬁnita.
Demostracio´. La prova d’aquest teorema es pot trobar al
cap´ıtol 6 de [Hej83]. □
3.2.2 Teorema. Les formes de Maass generen la part discreta
de l’espectre de l’operador Δ, i la part continua esta` generada
per les series d’Einsenstein.
Demostracio´. La prova d’aquest teorema es pot trobar al
cap´ıtol 7 de [Hej83] o be´, tambe´, en el cap´ıtol 4 de [Iwa02]. □
3.2.3 Teorema. Cada forma de Maass 푓 deℳ(Γ0(푞), 휒, 휆) amb
휆 > 0 e´s una forma cuspidal, e´s a dir, que tendeix a zero
ra`pidament en cada punta.
Demostracio´. La prova d’aquest teorema es pot trobar en el
cap´ıtol 6 de [Hej83]. □
3.2.4 Corol⋅lari. Els espais ℳ(Γ0(푞), 휒, 휆) es poden dotar del
producte escalar de Petersson,
⟨푓, 푔⟩ =
∫
ℱ푞
푓푔푑휇,
on la integral pot ser presa sobre qualsevol domini fonamental
ℱ푞 de Γ. Amb aquest producte escalar, l’espai ℳ(Γ0(푞), 휒, 휆) e´s
un espai de Hilbert de dimensio´ ﬁnita. □
Sigui 휒 e´s el cara`cter trivial sobre Γ(푞), els valors propis
0 = 휆0 < 휆1 ≤ 휆2 ≤ ..., comptats amb multiplicitats, formen
una successio´ discreta i es coneix una llei de Weyl general. En
particular, per als subgrups Γ0(푞) i el cara`cter trivial, tenim
푁Γ0(푞)(푡) =
휇(ℱ푞)
4휋
푡− 2ℎ
휋
√
푡 ln
√
푡+ 푎
√
푡+푂
( √
푡
ln
√
푡
)
,
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on 푁Γ0(푞)(푡) denota el nombre de valors propis per sota de la cota
푡, 푎 e´s una certa constant que depe`n del nivell 푞 i ℎ e´s el nombre
de puntes de Γ0(푞).
Les formes d’ona de Maass tambe´ so´n me´s misterioses que les
funcions holomo`rﬁques automorfes, ja que es coneixen molt pocs
exemples de fo´rmules expl´ıcites per a construir-les, mentre que
es coneixen nombrosos exemples de fo´rmules expl´ıcites per al cas
de funcions modulars holomorfes.
3.2.2 L’operador de conjugacio´
Sigui 푓 ∈ ℳ(Γ0(푞), 휒, 휆) i considerem l’operador 퐾 conjugacio´
퐾푓 := 푓 . Com que 퐾 commuta amb el Laplacia`, 퐾푓 e´s tambe´
una funcio´ pro`pia de Δ amb el mateix valor propi 휆. Tambe´
veiem que, per a 훾 ∈ Γ, tenim
(퐾푓)∣훾(푧) = 퐾푓(훾푧) = 푓(훾푧)
= 휒(훾)푓(푧)
= 휒(훾)(퐾푓)(푧).
Per tant, 퐾 e´s un automorﬁsme respecte de la conjugacio´ de
휒, i.e, 퐾푓 ∈ ℳ(Γ0(푞), 휒, 휆). En particular, si 휒 e´s un cara`cter
real, llavors 푓 = 퐾푓 ∈ ℳ(Γ0(푞), 휒, 휆). En aquesta direccio´
remarquem el resultat segu¨ent.
3.2.5 Proposicio´. Si 휒 e´s un cara`cter real, aleshores l’espai
ℳ(Γ0(푞), 휒, 휆) te´ una base ℂ-lineal formada per funcions reals.
Demostracio´. Considerant les funcions
1
2
(푓 +퐾푓),
1
2푖
(푓 −퐾푓),
que prenen valors reals, queda provada la proposicio´. □
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3.2.3 Series de Fourier
En relacio´ amb les series de fourier en ℳ(Γ0(푞), 휒, 휆), i per tal
d’abreujar, usarem la notacio´ segu¨ent
휅푛(푦) := 휅푛(푅, 푦) =
√
푦퐾푖푅(2휋∣푛∣푦),
on퐾푖푅 e´s la funcio´ de Bessel corresponent en prendre 휆 =
1
4
+푅2.
3.2.6 Observacio´. Es te´ la igualtat segu¨ent segons la notacio´
anterior:
휅−푛(푦) = 휅푛(푦).
Sigui {푝1, ..., 푝휅} el conjunt de puntes de Γ i 휎푗 denoti la funcio´
normalitzadora de la punta 푝푗. Sigui una funcio´ 푓 ∈ℳ(Γ, 휒, 휆).
Notem 푓∣휎푗(푧) := 푓(휎푗푧), i sabem que si el cara`cter deixa la punta
푝푗 oberta, aleshores
푓∣휎푗(푧+1) := 푓푗(푧+1) = 푓(휎푗푇푧) = 푓(푇푗휎푗푧) = 휒(푇푗)푓푗(푧) = 푓푗(푧).
3.2.7 Proposicio´. Si 휒 e´s regular per a Γ aleshores una funcio´
푓 ∈ ℳ(Γ, 휒, 휆) admet una expansio´ de Fourier en cada punta
de Γ, i aquestes expansions so´n donades per les funcions 푓푗. En
la punta 푝푗 tenim una expressio´ de la forma :
푓푗 = 푓∣휎푗 =
∑
푛 ∕=0
푐푗(푛)휅푛(푦)푒
2휋푖푛푥, 푗 = 1, ..., 휅.
□
3.2.4 Involucions i normalitzadors
3.2.8 Deﬁnicio´. Per a Γ ⊆ PSL(2,ℝ), es diu que 푔 ∈ PGL(2,ℝ)
normalitza Γ en PGL(2,ℝ) si
푔Γ푔−1 = Γ.
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Aixo` signiﬁca en particular que si 훾1 ∈ Γ aleshores existeix 훾2 ∈ Γ
tal que 푔훾1 = 훾2푔. Per al cas que tinguem un cara`cter tenim la
deﬁnicio´ segu¨ent:
3.2.9 Deﬁnicio´. Direm que 푔 normalitza (Γ, 휒) si 푔 normalitza
Γ i per a tot 훾 ∈ Γ:
휒(푔훾푔−1) = 휒(훾).
3.2.10 Observacio´. El conjunt de tots els elements que nor-
malitzen Γ en PGL(2,ℝ) forma un grup, anomenat el normal-
itzador del subgrup Γ en PGL(2,ℝ).
En la deﬁnicio´ anterior es considera
PGL(2,ℝ) = GL(2,ℝ)/퐶,
on 퐶 = ℝ∗ ⋅ Id e´s el centre de GL(2,ℝ), que consisteix en totes
les matrius de la forma (
푎 0
0 푎
)
amb 푎 ∕= 0.
Deﬁnim una accio´ de GL(2,ℝ) sobre ℋ com segueix: donats
un element 푔 =
(
푎 푏
푐 푑
)
i 푧 ∈ ℋ:
푔(푧) =
⎧⎨⎩
푎푧 + 푏
푐푧 + 푑
, si 푎푑− 푏푐 > 0,
푎푧 + 푏
푐푧 + 푑
, si 푎푑− 푏푐 < 0.
Notem que tot el centre 퐶 actua trivialment en ℋ, i, per tant,
tambe´ tenim ben deﬁnida una accio´ de PGL(2,ℝ) sobre ℋ.
D’aquest fet sorgeix el resultat segu¨ent:
3.2.11 Proposicio´. Si 푔 normalitza (Γ, 휒) i 푓 ∈ ℳ(Γ, 휒, 휆),
aleshores 푓∣푔 ∈ℳ(Γ, 휒, 휆).
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Demostracio´. Aquest resultat e´s un enunciat equivalent al del
lema 1 de [Atl70]. □
Una involucio´ sobre un espai vectorial e´s una aplicacio´ lineal
tal que 푇 2 = Id (o equivalentment 푇−1 = 푇 ). Ara anem a donar
una un ana`leg per als nostres espais.
3.2.12 Deﬁnicio´. Una aplicacio´ lineal
푇 :ℳ(Γ, 휒, 휆)→ℳ(Γ, 휒, 휆)
es diu que e´s una (Γ, 휒)-involucio´ si 푇 2 e´s l’operador identitat,
e´s a dir, si
푇 2푓 = 푓
per a qualsevol funcio´ 푓 ∈ℳ(Γ, 휒, 휆).
3.2.13 Exemple. Destaquem ara un parell d’exemples que s’em-
praran me´s endavant.
∙ Tota matriu푊 ∈ PSL(2,ℤ) normalitzadora de (Γ, 휒) i que
satisﬁsfaci 푊 2 ∈ Γ i 휒(푊 2) = 1 deﬁneix una involucio´ per
a (Γ, 휒) quan actua via 푓 → 푓∣푊 . En particular, usarem
푤푛 : 푧 7→ −1/푛푧, que es pot representar per(
0 −1√
푞√
푞 0
)
∈ PSL(2,ℝ).
∙ En particular, si prenem
퐽 =
(
1 0
0 −1
)
,
es te´ una involucio´ tal i com veurem en la seccio´ segu¨ent.
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3.2.5 L’operador de reﬂexio´
Un simple cop d’ull a un domini fonamental de PSL(2,ℤ) posa
de manifest que hi ha una simetria o`bvia: les reﬂexions sobre
l’eix imaginari. Aquesta simetria ens proveeix d’una particio´ de
l’espectre en funcions parelles i funcions senars.
L’operador de reﬂexio´ es representa mitjanc¸ant la matriu
퐽 =
(
1 0
0 −1
)
.
Per a una matriu
훾 =
(
푎 푏
푐 푑
)
,
deﬁnim
훾∗ = 퐽훾퐽−1 =
(
1 0
0 −1
)
훾
(
1 0
0 −1
)
=
(
푎 −푏
−푐 푑
)
.
3.2.14 Lema. Per a qualsevol cara`cter de Dirichlet es te´ la
igualtat segu¨ent:
휒(훾∗) = 휒(훾) per a tot 훾 ∈ Γ0(푞).
Demostracio´. Aquest fet e´s clar perque`
휒(훾∗) = 휒(푑) = 휒(훾).
□
Suposem ara que 퐽 e´s una (Γ, 휒)-involucio´. Podem diagona-
litzar ℳ(Γ0(푞), 휒, 휆) respecte de 퐽 i els valors propis seran 1 o
−1. Aleshores 푓 ∈ ℳ(Γ, 휒, 휆) e´s anomenada parella o senar,
respectivament si, 푓∣퐽 = 푓 o be´ 푓∣퐽 = −푓 . Cada funcio´ parella
o senar es pot desenvolupar mitjanc¸ant series de Fourier amb
cosinus o be´ amb sinus, respectivament, e´s a dir, sigui
푓(푧) =
∑
푛 ∕=0
푐(푛)휅푛(푦)푒
2휋푖푛푥
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amb 휅푛(푦) seguin la notacio´ d’abans. Aleshores
푓∣퐽(푧) =
∑
푛 ∕=0 푐(푛)휅푛(푦)푒
−2휋푖푛푥
=
∑
푛 ∕=0 푐(−푛)휅푛(푦)푒2휋푖푛푥.
Si 푓∣푗 = 푓(−푧) = 휀푓 , aleshores obtenim que 푐(−푛) = 휀푐(푛)
per tant
푓(푧) =
∑
푛 ∕=0 푐(푛)휅푛(푦)푒
2휋푖푛푥
=
∑∞
푛=1 휅푛(푦)(푐(푛)푒
2휋푖푛푥 + 푐(−푛)푒−2휋푖푛푥)
=
∑∞
푛=1 푐(푛)휅푛(푦)(푒
2휋푖푛푥 + 휀푒−2휋푖푛푥)
=
∑∞
푛=1 푐(푛)휅푛(푦)
{
2 cos(2휋푛푥), 휀 = 1,
2푖 sin(2휋푛푥), 휀 = −1.
Posem 푎(푛) = 2푐(푛) i 푏(푛) = 2푖푐(푛), aleshores 푓 tindra` una
se`rie de Fourier de cosinus o be´ de sinus amb coeﬁcients 푎(푛) o
푏(푛) respectivament, i.e.
푓(푧) =
∞∑
푛=1
푎(푛)휅푛(푦) cos(2휋푛푥),
o
푓(푧) =
∞∑
푛=1
푏(푛)휅푛(푦) sin(2휋푛푥).
Els desenvolupaments de Fourier a l’entorn de la punta 푝 = 0
so´n funcions pro`pies de 퐽 ; pero` aixo` no e´s necessa`riament aix´ı en
la resta de puntes. En la seccio´ segu¨ent donarem una condicio´
per la qual puguem diagonalitzar totes les 푓푗 simulta`niament
respecte de l’operador 퐽 .
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3.2.6 Simetritzacio´ completa
Ate`s que usualment e´s preferible treballar amb se`ries de Fourier
simetritzades, e´s a dir, que contenen nome´s sinus o cosinus, en
lloc de funcions exponencials, a continuacio´ es fa un estudi per
a saber quan aixo` e´s possible.
3.2.15 Teorema. Sigui 푝푗 =
푢
푣
∈ ℚ una punta del grup Γ0(푞),
equivalent a −푝푗. Sigui 푓 ∈ℳ(Γ0(푞), 휒, 휆) tal que 푓 ∣퐽 = 휀푓 .
Aleshores existeix una aplicacio´ normalitzadora 휎푗 de la punta
푝푗 tal que
푓푗∣퐽 = 휒(푑)휀푓푗
amb 푑 ≡ 1 (mod 푣), 푑 ≡ −1 (mod 푞
푣
) i 푓푗 := 푓휎푗 .
Demostracio´. Per la proposicio´ 2.2.16, la punta 푝푗 ha de com-
plir que mcd(푢, 푣) = 1.
La condicio´ que 푝푗 ≡ −푝푗 en Γ0(푞) e´s equivalent a mcd(푣, 푞
푣
) =
1 o mcd(푣,
푞
푣
) = 2.
Suposem que estem en el cas mcd(푣,
푞
푣
) = 1 i ﬁxem la matriu
훾 ∈ Γ0(푞) tal que 훾푝푗 = −푝푗 de la forma segu¨ent
훾 =
(
푎 푏
푞푐 푑
)
∈ Γ0(푞).
Aleshores es pot comprovar que
푑 = 푎 = −1− 푞
푣
⋅ 푐푢, 푏 = 푢(1− 푑)
푣
,
i, per tant, de l’expressio´ de 푏 tenim que(푞
푣
)
푐푢 ≡ −2 (mod 푣).
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Amb aixo`, 푐 queda un´ıvocament determinat mo`dul 푣 si mcd(푣, 푞
푣
) =
1 (mo`dul 푣
2
si mcd(푣, 푞
푣
) = 2).
Tal i com hem vist en la seccio´ anterior, l’operador de reﬂexio´
푇 ∗ compleix 푓∣푇 ∣퐽 = 푓∣퐽 ∣푇 ∗ . En el nostre cas tenim que
푓푗∣퐽 = 푓∣휎푗 ∣퐽 = 푓∣퐽 ∣휎∗푗 = 휀푓∣휎∗푗 ,
sent
휎∗푗 = 퐽휎푗퐽
−1
Observem que 휎∗푗 e´s l’aplicacio´ normalitzadora de la punta −푝푗
ja que
휎∗푗 (−푝푗) = 퐽휎푗퐽−1(푝푗) = 퐽휎푗(푝푗) =
= 퐽∞ =∞
i
퐽휎푗퐽
−1푇퐽−1휎−1푗 퐽(−푝푗) = 퐽휎푗퐽−1푇퐽−1휎−1푗 (푝푗)
= 퐽휎푗퐽
−1푇퐽−1(∞) = 퐽휎푗(∞)
= 퐽(푝푗) = −푝푗
i
휎∗푗 (−푝푗) = 퐽휎푗퐽−1(푝푗) = 퐽휎푗(푝푗) =
= 퐽∞ =∞
pero` observem que l’aplicacio´ 훾휎푗 tambe´ e´s una aplicacio´ nor-
malitzadora ate`s que
훾휎푗(∞) = 훾푝푗 = −푝푗
i
훾휎푗푇휎
−1
푗 훾
−1(−푝푗) = 훾휎푗푇휎−1푗 (푝푗)
= 훾휎푗푇∞ = 훾푝푗 = −푝푗.
Per tant
푓푗∣퐽 = 휀푓∣휎∗푗 = 휀푓훾∣휎푗 = 휀휒(푑)푓푗,
ate`s que 훾 ∈ Γ0(푞) i 푓 ∈ℳ(Γ0(푞), 휒, 휆). □
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3.2.16 Corol⋅lari. Suposem que 푞 = 2푟푝1...푝푚, amb 0 ≤ 푟 ≤ 3,
i 푚 > 0, i on 푝1, ..., 푝푚 so´n primers senars diferents. Suposem
tambe´ que en cada descomposicio´ 휒 = 휒푣휒 푞
푣
, 푣∣푞, el cara`cter 휒 푞
푣
e´s parell. Aleshores podem prendre tots els 푓푗 simulta`niament
com a funcions pro`pies de 퐽 amb el mateix valor propi.
Notem que si no tenim funcions pro`pies simulta`nies de 퐽 hem
de treballar amb exponencials en lloc de sinus i cosinus, i co-
eﬁcients de Fourier complexos en lloc de coeﬁcients de Fourier
reals.
3.2.7 Operadors de Hecke
La teoria cla`ssica dels operadors de Hecke es pot transportar del
cas modular holomorf al cas de la teoria de les formes d’ona de
Maass. Aquesta seccio´ proporcionara` un resum de la teoria de
Hecke en aquest nou cas, i tambe´ servira` com a recopilacio´ de
fets fonamentals i per a uniﬁcar notacions.
Els operadors de Hecke considerats aqu´ı so´n operadors que
actuen sobre espais de funcions modulars, e´s a dir, funcions au-
tomorfes respecte de subgrups de congrue`ncia.
Deﬁnim l’operador de Hecke de forma similar a la de l’article
[Atl70]. Sigui 푞 ∈ ℤ+. Per a un primer 푝 hi ha un subgrup
d’´ındex ﬁnit en Γ0(푞),
Γ0(푞, 푝) =
{(
푎 푏
푐 푑
)
∈ Γ0(푞) ∣ 푏 ≡ 0 (mod 푝)
}
.
Per a algun 푑 ∈ ℤ+, deﬁnim l’aplicacio´퐴푑 : 푧 7→ 푑푧 enPSL(2,ℝ).
Per a 푑 = 푝 primer aleshores tenim que
퐴−1푝 Γ0(푞, 푝)퐴푝 = Γ0(푞푝) ⊆ Γ0(푞)
i es te´ que 휒(퐴−1푝 퐵퐴푝) = 휒(훽). D’aqu´ı dedu¨ım el resultat
segu¨ent.
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3.2.17 Proposicio´. L’aplicacio´ 퐴푝, amb 푝 primer, proporciona
una aplicacio´ entre espais de formes d’ona de Maass de la forma
segu¨ent:
퐴−1푝 : ℳ(Γ0(푞), 휒, 휆) → ℳ(Γ0(푞, 푝), 휒, 휆)
푓 → 푓푝 := 푓∣퐴−1푝 .
Demostracio´. L’u´nic que cal provar e´s que, efectivament, 푓푝 ∈
ℳ(Γ0(푞, 푝), 휒, 휆).
Observem primer que
휒(퐴−1푝 훽퐴푝) = 휒(훽),
per a 훽 ∈ Γ0(푞, 푝) Ara volem veure que 푓푝 ∈ ℳ(Γ0(푞, 푝), 휒, 휆).
Sigui 훽 ∈ 퐴−1푝 Γ0(푞, 푝)퐴푝, i 훾 = 퐴푝훽퐴−1푝 :
푓푝(훽푧) = 푓푝(퐴
−1
푝 훾퐴푝) = 푓(훾퐴푝푧) =
= 휒(훾)푓(퐴푝푧) = 휒(퐴
−1
푝 훽퐴푝)푓(퐴푝푧) = 휒(훽)푓푝(푧)
i aixo` prova el que vol´ıem. □
El que fem a continuacio´ e´s construir una aplicacio´ que vagi
ℳ(Γ0(푞, 푝), 휒, 휆) a ℳ(Γ0(푞), 휒, 휆) pero` d’una manera no trivial
(i.e no via 퐴푝).
Sigui {푅푗}휇푗=1 un conjunt de representants per la dreta de
Γ0(푞, 푝) en Γ0(푞). Aleshores les matrius 푅푗 tindran el terme
inferior de la dreta 푑 ≡ 1 (mod 푞).
Per a qualsevol 푉 ∈ Γ0(푞), aleshores per a cada 푗 existeix un
u´nic 푖 tal que 푅푗푉 = 푔푅푖 per a algun 푔 ∈ Γ0(푞, 푝) i diferents
푗-s i donen diferents 푖-s. Usant la nostra eleccio´ especial de 푅푗
es pot comprovar que 휒(푉 ) = 휒(푔). D’aquesta manera, per
a qualsevol funcio´ ℎ ∈ ℳ(Γ0(푞, 푝), 휒, 휆) es clar que la funcio´
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∑휇
푗=1 ℎ∣푅푗 pertany a ℳ(Γ0(푞), 휒, 휆). Per tant, podem deﬁnir
l’operador, 푇푝 :ℳ(Γ0(푞), 휒, 휆)→ℳ(Γ0(푞), 휒, 휆) com segueix:
푇푝푓 :=
1√
푝
휇∑
푗=1
푓푝∣푅푗 .
El factor 1√
푝
e´s per a una normalitzacio´ convenient.
Treballant amb un conjunt de representants expl´ıcits s’obte´
la fo´rmula segu¨ent per a un enter primer 푝 amb mcd(푞, 푝) = 1:
푇푝푓(푧) :=
1√
푝
푝−1∑
푗=0
푓
(
푧 + 푗
푝
)
+
1√
푝
휒(푝)푓(푝푧),
i, per a un primer 푝, amb 푝∣푞:
푇푞(푓) = 푈푝푓(푧) :=
1√
푝
푝−1∑
푗=0
푓
(
푧 + 푗
푞
)
.
En principi, ate`s a la naturalesa multiplicativa dels operadors
de Hecke per a primers, i usant la multiplicitat juntament amb
altres resultats, es deﬁneix 푇푛 per a qualsevol enter positiu 푛
amb mcd(푛, 푞) = 1. Aquestes construccions es poden trobar a
[Shi67], i sorgeix la deﬁnicio´ segu¨ent:
3.2.18 Deﬁnicio´. Per a cada 푛 ∈ ℤ+ i 푓 ∈ ℳ(Γ0(푞), 휒, 휆) es
deﬁneix l’operador de Hecke 푇푛 per la fo´rmula
푇푛(푓(푧)) :=
1√
푛
∑
푎푑=푛,푑>0
휒(푎)
푑−1∑
푗=0
푓
(
푎푧 + 푗
푑
)
. (3.1)
3.2.19 Teorema. Els operadors de Hecke 푇푛 amb mcd(푛, 푞) =
1 so´n endomorﬁsmes de l’espai ℳ(Γ0(푞), 휒, 휆) que satisfan les
propietats segu¨ents:
푇푛푇푚 =
∑
푎푑=푛,푑>0
휒(푑)푇푚푛
푑2
, (3.2)
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per a enters 푛 i 푚 amb mcd(푛, 푞) = mcd(푚, 푞) = 1, i
푇 ∗푛 = 휒(푛)푇푛, (3.3)
on 푇 ∗푛 denota l’operador adjunt de 푇푛. En particular, el conjunt
{푇푛 ∣ mcd(푛, 푞) = 1} e´s una familia commutativa d’operadors
normals que commuten amb l’operador de Laplace-Beltrami i de
reﬂexio´ 퐽 .
Demostracio´. Per a provar la propietat multiplicativa cal mi-
rar l’accio´ dels 푇푛 sobre els coeﬁcients de Fourier de les formes
d’ona de Maass 푓 . Suposem que 푐(푘) i 푏(푘) so´n els coeﬁcients de
푓 i dels 푇푛-s respectivament, aleshores es te´ la segu¨ent relacio´
푏(푘) =
∑
푛,푎,푑>0
휒(푎)푐
(
푘푑
푎
)
, (3.4)
amb la convencio´ usual que 푐(푟) = 0 si 푟 ∕∈ ℤ.
Per a provar (3.2) es compara l’accio´ sobre els coeﬁcients de
Fourier als dos costats. Ara per a provar (3.3) e´s suﬁcient tractar
el cas 푛 = 푝 primer. Usem la relacio´ segu¨ent entre el producte
escalar de Petersson sobre els dos grups:
⟨푇푝푓, 푔⟩Γ0(푞) =
1√
푝
⟨푓푝, 푔⟩Γ0(푞,푝),
i obtenim el que vol´ıem. □
Per a 푝∣푞 es te´ que
푈푞푇푛 = 푇푛푈푞,
quan mcd(푛, 푞) = 1 pero` en general els operadors 푈푝 no so´n
normals respecte del producte vectorial de Petersson. Aquest no
seran considerat ﬁns a la seccio´ segu¨ent on introdu¨ırem els espais
de les formes noves.
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3.2.20 Teorema. Existeix una base ortogonal {휙푗} en l’espai
ℳ(Γ0(푞), 휒, 휆) formada per funcions pro`pies per a tots els ope-
radors de Hecke 푇푛 amb mcd(푛, 푞) = 1.
Demostracio´. Observem que ℳ(Γ0(푞), 휒, 휆) e´s un espai vec-
torial de dimensio´ ﬁnita. Per tant, podem triar una base {푓푗}푚푗=1
i representem els operadors 푇푛 per matrius 푚×푚 Λ(푛) en aque-
sta base. Pel teorema 3.2.19 e´s clar que {Λ(푛) ∣ mcd(푛, 푞) = 1}
e´s una familia de matrius normals 푚 × 푚 que commuten dos
a dos. Per raonaments d’algebra lineal se sap que hi ha bases
{휙푗}푚푗=1 on cada 휙푗 e´s una funcio´ propia de tots els Λ(푛), i aixo`
e´s el que volem. □
3.2.8 Formes noves i formes velles
De la fo´rmula (3.4) dedu¨ım que si 푓 te´ coeﬁcients 푐(푛) i 푇푛푓 =
휆(푛)푓 , aleshores
푐(푛) = 휆(푛)푐(1).
Voldr´ıem assegurar-nos que 푐(1) ∕= 1, pero` desafortunadament
com veurem me´s endavant podrem tenir que 푐(1) = 0.
Suposem que 휒 e´s un cara`cter no primitiu (mod 푞) de con-
ductor 푘. Si 푘∣푛 i 푛푑∣푞 per a alguns enters positius 푞, 푑, prenem
휒푛 el cara`cter indu¨ıt per 휒 sobre Γ0(푛). Aleshores
푓(푥) ∈ℳ(Γ0(푛), 휒푛, 휆)⇒ 푓(푧), 푓∣퐴푑(푧) ∈ℳ(Γ0(푞), 휒, 휆)
(amb 퐴푑 com en la seccio´ anterior.), la qual cosa resulta del
fet que 퐴푑Γ0(푞)퐴
−1
푑 = Γ(
푞
푑
, 푑) ⊆ Γ( 푞
푑
) ⊆ Γ0(푛), i 휒(퐴푑훽퐴−1푑 ) =
휒(훽), amb 훽 ∈ Γ0(푞).
3.2.21 Deﬁnicio´. Sigui 푓 ∈ ℳ(Γ0(푞), 휒, 휆). Es diu que 푓 e´s
una forma vella si existeixen enters positius 푛 i 푑 tals que 푛푑∣푞,
un cara`cter 휒 mo`dul 푛 i una funcio´ 푓1 ∈ ℳ(Γ0(푛), 휒, 휆) tal que
푓 = 푓1∣퐴푑 .
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Suposem ara que 푓 e´s una forma vella amb coeﬁcients de
Fourier donats per
푓(푧) =
∑
푚∕=0
푐(푚)
√
푦퐾푖푅(2휋∣푚∣푦)푒2휋푖푚푥.
Aleshores
푓∣퐴푑 = 푓(푑푧) =
∑
푚∕=0 푐(푚)
√
푑푦퐾푖푅(2휋∣푚∣푑푦)푒2휋푖푚푑푦
=
√
푑
∑
푛≡0 (mod 푑)
푐
(푛
푑
)√
푦퐾푖푅(2휋∣푛∣푦)푒2휋푖푛푥.
Per tant si 푑 > 1 aleshores el primer coeﬁcient de Fourier de
푓(푑푧) e´s zero. Aixo` e´s un exemple dels inconvenients de les
formes velles.
Sigui ℳ표푙푑(Γ0(푞), 휒, 휆) l’espai lineal generat per les formes
velles i deﬁnim ℳ푛푒푤(Γ0(푞), 휒, 휆) com el complement ortogonal
respecte del producte escalar de Petersson. Aleshores tenim que
ℳ(Γ0(푞), 휒, 휆) =ℳ표푙푑(Γ0(푞), 휒, 휆)⊕ℳ푛푒푤(Γ0(푞), 휒, 휆).
E´s fa`cil veure que ambdo´s subespais so´n estables pels operadors
de Hecke 푇푛 amb mcd(푛, 푞) = 1, ate`s que 푇
∗
푛 = 휒(푛)푇푛.
3.2.22 Deﬁnicio´. Una funcio´ 푓 ∈ℳ푛푒푤(Γ0(푞), 휒, 휆) s’anomena
una forma nova normalitzada de nivell 푞 si 푓 e´s una funcio´ pro`pia
de 퐽 i tots els operadors de Hecke 푇푛, mcd(푛, 푞) = 1, i el primer
coeﬁcient de 푓 e´s 1, e´s a dir, 푐(1) = 1.
3.2.23 Proposicio´. Si 휒 e´s un cara`cter primitiu (mod 푞) i 푝∣푞,
aleshores l’operador 푈푝 e´s unitari sobre ℳ(Γ0(푞), 휒, 휆); i.e.
푈∗푝 = 푈
−1
푝 .
Demostracio´. En el cas de 푞 primer, funciona si es prova
que 푈∗푝 = 휔푞푈푝휔
−1
푞 i aleshores usant les propietats de producte
escalar de Petersson. □
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El teorema segu¨ent e´s crucial en la teoria de les formes noves
i formes vells.
3.2.24 Teorema. Sigui 휒 un cara`cter de Dirichlet de conductor
푘. L’espai de formes noves te´ les propietats segu¨ents.
(i) Per a cada multiple 푛 de 푘, les formes normalitzades de
nivell 푞 i cara`cter 휒, {퐹 (푞,휒)푗 }푚푞푗=1 formen una base ortogonal
en el espai ℳ푛푒푤(Γ0(푞), 휒, 휆). Aquest conjunt s’anomena
la bases de Hecke de ℳ푛푒푤(Γ0(푞), 휒, 휆).
(ii) Cada 퐹푗 e´s una funcio´ pro`pia de tot 푇푛 amb 푛 ∈ ℤ+.
(iii) Una base en l’espai ℳ(Γ0(푞), 휒, 휆) e´s donada per{
퐹
(푚,휒)
푖 ∣ 푑,푚 ∈ ℤ+, 푘∣푚, 푑푚∣푞, 1 ≤ 푖 ≤ 푚푞
}
.
(iv) (Multiplicitat 1) Sigui 휒′ un cara`cter de Dirichlet (mod 푞′).
Donades les funcions 푓 ∈ℳ푛푒푤(Γ0(푞), 휒, 휆) i 푔 ∈ℳ푛푒푤(Γ0(푞′), 휒′, 휆)
amb 휆, 휇 > 0, aleshores o be´ existeixen un nombre inﬁnit
de primers 푝 per als quals els valors propis de 푇푝 so´n difer-
ents per a 푓 i 푔, o be´ 푞 = 푞′, 휆 = 휇, 휒′ = 휒 i 푓 ≡ 푔.
Demostracio´. La demostracio´ d’aquest teorema segueix el
mateix camı´ que per al cas holomorf que es pot trobar a [Miy76].
Pero` en el nostre cas hi ha tres diferencies que cal destacar que
so´n, sense entrar en me´s detall, les segu¨ents:
(i) Hem de anar amb compte si estem tractant funcions pare-
lles o senars.
(ii) L’equacio´ funcional per a les funcions 퐿 e´s diferent.
(iii) L’ana`log de la conjectura de Ramanujan-Petersson (una
estimacio´ dels coeﬁcients de la serie de Fourier) no esta`
provada en aquest cas. Tot hi aix´ı les propietats anal´ıtiques
de les funcions de Bessel fan que aquests coeﬁcients siguin
prou bons.
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Una demostracio´ completa per al nostre cas pot trobar a
[Str00]. □
3.2.25 Observacio´. Notem que 푈푝 no e´s normal sobre l’espai
sencer ℳ(Γ0(푞), 휒, 휆) (a menys que sigui 휒 primitiu, ja que en
aquest cas no hi ha formes velles). Per tant, no tindrem teorema
de multiplicitat 1 si intentem diagonalitzar l’espai sencer respecte
de tots els operadors de Hecke.
3.2.26 Teorema. Sigui 푓 una forma nova amb 푇푛푓 = 휆(푛)푓 i
푓∣퐽 = 휀푓 . Si el desenvolupament de Fourier de 푓 e´s
푓(푧) =
∑
∣푚∣≥1
푐(푚)
√
푦퐾푖푅(2휋푚푦)푒
2휋푖푚푥
(on 푐(1) = 1), aleshores
푐(푚) = 휆(푚), i
푐(−푚) = 휀휆(푚),
per a tot 푚 ∈ ℤ+. Tenim tambe´ les relacions multiplicatives
segu¨ents
푐(푚)푐(푛) =
∑
푑∣(푚,푛),푑>0 휒(푑)푐
(푚푛
푑2
)
,mcd(푛, 푞) = 1,푚 ∈ ℤ,
푐(푚)푐(푝) = 푐(푚푝), 푝∣푞, 푚 ∈ ℤ.
(3.5)
Demostracio´. La primera part se segueix per addicio´ de 푓 i 푓∣퐽
i reordenant la suma. La segona part se segueix de cada una de
les propietats multiplicatives del teorema 3.2.19, que apliquem
al valors propis de Hecke 휆(푛), i quan prenem 푐(1) = 1 en la
relacio´ 푐(푛) = 휆(푛)푐(1) ja hem acabat. □
3.2.27 Proposicio´. Suposem que 푓 ∈ℳ푛푒푤(Γ0(푞), 휒, 휆) e´s una
forma nova normalitzada, i que 푝 e´s un primer tal que 푝∣푞.
Aleshores se satisfa` el resultat segu¨ent:
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(i) Si 휒 e´s primitiu, ∣푐(푝)∣ = 1.
(ii) Si 휒 e´s trivial i 푝2 ∤ 푞 aleshores 푐(푝) = 휆푝√
푝
, on 휆푝 = ±1,
(de fet 휆푝 e´s el valor propi d’un operador que estudiarem
en la seccio´ segu¨ent).
(iii) Si 휒 e´s trivial i 푝2∣푞, aleshores 푐(푝) = 0.
Recordem que pel teorema 3.2.24 podem triar sempre una
base pro`pia de Hecke en l’espaiℳ푛푒푤(Γ0(푞), 휒, 휆) on les funcions
estan normalitzades per 푐(1) = 1.
Destaquem que si el cara`cter 휒 e´s no trivial, en general no
es pot suposar que les bases de Hecke estiguin formades per
funcions reals. Pel teorema 3.2.19 tenim que 푇 ∗ = 휒(푛)푇푛 quan
mcd(푛, 푞). D’aquesta manera,
휆(푛) = 휒(푛)휆(푛), (3.6)
i 푐(푛) = 휒(푛)푐(푛). Per tant, en particular, si 휒(푛) = −1 aleshores
푐(푛) e´s purament imaginari. En canvi si 휒(푛) = 1, aleshores 푐(푛)
e´s real.
3.2.28 Observacio´. Suposem que 휒 e´s real i que 푓 e´s una forma
nova normalitzada de l’espai ℳ푛푒푤(Γ0(푞), 휒, 휆) amb 푓∣퐽 = 휀푓 i
els valors propis de Hecke 휆(푛). Aleshores 휀푓 e´s tambe´ una
forma nova normalitzada de ℳ푛푒푤(Γ0(푞), 휒, 휆), pero` amb valors
propis de Hecke 휆(푛). Ara be´, en general 푓 i 휀푓 so´n linealment
independents, ate`s que 휆(푛) ∕= 휆(푛) sempre que 휒(푛) ∕= 1 i
휆(푛) ∕= 0. D’aquesta manera el nou espai ℳ푛푒푤(Γ0(푞), 휒, 휆) e´s
en general de dimensio´ me´s gran que 1.
Una excepcio´ al cas anterior so´n les formes de tipus CM que
va construir origina`riament Maass. Aquestes formes so´n reals
i, per tant, tenen 푐(푛) = 0 per a tot enter positiu 푛 tal que
mcd(푛, 푞) = 1 i 휒(푛) ∕= 1.
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3.2.9 Les aplicacions normalitzadores de les
puntes com a normalitzadors de (Γ0(푞), 휒)
Suposem que 푛∣푞 i que mcd(푛, 푞
푛
) = 1. Aleshores podem associar
a 푛 un normalitzador de Γ0(푞), que anomenem 푊푛. La matriu
푊푛 es pot prendre de la forma
푊푛 =
(
푛푥 푦
푞푧 푛푤
)
,
on 푥, 푦, 푧, 푤 ∈ ℤ amb 푥 ≡ 1 (mod 푞
푛
), 푦 ≡ 1 (mod 푛) i 푛2푥푤 −
푞푧푦 = 푛. Es pot tambe´ veriﬁcar que 푊푛 e´s un normalitzador de
(Γ0(푞), 휒) per a cert 휒.
Un fet remarcable sobre 푊푛 e´s que com a operador sobre
ℳ(Γ0(푞), 휒, 휆) e´s independent de les tries de 푥, 푦, 푧 i 푤. De fet,
si
푊 ′푛 =
(
푛푥′ 푦′
푞푧′ 푛푤′
)
,
per a algun 푥′, 푦′, 푧′, 푤′ ∈ ℤ i det푊 ′푛 = 푛, aleshores (com a o-
peradors) es te´ que 푊 ′푛 = 휒푛(푦′)휒 푞푛 (푥′)푊푛. En particular, aixo`
implica que per a algun 푓 ∈ℳ(Γ0(푞), 휒, 휆)
푓∣퐽 ∣푊푛 = 휒푛(−1)푓∣푊푛∣퐽 .
Per a nosaltres, el normalitzador 푊푛 sera` el me´s u´til per a
cara`cters reals, atesa la proposicio´ segu¨ent:
3.2.29 Proposicio´. Suposem que 푛∣푞 i mcd(푛, 푞
푛
) = 1, i pre-
nem 휒 = 휒푛휒 푞
푛
. Aleshores per a algun 푓 ∈ℳ(Γ0(푞), 휒, 휆) tenim
que
푊푛푓 = 푓∣푊푛 ∈ℳ(Γ0(푞), 휒푞휒 푞푛 , 휆), 푊 2푛푓 = 휒푛(−1)휒 푞푛 (푛)푓.
En particular, si 휒푛 e´s real i 휒푛(−1)휒 푞
푛
(푛) = 1, aleshores 푊푛
e´s una aplicacio´ de ℳ(Γ0(푞), 휒, 휆) en ell mateix i 푊푛 e´s una
(Γ, 휒)-involucio´. □
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El normalitzador푊푛 sera` molt u´til en els casos en que` puguem
considerar-lo com a una aplicacio´ normalitzadora, tal i com com
s’explica en la proposicio´ segu¨ent.
3.2.30 Proposicio´. Suposem que 푛∣푞 i mcd (푛, 푞
푛
)
= 1. Alesho-
res podem triar 푊푛 com a aplicacio´ normalitzadora de la punta
푛
푞
.
Demostracio´. Podem triar 푥 = 푧 = 1 en la fo´rmula per a 푊푛,
aixo` e´s
푊푛 =
(
푛 푦
푞 푛푤
)
,
on 푦, 푤 ∈ ℤ, i 푛푤 − 푞
푛
= 1. Notem que l’amplada de la punta 푛
푞
e´s
푞
mcd
(
푞,
(
푛
푞
)2) = 푞푞
푛
mcd
(
푞,
(
푞
푛
)) = 푛.
Sabem que l’aplicacio´ normalitzadora de la punta
푞
푛
pot ser
escrita de manera u´nica llevat translacions com 휏 = 휚휎, on 휚 ∈
SL(2,ℤ) aplica ∞ a 푞
푛
,i 휚 e´s la matriu que escala per l’amplada
de la punta. Per tant, escrivint 푊푛 com
푊푛 =
(
1 푦
푞
푛
푤푛
)(
푛 0
0 1
)
,
veiem que 푊푛 e´s una aplicacio´ normalitzadora per a
푛
푞
. □
Una altra propietat de 푊푛 e´s la segu¨ent:
3.2.31 Proposicio´. Sigui 푛 ∈ ℤ+ tal que 푛∣푞 i mcd(푛, 푞
푛
) = 1, i
siguin 푝1 i 푝2 primers amb mcd(푝1, 푞) = 1, 푝2∣푞 i mcd(푝2, 푛) = 1.
Aleshores,
푇푝1푊푛푓 = 휒푛(푝1)푊푛푇푝1푓,
푈푝2푊푛푓 = 휒푛(푝2)푊푛푈푝2푓,
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per a 푓 ∈ ℳ(Γ0(푞), 휒, 휆), on 휒푛 e´s el cara`cter (mod 푛) indu¨ıt
per 휒 (i.e. 휒 = 휒푛휒 푞
푛
).
Observem que per a funcions pro`pies 푓 s’aconsegueix
푇푝(푊푛푓) = 휒푛(푝)푊푛푇푝푓 = 휒푛(푝)휆푝푊푛푓
on 휆푝 e´s el valor propi de 푓 per a 푇푝. En altres paraules, 푊푛푓 e´s
tambe´ una funcio´ pro`pia de 푇푝 de valor propi 휆푝휒푛(푝). En vista
de la multiplicitat 1, si 휒푛 e´s el cara`cter trivial i 푓 e´s una forma
nova, aleshores푊푛푓 ha de ser multiple de 푓 , i.e. 푊푛푓 = 휇푛푓 , on
휇2푛 = 휒 푞푛 (푛). Ara si triem el normalitzador 휎푗 de la punta
푛
푞
com
휎푗 = 푊푛, aleshores tenim 푓푗 = 휇푗푓1, i en termes de les diferents
expansions de Fourier, aixo` signiﬁca que (per a tot 푘)
푐푗(푘) = 휇푗푐1(푘), (3.7)
on 휇2푗 = 휒 푞푛 (푛).
De totes maneres, e´s important observar que la fo´rmula (3.7)
no ens permet en general reduir els coeﬁcients de Fourier de totes
les puntes als de la punta 푖∞.
Cap´ıtol 4
Aspectes computacionals
El que farem en aquest cap´ıtol sera` descriure algoritmes neces-
saris per tal de calcular funcions d’ona de Maass. Aquest objec-
tiu es redueix a calcular un valor propi 휆 = 1
4
+ 푅2, al qual ens
referirem a 푅 per estalviar notacio´, i un conjunt de coeﬁcients
de Bessel-Fourier {푐푗(푛) ∣ 1 ≤ 푗 ≤ 휅, ∣푛∣ ≥ 1}. A excepcio´ de les
formes de tipus CM, no hi ha fo´rmules conegudes per a calcular
cap dels valors propis o dels coeﬁcients i nome´s en podem obtenir
aproximacions nume`riques.
4.1 Introduccio´
Sabem que les formes d’ona de Maass 푓 ∈ ℳ(Γ0(푞), 휒, 휆), amb
휆 > 0 estan completament descrites pels seus desenvolupaments
de Fourier a l’inﬁnit, pero` per a assegurar l’estabilitat del me`tode
nume`ric necessitem cone`ixer les se`ries de Fourier en totes les
puntes de ℱ푞, i.e., per a tot 1 ≤ 푗 ≤ 휅,
푓푗(푧) =
∑
∣푛∣≥1
푐푗(푛)휅푛(푦)푒
2휋푖푛푥.
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La idea e´s, donat un nombre real 푅, emprar l’a`lgebra lineal
per a calcular un conjunt de nombres que siguin propers als valors
reals dels coeﬁcients de Bessel-Fourier si 푅 e´s un valor proper a
un valor propi exacte d’una forma de Maass.
4.2 Remarques nume`riques
Primer introduirem un zero efectiu. La precisio´ aritme`tica ha-
bitual sabem que e´s 푥+10−16푥 ≃ 푥. Per tant, si ﬁxem 휀 < 10−16
aleshores considerarem que qualsevol valor per sota de 휀, e´s ne-
gligible. Emprarem [[휀]] per a denotar una quantitat amb valor
absolut menor que 휀.
Suposem que 푓 ∈ ℳ(Γ0(푞), 휒, 휆) amb expansions de Fourier
a les puntes,
푓푗(푧) =
∑
∣푛∣≥1
푐푗(푛)휅푛(푦)푒
2휋푖푛푥, 1 ≤ 푗 ≤ 휅. (4.1)
4.2.1 Lema. Una cota trivial dels coeﬁcients e´s
푐푗(푛) = 푂(
√
푛).
Demostracio´. Aquest resultat es pot trobar en el cap´ıtol 11
de [Hej83], o be´, en el cap´ıtol 3 de [Iwa02]. □
Combinant el lema anterior amb
휅푛(푦) :=
√
푦퐾푖푅(2휋∣푛∣푦),
i el fet que
퐾푖푅(푦) ≃
√
휋
2푦
푒−푦,
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quan 푦 → ∞ (per a 푅 ﬁxat), es veu que el residu de la suma
(4.1) satisfa`∑
∣푛∣≥푀
푐푗(푛)휅푛(푦)푒
2휋푖푛푥 = 푂(푒−2휋푦푀), 푀 →∞,
amb la 푂-constant depenent de 푅 i de 푦.
Per tant, per a un 푦 i 푅 donats, podem prendre 푀 = 푀(푦)
de manera que
푓푗(푧) =
∑
1≤∣푛∣≤푀(푦)
푐푗(푛)휅푛(푦)푒
2휋푖푛푥 + [[휀]], (4.2)
per a 1 ≥ 푗 ≥ 휅.
4.2.2 Lema. Per a un 푅 suﬁcientment gran el nombre de de
coeﬁcients que podem prendre per tal de garantir que l’algoritme
de ca`lcul estigui ben condicionat e´s
푀(푦) =
⌊
푅 + 퐴푅
1
3
2휋푦
⌋
(4.3)
per a alguna constant 퐴 ∈ [12, 15].
Demostracio´. Una prova d’aixo` es pot trobar a [Hej99]. □
4.3 El sistema lineal
Tal i com hem dit, per tal de dissenyar un algoritme estable ne-
cessitem usar els coeﬁcients de Bessel-Fourier de totes les puntes,
la qual cosa signiﬁca que hem d’usar expansions en regions difer-
ents d’una forma adequada.
Considerem 푓 ∈ ℳ(Γ0(푞), 휒, 휆) com a una reunio´ de se`ries
de Fourier en totes les puntes; e´s a dir, usarem la notacio´ 푓푗
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per tal de representar l’expansio´ de la nostra forma de Maass
en la punta 푝푗 corresponent. Per tant, donat 푤 ∈ ℱ푞 usarem la
identitat
푓(푤) = 휒(푈−1푤 )푓퐼(푤)(휎
−1
퐼(푤)푈푤푤). (4.4)
Donat un punt qualsevol 푧 ∈ ℋ i un ı´ndex 푗 ∈ {1, ..., ℎ},
prenem 푤푗 com el punt equivalent a 푧푗 = 휎푗푧 dintre del domini
fonamental ℱ푞, e´s a dir, 푤푗 = 푇푗(푧푗) ∈ ℱ푞 amb 푇푗 ∈ Γ0(푞), i
prenem 푧∗푗 = 휎
−1
퐼(푗)푈푤푗푤푗 (on 퐼(푗) := 퐼(푤푗)). Aleshores,
푧∗푗 = 휎
−1
퐼(푗)푈푤푗푇푗휎푗푧,
per tant
푓푗(푧) = 푓(휎푗푧) = 푓(푇
−1
푗 푈
−1
푤푗
휎퐼(푗)푧
∗
푗 )
= 휒(푇−1푗 푈
−1
푤푗
)푓퐼(푗)(푧
∗
푗 ).
(4.5)
Aquesta relacio´ entre 푓푗(푧) i 푓퐼(푗)(푧
∗
푗 ) e´s la que ens perme-
tra` aconseguir totes les series de Fourier. Considerem les series
truncades
푓푗(푧) =
∑
1≤∣푛∣≤푀(푦)
푐푗(푛)휅푛(푦)푒
2휋푖푛푥.
Una manera de veure aquesta serie e´s com una transforma-
da discreta de Fourier. Podem muntar una serie transformada
inversa sobre el segu¨ent conjunt de punts situats sobre una recta{
푧푚 = 푥푚 + 푖푌 ∣ 푥푚 = 1
2푠
(푚− 1
2
), 1− 푠 ≤ 푚 ≤ 푠
}
,
per a algun 푌 < 푌0, i 푠 > 푀(푌 ). La transformada discreta
inversa de Fourier l’hem de considerar fent un canvi de variables
i hem de tenir en compte que no considerem el zero.
La transformada inversa ens do´na que per a 1 ≤ ∣푛∣ ≤푀(푌 ) <
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푠, es te´ que
푐푗(푛)휅푛(푌 ) =
1
2푠
∑푠
푚=1−푠 푓ˆ푗(푧푚)푒
−2휋푖푛푥푚
=
1
2푠
∑푠
푚=1−푠 푓푗(푧푚)푒
−2휋푖푛푥푚 + [[휀]],
on en l’u´ltim pas usem (4.2). Aquest sistema ve a ser una tau-
tologia, pero` podem usar l’automorﬁa (4.5) per a aconseguir una
bona mescla de coeﬁcients de Fourier i evitar aix´ı estar resolent
un sistema trivial.
Imitant la discussio´ que ens ha portat a (4.4) prenem 푇푚푗 ∈
Γ0(푞) com l’aplicacio´ de reduccio´ de 휎푗푧푚 a ℱ푞 i considerem les
igualtats segu¨ents
푤푚푗 = 푇푚푗(휎푗푧푚) ∈ ℱ푞,
퐼(푚, 푗) = 퐼(푤푚푗),
푈푚푗 = 푈푤푚푗 ∈ Γ0(푞),
푧∗푚푗 = 휎
−1
퐼(푚,푗)푈푚푗푤푚푗,
휒푚푗 = 휒(푇
−1
푚푗푈
−1
푚푗 ).
Usant l’ana`log de l’equacio´ (4.5) obtenim que
푐푗(푛)휅푛(푌 ) =
1
2푠
푠∑
푚=1−푠
휒푚푗푓퐼(푗,푚)(푧
∗
푚푗)푒
−2휋푖푛푥푚 + [[휀]],
i ara volem substituir l’expansio´ de Fourier truncada per a 푓퐼(푗,푚).
Ate`s que sabem que ℑ(푧∗푚푗) = ℑ(휎−1퐼(푗,푚)푈푚푗푇푚푗휎푗(푧푚푗)) ≥ 푌0,
podem usar el mateix punt de truncament 푀0 = 푀(푌0) per
a totes les series. Intercanviant l’ordre de sumacio´ aconseguim
l’expressio´, va`lida per a 푀(푌 ) < 푄 i 1 ≤ 푗 ≤ 휅:
푐푗(푛)휅푛(푌 ) =
휅∑
푖=1
∑
1≤∣푘∣≤푀0
푐푖(푘)푉
푗푖
푛푘 + 2[[휀]], (4.6)
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on
푉 푗푖푛푘 =
1
2푠
푠∑
푚=1−푠,퐼(푗,푚)=푖
휒푚푗휅푘(푦
∗
푚푗)푒
2휋푖푘푥∗푚푗푒−2휋푖푛푥푚 . (4.7)
4.3.1 Observacio´. Sembla clar que per a que el sistema (4.6)
sigui u´til, necessitem una relacio´ d’automorﬁa no trivial. En la
pra`ctica trobarem que una condicio´ necessaria, i de fet suﬁcient,
per a un comportament nume`ric bo e´s que 푧∗푚푗 ∕= 푧푚 per a tot
푗,푚.
Aquesta condicio´ queda assegurada si aconseguim que es sat-
isfaci ℑ(푧∗푚푗) > 푌 per a tot 푗,푚. Pero` aixo` e´s un fet automa`tic
si triem 푌 < 푌0 com abans, pero` en molts casos e´s possible ver-
iﬁcar que la desigualtat tambe´ val per a certes tries de 푌 me´s
grans que 푌0. Aixo` signiﬁca que que serem capac¸os d’usar un
푌 > 푌0 i un corresponent 푀(푌 ) < 푀0.
Tenim ara un sistema lineal que pot ser usat per al ca`lcul dels
coeﬁcients. Notem que els 푉 푖푗푛푘 poden ser petits degut a que les
funcions de Bessel decauen ra`pidament. Aquest fet, juntament
amb la falta de coeﬁcients, pot comportar un mal condiciona-
ment de la matriu del sistema.
Es pot evitar una mala mescla dels coeﬁcients disminuint 푌 .
El sistema (4.6) pot ser expressat com
0 =
휅∑
푖=1
∑
∣푘∣≤푀푌
푐푖(푘)푉˜
푖푗
푛푘 (4.8)
on 푉˜ 푖푗푛푘 = 푉
푗푖
푛푘 − 훿푛푘훿푗푖푐푗휅푛(푌 ). El terme −휅푛(푌 ) que apareix en
totes les entrades de la diagonal ens do´na una bona rao´ per a
esperar que aquest sistema resulti ben condicionat, encara que
per a valors propis petits pot no ser suﬁcient.
Ara tenim un sistema lineal la solucio´ del qual so´n els coeﬁ-
cients de Bessel-Fourier de les formes de Maass 푓 ∈ℳ(Γ0(푞), 휒, 휆)
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(llevat de l’error 2[[휀]]). Si prenem per 푉 la matriu (휅푀0×휅푀0)
푉˜ 푗푖푛푘 i 퐶 denota el vector 휅푀0 de coeﬁcients de Bessel-Fourier
푐푗(푘), aleshores podem escriure el sistema lineal com
푉 퐶 = 0. (4.9)
Observem que l’espai de les solucions d’aquest sistema per a
un valor propi exacte de 푅 e´s, al menys, un espai lineal de di-
mensio´ 1, per tant, per a aconseguir una solucio´ u´nica necessitem
algun tipus de normalitzacio´.
4.4 Un algoritme de reduccio´
Ate`s que l’automorﬁa (4.5) te´ un paper important en l’algoritme,
e´s crucial tenir una manera eﬁcient de calcular els punts equiv-
alents 푧∗ ∈ ℱ푞 d’un punt 푧 ∈ ℋ.
Recordem que en el cas del grup modular Γ0(1), e´s fa`cil fer
l’algoritme de reduccio´ al domini fonamental,
ℱ1 = {푧 = 푥+ 푖푦 ∈ ℋ ∣ ∣푥∣ ≥ 1
2
, ∣푧∣ ≤ 1},
usant una sequ¨e`ncia alternada dels generadors 푆 i 푇 .
En lloc d’estendre aquest algoritme al cas de Γ0(푞), usarem el
fet que Γ0(푞) e´s un subgrup d’index ﬁnit en PSL(2,ℤ), tal com
hem vist en 2.2.15.
Prenem {푉푗}휈푞푗=1 i ℱ푞 =
∪
푉푗(ℱ1) tal i com hem vist en la
seccio´ 2.2.4. Donat 푧 ∕∈ ℱ푞 apliquem l’algoritme de reduccio´ en
ℱ1; 푧˜ = 푇 (푧) ∈ ℱ1 amb 푇 ∈ Γ0(1). Aleshores busquem l’index
푗 que fa 푇−1 ∈ Γ0(푞)푉푗, i notem que 푉푗푇 ∈ Γ0(푞). Per tant,
l’algoritme de reduccio´ a Γ0(푞) e´s donat per
푧∗ = 푉푗푇 (푧) ∈ ℱ푞.
Aixo` do´na un algoritme de reduccio´ per a Γ0(푞).
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Formes d'ona de Maass. Implementació dels càlculs
Càlcul de formes d'ona de Maass mitjançant l'algoritme de Hejhal.
ü Inicialització de parametres
Aquesta secció s'ha realitzat amb Mathematica 7.0. En aquest primer punt del fitxer hi ha les variables que que s'utilitzen en
el programa.Aquí estan defindies la simetria i la transl· lació.També hi ha definida una funció que definex les homografies.
In[1]:= S = 880, −1<, 81, 0<<;
T = 881, 1<, 80, 1<<;
In[3]:= ParametreLocalv0@z_D := 2 ∗ Pi ∗ Im@zD ê H7 Abs@zDL;
ParametreLocalv1@z_D := 2 ∗ Pi ∗ Im@zD;
Homografia@G_, z_D := HG@@1DD ∗ z + G@@2DDL ê HG@@3DD ∗ z + G@@4DDL;
kappa@z_, R_, m_D := Sqrt@Im@zDD ∗ BesselK@I ∗ R, ParametreLocalv1@zD ∗ Abs@mDD;
ü Calcul de classes laterals
Aquest algoritme esta componsat per tres parts. La primera usa els resultats de [Las02], que correspon a l'algoritme per a
aconseguir conjunts de representants. Aquest algoritme està explicat en [Rem09].
In[7]:= Ms@q_D := H
Omega = Table@GCD@q ê Divisors@qD, Divisors@qDDD;
EulerOmega = EulerPhi@OmegaD;
As = Table@81<, 8i, 2, Length@Divisors@qDD − 1<D;
For@i = 2, i < Length@Divisors@qDD − 1,
k = 1;
While@
Length@As@@iDDD < EulerOmega@@iDD ,
k++;
If@GCD@k, q ê HDivisors@qD@@iDDLD  1, As@@iDD = Union@As@@iDD, 8k<DD;
D;
i++D;
MAs = Table@
Divisors@qD@@jDD ∗ As@@j − 1DD,
8j, 2, Length@Divisors@qDD − 1<D;
M = 8<;
For@
i = 1, i < Length@Divisors@qDD − 1,
M = Union@M, MAs@@iDDD;
i++
D;
Return@MD;
L
In[8]:= Ns = 8<;
n@m_D := Hk = 1;
While@Mod@k ∗ m^2, qD ≠ 0,
k++D;
Return@kDL;
In[10]:= W1@q_D := H
T = 881, 1<, 80, 1<<;
S = 880, −1<, 81, 0<<;
M = S.Inverse@TD;
W = Union@ 8881, 0<, 80, 1<<<, Table@M = M.T, 8j, 1, q<DD;
If@! PrimeQ@qD,
Waux1 = 8<;
Waux2 = 8<;
Msq = Ms@qD;
For@s = 1, s <= Length@MsqD,
Waux2 = 8<;
Tn = 881, Msq@@sDD<, 80, 1<<;
Aux = S.Tn.S;
Waux2 = 8Aux<;
For@l = 1, l < n@qD,
Aux = Aux.T;
Waux2 = Union@Waux2, 8Aux<D;
l++
D;
Waux1 = Union@Waux1, Waux2D;
s++
D;
D;
W = Union@W, Waux1D;
Return@WD
L
In[11]:= Cosets = W1@6D;
ü Funcions de càlcul d' amplades
En aquesta secció definim les funcions que ens donen el càlcul de les amplades. La funció troba màxim i ens retorna l'índex
del valor maxim d'un vector de valors. Aleshores, la funció TrobaColor coloreja el dibuix. Tas, és la funció principal que fa
tot el proces.
In[12]:= Tas@p_, v_D := H
Valors = Table @N@Im@Homografia@Flatten@v@@iDDD, pDDD, 8i, 1, Length@vD<D;
Return@TrobaMaxim@Valors, Max@ValorsDDD;
L
In[13]:= TrobaMaxim@v_, x_D := H
aux = 0;
For@i = 1, i <= Length@vD, i++,
If
@v@@iDD  x,
Return@iDDD;
L
In[14]:= TrobaColor@n_D := H
If@n  1, Return@81, 0, 0<DD;
If@n  2, Return@80, 1, 0<DD;
If@n  3, Return@80, 0, 1<DD;
If@n  4, Return@81, 1, 0<DD;
If@n  5, Return@81, 0, 1<DD;
If@n  6, Return@81, 1, 1<DD;
L
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Reducció de punts al domini fonamental del grup Gamma_0(q)
PosaDomini[x,m] és un procediment que el que fa és posar el punt x en el domini fonamental del grup Gamma0[1]. El
paràmetre m és d'entrada la matriu identitat i de sortida és la matriu del grup modular que hem emprat per tal de portar el
punt dintre. IndexarPoint[m] emprà la informació de la matriu m sortida de per tal de dir a quin conjunt de corepresentants
pertany la matriu,i per tant en quina regió del domini fonamental caurà el punt que la creat. Finalment PosaDominiP[x,m]
posa el punt dintre del domini fonamental corresponent.
In[15]:= PosaDomini@x_, m_D := Hp = x; mm = m;
While@H
HAbs@pD < 1L
»»
HAbs@Re@pDD > 1 ê 2 L
L,
If@Re@pD ≥ 1 ê 2,
p = p − 1; mm = Inverse@TD.mm ;D;
If@Re@pD ≤ −1 ê 2,
p = p + 1; mm = T.mm;D;
If@Abs@pD < 1,
p = − 1 ê p; mm = S.mm;DD;L
IndexarPoint@m_D := H
j = n + 1;
If@Mod@Flatten@mD@@3DD , n D != 0,
j = 0;
L = m;
K = L;
While@HMod@Flatten@KD@@3DD , nD != 0L,
j ++;
K = Cosets@@jDD.L;
D
D;
Return@jD;
L
In[17]:= PosaDominiP@x_, m_D :=
H
PosaDomini@x, mD;
IndexarPoint@mmD;
pestrella = Homografia@Flatten@Cosets@@jDDD, pD;
Return@pestrellaD;
L
ü Exemples de dominis fonamentals
Ara farem dos exemples de dominis fonamentals per a grups fuchsians del tipus Gamma0(n) amb n = 6 i n = 7.
In[18]:= Q = 1000; n = 6;
Cosets = 888−1, −1<, 83, 2<<, 88−1, 0<, 82, −1<<, 88−1, 0<, 83, −1<<, 880, −1<, 81, 0<<,
880, −1<, 81, 1<<, 880, −1<, 81, 2<<, 880, −1<, 81, 3<<, 880, −1<, 81, 4<<,
880, −1<, 81, 5<<, 881, 0<, 80, 1<<, 881, 0<, 82, 1<<, 881, 1<, 82, 3<<<;
In[20]:= Serie = Table@Hm − 1 ê 2L ∗ H1 ê H2 ∗ QLL + I ∗ 1 ê 4, 8m, 1 − Q, Q<D;
ZZeta1 = Serie;
ZZeta1Tilde = Serie;
In[23]:= IdSerie = Table@881, 0<, 80, 1<<, 8i, 1, Length@ZZeta1D<D;
MapPoint = IdSerie;
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In[25]:= For@i = 1, i <= Length@ZZeta1D,
PosaDominiP@ZZeta1@@iDD, IdSerie@@iDDD;
ZZeta1Tilde@@iDD = pestrella; MapPoint@@iDD = mm; i++D
In[26]:= ZZeta2 = Homografia@Flatten@SD, SerieD;
ZZeta2Tilde = Serie;
MapPoint2 = IdSerie;
In[29]:= For@i = 1, i <= Length@ZZeta2D,
PosaDominiP@ZZeta2@@iDD, IdSerie@@iDDD;
ZZeta2Tilde@@iDD = pestrella; MapPoint2@@iDD = mm; i++D
In[30]:= H = Table@8RGBColor@1 − i ê Length@ZZeta2TildeD, i ê Length@ZZeta2TildeD, 0D,
PointSize@0.003D, Point@8Re@ZZeta2Tilde@@iDDD, Im@ZZeta2Tilde@@iDDD<D<,
8i, 1, Length@ZZeta2TildeD − 1<D;
J = Table@8RGBColor@1 − i ê Length@ZZeta1TildeD, i ê Length@ZZeta1TildeD, 0D,
PointSize@0.003D, Point@8Re@ZZeta1Tilde@@iDDD, Im@ZZeta1Tilde@@iDDD<D<,
8i, 1, Length@ZZeta1TildeD − 1<D;
In[32]:= HorusH = Show@Graphics@HD, PlotRange → AllD;
HorusJ = Show@Graphics@JD, PlotRange → AllD;
In[34]:= MD = Table@0, 8i, 1, 3<D;
In[35]:= MD = 8
Table@1 ê 2 + HCos@Pi ê 6D + k ê 10L ∗ I, 8k, 0, 1500<D,
Table@−1 ê 2 + HCos@Pi ê 6D + k ê 10L ∗ I, 8k, 0, 1500<D,
Table@Sin@−Pi ê 6 + k ∗ Pi ê 150D + I ∗ Cos@−Pi ê 6 + k ∗ Pi ê 150D, 8k, 0, 50<D<;
In[36]:= MS = Table@Homografia@Flatten@Cosets@@jDDD, MD@@iDDD,
8j, 1, Length@CosetsD<, 8i, 1, Length@MDD<D;
In[37]:= Llistes = Table@8Re@MS@@jDD@@kDD@@iDDD, Im@MS@@jDD@@kDD@@iDDD<,
8j, 1, Length@CosetsD<, 8k, 1, Length@MDD<, 8i, 1, Length@MS@@jDD@@kDDD<D;
In[38]:= Bores6 = Table@
ListPlot@Llistes@@iDD@@jDD, PlotRange → 88−0.75, 0.75<, 80, 2<<, PlotJoined → True,
PlotStyle → 8 PointSize@0.001D<D, 8i, 1, Length@CosetsD<, 8j, 1, Length@MDD<D;
In[39]:= Show@Bores6, Graphics@HorusJDD;
In[40]:= MD = Table@0, 8i, 1, 3<D;
n = 7;
In[42]:= M = S.Inverse@TD.Inverse@TD.Inverse@TD.Inverse@TD;
In[43]:= Clear@CosetsD
In[44]:= Cosets = Union@ 8881, 0<, 80, 1<<<, Table@M = M.T, 8j, 1, n<DD;
In[45]:= Cosets
Out[45]= 8880, −1<, 81, −3<<, 880, −1<, 81, −2<<, 880, −1<, 81, −1<<, 880, −1<, 81, 0<<,
880, −1<, 81, 1<<, 880, −1<, 81, 2<<, 880, −1<, 81, 3<<, 881, 0<, 80, 1<<<
In[46]:= MD = 8
Table@1 ê 2 + HCos@Pi ê 6D + k ê 10L ∗ I, 8k, 0, 1500<D,
Table@−1 ê 2 + HCos@Pi ê 6D + k ê 10L ∗ I, 8k, 0, 1500<D,
Table@Sin@−Pi ê 6 + k ∗ Pi ê 150D + I ∗ Cos@−Pi ê 6 + k ∗ Pi ê 150D, 8k, 0, 50<D<;
In[47]:= MS = Table@Homografia@Flatten@Cosets@@jDDD, MD@@iDDD,
8j, 1, Length@CosetsD<, 8i, 1, Length@MDD<D;
In[48]:= Llistes = Table@8Re@MS@@jDD@@kDD@@iDDD, Im@MS@@jDD@@kDD@@iDDD<,
8j, 1, Length@CosetsD<, 8k, 1, Length@MDD<, 8i, 1, Length@MS@@jDD@@kDDD<D;
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In[49]:= Bores7 = Table@
ListPlot@Llistes@@iDD@@jDD, PlotRange → 88−0.75, 0.75<, 80, 2<<, PlotJoined → True,
PlotStyle → 8 PointSize@0.001D<D, 8i, 1, Length@CosetsD<, 8j, 1, Length@MDD<D;
In[50]:= Show@Bores7D;
ü Exemples de càlcul de pròximitat de les puntes
Per tal de clarificar que vol dir pròximitat en les puntes, en aquest apartat dibuixarem un conjunt de regions de colors, on
cada valor representarà els conjunts propers per a cada punta. Començarem amb el cas d' un conjunt de puntes de Gamma0
(6). 
In[51]:= S1 = 881, 0<, 80, 1<<;
S2 = 880, −1 ê Sqrt@6D<, 8Sqrt@6D, 0<<;
S3 = 88−Sqrt@2D, −1 ê Sqrt@2D<, 83 Sqrt@2D, −2 ê Sqrt@2D<<;
S4 = 88−Sqrt@3D, −1 ê Sqrt@3D<, 82 Sqrt@3D, −1 ê Sqrt@3D<<;
In[55]:= Sigma = 8S1, S2, S3, S4<;
In[56]:= SigmaInverse = Table@Inverse@Sigma@@iDDD, 8i, 1, Length@SigmaD<D;
In[57]:= PuntaNE = Inverse@Sigma@@4DDD.881, −1<, 80, 1<<;
In[58]:= Sigma6 = Union@8PuntaNE<, SigmaInverseD;
In[59]:= VertexProper = Table@
8p = −1 ê 2 + j ê 100 + I ∗ Hk ê 50L, Tas@p, Sigma6D<, 8j, 1, 100<, 8k, 1, 100<D;
In[60]:= VP = Flatten@VertexProper, 1D;
In[61]:= VPPlot6 = Table@8RGBColor@TrobaColor@VP@@iDD@@2DDDD,
Point@8Re@VP@@iDD@@1DDD, Im@VP@@iDD@@1DDD<D<, 8i, 1, Length@VPD<D;
In[62]:= Show@Bores6, Graphics@VPPlot6DD;
El dibuix corresponent esta més endavant. Ara considerarem el grup fuchsià Gamma0 (7), que també té el seu dibuix més
endavant. 
In[63]:= Sigma7 = 8881, 0<, 80, 1<<, 880, −1 ê Sqrt@7D<, 8Sqrt@7D, 0<<<
Out[63]= :881, 0<, 80, 1<<, ::0, −
1
7
>, : 7 , 0>>>
In[64]:= VertexProper = Table@
8p = −1 ê 2 + j ê 100 + I ∗ Hk ê 50L, Tas@p, Sigma7D<, 8j, 1, 100<, 8k, 1, 100<D;
In[65]:= VP = Flatten@VertexProper, 1D;
In[66]:= VPPlot7 = Table@8RGBColor@TrobaColor@VP@@iDD@@2DDDD,
Point@8Re@VP@@iDD@@1DDD, Im@VP@@iDD@@1DDD<D<, 8i, 1, Length@VPD<D;
In[67]:= Show@Bores7, Graphics@VPPlot7DD;
ü Càlcul de punts per al sistema lineal (cas q = 7)
Incialització de la serie. Considerarem com abans, que Y= 1/25, i que el nombre de punts a considerar és, per dir un número
s = 30.
In[68]:= Y = 1 ê 25;
s = 30;
In[70]:= Z = Table@Hm − 1 ê 2L ∗ H1 ê H2 ∗ sLL + I ∗ Y, 8m, 1 − s, s<D;
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In[71]:= ZPunts = Table@8RGBColor@1, 0, 0D, Point@8Re@Z@@iDDD, Im@Z@@iDDD<D<, 8i, 1, Length@ZD<D;
Series on s'aplicat les funcions normalitzadores de les puntes.
In[72]:= ZId = Homografia@Flatten@Sigma7@@1DDD, ZD;
ZSm = Homografia@Flatten@Sigma7@@2DDD, ZD;
In[74]:= SerieSmPunts =
Table@8RGBColor@0, 0, 0D, Point@8Re@ZSm@@iDDD, Im@ZSm@@iDDD<D<, 8i, 1, Length@ZD<D;
Inicialitzacions auxiliar per a posar els punts dintre del domini fonamental i aplicar l'algoritme de reducció.
In[75]:= IdSerie = Table@881, 0<, 80, 1<<, 8i, 1, Length@ZD<D;
MapPoint = IdSerie;
In[77]:= ZIdDomini = PosaDominiP@ZId, IdSerieD;
ZSmDomini = PosaDominiP@ZSm, MapPointD;
In[79]:= For@i = 1, i <= Length@ZIdD,
PosaDominiP@ZId@@iDD, IdSerie@@iDDD;
ZIdDomini@@iDD = pestrella; MapPoint@@iDD = mm; i++D;
For@i = 1, i <= Length@ZSmD,
PosaDominiP@ZSm@@iDD, IdSerie@@iDDD;
ZSmDomini@@iDD = pestrella; MapPoint@@iDD = mm; i++D;
In[81]:= ZIdDmPunts = Table@8RGBColor@0, 0, 0D,
Point@8Re@ZIdDomini@@iDDD, Im@ZIdDomini@@iDDD<D<, 8i, 1, Length@ZD<D;
ZSmDmPunts = Table@8RGBColor@0, 0, 0D, Point@8Re@ZSmDomini@@iDDD, Im@ZSmDomini@@iDDD<D<,
8i, 1, Length@ZD<D;
Show@Bores7, Graphics@ZIdDmPuntsD, Graphics@VPPlot7DD;
Show@Bores7, Graphics@ZSmDmPuntsD, Graphics@VPPlot7DD;
In[85]:= ProximIdDm = Table@Tas@ZIdDomini@@iDD, Sigma7D, 8i, 1, Length@ZIdDominiD<D
Out[85]= 82, 2, 2, 1, 1, 1, 1, 2, 2, 2, 2, 1, 1, 1, 1, 1, 2, 2, 1, 1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 2,
2, 2, 2, 2, 2, 2, 1, 1, 1, 1, 1, 2, 2, 1, 1, 1, 1, 1, 2, 2, 2, 2, 1, 1, 1, 1, 2, 2, 2<
In[86]:= ProximSmDm = Table@Tas@ZSmDomini@@iDD, Sigma7D, 8i, 1, Length@ZIdDominiD<D
Out[86]= 81, 1, 1, 2, 2, 2, 2, 2, 1, 1, 1, 2, 2, 2, 2, 2, 1, 2, 2, 2, 2, 2, 2, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 1, 2, 2, 2, 2, 2, 1, 1, 1, 2, 2, 2, 2, 2, 1, 1, 1<
Fins aquí, segons les notacions anteriors, el  nombre 2 correspon a la punta 0 i el nombre 1 correspon a la punta de l' infinit.
In[87]:= II@m_, j_D := If@j  1, ProximIdDm@@mDD, ProximSmDm@@mDDD;
In[88]:= ZetaStarId = Table@Homografia@Flatten@Inverse@Sigma7@@II@i, 1DDDDD, ZIdDomini@@iDDD,
8i, 1, Length@ZIdDominiD<D;
In[89]:= ZetaStarSm = Table@Homografia@Flatten@Inverse@Sigma7@@II@i, 2DDDDD, ZSmDomini@@iDDD,
8i, 1, Length@ZSmDominiD<D;
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In[90]:= ZIdStarPuntsFlatten = Flatten@ZetaStarId, 1D;
ZSmStarPuntsFlatten = Flatten@ZetaStarSm, 1D;
ZIdEstrellaPunts = Table@8RGBColor@0, 0, 0D,
Point@8Re@ZIdStarPuntsFlatten@@iDDD, Im@ZIdStarPuntsFlatten@@iDDD<D<,
8i, 1, Length@ZIdStarPuntsFlatten D<D;
ZSmEstrellaPunts = Table@8RGBColor@0, 0, 0D,
Point@8Re@ZSmStarPuntsFlatten@@iDDD, Im@ZSmStarPuntsFlatten@@iDDD<D<,
8i, 1, Length@ZSmStarPuntsFlattenD<D;
Show@Bores7, Graphics@ZIdEstrellaPuntsD, Graphics@VPPlot7DD
Show@Bores7, Graphics@ZSmEstrellaPuntsD, Graphics@VPPlot7DD
Out[94]=
-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6
0.5
1.0
1.5
2.0
Out[95]=
-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6
0.5
1.0
1.5
2.0
ü Plantejament i resolució del sistema lineal (cas q = 7)
In[96]:= ? kappa
Global`kappa
kappa@z_, R_, m_D := Im@zD BesselK@ R, ParametreLocalv1@zD Abs@mDD
In[97]:= R = 1.92464430511;
M0 = s;
In[99]:= CoeficientsEsquerraIgualtatAux = Table@kappa@I ∗ Y, R, nD, 8n, −M0, M0<D;
CoeficientsEsquerraIgualtat =
DeleteCases@CoeficientsEsquerraIgualtatAux, IndeterminateD;
CoeficientsEsquerraAux = 8CoeficientsEsquerraIgualtat, CoeficientsEsquerraIgualtat<;
CoefEsquerraF = Flatten@CoeficientsEsquerraAuxD;
MatrixCE = IdentityMatrix@4 ∗ M0D ∗ CoefEsquerraF;
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In[104]:= XX@m_, j_D := Re@ If@j  1, ZetaStarId@@mDD, ZetaStarSm@@mDDDD;
YY@m_, j_D := Im@If@j  1, ZetaStarId@@mDD, ZetaStarSm@@mDDDD;
ZZ@m_, j_D := If@j  1, ZetaStarId@@mDD, ZetaStarSm@@mDDD;
X@m_D := Re@Z@@mDDD;
In[108]:= SumantAux@j_, m_, k_, n_D :=
kappa@ZZ@m, jD, R, kD ∗ Exp@2 ∗ Pi ∗ I ∗ k ∗ XX@m, jDD ∗ Exp@−2 ∗ Pi ∗ I ∗ n ∗ X@mDD;
In[109]:= ProximPunta = 8ProximIdDm, ProximSmDm<;
In[110]:= SumantF@i_, j_, m_, k_, n_D := If@ProximPunta@@jDD@@mDD  i, SumantAux@j, m, k, nD, 0D
In[111]:= VSNormalitzar @j_, i_, n_, k_D := Sum@SumantF@i, j, m, k, nD, 8m, 1, Length@ZD<D
In[112]:= V@j_, i_, n_, k_D := H1 ê H2 ∗ M0LL ∗ VSNormalitzar@j, i, n, kD;
In[113]:= IndexosAux = Table@i, 8i, −M0, M0<D;
Indexos = DeleteCases@IndexosAux, 0D;
In[115]:= MatrixSistema = Table@
V@
IntegerPart@Hk − 1L ê HLength@IndexosDLD + 1,
IntegerPart@Hn − 1L ê HLength@IndexosDLD + 1,
If@Mod@k, Length@IndexosDD  0,
Length@IndexosD ê 2, Indexos@@Mod@k, Length@IndexosDDDDD,
If@Mod@n, Length@IndexosDD  0, Length@IndexosD ê 2,
Indexos@@Mod@n, Length@IndexosDDDDD
D,
8k, 1, 2 ∗ Length@IndexosD<,
8n, 1, 2 ∗ Length@IndexosD<
D;
In[116]:= MatrixForm@MatrixSistemaD;
In[117]:= MatrixHomogenia = MatrixSistema − MatrixCE;
In[118]:= MatrixHomogeniaTallada = Table@MatrixHomogenia@@i + 1DD@@j + 1DD,
8i, 1, 2 ∗ Length@IndexosD − 1<, 8j, 1, 2 ∗ Length@IndexosD − 1<D;
In[119]:= TermesIndependents = Table@MatrixHomogenia@@j + 1DD@@1DD, 8j, 1, 2 ∗ Length@IndexosD − 1<D;
In[120]:= Solus7 = LinearSolve@MatrixHomogeniaTallada, −TermesIndependentsD;
In[121]:= SolusR7 = Re@Solus7D;
In[122]:= MatrixForm@SolusR7 ê SolusR7@@M0DDD
Out[122]//MatrixForm=
0.146037
−0.749243
1.15158
1.01446
0.93693
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0.93693
−0.211901
−1.16236
−0.503115
−0.306087
0.209731
−0.548793
−0.49341
0.421522
1.1671
0.210794
0.505834
−0.811312
−0.625829
0.384721
−0.355133
0.369563
−0.283111
−0.37796
1.06179
0.265533
−0.788296
−0.794005
1.33727
−0.999999
1.
−1.33727
0.794005
0.788296
−0.265533
−1.06179
0.37796
0.283112
−0.369564
0.355132
−0.384718
0.625826
0.811312
−0.505834
−0.210795
−1.16709
−0.421526
0.493402
0.548804
−0.209733
0.306089
0.50311
1.16233
0.211955
−0.936949
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−0.936949
−1.01447
−1.15158
0.749172
−0.145872
0.563902
0.563939
−0.145323
0.749281
−1.15188
−1.01463
−0.936797
0.212087
1.16228
0.503012
0.306106
−0.209678
0.548808
0.493372
−0.421541
−1.16707
−0.210781
−0.505841
0.811302
0.625828
−0.384712
0.355133
−0.369568
0.283111
0.377962
−1.06179
−0.265534
0.788294
0.794006
−1.33726
1.
−0.999999
1.33727
−0.794004
−0.788298
0.265532
1.06179
−0.377958
−0.283112
0.369559
−0.355132
0.384726
−0.625827
−0.81132
0.505826
10   MathematicaMaster091112.nb
0.505826
0.210807
1.16712
0.421505
−0.493438
−0.548787
0.209783
−0.306072
−0.503206
−1.16241
−0.211771
0.937069
1.01429
1.15128
−0.749104
0.1466
−0.563939
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