The review and analysis of large collec ons of documents and the periodic monitoring of new addi ons thereto has greatly benefited from new developments in computer so ware. This paper demonstrates how using random vectors to construct a low-dimensional Euclidean space embedding words and documents enables fast and accurate computa on of seman c similari es between them. With this technique of Seman c Technology-Assisted Review (STAR), documents can be selected, compared, classified, summarized and evaluated very quickly with minimal expert involvement and high-quality results.
Introduc on
In a recent review ar cle, M. R. Grossman and G. V. Cormack 1 give an extensive discussion of various approaches to technology-assisted review, as well as a very detailed bibliography. They define "Technology-assisted review (TAR) [as] the process of using computer so ware to categorize each document in a collec on as responsive or not, or to priori ze the documents from most to least likely to be responsive, based on a human's review and coding of a small subset of the documents in the collec on." Various methods of machine learning have been proposed where a small, human-coded subset of representa ve documents forms a star ng point for machine classifica on and categoriza on of the whole collec on. The results are presumably more consistent and more reliable than manual review, which is error-prone and not prac cal for collec ons of millions of items.
If considera on is limited to textual documents, as is the case here, the star ng point is the fact that any document containing dis nct words can be represented as a vector in an orthonormal vector space where each dimension represents a word occurring mes:
This has been well understood since the pioneering work of Salton 2, 3 .
With documents and dis nct words, the corpus of documents to be reviewed is thus represented by a term-document matrix with rows such as Equa on 1 and columns; this matrix is very sparse, since a document will usually contain only a very small frac on of all words (very frequent words, such as the or and are generally ignored because they have no discriminatory value between documents.) This representa on is extremely frui ul and forms the basis of numerous informa on retrieval systems. 
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Note that the dual representa on where words are expressed in terms of documents is in principle equivalent but seldom used because it presents a number of prac cal difficul es.
A first approach relies on keywords for the selec on of documents; the SMART method ini ally developed by G. Salton 2, 3 involves building a reverse index of the collec on of documents (at its simplest, just considering each column of the matrix defined by Equa on 1). Although much more sophis cated, this is essen ally what Apache Lucene 4 does and it can be very useful, for example when searching for a specific word such as a product or an individual name.
However, in Equa on 1, each dis nct word is orthogonal to each other by the very defini on of the embedding space. This has serious prac cal consequences: since different individuals or organiza ons use different words to describe the same thing, there is no "best" keyword or set of keywords to retrieve relevant items. For example, the words spectrum and wavelength have related meanings, but this is completely ignored by a purely keywordrelated so ware. A robust system should automa cally take into account the fact that counterfeiter and authen ca on, or fuel, combus on and injector are seman cally related: if a document contains the word counterfeiter and another the word authen ca on, they cover presumably similar topics even if they don't share any word. Deliberate content masking is also a serious problem in document review and analysis: authors do not necessarily seek clarity; in fact, they o en prefer some degree of obfusca on for a number of more or less legi mate reasons. Obviously, in the hands of an expert, a sequence of well-designed Boolean queries can be successful, but when millions of documents are involved it is difficult to be certain that coverage is adequate.
To group together words referring to similar topics so that they are not orthogonal to each other, the ini al space of dimensionality equal to the number of dis nct, significant words (usually several hundred thousands dimensions) must be transformed to a space of much lower dimensionality, say a few hundred dimensions. Dimensionality reduc on, ie. low-rank approxima on of the term-document matrix, can be achieved by a number of techniques which tend to be slow and cumbersome when and are both large.
One of the first such techniques was Latent Seman c Indexing 5 , which reduces dimensionality through a singular value decomposi on (SVD) of the term-document matrix, retaining only a compara vely small number (typically a few hundreds) of the largest singular values. This method has been and is s ll successfully used for document indexing and retrieval. It suffers nevertheless from serious limita ons:
SVD is computa onally intensive, even though the large term-document matrix is very sparse, as it typically depends at least on the square of or , whichever is largest; There is no really sa sfactory way to increment the results as new terms/documents become available.
More recently, a number of related methods have been proposed to achieve dimensionality reduc on, such as machine learning, neural networks or predic ve coding. These related computa onal techniques provide different measures of similarity between words and/or documents and some of these methods have been discussed and evaluated in the Grossman and Cormack 1 review ar cle quoted above. A striking improvement in speed was demonstrated a few years ago by Mikolov et al. 6, 7 who proposed novel model architectures for compu ng con nuous vector representa ons of words from very large data sets; as a result, to each word is associated a vector with a few hundred floa ng-point coordinates and the similarity between two words is given by the scalar product between their associated, normalized vectors.
The present ar cle demonstrates that effec ve vector representa ons of words and documents can also be obtained simply and economically by using random vectors: over the last ten years there have been several academic publica ons on the use of random vectors to reduce dimensionality and create a seman c space 8, 9, 10 ,11, 12, 13 . Typically, in this context, to each word is a ached a random vector with equal numbers of +1 and -1 coordinates (for example, 20 of each) randomly distributed among a larger number of zero coordinates (typically a few hundreds). New and original techniques and algorithms have been developed to (i) compile document collec ons such as patents, (ii) create the corresponding seman c space, (iii) quan fy and limit the noise resul ng from the use of random vectors and (iv) retrieve very efficiently informa on according to users' needs 14 .
Random vectors
Fundamental to a random vectors approach is the fact that, while obviously one cannot create more than orthogonal vectors in a space of dimension , one can create an exponen ally large number of vectors which are quasi-orthogonal to each other; in other words 9, 14 , a set of vectors picked at random will with high probability be quasi-orthogonal, i.e. have angles of with each others. The seed vectors referred to below will be selected from such a set and any linear combina on of seed vectors will thus lie in a space of dimension . Instead of being embedded in the very large orthogonal space where each dimension corresponds to a dis nct word (millions of dis nct words in a typical corpus), each word and combina on of words is embedded in a much smaller, quasi-orthogonal space having typically a few hundred to a few thousand dimensions.
The other essen al star ng point derives directly from Firth's Law of Natural Language Processing (NLP), sta ng that "you shall know a word by the company it keeps" 15 . The combina on of these two fundamental ideas is quite simple in principle: a. To each dis nct, significant word in a large set of document is associated a random seed vector in a space of dimensionality such that any random vector is with very high probability almost orthogonal to any other. b. To each such word is a ached a linear combina on of the seed vectors of its co-occurring words present, say, in the same window or in the same sentence. This vector lies in a seman c Euclidean space. c. Finally, to each document is associated the seman c vector constructed by combining the seman c vectors of each of its words. Words and documents share the same seman c space.
A word is considered significant if it is neither too rare nor too frequent: as noted above, frequent words (words occurring in a large frac on of the documents, for example more than 10%) have obviously li le or no discriminatory value between documents; rare words are o en typos and their sta s cal distribu on is not significant 16 .
If done carefully the process is very quick. There are numerous advantages to an Euclidean space 14 , where distance has a well defined meaning: word disambigua on is simply done by Gram-Schmidt orthogonaliza on, clustering is easy, etc. The computa on of the distance or of the similarity between two items, words or documents, reduces to the evalua on of a scalar product, i.e. to a few hundred or thousand floa ng-point opera ons and is thus nearly instantaneous: on a small desktop machine, it takes about 1 s. to compute 600,000 scalar products in a single thread. The distance is related to the similarity by and ranges from (same words and ) to (exactly opposite words; note however that owing to the extreme sparsity of a high-dimensional space, the neighborhood exactly opposite a word is in prac ce always empty.)
The STAR process being en rely linear, the compila on process can be evenly distributed across an arbitrary number of threads and/or processors and the upda ng process covers only the words contained in the new documents, at least to a very close first approxima on.
For the present evalua on, about 814,000 patent applica ons have been downloaded from the semi-official USPTO site at http://patentscur.reedtech.com/ between June 2014 and June 2017; these applica ons cover a broad range of categories and contain 1,430,000 dis nct, seman cally significant words. A reference vector was built as the resultant of the vectors of all significant words appearing in the text, meaning that each coordinate of is the weighted sum of the corresponding coordinates ,
, where is the vector associated with the -th term (or word), the are standard -idf sta s cal weights and is the word's number of occurrences in the text.
This yields the following list of patents where is the similarity and "Reference" is the USPTO reference: Table 1 A list of corpora ons ac ve in this domain with patent applica ons submi ed in the three-year period covered can easily be obtained by adding the normalized vectors associated with the patents from the top 10 assignees of Table 1 and lis ng the assignees for the patents closest to this vector (Table 2 ; note that the list has been substan ally condensed for prac cal reasons.) Similarly, a list of documents ranked by decreasing similarity to a reference document can be created (the reference here was one of the Controlddocs.com patent applica ons selected by the short query above): Table 3 
Word usage comparison between documents
As already men oned (Sec on 1), the frequent prac ce of evalua ng the similarity between documents by considering only words which occur in both while ignoring seman c similari es can be very misleading because of the vocabulary problem.
σ When using dimensionality reduc on techniques such as STAR, in contrast, co-occurrences are ignored and only seman c proximity is taken into account; documents may be seman cally close despite having only a few words in common (or even none): it is enough that their cons tuent words be seman cally close. For example, the two words barcode and ocr-enabled may rarely occur in the same document but they have a similarity of 0.805 and will tend to draw together documents containing only one of them.
STAR first computes the reference's vector in the seman c space and then explores the neighborhood of this vector. It is thus par cularly well suited to full text searching, such as finding documents closest to a reference document which may be a patent, a technical descrip on or a set of reference documents ac ng as a filter.
In a first example (Table 4 ) the two patents applica ons are from the same assignee and share most of their significant words: STAR's scalar is 0.845 but a scalar based only on word co-occurrences is only 0.489. As can be seen, words which are not shared between the two patents (on a white background) are nevertheless seman cally very close to the other patent. For example, the word rankings occurs 45 mes in patent #2 but not at all in patent #1 while nevertheless contribu ng substan ally to the overall similarity, since its similarity to patent #1 is fairly high, at 0.370 In a second example (Table 5 next page) the two patents do not share many significant words: a scalar based on word co-occurrences is only 0.101, well under any likely no ce by a human operator, while STAR's scalar is s ll 0.707, owing to the fact that their cons tuent words are seen to be seman cally close (see eg. authen cityindica ng in #1 and authen cate in #2, or visually in #1 and visible in #2.) Clearly, in many situa ons, an expert interested in topics covered by patent #1 would be well advised to also consider patent #2. STAR has thus very good recall (frac on of relevant instances that have been retrieved over the total amount of relevant instances), substan ally be er than standard Boolean search with keywords.
In many cases, op mizing recall is the best choice for the kind of full text search involved in patent explora on and other types of Technology Assisted Review. However, depending on the nature of the explora on, STAR alone may exhibit insufficient precision (frac on of relevant instances among the retrieved instances) but this is easily remedied by post-filtering, using for example the Lucene engine 4 ; in a combina on of the two approaches, Lucene keywords may also be complemented by their closest seman c neighbors.
Patent clusteriza on
Being able to compute the distance between two patents makes it trivial to compute the distance matrix of a set of patents and to clusterize them. A hierarchical algorithm has been used to clusterize the 160 Giesecke & Devrient patent applica ons present in the database, as shown in Table 6 next page.
Document summariza on
An extrac ve summary can be created by associa ng a vector with each paragraph, compu ng the similari es between each paragraph and the whole document, and keeping only (for example) the six more significant paragraphs 17 . While not as good as a genera ve summary, this process is much faster and allows quick overviews. Table 7 (next page) shows a summary of the claims sec on of patent applica on US 2017/0140030 A1 (Systems and methods for organizing data sets) assigned to Kofax, Inc. 
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where the ellipses … stand for deleted lower-similarity paragraphs; 6 paragraphs out of 60 have been kept.
Por olio comparison
Por olio comparison is also another example of how the distance matrix between two sets of patents can be used. Here, the first set of 160 patents belongs to Giesecke & Devrient and the second (6258 patents) to Fujitsu. 
Disambigua on of polysemous terms
As shown in the first column of Table 9 , the term mantle has at least two very different meanings in the patent database: considering its two closest neighbors, it may refer to a common laboratory equipment, a hea ng mantle, o en associated with a s rrer, or it may refer to a mantle cell, o en associated in cancerology with Burki lymphoma.
Since the STAR process results in a quasi-orthogonal Euclidean space, the Schmidt orthogonaliza on procedure does remove this kind of ambiguity. Assuming term vectors to be normalized to unity, one needs simply to subtract from the vector the collinear component of the vector to eliminate the meaning related to burki :
in bra-ket nota on with the following result (Table 9) , where the meaning related to burki is totally eliminated in the second column and the meaning related to s rrer is totally eliminated in the third: 
Variability and noise
There are several sources of variability and/or noise in any method relying on textual word proximity, whether SVD, machine learning, neural networks, predic ve coding or STAR.
a. A fundamental source of variability is due to the randomness of the database; while the co-occurrences of frequent words are fairly stable, this is obviously not the case for rare words occurring from a few mes to a few dozen mes. If the database had not included biology and medicine, for example, the word burki would most probably not have shown up as a close neighbor of mantle, independently of the number of words in the database (in this case, more than two billions 18 .) b. A second source of variability occurs from differences in what is understood by the word "neighbor". In this work, it was defined as "belonging to the same sentence": the weighted sum of all significant word vectors in a sentence was added to create a sentence vector, which was then added to the vectors of each word in the sentence (this was experimentally found to be a good choice for patent analysis.) However, depending on the result to be achieved, other defini ons would be just as acceptable 19, 20 . For example, limi ng grouping to a five-word window does favor synonyms over simple neighbors: in this case, burki , which usually appears in the same sentence as mantle but at a distance of several words, would not have been listed as a close neighbor of mantle.
c. Some noise arises from the random vector representa on itself. In this work, as the embedding space is only quasi-orthonormal, two randomly chosen seed vectors will in general have a small, but non-zero scalar product. As shown previously 14 , this adds a zero-centered Gaussian noise to the scalar product of randomly chosen vectors. This noise decreases as the square root of the dimension of the embedding space and is in = | m a n t l e ⟩ − ⟨ m a general negligible in comparison to the variability associated with other causes. All other approaches relying on word proximity have their own sources of noise; for example, Mikolov et al. 6, 7 ini alize their computa ons with random coefficients, their nega ve sampling method relies on randomly drawing words from the corpus and their technique of "subsampling" is also random-based.
Conclusions
Although the examples given here are drawn from a patent database, the STAR technique can be applied to any corpus of documents. Cormack and Grossman 21 , in their 2014 evalua on of machine-learning protocols for TAR, give a few examples of "requests for produc on" which can be used "as is" to ini ate a review. Using just the words "prepay transac ons" as query, for example (Ma er 201 in their Table 2 ), generates a list of patents which would probably not be very relevant in a legal situa on, but which center around words such as debit, financial, credit, payment, transac ons, debited, ins tu ons, transac on, accounts, funds, credited, se lement, with similari es to the query ranging from 0.78 to 0.49. In any real world situa on, the best way to ini ate a seman c technology-assisted review would probably be (a) selec ng the documents which come up with one or several ini al requests (first er), (b), selec ng the second-er documents closest to the first er and (c) automa cally forming clusters of documents for manual review. In many cases, a reasonable similarity threshold between documents appears to be around 0.7. Once a seman c space has been automa cally constructed from the corpus, the process illustrated by Tables 1, 2, 6 and 8 above is very quick and requires very li le operator input. This approach has some similarity to the CAL protocol advocated by Cormack and Grossman 21 ; a test of it in a realis c, legal environment would be of interest.
The STAR technique has also several obvious advantages for intellectual property rights assessments; for example, in the case of patents, once a suitable database has been collected and a seman c vector space has been constructed, STAR is well suited to examine issues such as patentability by comparison to prior art as well as freedom to operate by detec ng poten al infringements. With STAR, performing a patent or technology watch simply involves se ng-up a filter and periodically checking for new informa on, as was done above in Sec on 3.5; this can be personalized with minimal effort for an arbitrary number of clients All of these examples involve comparing a document or a set of documents to documents present in the database, either covering a definite me period (e.g. last week or last month, typically several thousand US patent applica ons) or covering the whole database (in actual produc on, several million patents.)
In addi on to patents, the database may include any other kind of textual documents, such as technical publica ons, descrip ons of technologies under development "in house", patent projects, or even highly specula ve ideas. With STAR, even a query based on a short (e.g. one page or even one sentence or one phrase) descrip on should in most situa ons be enough to generate a reasonably short, but quite relevant, ranked list of the documents closest to the query.
