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Living cells can enhance their fitness by anticipating environmental change. We study how accu-
rately linear signaling networks in cells can predict future signals. We find that maximal predictive
power results from a combination of input-noise suppression, linear extrapolation, and selective read-
out of correlated past signal values. Single-layer networks generate exponential response kernels,
which suffice to predict Markovian signals optimally. Multilayer networks allow oscillatory kernels
that can optimally predict non-Markovian signals. At low noise, these kernels exploit the signal
derivative for extrapolation, while at high noise, they capitalize on signal values in the past that are
strongly correlated with the future signal. We show how the common motifs of negative feedback
and incoherent feed-forward can implement these optimal response functions. Simulations reveal
that E. coli can reliably predict concentration changes for chemotaxis, and that the integration time
of its response kernel arises from a trade-off between rapid response and noise suppression.
PACS numbers: 87.10.Vg, 87.16.Xa, 87.18.Tt
The ability to respond and adapt to changing envi-
ronments is a defining property of life. Single-celled or-
ganisms employ a range of response strategies, tailored
to the environmental fluctuations they encounter. Grad-
ual changes in osmolarity, pH or available nutrients are
sensed and responded to adiabatically. In this regime, the
sensory performance as measured by the mutual informa-
tion between stimulus and response, limits the achiev-
able growth rate [1–3]. In contrast, when environmental
changes are rapid and unpredictable, sensing may be fu-
tile, since any response would come too late. Here, phe-
notypic heterogeneity can help by providing a subpopu-
lation of pre-adapted cells [4]. An intermediate regime
exists where environmental fluctuations occur with some
regularity, on the cellular response time scale. It is then
possible and desirable for the cell to predict the future
environment, in order to initiate a response ahead of
time. When the cellular response takes a finite time τ
to become effective, the predictive mutual information
between the current sensory output and the environment
τ later, limits growth [5]. Sensing strategies that lever-
age correlations of a stimulus with future environmental
changes have indeed been observed, and re-evolved ex-
perimentally [6, 7].
This raises the question of what makes a cellular net-
work an optimal predictor, rather than instantaneous re-
porter, of the environment. Intuitively, to predict, one
should rely on the most up-to-date information, i.e. re-
spond to the current input. However, cells often sense
non-Markovian (NM) signals, whose past trajectories
could add useful information. Intriguingly, in such cases,
sensory networks often react not instantaneously but in-
stead more slowly, on the time scale of the signal [8, 9].
A slow network time integrates the input signal, which
may dampen the response, but can also enhance the es-
timate of the current input signal by filtering noise from,
e.g., receptor-ligand binding [10–15]. Moreover, a slow
response may enhance prediction by building a memory
of the signal history which is informative about the future
signal. What features of signal and response then make
a non-instantaneous response beneficial for prediction?
Here, we study how the accuracy of prediction depends
on the noise and correlations in the input, the forecast
interval, and the design of the response system. We find
that single-layer responders, such as push-pull networks,
can improve prediction by responding slowly. This not
only allows noise averaging, but also enables reading out
past signals that are more correlated with the future sig-
nal than the current signal is. Multilayer networks can
further enhance prediction via non-monotonic response
functions tailored to the input. They can optimally pre-
dict low-noise signals by exploiting the signal derivative,
and high-noise signals by coherently summing informa-
tive past signal values. This can be imlemented via neg-
ative feedback. Finally, we perform simulations of E. coli
bacteria that chemotax in spatially varying concentration
fields. The simulations reveal that E. coli chemotaxis re-
lies on predicting future concentration changes. They
suggest that the optimal integration time of the kernel
arises as a compromise between the benefit of respond-
ing quickly to the most recent concentration values, and
the need to filter input noise.
Consider a general sensory network which responds
to a time-varying extracellular signal by binding ligand
molecules, relaying the signal via intermediate species,
and finally producing an output species (Fig. 1A). Its
prediction capability depends on both responder and in-
put properties. Concerning the input, prediction funda-
mentally requires that past inputs contain information
about the future, i.e. the signal’s conditional probabil-
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Figure 1. Biochemical prediction. (A) A sensory network
(black box) with output x (red) senses an extracellular lig-
and s (black) via noisy ligand-bound receptors ` (blue). (B)
Example traces (solid lines) of Markovian (λ = 1, red) and
non-Markovian (NM) signals s (ω = 1, η = 4, 2, 0.5, down-
wards), yielding outputs x of exponential responders with
µ = 1 (dashed). Predictive information I[x, sτ ] in nats
(ln 2 nats = 1 bit) for Markovian signals (C) and NM sig-
nals with damping η = 1/2 (D), as a function of the speed µ
of an exponential responder, for different prediction intervals
τ , and for noise level ϑ = 0 (solid lines) and ϑ = 0.1 (dashed
lines). Dotted line in (C) denotes µti.
ity density p(s(t + τ)|s(t), s(t′), . . . ) really depends on
the signal values at t > t′ > · · · . For Markovian in-
put, the only dependence is on s(t), and perfect instan-
taneous readout of s(t) would in fact be the optimal pre-
diction strategy for all future s(t + τ) [5]. However, in
the presence of input noise ξ, arising from, e.g, receptor-
ligand binding, the responder senses the degraded signal
`(t) = s(t) + ξ(t). Then even for Markovian s, the added
noise makes p(s(t + τ)|`(t), `(t′), . . . ) dependent on past
values `(t′), . . . , since they help determine the current
input s(t) by averaging over the noise ξ, and then from
s(t) the future s(t + τ). Thus a slow response can help
prediction of any noisy signal via the mechanism of time
integration (which also improves accuracy for constant,
noisy signals [10–17]). As detailed below, for NM signals,
another prediction mechanism exists: A responder with
memory enables readout of additional information from
past signals s(t′), . . . , improving predictions by exploit-
ing signal correlations.
We take the input signal s(t) to be stationary Gaus-
sian, characterized by 〈s(t′)s(t′ + t)〉 = σ2srs(t) where
rs denotes the normalized autocorrelation function, and
σs, the signal amplitude. For Markovian processes,
rs(t) = exp(−λt). A family of NM signals can be
generated via a harmonic oscillator defined by ∂ωtq =
p, ∂ωtp = −q − ηp +
√
2ηψ with unit white noise ψ, by
letting s ≡ q, see Fig. 1B. The damping parameter η
controls the signal statistics: in the overdamped regime
η > 2, rs(t) is monotonically decreasing, while for η < 2
it is oscillatory with period approaching T = 2pi/ω; in
both cases, the signal s obeys Gaussian statistics. This
family of signals allows analytical results and interpo-
lates from Markovian to non-Markovian, long-range cor-
related, oscillatory signals. We model input noise as
white, 〈ξ(t)ξ(t′)〉 = σ2sϑ2δ(t − t′), where ϑ is the rela-
tive noise strength.
Concerning the responder, we focus on linear signaling
networks [12, 18] which afford analytical results and often
describe information transmission remarkably well [19–
21]. Since we are interested in how prediction depends
on the correlations and noise in the input, we consider
responders in the deterministic limit. The output x(t) =∫ t
−∞ k(t−t′)`(t′)dt′ of the network is then determined by
its linear response function k(t).
The predictive power of a signal-responder system
is measured in a rigorous and biologically relevant
way [5] by the predictive mutual information I[x, sτ ] =〈
log p(x,sτ )p(x)p(sτ )
〉
between the current output x(t) and the
future input sτ ≡ s(t + τ). Since x is jointly Gaussian
with the input, the predictive information reduces to a
function I[x, sτ ] = − 12 log(1 − r2xsτ ) of the input-output
correlation coefficient
rxsτ =
Ψ(τ)
[Σ + Ξ]1/2
. (1)
The overlap integral Ψ(τ) ≡ ∫∞
0
k(t)rs(t + τ)dt is the
part of the normalized output variance σ2x/σ
2
s that is
correlated with the prediction target sτ . The denomi-
nator splits σ2x/σ
2
s into contributions from past signal,
Σ ≡ ∫∞
0
k(t)rs(t − t′)k(t′)dtdt′, and past noise Ξ ≡
ϑ2
∫∞
0
k(t)2dt [5].
We first consider a push-pull network, consisting of a
single layer in which the output x is directly activated by
the receptor. It is characterized by an exponential kernel
k(t) ∝ exp(−µt) with response speed µ. Fig. 1C shows
how accurately such a network can predict Markovian
signals, as measured by the predictive information I, ob-
tained analytically from Eq. 1 [5]. Without input noise
(ϑ→ 0), the fastest responders maximize the accuracy I,
as expected. When including input noise, there exists an
optimal response speed µti = (2λ/ϑ
2 + λ2)1/2, indepen-
dent of τ , and approaching µti → λ for high noise [22].
The optimum arises from a trade-off between rapid track-
ing of the input and noise averaging [5].
Fig. 1D shows I for exponential responders predicting
oscillatory (η = 0.5) NM signals. As before, input noise
disfavors the fastest responders. Interestingly, however,
a finite response speed can be optimal even when there
is no input noise (ϑ = 0): For prediction intervals above
about a quarter period, frequency-matched responders
with µ∗ ' ω (obtained numerically [5]), perform best.
The optimal µ∗ is not an effect of simple time inte-
gration but rather results from exploiting the oscillatory
signal correlations. When the forecast interval τ  T ,
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Figure 2. Prediction by optimizing correlations. (A) NM
autocorrelation rs at η = 0.5 (black). Optimally predictive
exponential kernels k(t− τ) at noise level ϑ = 0.25 for τ/T =
1/8, 1/4, 3/8 as indicated (orange, blue, red, gray, respec-
tively); with corresponding overlap integrands rs(t)k(t − τ)
(shaded). (B) Optimal µ∗ vs. prediction interval for these
parameters. Solid, dashed lines: positive, negative sx corre-
lation, respectively. (C) As (A) at the same τ values but for
the globally optimal kernels k∗ and overdamped signal η = 4.
(D) As (C) but for underdamped signal at η = 0.5.
r2xsτ is maximized by increasing the overlap Ψ(τ)
2 via
a short kernel k that samples high values of the input
correlation function rs, Fig. 2A,B. The optimal kernels
never become instantaneous, however, since that would
strongly increase Ξ. As τ increases, µ∗ initially increases:
k(t) decays faster so that it continues to overlap with the
positive lobe of rs(t + τ); input and output remain pos-
itively correlated. Surprisingly, beyond a critical pre-
diction interval τc ' 0.22T , µ∗ drops discontinuously
(Fig. 2B, solid to dashed line). The response now in-
tegrates the negative lobe of rs, anticorrelating output
and input (Fig. 2A). Effectively, the output x lags be-
hind the input s by an amount Λ, so that the current
output x(t) reflects the past input s(t − Λ) rather than
the current input s(t). This enhances prediction, because
the past signal s(t−Λ) is more (anti)correlated with, and
hence more informative about, the future s(t + τ) than
the present signal s(t) is, as shown by the non-monotonic
signal autocorrelation function: rs(Λ + τ)
2 > rs(τ)
2
(cf. Fig. S2 in [5]). The optimal response speed µ∗ is such
that τ + Λ ' T/2; the response kernel k(t) then probes
rs around its minimum, maximizing the squared overlap
Ψ(τ)2 between them (Fig. 2A). As τ increases further, in-
creasing µ keeps the kernel localized in the negative lobe
of rs, until another transition at higher τ ' 0.75T focuses
the response on the next positive lobe of rs. Simulations
confirmed this mechanism also for nonlinear responders
and various input waveforms and noise strengths [5].
Signaling networks typically consist of more than one
layer [23], generating complex kernels. To explore the de-
sign space, we maximize the predictive information over
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Figure 3. (A) The optimal kernel depends on the correlations
and the noise ϑ in the input signal. Autocorrelation func-
tion (black) and optimal kernels k∗ at τ = 0.3 for oscillatory
NM signals with η = 0.5, for two different noise levels ϑ. At
low noise, the kernel consists of a positive lobe followed by
a single undershoot. This corresponds to prediction based
on linearly extrapolating the current signal. In contrast, at
high noise, the kernel echoes the signal correlation function,
exploiting signal values in the past that correlate with the fu-
ture. (B) The optimal kernels k∗ strongly improve prediction
over optimal exponential kernels µ∗ (as in Fig. 2B) around
τ = τc ≈ 0.2T ; ϑ = 1.0; for low noise, see Fig. S3 [5].
all kernels. For Gaussian signals, this is equivalent [5] to
finding the optimal kernel k∗ that minimizes the mean
squared prediction error 〈(x − sτ )2〉, as in Wiener-Kol-
mogorov filter theory [12, 22, 24, 25], used below.
The resulting optimal kernel remains exponential for
input signals that are Markovian [5], so that kM∗ (t) ∝
exp(−µtit), with µti, as before, implementing time inte-
gration. Hence, a single, slowly responding, push-pull
network layer is enough to perform globally optimal pre-
dictions of noisy Markovian signals; additional network
layers cannot enhance prediction.
For NM but overdamped signals (η > 2), optimal ker-
nels k∗ have an almost exponential shape, which is insen-
sitive to the prediction interval, Fig. 2C (see [5]). This
indicates a prediction strategy based mainly on time in-
tegration to determine the current s(t).
In contrast, oscillatory NM signals with η < 2 yield
optimal kernels that are oscillatory, Fig. 2D. Their shape
depends on the prediction interval τ , and on the correla-
tions and noise in the input (Fig. 3A). At low noise, op-
timal kernels integrate only a short time window. They
consist of a sharply-peaked positive lobe followed by an
undershoot, effectively estimating the future signal value
from its current value and derivative [5]. This strategy of
linear extrapolation avoids including past signals, which
are inherently less correlated with the future. The capa-
bility to take derivatives enables a rapid response even
when the current signal value carries no predictive infor-
mation, rs(τ) = 0; in contrast, in this situation exponen-
tial responders would need to respond slowly, to pick up
past, informative signals (Fig. 2).
As noise levels ϑ rise, noise averaging becomes increas-
ingly important, which demands longer kernels. How-
ever, to avoid signal damping, the optimal kernel must
4coherently sum past signal values. For oscillatory signals,
this requires an oscillatory kernel, which integrates the
signal with alternating signs. The prediction enhance-
ment of globally optimal kernels over optimal exponen-
tial kernels is indeed largest for oscillatory input signals
and, for τ ≈ τc, it can reach up to 400% (Fig. 3B). Inter-
estingly, in the limit ϑ→∞, maximizing Eq. 1 gives the
simple result k∗(t) ∝ rs(t + τ) [5], showing that at high
noise, the optimal kernel mimics the input correlations.
Optimal oscillatory kernel shapes like k∗ in Fig. 3 can
be implemented via negative feedback [5], a common mo-
tif in gene networks and signaling pathways [26–28]. An-
other common motif, incoherent feedforward [23], only
allows kernels with a positive lobe followed by a single
undershoot [5]. Our results show that this is useful for
predicting low-noise non-Markovian signals, but subop-
timal at high noise.
In summary, accurate prediction requires capitalizing
on past signal features that are correlated with the fu-
ture signal, while minimizing transmission of uncorre-
lated past signals and noise. Single-layer networks suf-
fice to predict Markovian signals optimally by noise av-
eraging. Multilayer networks predict oscillatory signals
optimally, by fast linear extrapolation at low noise, and
by coherent summation at high noise. In the high noise
limit, the optimal network response mimics the input:
k∗(t) ∝ rs(τ + t).
To explore the importance of predictive power in cellu-
lar behavior, we have studied E. coli chemotaxis. E. coli
moves by alternating straight runs with tumbles, which
randomly reorient it. In a spatially varying environ-
ment, this motion is biased via a signaling pathway,
whose output x(t) controls the propensity α(t) that a
running bacterium will tumble. We have performed sim-
ulations of chemotaxing bacteria in static concentration
fields c(~r) in two dimensions, using the measured re-
sponse kernel k [29–31]. At low concentrations, the sig-
naling noise is dominated by the input noise. As in our
theory, we therefore ask how the predictive power de-
pends on the kernel and the input noise, ignoring intrin-
sic noise [32]. The tumbling propensity is then given by
α(t) = α0[1 − x(t)], where α0 = 1/s is the basal tum-
bling rate and x(t) =
∫ t
−∞ k(t − t′)`(t′)dt′. The input
`(t′) = s(t′) + ξ(t′) depends on the concentration sig-
nal s(t) = c[~r(t)] and the input noise ξ(t) of relative
strength θ, arising e.g. from receptor-ligand binding or
receptor conformational dynamics. The kernel k(t) is
adaptive, i.e. integrates to 0, which allows the bacterium
to respond to a wide range of background concentrations
[29, 30]. We compare adaptive kernels of varying range
defined by kν(t) ≡ ν2k(νt), where ν defines the response
speed (see also [5]).
The sensory output modulates the delay ∼ 1/α(t) to
the next tumble. This suggests that high chemotactic ef-
ficiency requires accurate signal prediction. However, it
is less obvious what feature of the signal the system actu-
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Figure 4. The predictive power of E. coli in a sinusoidal con-
centration field with period L = 400µm, generating a non-
oscillatory input signal [5], as a function of the forecast inter-
val τ . Information is shown for the wild-type E. coli kernel
with ν = 1 (blue), for a faster kernel with ν = 3 (red) and a
slower kernel with ν = 0.5 (black), for noise levels θ = 0(A)
and 2(B). Corresponding chemotactic speeds v¯δt=4s are given
in µm/s. Bacteria run at 20µm/s.
ally predicts: The future concentration? Or the change in
concentration? More generally, what are the relevant in-
put and output variables that control chemotaxis? Only
for these variables can we expect that chemotactic per-
formance is correlated with predictive information.
To address this question, we performed simulations for
three different kernels, ν = 0.5, 1, 3 where ν = 1 corre-
sponds to the measured kernel, and for two input noise
levels, θ = 0, 2. As our performance measure, we use
the mean chemotactic speed v¯δt =
〈 [~r(t+δt)−~r(t)]·∇c[~r(t)]
δt‖∇c[~r(t)]‖
〉
;
similar results are obtained for the mean concentration
〈c[~r(t)]〉 [5]. We find that v¯δt is poorly correlated with
the predictive information I[x, sτ ] between current out-
put and future concentration [5]. In contrast, it is well
correlated with the predictive information I[x, sτ −s] be-
tween current output and future concentration change,
as Fig. 4 shows. Hence, the search strategy of E. coli
is not based on predicting the future concentration, but
rather its trend, in accordance with the observation that
the bilobed kernel k takes a time-derivative of the signal.
If this is positive, E. coli ‘expects’ that the concentration
will continue to rise, and will extend its run.
Fig. 4 also shows that the optimal kernel that maxi-
mizes the information and hence chemotactic speed, de-
pends on the input noise θ. A fast kernel emphasizes up-
to-date information about recent concentration changes,
enabling an accurate and rapid response at low noise. At
high noise, its performance drops because it cannot filter
the input noise and hence cannot reliably predict future
concentration changes. The optimal kernel range then
arises from a trade-off between agility and robustness.
Lastly, how far must E. coli look into the future for ef-
ficient chemotaxis? To anticipate concentration changes,
the prediction horizon, i.e. the time over which predictive
information extends, should exceed the response time.
According to Eq. 1 the prediction horizon is bounded by
5the signal correlation time, which is determined by the
length scale of the concentration field and by the motile
behavior, to be explored in future work. Already, Fig. 4
indicates that the prediction horizon of E. coli is indeed
longer than the response time, as I(τ) decays slower than
1/α0 = 1s. Our results thus suggest that E. coli can in-
deed reliably anticipate concentration changes.
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Supplementary Material
Predictive information limits fitness when cells
adapt with a delay
The predictive mutual information between input and
output is a biologically relevant measure [1–3] for the
performance of the system. Imagine a cell which instan-
taneously senses a slowly varying nutrient concentration
s, with intracellular output x, and as a result, grows at a
rate g(x, s) that is maximal for some optimally adapted
value of x(s). In this setting, it was shown [2] that the
instantaneous mutual information I[x, s] sets an upper
limit for the achievable growth rate.
Now imagine that the cell’s adaptive response (e.g,
enzyme production) requires finite time τ to mount.
Since only available enzymes can process nutrients, the
growth rate lags behind the output x, as g(t + τ) =
g[x(t), s(t+ τ)]. Repeating the argument of [2], the pre-
dictive information I[x, sτ ] = I[x(t), s(t + τ)] now lim-
its the achievable growth rate. This makes maximizing
I[x, sτ ] a plausible design goal for dynamic sensory net-
works.
We have considered a fixed delay time τ for simplic-
ity, leading to the mutual information I[x, sτ ] as a rel-
evant information measure, which is distinct from both
the predictive information between entire past and future
trajectories [33] and the information rate between input
and output trajectories [34]. Distributed delays for the
adaptive cellular response of the cell would correspond to
yet different predictive information definitions in which
future time points are weighted according to a delay dis-
tribution; such refinements are left for future work.
Instantaneous response is optimal for noiseless
Markovian signals
Consider first a general input signal, Markovian or not.
Denote the full signal history up to but excluding t by
[s], the present signal by s = s(t), the present output by
x = x(t), and a future signal by sτ = s(t + τ), respec-
tively. We require that the output does not feed back
onto the signal. This implies that future signal values
are independent of the response for given signal history:
p(sτ |x, [s], s, t) = p(sτ |[s], s, t).
We can then expand the predictive two-point distribu-
tion p(sτ , x|s, t) over the driving history:
p(sτ , x|s, t) =
∫
D[s]p(sτ , x, [s]|s, t)
=
∫
D[s]p(sτ |x, [s], s, t)p(x|[s], s, t)p([s]|s, t)
=
∫
D[s]p(sτ |[s], s, t)p(x|[s], s, t)p([s]|s, t), (S1)
where the second equality uses the basic rule p(x, y|z) =
p(x|y, z)p(y|z), and the last equality uses the absence of
feedback.
If the response is instantaneous, we have the rela-
tion p(x|[s], s, t) = p(x|s, t); if the input is Markovian,
p(sτ |[s], s, t) = p(sτ |s, t). In either case we can integrate
Eq. S1 over [s] and obtain
p(sτ , x|s, t) = p(x|s, t)p(sτ |s, t). (S2)
So, if the input s is Markovian, history-dependent and
instantaneous responders behave the same: sτ and x are
independent when conditioned on s. In other words, the
variables x ↔ s ↔ sτ form a Markov chain [35]. They
therefore obey the data processing inequality I[x, sτ ] ≤
I[s, sτ ].
This implies that predictions based on measuring x
cannot surpass those based on the current input s, even
if x depends on the history [s] in arbitrarily complicated
ways. Thus, an instantaneous responder for which x
faithfully tracks the current input s, can already achieve
the maximal performance I[s, sτ ]. Note that this requires
s to be noiseless; in contrast, degraded Markovian signals
can be better predicted with memory, as discussed in the
main text.
Optimal prediction of Gaussian signals
by linear networks
In this section we consider optimal linear prediction
strategies for input concentration signals that are station-
ary Gaussian processes. An input signal s(t) is presented
to the responder in form of a ligand number `(t) sub-
ject to molecular noise. Ligands are sensed by a sensory
network which operates in a linear regime but is oth-
erwise arbitrary, possibly including multiple stages and
feedback loops. We impose the restriction that the net-
work does not have any influence on the input, for in-
stance, by sequestering ligands and thereby reducing the
current available ligand number. Since we are interested
in how the accuracy of prediction depends on the noise
and the correlations in the input signal, we focus on re-
sponders in the deterministic limit.
In this linear regime, we can expand the input s(t)
and degraded input `(t) around their steady state values,
and subtract the latter, so that in the following 〈s〉 = 0
and 〈`〉 = 0 without restriction. The degraded input is
modeled as
`(t) = s+ ξ, (S3)
where ξ is independent, Gaussian white noise with
〈ξ(t)ξ(t′)〉 = σ2sϑ2δ(t − t′) and σs denotes the standard
deviation of the pure, non-noisy input process. The white
noise ξ approximates a physical noise process n with vari-
ance σ2n and finite but short correlation time τn. Its effect
S2
on the final output of the signaling network is determined
by the integrated strength
∫∞
0
〈n(0)n(t)〉dt = σ2nτn. The
integrated strength of ξ is σ2sϑ
2. Thus, ϑ2 measures the
integrated noise strength relative to the signal variance,
and has units of time.
Since we disregard responder noise, the absolute am-
plitude of the signal σs is irrelevant, as will be clarified
shortly. The sensory output is then given as a convolu-
tion
x(t) =
∫ t
−∞
`(t′′)k(t− t′′)dt′′ =
∫ ∞
0
`(t− t′′)k(t′′)dt′′,
(S4)
where memory of past signal values is encoded by the
linear response kernel k. The output x is correlated
with the input. Here and in the following, we use
cxy = 〈xy〉 and rxy = cxy/σxσy to denote covariance
functions and correlation functions, respectively, and ab-
breviate rxx = rx, cxx = cx. Then the predictive input-
output correlation is given by
rxs(τ) = rxsτ =
cxsτ
σxσs
=
∫∞
0
〈[s(t′ − t′′) + ξ(t′ − t′′)]k(t′′)s(t′ + τ)〉dt′′
σxσs
=
∫∞
0
rs(t
′ + τ)k(t′)dt′
σx/σs
=
∫∞
0
rs(t
′ + τ)k(t′)dt′[∫∞
0
k(t)[rs(t− t′) + ϑ2δ(t− t′)]k(t′)dtdt′
]1/2 .
≡ Ψ
[Σ + Ξ]1/2
(S5)
Importantly, since s and x are jointly Gaussian, the
predictive information evaluates to I[x, sτ ] = − log[1 −
rxs(τ)
2]/2, a simple function of the cross-correlation, see
also [34, 36]. Since rxs does not depend on the abso-
lute signal amplitude σs, neither does the predictive in-
formation. The numerator of the last equation defines
the overlap integral between the current output x(t) and
the future input s(t + τ), normalized by the input vari-
ance σ2s : Ψ ≡ cxsτ /σ2s =
∫∞
0
rs(t
′ + τ)k(t′)dt′. The
denominator defines the part of the normalized output
variance σ2x/σ
2
s that is due to the past input signal s(t),
Σ ≡ ∫∞
0
k(t)rs(t−t′)k(t′)dtdt′, and the part which is due
to past noise ξ(t), Ξ ≡ ϑ2 ∫∞
0
k(t)2dt.
Exponential response kernels
In this section, we consider systems with exponential
response kernels. The input signals are either Markovian
or non-Markovian, with the latter being generated from
the harmonic-oscillator model as described in the main
text.
Optimal response speeds
We can readily evaluate rxs(τ) for systems with expo-
nential response kernels, k ∝ exp(−µt). For Markovian
(M) Ornstein-Uhlenbeck signals with rs(t) = exp(−λt)
we obtain
rMxs(τ) = exp(−λτ)
[
(µ+ λ)(1 + ϑ2(µ+ λ)/2)/µ
]−1/2
.
(S6)
Maximizing the correlation yields the optimal response
speed µti = (2λ/ϑ
2 + λ2)1/2.
For a NM signal with damping coefficient η, the corre-
lation coefficient, after some algebra, results as
rNMxs (τ) = (S7)
e−
1
2 τη+ [2− 2η−(η + µ)]− e− 12 τη− [2− 2η+(η + µ)]
(ηµ+ µ2 + 1)η¯
[
8
a+
+ 8a− +
−2η2ϑ2µ2+4η+2ϑ2(µ2+1)2
−(η2−2)µ3+µ5+µ
]1/2 ,
where
a± =
√
ηη± − 1[η2η± + 2(µ2 + 1)η¯ − 4η],
η± = 12 (η ± η¯), and η¯ =
√
η2 − 4.
Maximization of (rNMxs )
2 with respect to the response
speed µ can be done numerically and yields a charac-
teristic discontinuity at finite τ ; see Fig. 2B of the main
text.
The resulting predictive informations I are plotted in
Fig. 1 of the main text for signals with moderate intrin-
sic stochasticity η > 0.5. For comparison, Fig. S1 shows
the predictive information achieved for long-range cor-
related non-Markovian (NM) harmonic oscillator signal
at η = 10−4. Without noise and for prediction inter-
val τ > 0.2, a slow response can induce a delay Λ that
leads to optimal anticorrelation with the future signal,
by achieving anti-phase matching Λ + τ = T/2 (peaks
in Fig. S1). In fact, when taking η → 0, the mutual
information between these two perfectly anticorrelated
time points diverges. Input noise (dashed lines) regular-
izes the divergence, leaving pronounced maxima at the
delays that produce the best (anti)phase matching.
Scaling argument: Time integration leads to an optimal
response speed µti for noisy signals
We consider the scaling of Eq. 1 (or Eq. S5) with the
effective integration time tint in a simplified setting. Let
rs and k be positive, monotonically decreasing and of
finite support. Specifically, let k(0) = 1, and k(t) = 0
for t > tint, the integration time, and let rs(t) = 0 for
|t| > ts, the correlation time.
Then, in the regime tint < ts − τ , the overlap Ψ(τ) =∫∞
0
rs(t + τ)k(t)dt in the numerator of Eq. 1 increases
roughly linearly with increasing tint. In the denomina-
tor, the contribution of past signals to the output vari-
ance Σ =
∫
krsk ∝ t2int while the noise contribution
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Figure S1. Predictive information of exponential responders
for highly correlated NM signals with η = 10−4. Noise
strength ϑ = 0, 0.05, solid and dashed lines, respectively.
Cf. also Fig. 2D
Ξ = ϑ2
∫
k2 ∝ tint. Thus for short integration times, the
noise contribution dominates and r2xsτ increases ∝ tint/ϑ2
due to noise averaging. This initial scaling regime exists
only for noisy signals ϑ > 0; it is the reason why short-
time integration benefits predictions.
When the integration time exceeds the signal correla-
tion time, a new regime appears where the overlap in-
tegral Ψ saturates to a constant, but both Σ ∝ tint and
Ξ ∝ tint continue to grow, so that r2xsτ ∝ t−1int . This
decrease in predictive power at long integration times re-
flects the fact that very long signal integration confounds
predictions by including uncorrelated past signals; this
scaling regime therefore exists with or without noise. In
effect, uncorrelated, past signal values are a source of
noise, which hampers prediction.
We conclude that in the presence of noise, there exists
an optimal response speed 1/tϑint < µti < 1/ts that allows
noise averaging but excludes confounding past signals.
In the above analysis, we have modeled the noise as
white Gaussian noise. The same arguments still ap-
ply when the correlation time of the noise is finite, but
shorter than the signal correlation time. In that case,
there also exists an optimal response time that arises
from the trade-off between noise averaging and exclud-
ing past signal values uncorrelated with the future. The
situation is different in the opposite limiting case where
the noise correlation time is longer than that of the signal.
Here we expect that an adaptive filter may be beneficial
for predicting the future; we leave this for future work.
Exploitation of non-monotonic signal autocorrelations yields
an optimal response speed µ∗
Non-exponential autocorrelations can generate an op-
timal response speed µ∗ even without noise. Without
noise, tϑint = 0, and the arguments in the previous sec-
tion do not allow the conclusion that there is an upper
bound for the optimal response speed. In fact, we know
already that when the input signal is Markovian, an in-
stantaneous response is optimal.
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Figure S2. Exploiting signal correlations to predict the future.
For the linear networks studied here, the output x(t) (dashed,
red) at time t = 0 is given by x(0) =
∫ 0
−∞ k(−t′)s(t′). Hence,
the kernel k(−t′) (orange) integrates the signal s(t′) (blue)
over past time points t′ < 0. The challenge is to pick up the
signals s(t′) from the past that are most correlated with the
future signal s(τ) that is to be predicted. An instantaneous
kernel would include signals around t′ = 0 which contain little
information about s(τ), as can be seen from the zero-crossing
of the signal autocorrelation function rs(τ−t′) (black) at t′ =
0. In contrast, the lagging kernel k = k∗, shown in orange,
emphasizes the negative lobe of rs, picking up signal values
from the past that are strongly anticorrelated with the future
signal s(τ). This maximizes predictive power. Effectively, this
kernel generates a response x(t) that lags behind the input
s(t) with a lag Λ, so that the current output x(0) reflects the
past input s(−Λ) rather than the current input s(0). The
optimal lag obeys τ + Λ ' T/2, with T the period of the
signal oscillation: rs(Λ + τ) is, indeed, strongly negative. In
this example, η = 0.5, so that the signal s(t) is oscillatory.
However, when the input signal is non-Markovian,
there exists a finite response speed even in the absence of
noise in the input. One way to see this is to consider only
exponential responders k(t) = exp(−µt) and expand for
high speeds µ. One obtains
r2xsτ = rs(τ)
2
[
1 + 2µ
( r′s(τ)
rs(τ)
− r′s(0)rs(0)
)]
+O(µ−2). (S8)
One sees that in the case of exponential rs, the sub-
leading 1/µ-term vanishes exactly; this is compatible
with the fact that the optimal response for Markovian
noiseless signals is instantaneous, as discussed above. In
contrast, when the autocorrelation function rs(t) of the
input signal is non-monotonic or becomes negative, lag-
ging responders with finite µ can make the 1/µ term pos-
itive and thus improve predictions over the instantaneous
response µ→∞. This shows that instantaneous respon-
ders are not globally optimal predictors at least for some
non-Markovian noiseless signals.
Fig. S2 gives an intuitive explanation of the mechanism
of exploitation of correlated past signals. In essence, a
lagging kernel weights heavily the past signal values s(t′)
at those time points that are strongly correlated with
the prediction target s(t+ τ), as reported by the shifted
autocorrelation rs(t+ τ).
In particular, when rs(t) is non-monotonic, the overlap
Ψ(τ) and the signal-induced variance Σ depend strongly
S4
on the shape of the kernel and autocorrelation functions.
r2xsτ , and I, is maximized when the kernel overlaps well
with the back-shifted autocorrelation, increasing Ψ(τ)2,
while overlapping weakly with forward-shifted autocor-
relations, decreasing Σ =
∫
Ψ(−t′)k(t′)dt′. Thus, an op-
timal kernel selects past signals that are correlated with
the future signal while rejecting confounding past signals.
This basic strategy continues to be effective at finite noise
levels, where noise averaging and exploitation of correla-
tions are combined via Eq. 1, as seen in Fig. 1D.
Wiener-Kolmogorov filtering theory for predicting
biochemical signals
We are interested in finding a response kernel with op-
timal predictive power. In signal processing, statistically
optimal filters are well known; in particular, the Wiener
filter [24, 25] is the linear response kernel k∗ that mini-
mizes the mean squared error between a general output
o and input i, eio = 〈(i − o)2〉 = min. This criterion
is different from optimal predictive power, I[i, o] = max.
However, in the case of Gaussian signals, both are closely
related.
For Gaussian signals, the Wiener filter is optimally in-
formative In order to minimize the mean squared error
eio = σ
2
i + σ
2
o − 2σiσorio. (S9)
for given input statistics, we are free to start by rescaling
the output variable (by adjusting the kernel amplitude).
The optimal scale is attained when deio/dσo = 0, or
σo = σirio (recall that rio does not depend on the output
scale). The latter equation makes sense only if rio > 0;
we can ensure this by inverting the kernel if necessary. In-
serting this result, eio = σ
2
i (1− r2io). Since the input am-
plitude is fixed, we conclude that eio = min⇒ r2io = max.
Conversely, for Gaussian signals, I = max⇔ r2io = max.
Together, this shows that the predictive information is
maximized by any kernel in the family {αk∗}α 6=0, which
maximally correlate (α > 0) or anticorrelate (α < 0) with
the input. We can thus exploit the Wiener-Kolmogorov
filter theory to construct optimally informative response
functions for Gaussian signals.
Construction of the Wiener-Kolmogorov causal filter
The causal Wiener filter is the optimally predictive ker-
nel k∗ which depends only on past signal values. We
briefly recall the construction of k∗ for given signal cor-
relations, noise levels and prediction interval. Let the
Fourier transform of the degraded input autocovariance,
c`(ω) ≡ F [c`](ω) =
∫∞
−∞ c`(t)e
−iωtdt. Define the causal
part of a function f(ω) as [f ]+(ω) = F [θF−1[f ]](ω)
where θ is multiplication with the unit step function.
Now, find a Wiener-Hopf factorization c`(ω) = m+m−,
which is defined by the properties m−(ω) = m+(ω)∗ =
m+(−ω) which ensure that m± are real functions in the
time domain; and by the requirement that m+ and 1/m+
be causal, that is, their inverse transforms vanish for
all t < 0, which can be written as m+ = [m+]+ and
1/m+ = [1/m+]+, respectively. Then the causal Wiener
filter is given by [24]
k∗(ω) =
1
m+(ω)
[c`sτ (ω)
m−(ω)
]
+
. (S10)
This general result simplifies in our case of independent
white noise, Eq. S3. Here, c`(t) = σ
2
s [rs(t) + ϑ
2δ(t)], so
that c`s(ω) = cs(ω) = c`(ω) − σ2sϑ2. Noting that the
predictive cross-covariance satisfies c`sτ (ω) = c`s(ω)e
iωτ ,
we obtain
k∗ =
1
m+
[(
m+ − σ
2
sϑ
2
m−
)
eiωτ
]
+
= m−1+
[
m+e
iωτ
]
+
,
(S11)
where we substituted the factorization of c` and in the
last equality, used the fact that 1/m− and even more so,
the back-shifted eiωτ/m−, has no causal part.
When is the instantaneous response optimally predic-
tive? With this general expression we can answer the
question under what conditions the instantaneous re-
sponse is optimal. According to Eq. S11, this happens
exactly when k∗(ω) = m−1+
[
m+e
iωτ
]
+
= a is a real
constant, since then k∗(t) ∝ δ(t). This occurs if and
only if m+(t + τ)/m+(t) = a for all t ≥ 0. By writing
c`(t) =
∫
m+(t
′)m−(t− t′)dt′, this can be seen to imply
c`(t+ τ) = ac`(t), t ≥ 0, (S12)
where a bounded signal requires |a| ≤ 1. We conclude
that the input correlation c`(t) must decay exponentially,
possibly modulated by oscillations; in the latter case, the
forecast interval τ must be a multiple of the period.
This condition is quite restrictive. First, Eq. S12 per-
tains to the degraded input c`, not the signal cs itself.
This means that an instantaneous responder cannot be
optimal when there is noise in the input signal, since if
ϑ > 0, c`(t) would exhibit a δ-peak at t = 0, violating
Eq. S12. This observation agrees also with the scaling
analysis above which found that for noisy input, short-
time integration is beneficial. Second, if the input decays
with exponentially damped oscillations, then Eq. S12 re-
quires that the prediction interval is a multiple of the
input period. This requirement corresponds to predict-
ing only exactly phase-related future time points via a
simple phase matching mechanism.
We conclude that an instantaneous, δ-shaped respon-
der is optimal only in the contrived limit in which (a) the
input is noiseless; and (b) the input decays exponentially
(the Markovian signal), or it decays with exponentially
damped oscillations and the forecast interval τ is a mul-
tiple of the input period T .
S5
Computation of optimal kernels
We now give explicit expressions for optimally predic-
tive kernels for several input signal types.
Optimal kernels for Markovian signals
The Markovian (M) signal autocorrelation reads
rs(t) = exp(−λ|t|) for some positive damping coefficient
λ. The power spectral density of the degraded input is
c`(ω) =
2λ
λ2+ω2 + ϑ
2, for which we find a Wiener-Hopf
factorization
m±(ω) =
ζ ± iϑω
λ± iω ; ζ =
√
2λ+ λ2ϑ2 (S13)
and finally the result
kM∗ (ω) = e
−λτ ζ − λϑ
ζ + iϑω
. (S14)
In the noiseless limit ϑ → 0, the kernel reduces to a
constant e−λτ in the frequency domain, confirming that
indeed for noiseless Markovian signals, an instantaneous
responder has optimal predictive power. (Note that this
is compatible with Eq. S12.) For positive noise strength
ϑ > 0, the optimal kernel in the time domain reads
kM∗ (t) ∝ θ(t)e−µtit, where µti =
√
λ2 + 2λ/ϑ2. (S15)
That is, the input noise is filtered optimally by an ex-
ponential moving average; the averaging time constant
1/µti arises from time integration, since the Markovian
signal does not provide extra information in past signal
values. The time constant increases from 0 for weak noise
towards 1/λ, the input signal correlation time, for strong
noise. µti (necessarily) agrees with the optimal response
speed found previously, when optimization was restricted
to exponential responders only. Thus, a lagging response
improves prediction of noisy Markovian signals, by al-
lowing a better estimate of the current signal value s(t)
through averaging; this is the best strategy possible with
a linear responder.
Optimal kernels for noiseless non-Markovian signals
In the NM case, defined as in the main text by the
Langevin equations ∂ωtq = p, ∂ωtp = −q − ηp +
√
2ηψ,
we set q ≡ s. Note that the process (q(t), p(t)) is indeed
a Gaussian process; this follows from the fact that future
signals are generated as a linear combination of present
signals and Gaussian noise, and that Gaussian random
variables are stable under linear combination. Since the
Langevin equations do not depend on time explicitly, af-
ter some transient period, the process is stationary.
The power spectral density of the degraded input be-
comes
c`(ω) =
2η
ω4 + (η2 − 2)ω2 + 1 + ϑ
2. (S16)
Considering first the case without input noise ϑ = 0,
we exploit the fact that m+ is proportional to the dy-
namic susceptibility of the harmonic oscillator, to ob-
tain m+(ω) ∝ (ω2 − iηω − 1)−1, or in the time domain,
m+(t) ∝ θ(t)e−ηt/2 sin(η′t/2)/η′, where η′ =
√
4− η2.
One then obtains the optimal response
kNM∗ ∝
(
cos η
′τ
2 +
η
η′ sin
η′τ
2
)
δ(t) +
(
2
η′ sin
η′τ
2
)
δ˙(t).
(S17)
Recalling that by definition,∫
[a(τ)δ(t)− b(τ)δ˙(t)]`(t− t′)dt′ = a(τ)`(t) + b(τ) ˙`(t),
one sees that this response kernel implements prediction
by linear extrapolation. The network output is a linear
combination of the current signal value `(t) and deriva-
tive ˙`(t) whose coefficients a(τ) and b(τ) depend on the
signal statistics and prediction interval τ . This singular
kernel can be thought of as the limit of a kernel with a
sharp positive peak at t → 0 immediately followed by a
single sharp underswing; such a kernel yields an output
which effectively is a weighted sum of the current in-
put signal value and its derivative, the weights of which
are determined by the positive and negative lobe of the
kernel. Although the noiseless case is an oversimplified
singular limit, the low-noise regime can be understood
in similar terms, see below and the low-noise kernel in
Fig. 3A.
As a special case, notice that in the underdamped
regime η < 2, η′ is real. When the prediction inter-
val τ is chosen as a multiple of the signal period 2pi/η′,
the δ′ term in Eq. S17 vanishes. Then, the optimal re-
sponse strategy reduces to instantaneous readout of the
signal. This finding reproduces the previous general re-
sult Eq. S12.
Optimal kernels for non-Markovian signals with noise
In the general NM case including input noise ϑ > 0, we
may expect that as for the Markovian signal, noise sup-
pression through averaging becomes relevant. We write
Eq. S16 as a single fraction and factorize the numera-
tor into causal and anticausal parts. Combined with the
noiseless result, this yields
m+ ∝ ϑω
2 − iζ+2 ω − ζ1
ω2 − iηω − 1 , (S18)
S6
A
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
ΤT
I
@n
a
ts
D
Μ*
k*
B
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
ΤT
Figure S3. (A) Predictive information I[x, sτ ] for NM sig-
nals at η = 0.5, ϑ = 1 for optimal exponential kernels
µ∗ = µ∗(τ) (black; dashed region indicates xsτ anticorre-
lation as in Fig. 2B); and for the respective globally optimal
kernel k∗, which is non-monotonic (top blue line). (B) as (A)
but a low noise ϑ = 0.1. Note that (A) is the same as Fig. 3B
in the main text.
where we define ζ1 = (2η + ϑ
2)1/2 and ζ±2 = (ϑ[(η
2 −
2)ϑ± 2ζ1])1/2. With some algebra, the optimal kernel in
the Fourier domain can be written as
kNM∗ ∝
[
ϑω2 − iζ+2 ω − ζ1
]−1×{
−iω(η − ζ+2 /ϑ)
[ ζ+2
η′ sin
τη′
2 + ϑ cos
τη′
2
]
+
+
η(ϑ+σ1)−2ζ+2
η′ sin
τη′
2 + (ζ1 − ϑ) cos τη
′
2
}
. (S19)
The corresponding time-domain kernel is a superposition
of exponential terms with prefactors depending on signal,
noise and the prediction interval; and ‘rate constants’
µ±∗ = (ζ
+
2 ± ζ−2 )/(2ϑ) determined by the poles in the
complex ω-plane of Eq. S19, independent of the predic-
tion interval τ .
The optimal exponential kernel with µ = µ∗(τ) im-
proves performance as a function of τ over any fixed ex-
ponential kernel; however, it still suffers from the poor
correspondence of signal and kernel shape when τ ' τc,
where the correlation function is close to a zero-crossing
and the exponential response switches between corre-
lated and anticorrelated output, Fig. S3A. The optimal,
non-monotonic, kernel k∗ improves predictions strongly
over even the best-adapted exponential kernel, Fig. S3A,
in particular around the critical prediction interval τc,
where an oscillatory kernel can exploit signals on both
sides of the zero-crossing of rs, avoiding precision loss
due to cancellations. At low noise, performance is better
in general, Fig. S3B, but the advantage of the optimal
kernel over exponential kernels persists.
General expression for optimal kernels at high noise
In the Markovian case, we have seen that as the noise
strength ϑ diverges, the optimal kernel becomes pro-
portional to the signal autocorrelation function. This
is in fact a general result which applies to arbitrary
Gaussian input signals. We recall that for white noise,
c`(ω) = cs(ω) + ϑ
2σ2s , and expand the factors m± as
m± = ϑm0± + ϑ
−1m1± + O(ϑ
−3), so that comparing
c` = m+m− order by order gives σ2s = m
0
+m
0
− and
cs = m
0
+m
1
− + m
0
−m
1
+. Since σs is a real constant, this
implies m0± = σs, and m
1
+ = cs/σs −m1−.
Now recall that the kernel is given by Eq. S11,
k∗(ω) =
[
(σs + ϑ
−2m1+)e
iωτ
]
+
σs + ϑ−2m1+
=
ϑ−2
[
(cs/σs)e
iωτ
]
+
σs + ϑ−2m1+
,
(S20)
where the second equality follows after substituting m1+
and eliminating all anticausal terms in the causal bracket.
The last expression, to leading order gives just ϑ2k∗ =
[cse
iωτ ]+. This proves that the optimal kernel, to leading
order for high noise, is proportional to the signal autocor-
relation function, back-shifted by the prediction interval
τ , or k∗(t) ∝ θ(t)cs(t+ τ). We note that the same result
can also be obtained by functionally maximizing the pre-
dictive correlation rxsτ with respect to the kernel in the
high noise limit.
Networks that implement optimal kernels for
oscillatory signals
The optimal kernel Eq. S19 for the noisy NM signal
has a complicated dependence on the parameters, but
a simple time dependence k∗(t) ∝ a+e−µ+∗ t + a−e−µ−∗ t.
In the interesting underdamped regime, µ∗± = µ∗ ± iω∗
are complex conjugates with positive real part, so that
k(t) ∝ e−µ∗t[a sin(ω∗t) + b cos(ω∗t)]. Can such a damped
oscillatory optimal kernel be implemented with a sim-
ple two-stage biochemical network? As candidates we
consider incoherent feedforward and negative feedback
networks (Fig. S4).
First, the (deterministic) rate equations
n˙ = γ`− βm− µn; m˙ = δn− νm (S21)
describe a simple negative feedback on the output n,
driven by the input `. The feedback term is independent
of `. This minimal, generic model applies to a wide range
of systems: circadian clocks based on negative feedback
and delay in gene expression [26], or negative feedback in
signal transduction pathways, like the well-characterized
MAPK pathway [27, 28].
The response kernel can be found straightforwardly by
expanding around the steady state and Fourier trans-
forming; one obtains
k(t) ∝ e− 12 t(µ+ν)(ν−µβ′ sin[ tβ′2 ]+ cos[ tβ′2 ]), (S22)
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Figure S4. feedforward (B) loops can generate non-
monotonous kernels for the response of the output n to the
input `.
where β′ =
√
4βδ − (µ− ν)2 is real for sufficient feed-
back and sufficiently matched time scales. Thus, negative
feedback can indeed generate damped oscillatory kernels.
Second, the rate equations
n˙ = γ`− µn− βm; m˙ = δ`− νm (S23)
describe an incoherent feedforward loop, which is an om-
nipresent network motif in cell signaling [23]. The re-
sponse kernel here is
k(t) ∝ e
−µt[βδ + γ(µ− ν)]− βδe−νt
µ− ν , (S24)
which exhibits a single undershoot but no oscillatory
regime. Such a kernel may be optimal for predict-
ing Markovian and non-Markovian signals that are well
above the noise floor, but cannot be optimal for noisy and
strongly oscillatory signals, since these require oscillatory
kernels, as discussed above.
In summary, a simple negative feedback on the output
production can produce kernel shapes that are optimally
predictive for stochastic NM signals; the enveloping de-
cay rate (µ + ν)/2 is the average decay rate, and the
oscillation period and phase are controlled by the decay
rate mismatch and feedback strength. These have to be
matched to the signal to optimize the predictive response.
For example, in the noise-dominated and underdamped
regime, µ∗± ' (η ± η′)/2 where η is the signal damping
parameter. Matching β′ ' η′ =
√
4− η2 then yields the
correct oscillation period for the kernel; the average de-
cay rate should match (µ+ν)/2 ' η; and the phase shift
should be adapted according to the prediction interval.
In contrast, a simple incoherent feedforward on the pro-
duction of the output does not allow for an oscillatory
kernel, making this motif less suited for predicting noisy
oscillatory signals.
A minimal signaling module
To validate our linear theory in a simple concrete ex-
ample, and to extend it to finite molecule numbers, non-
linear response, and nonzero intrinsic noise, we now con-
sider a minimal sensory module in detail.
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Figure S5. Predictive information in the module Eq. S25. (A)
Schematic of the module. The response network consists of
the equilibrium binding reaction only, cf. 1A. (B) Hysteresis
in the response of the module to sinusoidal input α(t) = s(t).
Note that in the saturating regime, the response is nonlinear.
(C) Predictive information ρ = 0.5, ν0 = 10 in the high-copy
number limit, Eq. S27
In this system (Fig. S5A), ligand molecules L enter a
reaction volume at a periodically varying rate s(t) = α(t)
proportional to the background ligand concentration,
which constitutes the input signal; they are removed with
rate β. A pool of N receptor molecules R bind ligands:
∅
α(t)


β
L; L + R
γ


µ
LR. (S25)
The fast rates α(t) and β dynamically create `(t) free
ligand molecules, which act as noisy reporters for the
input. The ligands drive the formation of x(t) = n(t) LR
complexes, which form the output of the module, with
a lag depending on the unbinding rate µ, Fig. S5B. The
module’s stochastic dynamics are governed by the Master
equation
∂tp(`, n|t) =
(Bα(t),β` +Aγ,µ,N`,n )p(`, n|t), (S26)
where Bα,β` = α(E−` − 1) + β(E+` − 1)` and Aγ,µ,N`,n =
γ(E+` E−n −1)`r+µ(E−` E+n −1)n define the ligand exchange
and ligand binding, respectively, and E±x f(x) = f(x ±
1) are step operators. Appropriate boundary conditions
enforce ` ≥ 0 and 0 ≤ n ≤ N .
Eq. S26 yields the predictive information I(τ) =
I[n(t), α(t+ τ)] without resorting to a Gaussian approx-
imation. In a linear regime and for high ligand numbers,
as detailed in the subsection Analytic results for predic-
tive information below, we obtain
I(τ) = 14ρ
2ν0δ
2 cos2[(τ + Λ)ω] +O(ρ4), (S27)
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Figure S6. Prediction through memory. (A) For a range of
prediction intervals τ , frequency matching µ = ω is more pre-
dictive than perfect tracking µ→∞. The reason, as demon-
strated by p(n, ατ ) at key points (B-E as indicated in A)
and illustrated in F, is memory: receptors with µ = ω time-
convolve the signal, so that n(t) lags by Λ; it is maximally
correlated with α(t−Λ), which in turn mirrors α(t−Λ+T/2).
Parameters are ρ = 0.75 and ν0 = 30.
where Λ = ω−1 tan−1(ω/µ) is the response lag time. As
shown in Fig. S5C the module exhibits lagging optimal
prediction above a critical τc = cos
−1 1/3 ' 0.2T , ex-
ploiting anticorrelated past signals τ + Λ ' T/2 before
the prediction target; this is the phase-matching strat-
egy found already for exponential responders, Fig. 2A,
as explained next.
Exploiting signal correlations through memory
The reason why a lagging response helps long-term pre-
diction is that it removes an ambiguity inherent the oscil-
latory signal, Fig. S6B-E. This mechanism is a realization
of the general mechanism that an optimal response ker-
nel emphasizes the most informative past signal values,
in the particular case of a deterministic sinusoidal input
signal and an exponential response, as in the minimal
module Eq. S25.
While the fast response tracks the present input (B),
its predictions suffer from a two-fold ambiguity about
α(t+τ), since a given value of n(t) maps with high prob-
ability to two distinct values of α(t + τ) whenever τ is
not a multiple of T/2 (C). Indeed, the autocorrelation
of a perfect sinusoidal input is rα(t) = cos(t/T ), show-
ing extrema at multiples of T/2. The frequency-matched
response tracks the delayed signal α(t− Λ), since an ex-
ponential responder effectively delays a sinusoidal input
signal by a constant shift Λ; this is a peculiarity of this
signal/responder combination. This delayed tracking in-
troduces ambiguity about the present signal for the same
reason (D) but strikingly, helps prediction: The future
signal α(t − Λ + T/2) is tracked without two-fold ambi-
guity (E), which maximizes predictive information. In-
deed Eq. S27 shows that I is maximal when the lag, ad-
vanced by half a period, equals the prediction interval,
−Λ + T/2 = τ . For µ = ω, the lag is Λ = T/8 and
the maximum is at τ = 3T/8. Counter-intuitively, then
a frequency-matched responder contains even more in-
formation about the future (τ = 3T/8) than about the
present, Fig. S6A. The effect of disambiguation is strong
enough to outweigh the disadvantage of response damp-
ing (I ∝ δ2, compare the ranges in C and E).
Details on fast ligand exchange
To identify the conditions for which ligand fluxes dom-
inate over binding fluxes, we sum Eq. S26 over n, obtain-
ing (here suppressing t arguments)
p˙(`) = Bα,β` p(`) + γ[〈r|`+〉`+p(`+)− 〈r|`〉`p(`)]
+ µ[〈n|`−〉p(`−)− 〈n|`〉p(`)]. (S28)
For moderate driving amplitude around half-filling of
the receptors, the conditional averages 〈n|`〉, 〈r|`〉 remain
close to their mean ν0. Therefore, taking β  γν0 and
α0  µν0 ensures that p˙(`) ' B`p(`), i.e. the ligand in-
and outflux terms dominate.
High copy-number limit
To gain intuition about the predictive performance of
the module Eq. S25, we consider a high copy-number
limit. We let {λ0, N} → ∞ and γ → 0 such that
the mean number of bound receptors ν0 = γλ0N/µ
remains constant. This ensures that n(t) remains in
the linear, non-saturated range of the response curve:
N  ν0 implies that r(t) = O(N − ν0) = O(N). It
also ensures that the receptors are effectively driven by
a deterministic signal: The relative width of the lig-
and distribution decreases as σ`/λ0 = O(λ0)
−1/2. The
receptor dynamics thus reduce to a birth-death pro-
cess, ∂tp(n|t) = Bγ˜(t),µn p(n|t), with effective birth rate
γ`(t)r(t) = γ[s(t)/β]N +O(ν0/N) +O(λ
−1/2
0 ), which we
denote as γ˜(t) ≡ γ[s(t)/β]N = ν0µ[1 + ρ cos(ωt)]. The
solution to a birth-death process with time-dependent
birth rate γ˜(t) is a Poisson distribution [37] with mean
〈n(t)〉 =
∫ 0
−∞
dt′e−µ(t−t
′)γ˜(t′) = ν0{1+ρδ cos[ω(t−Λ)]},
(S29)
where the lag Λ ≡ tan−1(ω/µ)/ω and the damping δ ≡
[1 + (ω/µ)2]−1/2, as in the main text.
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Analytic results for predictive information
For a deterministic signal α(t), we have p(ατ |n, t) =
p(ατ |t) = δ[ατ−α(t+τ)], and the predictive information
becomes
I[n, ατ ] =
=
∑
n
∫
dατ p(n, ατ ) log
[p(n|ατ )
p(n)
]
=
∑
n
∫
dατ
∮
dt p(ατ |n, t)p(n|t)p(t) log
[p(n|ατ )
p(n)
]
=
∑
n
1
T
∮
dt p(n|t) log
[p(n|α(t+ τ))
p(n)
]
. (S30)
For cosine driving α(t) = α(T − t), there is a two-to-one
relationship between t and α. This yields p(n|α(t+τ)) =
[p(n|t1) + p(n|t2)]/2, where t1 = t and t2 = T − t − 2τ
are the two time points for which ατ takes on the value
α(t+ τ). The predictive information becomes
I[n, ατ ] =
∑
n
1
T
∮
dt p(n|t) log
[p(n|t1) + p(n|t2)
2p(n)
]
.
(S31)
In the high copy-number limit (Figs. S5 and S6), Eq. S31
is evaluated numerically using the Poissonian p(n|t) with
mean 〈n(t)〉 = ν0{1 + ρδ cos[ω(t − Λ)]}, time lag Λ ≡
tan−1(ω/µ)/ω, and damping factor δ ≡ [1+(ω/µ)2]−1/2.
To get analytical insight, we can expand Eq. S31 in
the limit of small driving amplitude ρ. To facilitate the
expansion, we exploit the fact that p(n|t) can be ex-
pressed [37] in terms of its Fourier modes in t,
p(n|t) =
∞∑
z=−∞
pzne
−izωt, (S32)
and its natural eigenmodes in n,
pzn = e
izωΛ
∞∑
j=0
(ν0ρδ/2)
2j+|z|
j!(j + |z|)! φ
2j+|z|
n . (S33)
Here pzn = (1/T )
∫ T
0
dt eizωtp(n|t) are the components of
the Fourier transform, which have support only at integer
multiples z of the driving frequency, and φjn are the eigen-
modes of the static birth-death process with mean bound
receptor number ν0, i.e. −Bν0,1n φjn = jφjn for eigenvalues
j ∈ {0, 1, . . . ,∞} [38]. Eq. S33 shows directly that the
distribution is expressible as an expansion in the small
parameter ρ. The remaining task is then to identify the
leading term in ρ.
To identify the leading term in ρ, we insert Eq. S32
into Eq. S31, which yields
I =
1
T
∑
n
∫ T
0
dt
∑
z
pzne
−izωt
× log
{
1
2p0n
∑
z′
pz
′
n
[
e−iz
′ωt + e−iz
′ω(T−2τ−t)
]}
.(S34)
Here we have recognized that p(n), which is the time
average of p(n|t), is also the zeroth Fourier mode: p(n) =∫ T
0
dt p(n|t)p(t) = (1/T ) ∫ T
0
dt p(n|t) = p0n. Isolating
the z′ = 0 term and defining qzn ≡ pzneizωτ to make the
expression more symmetric yields
I =
1
T
∑
n
∫ T
0
dt
∑
z
pzne
−izωt
× log
1 + 12p0n
∑
z′ 6=0
qz
′
n
[
e−iz
′ω(t+τ) + eiz
′ω(t+τ)
] ,(S35)
where we have recognized that e−iz
′ωT = 1. Then, rec-
ognizing that the term in brackets is symmetric upon
z′ → −z′, we write the z′ sum in terms of only positive
integers,
I =
1
T
∑
n
∫ T
0
dt
∑
z
pzne
−izωt
× log
{
1 +
1
2p0n
∑
z′>0
rz
′
n
[
e−iz
′ω(t+τ) + eiz
′ω(t+τ)
]}
,(S36)
where
rzn ≡ qzn + q−zn
= eizωτpzn + e
−izωτp−zn
=
[
eizω(Λ+τ) + e−izω(Λ+τ)
]∑
j
(ν0ρδ/2)
2j+|z|
j!(j + |z|)! φ
2j+|z|
n
= 2 cos[zω(Λ + τ)]
∑
j
(ν0ρδ/2)
2j+|z|
j!(j + |z|)! φ
2j+|z|
n (S37)
is a real quantity.
Now, since rzn is expressed in terms of our small pa-
rameter ρ, we Taylor expand the log in Eq. S36:
I =
1
T
∑
n
∫ T
0
dt
∑
z
pzne
−izωt
∞∑
k=1
(−1)k+1
k
×
{
1
2p0n
∑
z′>0
rz
′
n
[
e−iz
′ω(t+τ) + eiz
′ω(t+τ)
]}k
.(S38)
It will turn out that the first two terms in the Taylor
expansion will contribute to the leading order in ρ. The
first term (k = 1) is
I(1) =
∑
n
1
2p0n
∑
z′>0
rz
′
n
∑
z
pzn
× 1
T
∫ T
0
dt e−izωt
[
e−iz
′ω(t+τ) + eiz
′ω(t+τ)
]
,(S39)
where we have reordered terms in preparation for ex-
ploiting the relation (1/T )
∫ T
0
dt e−i(z−z
′)ωt = δzz′ . This
relation turns the two terms in brackets into Kronecker
S10
deltas, which each collapse the sum over z, leaving
I(1) =
∑
n
1
2p0n
∑
z′>0
rz
′
n
(
e−iz
′ωτp−z
′
n + e
iz′ωτpz
′
n
)
=
1
2
∑
n
1
p0n
∑
z′>0
(rz
′
n )
2. (S40)
In a completely analogous way, the second term in the
Taylor expansion (k = 2) reduces to
I(2) = −1
8
∑
n
1
(p0n)
2
∑
x>0
∑
y>0
rxnr
y
n
(
rx+yn + r
x−y
n
)
. (S41)
Considering the j = 0 term in rzn (Eq. S37), it is clear
that the leading order behavior in ρ, proportional to ρ2,
comes from the z′ = 1 term in Eq. S40 and the x = y = 1
term in Eq. S41:
I ≈ 1
2
∑
n
1
p0n
(r1n)
2 − 1
8
∑
n
1
(p0n)
2 r
1
nr
1
n
(
r0n
)
(S42)
=
1
2
∑
n
(r1n)
2
r0n
(S43)
≈ cos2[ω(Λ + τ)]
(
ν0ρδ
2
)2∑
n
(φ1n)
2
φ0n
(S44)
=
ν20ρ
2
4
[
cos(ωτ)− (ω/µ) sin(ωτ)
1 + (ω/µ)2
]2∑
n
(φ1n)
2
φ0n
. (S45)
Here, Eq. S43 uses the fact that r0n = 2p
0
n (Eq. S37),
Eq. S44 takes only the j = 0 term in Eq. S37, and Eq. S45
recalls that δ = [1 + (ω/µ)2]−1/2 and uses
cos[ω(Λ + τ)] = cos(ωΛ) cos(ωτ)− sin(ωΛ) sin(ωτ)
= cos
[
tan−1(ω/µ)
]
cos(ωτ)
− sin [tan−1(ω/µ)] sin(ωτ)
=
1√
1 + (ω/µ)2
cos(ωτ)
− ω/µ√
1 + (ω/µ)2
sin(ωτ). (S46)
The sum in Eq. S45 is evaluated by noting that the zeroth
eigenmode is a Poisson distribution with mean ν0 and
that the first eigenmode is related to the zeroth eigen-
mode via φ1n = φ
0
n−1−φ0n = φ0n(n−ν0)/ν0 [39]. The sum
therefore becomes (1/ν20)
∑
n φ
0
n(n − ν0)2, which is the
variance of the Poisson distribution (equal to ν0) divided
by ν20 , or 1/ν0. Altogether, then, Eq. S45 becomes
I =
ν0ρ
2
4
[
cos(ωτ)− (ω/µ) sin(ωτ)
1 + (ω/µ)
2
]2
, (S47)
as in Eq. S27.
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Figure S7. Lagging optimal prediction persists (A) for low
mean ligand number λ0 and (B) for low total receptor number
N . The minimal module Eq. S25 is driven by sinusoidal input
α(t). Parameters are τ = 3T/8, ρ = 0.5, β/ω = 100, γ =
µ/λ0, and, in A, N = 5 and, in B, λ0 = 5. In A, all curves
closely overlap.
Robustness to low copy-number effects
We here relax the assumption of high copy number and
solve numerically the full description of the system given
by Eq. S26. We find that lagging prediction remains opti-
mal as the mean ligand number λ0 and the total receptor
number N are reduced, even down to λ0 = 1 (Fig. S7A)
and N = 1 (Fig. S7B). As N is reduced, the information
is reduced for all values of the response rate µ (B), since
reducing N compresses the response range. As λ0 is re-
duced, the information is largely unchanged (A); this is
because ligand exchange remains faster than the driving
dynamics (β/ω  1), meaning that even a small number
of ligand molecules can cycle in and out of the system
many times over a period. In both cases, there remains
an optimum in the predictive information as a function
of µ located in the regime µ ' ω, illustrating that lagging
optimal prediction persists even at low copy numbers.
Lagging optimal prediction of diverse input signals
Lagging prediction is a robust strategy for non-
Markovian signals, beyond Gaussian signals and lin-
ear response. Fig. S8A shows the benefit of a slow
response for prediction for two-state switching signals
α(t) = α0(1 ± ρ) with random switching times that are
Gamma-distributed with shape parameter k and mean
T/2. The minimal module’s response strongly distorts
the rectangular signal shape, but lagging prediction re-
mains optimal for all k ≥ 3, Fig. S8A.
Eq. S27 demonstrates optimal lagging prediction for
non-Gaussian (deterministic) input at constant ampli-
tude. The effect persists also at low copy num-
bers. Fig. S8B shows lagging optimal prediction for
I[n(t), α(t + τ)] in the minimal module Eq. S25, driven
by NM signals as defined above, at N = 25, but the effect
persists even for ligand or receptor numbers down to 5
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Figure S8. Lagging optimal prediction is generic. (A) For
stochastic two-state driving with Gamma-distributed wait-
ing times, lagging prediction is optimal for shape parameters
k ≥ 3. The mean waiting time is held constant at T/2. (B)
For a noisy harmonic oscillator signal, fast prediction is op-
timal in the overdamped regime η ≥ 2. In the underdamped
regime, lagging, frequency-matched prediction again becomes
optimal. Parameters are τ = 3T/8, ρ = 0.5, λ0 = 25, N = 25,
β/ω = 100, and γ = µ/λ0. Simulation details are given in the
last section of this supplement.
(not shown).
Ligand binding simulation parameters and details
The data for Figs. S8A and B were generated by a
Gillespie-type kinetic Monte Carlo simulation. Dynamic
ligand birth rates α(t) were approximated as constant
during short discretization intervals of length τα = T/50;
after each such interval, queued next reaction times were
erased and re-generated according to the new value of
the rate. This is an exact simulation procedure for the
approximated system with stepwise-constant rate.
For the two-state driving protocol (Fig. S8A), the mean
ligand number and total receptor number were set to
λ0 = N = 25. The ligand death rate was set to β = 100,
and the mean driving period was set to T = 2pi in simu-
lation time units. Switching times were generated inde-
pendently, following a Gamma- (or Erlang-) distribution
with shape parameter k ∈ {1, 2, 3, 5, 10, 20, 50} and mean
T/2. The input rate was set to a random initial value
α0[1 ± ρ] and then toggled after each random switching
time between α0[1±ρ], where α0 = λ0β and ρ = 0.5. For
a given ligand dissociation rate constant µ, the associa-
tion constant was set to γ = µ/λ0 to ensure half-filling
at the average driving rate.
For the harmonic-oscillator protocol (Fig. S8B) the
same parameters were used, except that the driving sig-
nal was now generated by a forward-Euler integration
of the Langevin equation given in the main text. The
damping parameter η was varied in {1/2, 1, 2, 4}.
For each value of µ, the system state was initialized
to the equilibrium molecule numbers at α = α0, and
Ntr = 2000 trajectories of length 10T were generated.
Trajectories were sampled at discrete time intervals
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Figure S9. Chemotaxis in E. coli. (A) Linear chemotactic
response kernel k as measured in [29] (blue), and rescaled k5
(red) and k1/2 (black) versions. (B) Egg-crate potential, vary-
ing from 0 (blue) to 2 (red) in arbitrary units. (C) Example
trajectory of a chemotaxing bacterium (solid line) with some
virtual continued runs (dashed, see text).
T/100, and the corresponding samples of the input
rate were binned. The input-output mutual informa-
tion was estimated by applying the definition I[x, y] =
〈 log p(x,y)p(x)p(y) 〉 to the binned simulation data. In doing so,
the choice of bin size for the continuous variable α (in
the harmonic-oscillator case) can lead to systematic er-
rors; we found the results for I to be independent of the
bin size in a plateau region around Nbin = 100 equally
filled bins, and therefore used this binning for Fig. S8B.
The data were split into 10 blocks of 200 trajectories
each and the mutual information I[n, ατ ] for various pre-
diction intervals τ ∈ [0, T/2] were calculated based on
histograms of the discrete-valued samples, for each block.
Plots show the averages over blocks together with stan-
dard errors of the mean estimated from block-wise vari-
ation.
E. coli chemotaxis simulations
To explore the role of prediction in chemotaxis, we
set up a stochastic simulation of E. coli swimming in a
concentration field in two dimensions. E. coli performs
the well-known chemotaxis behavior [32] of alternating
runs and tumbles. During a tumble phase, the bacterium
remains stationary, reorients in a random direction and
initiates a new run with constant propensity β = 10/s.
Runs then proceed with constant velocity v0 = 20µm/s.
They are governed by the Langevin equation
d~r(t) = v0 (cosφ, sinφ) dt,
dφ(t) =
√
2Drot dw(t), (S48)
where dw(t) is standard Gaussian white noise and af-
fects the orientation φ with a rotational diffusion con-
stant Drot = 0.15 rad
2/s.
Runs end with tumbling events, which have a propen-
sity (tumbling rate)
α(t) = α0 max[0, 1− x(t)]; x(t) =
∫ t
−∞
k(t− t′)`(t′)dt′.
(S49)
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The base tumbling rate α0 = 1/s. The tumbling rate
is modulated as a function of the signal history via the
linear-response kernel k(t), which generates the chemo-
taxis pathway output x(t). That is, the kernel k summa-
rizes the dynamics of the chemotaxis network including
phosphorylation of CheYp by CheA, modulation of CheA
activity by the receptor, and receptor-activity modula-
tion via receptor-ligand binding and receptor methyla-
tion and demethylation [40], in a linear regime.
Following [31], we use for k(t) the clockwise-bias ker-
nel as measured on tethered bacteria [29, 30]. (Although
this is not fully rigorous, determining the actual rate
kernel [30] would require additional assumptions, and
tends to result in similar kernel shapes [not shown]).
For ease of use in the simulations, we fit the kernel to
k(t) = be−at(t − (a/2)t2) where the data in [29] yield
b = A× 2.91 and a = 2.05/s. The sensitivity A = 200/s
controls the degree of tumbling rate modulation; we ob-
tain a range of roughly 0 < α(t) . 3α0 similar to what
is reported in [29].
Importantly, the kernel k has the property of perfect
adaptation
∫∞
0
k(t)dt = 0, which implies, among other
advantages, that it is insensitive to the constant back-
ground concentration level. As the kernel shape suggests
(Fig. S9A), the output is a smoothed finite-time deriva-
tive of the input. Here, we do not attempt to derive a
globally optimal shape, but start with the observation
that the kernel is adaptive, and ask how the optimal
speed of the kernel depends on the noise. We do this
by comparing rescaled kernels kν(t) = ν
2k(νt) of vary-
ing response speed ν. With the chosen amplitude scaling,∫
kν(t−t′)`(t′)dt′ →
∫ |k(t)|dt× ˙`(t) as ν →∞, i.e. in this
limit the kernel acts as the instantaneous input deriva-
tive.
Simulated E. coli bacteria chemotax in a L×L concen-
tration field with periodic boundary conditions of size
L = 400µm, with concentrations given by a sinusoidal
egg-crate function c(x, y) = 1 + cos(2pix/L) cos(2piy/L)
(c is unit-less; see Fig. S9B). The signal s(t) is the ligand
concentration: s(t) = c[~r(t)]. In this parameter regime,
the resulting input signal is not oscillatory: the corre-
lation function decays monotonically (but not exponen-
tially, not shown).
To appreciate the role of input noise, we compare the
case without noise in the input signal, with the sce-
nario where due to a low concentration of ligand, the
noise is dominated by the input noise, and the intrinsic
noise can be neglected, as in our theory. For the lat-
ter case, we now determine a reasonable noise strength.
The input signal of the chemotaxis system is the ac-
tivity A ∝ ` of the receptor molecules that bind the
ligand. Input noise arises from receptor-ligand bind-
ing and/or the conformational dynamics of the recep-
tor molecules. Since we disregard intrinsic noise, only
the relative noise strength matters, as well as its correla-
tion time, as discussed previously. If there are a total of
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Figure S10. Chemotaxis in an egg-crate potential. Average
concentration c¯ at noise θ = 0 (A-C) and at noise θ = 2 (D-
F). The slow kernel k1/2 (A,D) has a low performance due
to a lack of response speed, but is robust to noise. The fast
kernel k3 (C,F) shows the highest localization, even though it
is strongly affected by noise. The wild-type kernel k1 (B,E)
shows intermediate behavior.
RT independent receptor units that switch between an
active and an inactive state, then the relative variance
σ2A/〈A〉2 = RT p(1 − p)/(RT p)2 ' (RT p)−1, where p is
the (small) average activity of a receptor unit. With a
dissociation constant of KD ' 0.1 − 1µM [41], a con-
centration c ' 1nM yields a receptor occupancy (and
we assume, activity) of p ≈ 0.001 − 0.01. We assume
that RT is given by the number of receptor-CheA com-
plexes, yielding RT ≈ 1000 [42]. Moreover, we assume
that the correlation time is given by that of receptor-
ligand binding, τA = 1/(konc + koff), where kon and
koff are the receptor-ligand association and dissociation
rates, respectively. These assumptions most likely give
a lower bound on the noise, because cooperative interac-
tions between receptors [43] and diffusion of ligand [44]
introduce spatio-temporal correlations between the re-
ceptors. With a dissociation constant KD = 0.1µM and
an association rate of kon = 10
9M−1s−1 [45], the disso-
ciation rate is koff ≈ 100s−1, which yields a correlation
time τA ≈ 10ms. We then arrive at an integrated noise
strength relative to the signal of σ2AτA/〈A〉2 ≈ 1− 10ms.
The effect of noise on the network output is determined
by the relative integrated noise strength τAσ
2
A/〈A〉2. In
our simulations, we use a time step of dt = 2ms; to repli-
cate the noise strength we thus generate the network in-
put ` = s + ξ by adding to the signal at each time step
an independent Gaussian random number ξ of relative
variance θ2 ≡ σ2ξ/〈s〉2 = (τA/dt)/(pRT ) ≈ 0.5 − 5. As a
representative relative noise we have finally chosen θ = 2.
The simulation proceeds by random reorientation fol-
lowed by Euler forward integration of Eq. S48 during
run phases, and simultaneously, updates of the path-
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Figure S11. Coarse-grained local velocity vδt in µm/s with
time-step δt = 4s. As in Fig. S10, noise levels are θ = 0 (A-
C), θ = 2 (D-F), and kernel speeds are ν = 1/2 (A,D), ν = 1
(B,E) and ν = 3 (C,F), respectively.
way output x(t) during run and tumble phases. Tum-
ble/restart events are generated via the procedure de-
scribed in Ref. [46]. Fig.S9C shows an example trajectory
segment.
As a result of the chemotactic mechanism, the simu-
lated bacteria move on average towards regions of higher
input concentration, as indicated by the long-term av-
erage concentration c¯ = 〈s〉, which exceeds the random
value, c¯ = 1, see Fig. S10.
Coarse-grained description as biased diffusion
The stationary distribution does not show the speed
at which the concentration maxima are approached by
the bacteria. To measure the speed, we calculated the
average, coarse-grained chemotactic speed on the time
scale δt as
~vδt(~r) = 〈~r(t+ δt)− ~r(t)〉~r/δt, (S50)
where the subscript indicates that the average is taken
over trajectories that pass through ~r at t. Generally
speaking, the choice of mesoscopic time scale δt affects
the measured chemotactic speeds when δt is smaller than
than a typical run length; however too large δt will in-
clude effects from the curvature of the underlying con-
centration field. We chose δt = 4s as a reasonable com-
promise; results from 2s to 8s are similar.
This vector field is shown in Fig. S11. Clearly, at θ = 0,
the mean speed increases as the kernel integration time
decreases; however at finite noise θ = 2, there is a speed
optimum for the wildtype-speed kernel in panel (E). The
average uphill speed, defined as the average projection of
vδt in the direction of the positive concentration gradient,
v¯δt =
〈~vδt(~r) · ∇c(~r)
‖∇c(~r)‖
〉
, (S51)
shown in the insets, confirms this observation.
The question arises why localization efficiency at high
noise stays high for the fast kernel k3 (Fig. S10), while
the drift speed towards the maxima actually decreases.
This can be understood by considering that both the
chemotactic speed and the localization are affected by
the typical run length. Namely, if runs become shorter,
the chemotactic speed decreases because random reorien-
tations occur more often. At the same time, with shorter
runs, smaller features of the concentration field can be
resolved, increasing the potential for good localization.
Indeed we find that unfiltered noise θ = 2 induces many
tumbles for the fast kernel k3, decreasing the mean run
length to 0.55s, whereas in all other conditions, the mean
run length remains close to the unperturbed value 1s.
Thus, short runs allow slow but in a static concentration
field eventually successful, chemotaxis.
Predictive information in chemotaxis
To chemotax, bacteria modulate the run lengths. Since
a tumbling rate bias at the current time comes into ef-
fect only at the next tumbling event, this means that the
current modulation of the tumbling rate should take into
account the future ligand concentration until the end of
the run, around α−10 = 1s in the future. In other words,
E. coli needs to predict future ligand concentration. To
elucidate what precise kind of predictive information is
most relevant for chemotaxis, and to relate it to chemo-
tactic performance, we measured predictive information
in our simulations.
Since E. coli reacts to its own predictions by tumbling,
correlating the current signaling output with the future
concentrations along its trajectory would include the
feedback loop between prediction and motile response.
To assess how reliably E. coli can predict the future con-
centration, we thus need to decouple the estimation of
the future concentration from the response to the esti-
mate, which is the tumble event. We do this by con-
structing virtual trajectories (shown as dotted lines in
Fig. S9C), which are obtained by prolonging a run for
a set amount of time after a tumble event. Along these
virtual runs we then compute the predictive information
between the output x(t) at a given point in time t, and
either the future signal s(t + τ) or the future change in
signal s(t + τ) − s(t). It is this predictive information
that allows E. coli to estimate the benefit of postponing
or advancing the next tumble event.
Fig. S12 shows two-dimensional histograms of output
x(t) and future input change sτ − s for various values of
the prediction interval τ . Without noise and for the fast
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Figure S12. Histograms of the predictive joint distribution p(x, sτ − s). Noise level θ = 0, 2 and speeds ν = 0.5, 1, 3, from top
to bottom; increasing prediction intervals τ , left to right. Response amplitude A = 200; predictive informations I = I[sτ − s, x]
as indicated.
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kernel k3, the diagonal shape at low τ indicates that the
finite-time derivative taken by the kernel, predicts the
future change with good accuracy; slower kernels show
this feature to a weaker extent. As τ increases, two ef-
fects are visible: expansion along the vertical axis, due
to the longer runs for larger τ ; and blurring of the di-
agonal, which results from the finite length scale of the
potential. (Since we consider virtual runs, tumbling does
not contribute to uncertainty about the future concentra-
tion.) At high noise, the diagonal is much weaker, and
the horizontal axis scale is higher; both of these effects
result from noise adding large random contributions to
the output. The effect is particularly strong for the fast
kernel.
From histograms as in Fig. S12 we estimated mutual
information by taking the sum over bins at index i, j
IMN =
N,N∑
i,j=1
h(i, j) log[h(i, j)/h(i)h(j)] (S52)
where h denotes bin counts normalized by the total
sample number M , or row and columns counts, respec-
tively. Since this estimator is prone to bias, we used a
procedure [47] of subsampling the data to various M ,
and linearly extrapolating the data points (1/M, IMN ) to
1/M → 0. Error bars were derived from this extrapola-
tion. We verified that the resulting estimate was consis-
tent for a range of bin numbers N .
The resulting predictive information values as a func-
tion of the prediction interval τ are shown in Fig. 4 in the
main text, where the predicted variable is the future con-
centration change. In Fig. S13 we show the correspond-
ing result for the predictive information I[x, sτ ] between
the current output x(t) and the future input signal it-
self, s(t + τ) (rather than the change s(t + τ) − s(t)).
Clearly the predictive information about the future sig-
nal value does not correlate with chemotactic efficiency.
The results of Figs. 4 and S13 together show that the
search strategy of E. coli is based on predicting the fu-
ture change in the signal, rather than the signal itself.
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Figure S13. Predictive power I[x, sτ ] between x(t) and s(t+τ)
vs. forecast interval τ for the original E. coli kernel with ν = 1,
for a faster kernel with ν = 3 and a slower kernel with ν = 0.5,
for two different noise levels.
