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Abstract
We study the variety of Poisson structures and compute Poisson cohomology for
two families of Fano threefolds - smooth cubic threefolds and the del Pezzo quintic
threefold. Along the way we reobtain by a different method earlier results of Loray,
Pereira and Touzet in the special case we are considering.
0 Introduction.
A Poisson structure on a smooth algebraic variety X is given by a bivector field ω ∈
H0(X,∧2TX), which satisfies the condition
[ω, ω] = 0, (⋆)
where [ , ] denotes the Schouten bracket.
It is natural to consider the variety of Poisson structures P on X , which is the subvariety
in P(H0(X,∧2TX)) given by the equations (⋆).
Given any point ω ∈ P, one defines Poisson cohomology H⋆Poisson(X,ω) of X with respect
to ω [9].
Explicit computation of Poisson cohomology for various algebraic varieties is of interest
(see [3]). In [3] Wei Hong and Ping Xu computed Poisson cohomology of del Pezzo surfaces.
The condition (⋆) is automatically satisfied in that case for dimension reasons. This is not
the case for Fano threefolds.
Poisson Fano threefolds with Picard number 1 were classified in [10] and [11]. They are
exactly the following (see [10], [11]):
• the projective space P3,
• the quadric Q ⊂ P4,
• a sextic hypersurface X ⊂ P(1, 1, 1, 2, 3),
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• a quartic hypersurface X ⊂ P(1, 1, 1, 1, 2),
• a cubic hypersurface X ⊂ P4,
• a complete intersection of two quadrics in P5,
• the del Pezzo quintic threefold X ⊂ P6,
• the Mukai-Umemura threefold.
In each case Loray, Pereira and Touzet described the dimensions of the irreducible com-
ponents of the variety of Poisson structures, described their smoothness and some other
properties (see [10], [11]).
In this note we consider (from a different viewpoint) two families of Poisson Fano three-
folds from the above list: cubic threefolds and the del Pezzo quintic threefold. For each of
them we describe explicitly the variety of Poisson structures (thus reobtaining the results of
[10], [11] in a special case) and compute Poisson cohomology.
Our main results are the following. For the explicit computations of matrices Aω, Bω
and Cω we refer the reader to sections 2.3 and 3.2.
Theorem 1 (Loray, Pereira, Touzet, [10], [11]). Let X be a smooth cubic threefold.
Then the variety of Poisson structures P ⊂ P(H0(X,∧2TX)) on X is the Grassmannian
G(2, 5) of lines in P4 and P ⊂ P(H0(X,∧2TX)) is the Plu¨cker embedding.
Theorem 2. Let X be a smooth cubic threefold and ω ∈ P ⊂ P(H0(X,∧2TX)) a Poisson
structure on X. Then the dimensions of the Poisson cohomology groups are as follows:
• dim(H0Poisson(X,ω)) = 1,
• dim(H1Poisson(X,ω)) = 0,
• dim(H2Poisson(X,ω)) = 20− rk(Cω),
• dim(H3Poisson(X,ω)) = 15− rk(Cω).
Theorem 3 (Loray, Pereira, Touzet, [10], [11]). Let X be the (smooth) del Pezzo
quintic threefold. Then the variety of Poisson structures P ⊂ P(H0(X,∧2TX)) on X is the
disjoint union of the Grassmannian G(2, 7) of lines in P6 (embedded into P(H0(X,∧2TX))
by the Plu¨cker embedding) and a smooth conic. The plane spanned by the conic does not
intersect the Grassmannian.
Theorem 4. Let X be the (smooth) del Pezzo quintic threefold and ω ∈ P ⊂ P(H0(X,∧2TX))
a Poisson structure on X. Then the dimensions of the Poisson cohomology groups are as
follows:
• dim(H0Poisson(X,ω)) = 1,
2
• dim(H1Poisson(X,ω)) = 3− rk(Aω),
• dim(H2Poisson(X,ω)) = 21− rk(Aω)− rk(Bω),
• dim(H3Poisson(X,ω)) = 23− rk(Bω).
The identification of the irreducible components of the varieties of Poisson structures
with Grassmannians was proved in greater generality in [10], [11]. In the cases we are con-
sidering we reobtain these results with a different method. Thus Theorem 1 and Theorem
3 is entirely a result of Loray, Pereira and Touzet. Note that in the case of the del Pezzo
quintic threefold the curve component is shown to be smooth and rational in [10], [11]. The
fact that it is a conic was not mentioned explicitely there, but Loray, Pereira and Touzet
knew it thanks to the joint work of Jorge Pereira and Carlo Perrone [15]. We thank Jorge
Pereira for the last comment as well as for the following Remark.
Remark. Still, note that the arguments of [10], [11] do not shed light on the scheme
structure of the space of Poisson structures.
The key ingredient of our computation of Poisson cohomology for cubics and the del
Pezzo quintic threefold is the same as in [3] - the spectral sequence of Laurent-Gengoux,
Stie´non and Xu [8].
We work over k = C throughout.
1 Schouten bracket.
The Schouten bracket on a smooth algebraic variety X gives a way to extend the structure of
a Lie algebra on vector fields on X to the structure of a graded Lie algebra on all multivector
fields on X .
A convenient local definition of the Schouten bracket is given in a preprint by Bondal [1]:
Definition (Bondal, [1]). Let A, B be multivector fields on X of degrees n and m
respectively. Then their Schouten bracket [A,B] is a multivector field of degree n +m − 1
such that for any (n+m− 1)−form ω we have
[A,B](ω) = (−1)m(n−1)A(dB(ω)) + (−1)nB(dA(ω))−AB(dω).
When dim(X) = 3, one can use the isomorphism of vector bundles ∧2TX ∼= Ω
1
X(−KX)
and reformulate this definition as follows.
Proposition 1. Assume that X is a smooth projective algebraic threefold. Let ωA, ωB ∈
H0(X,Ω1X(−KX)) be the forms corresponding to bivector fields A,B ∈ H
0(X,∧2TX) under
the isomorphism ∧2TX ∼= Ω
1
X(−KX). Then the Schouten bracket [ωA, ωB] is equal to
[ωA, ωB] =
1
V ol
· (ωA ∧ dωB + dωA ∧ ωB) .
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Note that in this case the Schouten bracket
[ , ] : H0(X,∧2TX)×H
0(X,∧2TX)→ H
0(X,∧3TX) ∼= H
0(X,−KX)
has its image in the space of global sections of the anticanonical line bundle −KX , and the
division by V ol in the formula above signifies the isomorphism Ω3X
∼= KX . In other words,
if dim(X) = 3, then in terms of forms the Schouten bracket
[ , ] : H0(X,Ω1X(−KX))×H
0(X,Ω1X(−KX))→ H
0(X,−KX)
is the composition of the exterior derivatives and the exterior product:
H0(X,Ω1X(−KX))×H
0(X,Ω1X(−KX))
1×d+d×1
−−−−−→ [H0(X,Ω1X(−KX))×H
0(X,Ω2X(−KX))]⊕
[H0(X,Ω2X(−KX))×H
0(X,Ω1X(−KX))]
∧
−→ H0(X,Ω3X(−2KX))
∼= H0(X,−KX).
Proof: This follows from Bondal’s definition by a local computation.
Let x1, x2, x3 be local coordinates onX . As an element ofH
0(X,∧2TX), ωA maps dxi∧dxj
to 1
V ol
· ωA ∧ dxi ∧ dxj , where V ol = dx1 ∧ dx2 ∧ dx3.
Hence
[A,B](dx1∧dx2∧dx3) = A
(
d
1
V ol
(ωB ∧ dx1 ∧ dx2) ∧ dx3 − d
1
V ol
(ωB ∧ dx1 ∧ dx3) ∧ dx2+
+d
1
V ol
(ωB ∧ dx2 ∧ dx3) ∧ dx1
)
+ (A↔ B) =
=
1
V ol
· ωA ∧ [dc1 ∧ dx1 + dc2 ∧ dx2 + dc3 ∧ dx3] + (A↔ B),
where ci are such that ωB =
∑3
i=1 ci · dxi.
This expression is exactly equal to
1
V ol
ωA ∧ dωB + (A↔ B).
QED
IfX is a Fano threefold of index 2 (the only case we are considering), then KX ∼= OX(−2).
In this case, the Schouten bracket is a bilinear map
[ , ] : H0(X,Ω1X(2))×H
0(X,Ω1X(2))→ H
0(X,OX(2)).
From now on X will always denote a smooth Fano threefold of index 2. We will always
identify H0(X,∧2TX) and H
0(X,Ω1X(2)) (as well as H
0(X,−KX) and H
0(X,O(2))) by the
isomorphism ∧2TX ∼= Ω
1
X(−KX).
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2 Cubic threefolds.
LetX ⊂ P4 be a smooth cubic threefold. Let us denote by Z0, Z1, Z2, Z3, Z4 the homogeneous
coordinates in P4 and by
F = F (Z0, Z1, Z2, Z3, Z4) = 0
the equation of X .
2.1 Cohomology computations.
In order to describe the variety of Poisson structures on X and compute Poisson cohomology
of X , we need to find handy descriptions for the spaces of multivector fields H0(X,∧jTX)
on X as well as to compute (or check the vanishing) of the higher cohomology groups
H i(X,∧jTX), i ≥ 1. This is the subject of the present subsection. The methods we are using
are standard and the results are well-known.
Lemma 1. Let X ⊂ P4 be a smooth cubic threefold. Then
(a) H0(X,OX) = k, H
i(X,OX) = 0 for any i ≥ 1,
(b) H i(X, TX) = 0 for any i 6= 1,
(c) H1(X, TX) is a 10-dimensional vector space, which can be identified with the cokernel
of the homomorphism
H0(P4,O)⊕H0(P4,O(1))⊕5 → H0(P4,O(3)), (a, (b0, b1, b2, b3, b4)) 7→ aF +
4∑
i=0
bi
∂F
∂Zi
,
(d) H i(X,∧2TX) = 0 for any i ≥ 1,
(e) H0(X,∧2TX) is a 10-dimensional vector space, which can be identified with the kernel
of the (surjective) homomorphism
H0(P4,O(1))⊕5 → H0(P4,O(2)), (a0, a1, a2, a3, a4) 7→
4∑
i=0
aiZi,
(f) H i(X,∧3TX) = 0 for any i ≥ 1,
(g) H0(X,∧3TX) ∼= H
0(P4,O(2)) has dimension 15.
Proof:
(a) The short exact sequence of sheaves on P4
0→ O(−3)→ O → OX → 0 (1)
gives the long exact sequence of cohomology groups
0→ H0(P4,O(−3))→ H0(P4, O)→ H0(X,OX)→ H
1(P4,O(−3))→ . . .
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Since H i(P4,O(−3)) = 0 for any i ∈ Z, we obtain the isomorphisms
H i(P4, O) ∼= H i(X,OX), i ∈ Z.
Since H i(P4,O) = 0 for any i ≥ 1, we conclude.
(b)(c) Multiplying the exact sequence (1) by O(d), d ∈ Z, we get
0→ O(d− 3)→ O(d)→ OX(d)→ 0. (2)
Since H i(P4,O(d)) = 0 for 0 < i < 4, d ∈ Z and for i = 4, d ≥ −4, the long exact
sequence of cohomology groups implies that
H i(X,OX(d)) = 0 for 0 < i < 3, d ∈ Z,
H3(X,OX(d)) = 0 for d ≥ −1,
H4(X,OX(d)) = 0 for d ≥ −4.
Moreover, we get the short exact sequences
0→ H0(P4,O(d− 3))→ H0(P4,O(d))→ H0(X,OX(d))→ 0, (3)
which compute the spaces of global sections of line bundles OX(d) on X in terms of those
on P4.
In particular, for d ≤ 2 we get isomorphisms
H0(P4,O(d)) ∼= H0(X,OX(d)).
Let j : X →֒ P4 denote the embedding. Consider the normal bundle sequence on X
0→ TX → j
⋆TP4 → OX(3)→ 0 (4)
and the pullback to X of the Euler exact sequence on P4
0→ OX → OX(1)
⊕5 → j⋆TP4 → 0. (5)
Since H i(X,OX(d)) = 0 for any i ≥ 1 and any d ≥ 0, we conclude that
H i(X, j⋆TP4) = 0 for any i ≥ 1.
It is shown in [7] that H0(X, TX) = 0. Then the long exact sequence of cohomology
groups of (4) gives that
H i(X, TX) = 0, i ≥ 2
and also the short exact sequence
0→ H0(X, j⋆TP4)→ H
0(X,O(3))→ H1(X, TX)→ 0. (6)
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The space of global sections of j⋆TP4 on X can be computed from (5) as follows:
0→ H0(X,OX)→ H
0(X,OX(1))
⊕5 → H0(X, j⋆TP4)→ 0.
Since H0(X,OX) = H
0(P4,O) and H0(X,OX(1)) ∼= H
0(P4,O(1)), using Euler’s exact
sequence again we conclude that
H0(X, j⋆TP4) ∼= H
0(P4, TP4)
is the cokernel of the following homomorphism of vector spaces
H0(P4,O)→ H0(P4,O(1))⊕5, 1 7→ (Z0, Z1, Z2, Z3, Z4).
The long exact sequence of (3) computes H0(X,OX(3)) as follows:
0→ H0(P4,O)→ H0(P4,O(3))→ H0(X,OX(3))→ 0.
The homomorphism H0(X, j⋆TP4)→ H
0(X,OX(3)) lifts to
H0(P4,O(1))⊕5 → H0(P4,O(3)), (a0, a1, a2, a3, a4) 7→
4∑
i=0
ai ·
∂F
∂Zi
.
Indeed, the element of H0(X, j⋆TP4) corresponding to (a0, a1, a2, a3, a4) ∈ H
0(P4,O(1))⊕5
is the vector field
∑4
i=0 ai ·
∂
∂Zi
|X . Its image in H
0(X,OX(3)) is the corresponding section of
the normal bundle NX/P4 ∼= OX(3) to X in P
4.
This proves part (c).
(d)(e) Take the dual of the normal bundle sequence (4):
0→ O(−3)→ j⋆Ω1
P4
→ Ω1X → 0. (7)
The long exact sequence of cohomology groups of (2) implies that H0(X,OX(d)) = 0 for
d ≤ −1. Note that H i(X,OX(−1)) = 0 for any i ∈ Z. Hence (7) gives (after multiplying by
O(2) and taking cohomology)
H i(X, j⋆Ω1
P4
(2)) ∼= H i(X,Ω1X(2)) for any i ∈ Z.
Taking the dual of the short exact sequence (5) and multiplying the result by O(2), we
find
0→ j⋆Ω1
P4
(2)→ OX(1)
⊕5 → OX(2)→ 0. (8)
Since H i(X,OX(1)) = H
i(X,OX(2)) = 0, i ≥ 1, this implies immediately that
H i(X, j⋆Ω1
P4
(2)) = 0, i ≥ 2.
Moreover, by taking cohomology in (8) we obtain an exact sequence
0→ H0(X, j⋆Ω1
P4
(2))→ H0(X,OX(1))
⊕5 → H0(X,OX(2))→ H
1(X, j⋆Ω1
P4
(2))→ 0.
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The homomorphism in the middle can be identified with
H0(P4,O(1))⊕5 → H0(P4,O(2)), (a0, a1, a2, a3, a4) 7→
4∑
i=0
aiZi.
It is clearly surjective. Hence H1(X, j⋆Ω1
P4
(2)) = 0.
This gives the vanishing H i(X,∧2TX) ∼= H
i(X,Ω1X(2))
∼= H i(X, j⋆Ω1
P4
(2)) = 0 for any
i ≥ 1 as well as the description of H0(X,∧2TX) in part (e).
(f)(g) Note that ∧3TX ∼= (Ω
3
X)
∨ ∼= O(−KX) ∼= OX(2) since X has index 2.
Hence H i(X,∧3TX) ∼= H
i(X,OX(2)) ∼= H
i(P4,O(2)) for any i ∈ Z. QED
Corollary 1. Let X be a smooth cubic threefold. Then H0(X,∧2TX) can be identified
(as a vector space) with so(5), which is the Lie algebra of skew-symmetric 5× 5 matrices.
As a basis of H0(X,∧2TX) ∼= H
0(X,Ω1X(2)) one can take 1-forms
ǫij = ZjdZi − ZidZj, i < j.
Proof: In Lemma 1(e) we described H0(X,∧2TX) ∼= H
0(X,Ω1X(2)) as the kernel of the
homomorphism
H0(P4,O(1))⊕5 → H0(P4,O(2)), (a0, a1, a2, a3, a4) 7→
4∑
i=0
ai · Zi.
As a basis of this kernel one can take sequences of the form
ǫij = (0, · · · , Zj, · · · ,−Zi, · · · , 0), i < j,
where we have Zj in the i-th position, −Zi in the j-th position and 0 in the remaining
positions.
Then an arbitrary element of the kernel will have the form
∑
0≤i<j≤4 βij · ǫij , where
(βij) ∈ so(5).
A sequence (a0, a1, a2, a3, a4) ∈ H
0(P4,O(1))⊕5 such that
∑4
i=0 ai ·Zi = 0 corresponds to
the form
∑4
i=0 ai · dZi on X . Hence ǫij are exactly the forms ZjdZi − ZidZj. QED
More invariantly, this leads to an identificationH0(X,∧2TX) ∼= ∧
2V , where V = H0(P4,O(1))
is the 5-dimensional vector space such that X ⊂ P(V ) is the vanishing locus of F ∈ Sym3V .
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We will see later (and this was shown earlier by Loray, Pereira, Touzet, [10], [11]) that
the variety of Poisson structures P on any smooth cubic threefold X does not depend on
the holomorphic structure of X and as a projective variety P ⊂ P(H0(X,∧2TX)) ∼= P(∧
2V )
is isomorphic to the Grassmannian G(2, V ) of lines in P(V ). Moreover, P ⊂ P(∧2V ) is the
Plu¨cker embedding.
2.2 Variety of Poisson structures.
In order to describe equations [ω, ω] = 0 defining the variety of Poisson structures P ⊂
P(H0(X,∧2TX)) ∼= P(so(5)), we need to compute the Schouten bracket. Since it is bilinear,
it is sufficient to compute numbers
Cijkl =
1
2
· [ǫij , ǫkl],
where ǫij = ZjdZi−ZidZj, i < j are elements of the basis of H
0(X,∧2TX) from Corollary 1.
Note that Cijkl ∈ H
0(X,OX(2)) ∼= H
0(P4,O(2)).
Lemma 2. Cijkl is totally antisymmetric with respect to its indices. It is completely
determined by the following values:
C0123 =
∂F
∂Z4
, C0124 = −
∂F
∂Z3
, C0134 =
∂F
∂Z2
, C0234 = −
∂F
∂Z1
, C1234 =
∂F
∂Z0
.
Proof: It is enough to work locally assuming, for example, that Z0 = 1. Let us denote by
X1 =
Z1
Z0
, X2 =
Z2
Z0
, X3 =
Z3
Z0
, X4 =
Z4
Z0
the remaining affine coordinates and by
f(X1, X2, X3, X4) =
F (Z0, Z1, Z2, Z3, Z4)
Z30
the restriction of the cubic form F defining X ⊂ P5. Since X is smooth, without loss of
generality we can assume that ∂f
∂X4
6= 0.
Then by Proposition 1 we have
Cijkl =
1/2
V ol
· ((XjdXi −XidXj) ∧ (dXl ∧ dXk − dXk ∧ dXl)+
+(dXj ∧ dXi − dXi ∧ dXj) ∧ (XldXk −XkdXl)) =
=
1
V ol
· (Xi · dXj ∧ dXk ∧ dXl −Xj · dXi ∧ dXk ∧ dXl +Xk · dXi ∧ dXj ∧ dXl−
−Xl · dXi ∧ dXj ∧ dXk) .
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The fact that Cijkl is totally antisymmetric is now evident. Hence it is enough to compute
Cijkl assuming that i < j < k < l.
Note that by the adjunction formula we can take
V ol =
dX1 ∧ dX2 ∧ dX3
∂f/∂X4
.
If i = 0, then
Cijkl =
dXj ∧ dXk ∧ dXl
V ol
.
Hence
C0123 =
∂f
∂X4
, C0124 =
∂X4
∂X3
·
∂f
∂X4
= −
∂f
∂X3
, C0134 = −
∂X4
∂X2
·
∂f
∂X4
=
∂f
∂X2
,
C0234 =
∂X4
∂X1
·
∂f
∂X4
= −
∂f
∂X1
.
Finally,
C1234 =
∂f
∂X4
·
1
dX1 ∧ dX2 ∧ dX3
· (X1 · dX2 ∧ dX3 ∧ dX4 −X2 · dX1 ∧ dX3 ∧ dX4+
+X3 · dX1 ∧ dX2 ∧ dX4 −X4 · dX1 ∧ dX2 ∧ dX3) =
=
∂f
∂X4
·
(
X1 ·
∂X4
∂X1
+X2 ·
∂X4
∂X2
+X3 ·
∂X4
∂X3
−X4
)
= −
4∑
i=1
Xi ·
∂f
∂Xi
=
∂F
∂Z0
.
QED
Now let ω =
∑
i<j aij ·ǫij be a point of P(H
0(X,∧2TX)) ∼= P(so(5)) with coordinates (aij).
Then
[ω, ω] =
∑
i<j
∑
k<l
aijakl · [ǫij , ǫkl] = 4
∑
i<j<k<l
αijkl · Cijkl,
where αijkl = aijakl − aikajl + ailajk.
Theorem 1 (Loray, Pereira, Touzet, [10], [11]). Let X ⊂ P4 be a smooth cubic
threefold. Then the variety of Poisson structures P ⊂ P(so(5)) on X is isomorphic to the
Grassmannian G(2, 5) of lines in P4 embedded into P(so(5)) ∼= P(∧2k⊕5) via the Plu¨cker
embedding.
Proof: It follows from Lemma 2 that
1
4
[ω, ω] = α1234 ·
∂F
∂Z0
− α0234 ·
∂F
∂Z1
+ α0134 ·
∂F
∂Z2
− α0124 ·
∂F
∂Z3
+ α0123 ·
∂F
∂Z4
.
Since X ⊂ P4 is smooth (and char(C) = 0), this expression is 0 as an element of
H0(X,OX(2)) ∼= H
0(P4,O(2)) if and only if αijkl = 0 for any i < j < k < l.
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Hence P ⊂ P(so(5)) is the intersection of the following 5 quadrics:
α0123, α0124, α0134, α0234, α1234.
These are exactly the Plu¨cker quadrics defining G(2, 5) ⊂ P9. QED
As we mentioned in the introduction, this theorem was proved earlier by Loray, Pereira,
Touzet (see [10]) more generally by a different method.
2.3 Poisson cohomology.
Let us compute Poisson cohomology of X ⊂ P4 for any Poisson structure ω ∈ P.
According to [8], Corollary 4.26, Poisson cohomology is equal to the total cohomology of
the following double complex Ω⋆,⋆:
· · · · · · · · ·x
x
x
Ω0,0(X,∧2TX)
∂¯
−−−→ Ω0,1(X,∧2TX)
∂¯
−−−→ Ω0,2(X,∧2TX)
∂¯
−−−→ · · ·xdω xdω xdω
Ω0,0(X, TX)
∂¯
−−−→ Ω0,1(X, TX)
∂¯
−−−→ Ω0,2(X, TX)
∂¯
−−−→ · · ·xdω
xdω
xdω
Ω0,0(X,OX)
∂¯
−−−→ Ω0,1(X,OX)
∂¯
−−−→ Ω0,2(X,OX)
∂¯
−−−→ · · ·
Here the vertical maps dω : ∧
iTX → ∧
i+1TX are given by the Schouten bracket with ω:
dω(ν) =
1
2
[ω, ν].
Hence Poisson cohomology H⋆Poisson(X,ω) is computed by the spectral sequence of this
double complex:
Ep,q2 =
vHphH
q
(Ω⋆,⋆)⇒ Hp+qPoisson(X,ω).
The cohomology groups of horizontal complexes in the double complex Ω⋆,⋆ are exactly
the cohomology groups of sheaves of multivector fields on X .
Hence from Lemma 1 it follows that hHq(Ωp,⋆) has the following shape:
0 0 0
H0(X,OX(2)) 0 0
↑ dω
H0(X,∧2TX) 0 0
0 H1(X, TX) 0
H0(X,OX) 0 0
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The matrix Cω of the linear map
dω : so(5) ∼= H
0(X,∧2TX)→ H
0(X,OX(2)) ∼= H
0(P4,O(2))
can be computed explicitly. This is done in the next Proposition 2.
Proposition 2. Let ω =
∑
i<j aij · ǫij ∈ P. Then the images of the basis elements
ǫkl ∈ so(5) under dω are as follows:
dω(ǫ01) = a23
∂F
∂Z4
− a24
∂F
∂Z3
+ a34
∂F
∂Z2
, dω(ǫ02) = −a13
∂F
∂Z4
+ a14
∂F
∂Z3
− a34
∂F
∂Z1
,
dω(ǫ03) = a12
∂F
∂Z4
− a14
∂F
∂Z2
+ a24
∂F
∂Z1
, dω(ǫ04) = −a12
∂F
∂Z3
+ a13
∂F
∂Z2
− a23
∂F
∂Z1
,
dω(ǫ12) = a03
∂F
∂Z4
− a04
∂F
∂Z3
+ a34
∂F
∂Z0
, dω(ǫ13) = −a02
∂F
∂Z4
+ a04
∂F
∂Z2
− a24
∂F
∂Z0
,
dω(ǫ14) = a02
∂F
∂Z3
− a03
∂F
∂Z2
+ a23
∂F
∂Z0
, dω(ǫ23) = a01
∂F
∂Z4
− a04
∂F
∂Z1
+ a14
∂F
∂Z0
,
dω(ǫ24) = −a01
∂F
∂Z3
+ a03
∂F
∂Z1
− a13
∂F
∂Z0
, dω(ǫ34) = a01
∂F
∂Z2
− a02
∂F
∂Z1
+ a12
∂F
∂Z0
.
Proof: [ω, ǫkl] =
∑
i<j aij · [ǫij , ǫkl] = 2 ·
∑
i<j aij · Cijkl.
In particular,
1
2
[ω, ǫ01] = a23C0123 + a24C0124 + a34C0134,
1
2
[ω, ǫ02] = −a13C0123 − a14C0124 + a34C0234,
1
2
[ω, ǫ03] = a12C0123 − a14C0134 − a24C0234,
1
2
[ω, ǫ04] = a12C0124 + a13C0134 + a23C0234,
1
2
[ω, ǫ12] = a03C0123 + a04C0124 + a34C1234,
1
2
[ω, ǫ13] = −a02C0123 + a04C0134 − a24C1234,
1
2
[ω, ǫ14] = −a02C0124 − a03C0134 + a23C1234,
1
2
[ω, ǫ23] = a01C0123 + a04C0234 + a14C1234,
1
2
[ω, ǫ24] = a01C0124 − a03C0234 − a13C1234,
1
2
[ω, ǫ34] = a01C0134 + a02C0234 + a12C1234.
Now one uses Lemma 2. QED
Hence the second sheet E⋆,⋆2 of the Laurent-Gengoux-Stie´non-Xu spectral sequence has
the following shape:
0 0 0
coker(dω) 0 0
ker(dω) 0 0
0 H1(X, TX) 0
k 0 0
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Since all the differentials vanish, we have
Ep,q∞ = E
p,q
2 .
This proves the following result.
Theorem 2. Let X ⊂ P4 be a smooth cubic threefold and ω ∈ P ⊂ P(H0(X,∧2TX)) a
Poisson structure on X. Then
• H0Poisson(X,ω)
∼= H0(X,OX) = k,
• H1Poisson(X,ω) = 0,
• H2Poisson(X,ω) is an extension of ker(dω) by H
1(X, TX),
• H3Poisson(X,ω)
∼= coker(dω).
In particular,
dim(H2Poisson(X,ω)) = dim(ker(dω)) + dim(H
1(X, TX)) = 10− rk(Cω) + 10 = 20− rk(Cω)
and
dim(H3Poisson(X,ω)) = 15− rk(Cω).
3 Del Pezzo quintic threefold.
Let X be the (smooth) del Pezzo quintic threefold. For the standard properties of X (as well
as for Fano varieties in general) we refer the reader to [4] or papers of Iskovskikh, Mukai,...
The most important for us description of X is given as a general codimension 3 linear
section of the Grassmannian G(2, 5) ⊂ P9 of lines in P4 in its Plu¨cker embedding.
Remark. In what follows we use essentially the same approach (via cohomology and
spaces of global sections of vector bundles) as in Section 2 in order to work with Poisson
structures on X . For this the description of X as a linear section of the Grassmannian is
essential. Alternatively, one can use the fact that X is a compactification of C3. This allows
one to work on C3 instead of X (provided that one keeps track of which (bi)vector fields
extend to the whole of X). Indeed, using, for example, [6], section 11 it is straightforward
to describe X in terms of equations in P6 and find explicitly a scroll (with one double line)
on X , whose complement is exactly C3.
Let us denote by Z0, Z1, Z2, Z3, Z4, Z5, Z6, Z7, Z8, Z9 the homogeneous coordinates on P
9.
ThenG(2, 5) ⊂ P9 is given by the intersection of the following quadrics (see [13], for example):
p1 = Z0Z7 − Z1Z5 + Z2Z4, p2 = Z0Z8 − Z1Z6 + Z3Z4, p3 = Z0Z9 − Z2Z6 + Z3Z5,
p4 = Z1Z9 − Z2Z8 + Z3Z7, p5 = Z4Z9 − Z8Z5 + Z6Z7.
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We will use the following hyperplanes in order to obtain X in the intersection with the
Grassmannian (see [6], section 11):
λ1 = Z0 + Z7, λ2 = Z4 + Z9, λ3 = Z1 + Z6.
(The further intersection with one of the coordinate hyperplanes gives the scroll men-
tioned in the Remark above, whose complement is C3.)
3.1 Cohomology computations.
Let G = G(2, 5) ⊂ P9 and Πi ⊂ P
9, i = 1, 2, 3 be the hyperplanes (given by the equations
λi = 0 as above). Let X0 = G, X1 = G∩Π1, X2 = G∩Π1∩Π2, X3 = G∩Π1∩Π2∩Π3 = X .
Then we have a chain of embeddings
X = X3 ⊂ X2 ⊂ X1 ⊂ X0 = G ⊂ P
9.
As in the case of cubic threefolds, we need to show vanishing of higher cohomology groups
and describe the spaces of global sections of sheaves of multivector fields on X .
Let S and Q denote the tautological (of rank 2) and the quotient (of rank 3) vector
bundles on G = G(2, 5).
We will use the exact sequence
0→ OXi(−1)→ OXi → OXi+1 → 0 (9)
on Xi, the tautological exact sequence
0→ S → O⊕5G → Q→ 0 (10)
on G and the conormal bundle sequence
0→ N∨X/G → Ω
1
G|X → Ω
1
X → 0 (11)
on X.
In order to compute cohomology of various vector bundles on G we will use general for-
mulas from [5] (section 3) and [2] (section 2.2). In the notation of [5] S⊥ = Q∨.
Note that TG ∼= S
∨ ⊗ Q, Ω1G
∼= S ⊗ Q∨, NG/P9 ∼= Q
∨(2) (see [12], section 5.4) and
NX/G ∼= ⊕
3
i=1OX(1).
In the next Lemma we collect some vanishing results for cohomology of certain vector
bundles on the Grassmannian G = G(2, 5). They all are consequences of the Borel-Weil-
Bott theorem (via the general formulas of Fonarev [2] and Kapranov [5]) and are well-known.
Lemma 3. Let G = G(2, 5). Then
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(a) H i(G,O(−d)) = 0 for any i ≥ 1, d ≤ 3,
(b) H i(G,Ω1G(2 − k)) = 0 for any i ≥ 1, k = 0, 1, 3, 4, H
i(G,Ω1G) = 0 for i 6= 1 and
H1(G,Ω1G)
∼= k,
(c) H0(G,Ω1G(d)) = 0 for d = −1, 0, 1,
(d) H0(G,Ω1G(2))
∼= k⊕45,
(e) H1(G,O(d)) = 0 for any d ∈ Z,
(f) H0(G,O(2)) ∼= k⊕50.
Proof: In the notation of [2] and [5] O(−d) = Σ−d,−dS∨ and Ω1G(d) = Σ
d,d−1S∨⊗Σ1,0,0S⊥.
(a) follows, for example, from [5], Lemma 3.2 and (b), (c), (e) follow from [2], section 2.2.
(d) According to [2], the dual of H0(G,Ω1G(2)) admits an irreducible representation of
GL(5) corresponding to the Young diagram . By the hook formula, its dimension is 45.
(f) According to [2], section 2.2, the dual of H0(G,O(2)) admits an irreducible repre-
sentation of GL(5) corresponding to the Young diagram . By the hook formula, its
dimension is 50. QED
The following observation will be also employed.
Remark. Let E be a vector bundle on G. Then the vanishing of H i(X, E) follows from
the vanishing of H i+k(G, E(−k)) for any k = 0, 1, 2, 3. Indeed, one multiplies (9) by E , takes
cohomology and applies induction.
Lemma 4. Let X be the (smooth) del Pezzo quintic threefold. Then
(a) H0(X,OX) = k, H
i(X,OX) = H
i(X,OX(1)) = 0 for any i ≥ 1,
(b) H0(X, TX) ∼= k
⊕3, H i(X, TX) = 0 for any i ≥ 1,
(c) H0(X,∧2TX) ∼= k
⊕21, H i(X,∧2TX) = 0 for any i ≥ 1,
(d) H0(X,−KX) ∼= k
⊕23, H i(X,−KX) = 0 for any i ≥ 1.
Proof: (a) This follows from the Remark above and Lemma 3(a).
(b) H i(X, TX) ∼= H
i(X,Ω2X(2)) = 0 for i ≥ 2 by the Kodaira Vanishing theorem.
H0(X, TX) ∼= k
⊕3 is well-known (see [14], for example).
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(c) Note that ∧2TX ∼= Ω
1
X(2).
Multiplying (11) by O(2) and taking cohomology, we obtain the short exact sequence
0→ H0(X,O(1))⊕3 → H0(X,Ω1G(2))→ H
0(X,Ω1X(2))→ 0 (12)
and isomorphisms
H i(X,Ω1G(2))
∼= H i(X,Ω1X(2)) for any i ≥ 1.
By the Remark above the vanishing of H i(X,Ω1G(2)), i ≥ 1 follows from the vanishing of
H i+k(G,Ω1G(2− k)) for any k = 0, 1, 2, 3 and any i ≥ 1. This follows from Lemma 3(b).
Moreover, by (12)
dim(H0(X,Ω1X(2))) = dim(H
0(X,Ω1G(2)))− 3dim(H
0(X,O(1))).
It follows from part (a) that dim(H0(X,O(1))) = dim(H0(G,O(1)))− 3 = 7. Let us com-
pute dim(H0(X,Ω1G(2))).
Taking cohomology of the short exact sequences
0→ Ω1G(1)|X2 → Ω
1
G(2)|X2 → Ω
1
G(2)|X → 0,
0→ Ω1G(1)|X1 → Ω
1
G(2)|X1 → Ω
1
G(2)|X2 → 0,
0→ Ω1G(1)→ Ω
1
G(2)→ Ω
1
G(2)|X1 → 0,
0→ Ω1G|X1 → Ω
1
G(1)|X1 → Ω
1
G(1)|X2 → 0,
0→ Ω1G → Ω
1
G(1)→ Ω
1
G(1)|X1 → 0,
0→ Ω1G(−1)→ Ω
1
G → Ω
1
G|X1 → 0,
and applying the vanishing observations from Lemma 3, one obtains the following example
sequences:
0→ H0(X2,Ω
1
G(1))→ H
0(X2,Ω
1
G(2))→ H
0(X,Ω1G(2))→ 0,
0→ H0(X1,Ω
1
G(1))→ H
0(X1,Ω
1
G(2))→ H
0(X2,Ω
1
G(2))→ 0,
0→ H0(G,Ω1G(2))→ H
0(X1,Ω
1
G(2))→ 0,
0→ H0(X1,Ω
1
G)→ H
0(X1,Ω
1
G(1))→ H
0(X2,Ω
1
G(1))→ H
1(X1,Ω
1
G)→ 0,
0→ H0(X1,Ω
1
G(1))→ H
1(G,Ω1G)→ 0,
0→ H0(X1,Ω
1
G)→ 0,
0→ H1(G,Ω1G)→ H
1(X1,Ω
1
G)→ 0.
This implies that
dim(H0(X,Ω1G(2))) = dim(H
0(X1,Ω
1
G(2)))−3dim(H
0(X1,Ω
1
G(1))) = dim(H
0(G,Ω1G(2)))−3 = 42.
Hence dim(H0(X,Ω1X(2))) = 42− 3 · 7 = 21.
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(d) Since O(−KX) ∼= O(2) on X , part (d) follows from the Remark above and Lemma
3.
In order to compute dim(H0(X,O(2))), one can use the same method as in part (c), i.e.
the induction along the chain X = X3 ⊂ X2 ⊂ X1 ⊂ X0 = G. Then using Lemma 3 one
obtains that
dim(H0(X,O(2))) = dim(H0(G,O(2)))− 3 · dim(H0(G,O(1))) + 3 = 50− 3 · 10 + 3 = 23.
QED
Now let us give descriptions of the spaces of global sections H0(X, TX), H
0(X,∧2TX)
and H0(X,−KX).
Let X be the del Pezzo quintic threefold as above (i.e. the intersection of quadrics
p1, p2, p3, p4, p5 and hyperplanes λ1, λ2, λ3 in P
9).
Lemma 5. As a basis of H0(X, TX) ∼= so(2) one can take the restrictions to X ⊂ G ⊂ P
9
of the following vector fields on P9:
• v1 = 2Z1 · (
∂
∂Z1
− ∂
∂Z6
)− Z2 ·
∂
∂Z2
+ 3Z3 ·
∂
∂Z3
+ Z4 · (
∂
∂Z4
− ∂
∂Z9
)− 2Z5 ·
∂
∂Z5
+ 4Z8 ·
∂
∂Z8
,
• v2 = Z2 ·(
∂
∂Z0
− ∂
∂Z7
)+3Z4 ·(
∂
∂Z1
− ∂
∂Z6
)+3Z5 ·
∂
∂Z2
−5Z1 ·
∂
∂Z3
+2Z0 ·(
∂
∂Z4
− ∂
∂Z9
)−Z3 ·
∂
∂Z8
,
• v3 = −3Z4 ·(
∂
∂Z0
− ∂
∂Z7
)+Z3 ·(
∂
∂Z1
− ∂
∂Z6
)−5Z0 ·
∂
∂Z2
+3Z8 ·
∂
∂Z3
−2Z1 ·(
∂
∂Z4
− ∂
∂Z9
)−Z2 ·
∂
∂Z5
.
Proof: The fact that vi restrict to vector fields on X follows from the vanishing
vi(dpj) = 0, j = 1, 2, 3, 4, 5 and vi(dλk) = 0, k = 1, 2, 3.
The fact that v1, v2, v3 are linearly independent can be checked locally on X (in an open
set Z8 = 1, for example - see Lemma 8 below). QED
Lemma 6. One can identify H0(X,∧2TX) with the Lie algebra (viewed merely as a vec-
tor space) so(7) of skew-symmetric 7× 7 matrices.
(Or with ∧2V , where V = H0(X,O(1)).)
As a basis of H0(X,∧2TX) ∼= H
0(X,Ω1X(2)) one can take the restrictions to X ⊂ G ⊂ P
9
of the forms ǫij = ZjdZi − ZidZj on P
9, where 0 ≤ i < j ≤ 5 or 0 ≤ i ≤ 5, j = 8.
Proof: The fact that the restrictions of ǫij to X give rise to 21 linearly independent global
sections of Ω1X(2) can be checked locally on X (in an open set Z8 = 1, for example - see
Lemma 8 below).
Since dim(H0(X,∧2TX)) = 21 by Lemma 4, the result follows. QED
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From now on we will always assume that the range of indices i < j of ǫij is the same as
in Lemma 6.
Lemma 7. As a basis of H0(X,−KX) ∼= H
0(X,OX(2)) one can take the restrictions to
X ⊂ G ⊂ P9 of the quadratic forms zij = ZiZj on P
9, where 0 ≤ i ≤ j ≤ 9, i, j 6= 6, 7, 9 and
(ij) 6= (04), (14), (24), (34), (44).
Proof: Since dim(H0(X,OX(2))) = 23 and we are given precisely 23 elements zij , it is
enough to check locally that they are linearly independent. QED
3.2 Matrix elements of Schouten brackets.
Given an element ω ∈ H0(X,∧2TX), we will need to know the matrices of the linear maps
αω : H
0(X, TX)→ H
0(X,∧2TX) ∼= H
0(X,Ω1X(2)), ν 7→ [ν, ω]
and
βω : H
0(X,∧2TX)→ H
0(X,−KX) ∼= H
0(X,O(2)), ν 7→ [ν, ω]
Let us denote these matrices by Aω and Bω respectively. In this subsection we compute
them relative to the bases in H0(X,∧jTX) introduced in Lemma 5, Lemma 6 and Lemma 7.
In order to do this, it is sufficient to compute the images αω(vi), i = 1, 2, 3 and βω(ǫij),
i < j.
If ω =
∑
i<j aij · ǫij , then
αω(vi) =
∑
j<k
ajk · [vi, ǫjk] and βω(ǫij) =
∑
k<l
akl · [ǫij , ǫkl].
Hence Aω and Bω are determined by Aijk = [vi, ǫjk] and Bijkl =
1
2
[ǫij , ǫkl]. Let us compute
them.
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Lemma 8.
A101 = 0, A102 = −3ǫ02, A103 = ǫ03, A104 = −ǫ04, A105 = −4ǫ05, A108 = 2ǫ08,
A112 = −ǫ12, A113 = 3ǫ13, A114 = ǫ14, A115 = −2ǫ15, A118 = 4ǫ18, A123 = 0,
A124 = −2ǫ24, A125 = −5ǫ25, A128 = ǫ28, A134 = 2ǫ34, A135 = −ǫ35,
A138 = 5ǫ38, A145 = −3ǫ45, A148 = 3ǫ48, A158 = 0, A201 = 3ǫ04 − ǫ12,
A202 = 3ǫ05, A203 = −5ǫ01 + ǫ23, A204 = ǫ24, A205 = ǫ25, A208 = −ǫ03 + ǫ28,
A212 = 3ǫ15 − 3ǫ24, A213 = −3ǫ34, A214 = −2ǫ01, A215 = 3ǫ45,
A218 = −ǫ13 + 3ǫ48, A223 = 5ǫ12 − 3ǫ35, A224 = −2ǫ02 − 3ǫ45, A225 = 0,
A228 = −ǫ23 + 3ǫ58, A234 = −3ǫ03 − 5ǫ14, A235 = −5ǫ15, A238 = −5ǫ18,
A245 = 2ǫ05, A248 = 3ǫ08 + ǫ34, A258 = ǫ35, A301 = ǫ03 + 3ǫ14, A302 = 3ǫ24,
A303 = 3ǫ08 + 3ǫ34, A304 = −2ǫ01, A305 = −ǫ02 − 3ǫ45, A308 = −3ǫ48,
A312 = 5ǫ01 − ǫ23, A313 = 3ǫ18, A314 = ǫ34, A315 = −ǫ12 + ǫ35, A318 = ǫ38,
A323 = −5ǫ03 + 3ǫ28, A324 = −5ǫ04 + 2ǫ12, A325 = −5ǫ05, A328 = −5ǫ08,
A334 = 2ǫ13 − 3ǫ48, A335 = ǫ23 − 3ǫ58, A338 = 0, A345 = −2ǫ15 + ǫ24,
A348 = −2ǫ18, A358 = −ǫ28.
Proof: It is enough to work locally. Without loss of generality we can assume that Z8 = 1.
Let us denote by xi =
Zi
Z8
, 0 ≤ i ≤ 9, i 6= 8 the affine coordinates on this open subset of P9.
Over this open set X is isomorphic to the affine space C3 with coordinates x1, x3, x4 and
we have on X the following relations:
x0 = −x
2
1 − x3x4, x2 = −x1x4 + x3x
2
1 + x
2
3x4, x5 = −x
3
1 − x
2
4 − x1x3x4,
x9 = −x4, x7 = −x0, x6 = −x1.
The restrictions of the vector fields vi, i = 1, 2, 3 from Lemma 5 to this open subset have
the following form:
• v1 = −2x1
∂
∂x1
− x3
∂
∂x3
− 3x4
∂
∂x4
,
• v2 = (x1x3 + 3x4)
∂
∂x1
+ (x23 − 5x1)
∂
∂x3
− (2x21 + x3x4)
∂
∂x4
,
• v3 = x3
∂
∂x1
+ 3 ∂
∂x3
− 2x1
∂
∂x4
.
The restrictions of 1-forms ǫij = ZjdZi−ZidZj, i < j from Lemma 6 to this open subset
are just xjdxi − xidxj . One obtains:
• ǫ01 = (x3x4 − x
2
1)dx1 − x1x4dx3 − x1x3dx4,
• ǫ02 = (x
2
1x4 − x3x
2
4)dx1 + (x
4
1 + x
2
3x
2
4 + 2x
2
1x3x4 + x1x
2
4)dx3 − x
3
1dx4,
• ǫ03 = −2x1x3dx1 + x
2
1dx3 − x
2
3dx4,
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• ǫ04 = −2x1x4dx1 − x
2
4dx3 + x
2
1dx4,
• ǫ05 = (2x1x
2
4 − 2x
2
1x3x4 − x
4
1 − x
2
3x
2
4)dx1 + x
3
4dx3 − (x3x
2
4 + 2x
2
1x4)dx4,
• ǫ08 = −2x1dx1 − x4dx3 − x3dx4,
• ǫ12 = (x
2
3x4 − x
2
1x3)dx1 − (x
3
1 + 2x1x3x4)dx3 + (x
2
1 − x1x
2
3)dx4,
• ǫ13 = x3dx1 − x1dx3,
• ǫ14 = x4dx1 − x1dx4,
• ǫ15 = (2x
3
1 − x
2
4)dx1 + x
2
1x4dx3 + (x
2
1x3 + 2x1x4)dx4,
• ǫ18 = dx1,
• ǫ23 = (2x1x
2
3 − x3x4)dx1 + (x
2
3x4 + x1x4)dx3 + (x
3
3 − x1x3)dx4,
• ǫ24 = (2x1x3x4 − x
2
4)dx1 + (x
2
1x4 + 2x3x
2
4)dx3 − x
2
1x3dx4,
• ǫ25 = (x
4
1x3 − 2x1x3x
2
4 + x
3
4 − 2x
3
1x4 + 2x
2
1x
2
3x4 + x
3
3x
2
4)dx1 − (x
5
1 + 2x
2
1x
2
4 + 2x
3
1x3x4 +
2x3x
3
4 + x1x
2
3x
2
4)dx3 + (x
4
1 + 2x
2
1x3x4 − x1x
2
4 + x
2
3x
2
4)dx4,
• ǫ28 = (2x1x3 − x4)dx1 + (x
2
1 + 2x3x4)dx3 + (x
2
3 − x1)dx4,
• ǫ34 = x4dx3 − x3dx4,
• ǫ35 = (3x
2
1x3 + x
2
3x4)dx1 − (x
3
1 + x
2
4)dx3 + (2x3x4 + x1x
2
3)dx4,
• ǫ38 = dx3,
• ǫ45 = (3x
2
1x4 + x3x
2
4)dx1 + x1x
2
4dx3 + (x
2
4 − x
3
1)dx4,
• ǫ48 = dx4,
• ǫ58 = −(3x
2
1 + x3x4)dx1 − x1x4dx3 − (2x4 + x1x3)dx4.
In order to compute Aijk = [vi, ǫjk] one has to know [a
∂
∂xi
, bdxj], where i, j ∈ {1, 3, 4}.
The isomorphism ∧2TX ∼= Ω
1
X(2) identifies dx1 with
∂
∂x3
∧ ∂
∂x4
, dx3 with −
∂
∂x1
∧ ∂
∂x4
and
dx4 with
∂
∂x1
∧ ∂
∂x3
.
By definition of the Schouten bracket [1] one has for j < k
[
a
∂
∂xi
, b
∂
∂xj
∧
∂
∂xk
]
= a
∂b
∂xi
(
∂
∂xj
∧
∂
∂xk
)
− b
∂a
∂xj
(
∂
∂xi
∧
∂
∂xk
)
+ b
∂a
∂xk
(
∂
∂xi
∧
∂
∂xj
)
,
if i 6= j, i 6= k and
[
a
∂
∂xi
, b
∂
∂xj
∧
∂
∂xk
]
=
(
a
∂b
∂xi
− b
∂a
∂xi
)(
∂
∂xj
∧
∂
∂xk
)
,
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if i = j or i = k.
These formulas allow one to check the expressions for Aijk stated in the Lemma. QED
Lemma 9. Bijkl is totally antisymmetric with respect to its indices. In particular, Bijkl
are determined completely by the following values:
B0123 = −z01 + z23, B0124 = −z15, B0125 = −z25, B0128 = −2z03 − z28,
B0134 = −z08, B0135 = 2z12 + z35, B0138 = z38, B0145 = z45, B0148 = −z48,
B0158 = 2z01 − 2z58, B0234 = −z12 + z35, B0235 = z05 − z22, B0238 = z08 + 3z11,
B0245 = z55, B0248 = −z01 − z58, B0258 = −z02 + 2z45, B0345 = −z00 − 2z15,
B0348 = 2z18, B0358 = 3z03 + 4z28, B0458 = z12 + z35, B1234 = −z03 + z28,
B1235 = −3z00 − z15, B1238 = −z18 + z33, B1245 = −2z05, B1248 = 2z08 + z11,
B1258 = −3z12 − 4z35, B1345 = z01 + z58, B1348 = −z88, B1358 = z13 + 2z48,
B1458 = z03 + z28, B2345 = −2z02 − z45, B2348 = −2z13 + z48,
B2358 = −5z01 − z23 + 2z58, B2458 = 2z00 − z15, B3458 = −z08 + 2z11.
Proof: We use the same set up and notation as in the proof of Lemma 8 and also restrict
to the open set Z8 = 1.
By Proposition 1,
Bijkl =
1
2
[ǫij , ǫkl] =
=
1
2
[xjdxi − xidxj, xldxk − xkdxl] =
1/2
V ol
((xjdxi − xidxj) ∧ (dxl ∧ dxk − dxk ∧ dxl)+
+ (dxj ∧ dxi − dxi ∧ dxj) ∧ (xldxk − xkdxl)) =
1
V ol
(xi · dxj ∧ dxk ∧ dxl−
−xj · dxi ∧ dxk ∧ dxl + xk · dxi ∧ dxj ∧ dxl − xl · dxi ∧ dxj ∧ dxk) .
We can take V ol = dx1 ∧ dx3 ∧ dx4. Then one obtains the expressions stated in the
Lemma. QED
3.3 Variety of Poisson structures.
Let ω =
∑
i<j aijǫij be a point in P(H
0(X,∧2TX)) ∼= P(so(7)). Let us find the equations of
the variety of Poisson structures P ⊂ P(H0(X,∧2TX)) on X in terms of the homogeneous
coordinates aij .
[ω, ω] =
∑
i<j
∑
k<l
aijakl[ǫij , ǫkl] = 4 ·
∑
i<j<k<l
αijkl ·Bijkl,
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where αijkl = aijakl − aikajl + ailajk.
Using Lemma 9 one can find the components of [ω, ω] ∈ H0(X,OX(2)) relative to the
basis zij, i ≤ j from Lemma 7. Then [ω, ω] = 0 is equivalent to the following equations:
α0348 = α0125 = α0138 = α1348 = α0245 = α1238 = α0235 = α1245 = 0,
α0123 = α2358, α0145 = 5α2345, α0148 = 5α2348, α0258 = −2α2345,
α1358 = 2α2348, α0345 + 3α1235 = 2α2458, α0248 + 6α2358 = 2α0158 + α1345,
2α0128 + α1234 = 3α0358 + α1458, α0134 − α0238 − 2α1248 + α3458 = 0,
−2α0135 + α0234 − α0458 + 3α1258 = 0, α0124 + 2α0345 + α1235 + α2458 = 0,
α0128 = 4α0358 + α1234 + α1458, α0135 + α0234 + α0458 − 4α1258 = 0,
α0248 + 2α0158 − α1345 − 2α2358 = 0, α1248 = −3α0238 − 2α3458.
Note that the equations αijkl = 0, i < j < k < l define the Grassmannian G(2, 7) ⊂
P(so(7)) embedded by the Plu¨cker embedding. Provided that one knows that the variety
of Poisson structures P has two irreducible components of dimensions 10 and 1 (this fact
is stated in [10]), one concludes immediately that the 10-dimensional component is exactly
this G(2, 7), because dim(G(2, 7)) = 10. This is, of course, proved more generally in [11].
Theorem 3 (Loray, Pereira, Touzet, [10], [11]). Let X be the (smooth) del Pezzo
quintic threefold. Then the variety of Poisson structures P ⊂ P(H0(X,∧2TX)) on X is the
disjoint union of the Grassmannian G(2, 7) ⊂ P(H0(X,∧2TX)) (embedded by the Plu¨cker
embedding) and a smooth conic in P(H0(X,∧2TX)). The plane spanned by the conic does
not intersect the Grassmannian.
Proof: Let us take the plane Π ⊂ P(H0(X,∧2TX)) ∼= P(so(7)) defined by the following
linear equations:
a02 = a05 = a08 = a13 = a15 = a18 = a24 = a25 = a34 = a38 = a45 = a48 = 0,
a01 =
5
2
a23, a58 =
9
2
a23, a12 =
5
3
a35, a04 = 5a35, a03 =
5
3
a28, a14 = −5a28.
Then the intersection Π ∩ P is the conic given by the equation (a23)
2 = 8
9
a28a35 in this
plane.
Since α2358 = a23a58 + a28a35 =
45
8
(a23)
2, α0345 = −a04a35 = −5(a35)
2 and α0134 =
−a03a14 =
25
3
(a28)
2 never simultaneously vanish on the conic, we conclude that the plane Π
spanned by the conic does not intersect the Grassmannian G(2, 7) ⊂ P(so(7)). QED
3.4 Poisson cohomology.
Since H i(X,∧jTX) = 0 for any i ≥ 1 for any j by Lemma 4, it follows from [8] (see Lemma
3.3 in [3]) that Poisson cohomology of X with respect to ω ∈ P ⊂ P(H0(X,∧2TX)) is the
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cohomology of the following complex:
0→ H0(X,OX)
dω=0−−−→ H0(X, TX)
dω=αω−−−−→ H0(X,∧2TX)
dω=βω
−−−−→ H0(X,OX(2))→ 0.
This implies the following Theorem.
Theorem 4. Let X be the (smooth) del Pezzo quintic threefold and ω ∈ P a point on
the variety of Poisson structures on X. Then
• H0Poisson(X,ω)
∼= H0(X,OX) = k,
• H1Poisson(X,ω)
∼= ker(αω),
• H2Poisson(X,ω)
∼= ker(βω)/im(αω),
• H3Poisson(X,ω)
∼= H0(X,OX(2))/im(βω).
In particular, using matrices Aω and Bω computed in Lemma 8 and Lemma 9 we have:
• dim(H0Poisson(X,ω)) = 1,
• dim(H1Poisson(X,ω)) = 3− rk(Aω),
• dim(H2Poisson(X,ω)) = dim(ker(βω))− rk(αω) = 21− rk(Aω)− rk(Bω),
• dim(H3Poisson(X,ω)) = 23− rk(Bω).
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