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Cerebellar climbing-fiber-mediated complex spikes
originate fromneurons in the inferior olive (IO), are crit-
ical for motor coordination, and are central to theories
of cerebellar learning. Hyperpolarization-activated
cyclic-nucleotide-gated (HCN) channels expressed
by IO neurons have been considered as pacemaker
currents important for oscillatory and resonant dy-
namics. Here, we demonstrate that in vitro, network
actions of HCN1 channels enable bidirectional gluta-
matergic synaptic responses, while local actions of
HCN1 channels determine the timing and waveform
of synaptically driven action potentials. These roles
are distinct from, and may complement, proposed
pacemaker functions of HCN channels. We find that
in behaving animals HCN1 channels reduce variability
in the timingofcerebellarcomplexspikes,whichserve
as a readout of IO spiking. Our results suggest that
spatially distributed actions of HCN1 channels enable
the IO to implement network-wide rules for synaptic
integration that modulate the timing of cerebellar
climbing fiber signals.
INTRODUCTION
Theories of motor learning propose critical roles for the timing of
cerebellar complex spikes, which originate from neurons in the
inferior olive (IO) (Albus, 1970; De Zeeuw et al., 2011; Marr,
1969). This is supported by evidence that the frequency and
timing of IO action potentials instructs the amplitude and direc-
tion of synaptic plasticity in the cerebellar cortex (Mathy et al.,
2009). Thus, mechanisms that control the timing of spike output
from the IO may play key roles in cerebellar-dependent motor
coordination and learning.
Spike timing emerges from dynamic interactions between syn-
aptic activity and intrinsic neuronal excitability (Dayan and Abbott,
2001). Neurons in the IO are striking in that intrinsic excitability ap-
pears to have a powerful influence on these dynamics. Sponta-
neous sinusoidal subthreshold membrane potential oscillations
and membrane potential resonance emerge from interactions
between multiple ion channel types (Benardo and Foster, 1986;
Llina´s and Yarom, 1981a, 1981b; Matsumoto-Makidono et al.,1722 Cell Reports 22, 1722–1733, February 13, 2018 ª 2018 The Aut
This is an open access article under the CC BY license (http://creative2016). Excitability of neurons in the IO also influences integration
of synaptic inputs, with glutamatergic inputs to neurons in the IO
generating distinct bidirectional synaptic potentials through
recruitment of calcium-activated potassium channels (Garden
et al., 2017). Gap-junction-mediated electrical synaptic connec-
tions between IO neurons synchronize oscillatory activity (Bal
and McCormick, 1997; De Zeeuw et al., 1998; Llinas et al.,
1974; Long et al., 2002) and have been proposed also to coordi-
nate synaptic integration (Kistler and De Zeeuw, 2005). These
distinctive excitable properties have motivated suggestions that
the IO has unique computational roles within the brain (De Zeeuw
et al., 1998; Welsh and Llina´s, 1997). Nevertheless, the extent to
which intrinsic excitability of IO neurons influences spike timing
in behaving animals is unclear.
Excitability is determined at a molecular level by the set of ion
channels that a neuronexpresses.Ofparticular interest are the hy-
perpolarization-activated cyclic-nucleotide-gated (HCN) family of
ion channels, whichmediate hyperpolarization-activated currents
(Ih) that contribute to pacemaking and integrative properties of
many central neurons (Robinson and Siegelbaum, 2003). HCN
channels in the IO are suggested to act as pacemakers of
oscillatory activity and mediate membrane potential resonance
(Bal and McCormick, 1997; Matsumoto-Makidono et al., 2016).
In contrast, their impact on synaptic integration in the IO is unclear.
TheHCN1subunit is highly expressed in the IOandcerebellar cor-
tex (Notomi and Shigemoto, 2004; Santoro et al., 2000). Global
deletion of HCN1 channels causes deficits in learned motor be-
haviors (Nolan et al., 2003). While impairments in later stages of
motor learning can in part be accounted for by contributions of
HCN1 channels to synaptic integration in cerebellar Purkinje cells
(Rinaldi et al., 2013), it is not clear whether HCN channels in up-
stream neurons influence activity in the cerebellar cortex. Here,
we asked whether HCN1 channels in the IO affect synaptic inte-
gration as well as membrane potential resonance and oscillations
and whether the contribution of HCN1 channels to excitability in
the IO affects action potential firing in behaving animals.
We demonstrate that HCN1 channels mediate Ih in IO neurons,
are required for the inhibitorycomponentof responses toglutama-
tergic synaptic inputs, and oppose temporal summation of sub-
threshold inputs while also controlling the timing and waveform
of spike output. Whereas the suprathreshold actions of HCN1
rely on local depolarization of the somatic membrane potential,
generation of inhibitory components of synaptic responses in-
volves network actions of HCN1 mediated by electrical connec-
tions with other IO neurons. We find that genetic deletion ofhors.
commons.org/licenses/by/4.0/).
Figure 1. Temporal Integration by IO Neurons Is Modified by Block of HCN Channels
(A) Whole-cell recordings were made from neurons in the IO. ChR2 was expressed in axons that project into the IO, but not in IO neurons.
(B) Example responses to increasing intensity of light stimulation (vertical bar, 1.3–3.4mW/mm2) of IO neurons from Thy1-ChR2mice before (left) and during (right)
application of 10 mMZD7288. In the presence of ZD7288, the excitatory component of the subthreshold response ismaintained (control: 2.63 ± 0.65mV, ZD7288:
1.52 ± 0.60 mV, p = 0.081, n = 5, paired t test), but the hyperpolarizing component is abolished (control: 2.72 ± 0.95 mV, ZD7288: 0.04 ± 0.02 mV, p = 0.049,
n = 5, paired t test).
(C) Suprathreshold responses from (B) on an expanded timescale. Solid trace shows response with median latency, while lighter traces show additional re-
sponses to the same intensity of stimulation for each condition. Arrow indicates spikelets.
(D) Resting membrane potential is more negative during (ZD) compared with before (Con) perfusion of 10 mM ZD7288 (p = 5.08 3 105, n = 5, paired t test).
Individual data points are shown as filled circles and mean values as black diamonds.
(E) Perfusion of ZD7288 does not affect the probability of spike firing as a function of stimulus intensity (F1,70 = 0.004, p = 0.96, two-way repeated-measures
ANOVA, n = 5).
(F–I) Comparison before (Con) and during application of ZD7288 (ZD) of the mean light threshold for AP firing (p = 0.82, n = 5, paired t test) (F), the spike latency at
the threshold stimulus intensity (p = 0.01, n = 5, paired t test) (G), the SD of the spike latency at the threshold stimulus intensity (p = 0.02, n = 5, paired t test) (H), and
the number of spikelets (p = 0.0014, n = 5, paired t test) (I).
(J and K) Example responses to trains of 10 stimuli at 100 Hz (J) and 200 Hz (K) before and during application of ZD7288 (left). ZD7288 increases the area of the
depolarization (100 Hz: p = 0.02, 200 Hz: p = 5.14 3 103, paired t test).
Error bars in (D)–(K) indicate SEM.HCN1 increases variability in the timing of complex spikes re-
corded from cerebellar Purkinje cells during quiet wakefulness
and movement. Thus, HCN1 channels within the IO have multiple
spatially distributed actions that may impact motor coordination
by influencing the pattern of cerebellar complex spike activity.
RESULTS
Pharmacological Block of Ih Modifies Excitability and
Synaptic Integration
To investigate whether Ih influences excitability and synaptic
integration by IO neurons, we first examined actions of theHCN channel blocker ZD7288. We made patch-clamp record-
ings in brain slices from IO principal neurons identified by their
large soma and characteristic action potential after depolariza-
tion (Llina´s and Yarom, 1981b). To investigate synaptic re-
sponses, we used mice that express channelrhodopsin 2
(ChR2) and enhanced yellow fluorescent protein (eYFP) under
control of the Thy1 promoter (Arenkiel et al., 2007). In these
mice, activation of ChR2 with low intensities of 480-nm light reli-
ably evoked bidirectional glutamatergic postsynaptic potentials
(PSPs) in IO neurons (Garden et al., 2017) (Figures 1A and 1B).
At higher intensities, synaptic excitation triggered action poten-
tials and associated spikelets (Figures 1B and 1C).Cell Reports 22, 1722–1733, February 13, 2018 1723
We found that perfusion of ZD7288 hyperpolarized IO neurons
by 30 mV (p = 5.08 3 105, n = 5, paired t test) (Figure 1C and
1D). The inhibitory component of the subthreshold PSP was
abolished by ZD7288 (1% of control amplitude, p = 0.049,
paired t test), while the excitatory component was maintained
( 55% of control amplitude, p = 0.081, paired t test) (Figure 1B).
Surprisingly, given the large change in membrane potential,
block of Ih did not affect the relationship between stimulus inten-
sity and spike probability (F1,70 = 0.004 p = 0.96, two-way
repeated-measures ANOVA) (Figure 1E) or the threshold light
intensity required to trigger a spike (p = 0.82, paired t test)
(Figure 1F). However, themean and SDof the latency of the spike
response were increased more than 5-fold by ZD7288 (p = 0.01
and p = 0.02 respectively, paired t test) (Figures 1C, 1G, and 1H),
while spikelets associated with the action potentials were
abolished (p = 0.0014, paired t test) (Figures 1C and 1I).
We also examined subthreshold temporal summation in
response to trains of synaptic input activated at 100 and
200 Hz (Figures 1J and 1K). In control conditions, trains at either
stimulation frequency caused an initial rapid depolarization
that reached a maximal amplitude within  16 ms of stimulation,
followed by a hyperpolarization that peaked within 70 ms of
stimulation (see also Garden et al., 2017; Turecek et al., 2014).
Following block of Ih with ZD7288 the hyperpolarizing response
was abolished, while the amplitude and duration of the depola-
rizing component were increased. These changes were also re-
flected in a large increase in the area of the synaptic responses
(100 Hz: p = 0.02, n = 5; 200 Hz, p = 5.14 3 103, n = 4, paired
t test).
Together, these data indicate that pharmacological block of Ih
increases the latency and variability in the timing of synaptically
driven action potentials, prevents associated spikelets, abol-
ishes inhibitory components of subthreshold synaptic inputs,
and increases temporal summation of subthreshold responses.
Thus, Ih may be a major determinant of the way IO neurons
respond to synaptic input, with roles that appear distinct from
its known functions in other neuron types.
HCN1 Channels Enable the Hyperpolarizing Component
of Long-Range Synaptic Responses
Do HCN1 channels in IO neurons mediate the integrative roles of
Ih suggested by pharmacological manipulation? To address this,
we used mice in which the HCN1 gene is deleted (Nolan et al.,
2003). Comparison of HCN1 knockout (HCN1/) mice with con-
trol (HCN1+/+) mice demonstrated that HCN1 channels mediate
the prominent Ih recorded from IO neurons and that deletion of
HCN1 causes similar changes in resting properties of IO neurons
to pharmacological block of Ih (Figure S1). These data are largely
consistent with and extend recent observations of changes in
membrane currents and integrative properties of IO neurons in
HCN1/mice (Matsumoto-Makidono et al., 2016). We therefore
went on to address the influence of HCN1 channels on sub-
threshold PSPs by comparing responses to excitatory synaptic
input of IO neurons from HCN1+/+ and HCN1/ mice.
To evaluate responses to glutamatergic synaptic inputs in
HCN1+/+ and HCN1/mice, we used slices from mice in which
adeno-associated virus (AAV) expressing ChR2was injected into
the motor cortex (Garden et al., 2017). In these experiments, we1724 Cell Reports 22, 1722–1733, February 13, 2018first compared responses of each genotype when neurons were
at their resting membrane potential (Figures 2A and 2D–2F).
Because deletion or block of HCN1 channels causes a large hy-
perpolarization of the resting membrane potential of IO neurons,
and because this might be expected to modify the driving force
for synaptic currents and gating of other voltage-gated ion chan-
nels, we also investigated whether the waveform of synaptic re-
sponses differed when compared at similar membrane poten-
tials (Figures 2B and 2C). Thus, neurons from HCN1+/+ mice
were hyperpolarized to 80 mV by injection of negative current
(Figure 2B), whereas neurons from HCN1/mice were depolar-
ized to 50 mV by injection of positive current (Figure 2C).
Whereas in IO neurons from HCN1+/+ mice the inhibitory com-
ponents of the response to neocortical input was observed at
resting potential and at 80 mV (Figures 2A, 2B, 2E, and 2G), it
was completely absent at both test potentials in IO neurons
from HCN1/ mice (F1,16 = 110.8, p = 1.34 3 10
8 for effect
of genotype, ANOVA, n = 5) (Figures 2C–2E and 2G). In addition,
while initial excitatory responses were present in neurons from
both groups of mice, their waveform differed. Excitatory re-
sponses from HCN1+/+ mice had two or more peaks, whereas
for IO neurons from HCN1/ mice, they had only a single
peak (Figure 2F). In the absence of HCN1, the amplitude of the
first peak was slightly larger (F1,16 = 5.6, p = 0.03, ANOVA),
while the maximum amplitude was reduced (F1,16 = 12.2,
p = 0.003, ANOVA) and the overall duration of the excitatory
component was shorter (F1,16 = 34.7 p = 2.29 3 10
5, ANOVA)
(Figure 2G–2J). Changing the membrane potential between
50 mV and 80 mV had relatively little effect on the amplitude
of the excitatory (F1,16 = 0.006, p = 0.94 for effect of membrane
potential on the first peak and F1,16 = 0.34, p = 0.57 for maximum
amplitude, ANOVA, n = 5) or the inhibitory component of the PSP
(F1,16 = 2.5, p = 0.13). We obtained similar results using the
blocker ZD7288, indicating that the dependence of inhibitory po-
tentials on HCN1 channels is a direct result of the absence of
HCN1 rather than a secondary adaptation following gene dele-
tion (Figure S2).
Together, these data indicate that direct activation of HCN1
channels is required for inhibitory components of IO responses
to long-range glutamatergic inputs and controls the waveform
of excitatory components. Because hyperpolarization of the
resting potential of neurons fromHCN1+/+mice did not replicate,
and depolarization of neurons from HCN1/ mice did not
rescue, the effects of HCN1 deletion (cf. Figures 2A–2D and
2G–2J), the requirement of HCN1 channels for the inhibitory
component of the GluA synaptic responses of IO neurons is in-
dependent of their actions on the somatic membrane potential.
HCN1 Channels in Adjoining Electrically Coupled IO
Neurons Are Sufficient for Generation of the Inhibitory
Component of Glutamatergic Synaptic Responses
Excitatory synapses in the IO are organized in glomeruli, which
may mediate interactions between adjacent postsynaptic neu-
rons. Each glomerulus contains up to 8 dendritic spines that orig-
inate from different IO neurons and are connected to one another
by gap junctions (de Zeeuw et al., 1990) (Figure 3A). A theoretical
model of synaptic integration in the IO predicts that excitatory
input will trigger local spikes that propagate between spines
Figure 2. HCN1 Channels Control the Waveform of Responses to Long-Range Synaptic Input
(A–D) Example responses of IO neurons from HCN+/+ (A and B) and HCN/ mice (C and D) to optical activation of neocortical inputs recorded with membrane
potential at 50 mV (A and C) or 80 mV (B and D). The same stimulus is repeated 5 times. Mean responses are shown to the right of individual traces. Boxes
constructed from solid lines indicate responses recorded at the resting potential and arrows indicate direction of injected current.
(E and F) Responses from (A) and (D) on a faster timescale illustrate differences at the resting membrane potential of the inhibitory (E) and excitatory (F) com-
ponents of PSPs.
(G–J) Comparison betweenHCN+/+ andHCN/mice of the amplitude of the inhibitory component (genotype: F1,16 = 110.8 p = 1.343 10
8; membrane potential:
F1,16 = 2.50 p = 0.13) (G), the amplitude of the first peak of the excitatory component (genotype: F1,16 = 5.64 p = 0.03; membrane potential: F1,16 = 0.006 p = 0.94)
(H), the maximal amplitude of the excitatory component (genotype: F1,16 = 12.2 p = 0.003; membrane potential: p = 0.57) (I), and the width of the excitatory
component at its half maximum amplitude (FWHM) (genotype: F1,16 = 34.7 p = 2.293 10
5; membrane potential: F1,16 = 0.26 p = 0.62) (J). All comparisons use a
two-way ANOVA (n = 5). Individual data points are shown as filled circles and mean values as diamonds. Error bars indicate SEM.within a glomerulus via gap junctions and that will appear as bidi-
rectional responses at the soma of each neuron (Kistler and De
Zeeuw, 2005). Our observation of bidirectional glutamatergic
synaptic responses that are relatively insensitive to somatic
membrane potential is consistent with predictions of this model
(Figure 2; Garden et al., 2017). We therefore reasoned that the
actions of HCN1 channels on synaptic responses may in part
originate from neurons electrically connected to the recorded
cell. In this case, we expect that whereas block of Ih in all con-
nected neurons will abolish the inhibitory component of synaptic
responses (Figures 1 and 2), block of Ih in only the recorded cell
will not (cf. Figure 3A). In addition, the inhibitory component
might also be sensitive to block of gap junction connections be-
tween IO neurons. We therefore set out to test these predictions.
We used intracellular delivery of ZD7288 to block HCN1 chan-
nels in the recorded neuron without affecting HCN1 channels in
other cells in the network (Figures 3A–3E). Over the first 10 mi-
nutes of recording with ZD7288 included in the intracellular solu-
tion, the membrane potential of IO neurons hyperpolarized andsag responses were abolished, indicating block of Ih (Figures
S3A–S3E). No further change in membrane potential or sag
was observed, indicating that block of Ih in the recorded neuron
was complete. In parallel with the hyperpolarization of the mem-
brane potential, the amplitude of inhibitory (p = 0.033 versus
break-in, Fisher’s LSD, n = 5), but not excitatory (p = 0.45 versus
break in, Fisher’s LSD), components of glutamatergic synaptic
responses were reduced, but neither component was abolished
(Figures 3B–3E). Strikingly, we found that increasing the intensity
of synaptic stimulation rescued the inhibitory component of the
synaptic response (p = 0.43 versus break-in, Fisher’s LSD) (Fig-
ures 3B–3E). Therefore, HCN1 channels in the recorded neuron
are not necessary for the inhibitory component of synaptic re-
sponses. To check whether in this experiment the inhibitory
component nevertheless requires HCN1 channels, we subse-
quently bath applied ZD7288. We again found that the inhibitory
component was abolished (p = 0.001 versus break in, Fisher’s
LSD), suggesting that it reflects a network-wide requirement
for HCN1 channels (Figures 3B–3E).Cell Reports 22, 1722–1733, February 13, 2018 1725
Figure 3. Gap-Junction-Mediated Long-Range Interactions Contribute to HCN1 Channel-Dependent Hyperpolarizing Components of
Synaptic Responses
(A) Schematic illustrating glomerular organization of synaptic inputs and strategy for blocking Ih only in the recorded cell (intracellular ZD) and in all cells
(extracellular ZD).
(B and C) Examples of synaptic responses recorded from a neuron in the IO of a Thy1-ChR2 mouse with 20 mM ZD7288 included in the intracellular solution.
Response are shown in order (B), or overlaid (C), immediately following break-in (black), at 15 minutes following break-in (red), after adjusting the membrane
potential to the value at break-in (blue), after increasing the stimulus intensity to restore the amplitude of the depolarizing component (green), and during bath
application of 10 mM ZD7288 (yellow).
(D and E) Summary plots of the amplitude of the inhibitory (D) and excitatory (E) components in each condition. Diamonds indicate mean ± SEM and
circles indicate individual experiments. The amplitude of inhibitory and excitatory components depended on condition (Vinh: F4,16 = 11.2 p = 1.59 3 10
4; Vexc:
F4,16 = 6.403 p = 0.028, one-way repeated-measures ANOVA, n = 5). Inhibitory, but not excitatory, components were reduced in amplitude 15 minutes after
intracellular perfusion of ZD7288 (p = 0.033 and p = 0.45, respectively, versus break-in, Fisher’s LSD), and after adjustment of the membrane potential to its initial
level (p = 0.019 and p = 0.039), both components were not significantly different from their break-in value after increasing the stimulus intensity (p = 0.43 and 0.86),
and the inhibitory component was abolished in extracellular ZD (p = 0.001 and 0.95).
(F) Examples of synaptic responses recorded from a neuron in the IO of a Thy1-ChR2 mouse in control conditions and then during bath application of the gap
junction blocker 18b-glycyrrhetinic acid (18b-GA) (150 mM).
(G and H) The amplitudes of inhibitory (p = 0.0008, paired t test, n = 4) (G) and excitatory (p = 0.0007) (H) components of the synaptic response were reduced in
18b-GA. Diamonds indicate mean ± SEM, and circles indicate individual experiments.If the inhibitory component of glutamatergic synaptic re-
sponses reflects an action of HCN1 distributed across net-
works of electrically connected IO neurons, then it should
also be sensitive to block of gap junctions. To test this possi-
bility, we examined the effects on synaptic responses of bath
application of either 18b-glycyrrhetinic acid (18b-GA) (Figures
3F–3H) or carbenoxolone (Figure S3F–S3H), which have both
previously been shown to specifically block gap-junction-
mediated electrical communication between IO neurons (Lez-
nik and Llina´s, 2005; Placantonakis et al., 2006). Application of
18b-GA for 10 min resulted in a moderate increase in input
resistance (control 31.8 ± 2.2 MU, 18b-GA 37.6 ± 0.7 MU,
p = 0.15, n = 5, paired t test) without any change in membrane1726 Cell Reports 22, 1722–1733, February 13, 2018potential (control 53.7 ± 1.9 mV, 18b-GA 54.9 ± 1.5 mV,
p = 0.57, n = 5, paired t test). We found that block of gap
junctions with 18b-GA reduced the amplitude of the depolariz-
ing component of the glutamatergic synaptic response
(p = 0.044, n = 5, paired t test) and completely abolished the
hyperpolarizing component (p = 0.017, n = 5, paired t test)
(Figures 3F–3H). The hyperpolarizing component remained
absent when we increased the stimulus intensity to restore
the depolarizing component (Figures 3F–3H). We obtained
similar results using carbenoxolone (Figures S3F–S3H). These
data support the idea that the HCN1 channels in adjoining
electrically connected neurons contribute to the inhibitory
component of glutamatergic synaptic responses.
Figure 4. Deletion of HCN1 Increases Spontaneous Action Potential Firing by Recruiting T-Type Ca2+ Channels
(A) Membrane potential recordings illustrating spontaneous activity of IO neurons recorded from HCN1+/+ mice (left) and HCN1/ mice (right). Examples show
resting activity (solid line boxes) and activity when themembrane potential is adjusted by injection of current so that inHCN+/+mice it is comparable to the resting
value from HCN/ mice and vice versa (broken line boxes).
(B) Boxplots of action potential frequency at the resting membrane potential (p = 7 3 105, t test, n = 9 in each group).
(C) Plot of spike frequency as a function of membrane potential (F1,56 = 16.4 p = 0.0001 for effect of genotype; F3,56 = 8.7 p = 8.023 10
5 for interaction between
genotype and membrane potential, ANOVA, n = 8 for both groups).
(D) Examples of cell attached recordings from IO neurons from HCN1+/+ mice (left) and HCN1/ mice (right) in control conditions (upper) and during block of
T-type Ca2+ channels with Ni2+ (lower).
(E) Mean spike frequency versus time for effect of Ni2+. ANOVA indicated a significant effect on spike frequency of genotype (F1,12 = 9.5 p = 0.0096) and Ni
2+
(F1,12 = 24.9 p = 0.0003) and a significant interaction between the two manipulations (F1,12 = 12.9 p = 0.0037). Post hoc tests indicate that Ni
2+ has no significant
effect on frequency in HCN+/+ neurons (p = 0.99, Tukey’s HSD, n = 5) but reduced frequency in HCN1/ neurons (p = 0.0003).
Error bars in (C) and (E) indicate SEM.HCN1 Channels Regulate Spiking Properties of IO
Neurons by Controlling their Somatic Resting
Membrane Potential
We next asked whether HCN1 channels control action potential
initiation, as suggested by our pharmacological experiments
(Figures 1G and 1H), and whether mechanisms similar to those
controlling the inhibitory component of synaptic potentials are
involved. We first investigated spontaneous action potential
firing. Strikingly, and distinct from suggested pacemaker roles
of Ih (Bal and McCormick, 1997), the frequency of spontaneous
action potentials fired by IO neurons was increased by deletion
of HCN1 (p = 73 105, unpaired t test) (Figures 4A and 4B). Un-
like the inhibitory glutamatergic synaptic responses, which are
not restored by depolarization of the somatic membrane poten-
tial (Figure 2), when the somatic membrane potential of neurons
from HCN1/mice was adjusted to approximately50 mV, thefrequency of spontaneous action potentials became indistin-
guishable from HCN1+/+ mice (p = 0.82, unpaired t test) (Fig-
ure 4C). Application of the blocker ZD7288 to neurons from
HCN1+/+mice produced effects similar to deletion of HCN1 (Fig-
ure S4). Moreover, differences between HCN1+/+ and HCN1/
mice in their resting potential and spike frequency where abol-
ished by ZD7288, indicating that these effects of HCN1 deletion
also result directly from the absence of currents mediated by
HCN1 channels and not from secondary adaptations (Figure S4).
We also addressed possible effects of HCN1 on sinusoidal sub-
threshold oscillations. We observed sinusoidal subthreshold os-
cillations at resting potential in33%ofHCN1+/+mice (n = 9/27),
which is consistent with previous observations in vivo and in vitro
(Khosrovani et al., 2007). We did not observe resting sinusoidal
subthreshold oscillations from any HCN1/ mice (n = 0/27),
while the membrane potential at potentials equivalent to theCell Reports 22, 1722–1733, February 13, 2018 1727
resting potential of HCN1+/+ mice was dominated by ongoing
asymmetric spikelet activity (Figure 4A), which likely reflects
spontaneous spiking by IO neurons electrically coupled to the re-
corded cell.
The increase in firing rate following deletion of HCN1 is at first
paradoxical given the associated profound hyperpolarization of
the membrane potential. However, hyperpolarization of IO neu-
rons can promote action potential firing through recruitment of
T-type Ca2+ channels (Llina´s and Yarom, 1981b). Consistent
with this mechanism, we found that bath application of Ni+, which
blocks T-type channels (Lee et al., 1999), abolished spontaneous
action potential firing inHCN1/mice (p = 0.0003, Tukey’s HSD,
n = 5), but not HCN1+/+ mice (p = 0.99, Tukey’s HSD) (Figures 4D
and 4E). This differential effect of Ni+ does not result from upregu-
lation of T-type channels following deletion of HCN1, as the ampli-
tude and kinetics of T-type currents were similar in neurons from
both groups of mice (p = 0.79, unpaired t test) (Figure S5). Thus,
HCN1 channels in IO neurons suppress spontaneous firing by
driving voltage-dependent inactivation of somatic T-type chan-
nels. This effect of HCN1 channels can explain why the threshold
and probability of synaptically driven spike firing is not affected by
block of Ih, even though there is a profound membrane potential
hyperpolarization (Figures 1E and 1F).
Do the effects of HCN1 channels on the somatic resting mem-
brane potential also explain changes in the latency and wave-
form of synaptically driven action potentials observed following
pharmacological block of Ih? If they do, then these changes
should also be reversed by depolarization of the somatic mem-
brane potential. Consistent with this prediction, we found that
during pharmacological block of Ih, the latency of synaptically
driven action potentials was again increased (p = 0.018, Fisher’s
LSD, n = 5) and spikelets were abolished (p = 2.54 3 104), but
following depolarization of the somatic membrane potential the
spike latency (p = 0.28) and number of spikelets (p = 0.19)
were indistinguishable from their values prior to application of
ZD7288 (Figures 5A and 5B). If the sensitivity of spike content
to ZD7288 reflects specific block of HCN1 channels then similar
changes in the number of spikelets associated with spontaneous
action potentials should be found in HCN1/ mice. Indeed,
there were 2.04 ± 0.38 spikelets during the ADP of spontaneous
action potentials from HCN1+/+ mice, whereas spikelets were
completely absent during the ADP of spontaneous action poten-
tials in HCN1/ mice (0 ± 0 spikelets, n = 9) (Figure 5C). These
and other measures of spike shape, which were also modified
by deletion of HCN1 (Figures 5C and 5D) or pharmacological
block of Ih (Figure S4), were rescued by restoration of the
somatic membrane potential and were mimicked by somatic
hyperpolarization of IO neurons from wild-type mice (Figures
5C, 5E, and S4D–S4F). Together, these data indicate that the
influence of HCN1 channels on a neuron’s somatic membrane
potential controls its spontaneous and synaptically driven action
potentials.
Deletion of HCN1 Increases Variability in Cerebellar
Complex Spike Patterns Recorded during Quiet
Wakefulness and Movement
Given the striking influence of HCN1 channels in the IO on syn-
aptic integration and action potential initiation that we describe1728 Cell Reports 22, 1722–1733, February 13, 2018above, along with their previously described roles in pacemaking
and resonance (Bal and McCormick, 1997; Matsumoto-Maki-
dono et al., 2016), we asked whether HCN1 channels influence
activity of IO neurons in behaving animals. As the IO is relatively
difficult to access for direct electrophysiological recordings, we
instead addressed this question using cell-attached recordings
of complex spike activity from cerebellar Purkinje cells in awake,
head-fixed mice (Figures 6A–6C). Because IO action potentials
reliably trigger Purkinje cell complex spikes, and because com-
plex spike duration is proportional to the number of spikelets in
the IO spike (Mathy et al., 2009), these properties serve as a
readout of activity in the IO (Eccles et al., 1964). We focused
on Purkinje cells in the vermis of lobule V of the cerebellum, as
this region integrates sensory input with motor commands and
is involved in adaptive motor coordination (Apps and Hawkes,
2009).
We compared complex spike activity between HCN1+/+ and
HCN1/ mice during quiet wakefulness and periods of move-
ment (Figures 6D–6E). We find that deletion of HCN1 causes a
striking change in the coefficient of variation (CV) of the interval
between complex spikes in both behavioral states (Figures 6G,
6K, S6A, and S6B; Table S1). This was manifest as an increase
in the mean CV across the population and in the variability of
the CV between cells (Table S1). These changes in firing pattern
were accompanied by a smaller reduction in complex spike fre-
quency during quiet wakefulness, but not during movement (Fig-
ures 6F and 6J; Table S1). When we evaluated the number of
spikelets and complex spike duration, we did not find significant
differences during quiet wakefulness (Figures 6H and 6I), but
both were reduced during movement (Figures 6L and 6M). We
also investigated the effect of movement within cells. We did
not find significant differences in any of the measured complex
spike properties between quiet wakefulness and movement in
either HCN1+/+ or HCN1/ mice (Figures S6C–S6N; Table S2;
see also Jelitai et al., 2016). The frequency of simple spikes
was not affected by a global deletion of HCN1 (Table S1).
Thus, HCN1 channels do not appear to impact the frequency
of simple spikes fired by cerebellar Purkinje cells and have rela-
tively little effect on the frequency of complex spikes originating
from the IO. Instead, these data are consistent with HCN1 chan-
nels influencing the timing of action potential firing in the IO and
the number of spikelets following an action potential during
movement.DISCUSSION
Our results establish local and network-wide roles for HCN1
channels in control of synaptic integration in the IO and provide
evidence that in behaving animals HCN1 channels in the IO influ-
ence spike timing.We find that HCN1 channels are required for Ih
in IO neurons and contribute substantially to their resting and
active membrane properties. HCN1 channels acting in part via
gap junctions from adjoining IO neurons enable the inhibitory
component of the PSP, whereas HCN1 channels acting at the
soma control the timing and content of action potentials fired
by IO neurons. The combination of local and long-distance ac-
tions of HCN1 channels, which contrast with their roles in other
Figure 5. Waveforms of Spontaneous Action Potentials Are Modified by Deletion of HCN1
(A) Examples of synaptic responses of IO neurons from Thy1-Chr2 mice to varying intensity optical stimulation in control conditions (left) and during perfusion of
ZD7288 while also injecting positive current to restore the membrane potential to its control value (center). Threshold spikes shown on an expanded timescale
indicate that spike latency and number of spikelets are similar (right).
(B) Latency (left) and number of spikelets (right) for synaptically driven action potentials activated in control conditions (Con), during perfusion of ZD7288
(ZD) and during perfusion of ZD7288 with the membrane potential restored to its control value (ZD depol). Perfusion of ZD7288 modifies the latency
(F2,8 = 11.5 p = 0.004 for effect of condition, one-way repeated-measures ANOVA; control versus ZD7288, p = 0.015, Fisher’s LSD, n = 5) and number of spikelets
(F2,8 = 149.5 p = 4.63 10
7 and p = 8.43 108, respectively), but after restoration of the somatic membrane potential, both are indistinguishable from their control
values (control versus ZD depol, p = 0.68 and p = 0.39 respectively, Fisher’s LSD, n = 5).
(C) Voltage waveforms of action potentials recorded from IO neurons in the absence of injected current (solid line boxes) and when the membrane potential is
adjusted by injection of negative (HCN1+/+) or positive current (HCN1/) (broken line boxes). In each box waveforms to the right show the action potentials on an
expanded timescale.
(D) Boxplots of width of the action potential waveform measured relative to the estimated threshold for initiation of the action potential (p = 4.3 3 1010, t test,
n = 9) and width of the action potential complex measured relative to the modal membrane potential (p = 6.0 3 107).
(E) Width of the spike (F1,24 = 37.9 p = 2.3 3 10
6 for interaction between genotype and membrane potential, ANOVA) (left) and the spike complex
(F1,24 = 31.9 p = 8.2 3 10
6 effect of genotype, two-way ANOVA) (right), plotted as a function of membrane potential.
Error bars in (B) and (E) indicate SEM.neuron types, supports the idea that the IO carries out distinct
network-level computations.
Distal HCN1 Channel Signaling Enables Inhibitory
Components of Glutamatergic Synaptic Responses
How do HCN1 channels enable the hyperpolarizing component
of the response to glutamatergic synaptic input? How can this
requirement for HCN1 channels be reconciled with previous
findings that the hyperpolarizing component is mediated by
calcium-activated potassium channels (Garden et al., 2017)?
By demonstrating that inhibitory components of bidirectionalGluA-mediated synaptic responses are abolished by pharmaco-
logical and genetic manipulations of HCN1 channels, we provide
direct evidence for a role of HCN1 while also ruling out off-target
effects of Ih blockers (Felix et al., 2003) or adaptation following
genetic manipulations (Chen et al., 2010). The direct contribution
of Ih to the resting membrane conductance is unlikely to
explain the requirement of Ih for inhibitory responses, as in this
case, blocking Ih would substantially increase the amplitude of
the depolarizing response (cf. Stuart and Spruston, 1998),
whereas the maximal amplitude of this component is either
maintained or slightly reduced after deletion of HCN1 or blockCell Reports 22, 1722–1733, February 13, 2018 1729
Figure 6. Deletion of HCN1 Increases Vari-
ability in the Timing of Complex Spikes Re-
corded from Cerebellar Purkinje Cells
(A) Schematic of the in vivo recording setup. The
head-fixed mouse is able to run on a cylindrical
treadmill. A recording electrode is lowered through
the cerebellar cortex to reach the Purkinje cell
layer.
(B) A motion index is calculated based on video
analysis to determine clear periods of quiet
wakefulness and movement.
(C) Examples of cell-attached patch clamp re-
cordings from HCN1+/+ and HCN1/ Purkinje
cells showing simple spikes and complex
spikes. The enlarged area shows complex spike
waveforms.
(D and E) Examples of the distribution of complex
spikes from individual Purkinje cells over time in
HCN1+/+ mice (D) and in HCN1/ mice (E). Each
line represents data from one Purkinje cell. Blue
dots indicate a complex spike during a period of
quiet wakefulness, and red dots indicate a com-
plex spike during a period of movement. Black
dots indicate a complex spike in a period that
cannot be clearly defined as either quite wakeful-
ness ormovement. Amaximumof 70 s is shown, or
less if the recording was of a shorter duration, in
which case a vertical dark gray line indicates the
end of the recording.
(F–I) During quiet wakefulness, complex spikes in
HCN1/mice have reduced frequency (p = 0.002,
Mann-Whitney U test) (F) and increased CV
(p = 0.000) (G) compared to HCN1+/+ mice. The
number of spikelets (p = 0.828) (H) and complex
spike duration (p = 0.734) (I) do not differ signifi-
cantly (Table S1).
(J–M) During movement, HCN1/ mice show an
increase in the CV of complex spike firing
compared to HCN1+/+ mice (p = 0.001, Mann-
WhitneyU test) (K) but no change in complex spike
frequency (p = 0.840) (J). The number of spikelets
per complex spike (p = 0.034) (L) and complex
spike duration (p = 0.014) (M) are both also
reduced (Table S1).of Ih (Figures 2 and 3). Instead, our observations can be ex-
plained in the framework of a two-stage model of synaptic inte-
gration by IO neurons (Kistler and De Zeeuw, 2005). According to
this model, the hyperpolarizing component of the glutamatergic
PSP is mediated by Ca2+-activated potassium channels, whose
opening is driven by local Ca2+ spikes triggered by the depolariz-
ing component of the synaptic response (Kistler and De Zeeuw,
2005). This model is supported by pharmacological and electro-
physiological analysis of glutamatergic inputs to neurons in the
IO (Garden et al., 2017). In this scenario, resting activation of
HCN1 channels located on dendrites (Matsumoto-Makidono
et al., 2016) will maintain depolarization of spines within synaptic
glomeruli, which in turn enables synaptic input to trigger den-
dritic Ca2+ spikes. Thus, in the absence of HCN1, the dendrite
is hyperpolarized and glutamatergic input can no longer trigger
the Ca2+ spikes. This may explain the reduction in the peak of1730 Cell Reports 22, 1722–1733, February 13, 2018the depolarizing components of the glutamatergic PSP following
deletion of HCN1 (Figure 2) and pharmacological block of Ih (Fig-
ure 3), while the absence of a resulting Ca2+ influx and activation
of Ca2+-activated potassium channels can account for the abol-
ished hyperpolarizing response to glutamatergic inputs.
Our results suggest that the control of hyperpolarizing compo-
nents of the PSP by HCN1 channels involves network-wide ac-
tions mediated by gap junctions. Whereas functions of HCN1
channels are usually restricted to the neuron in which they are
expressed (Magee, 2000), differential actions of intracellular
and extracellular block of Ih, along with effects of gap junction
block, indicate that the inhibitory components of PSPs involve
actions of HCN1 channels in adjoining electrically connected
neurons (Figure 3). The relative insensitivity of synaptic re-
sponses to changes in the somaticmembrane potential of the re-
corded cell (Figure 4) is also consistent with synaptic potentials
originating at locations that are electrically distant from the
soma. Given that glomeruli at which IO neurons receive excit-
atory inputs are connected by gap junctions (Kistler and De
Zeeuw, 2005), HCN1 channels in all cells contributing to a
glomerulus may permit bidirectional responses by maintaining
the membrane potential of spines in a depolarized state so that
subsequent excitatory input can trigger local spikes. Therefore,
inhibitory components of the synaptic response should still be
present when a HCN1+/+ neuron is hyperpolarized or when
HCN channels are blocked by intracellular ZD7288. This is
consistent with our experimental observations (Figure 3). In
contrast, if depolarization from HCN1 channels is absent in all
neurons and all of the spines within the glomeruli are hyperpolar-
ized, then synaptic activation of dendritic Ca2+ spikes and sub-
sequent activation of small conductance (SK) or large conduc-
tance (BK) calcium-activated potassium channels becomes
unlikely, and no inhibitory component will be recorded at the
soma. This is consistent with our recordings both from HCN1/
mice and from HCN1+/+ mice during extracellular application of
ZD7288 (Figure 3). These interactions between gap junctions,
intrinsic properties, and synaptic input appear distinct from syn-
aptic integration in largely passive dendrites of cerebellar Golgi
cells, which are also connected by gap junctions (Vervaeke
et al., 2012).
Local Actions of HCN1 Channels Controls Action
Potential Initiation and Content
In addition to controlling subthreshold integration, we found that
HCN1 channels reduce the latency for synaptically driven action
potential firing and support generation of spikelets during the ac-
tion potential afterdepolarization (Figures 1 and 5). In several
neuronal cell types that generate action potentials spontane-
ously, Ih is thought to act as an excitatory pacemaker current
(Robinson and Siegelbaum, 2003). In contrast, in IO neurons,
HCN1 channels reduce the frequency of spontaneous action po-
tential firing but are required for the prolonged action potential
ADP and its superimposed spikelets (Figures 4 and 5). These ob-
servations are initially paradoxical, as inward current flowing
through HCN1 channels should drive pacemaking at resting
potentials (Bal and McCormick, 1997), while HCN1 channels
close at positive membrane potentials reached during the action
potential ADP (Figure 1C). However, they are consistent with pre-
vious reports that T-type calcium channels drive spontaneous
activity of hyperpolarized IO neurons (Llina´s and Yarom, 1986)
and observations of the voltage-dependence of the ADP (Llina´s
and Yarom, 1981a). Thus, the depolarizing influence of HCN1
channels causes inactivation of T-type Ca2+ channels, which
prevents T-type Ca2+ channels from driving spontaneous firing,
and enables the spike ADP. This interpretation is consistent
with the reversibility of these phenotypes by somatic depolariza-
tion (Figures 4 and 5) and a lack of evidence for adaptation by
other membrane conductances following deletion of HCN1 (Fig-
ures S5). In other neuron types, Ih also controls excitability via its
actions on membrane potential, causing modified gating of
voltage-gated ion channels (George et al., 2009). Just as for
the influence of HCN1 channels on the excitability of IO neurons,
these functions reflect influence of Ih on signaling within the re-
corded cell.Implications for Computation by IO Networks during
Motor Behavior
How do HCN1 channels influence the firing of IO neurons during
behavior? Using complex spike firing by Purkinje cells as a
readout of firing by neurons in the IO, we find that in vivo
HCN1 channels primarily affect the pattern of climbing fiber ac-
tivity. This is apparent as a striking increase in the variability of
the interval between complex spikes. This increase in complex
spike CV occurs both during quiet wakefulness and during
movement (Figures 6D, 6E, 6G, and 6K). A dominant role for
HCN1 in controlling synaptic integration within the IO may be
consistent with these observations. Thus, HCN1 determines
the timing of action potentials triggered by the depolarizing
component of glutamatergic PSPs (Figure 1), and because it is
required for the hyperpolarizing component of the PSP (Figures
1 and 2), it should also determine the spatial and temporal inte-
gration of bidirectional glutamatergic responses (cf. Garden
et al., 2017). The changes to spike timing in vivo appear unlikely
to be accounted for by a direct influence of HCN1 channels on
spontaneous spiking of IO neurons, as we find that in vitro,
when background synaptic activity is absent, HCN1 channels
suppress spontaneous firing and increase the variability of spike
intervals (Figure 4). This is the opposite of our finding in behaving
animals. This difference may be because in vivo glutamatergic
synaptic input drives spontaneous activity of IO neurons (Lang,
2001). Resonant or oscillatory roles of HCN1 channels also
appear unlikely to explain the increase in variability of complex
spike timing, as both would act on timescales in the 5- to
10-Hz range (interspike intervals of 100–200ms), whereas the in-
terspike intervals that contribute to increased variability are
much longer (Figure S6). The changes in firing pattern are also
unlikely to result from an absence of HCN1 from cerebellar
Purkinje cells, as deletion of HCN1 channels does not affect
the initiation or properties of Purkinje cell complex spikes (Rinaldi
et al., 2013). Together, these observations indicate that models
for computation by the IOmust account for multiple complemen-
tary roles of HCN1 channels and point toward the importance of
the influence of excitability on synaptic integration within the IO.
These changes would be expected to influence motor coordina-
tion through altered signaling and plasticity in the cerebellar cor-
tex; for example, through climbing-fiber-driven modification of
parallel fiber input to Purkinje cells (Mathy et al., 2009), as well
as modifications to climbing fiber synapses and intrinsic plas-
ticity in Purkinje cells (Grasselli et al., 2016; Hansel and Linden,
2000; Ohtsuki et al., 2012).
In conclusion, our results indicate that integrative mechanisms
in the IO are engaged during movement. HCN1 channels have
both local and long-range actions in the IO, while their disruption
modifies patterns of IO firing during behavior. This diversity of
cellular functions for a single ion channel is consistent with the
evolution of combinatorial patterns of ion channel expression
that enable particular neuron types to perform specific computa-
tions (Marder and Goaillard, 2006).EXPERIMENTAL PROCEDURES
Further details and an outline of methods and resources used in this work can
be found in Supplemental Experimental Procedures.Cell Reports 22, 1722–1733, February 13, 2018 1731
Animals
Experimental studies conformed to the policies of the UK Animals (Scientific
Procedures) Act 1986 and European Directive 2010/62/EU on the protection
of animals used for experimental purposes. Experiments were carried out un-
der a project license granted by the UK Home Office and according to the
guidelines laid down by the University of Edinburgh’s Animal Welfare
Committee.
C57BL/6 mice (all males), mice expressing ChR2 under the control of the
Thy1 promoter (Thy1-ChR2-YFP line 18, stock number 007612, The Jackson
Laboratory, Bar Harbor,ME) (Arenkiel et al., 2007), andmicewith a global dele-
tion of HCN1 (HCN1/; Nolan et al., 2003) and their wild-type littermates
(HCN+/+) (both males and females) were housed on a 12-hr light/dark cycle
(light on 7:00–19.00 hr) in standard breeding cages. Food and water were
available ad libitum. For brain slice experiments, the median age of mice
used was 46 days (range 28–116 days). For in vivo experiments, the median
age of mice used was 56.5 days (range, 48–76 days). During all experiments,
the experimenter was blind to the group the mice were in.
Data Analysis and Statistical Methods
In vitro electrophysiological data were analyzed in IGOR pro (Wavemetrics)
using Neuromatic (http://www.neuromatic.thinkrandom.com/) and custom-
written routines or Axograph. In vivo electrophysiological data were
analyzed using custom-written programs in Python (https://www.python.
org). Simple spikes, complex spikes, and their associated spikelets were
automatically detected and then visually verified. The reported number of
spikelets per complex spike excludes the initial sodium spike component.
Complex spike duration was defined as the time between the peak of the
first sodium spike of the complex spike to the peak of the last spikelet of
the same complex spike. Further statistical analysis was carried out using
Python, IGOR pro, Excel (Microsoft), IBM SPSS Statistics version
17.0 (NY, USA), or R (www.R-project.org). Mean values are reported
as ± SEM. Statistical significance was tested with linear regression,
Student’s t test, one-way ANOVA, and post hoc Fisher’s LSD or Tukey’s
HSD where appropriate, two-way repeated-measures ANOVA, the
Kolmogorov-Smirnov test, or the Mann-Whitney U test.
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures,
six figures, and two tables and can be found with this article online at
https://doi.org/10.1016/j.celrep.2018.01.069.
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SUPPLEMENTAL	EXPERIMENTAL	PROCEDURES	
	CONTACT	FOR	REAGENT	AND	RESOURCE	SHARING	Matthew	 Nolan	 (mattnolan@ed.ac.uk)	 is	 the	 Lead	 Contact	 for	 reagent	 and	 resource	sharing.	All	published	reagents	will	be	shared	on	an	unrestricted	basis;	reagent	requests	should	be	directed	to	the	lead	author.		
	
	EXPERIMENTAL	MODEL	AND	SUBJECT	DETAILS	Experimental	 studies	 conformed	 to	 the	 policies	 of	 the	 UK	 Animals	 (Scientific	Procedures)	Act	1986	and	European	Directive	2010/62/EU	on	the	protection	of	animals	used	 for	experimental	purposes.	Experiments	were	carried	out	under	a	project	 licence	granted	 by	 the	 UK	 Home	 Office	 and	 according	 to	 the	 guidelines	 laid	 down	 by	 the	University	of	Edinburgh’s	Animal	Welfare	Committee.		C57BL/6	mice,	all	males,	mice	expressing	ChR2	under	the	control	of	the	Thy1	promoter	(Thy1-ChR2-YFP	 line	 18,	 stock	 number	 007612	 from	 The	 Jackson	 Laboratory,	 Barr	Harbor,	ME)(Arenkiel	 et	 al.,	 2007),	 and	mice	with	 a	 global	 deletion	 of	HCN1	 (HCN1-/-,	Nolan	et	al.	2003)	and	their	wildtype	littermates	(HCN+/+),	both	males	and	females,	were	housed	on	a	12h	 light/dark	cycle	 (light	on	7:00	–	19.00h)	 in	 standard	breeding	cages.	Food	and	water	were	available	ad	libitum.	During	all	experiments	the	experimenter	was	blind	to	the	group	the	mice	were	in.		
	
	METHOD	DETAILS	
Virus	 injections.	 C57BL/6	 mice,	 all	 males,	 aged	 5–6	 weeks,	 were	 anesthetized	 with	isoflurane	 and	 kept	 on	 a	 feedback-controlled	 heating	 pad	 (Homeothermic	 Blanket	System	 50300,	 Stoelting).	 Post-operative	 pain	 was	 prevented	 by	 administering	 0.05	mg/kg	buprenorphine	hydrochloride	 (Vetergesic)	during	 the	procedure,	 and	by	giving	the	animals	access	 to	Vetergesic	 in	 jelly	 form	during	recovery.	 Injections	 targeting	 the	motor	cortex	were	carried	out	as	described	previously	(Garden	et	al.,	2017).	The	mice	were	mounted	 into	 a	 stereotaxic	 frame	 and	 a	 cut	 was	made	 to	 expose	 the	 skull.	 For	
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injections	 into	 the	 neocortex,	 holes	 were	 drilled	 in	 the	 skull	 bilaterally	 above	 areas	containing	 primarily	 M1	 and	 M2	 (1.2-1.4	 ML,	 1.0-1.5	 AP	 from	 bregma)	 and	 the	underlying	dura	was	carefully	removed.	A	pipette	was	then	inserted	at	a	depth	of	1	mm	from	the	pial	surface	and	500	nl	of	adeno-associated	virus	(AAV)	(pACAGW-ChR2-Venus,	Vector	 biolabs)	 was	 injected	 over	 5	 minutes.	 Pipettes	 were	 left	 for	 5	 minutes	 post-injection	before	removal.		
In	vitro	electrophysiology.	Slice	preparation	and	patch-clamp	recording	from	neurons	in	the	IO	was	as	described	previously	(Garden	et	al.,	2017).	The	median	age	of	mice	used	was	46	days	(range	28	-	116	days).	We	did	not	find	any	change	in	measured	parameters	with	age	of	 the	mice.	Mice	were	killed	by	decapitation	 following	 isoflurane	anesthesia	and	 their	 brains	 rapidly	 removed,	 and	 placed	 in	 cooled	 (4-6	 °C)	 oxygenated	modified	artificial	cerebrospinal	 fluid	(ACSF)	composed	of	the	following	(in	mM):	NaCl	(86),	KCl	(2.5),	CaCl2	(0.5),	MgCl2	(7),	NaH2PO4	(1.2),	NaHCO3	(25),	glucose	(25),	and	sucrose	(75),	continuously	 bubbled	 with	 95	 %	 O2	 and	 5	 %	 CO2	 (pH	 =	 7.4).	 The	 brain	 was	 placed	ventral-side	up	 and	a	 coronal	 cut	made	 through	 the	widest	part	 of	 the	brainstem	and	cerebellum.	 The	 cut	 surface	 was	 glued	 to	 the	 stage	 of	 a	 sectioning	 system	 (Leica	VT1200),	with	the	caudal	part	of	the	brain	facing	upwards.	Coronal	sections	of	thickness	200	μm	were	cut	submerged	under	cold	modified	ACSF.	After	slicing,	brain	slices	were	immediately	immersed	in	regular	ACSF,	consisting	of	the	following	(in	mM):	NaCl	(124),	KCl	 (2.5),	 CaCl2	 (2),	 MgCl2(1),	 NaH2PO4	 (1.2),	 NaHCO3	 (25),	 and	 glucose	 (20),	continuously	 bubbled	 with	 95	 %	 O2	 and	 5	 %	 CO2	 (pH=7.4).	 Slices	 were	 kept	 at	 a	temperature	 of	 33	 –	 35oC	 for	 10	 –	 20	 mins	 and	 then	 passively	 cooled	 to	 room	temperature	 (20	 –	 24°C).	 Neurons	 in	 the	 IO	 were	 visually	 identified	 under	 infrared	illumination	with	DIC	 optics.	Whole-cell	 recordings	were	 obtained	 at	 35°C–37°C	 from	the	 soma	 of	 IO	 neurons	 using	 electrodes	 with	 resistance	 2–5	 MΩ	 when	 filled	 with	intracellular	 solution	 containing	 the	 following	 (in	 mM):	 K	 gluconate	 (130),	 KCl	 (10),	EGTA	 (0.5),	 HEPES	 (10),	 MgCl	 (2),	 EGTA	 (0.1),	 NA2ATP	 (2),	 NA2GTP	 (0.3),	 and	phosphocreatine	 (10)(pH	 adjusted	 to	 7.3	 with	 KOH).	 Recordings	 were	 made	 using	 a	Multiclamp	 700B	 amplifier	 (Molecular	 Devices,	 Sunnydale)	 and	 Axograph	 X	 software	(Axograph	 Scientific,	 Sydney).	 	 Series	 resistances	 were	 <	 15	 MΩ	 for	 voltage-clamp	experiments	and	<	40	MΩ	for	current-clamp	experiments.	Series	resistance	 in	voltage-clamp	 recordings	 was	 compensated	 by	 70%–80%.	 For	 current-clamp	 recordings	
3		
appropriate	bridge	and	electrode	capacitance	compensations	were	applied.	Membrane	current	and	voltage	were	 filtered	at	1–2	KHz	and	4–20	KHz	and	sampled	at	5–10	KHz	and	 10–50	 KHz	 for	 voltage-	 and	 current-clamp	 experiments,	 respectively.	 	 Input	resistance	 was	 calculated	 from	 the	 steady-state	 voltage	 response	 to	 injected	 80	 pA	current	steps.	The	sag	was	calculated	as	the	steady-state	voltage	response	to	an	injected	negative	 current	 of	 160	 pA	 divided	 by	 the	 peak	 of	 this	 response.	 A	 lower	 value	represents	a	larger	membrane	potential	sag.		For	 optogenetic	 activation	 of	 ChR2	 expressing	 axons	 an	 LED	 was	 attached	 to	 the	epifluorescence	port	of	the	microscope	used	for	identification	of	recorded	neurons	(see	(Garden	 et	 al.,	 2017)).	 Activation	 of	 the	 LED	 was	 controlled	 by	 an	 analogue	 voltage	output	from	a	data	acquisition	board.			Measurement	of	Ih	was	carried	out	in	ACSF	of	the	following	composition	(in	mM):	NaCl	(115),	NaH2PO4	(1.2),	KCl	(5),	NaHCO3	(25),	glucose	(20),	CaCl2	(2),	MgCl2	(1),	BaCl2	(1),	CdCl2	 (0.1),	 4-AP	 (1),	 TEA	 (5),	 NBQX	 (0.005),	 picrotoxin	 (0.05),	 and	 TTX	 (0.0005).	Experiments	 to	 examine	 the	 effects	 of	 pharmacological	 block	 of	 ion	 channels	 on	 the	light-evoked	 responses	 were	 performed	 with	 blockers	 of	 ionotropic	 glutamate	 and	GABA	receptors	added	to	the	ACSF.	All	chemicals	were	purchased	from	Sigma	(St.	Louis,	MO)	 with	 the	 exception	 of	 NBQX,	 D-AP5,	 picrotoxin	 and	 ZD7288	 from	 Abcam	biochemicals	 (Cambridge,	 UK).	 Drugs	 were	 made	 fresh	 daily	 from	 frozen	 stocks	concentrated	1000-fold.	
	
In	vivo	electrophysiology	in	awake	mice.	Mice	with	global	deletion	of	HCN1	(HCN1−/−)	and	their	 wild-type	 littermates	 (HCN1+/+),	 both	 males	 and	 females,	 were	 obtained	 as	previously	described	(Nolan	et	al.	2003).	For	all	experiments,	the	mice	were	on	a	mixed	average	 50:50%	 129SVEV:C57BL/6	 background.	 Genotype	 was	 determined	 from	 ear	notch	 biopsies	 by	 real-time	 PCR	 (Transnetyx,	 Cordova,	 TN,	 USA)	 and	 confirmed	 after	each	experiment	using	DNA	from	tail	biopsies.	Mice	were	housed	in	standard	breeding	cages	 with	 access	 to	 a	 running	 wheel	 for	 at	 least	 a	 week	 before	 the	 start	 of	 the	experiment.	Mice	were	kept	on	a	reversed	12h	light/dark	cycle	(light	on	19:00	–	7:00h)	for	2-4	weeks	before	the	start	of	the	experiment.			
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Surgical	 procedures	 and	 in	 vivo	 awake	 recordings	 were	 performed	 as	 previously	described	 (Jelitai	 et	 al.,	 2016).	 All	 surgical	 procedures	 were	 performed	 under	 1.5%	isoflurane	 anaesthesia	 and	 with	 mice	 kept	 on	 a	 feedback-controlled	 heating	 pad	(Homeothermic	Blanket	System	50300,	Stoelting).	A	 small	 lightweight	headplate	 (0.75	g)	was	 implanted	using	cyanoacrylate	adhesive	and	dental	acrylic	 (Jet	Denture	Repair,	Lang	Dental	Manufacturing	Co.)	 and	sealed	with	a	Kwik-Cast	 sealant	 (World	Precision	Instruments).	 Post-operative	 pain	 was	 prevented	 by	 administering	 0.05	 mg/kg	buprenorphine	hydrochloride	(Vetergesic)	during	the	procedure.		After	at	least	24	hours	of	 recovery,	 the	 Kwik-Cast	 sealant	was	 removed	 and	 a	 craniectomy	 (~300	 x	 300	 μm,	using	a	Volvere	Max	GX35	hand	drill,	NSK	Dental)	was	performed	above	lobule	V	of	the	cerebellum	(2.5	mm	posterior	to	lambda	and	0.75	mm	lateral	to	midline)	and	the	dura	removed.	The	craniectomy	was	sealed	with	agar	(1.5%)	and	Kwik-Cast	sealant	and	mice	were	returned	to	the	home	cage	for	~1	hr	to	recover	from	anaesthesia	before	recording	commenced.	Post-operative	pain	was	prevented	by	administering	a	non-steroidal,	anti-inflammatory	agent	carprofen	(4	mg/kg,	Rimadyl)	during	the	procedure.		
In	 vivo	 cell-attached	 recordings	 were	 made	 from	 Purkinje	 cells	 in	 lobule	 V	 of	 the	cerebellar	 vermis	 of	 awake	 mice	 head-fixed	 on	 a	 spherical	 treadmill.	 Mice	 were	habituated	to	the	head-restraint	and	experimental	setup	for	30-60	minutes	before	each	recording	session.	Head-restrained	mice	were	free	to	run,	walk	or	sit	on	the	cylindrical	treadmill.	 The	 Kwik-Cast	 sealant	 was	 removed	 at	 the	 start	 of	 the	 recording.	 In	 vivo	external	solution	consisted	of	the	following	(in	mM):	NaCl	(150),	KCl	(2.5),	HEPES	(10),	CaCl2	(1.5),	MgCl2	(1),	with	pH	7.3.	Glass	pipettes	(resistance	5-8	MΩ)	were	filled	with	internal	solution	consisting	of	(in	mM):	K-gluconate	(135),	KCl	(7),	HEPES	(10),	sodium	phosphocreatine	(10),	MgATP	(2),	Na2ATP	(2),	Na2GTP	(0.5),	with	pH	7.2	and	285-295	mOsm	 and	 lowered	 to	 the	 right	 depth	 at	 an	 angle	 of	 60o	 using	 a	 micromanipulator	(Scientifica).	Biocytin	(1-2	mg/ml)	was	added	before	recording.	Cell-attached	recordings	were	performed	at	250-400	μm	from	the	pial	surface	using	a	Multiclamp	700B	amplifier	(Molecular	Devices,	USA).	The	signal	was	filtered	at	10	kHz	and	acquired	at	20	kHz	using	PClamp	 10	 software	 using	 a	 DigiData	 1440A	 DAC	 interface	 (Molecular	 Devices,	 USA).	Purkinje	 cells	 were	 identified	 based	 on	 the	 occurrence	 of	 both	 simple	 spikes	 and	complex	spikes.		
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Recordings	 used	 for	 analysis	 lasted	 from	 18	 s	 to	 372	 s	 during	 quiet	 wakefulness	(HCN1+/+:	mean	average	166.9	±	19.5	s,	n	=	21,	in	7	mice;	HCN1-/-:	mean	average	185.3	±	22.4	s,	n	=	17,	in	9	mice)	and	from	5	s	to	71	s	during	movement	(HCN1+/+:	mean	average	26.6	±	7.2	s,	n	=	12,	in	6	mice;	HCN1-/-:	mean	average	20.9	±	3.5	s,	n	=	12	,	in	6	mice).	Each	recording	contained	10	–	539	complex	spikes	during	quiet	wakefulness	(HCN1+/+:	mean	average	194	±	26	complex	spikes;	HCN1-/-:	mean	average	135	±	31	complex	spikes)	and	7		–95	complex	spikes	during	movement	(HCN1+/+:	mean	average	38	±	8	complex	spikes;	
HCN1-/-:	mean	average	33	±	9	complex	spikes).		
Motion	index.	We	used	a	motion	index	to	separate	periods	of	quiet	wakefulness,	in	which	the	animal	 is	not	moving	but	 seemingly	 still	 alert	 (not	 asleep),	 from	periods	were	 the	animal	was	 clearly	moving.	 	The	motion	 index	was	 calculated	 as	described	previously	(Jelitai	 et	 al.,	 2016).	 All	 movements	 (positioning,	 grooming	 and	 locomotion)	 were	captured	 using	 a	 digital	 camera	 (60	 fps)	 and	 synchronized	 with	 each	electrophysiological	 recording.	 We	 calculated	 the	 motion	 index	 for	 each	 successive	frame:	 MIf=SN	 i=1(cf+1,i-cf,i)2,	 where	 cf,i	 is	 the	 grayscale	 level	 of	 the	 pixel	 i	 in	 frame	 f.	Movement	was	defined	as	periods	where	the	motion	index	was	above	1	a.u.	for	at	least	2	s.	Periods	of	quiet	wakefulness	were	defined	as	periods	with	a	motion	index	below	1	a.u.	for	 at	 least	 2	 s.	 Any	 periods	 which	 were	 not	 clearly	 movement	 or	 clearly	 quiet	wakefulness	were	not	analyzed.	Visual	inspection	of	each	video	confirmed	the	periods	of	movement	 (where	 the	 mice	 were	 either	 walking	 or	 running,	 but	 not	 grooming)	 and	quiet	wakefulness.			
Immunohistochemistry.	Procedures	for	immunohistochemical	labeling	of	HCN1	channels	are	as	described	previously	(Rinaldi	et	al.,	2013).	Mice	were	transcardially	perfused	and	brains	were	left	overnight	in	4%	PFA	at	4oC,	before	being	put	in	30%	sucrose	for	at	least	36	 hours	 at	 4	 oC.	 The	 caudal	 parts	 of	 the	 brains	 containing	 both	 cerebellum	 and	brainstem	were	 sliced	 coronally	at	 a	 thickness	of	40	µm	at	 a	 freezing	microtome	 (HM	450,	Thermo	Scientific)	and	embedded	in	O.C.T.	compound	(VWR).	Slices	were	washed	for	3×10	min	in	phosphate-buffered	saline	(PBS),	and	blocking	was	performed	in	10	%	normal	goat	serum	(NGS)	in	PBS-0.5	%	Triton	(PBS-T)	for	2	hours	at	room	temperature.	Primary	 polyclonal	 rabbit	 antibody	 against	 HCN1	 (Neuromab)	 was	 incubated	 at	 a	
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dilution	 of	 1:1000	 in	 PBS-T	 with	 1%	 NGS	 overnight	 at	 room	 temperature.	 Excess	antibody	was	removed	by	washing	4×10	min	in	PBS,	and	secondary	antibody	(goat	anti-rabbit	Alexa	546,	A11010,	Molecular	Probes)	was	 incubated	at	a	dilution	of	1:1,000	 in	PBS-T	 with	 1%	 NGS	 for	 2	 h.	 Slices	 were	 washed	 for	 3×10	 min	 in	 PBS	 and	 a	 4,6-diamidino-2-phenylindole	(DAPI)	staining	was	performed	for	5	min	(1:6,000	dilution	of	staining	solution	in	PBS,	original	staining	solution	stock	2	mg/ml,	32670	Sigma,	in	H2O).	Slices	were	washed	3×10	min	 in	PBS	and	embedded	with	mowiol.	 Imaging	of	 sections	was	carried	out	using	a	Nikon	A1R	confocal	microscope.		
Data	analysis	and	statistical	methods.	 In	vitro	electrophysiological	data	was	analyzed	in	IGOR	 pro	 (Wavemetrics)	 using	 Neuromatic	(http://www.neuromatic.thinkrandom.com/)	 and	 custom-written	 routines,	 or	 using	Axograph.	 In	 vivo	 electrophysiological	 data	 was	 analyzed	 using	 custom-written	programs	 in	 Python	 (www.python.org).	 Simple	 spikes,	 complex	 spikes	 and	 their	associated	 spikelets	 were	 automatically	 detected	 and	 then	 visually	 verified.	 The	reported	 number	 of	 spikelets	 per	 complex	 spike	 excludes	 the	 initial	 sodium	 spike	component.	 Complex	 spike	duration	was	defined	 as	 the	 time	between	 the	peak	of	 the	first	 sodium	 spike	 of	 the	 complex	 spike	 to	 the	 peak	 of	 the	 last	 spikelet	 of	 the	 same	complex	 spike.	 Further	 statistical	 analysis	 was	 carried	 out	 using	 Python	(www.python.org),	 IGOR	pro,	Excel	 (Microsoft),	 IBM	SPSS	Statistics	version	17.0	 (New	York,	USA),	or	R	(www.R-project.org).	Mean	values	are	reported	as	±	standard	error	of	the	mean	(SEM).	Statistical	significance	was	tested	with	with	linear	regression,	Student’s	t	 test,	 one-way	ANOVA	 and	post	 hoc	 Fisher’s	 LSD	or	Tukey’s	HSD	where	 appropriate,	two-way	repeated	measures	ANOVA,	Kolmogorov-Smirnov	test,	or	the	Mann-Whitney	U	test.		
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Figure	S1.	HCN1	channels	mediate	Ih	in	IO	neurons	(relates	to	Figure	2)	(A)	 Low	 magnification	 image	 of	 coronal	 brain	 stem	 section	 from	 a	 HCN1+/+	 mouse	labelled	with	 an	 antibody	 against	 HCN1	 (green).	 DAO	 is	 dorsal	 accessory	 olive,	 PO	 is	principal	olive	and	MAO	is	medial	accessory	olive	(scale	bar	500	μm).		(B)	 Higher	 magnification	 view	 of	 the	 section	 in	 (A)	 illustrating	 double	 labeling	 with	antibodies	against	HCN1	(left),	MAP2	(centre)	and	merged	(right)(scale	bar	250	μm).	(C)	 Images	 of	 the	 IO	 from	HCN1-/-	 mice	 labelled	 with	 antibodies	 against	 HCN1	 (left),	MAP2	(centre)	and	merged	(right)	(scale	bar	250	μm).	(D)	Voltage-clamp	recordings	of	membrane	current	responses	to	voltage	steps	(lower)	obtained	 from	 IO	 neurons	 in	 slices	 from	 HCN1+/+	 mice	 (upper)	 and	 HCN1-/-	 mice	(middle).	(E)	Plot	of	mean	 tail	 currents	measured	at	 -70	mV	as	 a	 function	of	 test	potential.	The	maximum	tail	current	amplitude	for	neurons	from	HCN1+/+	mice	was	-172	±	21	pA	(n=9)	compared	with	-12	±	8	pA	(n=9)	for	neurons	from	HCN1-/-	mice	(p=6.3	x10-4,	t-test).	(F)	Examples	of	membrane	potential	responses	to	current	steps	(lower)	recorded	from	IO	neurons	from	HCN1+/+	mice	(upper)	and	HCN1-/-	mice	(middle).	(G)	Box	plots	of	modal	resting	membrane	potential	 (p	=	4.1	x	10-14,	 t-test,	n	=	9)(left),	input	resistance	(p	=	7.0	x	10-4	)	and	sag	(p	=	8.8	x	10-6).	
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Figure	 S2.	 ZD7288-sensitive	 inhibitory	 component	 of	 PSPs	 is	 not	 rescued	 by	
depolarization	(relates	to	Figure	2)	(A)	 Example	 responses	 of	 Thy1-ChR2	mice	 to	 optical	 activation	 in	 control	 conditions	(left),	and	during	application	of	ZD7288	in	the	absence	of	applied	current	(centre)	and	during	 injection	 of	 positive	 current	 to	 restore	 the	 membrane	 potential	 to	 its	 control	value	(right).	(B)	Average	responses	superimposed	for	each	condition	in	(A).		(C-E)	 Plots	 of	 the	 amplitude	 of	 the	 depolarizing	 (C,	 D)	 and	 hyperpolarizing	 (E)	components	 for	 each	 condition.	The	maximum	amplitude	of	 the	excitatory	 component	(C)	does	not	depend	upon	the	condition	(F2,8	=	1.1	p	=	0.37	one-way	repeated	measure	ANOVA,	n	=5).	The	amplitude	of	the	first	peak	(D)	of	the	excitatory	component	depends	on	 condition	 (F2,8	 =	 8.1	 p	 =	 0.01,	 one-way	 repeated	measure	ANOVA),	 is	 increased	by	ZD7288	(Con	v	ZD	p	=	0.01,	Fisher’s	LSD)	and	is	restored	by	depolarization	(Con	v	ZD	AdjVm	p	=	0.22,	Fisher’s	LSD).	The	amplitude	of	the	inhibitory	component	(E)	depends	on	condition	 (F2,8	=	26.7	p	=	0.007,	one-way	repeated	measure	ANOVA)	 is	 reduced	by	ZD7288	 (Con	 vs	 ZD	 p	 =	 6.4	 x	 10-5,	 Fisher’s	 LSD)	 and	 is	 not	 restored	 by	 subsequent	depolarization	(Con	v	ZD	AdjVm	p	=	0.0002,	Fisher’s	LSD).		
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Figure	S3.	Change	 in	 intrinsic	membrane	properties	during	 intracellular	dialysis	
with	ZD7288	(relates	to	Figure	3)	(A)	Examples	of	light-evoked	synaptic	potentials	recorded	from	a	Thy1-ChR2	mouse	at	different	times	after	break	in.	(B)	 Data	 from	 (A)	 replotted	 to	 illustrate	 the	 change	 in	 membrane	 potential	 during	intracellular	dialysis	with	ZD7288.	(C-E)	Mean	resting	membrane	potential	(C)	(F3,12	=	17.7,	p	=	0.0001,	one-way	repeated	measures	ANOVA,	0	min	v	15	min	p	=	0.0005,	Fisher’s	LSD,	n	=	5)	,	input	resistance	(D)	(F3,12	=	1.1,	p	=	0.40,	one-way	repeated	measures	ANOVA,	n	=5)	and	membrane	potential	sag	 response	 to	 current	 steps	 (E)	 (F3,12	 =	 27.7,	 p	 =	 1.1	 x	 10	 -5,	 one-way	 repeated	measures	ANOVA,	0	min	v	15	min	p	=	2.6	x	10-6)	plotted	as	a	function	of	time	since	break	in.		(F)	Examples	of	 light-evoked	synaptic	potentials	recorded	from	a	Thy1-ChR2	mouse	in	control	 conditions,	 during	 perfusion	 of	 carbenoxolone	 and	 then	 with	 the	 stimulus	intensity	increased.	(G-H)	In	the	presence	of	carbenoxolone	the	amplitude	of	the	depolarizing	component	of	the	glutamatergic	synaptic	response	(control	3.5	±	0.2	mV,	carbenoxolone	1.3	±	0.3,	p	=	
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0.0007,	 n	 =	 4,	 paired	 t-test)(G)	was	 reduced	 and	 the	 hyperpolarizing	 component	was	completely	 abolished	 (p	 =	 0.0008,	 n	 =	 4,	 paired	 t-test)(H).	 Carbenoxolone	 was	 bath	applied	for	30	minutes,	also	resulting	in	a	moderate	increase	in	input	resistance	(control	21.1	±	4.9	MΩ,	carbenoxolone	32.5		±	9.1	MΩ,	p	=	0.33,	n	=	4,	paired	t-test)	without	any	change	in	membrane	potential	(control	-53.49	±	2.06	mV,	carbenoxolone	-53.64	±	0.68	mV,	p	=	0.95,	n	=	4,	paired	t-test).				 	
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Figure	 S4.	 Effects	 of	HCN1	deletion	on	 action	potential	 firing	 are	 reproduced	by	
pharmacological	block	of	Ih	(relates	to	Figures	4	and	5)	(A-B)	Examples	of	membrane	potential	of	neurons	HCN1+/+	mice	 (A)	and	HCN1-/-	mice	(B)	recorded	in	control	conditions	(left)	and	subsequently	during	perfusion	of	ZD7288	(right).	(C)	Membrane	potential	(F1,16	=	123.1	p	=	6.36	x	10-9	for	effect	of	ZD7288,	F1,16	=	81.6	p	=	1.1	 x	 10-7	 for	 interaction	between	 genotype	 and	ZD7288,	 one	way	 repeated	measures	ANOVA,	HCN1+/+	Con	v	ZD	p	=	1.0	x	10-7	HCN1-/-	Con	v	ZD	p	=	0.48,	Tukey’s	HSD,	n	=	5),	spike	 frequency	 (F1,16	=	 1.3	 p	 =	 0.28	 for	 effect	 of	 ZD7288,	 F1,16	 =	 11.6	 p	 =	 0.004	 for	interaction	 between	 genotype	 and	 ZD7288,	 one	 way	 repeated	 measures	 ANOVA,	
HCN1+/+	 Con	 v	 ZD	 p	 =	 0.32	 HCN1-/-	 Con	 v	 ZD	 p	 =	 0.033,	 Tukey’s	 HSD,	 n	 =	 5)	 and	coefficient	of	variation	(F1,16	=	8.8	p	=	0.01	for	effect	of	ZD7288,	F1,16	=	7.0	p	=	0.019	for	interaction	 between	 genotype	 and	 ZD7288,	 one	 way	 repeated	 measures	 ANOVA,	
HCN1+/+	Con	v	ZD	p	=	0.09	HCN1-/-	Con	v	ZD	p	=	0.68,	Tukey’s	HSD,	n	=	5)	for	all	neurons	from	HCN1+/+	mice	(closed	circles)	and	HCN1-/-	mice	(open	circles)	in	control	conditions	(con)	and	during	subsequent	perfusion	of	ZD7288	(ZD)			
12		
(D-E)	Waveforms	of	consecutive	spontaneous	action	potentials	recorded	 from	HCN1+/+	(D)	and	HCN1-/-	 IO	neurons	 (E)	 recorded	 in	 control	 conditions	and	during	 subsequent	perfusion	of	ZD7288.	Waveforms	to	the	right	show	the	spikes	on	a	10x	expanded	time	scale.	(F)	Width	of	the	spike	(left)	(F1,16	=	20.7	p	=	0.0004	for	effect	of	ZD7288,	F1,16	=	22.3	p	=	0.0003	 for	 interaction	 between	 genotype	 and	 ZD7288,	 one	 way	 repeated	 measures	ANOVA,	HCN1+/+	Con	v	ZD	p	=	6.7	x	10-5	HCN1-/-	Con	v	ZD	p	=	0.99,	Tukey’s	HSD,	n	=	5),	and	the	spike	complex	(right)	(F1,16	=	8.6	p	=	0.011	for	effect	of	ZD7288,	F1,16	=	6.8	p	=	0.021	 for	 interaction	 between	 genotype	 and	 ZD7288,	 one	 way	 repeated	 measures	ANOVA,	HCN1+/+	 Con	 v	 ZD	p	 =	 0.008	HCN1-/-	 Con	 v	 ZD	p	 =	 0.97,	 Tukey’s	HSD,	 n	 =	 5),	measured	as	in	Figure	6,	for	all	neurons	perfused	with	ZD7288,	labelled	as	in	(C).		 	
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Figure	 S5.	 Deletion	 of	 HCN1	 does	 not	 cause	 adaptation	 of	 T-type	 currents	 in	 IO	
neurons	(relates	to	Figure	4)	(A)	 Examples	 of	 T-type	 currents	 recorded	 from	 IO	 neurons	 from	 HCN1+/+	 (top)	 and	
HCN1-/-	mice	(bottom).	(B)	 The	 mean	 peak	 amplitude	 of	 isolated	 T-type	 currents	 is	 plotted	 as	 a	 function	 of	membrane	 potential	 for	 IO	 neurons	 from	 HCN1+/+	 and	 HCN1-/-	 mice.	 There	 was	 no	significant	difference	in	the	maximal	tail	current	amplitude	(p=0.79,	n=5,	t-test).		 	
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Figure	 S6.	 Complex	 spike	 properties	 during	 quiet	 wakefulness	 and	 movement	
(relates	to	Figure	6)	(A	-	B)	Histograms	of	ISI	distributions	of	individual	cells	from	HCN1+/+	mice	(A)	and	from		
HCN1-/-	mice	(B),	during	quiet	wakefulness	(blue)	and	movement	(red).	Each	black	box	indicates	data	for	one	Purkinje	cell.	(C	 -	 D)	 Absolute	 values	 of	 complex	 spike	 frequency	 during	 quiet	 wakefulness	 and	movement	in	HCN1+/+	mice	(C)	and	HCN1-/-	mice	(D).	(E)	Difference	in	complex	spike	frequency	between	periods	of	movement	and	periods	of	quiet	wakefulness.	(F	-	G)	Absolute	values	of	complex	spike	CV	during	quiet	wakefulness	and	movement	in	
HCN1+/+	mice	(F)	and	HCN1-/-	mice	(G).	
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(H)	Change	in	complex	spike	CV	during	periods	of	movement	when	compared	to	periods	of	quiet	wakefulness.	(I-J)	 Absolute	 values	 of	 the	 number	 of	 CS	 spikelets	 during	 quiet	 wakefulness	 and	movement	in	HCN1+/+	mice	(I)	and	HCN1-/-	mice	(J).	(K)	Difference	in	the	number	of	CS	spikelets	between	movement	and	quiet	wakefulness.	(L-M)	The	duration	of	complex	spikes	recorded	during	quiet	wakefulness	and	movement	from	HCN1+/+	mice	(L)	and	HCN1-/-	mice	(M).	(N)	Difference	in	the	CS	duration	between	movement	and	quiet	wakefulness.			 	
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 Quiet wakefulness Movement 
HCN1+/+  HCN1-/- HCN1+/+  HCN1-/- 
CS frequency (Hz)  1.21 ± 0.06 
(n=21) 
0.87 ± 0.14 
(n=17) 
1.46 ± 0.14 (n = 
12) 
1.50 ± 0.31      (n = 
12) 
Difference in meana 
Difference in distributionb 
U = 72, p = 0.002 
D = 0.599, p = 0.001 
U = 68, p = 0.840 
D = 0.333, p = 0.433 
CS CV 0.79 ± 0.02 
(n=21) 
1.48 ± 0.13 
(n=17) 
0.83 ± 0.06       
(n = 12) 
1.83 ± 0.23    
(n = 12) 
Difference in meana 
Difference in distributionb 
U = 27, p = 0.000 
D = 0.7507, p = 0.000 
U = 7, p = 0.001 
D = 0.9000, p = 0.000 
Number of spikelets 3.24 ± 0.08 
(n=14) 
3.37 ± 0.21      
(n = 10) 
3.20 ± 0.16      
(n = 7) 
2.56 ± 0.15            
(n = 5) 
Difference in mean* 
Difference in distributionb 
U = 61, p = 0.828 
D = 0.3571, p = 0.363 
U = 4, p = 0.034 
 
CS duration (ms) 5.81 ± 0.20 ms 
(n = 14) 
6.14 ± 0.88 ms 
(n = 10) 
5.99 ± 0.53      
(n = 7) 
4.11 ± 0.26            
(n = 5) 
Difference in meana 
Difference in distributionb 
U = 59, p = 0.734 
D = 0.400, p = 0.237 
U = 2, p = 0.014 
SS frequency (Hz)  54.50 ± 6.71 
(n=21) 
49.41 ± 3.72 
(n=17) 
67.10 ± 7.65    
(n = 12) 
62.89 ± 7.99           
(n = 12) 
Difference in meana 
Difference in distributionb 
U = 132, p = 0.255 
D = 0.252, p = 0.525 
U = 64, p = 0.665 
D = 0.167, p = 0.991 	
a Mann-Whitney U test 
b Kolmogorov-Smirnov test 	
Table	S1.	Properties	of	complex	spikes	and	simple	spikes	recorded	from	Purkinje	
cells	in	vivo	(relates	to	Figure	6)	Data	 recorded	 from	 Purkinje	 cells	 in	 awake,	 behaving	 mice,	 comparing	 HCN1+/+	 and	
HCN1-/-	mice	during	periods	of	quiet	wakefulness	and	periods	of	movement.	
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HCN1+/+ HCN1-/- 
Quiet 
wakefulness 
Movement Quiet 
wakefulness 
Movement 
CS frequency (Hz)  1.24 ± 0.07      
(n = 12) 
1.46 ± 0.14      
(n = 12) 
1.02 ± 0.19      
(n = 12) 
1.50 ± 0.31             
(n = 12) 
Difference in meana 
Difference in distribution b 
U = 47, p = 0.158 
D = 0.333, p = 0.433 
U = 56, p = 0.370 
D = 0.4167, p = 0.186 
Difference in CS 
frequency (Mov – QW) 
0.22 ± 0.08 (n = 12) 0.48 ± 0.34 (n = 10) 
Difference in meana U = 65, p = 0.707 
CS CV 0.81 ± 0.03      
(n = 12) 
0.83 ± 0.06      
(n = 12) 
1.55 ± 0.16       
(n = 10) 
1.84 ± 0.23    
(n = 10) 
Difference in meana 
Difference in distribution b 
U = 67, p = 0.796 
D = 0.4167, p = 0.186 
U = 40, p = 0.472 
D = 0.300, p = 0.675 
Difference in CS CV 
(Mov – QW) 
0.019 ± 0.057 (n = 12) 0.28 ± 0.22 (n = 10) 
Difference in meana U = 47, p = 0.410 
CS number of spikelets 3.24 ± 0.10      
(n = 7) 
3.20 ± 0.16      
(n = 7) 
3.24 ± 0.38      
(n = 5) 
2.56 ± 0.15             
(n = 5) 
Difference in meana 
 
U = 24, p = 1.00 
 
U = 20, p = 0.144 
 
Difference in CS 
number of spikelets 
(Mov – QW) 
-0.044 ± 0.076 (n = 7) -0.68 ± 0.46 (n = 5) 
Difference in meana U = 25, p = 0.256 
CS duration 5.83 ± 0.30      
(n = 7) 
5.99 ± 0.53      
(n = 7) 
4.59 ± 0.40      
(n = 5) 
4.11 ± 0.26             
(n = 5) 
Difference in meana 
 
U = 26, p = 0.90 
 
U = 19, p = 0.210 
 
Difference in CS 
duration (Mov – QW) 
0.16 ± 0.59 (n = 7) -0.47 ± 0.23 (n = 5) 
Difference in meana U = 26, p = 0.194 
a Mann-Whitney U test 
b Kolmogorov-Smirnov test 	
Table	S2.	Properties	of	complex	spike	firing	compared	between	periods	of	quiet	
wakefulness	and	periods	of	movement	in	HCN1+/+	and	HCN1-/-	mice	(relates	to	
Figure	6)	
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Data	recorded	from	Purkinje	cells	in	awake,	behaving	mice,	comparing	periods	of	quiet	wakefulness	and	periods	of	movement	in	HCN1+/+	and	HCN1-/-	mice.	Only	cells	that	had	both	a	period	of	quiet	wakefulness	and	a	period	of	movement	were	taken	into	account.	Statistical	comparisons	correspond	to	the	data	shown	in	Figure	S6(C-N).				
