Abstract. For a Banach space X such that all quotients only admit direct decompositions with a number of summands smaller than or equal to n, we show that every operator T on X can be identified with an n × n scalar matrix modulo the strictly cosingular operators SC(X). More precisely, we obtain an algebra isomorphism from the Calkin algebra L(X)/SC(X) onto a subalgebra of the algebra of n × n scalar matrices which is triangularizable when X is indecomposable. From this fact we get some information on the class of all semi-Fredholm operators on X and on the essential spectrum of an operator acting on X.
We show that for each complex space X ∈ QD n , there exists an algebra isomorphism from L(X)/SC(X) onto a subalgebra of the algebra M n (C) of n × n scalar matrices. Since the class Φ(X) of Fredholm operators on X coincides with the class of those T ∈ L(X) such that the corresponding class in L(X)/SC(X) is invertible, we identify Φ(X) with the set of all invertible elements of a subalgebra of M n (C) and we prove that the essential spectrum of an operator T ∈ L(X) coincides with the spectrum of an n × n matrix.
We also show that a complex Banach space is n-decomposable if and only if there is an operator T on it whose essential spectrum admits a partition into n non-empty compact subsets. Applying this result to the case where X is an indecomposable QD n space, we deduce that the Calkin algebra L(X)/SC(X) can be identified with a subalgebra of the algebra of all upper triangular n × n matrices with constant diagonal.
For this purpose, we study the quotient spaces L(X, Y )/SC(X, Y ) when X ∈ QD n and Y ∈ QD m . First we consider the case in which X and Y are products of QD 1 spaces. Then we apply the results to the general case. Whenever Y ∈ QD m is isomorphic to a quotient of X ∈ QD n we show that L(X, Y )/SC(X, Y ) can be identified with a subspace of the space of m × n scalar matrices. From this result we obtain a representation of the Calkin algebra L(X)/SC(X) for X a QD n space.
Some of the results and ideas behind this paper are a dual version of the results of Ferenczi [2] , who considers hereditarily indecomposable spaces and strictly singular operators. However, our development is more closely related to operator theory. In this way our proofs are shorter and our presentation is more transparent. Moreover, we obtain a representation of L(X)/SC(X) as an algebra of matrices, which gives additional information on the Calkin algebra. We observe that our scheme could be applied to the case considered in [2] , improving in this way the results contained there.
Along the paper X, Y, Z, . . . will denote Banach spaces over the field of real or complex numbers. All statements are valid in both cases unless explicitly mentioned otherwise. X * will stand for the dual space of X and
L(X, Y ) for the (continuous linear) operators from X into Y . We set L(X) = L(X, X), and I is the identity map. Given operators S ∈ L(Z, X) and T ∈ L(Z, Y ), we define their product S × T ∈ L(Z, X × Y ) by (S × T )(z) := (S(z), T (z)).
Subspaces will always be closed and infinite-dimensional, and quotients will be infinite-dimensional. We denote the quotient map from a Banach space X onto a quotient Y by Q Y .
Given subsets A ⊆ X, B ⊆ X * , we denote by A ⊥ , ⊥ B, their respective annihilators in X * and X.
Quasi-maximal quotients.
In this section we describe the quasimaximal quotients of a Banach space. We also give some results that we will need later.
We say that the space X is quotient indecomposable if no quotient of X can be written as the direct sum of two subspaces.
Clearly, X is quotient indecomposable if and only if every quotient of X is quasi-maximal.
The following two results will be useful.
Proof. If M + N is closed, then (M + N ) ⊥ is a weak * closed subspace contained in both M ⊥ and N ⊥ , and X/(M + N ) is a quotient of both X/M and X/N . Thus, we get the result by setting K = 0.
Then we choose x 1 ∈ X such that x 1 < 2 and f 1 (x 1 ) = 1. Assume that we have selected f i ∈ M ⊥ , g i ∈ N ⊥ and x i ∈ X such that
Let P n be the projection on X with Ker P n = F n and R(P n ) = ⊥ G n . Note that (M +F n )+N is not closed. Again by (1) we can choose f n+1 ∈ (M +F n ) ⊥ and g n+1 ∈ N ⊥ such that f n+1 = g n+1 = 1 and
We take y n+1 ∈ X such that y n+1 < 2 and f n+1 (y n+1 ) = 1, and set 
Proof. (a) If S: Z → X is not strictly cosingular, then we have a quotient X 1 of X such that Q X 1 S is surjective. As Y is a quasi-maximal quotient, Proposition 2.6 applies so that there exist K ∈ L(X) with K < 1/2 and 
If T is strictly cosingular, then we take Z 1 = Z and T 1 = 0. Suppose that T is not strictly cosingular. Then there is a quotient W of Z such that Q W T is surjective. Now Y is a quasi-maximal quotient, so Proposition 2.6 applies to Q W T and Q Y , and we get quotients Y 1 of Y and Z 1 of W , a compact operator K: X → X and an isomorphism φ:
Operators on fundamental QD n spaces.
Recall that X and Y are quotient incomparable if no quotient of X is isomorphic to a quotient of Y , and X is said to be n-
Definition 3.1. We say that a Banach space X is a QD n space, X ∈ QD n , if X has an n-decomposable quotient, but it has no (n + 1)-decomposable quotient.
We say that X is quotient indecomposable if it is a QD 1 space.
where n 1 ≤ . . . ≤ n k are the times that each space appears in the product, arranged in increasing order.
The definition of a fundamental QD n space looks very restrictive, since we require some spaces to be equal, not just isomorphic. However, it will allow us to simplify some arguments.
(b) It follows readily from the definition that X ∈ QD n if and only if it has a quasi-maximal quotient isomorphic to a fundamental QD n space.
(c) The product of n quotient indecomposable spaces is a QD n space [6, Theorem 1]. However, these products do not exhaust the class of all QD n spaces: for each n there exists a hereditarily indecomposable space X which is a QD n space.
Indeed, it was proved by Ferenczi [3, Appendix] that for each n ∈ N, there exist complex spaces X 1 , . . . , X n such that every quotient of each X i is hereditarily indecomposable, and a subspace Z of X 1 × . . . × X n so that
Moreover, X has a quotient which is ndecomposable. Thus X is a QD n space.
be fundamental spaces and let Ψ : X → Y be an operator. We will identify Ψ with the m × n matrix (Ψ ij ), where Ψ ij : X j → Y i is the ith coordinate of the restriction of Ψ to X j . The operator Ψ is strictly cosingular if and only if every Ψ ij is strictly cosingular; in this case we will say that (Ψ ij ) is a strictly cosingular matrix . In the case n = m, we say that Ψ is diagonal when Ψ ij = 0 for i = j.
We denote by M X,Y the set of all m×n scalar matrices A = (a ij ) ∈ M m,n such that a ij = 0 when X j and Y i are quotient incomparable. Sometimes we will write M m,n (C) to emphasize that we are considering the field of complex numbers.
If
, and we say that V σ is an allowable permutation of the factors of X.
If A ∈ M m,p we denote by (A|0) ∈ M m,p+q the matrix whose first p columns are those of A and the rest of the entries are 0. 
Since the sum of a lower semi-Fredholm operator and a strictly cosingular operator is lower semi-Fredholm [11, Chap. V, Theorem 3.4], the operator from the product of copies of X j into the product of copies of Y i induced by Ψ is lower semi-Fredholm. Thus, taking into account that the product of k quotient indecomposable spaces is a QD k space [6, Theorem 1], we conclude that the number of copies of Y i in Y is smaller than or equal to the number of copies of X j in X.
It is enough to select a suitable V σ and take as D a diagonal matrix with a number of copies of q i on the diagonal as necessary. However, we do not need this result in its full generality.
X j ∈ QD n be fundamental spaces. Suppose that there exists a surjective operator from X onto Y determined by a matrix (D|0), where
We will denote by DA the operator from X into Y with entries a ij q i .
Moreover
The following result was essentially proved in [5] :
Proposition 3.7. Let Z be a complex quotient indecomposable space. Then for every surjective operator q: Z → X we can write Proof. Let (T ij ) be the matrix associated to T . Set D = diag(q 1 , . . . , q m ) . Then by Proposition 3.7, T ij = a ij q i + K ij , where a ij ∈ C and K ij ∈ SC(X j , Y i ). Moreover, by Remark 3.6, a ij = 0 for X i = X j . In matrix terms, this is equivalent to the equality
Operators on QD n spaces.
Here we show that some properties of the operators on a QD n space X can be derived from those obtained for a fundamental QD n space. The key will be Theorem 4.8, in which we use a filter defined in the class of all fundamental quotients of X (see Definition 4.1 below) to identify matrices and operators, modulo the strictly cosingular operators.
Definition 4.1. Let X ∈ QD n . A fundamental quotient of X is a pair ( X, U ), where X is a quotient of X and U is an isomorphism from X onto a fundamental QD n space
Y i be two fundamental quotients of X. We say that X 1 is a diagonal quotient of X 2 if there exists a diagonal surjective matrix from Proof. By definition, X has a quotient n i=1 X i with X i quotient indecomposable for every i. If X i and X j are not quotient incomparable, then passing to further quotients, we can suppose that they are isomorphic. If X i and X j are quotient incomparable, then so are their quotients. By an iterative process of passing to further quotients we get a product with factors either isomorphic or quotient incomparable. Applying suitable isomorphisms in the factors we get a fundamental QD n space.
For the convenience of the reader we recall some basic facts about product spaces. 
Thus the subspaces N
⊥ i form a direct sum. Hence p: X → n i=1 (X/N i ) is onto, by (a). As N ⊥ i ⊆ M ⊥ , p admits a factorization p = p 0 Q X/M through X/M . Since I + K i induces an isomorphism U i from X/N i onto X/L i and p is surjective, composing p 0 and U 1 × . . . × U n we get a surjective map from X/M onto n i=1 (X/L i ).X/M → m i=1 (X/V i ) for some V i ⊇ N i . Now X/V i Y /W i = Z i for some W i ⊇ L i ,
and we have a surjective operator
Z is surjective and it is enough to apply Proposition 3.4.
Corollary 4.6. Let X ∈ QD n . Then the relation ≤ defines a filter on the set of all fundamental quotients of X; i.e., given two fundamental quotients X 1 , X 2 , there exists a fundamental quotient X 3 such that X 3 ≤ X 1 and
Proof. Taking Y = X, X = X 1 and Y = X 2 in Proposition 4.5, we get a fundamental quotient X 3 ≤ X 2 and a diagonal surjective matrix from X 1 onto X 3 . Thus X 3 ≤ X 1 .
For a fundamental quotient X n j=1 X j we set χ( X) = χ( n j=1 X j ). Corollary 4.7. Let X be a QD n space and let X 1 and X 2 be fundamental quotients of X. Then χ( X 1 ) = χ( X 2 ).
Proof. By Corollary 4.6, it is enough to consider the case X 1 ≤ X 2 . After a permutation of the factors, we can suppose that there is a diagonal surjective matrix from X 2 
by Proposition 2.8 and ψ is onto. Now, if DAQ X ∈ SC(X, Y ), then DA ∈ SC( X, Y ), i.e., φ i a ij is strictly cosingular for every i, j. As every φ i is onto, it follows that a ij = 0 for every i, j and
by Proposition 3.8. 
Proof. First of all, Θ is injective by Proposition 2.8(a) and Theorem 4.8. In view of Theorem 4.8, it just remains to prove the multiplicativity. Proof. We suppose first that X is complex. In this case it is enough to observe that ind(T −λI) is a continuous discrete function in λ, that C\σ e (T ) is connected by Proposition 5.1 and Theorem 4.11, and that ind(T −λI) = 0 for |λ| > T .
Suppose now that X is a real space and that X C denotes its complexification. Then X C is isomorphic to X ⊕ X as a real space, thus it is a real QD 2n space [6, Theorem 2] . As every complex quotient of X C is also a real quotient, X C is a complex QD m space for some m ≤ 2n. If T C is the complexification of a semi-Fredholm operator T , then T C is also semi-Fredholm and ind(T C ) = ind(T ). By the first part ind(T C ) = 0, so ind(T ) = 0. 
Proof. Suppose that
. . , λ n } with the possible exceptions of isolated points.
We select closed simple curves C 1 , . . . , C n on C \ σ(T ) which do not intersect so that each λ i is in the interior of C i and every point in σ(T ) is contained in the interior of C j for some j.
The analytic operational calculus [12, Section V.8] allows us to define
Then each P i is a projection and
Remark 5.6. Clearly, the proof of Theorem 5.5 shows that a complex Banach space is n-decomposable if and only if there exists an operator T ∈ L(X) such that σ e (T ) has n components, i.e., σ e (T ) admits a partition into n non-empty compact subsets.
The following example shows that in Proposition 5.4 it is not enough to suppose X indecomposable in order to get |σ e (T )| = 1 for every T ∈ L(X).
Example [8, (4.2) ]. There exists a complex indecomposable space X and an operator S ∈ L(X) such that σ e (S) = {λ ∈ C : |λ| = 1}. Moreover ind(S) = −1.
An interesting question is to describe the subalgebras of M n (C) which can be identified with the Calkin algebra L(X)/SC(X) for some QD n space X, as in Theorem 4.11.
In the case of an indecomposable QD n space X, Theorem 5.5 implies that |σ e (T )| = 1 for every T ∈ L(X). Therefore, L(X)/SC(X) can be identified by Theorem 4.11 with a subalgebra A of M n (C) such that each matrix in A has only one eigenvalue. A trivial example of such a subalgebra is A = {λI : λ ∈ C}. A second example is the algebra of all upper triangular matrices in M n (C) with constant diagonal. We denote this algebra by U n . Note that the first example is a subalgebra of U n . Let us see that the Kolchin Theorem on unipotent algebraic groups allows us to show that up to a change of basis all the subalgebras A are of this kind.
We recall that a matrix A ∈ M n (C) is said to be unipotent if its sole eigenvalue is 1, i.e. if its characteristic polynomial is q A (x) = (x − 1) n .
Theorem 5.7. Let X be an indecomposable QD n space. Then the Calkin algebra L(X)/SC(X) can be identified with a subalgebra of U n .
Proof. Let A be the subalgebra of M n (C) identified with L(X)/SC(X) by Theorem 4.11 and let G be the invertible elements in A. We claim that the set G u of all unipotent elements of G is a subgroup.
Each matrix A ∈ A has a unique eigenvalue, which we denote by α(A). Thus, q A (x) = (x − α(A)) n is the characteristic polynomial of A and it is easy to see that takes its values in the finite set of nth roots of unity. The function f is continuous and G×G is connected, so f (G×G) must be a point. As f (I, I) = 1, it follows that α(A)α(B) = α(AB) for every A, B in G, and the claim is proved.
Since G u is a subgroup of G, we can apply the Kolchin Theorem [13, Theorem 8.2] to G u , and we deduce that there exists an invertible matrix B ∈ M n (C) such that B −1 G u B is a subgroup of the group U n of all upper triangular unipotent matrices in M n (C). The algebras generated by G u and U n in M n (C) are A and U n , respectively. Thus, B −1 AB ⊆ U n , as we wanted to prove.
