Abstract. In 2016, the majority of full-time employed women in the U.S. earned significantly less than comparable men. The extent to which women were affected by gender inequality in earnings, however, depended greatly on socio-economic characteristics, such as marital status or educational attainment. In this paper, we analyzed data from the 2016 American Community Survey using a high-dimensional wage regression and applying double lasso to quantify heterogeneity in the gender wage gap. We found that the gap varied substantially across women and was driven primarily by marital status, having children at home, race, occupation, industry, and educational attainment. We recommend that policy makers use these insights to design policies that will reduce discrimination and unequal pay more effectively.
1. Introduction. As a measure of inequality between men and women, the gender wage gap has come to play an important role both in academic research and the public debate. Most studies that have attempted to quantify gender inequality in earnings to date have reported wage gap estimates based on comparisons of the average wages of male and female employees. Most women in the labor force, however, experience wage penalties that differ from these depending on individual characteristics, such as educational attainment and occupation. Understanding the heterogeneity in the gender wage gap is crucial to designing effective and efficient occupation-and industry-specific programs that can lessen gender inequality in earnings for specific groups of female employees, such as married women and mothers.
In this paper, we aim to provide insights into the heterogeneity in the gender wage gap in the United States and, in doing so, contribute to a more comprehensive understanding of gender inequality in income. The extent to which the gender wage gap differs across women has attracted public attention and the interest of policy makers. While numerous policy reports and media articles have attempted to quantify heterogeneity in the wage gap, they have generally taken a simplistic approach based on comparing descriptive statistics across subgroups of people. Moreover, they generally define these subgroups in terms of one characteristic only, such as region [9] , race, ethnicity [13, 9, 8] , or occupation [2, 10, 7] . Approaches such as this are likely to lead to flawed conclusions, however, because they neglect heterogeneity due to other observable variables. Moreover, statistical significance has only rarely been addressed although it becomes more and more important as the number of characteristics simultaneously being considered increases.
Studies in labor economics usually focus on the average wage gap between men and women, and perhaps control for a few hand-selected control variables [4] . In doing so, they fail to consider that the gender wage gap may vary with the control variables. We are aware of only several studies that examine heterogeneity in the wage gap and the impact of its potential drivers. For instance, in the study by [5] , variation in the wage gap by occupation is considered and in [6] the results are compared across specific industries and for married and never-married women. To the best of our knowledge, our study is the first to model heterogeneity in the gender wage gap in terms of a large set of socio-economic variables using representative data for the U.S. We estimated the gender wage gap for each full-time employed woman in the sample and illustrate the distribution of the wage gaps in quantile plots. To assess sources of heterogeneity, we estimated the effects of a rich set of potential determinants and report their joint statistical significance.
We analyzed data from the 2016 American Community Survey (ACS), which is an annual survey of a representative sample of 1% of the U.S. population. Participation in the survey is mandatory. We restricted our analysis to full-time and year-round employees and stratified the data according to participants educational attainment. The 2016 ACS collected data on a large number of socio-economic variables at the individual and household levels that we were able to use to model heterogeneity. We included information on marital status, having children at home (i.e., at least one biological, adopted or stepchild 18 years of age or younger), race, ethnicity (i.e., Hispanic origin), English language ability, geographic information (i.e., U.S. census region and metropolitan statistical area), veteran status, labor market characteristics (i.e., industry, occupation, hours worked), and the classic human capital variables (i.e., labor market experience and years of education). For people with a bachelors degree, we also included information on their college major. Our final data set comprised 642,229 observations, including 288,095 individuals who had attained a bachelors degree or higher (called bachelors degree data in the following) and 354,134 individuals with lower educational attainment, i.e., at most a high school diploma, GED or equivalent (called high school degree data). Further information on the composition of the sample, detailed descriptive statistics, and a description of our model and methodology are provided in the supplementary material available online.
Applying the traditional approach from the literature on labor economics, i.e., an Oaxaca-Blinder decomposition, to the 2016 ACS data results in a wage gap estimate of 17% for people with a high school diploma or lower, and 14% for people with a bachelors degree or higher (controlling for observable variables). However, the results of our analysis suggest that wage gaps of this magnitude are experienced only by a small proportion of women. To study heterogeneity in the wage gap, we allowed the gap to vary according to the socio-economic characteristics of the survey participants by including twoway interactions between the available variables. As doing so led to a large number of regression coefficients, we used double selection [3] for the least absolute shrinkage and selection operator [12] (double lasso) to estimate the high-dimensional (log) wage regression. This approach allowed us to estimate the gender wage gap or, more precisely, the relative loss in pay compared to a man with the same socio-economic characteristics for each woman in the data set. We additionally report the ordinary least squares (OLS) results to allow for comparison. Figure 1 provides quantile plots of the estimated wage gaps and illustrates that these were highly heterogeneous. Rather than affecting all women to the same extent, gender inequality in wages consisted of a range of wage penalties that differed greatly from woman to woman. For most women, the estimated gap deviated from the abovementioned estimates, derived from traditional analysis, of 17% for people with a high school diploma or lower educational attainment and 14% for people with a bachelors degree or higher. Patterns of heterogeneity varied substantially across the two samples, with gender wage inequality being more prevalent and more severe among women with lower educational attainment. Whereas 90% of female employees with a high school degree or lower earned significantly less than their male counterparts, only 40% of female employees with a bachelors degree or higher experienced a significant wage penalty according to the double lasso results in Figure 1a . Moreover, at any given quantile, the wage gap was larger for women who did not have a college degree. The median of the estimated wage gaps was around 9% (non-significant) for women with postsecondary education. In contrast, a wage gap of at least 21% was experienced by half of the women with lower educational attainment. Interestingly, there was evidence of a reversal of the gender wage gap for a small share of women with a college degree, i.e., 4% of the full-time and full-year employees with postsecondary education earned significantly more than comparable men according to our double lasso results. The plots show the quantiles of the individual gender wage gap estimates as computed for all women in the educational attainment subgroups of the ACS 2016 data together with simultaneous 0.95 confidence bands (gray lines). Estimates in Panel (a) are obtained from a high-dimensional wage regression using the double lasso estimator, with log weekly wages as the dependent variable. Plots on the left refer to the high school degree subgroup and plots on the right to the bachelors degree subgroup. In addition, ordinary least squares results are provided in Panel (b) for reasons of comparison. In the next step, we analyzed the drivers of heterogeneity in the wage gap. Figures 2 and 3 present selected estimated effects of discrete regressors on the gender wage gap compared to the baseline group (indicated by the gray vertical line). Negative changes are interpreted as an increase in the absolute value of the wage gap.
In both of the educational attainment subgroups, the gender wage gap showed similar patterns of heterogeneity for the variables marital status, having children at home and race. The effects associated with job-related variables, such as industry, occupation, and hours worked, differed in sign and magnitude across the two subgroups. A particularly large wage penalty was associated with marriage in both subgroups, with married women with spouse present experiencing a gap that, all other things being equal, was around nine to 12 percentage points larger than for women who had never been married. Moreover, our results point to a motherhood penalty [11, 14, given that the wage gap was around five percentage points larger for women who had biological, adopted or stepchildren aged 18 or younger living with them. Apparently, the penalty for motherhood is time-persistent and does not directly affect earnings of new mothers, at least for highly educated women. In this sample, mothers who had at least one child aged four or younger at home experienced a wage gap that was two percentage points smaller than for women without children, i.e., women who did not reside with a child aged 18 or younger. Interestingly, the wage gap was significantly smaller for races other than White in both samples. The gender gap differentials were more pronounced in the subgroup with lower educational attainment. Hence, the often reported variation of the gender gap according to race [9] was robust to controlling for a large set of characteristics including education, experience, occupation, industry, and level of English language ability. The wage gap did not vary significantly across Hispanics and non-Hispanics.
The effects of the classic human capital variables years of education and labor market experience were small and non-significant in most cases. In the bachelors degree data, the gender wage gap varied according to college major. For 10 majors, including the natural sciences, social sciences and business, the wage gap was significantly larger than in the baseline major (i.e., the category "education administration and teaching").
Patterns of heterogeneity related to the work environment of full-time employees differed across the two samples, particularly the effects associated with occupation. This difference might be explained by differences in the temporal flexibility of jobs for employees who are highly qualified compared to employees with less education [5, 4] . In concordance with such an explanation, the results of our analysis suggest that, among people with a high school degree or lower, the gender wage gap increased along with the number of working hours. Heterogeneity with respect to industry was found to be stronger for the high school degree subgroup. A common observation in both subgroups is that wage gaps were relatively large in the finance, insurance, and real estate industries, as well as in professional and related services.
In summary, our empirical analysis reveals that in 2016, most full-time employed women in the U.S. experienced a substantial wage penalty compared to otherwise identical men. However, the extent to which women were affected by gender inequality in earnings differed greatly according to individual characteristics, including educational attainment, marital status, having children at home, race, and job-related characteristics such as occupation and industry. The commonly used average estimates of the gender wage gap can therefore be seen as a poor approximation of the wage penalty experienced by most women. By illustrating and quantifying heterogeneity in the wage gap, we hope to contribute to both the public and the academic discussion, and to provide information that policy makers can use to design more effective policies. 1.1. Data description and replicability. The 2016 American Community Survey (ACS) data used in the empirical analysis are provided by [22] and can be extracted from the IPUMS-USA website (https://usa.ipums.org/ usa/). The sample composition and the data analysis are fully reproducible. The R code and a guide for data extraction and preprocessing will be made available upon request and be published at the website (https://www.bwl. uni-hamburg.de/en/statistik/forschung/software-und-daten.html).
SUPPLEMENTARY MATERIAL
The ACS provides a representative 1%-sample of the U.S. population. Participation in the survey is mandatory. A large number of socio-economic characteristics at the individual and household level are available, e.g., referring to education, industry, and occupation. We restricted attention to employed individuals working full time (35+ hours) and year-round, i.e., at least 50 weeks a year, to compare men and women with a similarly strong attachment to the labor force. Weekly earnings were computed as annual earnings divided by 52 (weeks). We focused on individuals aged 25 to 65 and discarded persons with income below the mandated federal minimum level of wages corresponding to an hourly wage of $7.25 or -in terms of annual wage income -to $12, 687.50 according to our sample composition. As the federal minimum level has not been adjusted since 2009, we consider our exclusion rule as not restrictive. However, the rule was sufficient to exclude unrealistic weekly wages, e.g., wages corresponding to less than $1 per hour. The final data set comprised 642, 229 individual observations and was stratified into two subgroups according to individuals' highest educational degree. The "bachelor's degree data" comprised 288, 095 individuals with * This version: December 12, 2018 † Corresponding author. The R-code will be provided upon request and published online at https://www.bwl.uni-hamburg.de/en/statistik/forschung/software-und-daten. html. at least a bachelor's degree and the "high school degree data" comprised 354, 134 observations with at most graduation from high school, GED or equivalent.
Variable construction.
In the empirical analysis, we used a set of 16 initial regressors to model heterogeneity in the gender wage gap. The variables are listed in Table 1 together with information on the baseline categories. Descriptive statistics are provided in Table 2 . The dependent variable in the wage regression is log weekly wage, i.e., wage gap estimates are reported in log scale throughout the paper. We modeled parenthood by including two binary variables. The first of these variables indicates that a person resided with one or more biological, adopted or stepchildren of age 18 or younger. The second variable takes on value one if a person lives in the same household with a biological, adopted or stepchild aged 4 or younger.
We included both variables to analyze heterogeneity in the motherhood penalty in terms of the age of the child. We used the 14 major groups of the 1990 Census Bureau industry classification scheme available in the ACS (3-digit). Similarly, the Census Bureau provides a 2010 ACS classification of occupations (4-digit) that are clustered in 26 major categories in the ACS. The variable "hours worked" is a categorical variable indicating the number of hours usually worked each week in the last 12 months. For the bachelor's degree subgroup, we additionally included the variable "college major" to account for individuals' educational background in more detail.
To model heterogeneity in the wage gap, we constructed all two-way interactions of the initial regressors and ended up with a high-dimensional setting with in total 2,068 (high school degree subgroup) and 4,382 (bachelor's degree subgroup) regressors (categorical variables are transformed to level-wise dummies and variables with zero-variation are dropped). Of these regressors, 71 (high school) and 106 (bachelor) refer to the initial set of characteristics x i and 1,997 (high school degree) and 4,276 (bachelor's degree) to the interacted regressors z i in regression Equation 1.2 in Section 1.5. 1.3. Summary statistics. Table 2 provides summary statistics for a selection of variables available in the 2016 ACS data. The descriptive statistics illustrate that wages were substantially higher for college graduates on average. As expected, the individuals holding at least a bachelor degree were in education for a longer time and had less experience, on average. The shares of Hispanics and Blacks were lower in the bachelor's degree subgroup, whereas the share of Chinese was higher. College graduates tended to live in metropolitan statistical areas more frequently and to work longer hours, on average. Also the shares of persons who lived with their biological, adopted or stepchildren aged 18 or younger were higher in the bachelor's degree data. Similarly, the share of persons who resided with their biological, adopted or stepchildren aged four or younger was higher in the sample of college graduates. The patterns in terms of marital status differed across the educational subgroups. The share of married (with spouse present) persons was higher in the bachelor's degree data.
In both samples, average earnings of men exceeded those of women by far, both in terms of the mean (around 32% for the high school and 49% for the bachelor sample) and median weekly wage (33% and 42%). An interesting descriptive finding was made with regard to the human capital characteristics "years of education" and "experience". The summary statistics for the high school degree data corresponded to the frequently mentioned "reversal of the gender gap" in terms of labor market characteristics. However, we could not confirm this observation for the sample of college graduates, probably due to selection into full-time employment. The gender gap in terms of years of education was virtually zero. Moreover, we observed that the gender gap in terms of hours worked was still considerable with men working for about 2.4 (bachelor's degree) and 3 (high school degree) hours each week longer than their female colleagues, on average. Figure 1 illustrates the fact that the share of men in the group of employees who regularly work overtime is disproportionately large. The bar plot in Figure 1 illustrates the distribution of male (black bars) and female (gray bars) employees across categories of usual hours worked each week, separately for the two educational attainment subgroups.
1.4. Details on preliminary results from a traditional Oaxaca-Blinder decomposition. We compared our results on a heterogeneous gender wage gap to those obtained from a traditional Oaxaca-Blinder decomposition and, in doing so, based the log wage ratio analysis on that in [8] , Chapter 2.1. The abovementioned decrease of the gender wage gap in terms of human capital characteristics in the high school degree subgroup were in concordance with the estimated female-to-male wage ratios shown in Figure 2 . Accordingly, the female-to-male wage ratio was slightly smaller if we conditioned on human capital factors. The resulting wage ratios were 77% if we controlled for human capital characteristics and 78% if we considered the unconditional gap. If we conditioned on additional individual characteristics including occupation, industry and hours worked, among others, average wages of female employees were around 17% lower than wages of the male employees. The 17% wage loss corresponds to the "average female residual from the male wage equation" in [8] (p. 800). The patterns observed for the sample of academics revealed that conditioning on human capital factors lifted the female-to-male wage ratio from a level of 72% to 76%. Including additional Unconditional and conditional female-to-male mean (log) wage ratios.
The barplots indicate the female-to-male log wage ratios, i.e., the quotient exp(x f γ f )/ exp(x f γm), with regression coefficients γ f and γm from a regression separately performed for the female and male observations. The unadjusted wage ratio corresponds to exp(log(w f ))/ exp(log(wm)). The human capital specification includes the regressors years of education, experience and experience squared. In the full regression specification, variables on industry, occupation, the number of hours worked each week and, for the bachelor's degree data only, the field of college major were included. In the regressions, we additionally controlled for English language ability; veteran status; U.S. census region; race; Hispanic origin; binary variables indicating if a person lived in the same household with a biological, adopted or stepchild children of age 4 or younger and, respectively, of age 18 or younger; metropolitan statistical area; and marital status.
individual characteristics led to an estimated wage ratio of 87% corresponding to a residual wage gap of approximately 14%.
1.5. Model and methodology: a heterogeneous U.S. gender wage gap. We start with a basic log wage regression where the coefficient β measures the relative difference in pay that emerges between men and women if one controls for the effects of observable characteristics. In the following we use a gender variable that is 1 if a person is female and 0 if male.
Estimation of β in Equation 1.1 results in an average gender wage gap that is of the same magnitude for all women irrespective of their observable characteristics. In order to model heterogeneity, we extend the basic wage equation in 1.1 and let the gender coefficient β = β(x i ) be a function of individual characteristics.
The β(x i ) coefficient can be a linear or a more complicated function of the p 1 observable characteristics x i , for instance using transformations with splines or polynomials of higher order to approximate complex relationships of gender and the other explanatory variables. The covariates z i in wage Equation 1.2 are natural or constructed regressors. In our empirical application, we approximated β(x i ) with a linear function of the regressors, i.e., β(x i ) = p 1 j=1 β j · x j,i and z i comprised all two-way interactions of the initial covariates x i , including a constant. With this specification, the estimated model corresponded to
We consider p 1 initial characteristics x i with corresponding coefficients β j , j = 1, . . . , p 1 , that enter β(x i ). Together with the dimension p 2 of z i and the corresponding vector of coefficients δ, the overall number of parameters to be estimated is p = p 1 + p 2 + 1.
A negative β j , β j < 0, is interpreted as an increase of the absolute value of the wage gap. Hence, by default and in line with the public discussion, "gender wage gap" is interpreted as lower payment for women, although the opposite might be observed in the data.
1.6. Methodological background: valid post-selection inference in high dimensions. Studying the heterogeneity of the gender wage gap in the presented model requires a rich set of observable characteristics and, hence, modern statistical methods to deal with high-dimensional data. We estimated the wage Equation 1.2 with the lasso and based inference on the double-selection approach of [6] that, in combination with the work by [7] provides a uniformly valid inference framework for a vector of "target" coefficients after model selection. We refer to the resulting estimators in the main text and the supplementary material as "double lasso". Under a set of assumptions including sparsity, it is possible to perform valid post-selection inference even in cases where the number of regressors (p) exceeds the number of observations (n). In the heterogeneous wage gap regression, the lasso estimators (α, β(x i ), δ) are defined as the solutions to
j=1 β j · x j,i and Ψ a diagonal matrix with data-dependent weights. The lasso as initially developed in [24] introduces a penalization by the l 1 -norm of the coefficients to the least squares problem and serves as a variable selection device. Under the assumptions that sparsity in the data generating process holds, solutions obtained with the lasso are sparse, i.e., only relatively few, say s, of the p candidate regressors have explanatory power for the outcome variable. Sparsity avoids overfitting that is likely to arise in ordinary least squares regression with many regressors. Estimating 1.4 requires a choice of the penalty λ. Frequently, λ is set by (k-fold) cross-validation. However, since cross-validation is not backed by theoretical arguments in a high-dimensional setting and computationally expensive, we determined λ by the theory-based rule of [3] which is also applicable to the case of heteroscedasticity. An intuitive introduction to the lasso and the reasoning of the penalty choice can be found in [4] . To be more exact, we estimated a post-selection version of the lasso, the so-called "post-lasso" [5] , i.e., we re-estimated the coefficients that have been selected by the lasso with ordinary least squares regression. The penalization imposed by the lasso causes a shrinkage of the coefficients towards zero. A part of this bias can be alleviated by using post-lasso.
Post-selection inference, i.e., inference on coefficients after a model selection stage, has been an active research area in the statistics literature in the last years. In general, simply conducting ordinary least squares inference after the lasso selection step, i.e., perform inference as if there was no selection, does not result in a valid inference procedure unless perfect model selection is achieved. However, the latter is only guaranteed under strict assumptions, for instance a so-called beta-min assumption imposing that the non-zero coefficients are well-distinguishable from zero.
The challenge for valid inference under a model selection step with the lasso or other "machine learning" methods is to avoid model selection mistakes for variables that are both correlated with the outcome and the target variables of interest (i.e., incorrectly excluding "confounders" from the model). The failure of inference validity due to that omitted variable bias is illustrated in an intuitive example in [6] . The double-selection approach of [6] , however, and more generally, estimation based on orthogonalized moment conditions as in [7] , offer an opportunity to resolve the problems of inference after a model selection stage. The idea of the method is to introduce an auxiliary lasso regression for every target coefficient to ensure that only moderate selection mistakes might occur. Double-selection proceeds as follows: First, estimate a lasso regression of the dependent variable in Equation 1.2, i.e., ln w i , on regressors z i and, second, estimate an auxiliary lasso regression of each of the p 1 target coefficients, in our case the interactions with gender, on all other variables as regressors. Finally, the coefficients are re-estimated with ordinary least squares regression by including those variables as regressors that have been selected in either the first or the auxiliary regression steps. For more details on the double-selection approach and post-selection inference on a set of target coefficients, we refer to [6] and [7] . Following [6] and using asymptotic normality of the double-selection estimators, it is possible to show that under sparsity, β(x i ) as estimated by double lasso asymptotically follows a normal distribution √ n β (
with variance-covariance matrix Ω of theβ j inβ(x i ) which can be estimated according to [6] .
As the number of target parameter in the heterogeneous gender wage model is large, it is necessary to adjust for multiple testing. We implemented the multiplier bootstrap procedure developed in [12] and [11] to construct uniformly valid confidence intervals for β(x i ) and a valid joint test for the marginal effect targets β j , j = 1, ..., p 1 , as suggested in [7] . Tables 4 to 10 present all double lasso estimates irrespective of their significance. p-values were obtained from a joint significance tests of all β j coefficients in β(x i ) from Equation 1.2 using the multiplier bootstrap procedure suggested in [7] with 1000 repetitions. Moreover, Table 3 presents ordered estimates of occupational effects separately for both educational subgroups to illustrate wage gap heterogeneity in occupation. The R-code of the entire analysis will be provided guaranteeing full replicability of all results.
1.7. Methodological background: empirical methods in the context of the gender wage gap. Traditionally, decomposition methods as initially introduced in [21] and [9] are used to assess the gender wage gap empirically. A detailed and comprehensive overview on decomposition methods and recent extensions thereof is provided in [15] . The objective of the Oaxaca-Blinder decomposition is to distinguish whether the overall wage difference between men and women is due to gender differences in observable characteristics, e.g., the average educational attainment is higher for men than for women, or due to a different valuation of these characteristics in the labor market, sometimes referred to as a "wage structure effect" [15] . The latter emerges from the difference of the regression coefficients from two wage regressions separately estimated for male and female observations in the data. A gender difference in valuations of labor market characteristics is often considered as an indicator of discrimination, although it might also reflect non-discriminatory effects, for instance unobserved productivity effects [8] . Recently, the econometric literature has produced innovative methodological extensions of the basic Oaxaca-Blinder decomposition that base upon quantile regression, for instance [13] . These methods are able to detect heterogeneous patterns of the gender gap at different points of the income distribution. For instance, the gender wage gap was found to be more severe at the top of the income distribution than in the middle or at the bottom [8] .
[16] provides a recent study of the gender gap that can be related to our approach. Using ACS data, she estimated an ordinary least squares regression of an extended wage equation whereby she included interactions of gender with a large number (i.e., 469) of occupation dummies allowing the gender wage gap to vary across occupations. The regression was based on a theoretical argument, however, and allowed for heterogeneity only in terms of occupations. The results of [16] illustrated the variation of the gender wage gap in an appealing way, however the significance of the effects was not reported. Indeed, under statistical considerations, the question of significance of heterogeneous effects is of great importance, in particular if the number of tested hypotheses is large and adjustment for multiple testing is required. The approach suggested in Section 1.5 of the supplementary material can be considered as a general framework that includes the regression model of [16] as a special case.
1.8. Literature review: the gender wage gap and recent developments. A great number of empirical studies have focused on the gender wage gap, its determinants and its development over time and the life cycle. Due to the richness of the gender gap literature, we restrict attention to the literature on the gender gap in earnings and its determinants. [8] provide an extensive and detailed review of various explanations of the gender wage gap together with an empirical reassessment of many theories.
The second half of the 20th century was characterized by a substantial convergence of the gender wage gap paralleled by a considerable convergence of men and women in terms of education, labor market experience and participation, and occupational choices, among others [16, 8] . A large part of the reduction of the gender wage gap that began in the 1980s and still continues until today, although in a less steady and slower manner, is attributed to the convergence in traditional human capital factors. Today, women achieve higher levels of education than men and almost the same levels of actual experience, on average. In a recent analysis, [8] provide evidence that gender differences in observable characteristics such as experience, occupation and industry variables, explained two thirds of the total gender gap in 2010.
As gender differences in terms of traditional human capital characteristics have diminished over time, these factors have become less important in explaining the gender wage gap. For instance, in the decomposition of [8, Table 4 ], differences in human capital characteristics could only explain 13% of the total gender wage gap in 2010 compared to 25% in 1980.
Alternative explanations were developed. A recently proposed reasoning by [16] focuses on the structure of jobs. Temporal flexibility, referring to factors like the total number of hours worked and the time when they are provided, translates into a convex relationship of working hours and the salary. Since women typically value flexibility more than men because of a greater involvement in child rearing, gender inequality in earnings is more severe in inflexible occupations. [16] presents evidence that the wage gap was larger and increased over the lifecycle in inflexible occupations, e.g., in the area of business or law, compared to more flexible occupations, e.g., in pharmacy, science or technology. Moreover, in less flexible occupations the gender wage gap was found to increase with the number of hours worked due to a more convex hours-earnings relationship. The explanatory power of occupations for the gender gap, together with industries, was also empirically confirmed in the analysis of [8] .
The argumentation of [16] and other studies is related to the fact that women are more likely to interrupt their work life because of having children and because of a greater responsibility in child rearing. Using data on actual labor market experience, [8] emphasize the role of work life interruptions for the wage gap. In general, the effect of interruptions is relatively difficult to assess in empirical studies due to data limitations on actual labor market experience in many data sets. Moreover, explanations in favor of a "family" or "motherhood penalty" [25, 23] have been proposed and confirmed empirically implying that mothers tend to experience larger wage gaps than women without children. Recent studies assess the dynamics of the motherhood penalty over women's work history, mainly using administrative data from Scandinavian countries [17, 2, 1] ). An interesting study by [10] focuses on the motherhood penalty in high-paying jobs in Norway and assesses differences across four occupational categories. The analysis is based on the flexibility argumentation of [16] and finds greater motherhood penalties in less flexible occupations.
Moreover, behavioral explanations suggest that psychological attributes and norms, e.g., weak preferences for competition and negotiations, cause gender differences in wages, e.g., [19, 18] . However, [8] conclude that these explanations cannot explain a large fraction of the gender wage gap and that further empirical (non-laboratory) evidence with stronger external validity is needed to assess the importance of these theories.
Finally, taste-based or statistical discrimination is a potential source of the gender wage gap. The "unexplained gender wage gap" from an OaxacaBlinder decomposition is frequently taken as a measure of discrimination. However, the unexplained gap might as well be the result of unobserved factors related to productivity. Hence, there is no unambiguous empirical evidence of discrimination that is based on observational data. Real-world experiments point at a discrimination against women and mothers, for example [20, 14] . [8] conclude that a part of the convergence of the wage gap in the 20th century might be explained by reduced discrimination against women in the labor market.
1.9. Methodological background: relation to the Oaxaca-Blinder decomposition. Comment 1.1 (Relation to the Oaxaca-Blinder Decomposition). In the case of a linear function β(·) and the covariate vector z i comprising all twoway interactions of the initial covariates x i , the heterogeneous gender wage gap model can be related to the Oaxaca-Blinder decomposition. Suppose, one estimates the wage regression
Then, the mean of β(z i ) corresponds to the negative of the total unexplained gender wage gap ("the structural effect") from an Oaxaca-Blinderdecomposition, i.e., the part of the gender wage gap that emerges due to different valuations of labor market characteristics.
with (γ m , γ f ) being the coefficients obtained from the regressions performed separately for the subset of men (m) and women (f ) and x f being the matrix collecting the mean values of the initial set of observable characteristics x i of women.
1.10. Methodological background: interpretation of β(x i ). The proposed model captures the heterogeneity of the gender gap in the function β(x i ). We interpret a negative β(x i ) as the approximate gender wage gap experienced by a woman with characteristics x i on average. Hence, a woman in the subgroup of individuals with characteristics x i earns approximately β(x i ) · 100% less than a male employee in the same subgroup, i.e., a man with the same educational attainment, working in the same industry and occupation, and so on.
We are not only interested in estimating the gender pay gap for every woman in the sample, but also in assessing the determinants of the wage gap. In a linear specification including a constant, β(x i ) = x i β, the jth component of β, β j , indicates how the wage gap changes (marginal effect) for a woman differing only with regard to this variable. In case a regressor is continuous, the gender gap change due to a marginal change in variable x j is ceteris paribus As a robustness check, the quantile plots in Fig. 1 of the main text were reproduced with a variation of the penalty λ. The constant c that is used in the determination of λ was set to level c = 0.5 instead of c = 1.1 in the main analysis. The choice of a smaller constant c corresponds to decreasing the penalty parameter λ. Table 3 Ordered occupational effects, high school degree and bachelor's degree data.
The table presents ordered occupational effects for the high school degree subgroup (left) and the bachelor's degree subgroup (right) to provide a comparison of the occupational patterns observed for both subgroups. p-values were obtained from a joint significance tests of all βj coefficients in β(xi) from Equation (3) using the multiplier bootstrap procedure suggested in [7] with 1000 repetitions. Significant and non-significant (italic) coefficients at a 5% significance levels are presented. Table 6 Complete double lasso results (3/3), high school degree data. Tables 4 to 6 present complete results from post-lasso estimation using double selection (double lasso) obtained for the high school degree subsample. p-values are obtained from a joint test of all βj coefficients in β(xi) from Equation (3) using the multiplier bootstrap procedure suggested in [7] with 1000 repetitions. Table 10 Complete double lasso results (4/4), bachelor's degree data. Tables 7 to 10 present complete results from post-lasso estimation using double selection (double lasso) obtained for the bachelor's degree subsample. p-values are obtained from a joint test of all βj coefficients in β(xi) from Equation (3) using the multiplier bootstrap procedure suggested in [7] with 1000 repetitions.
