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HALL ALGEBRAS AND QUANTUM SYMMETRIC PAIRS II:
REFLECTION FUNCTORS
MING LU AND WEIQIANG WANG
Abstract. Recently the authors initiated an ıHall algebra approach to (universal) ıquantum
groups arising from quantum symmetric pairs. In this paper we construct and study BGP
type reflection functors which lead to isomorphisms of the ıHall algebras associated to acyclic
ıquivers. For Dynkin quivers, these symmetries on ıHall algebras induce automorphisms of
universal ıquantum groups, which are shown to satisfy the braid group relations associated
to the restricted Weyl group of a symmetric pair; conjecturally these continue to hold for
acyclic quivers/Kac-Moody setting. This leads to a conceptual construction of q-root vectors
and PBW bases for (universal) quasi-split ıquantum groups of ADE type.
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1. Introduction
1.1. Background.
1.1.1. Lusztig [Lus90a] [Lus93, Part VI] constructed various automorphisms on quantum
groups U which satisfy the braid group actions, and used them to define PBW and canonical
bases for quantum groups of finite type. The braid group actions has played fundamental
roles in diverse areas such as geometric representation theory, categorification, and quantum
topology.
Ringel’s Hall algebra realization of halves of quantum groupsU+ [Rin90] (cf. Green [Gr95]
for extension to acyclic quivers) has led to fruitful ways of understanding the quantum groups.
The automorphisms of U by Lusztig can also be understood from a categorical viewpoint
via the BGP reflection functors (which was originally introduced in [BGP73] to provide a
conceptual explanation of Gabriel’s theorem). The reflection functors were adapted in the
Hall algebra setting by Ringel [Rin96] to provide isomorphisms of subalgebras of U+. Later
the reflection functors were extended to automorphisms of the reduced Drinfeld double Hall
algebras and quantum groups U, and they are identified with Lusztig’s braid group actions
on U; see [SV99, XY01].
A conceptual approach of reinterpreting the BGP reflection functors in terms of tilting
modules was developed by [APR79].
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1.1.2. Generalizing the Ringel-Green construction, Bridgeland [Br13] realized a quantum
group U via Hall algebra of Z/2Z-graded complexes. His construction has led to several
ramifications, such as Gorsky’s semi-derived Hall algebras [Gor13] and modified Ringel-
Hall algebras by the first author and Peng [LP16]; the construction of modified Ringel-Hall
algebras was extended to 1-Gorenstein algebras by the first author in [Lu19].
Recently the authors [LW19] studied in depth the ıHall algebras associated to ıquivers (aka
quivers with involutions) in the framework of modified Ringel-Hall algebras of 1-Gorenstein
algebras. Starting from an acyclic ıquiver (Q, τ), i.e., a quiver Q with an involution τ (which
is allowed to be Id), we construct a family of finite-dimensional 1-Gorenstein algebras called
ıquiver algebras. In case of split ıquivers (i.e., τ = Id), the ıquiver algebras can be identified
as kQ ⊗ k[ε]/(ε2), which were studied in [RZ17, GLS17] from very different perspectives.
The ıHall algebras are by definition the twisted modified Ringel-Hall algebras for the ıquiver
algebras.
The notion of ıquantum groups Uı forms a key part of quantum symmetric pairs (U,Uı)
associated to Satake diagrams [Let99, Let02] (also see [Ko14] for extension to the Kac-Moody
setting). We view ıquantum groups as a natural generalization of quantum groups. The
ı-program (as proposed in [BW18a]) aims at providing natural generalizations of various
fundamental (algebraic, geometric, and categorical) constructions for quantum groups to
ıquantum groups.
The ıHall algebras associated to a Dynkin ıquiver (Q, τ) were shown by the authors in
[LW19] to provide a realization of the quasi-split ıquantum groups, where the ıquiver with
orientation forgotten can be viewed as a Satake diagram with no black node; this is a gen-
eralization of Bridgeland’s construction in [Br13]. Actually the ıHall algebras are naturally
isomorphic to the universal ıquantum groups U˜ı (introduced in [LW19]), which contains
various central elements. By definition the ıquantum groups Uı = Uı
ς
depend on parameters
ς = (ςi)i∈I, and they can be obtained from U˜ı by central reductions.
1.1.3. Kolb-Pellegrini [KP11] constructed (via computer computations) automorphisms on
Uı (over an extension field Q(
√
v) for some distinguished parameter ς⋄) which satisfy braid
group relations. For split type A ıquantum groups, the braid group actions were found earlier
in [MR08] and [Ch07]. It was already known by then that Lusztig’s symmetries on U do not
preserve Uı in general. We refer to §1.4 below for more detailed comments.
Like quantum groups of affine type, the ıquantum groups of affine type are of considerable
interest in quantum integrable models. The split ıquantum group for affine sl2 (i.e., the
simplest ıquantum group of affine type) is known as q-Onsager algebra and has been exten-
sively studied in physics, cf. [BB12] and references therein. Lusztig type automorphisms for
q-Onsager algebra have recently been constructed and verified via computer computations
in [BK17] (also see [Ter17]).
1.2. The goal. In this sequel to [LW19], we construct and study in depth BGP type reflec-
tion functors associated to the acyclic ıquivers (Q, τ), which lead to isomorphisms Γi (for a
sink/source i of Q) between ıHall algebras.
In case of Dynkin ıquivers, via the main isomorphism theorem in [LW19] between ıHall
algebras and ıquantum groups, we obtain automorphisms Ti on the universal ıquantum
group U˜ı. We show that the Ti satisfy the braid group relation associated to the restricted
Weyl group Wτ of the symmetric pair. For a distinguished parameter ς⋄ in (7.1), the Ti
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descends to automorphisms on Uı
ς⋄
, which is then identified as a variant of braid group
actions given in [KP11]. (Our main constructions and results on the braid group action by
automorphisms Ti for U˜
ı are expected to be valid in the Kac-Moody setting.)
For Dynkin ıquivers, we then construct the braid group symmetries on Uı for general
parameters ς. The reflection functors allow us to define the q-root vectors in U˜ı (and Uı).
This leads to natural PBW bases for U˜ı (and for Uı).
1.3. An overview. Geiss-Leclerc-Schro¨er [GLS17] generalized Gabriel’s classic theorem to
non-simply-laced type BCFG using certain quivers with relations. The construction of BGP-
type reflection functors in this paper bears similarities with the corresponding construction
in [GLS17], as ıquiver algebras can also be realized as modulated graphs; see §3.1. We also
formulate reflection functors in terms of tilting modules.
Theorem A (Theorem 3.3, Corollary 3.5). Let ℓ be a sink of Q0.
(1) The module T in (3.8) is a tilting module of Λı.
(2) The functors F+ℓ : mod(Λ
ı)→ mod(sℓΛı) and HomΛı(T,−) : mod(Λı)→ mod(B) are
equivalent, where B = EndΛı(T )
op.
(3) We have an algebra isomorphism sℓΛ
ı ∼= EndΛı(T )op.
The construction of reflection functors provides algebra isomorphisms between ıHall alge-
bras MH˜(Λı) thanks to the tilting invariance property (cf. Theorem A and [Lu19, Theo-
rem A.22]).
Theorem B (Theorem 4.3, Proposition 4.4). Let ℓ be a sink of Q0. The functors F
+
ℓ induces
an isomorphism of ıHall algebras: Γℓ :MH˜(Λı) ∼−→MH˜(sℓΛı).
The isomorphisms lift to generic ıHall algebras H˜(Q, τ) associated to acyclic ıquivers.
When composed with Fourier transforms, these isomorphisms become automorphisms of
H˜(Q, τ).
The isomorphism Γi is fairly explicit and computable thanks to Theorem A. For Dynkin
ıquivers, the actions of Γi on the generators for MH˜(Λı), which consist of the classes of
(generalized) simple modules, are computed explicitly; see Lemmas 4.6–4.9. The formulas
for Γi can be lifted to generic ıHall algebras.
While our framework is valid for acyclic ıquivers and (conjecturally) for universal ıquantum
groups U˜ı of Kac-Moody type, our further results are most complete for Dynkin ıquivers
(Q, τ); we shall assume that (Q, τ) are Dynkin ıquivers in the remainder of the Introduction.
Thanks to the isomorphisms between ıHall algebras and U˜ı (proved in [LW19]), we convert
in (5.1) the isomorphism Γi to automorphism Ti on (quasi-split) universal ıquantum groups
U˜ı of finite type. In particular, we convert the formulas for Γi on the ıHall algebras to
formulas for Ti on the generators of U˜
ı; see Lemmas 5.1–5.4. Denote by Br(Wτ) = 〈ti | i ∈ Iτ〉
the braid group associated to the restricted Weyl groupWτ of the symmetric pair underlying
(U,Uı); see (2.21) and (6.12)–(6.13).
Theorem C (Theorem 6.8). Let (Q, τ) be a Dynkin ıquiver. Then there exists a homomor-
phism Br(Wτ)→ Aut(U˜ı), ti 7→ Ti, for all i ∈ Iτ.
A direct verification using a presentation of U˜ı would be extremely tedious and long, as
demonstrated in the case of quantum groups [Lus93, Part VI]. We verify the braid group
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relations for ıquantum groups in Theorem C via computations in ıHall algebras. Note that
a verification of the braid group relations for quantum groups in the reduced Drinfeld double
of Ringel-Hall algebras setting was given in [SV99, XY01].
The reduced ıquantum group MHred(Λı) = MHred(Λı)ς is by definition a quotient of
MH˜(Λı) by the ideal generated by (2.14) associated to a parameter ς. Let ς⋄ denote a
distinguished parameter given in (7.1). For any sink i ∈ Q0, Γi in Theorem B descends to an
algebra isomorphism naturally (for this distinguished parameter ς⋄ only) Γ¯i :MHred(Λı)ς⋄ ∼−→
MHred(siΛı)ς⋄ (see Proposition 7.1). This leads to an automorphism Ti on Uıς⋄ ; cf. Corol-
lary 7.3.
Up to a base change (8.6)–(8.7), the algebras FU
ı = FU
ı
ς
for different ς are all isomorphic
via conjugations of some rescaling isomorphisms. Then we can convert the automorphism
Ti on U
ı
ς⋄
to an automorphism, again denoted by Ti, on U
ı (for a general parameter ς). The
formulas for the action of Ti on U
ı can be found in Lemmas 8.8–8.11.
Theorem D (Theorem 8.12). Let (Q, τ) be a Dynkin ıquiver. Then there exists a homo-
morphism Br(Wτ)→ Aut(Uı), ti 7→ Ti, for all i ∈ Iτ.
We emphasize that Theorems C and D on braid group actions are expected to hold for
U˜ı and Uı of Kac-Moody type associated to acyclic ıquivers (see Conjecture 6.9). Indeed,
the same arguments in this paper already work for various simply-laced acyclic ıquivers
(including most affine ADE types).
We formulate a notion of ı-admissible sequences associated to Dynkin ıquiver (Q, τ), gen-
eralizing the (+)-admissible sequences associated to reduced expressions of elements in a
Weyl group W ; cf., e.g., [DDPW08, §1.4]. (In case when τ = Id, ı-admissible sequences are
just (+)-admissible sequences.)
Theorem E (Theorem 8.3). Let (Q, τ) be a Dynkin ıquiver. Then there is an ı-admissible
sequence i1, . . . , iNı such that
β1, τ(β1), β2, τ(β2), . . . , βNı , τ(βNı)
is a Q-admissible sequence of the roots in Φ+, where βj is defined in (8.1). (By convention
the redundant τ(βj) is omitted here whenever τ(βj) = βj.)
The braid group action allows us to formulate q-root vectors Bβ, for β ∈ Φ+, in (8.12) for
U˜ı (or Uı) systematically.
Theorem F (PBW basis Theorem 8.16). For any ordering γ1, . . . , γN of the roots in Φ
+,
the set
{Bλ1γ1 · · ·BλNγN | λ ∈ P}
provides a basis of Uı as a right Uı0-module, where λi = λ(γi) for 1 ≤ i ≤ N .
A similar PBW bases for U˜ı can be formulated. In analogy with quantum groups, one ex-
pects that the PBW bases associated to the ı-admissible sequences may have some additional
favorable property.
1.4. Comparison with earlier work. There has been a construction by Kolb-Pellegrini
[KP11] of braid group actions Br(Wτ) on U
ı
ς⋄
over an extension field Q(
√
v); it is remarkable
that they chose to work with the same parameter ς⋄ for perhaps computational reason
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while ς⋄ is distinguished from categorical viewpoint in this paper. Their construction covers
all quasi-split finite type and also ıquantum groups of type AII. Let us denote by T′i the
automorphism on Q(
√
v)⊗Q(v) Uıς⋄ defined in [KP11].
We show that a conjugation by a nontrivial rescaling automorphism of Q(
√
v) ⊗Q(v) Uıς⋄
changes T′i to Ti, see Remark 7.4; in this way we have recovered the braid group actions in
[KP11] for those Uı arising from Dynkin ıquivers. The formulas for T′i and the claim that
T′i are automorphisms and they satisfy the braid relations were discovered and verified loc.
cit. by computer computations. In contrast, in our approach there is no need to verify that
Ti is an automorphism using a presentation of U˜
ı or Uı, as it follows conceptually from
its categorical origin. The question of developing a computer-free approach was raised in
[KP11]. We emphasize that our approach makes sense in Kac-Moody setting.
While the braid group relations at the level of U˜ı implies the braid relations at the level
of Uı
ς⋄
, the converse is not true. The action of Ti on U˜
ı moves its central elements around,
while fixing the scalars (and hence the chosen parameters ςi).
1.5. Some further directions. The approach developed in [LW19] and this paper opens
up new venues for research. Besides those alluded loc. cit., let us list some additional topics
which are more in line with this work. We plan to take up some of the problems in the
sequels.
The construction of reflection functors in this paper is valid for all acyclic ıquivers, leading
to automorphisms of ıHall algebras. One natural question is to show that they give rise
to braid group actions for ıquantum groups of Kac-Moody type (cf. Conjecture 6.9); The
conjecture can be verified already in various cases beyond finite type. A further development
of our previous work [CLW18] with Chen will also provide another complementary conceptual
approach toward Lusztig type automorphisms for Uı of Kac-Moody type. In particular, the
construction of automorphisms of q-Onsager algebra (cf. [BK17, Ter17]) will be recovered
as the simplest case in such generalizations.
It should be possible (though highly nontrivial) to apply braid group operators to construct
PBW bases for ıquantum groups of affine type; cf. [BK17] for the split affine sl2 case.
It will be very useful to construct braid group actions of Br(Wτ) on the module level. This
was done for the usual quantum groups by Lusztig [Lus93].
There is an inner product on the modified ıquantum group U˙ı defined in [BW18b]. We
may ask for the compatibility of the braid group action and the inner product. It is well
known that similar compatibility holds for quantum groups [Lus93].
There are integral forms on modified ıquantum groups U˙ı [BW18b]. It will be interesting
to understand the braid group actions on the integral forms and more explicitly on ıdivided
powers; compare [Lus93, Part VI]. Furthermore, it will be important if a PBW approach
toward the ıcanonical basis for U˙ı (established first in [BW18b]) can be developed.
Our ıquiver approach excludes Uı of type A2r with nontrivial τ (since in this case τ does
not preserve any orientation on A2r). It will be of great interest to develop a more flexible
and general framework than our ıHall algebras to cover this missing case.
In [LW19] and this paper, we have set up a framework to study the ıquantum groups Uı
from a Hall algebra approach. It will be of great interest to develop this approach fully to
cover the ıquantum groups associated to Satake diagrams (with black nodes). Then one
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should extend the construction of reflection functors and braid group actions in this paper
to the general setting as well.
1.6. Organization. This paper is organized as follows. In Section 2, we recall the basics
on quantum groups and (universal) quantum symmetric pairs. We review the ıHall algebra
approach to the ıquantum groups from [LW19].
In Section 3, we formulate the BGP type reflection functors and APR-tilting for ıquivers.
The Auslander-Reiten quivers for the rank 2 ıquivers are described explicitly. These reflection
functors are shown in Section 4 to give rise to isomorphisms Γi between ıHall algebras, using
the tilting invariance property. The formulas for the isomorphisms Γi on (generalized) simple
modules are worked out explicitly for Dynkin ıquivers.
In Section 5, for Dynkin ıquivers, we convert the isomorphism Γi on ıHall algebras (with
formulas of Γi on simple modules) to an automorphism Ti of U˜
ı (with formulas on gener-
ators). Then in Section 6, we verify the braid group relations among Ti via ıHall algebra
computations.
In Section 7, at a distinguished parameter ς⋄, the isomorphisms Γi are shown to factor
through reduced ıHall algebras. Accordingly, the automorphisms Ti factor through ıquantum
groupUı
ς⋄
and they satisfy the braid group relations. We explain the precise relation between
our construction and the earlier construction of braid group actions due to [KP11].
In Section 8, we construct the braid group actions on Uı with general parameter. Then
we formulate the q-root vectors and use them to construct PBW bases for U˜ı and Uı.
Acknowledgments. We thank Institute of Mathematics at Academia Sinica (Taipei) and
East China Normal University (Shanghai) for hospitality and support where part of this
work was carried out. WW is partially supported by NSF grant DMS-1702254.
2. The preliminaries
We review and set up notations for quantum groups, ıquantum groups, and ıHall algebras.
2.1. Notations. For an additive category A and M ∈ A, we denote
⊲ addM – subcategory of A whose objects are the direct summands of finite direct sums
of copies of M ,
⊲ FacM– the full subcategory of mod(Λ) of epimorphic images of objects in addM .
⊲ Ind(A) – set of the isoclasses of indecomposable objects in A,
⊲ Iso(A) – set of the isoclasses of objects in A,
⊲ [M ] – the isoclass of M .
For an exact category A and M ∈ A, we denote
⊲ K0(A) – the Grothendieck group of A,
⊲ M̂ – the class of M in K0(A).
For a finite-dimensional k-algebra A, we denote
⊲ mod(A) – category of finite-dimensional left A-modules,
⊲ proj(A) – category of finite-dimensional left projective A-modules,
⊲ inj(A) – category of finite-dimensional left injective A-modules,
⊲ D = Homk(−, k) – the standard duality,
⊲ Db(A) – bounded derived category of finite-dimensional A-modules.
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2.2. The ıquivers and doubles. Let k be a field. Let Q = (Q0, Q1) be an acyclic quiver
(i.e., a quiver without oriented cycle). An involution of Q is defined to be an automorphism
τ of the quiver Q such that τ2 = Id. In particular, we allow the trivial involution Id : Q→ Q.
An involution τ of Q induces an involution of the path algebra kQ, again denoted by τ. A
quiver together with a specified involution τ, (Q, τ), will be called an ıquiver.
Let R1 denote the truncated polynomial algebra k[ε]/(ε
2). Let R2 denote the radical
square zero of the path algebra of 1
ε // 1′
ε′
oo , i.e., ε′ε = 0 = εε′. Define a k-algebra
(2.1) Λ = kQ⊗k R2.
Associated to the quiver Q, the double framed quiver Q♯ is the quiver such that
• the vertex set of Q♯ consists of 2 copies of the vertex set Q0, {i, i′ | i ∈ Q0};
• the arrow set of Q♯ is
{α : i→ j, α′ : i′ → j′ | (α : i→ j) ∈ Q1} ∪ {εi : i→ i′, ε′i : i′ → i | i ∈ Q0}.
Note Q♯ admits a natural involution, swap. The involution τ of a quiver Q induces an
involution τ♯ of Q♯ which is basically the composition of swap and τ (on the two copies of
subquivers Q and Q′ of Q♯). The algebra Λ can be realized in terms of the quiver Q♯ and a
certain admissible ideal I♯ so that Λ ∼= kQ♯/I♯; see [LW19, §2.2].
By [LW19, Lemma 2.4], τ♯ on Q♯ preserves I♯ and hence induces an involution τ♯ on
the algebra Λ. By [LW19, Definition 2.5], the ıquiver algebra of (Q, τ) is the fixed point
subalgebra of Λ under τ♯,
(2.2) Λı = {x ∈ Λ | τ♯(x) = x}.
The algebra Λı can be described in terms of a certain quiver Q and its admissible ideal I so
that Λı ∼= kQ/I; see [LW19, Proposition 2.6]. Moreover, it follows by [LW19, Proposition
3.5] that the Λı is a 1-Gorenstein algebra.
By [LW19, Corollary 2.12], kQ is naturally a subalgebra and also a quotient algebra of Λı.
Viewing kQ as a subalgebra of Λı, we have a restriction functor
res : mod(Λı) −→ mod(kQ).
Viewing kQ as a quotient algebra of Λı, we obtain a pullback functor
(2.3) ι : mod(kQ) −→ mod(Λı).
Hence a simple module Si(i ∈ Q0) of kQ is naturally a simple Λı-module.
For each i ∈ Q0, define a k-algebra (which can be viewed as a subalgebra of Λı)
Hi :=
 k[εi]/(ε
2
i ) if τi = i,
k( i
εi //
τi
ετi
oo )/(εiετi, ετiεi) if τi 6= i.(2.4)
Note that Hi = Hτi for any i ∈ Q0. Choose one representative for each τ-orbit on I, and let
Iτ = {the chosen representatives of τ-orbits in I}.(2.5)
Define the following subalgebra of Λı:
(2.6) H =
⊕
i∈Iτ
Hi.
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Note that H is a radical square zero selfinjective algebra. Denote by
resH : mod(Λ
ı) −→ mod(H)(2.7)
the natural restriction functor. On the other hand, as H is a quotient algebra of Λı (cf.
[LW19, proof of Proposition 2.15]), every H-module can be viewed as a Λı-module.
Recall the algebra Hi for i ∈ Iτ from (2.4). For i ∈ Q0 = I, define the indecomposable
module over Hi (if i ∈ Iτ) or over Hτi (if i 6∈ Iτ)
Ei =
k[εi]/(ε
2
i ), if τi = i;
k
1 // k
0
oo on the quiver i
εi //
τi
ετi
oo , if τi 6= i.(2.8)
Then Ei, for i ∈ Q0, can be viewed as a Λı-module and will be called a generalized simple
Λı-module.
We have the following projective resolution of Ei:
(2.9) 0 −→
⊕
(α:i→j)∈Q1
Λı ej −→ Λı ei −→ Ei −→ 0.
We also have the following injective resolution of Ei:
(2.10) 0 −→ Ei −→ D(eτiΛı) −→
⊕
(α:j→τi)∈Q1
D(ejΛ
ı) −→ 0.
2.3. ıHall algebras. In this subsection we consider k = Fq, and
v =
√
q.
Generalizing [LP16], the first author defined a (twisted) modified Ringel-Hall algebra of
a 1-Gorenstein algebra; see [Lu19]. The ıHall algebra MH˜(Λı) for ıquiver (Q, τ) is by
definition the twisted modified Ringel-Hall algebra for the module category of the ıquiver
algebra Λı [LW19], and its generic version is denoted by H˜(Q, τ). For convenience, we recall
it here briefly.
Let H(Λı) be the Ringel-Hall algebra of Λı, i.e.,
H(Λı) =
⊕
[M ]∈Iso(mod(Λı))
Q(v)[M ],
with the multiplication defined by (see [Br13])
[M ] ⋄ [N ] =
∑
[M ]∈Iso(mod(Λı))
|Ext1(M,N)L|
|Hom(M,N)| [L].
Let I be the two-sided ideal of H(Λı) generated by all differences [L] − [K ⊕M ] if there is
a short exact sequence
(2.11) 0 −→ K −→ L −→ M −→ 0
in mod(Λı) with K ∈ P<∞(Λı). Here P<∞(Λı) is the subcategory of mod(Λı) formed by
modules of finite projective dimensions.
Consider the following multiplicatively closed subset S of H(Λı)/I:
(2.12) S = {a[K] ∈ H(Λı)/I | a ∈ Q(v)×, K ∈ P<∞(Λı)}.
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The modified Ringel-Hall algebra of Λı [Lu19] is defined to be the localization
MH(Λı) := (H(Λı)/I)[S−1].
Let 〈·, ·〉Q be the Euler form of Q. We define the ıHall algebra (i.e., a twisted modified
Ringel-Hall algebra)MH˜(Λı) [LW19, §4.4] to be the Q(v)-algebra on the same vector space
as MH(Λı) but with twisted multiplication given by
[M ] ∗ [N ] = v〈res(M),res(N)〉Q [M ] ⋄ [N ].(2.13)
Let T˜ (Λı) be the subalgebra of MH˜(Λı) generated by Eα, α ∈ K0(mod(kQ)), which is a
Laurent polynomial algebra in [Ei], for i ∈ I.
Let ς = (ςi) ∈ (Q(v)×)I be such that ςi = ςτi for each i ∈ I. The reduced Hall algebra
associated to (Q, τ) (or reduced ıHall algebra), denoted by MHred(Λı), is defined to be the
quotient Q(v)-algebra of MH˜(Λı) by the ideal generated by the central elements
[Ei] + qςi (∀i ∈ I with τi = i), and [Ei] ∗ [Eτi]− ς2i (∀i ∈ I with τi 6= i).(2.14)
2.4. Generic ıHall algebras. We recall the generic ıHall algebras defined in [LW19, §9.3].
Let Φ+ be the set of positive roots of Q with simple roots αi, i ∈ Q0. For any α ∈ Φ+,
denote by Mq(α) its corresponding indecomposable kQ-module, i.e., dimMq(α) = α. Let
P := P(Q) be the set of functions λ : Φ+ → N. Then the modules
Mq(λ) :=
⊕
α∈Φ+
λ(α)Mq(α), for λ ∈ P,(2.15)
provide a complete set of isoclasses of kQ-modules.
Let Φ0 denote a set of symbols γi, i.e., Φ
0 = {γi | i ∈ I}, and let
(2.16) Φı = Φ+ ∪ Φ0,
and
(2.17) P˜ı = {λ : Φı → Z | λ(α) ∈ N ∀α ∈ Φ+, λ(γi) ∈ Z ∀γi ∈ Φ0}.
Then for λ ∈ P˜ı, define
Mq(λ) := [⊕α∈Φ+λ(α)Mq(α)] ∗ [E∑i∈I λ(γi)αi ].
It is shown in [LW19, Lemma 9.6] that for every λ, µ, ν ∈ P˜ı there exists a polynomial
ϕ
λ
µ,ν(v) ∈ Z[v, v−1] such that
[Mq(µ)] ∗ [Mq(ν)] =
∑
λ∈P˜ı
ϕ
λ
µ,ν(v)[Mq(λ)].
The algebra H˜(Q, τ) is the free Q(v)-module with a basis {uλ | λ ∈ P˜ı} with multiplication
uµ ∗ uν =
∑
λ∈P˜ı
ϕ
λ
µ,ν(v)uλ.(2.18)
Its reduced generic version, denoted by Hred(Q, τ), is defined to be the quotient of H˜(Q, τ)
by the ideal generated by
uγi + v
2ςi (for τi = i), uγi ∗ uτγi − ς2i (for τi 6= i).(2.19)
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2.5. Quantum groups. Let Q be a acyclic quiver with vertex set Q0 = I. Let nij be the
number of edges connecting vertex i and j. Let C = (cij)i,j∈I be the symmetric generalized
Cartan matrix of the underlying graph of Q, defined by cij = 2δij − nij . Let g be the
corresponding Kac-Moody Lie algebra. Let αi (i ∈ I) be the simple roots of g, and denote
the root lattice by ZI := Zα1 ⊕ · · · ⊕ Zαn. The simple reflection si : ZI → ZI is defined to
be si(αj) = αj − cijαi, for i, j ∈ I. Denote the Weyl group by W = 〈si | i ∈ I〉.
Let τ be an involution of Q. We assume that ci,τi = 0 for all i, which always hold for the
Dynkin ıquivers. We denote by si the following element of order 2 in the Weyl group W ,
i.e.,
si =
{
si, if τi = i;
sisτi, if τi 6= i.(2.20)
It is well known (cf., e.g., [KP11]) that the restricted Weyl group associated to the quasi-split
symmetric pair (g, gθ) can be identified with the following subgroup Wτ of W :
Wτ = {w ∈ W | τw = wτ}(2.21)
where τ is regarded as an automorphism of Aut(C). Moreover, it admits the following
property.
Lemma 2.1. The restricted Weyl group Wτ can be identified with a Weyl group with si
(i ∈ Iτ) as its simple reflections. More precisely, associated to the Dynkin ıquivers (Q, τ),
we have
Wτ =

W, if τ = Id,
W (Br+1), if τ 6= Id, for Q of type A2r+1 or D2r,
W (F4), if τ 6= Id, for Q of type E6.
Let v be an indeterminant. Write [A,B] = AB − BA. Denote, for r,m ∈ N,
[r] =
vr − v−r
v − v−1 , [r]! =
r∏
i=1
[i],
[
m
r
]
=
[m][m − 1] . . . [m− r + 1]
[r]!
.
Then U˜ := U˜v(g) is defined to be the Q(v)-algebra generated by Ei, Fi, K˜i, K˜
′
i, i ∈ I, where
K˜i, K˜
′
i are invertible, subject to the following relations:
[Ei, Fj] = δij
K˜i − K˜ ′i
v − v−1 , [K˜i, K˜j] = [K˜i, K˜
′
j] = [K˜
′
i, K˜
′
j] = 0,(2.22)
K˜iEj = v
cijEjK˜i, K˜iFj = v
−cijFjK˜i,(2.23)
K˜ ′iEj = v
−cijEjK˜ ′i, K˜
′
iFj = v
cijFjK˜
′
i,(2.24)
and the quantum Serre relations, for i 6= j ∈ I,
1−cij∑
r=0
(−1)r
[
1− cij
r
]
EriEjE
1−cij−r
i = 0,(2.25)
1−cij∑
r=0
(−1)r
[
1− cij
r
]
F ri FjF
1−cij−r
i = 0.(2.26)
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Note that K˜iK˜
′
i are central in U˜ for all i. The comultiplication ∆ : U˜→ U˜⊗ U˜ is given by
∆(Ei) = Ei ⊗ 1 + K˜i ⊗Ei, ∆(Fi) = 1⊗ Fi + Fi ⊗ K˜ ′i,
∆(K˜i) = K˜i ⊗ K˜i, ∆(K˜ ′i) = K˜ ′i ⊗ K˜ ′i.
(2.27)
Analogously as for U˜, the quantum group U is defined to be the Q(v)-algebra generated
by Ei, Fi, Ki, K
−1
i , i ∈ I, subject to the relations modified from (2.22)–(2.26) with K˜i and
K˜ ′i replaced by Ki and K
−1
i , respectively. The comultiplication ∆ is obtained by modifying
(2.27) with K˜i and K˜
′
i replaced by Ki and K
−1
i , respectively (cf. [Lus93]; beware that our
Ki has a different meaning from Ki ∈ U therein.)
Let U˜+ be the subalgebra of U˜ generated by Ei (i ∈ I), U˜0 be the subalgebra of U˜
generated by K˜i, K˜
′
i (i ∈ I), and U˜− be the subalgebra of U˜ generated by Fi (i ∈ I),
respectively. The subalgebras U+, U0 and U− of U are defined similarly. Then both U˜ and
U have triangular decompositions:
U˜ = U˜+ ⊗ U˜0 ⊗ U˜−, U = U+ ⊗U0 ⊗U−.
Let ς = (ςi) ∈ (Q(v)×)I. Clearly, U+ ∼= U˜+, U− ∼= U˜−, and U0 ∼= U˜0/(K˜iK˜ ′i − ςi | i ∈ I).
2.6. The ıquantum groups. For a (generalized) Cartan matrix C = (cij), let Aut(C) be
the group of all permutations τ of the set I such that cij = cτi,τj. An element τ ∈ Aut(C) is
called an involution if τ2 = Id.
Let τ be an involution in Aut(C). We define U˜ı := U˜′v(g
θ) to be the Q(v)-subalgebra of
U˜ generated by
(2.28) Bi = Fi + EτiK˜
′
i, k˜i = K˜iK˜
′
τi, ∀i ∈ I.
Let U˜ı0 be the Q(v)-subalgebra of U˜ı generated by k˜i, for i ∈ I. By [LW19, Lemma 6.1], the
elements k˜i (for i = τi) and k˜ik˜τi (for i 6= τi) are central in U˜ı.
When (Q, τ) is a Dynkin ıquiver, a presentation for U˜ı can be found in [LW19, Proposi-
tion 6.4].
Let ς = (ςi) ∈ (Q(v)×)I be such that ςi = ςτi for each i ∈ I which satisfies ci,τi = 0. Let
Uı := Uı
ς
be the Q(v)-subalgebra of U generated by
Bi = Fi + ςiEτiK
−1
i , kj = KjK
−1
τj , ∀i ∈ I, j ∈ Iτ.
It is known [Let99, Ko14] that Uı is a right coideal subalgebra of U in the sense that
∆ : Uı → Uı ⊗ U; and (U,Uı) is called a quantum symmetric pair (QSP for short), as
they specialize at v = 1 to (U(g), U(gθ)), where θ = ω ◦ τ, and τ is understood here as an
automorphism of g.
The algebras Uı
ς
, for ς ∈ (Q(v)×)I, are obtained from U˜ı by central reductions.
Proposition 2.2. [LW19, Proposition 6.2] (1) The algebra Uı is isomorphic to the quotient
of U˜ı by the ideal generated by
k˜i − ςi (for i = τi), k˜ik˜τi − ςiςτi (for i 6= τi).(2.29)
The isomorphism is given by sending Bi 7→ Bi, kj 7→ ς−1j k˜j, k−1j 7→ ς−1τj k˜τj, ∀i ∈ I, j ∈ Iτ.
(2) The algebra U˜ı is a right coideal subalgebra of U˜; that is, (U˜, U˜ı) forms a QSP.
HALL ALGEBRAS AND QUANTUM SYMMETRIC PAIRS II 13
We shall refer to U˜ı and Uı as (quasi-split) ıquantum groups; they are called split if τ = Id.
Let us choose the subset Iτ of representatives of τ-orbits on I as follows:
Iτ :=

I, if τ = Id,
{1, . . . , r}, if ∆ is of type A2r,
{0, 1, . . . , r}, if ∆ is of type A2r+1,
{1, . . . , n− 1}, if ∆ is of type Dn,
{1, 2, 3, 4}, if ∆ is of type E6,
 if τ 6= Id .(2.30)
The Dynkin diagrams for the non-split Dynkin ıquivers can be found from diagrams below
by ignoring the purple arrows.
(2.31)
◦
◦
◦
◦
◦
◦
◦
r
−r
2
−2
1
−1
0
✲
✲
· · ·
· · ·
✲
✲
✲
✲
✟✟
✟✟✯
❍❍❍❍❥✻
❄
✻
❄
✻
❄
εr ε−r ε2 ε−2 ε1 ε−1
ε0
✠
(2.32) ◦
1
◦
2
◦
◦
n− 1
◦n
✛ ✛ ✛· · ·
✟✟✟✟✙
❍❍
❍❍❨
✻
❄
✠✠ ✠
ε1 ε2 εn−2
εn εn−1
(2.33)
6
◦
5
◦
◦1 ◦2
✛
✛
❍❍
❍❍❨
✟✟✟✟✙
✲◦
3
◦
4
✻
❄
✻
❄
✠ ✠ε2ε5ε1ε6
ε3 ε4
2.7. Isomorphisms ψ˜ and ψ. Recall Iτ from (2.30).
Theorem 2.3. [LW19, Proposition 7.5, Theorem 7.7] Let (Q, τ) be a Dynkin ıquiver. Then
there exists a Q(v)-algebra isomorphism
ψ˜ = ψ˜Q : U˜
ı
|v=v
≃−→MH˜(Λı),(2.34)
which sends
Bj 7→ −1
q − 1[Sj ], if j ∈ Iτ, Bj 7→
v
q − 1[Sj ], if j /∈ Iτ,(2.35)
k˜i 7→ −q−1[Ei], if τi = i, k˜i 7→ [Ei], if τi 6= i.(2.36)
Moreover, it induces an isomorphism ψ : Uı|v=v
≃−→ MHred(Λı), which sends Bi as in
(2.35)–(2.36) and ki 7→ ς−1i [Ei], for i ∈ Iτ.
Theorem 2.3 admits the following generic version.
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Theorem 2.4. [LW19, Theorem 9.8] Let (Q, τ) be a Dynkin ıquiver. Then we have a Q(v)-
algebra isomorphism
ψ˜ : U˜ı
∼−→H˜(Q, τ),(2.37)
Bj 7→ −1
v2 − 1uαj , if j ∈ Iτ, Bj 7→
v
v2 − 1uαj , if j /∈ Iτ,(2.38)
k˜i 7→ −v−2uγi, if τi = i, k˜i 7→ uγi , if τi 6= i,
This further induces a Q(v)-algebra isomorphism
ψ : Uı
≃−→Hred(Q, τ),(2.39)
which sends Bj as in (2.38) and sends ki 7→ uγiςi , for i ∈ Iτ.
3. Reflection functors and APR-tilting for ıquivers
In this section, we study representations of modulated graphs associated to ıquivers. We
then formulate the BGP type reflection functors as well as APR-tilting for ıquivers.
3.1. Modulated graphs for ıquivers. We generalize the notion of representation theory
of modulated graphs to the setting of ıquivers. See [DR74, Li12, GLS17] for details about
representation of modulated graphs.
3.1.1. Define
Ω := Ω(Q) = {(i, j) ∈ Q0 ×Q0 | ∃(α : i→ j) ∈ Q1}.
Then Ω represents the orientation of Q. Since Q is acyclic, if (i, j) ∈ Ω, then (j, i) /∈ Ω. We
also use Ω(i,−) to denote the subset {j ∈ Q0 | ∃(α : i → j) ∈ Q1}, and Ω(−, i) is defined
similarly.
Recall Hi from (2.4). For any (i, j) ∈ Ω, we define
(3.1) jHi := Hj Spank{α, τα | (α : i→ j) ∈ Q1 or (α : i→ τj) ∈ Q1}Hi.
Note that jHi = τjHτi = jHτi = τjHi for any (i, j) ∈ Ω.
We describe a k-basis of jHi for each (i, j) ∈ Ω by separating into 2 cases (i)-(ii):
(i) τi = i and τj = j. Then {α, αεi | (α : i→ j) ∈ Q1} forms a basis of jHi.
(ii) τi 6= i or τj 6= j. Then
{α, τα, εjα = ταεi, ετjτα = αετi | (α : i→ j) ∈ Q1}
∪{α, τα, ετjα = ταεi, εjτα = αετi | (α : i→ τj) ∈ Q1}
forms a basis of jHi.
Hence jHi is an Hj-Hi-bimodule, which is free as a left Hj-module (and respectively, right
Hi-module), with a basis jLi (and respectively, jRi) defined in [LW19, (2.12), (2.13)].
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3.1.2. Denote
(3.2) Ω := {(i, j) ∈ Iτ × Iτ | (i, j) ∈ Ω or (i, τj) ∈ Ω}.
Define an H-H-bimodule M =
⊕
(i,j)∈Ω jHi. Recall that Iτ is a (fixed) subset of Q0 formed
by the representatives of all τ-orbits. The tuple (Hi, jHi) := (Hi, jHi)i∈Iτ,(i,j)∈Ω is called a
modulation of (Q, τ) and is denoted by M(Q, τ).
A representation (Ni, Nji) := (Ni, Nji)i∈Iτ,(i,j)∈Ω of M(Q, τ) is defined to be a finite-
dimensional Hi-module Ni for each i ∈ Iτ and an Hj-morphism Nji : jHi ⊗Hi Ni → Nj for
each (i, j) ∈ Ω. A morphism f : L→ N of representations L = (Li, Lji) and N = (Ni, Nji)
ofM(Q, τ) is a tuple f = (fi)i of Hi-morphisms fi : Li → Ni for i ∈ Iτ such that the diagram
commutes for each (i, j) ∈ Ω:
jHi ⊗Hi Li
1⊗fi //
Lij

jHi ⊗Hi Ni
Nij

Lj
fj // Nj .
The representations ofM(Q, τ) form an abelian category, which is denoted by rep(M(Q, τ)).
Similar to [GLS17, Proposition 5.1] (see also [Li12, Theorem 3.2]), we have the following.
Proposition 3.1. [LW19, Proposition 2.16] The categories rep(M(Q, τ)) and rep(Q, I) are
isomorphic.
3.1.3. The materials in this subsection are inspired by [GLS17] and will be used in §3.2–3.4
to define reflection functors and APR-tilting for ıquivers.
Let Q∗ be the quiver constructed from Q by reversing all the arrows. We have (i, j) ∈ Ω
if and only if (j, i) ∈ Ω∗ := Ω(Q∗). For any α : i → j in Q, denote by α˜ : j → i the
corresponding arrow in Q∗. Then τ induces an involution τ∗ of Q∗. Clearly, τ∗i = τi for any
vertex i ∈ Q0. Then similarly we can define Λ∗ = kQ∗ ⊗k R2, and an involution τ∗♯ for Λ∗,
and its τ∗♯-fixed point subalgebra (Λ∗)ı. Note that H is also a subalgebra of (Λ∗)ı.
It is worth noting that Iτ is also a subset of representatives of τ
∗-orbits. In this way, one
can define Ω
∗
(cf. (3.2) for Ω).
For any (j, i) ∈ Ω∗, we can define iHj as follows:
iHj := Hi Spank{α˜, τ∗α˜ | (α˜ : j → i) ∈ Q∗1 or (α˜ : j → τ∗i) ∈ Q∗1}Hj ;
Recall from [LW19, (2.12), (2.13)] the basis iLj (and respectively, iRj) for iHj as a left
Hi-module (and respectively, right Hj-module). Let jL
∗
i and jR
∗
i be the dual bases of
HomHj (jHi,Hj) and HomHi(jHi,Hi), respectively. Denote by b
∗ the corresponding dual
basis vector for any b ∈ jLi or b ∈ jRi.
There is an Hi-Hj-bimodule isomorphism
ρ : iHj −→ HomHj (jHi,Hj)
such that ρ(α˜) = α∗, ρ(τ∗α˜) = (τα)∗ and ρ(α˜ + τ∗α˜) = (α + τα)∗. Similarly, there is an
Hi-Hj-bimodule isomorphism
λ : iHj −→ HomHi(jHi,Hi).
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These two isomorphisms satisfy that ρ(iRj) = jL
∗
i and λ(iLj) = jR
∗
i . We sometimes identify
the spaces HomHj (jHi,Hj), iHj and HomHi(jHi,Hi) via ρ and λ.
If Nj is an Hj-module, then we have a natural isomorphism of Hi-modules
HomHj(jHi, Nj) −→ iHj ⊗Hj Nj
defined by
f 7→
∑
b∈jLi
b∗ ⊗ f(b).
Furthermore, for any Hi-module Li, there is a natural isomorphism of k-vector spaces:
HomHj(jHi ⊗Hi Li, Nj) −→ HomHi(Li,HomHj(jHi, Nj)).
Composing the two maps above, we obtain the following.
Lemma 3.2. There exists a canonical k-linear isomorphism
adji = adji(Li, Nj) : HomHj(jHi ⊗Hi Li, Nj) −→ HomHi(Li, iHj ⊗Hj Nj)
adji :f 7→
(
f∨ : l 7→
∑
b∈jLi
b∗ ⊗ f(b⊗ l)).
The inverse ad−1ji is given by ad
−1
ji (g) =
(
g∨ : h⊗l 7→∑b∈jLi b∗(h)(g(l))b), where the elements
(g(l))b ∈ Nj are uniquely determined by g(l) =
∑
b∈jLi b
∗ ⊗ (g(l))b.
3.2. Reflection functors. In this subsection, we shall introduce the reflection functors in
the setting of ıquivers.
Let (Q, τ) be an acyclic ıquiver. Without loss of generality, we assume Q to be connected
and of rank ≥ 2. Recall Ω = Ω(Q) is the orientation of Q. For any sink ℓ ∈ Q0, define the
quiver sℓ(Q) by reversing all the arrows ending to ℓ. By definition, ℓ is a sink of Q if and
only if τℓ is a sink of Q. Define the quiver
Q′ = sℓQ =
{
sℓ(Q) if τℓ = ℓ,
sℓsτℓ(Q) if τℓ 6= ℓ.(3.3)
Note that sℓsτℓ(Q) = sτℓsℓ(Q). Then τ also induces an involution τ
′ on the quiver Q′. In
this way, we can define Λ′ = kQ′⊗k R2 with an involution τ′♯, and denote the τ′♯-fixed point
subalgebra by Λ′ı = sℓΛı. Note that sℓΛı = sτℓΛı for any sink ℓ ∈ Q0. The quiver Q′ of
sℓΛ
ı can be constructed from Q by reversing all the arrows ending to ℓ and τℓ. Denote by
Ω′ := Ω(Q′) the orientation of Q′.
We shall define a reflection functor associated to a sink ℓ ∈ Q0 (compare [GLS17])
F+ℓ : mod(Λ
ı) := rep(Q, I) −→ mod(sℓΛı) := rep(Q′, I ′),(3.4)
in (3.6) below. Using Proposition 3.1, we shall identify the category rep(Q, I) with rep(M(Q, τ)),
and respectively, rep(Q′, I ′) with rep(M(Q′, τ′)).
Without loss of generality, we assume that the sink ℓ ∈ Iτ; cf. (2.5) for notation Iτ. Let
L = (Li, Lji) ∈ rep(M(Q, τ)). Then Lji : jHi ⊗Hi Li → Lj is an Hi-morphism for any
(i, j) ∈ Ω. Denote by
Lℓ,in := (Lℓi)i :
⊕
i∈Ω(−,ℓ)
ℓHi ⊗Hi Li −→ Lℓ.
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Let Nℓ := ker(Lℓ,in). By definition, there exists an exact sequence
0 −→ Nℓ −→
⊕
i∈Ω(−,ℓ)
ℓHi ⊗Hi Li
Lℓ,in−−→ Lℓ.(3.5)
Denote by (N∨iℓ)i the inclusion map Nℓ →
⊕
i∈Ω(−,ℓ) ℓHi ⊗Hi Li.
For any L ∈ rep(M(Q, τ)), define
F+ℓ (L) = (Nr, Nrs) ∈ rep(M(Q′, τ′)),(3.6)
where
Nr :=
{
Lr if r 6= ℓ,
Nℓ if r = ℓ,
Nrs :=
{
Lrs if (s, r) ∈ Ω with r 6= ℓ,
(N∨rℓ)
∨ if (s, r) ∈ Ω∗ and s = ℓ.
Here (N∨rℓ)
∨ = ad−1rℓ (N
∨
rℓ); see Lemma 3.2.
Dually, associated to any source ℓ ∈ Q0, we have a reflection functor
F−ℓ : mod(Λ
ı) −→ mod(sℓΛı).(3.7)
3.3. AR quivers for rank 2 ıquiver algebras. We describe explicitly the Auslander-
Reiten (AR) quivers for the rank 2 ıquivers, including ıquiver of diagonal type (which gives
rise to U of type A2), split ıquiver (which gives rise to split U
ı of type A2), and ıquiver with
τ 6= Id (which gives rise to quasi-split U of type A3).
3.3.1. ıQuiver of diagonal type. Let Q = (Q0, Q1) be an acyclic quiver, Q
♯ be its double
framed quiver. Let Qdbl = Q ⊔ Q⋄, where Q⋄ is an identical copy of Q with a vertex set
{i⋄ | i ∈ Q0} and an arrow set {α⋄ | α ∈ Q1}. Let Λ = kQ ⊗k R2, Λ⋄ = kQ⋄ ⊗k R2,
and Λdbl := kQdbl ⊗ R2. Then the double framed quiver (Qdbl)♯ of Qdbl is Q♯ ⊔ (Q♯)⋄, and
Λdbl = Λ× Λ⋄ ∼= Λ× Λ.
Let swap be the involution of Qdbl uniquely determined by swap(i) = i⋄ for any i ∈ Q0
(by viewing Q and Q⋄ as subquivers of Qdbl). Then (Λdbl)ı is isomorphic to Λ. Explicitly,
let (Q
dbl
, I
dbl
) be the bound quiver of (Λdbl)ı. Then (Q
dbl
, I
dbl
) coincides with the double
ıquiver (Q♯, I♯). So we just use (Q♯, I♯) as the bound quiver of (Λdbl)ı and identify (Λdbl)ı
with Λ.
In this subsection, we give the Auslander-Reiten quivers of Λ for Q of type A2.
Let Q = ( 1
α // 2 ). Then its double framed quiver Q♯ is
1′
1
2′
2
✲
✲
α′
α
✻
❄
✻
❄
ε′1 ε1 ε
′
2 ε2
and I♯ is generated by
ε1ε
′
1, ε
′
1ε1, ε
′
2ε2, ε2ε
′
2,
α′ε1 − ε2α, αε′1 − ε′2α′.
The Auslander-Reiten quiver of Λ is displayed in Figure 1. The modules on the leftmost
column of the figure has to be identified with the corresponding module on the rightmost
one. The projective Λ-modules are marked with a solid frame.
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1
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Figure 1. Auslander-Reiten quiver for Λ with Q of type A2
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Figure 2. Auslander-Reiten quiver for Λı with Q of type A2 and τ = Id
3.3.2. Split ıquiver. Let Q = ( 1
α // 2 ) with τ = Id. Then Λı is isomorphic to the algebra
with its quiver Q and relations as follows:
1 ✲
α
2
ε1 ε2
✠ ✠
ε21 = 0 = ε
2
2, ε2α = αε1.
Indeed, Λı is isomorphic to kQ ⊗k R1. Its Auslander-Reiten quiver of Λı is displayed in
Figure 2, see [GLS17, §13.5]. The modules on the leftmost column of the figure has to be
identified with the corresponding module on the rightmost one. The projective Λı-modules
are marked with a solid frame.
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Figure 3. Auslander-Reiten quiver of Λı with Q of type A3 and τ 6= Id
3.3.3. ıQuiver with τ 6= Id. Let Q = ( 1 2αoo β // 3 ), with τ being the nontrivial in-
volution of Q. Then Λı is isomorphic to the algebra with its quiver Q and relations as
follows:
1 3
α β
✁
✁
✁✁✕
❆
❆
❆❆❑
2
✲✛
ε1
ε3
ε2
■
ε1ε3 = 0 = ε3ε1, ε
2
2 = 0, βε2 = ε1α, αε2 = ε3β.
Recall that Λı is a graded algebra by letting deg(εi) = 1 and deg(α) = 0 = deg(β). Its
Auslander-Reiten quiver of Λı is displayed in Figure 3. As vertices we have the graded
dimension vectors of the indecomposable Λı-modules. The modules on the leftmost column
of the figure has to be identified with the corresponding module on the rightmost one. The
projective Λı-modules are marked with a solid frame.
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3.4. APR-tilting. Let DTr be the Auslander-Reiten translation of Λı, and TrD be its in-
verse. For a sink ℓ in Q, define
T = T [ℓ] :=
{
(Λı
/
Eℓ)⊕ TrDEℓ, if τℓ = ℓ(
Λı
/
(Eℓ ⊕ Eτℓ)
)⊕ TrDEℓ ⊕ TrDEτℓ, if τℓ 6= ℓ(3.8)
Theorem 3.3. (1) The module T in (3.8) is a tilting module of Λı.
(2) Let B = EndΛı(T )
op. Then the functors
F+ℓ : mod(Λ
ı) −→ mod(sℓΛı) and HomΛı(T,−) : mod(Λı) −→ mod(B)
are equivalent, i.e., there exists an equivalence S : mod(sℓΛ
ı)→ mod(B) which gives rise to
an isomorphism of functors S ◦ F+ℓ ∼= HomΛı(T,−).
Proof. The proof is similar to that of [GLS17, Theorem 9.7], and will be sketched here.
Write T = T [ℓ] in (3.8) in this proof. Then T can be described as T = Λı/Hℓ ⊕ TrD(Hℓ),
where Hℓ is defined as in (2.4), which is viewed as a left Λ
ı-module naturally.
Let Ii := D(eiΛ
ı), Pi := Λ
ıei for any i ∈ Q0. From (2.10), we have the following minimal
injective resolution of Hℓ,
(3.9) 0 −→ Hℓ −→ Iℓ f−→
⊕
j∈Ω(−,a)
Ij ⊗Hj jHℓ −→ 0,
where
Iℓ =
{
Iℓ, if τℓ = ℓ,
Iℓ ⊕ Iτℓ, if τℓ 6= ℓ.
By applying the inverse Nakayama functor
ν− = HomΛı(D(Λı),−) : inj(Λı)→ proj(Λı),
we have ν−(f) : Hℓ → ⊕j∈Ω(−,ℓ)Pj ⊗Hj jHℓ by noting that ν−(Iℓ) = Pℓ = Eℓ since ℓ is a sink
in Q. Then there is an exact sequence
(3.10) 0 −→ Hℓ ν
−(f)−−−→ ⊕j∈Ω(−,ℓ)Pj ⊗Hj jHℓ −→ TrD(Hℓ) −→ 0,
which is a minimal projective resolution of TrD(Hℓ). So the projective dimension of TrD(Hℓ)
is at most one.
It follows from Auslander-Reiten formulas (cf. [ASS04, Chapter IV.2, Corollary 2.15])
that
HomΛı(TrD(Hℓ),Λ
ı) = 0;(3.11)
EndΛı(TrD(Hℓ)) ∼= EndΛı(Hℓ) ∼= Hℓ.(3.12)
Using (3.10)–(3.12), following the proof of [GLS17, Lemmas 9.9–9.10], one can show that
(i) T is a tilting module,
(ii) BD(T ) ∼=
{ (
D(B)/D(eℓB)
)⊕DTrB D(eℓB) if τℓ = ℓ,
D(B)
/(
D(eℓB)⊕D(eτℓB)
)⊕ DTrB D(eℓB)⊕DTrB D(eτℓB) if τℓ 6= ℓ.
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Here DTrB is the Auslander-Reiten translation for B = EndΛı(T )
op, and the B-Λı-bimodule
D(T ) when viewed as left B-module is denoted by BD(T ).
For any of the algebras A ∈ {Λı, sℓ(Λı), B} and any j ∈ Q0 let
T Aj := {X ∈ mod(A) | HomA(X,Sj ⊕ Sτj) = 0},
SAj := {X ∈ mod(A) | HomA(Sj ⊕ Sτj, X) = 0}.
By the proof of [GLS17, Lemma 9.11] or the classical tilting theory, the functor F :=
HomΛı(T,−) and G := T ⊗B − induces mutually quasi-inverse equivalences F : T → Y and
G : Y → T , where
T :={X ∈ mod(Λı) | Ext1Λı(T,X) = 0}
={X ∈ mod(Λı) | DHomΛı(X,Hℓ) = 0} = T Λıℓ ,
and
Y :={Y ∈ mod(B) | Tor1B(T, Y ) = 0}(3.13)
={Y ∈ mod(B) | DExt1B(Y,D(T )) = 0}
={Y ∈ mod(B) | HomB(D(eℓB)⊕D(eτℓB), Y ) = 0} = SBℓ .
In particular, F (mod(Λı)) ⊆ Y and G(mod(B)) ⊆ T .
The remaining proof follows verbetim [GLS17, Theorem 9.7, pp.116], and will be omitted
here. 
Corollary 3.4. The tilting module T in (3.8) induces a derived equivalence
RHomΛı(T,−) : Db(mod(Λı)) −→ Db(mod(sℓΛı)).
Let F := HomΛı(T,−). As ℓ is a source of Q′, let F−ℓ : mod(sℓΛı) → mod(Λı) be the
reflection functor. Similar to [GLS17, Corollary 9.13], we have F ◦ F−ℓ ◦ F+ℓ ≃ F . Via
restriction of F ◦ F−ℓ , we obtain an equivalence of subcategories
proj(sℓΛ
ı) −→ proj(B).
In particular, we have the following corollary.
Corollary 3.5. There exists an isomorphism sℓΛ
ı ∼−→ EndΛı(T )op.
We shall always identify EndΛı(T [ℓ]) with sℓΛ
ı this way, and hence identify F with F+ℓ
(in particular when studying the BGP-type reflection functors later on).
We describe the action of F+ℓ on addT as follows. Similar to (3.10) in the proof of
Theorem 3.3, using (2.10) we obtain a minimal projective resolution of TrD(Eℓ):
0 −→ Eτℓ −→
⊕
(α:j→τℓ)∈Q1
Λı ej −→ TrD(Eℓ) −→ 0.(3.14)
Let Pi (respectively, P
′
i ) be the projective cover of the simple Λ
ı-module Si (respectively,
sℓΛ
ı-module S ′i), for i ∈ I. Inspired by (3.14), set
Ti :=
 Pi, if i 6= ℓ, τℓ,TrD(Eτℓ), if i = ℓ,
TrD(Eℓ), if i = τℓ.
(3.15)
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Then T =
⊕
i∈I Ti, and
F+ℓ (Ti) = P
′
i , ∀i ∈ I.
Lemma 3.6. Let (Q, τ) be an ıquiver with a sink ℓ. Let L ∈ mod(kQ) ⊆ mod(Λı) be an
indecomposable module. Then either F+ℓ (L) = 0 (equivalently L
∼= Sℓ or Sτℓ) or F+ℓ (L) is
indecomposable with dimF+ℓ (L) = sℓ(dimL), where sℓ is as in (2.20).
Proof. Denote the indecomposable module L by L = (Li, Lji) ∈ M(Q, τ). Let T be the
corresponding tilting module defined in (3.8). Let B = EndΛı(T )
op ∼= sℓ(Λı).
If L ∼= Sℓ or Sτℓ, by definition of F+ℓ , we have F+ℓ (L) = 0.
Otherwise, we have L ∈ FacT . Then F+ℓ (L) ∼= HomΛı(T, L). As HomΛı(T,−) : FacT → Y
(see (3.13)), we have EndB(F
+
ℓ (L))
∼= EndΛı(L) which is a local algebra since L is indecom-
posable. So F+ℓ (L) is also indecomposable.
Let F+ℓ (L) = (Ni, Nji) ∈ M(Q, τ). Since L is indecomposable and ℓ is a sink, it follows
that the morphism Lℓ,in in (3.5) is surjective, and then (3.5) becomes a short exact sequence.
We have
dimk(eℓNℓ) =
∑
(α:i→ℓ)∈Q1
dimk(eiLi)− dimk(eℓLℓ),
dimk(eτℓNℓ) =
∑
(α:i→τℓ)∈Q1
dimk(eτiLi)− dimk(eτℓLℓ).
Since Ni = Li for i 6= ℓ, from the above, dimF+ℓ (L) = sℓ(dimL) by noting that sℓ = sℓ if
τℓ = ℓ and sℓ = sℓsτℓ otherwise. 
Dual result also holds for F−ℓ for any source ℓ of Q.
4. Symmetries of ıHall algebras
In this section, we show that the reflection functor associated to a sink ℓ ∈ Q0 induce an
isomorphism of ıHall algebras, Γℓ : MH˜(Λı) ∼−→ MH˜(sℓΛı), for a general acyclic ıquiver.
In case of Dynkin ıquivers, we work out explicitly the actions of Γℓ on the simple modules.
4.1. Tilting invariance. Let (Q, τ) be an ıquiver, not necessarily of Dynkin type. We
assume Q to be connected and of rank ≥ 2. Recall DTr is the Auslander-Reiten translation
of Λı. Let ℓ be a sink in Q. Recall Q′ = sℓQ from (3.3). As in §3.2, τ induces an involution
τ
′ of Q′. Let sℓΛı denote the ıquiver algebra associated to (Q′, τ′).
Specializing [LW19, Theorem A.22] to our setting gives us the following; here we recall
Theorem 3.3 and Corollary 3.5 regarding the tilting module T defined in (3.8).
Lemma 4.1. Let ℓ be a sink of Q. Recall the tilting module T defined in (3.8). Set F =
HomΛ(T,−). Then we have an isomorphism of algebras:
Γℓ :MH(Λı) ∼−→MH(sℓΛı)(4.1)
[M ] 7→ q−〈M,TM 〉[F (TM)]−1 ⋄ [F (XM)],
where M , XM ∈ FacT , and TM ∈ addT fit into a short exact sequence 0 → M → XM →
TM → 0.
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It is well known that the Cartan matrix C for Q is the matrix of the symmetric bilinear
form (·, ·)Q defined by
(x, y)Q := 〈x, y〉Q + 〈y, x〉Q
for any x, y ∈ K0(mod(kQ)). Here 〈·, ·〉Q is the Euler form of kQ.
For any M,N ∈ mod(Λı), let
(4.2) 0 −→M −→ XM −→ TM −→ 0, 0 −→ N −→ XN −→ TN −→ 0
be short exact sequences with XM , XN ∈ FacT , and TM , TN ∈ addT .
Lemma 4.2. Let ℓ be a sink of Q. For any M,N ∈ mod(Λı) as in (4.2), we have
(4.3)〈
̂res(F+ℓ (XM))− ̂res(F+ℓ (TM)), ̂res(F+ℓ (XN ))− ̂res(F+ℓ (TN))
〉
Q′
= 〈res(M), res(N)〉Q.
Proof. Denote by S ′i the simple kQ
′-module corresponding to i ∈ I. Similar to the proof of
[LW19, Theorem A.15], it is routine to check that the left-hand side of (4.3) is independent
of the choices in (4.2).
It suffices to prove (4.3) when M,N are simple modules. Assume that M = Si, N = Sj .
The proof is separated into the following four cases.
Case (1): i, j /∈ {ℓ, τℓ}. Then Si, Sj ∈ FacT . Choose XSi = Si, XSj = Sj and TSi = 0 =
TSj in (4.2). Then,〈
res(F+ℓ ([Si])), res(F
+
ℓ ([Sj ]))
〉
Q′
=
〈
res(F+ℓ (Si)), res(F
+
ℓ (Sj))
〉
Q′
=

〈
Ŝ ′i + |cℓi|Ŝ ′ℓ + |cτℓ,i|Ŝ ′τℓ, Ŝ ′j + |cℓj|Ŝ ′ℓ + |cτℓ, j|Ŝ ′τℓ
〉
Q′
if τℓ 6= ℓ,〈
Ŝ ′i + |cℓi|Ŝ ′ℓ, Ŝ ′j + |cℓj|Ŝ ′ℓ
〉
Q′
if τℓ = ℓ.
It follows that 〈
res(F+ℓ ([Si])), res(F
+
ℓ ([Sj ]))
〉
Q′
= 〈Ŝ ′i, Ŝ ′j〉Q′ = 〈Ŝi, Ŝj〉Q,
since 〈S ′ℓ, S ′τℓ〉Q′ = 0 = 〈S ′τℓ, S ′ℓ〉Q′, 〈S ′ℓ, S ′ℓ〉Q′ = 1 = 〈S ′τℓ, S ′τℓ〉Q′.
Case (2): i ∈ {ℓ, τℓ}, j /∈ {ℓ, τℓ}. Without loss of generality, assume that i = ℓ. As ℓ is
a sink, there exist at least one arrow α : j → ℓ in Q0. So there exists a string module X
with its string ℓ
α←− j εj−→ τj. Then X,Ej ∈ FacT , and there exists a short exact sequence
0→ Sℓ → X → Ej → 0. Clearly,
̂res(F+ℓ (XM))− ̂res(F+ℓ (TM)) = ̂res(F+ℓ (X))− ̂res(F+ℓ (Ej)).
By direct calculations, we obtain that ̂res(F+ℓ (X))− ̂res(F+ℓ (Ej)) = −Ŝ ′ℓ. Then〈
̂res(F+ℓ (XSi)) − ̂res(F+ℓ (TSi)), ̂res(F+ℓ ([Sj]))
〉
Q′
=

〈
−Ŝ ′ℓ, Ŝ ′j + |cℓj|Ŝ ′ℓ + |cτℓ, j|Ŝ ′τℓ
〉
Q′
if τℓ 6= ℓ,〈
−Ŝ ′ℓ, Ŝ ′j + |cℓj|Ŝ ′ℓ
〉
Q′
if τℓ = ℓ.
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It follows that〈
̂res(F+ℓ (XSi)) − ̂res(F+ℓ (TSi)), ̂res(F+ℓ ([Sj]))
〉
Q′
= 0 = 〈Ŝℓ, Ŝj〉Q,
since 〈Ŝ ′ℓ, Ŝ ′j〉Q′ = −|cℓj|.
Case (3): j ∈ {ℓ, τℓ}, i /∈ {ℓ, τℓ}. From Case (2), we obtain that〈
̂res(F+ℓ ([Si])),
̂res(F+ℓ (XSj))− ̂res(F+ℓ (TSj ))
〉
Q′
=

〈
Ŝ ′i + |cℓi|Ŝ ′ℓ + |cτℓ,i|Ŝ ′τℓ,−Ŝ ′ℓ
〉
Q′
if τℓ 6= ℓ,〈
Ŝ ′i + |cℓi|Ŝ ′ℓ,−Ŝ ′ℓ
〉
Q′
if τℓ 6= ℓ.
It follows that〈
̂res(F+ℓ ([Si])),
̂res(F+ℓ (XSj))− ̂res(F+ℓ (TSj ))
〉
Q′
= −|cℓi| = 〈Ŝi, Ŝℓ〉Q,
since 〈Ŝ ′i, Ŝ ′ℓ〉Q′ = 0.
Case (4): i, j ∈ {ℓ, τℓ}. As in Case (2), we have
̂res(F+ℓ (XSi))− ̂res(F+ℓ (TSi)) = −Ŝ ′i, ̂res(F+ℓ (XSj ))− ̂res(F+ℓ (TSj )) = −Ŝ ′j ,
and then the desired formula follows. 
4.2. Isomorphisms Γℓ from reflection functors. We identify EndΛı(T )
op ∼= sℓ(Λı) by
Corollary 3.5. Then the functor F : FacT −→ mod(EndΛı(T )op) is equivalent to the functor
F+ℓ : FacT −→ mod(sℓΛı),
which allows us to carry out computations effectively via quivers. Recall v =
√
q. As the
Euler forms match by Lemma 4.2, the following proposition follows by Lemma 4.1 (to which
we refer for notations).
Theorem 4.3. The isomorphism Γℓ in (4.1) induces the following isomorphism of ıHall
algebras:
Γℓ :MH˜(Λı) ∼−→ MH˜(sℓΛı),(4.4)
[M ] 7→ v〈res(TM ),res(M)〉Qq−〈TM ,M〉[F+ℓ (TM )]−1 ∗ [F+ℓ (XM)].
For any i ∈ I, denote by Si (respectively, S ′i) the simple Λı-module (respectively, sℓΛı-
module), denote by Ei (respectively, E
′
i) the generalized simple Λ
ı (respectively, sℓΛ
ı-module).
We similarly define Eα,E
′
β for α ∈ K0(mod(kQ)), β ∈ K0(mod(k(sℓQ))) in the (twisted)
modified Ringel-Hall algebras (where ℓ is a sink of Q).
Recall the root lattice ZI = Zα1⊕· · ·⊕Zαn, and we have an isomorphism of abelian groups
ZI → K0(mod(kQ)), αi 7→ Ŝi. This isomorphism induces the action of the reflection si on
K0(mod(kQ)). Thus for α ∈ K0(mod(kQ)) and i ∈ I, we can make sense Esiα ∈ MH˜(Λı).
Similarly, we have E′siα ∈MH˜(sℓΛı).
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Proposition 4.4. Let (Q, τ) be an ıquiver, and ℓ ∈ Q0 be a sink. Then the isomorphism
Γℓ :MH˜(Λı) ∼−→MH˜(sℓΛı) sends
Γℓ([M ]) = [F
+
ℓ (M)], ∀M ∈ Fac(T ),(4.5)
Γℓ([Sℓ]) =
{
v[E′ℓ]
−1 ∗ [S ′
τℓ], if τℓ 6= ℓ
[E′ℓ]
−1 ∗ [S ′
τℓ], if τℓ = ℓ,
(4.6)
Γℓ([Sτℓ]) = v[E
′
τℓ]
−1 ∗ [S ′ℓ], if τℓ 6= ℓ,(4.7)
Γℓ([Eα]) = [E
′
sℓα
], ∀α ∈ K0(mod(kQ)).(4.8)
Proof. The identity (4.5) follows from [LW19, Theorem A.22].
To prove (4.8), it suffices to check for Ei, for i ∈ Q0.
Case (1): i /∈ {ℓ, τℓ}. Then Ei ∈ FacT , which implies that Γℓ([Ei]) = [F+ℓ ([Ei])]. If i /∈
Ω(−, ℓ)∪Ω(−, τℓ), then by the definition of F+ℓ , we obtain that Γℓ([Ei]) = [F+ℓ ([Ei])] = [E′i].
If i ∈ Ω(−, ℓ) ∪ Ω(−, τℓ), then Ei ∈ FacT . By using F+ℓ , we obtain that
F̂+ℓ (Ei) =
{ |cℓi| Ê′a + Ê′i = Ê′sℓ(Ŝi), if τℓ = ℓ,
|cℓi|Ê′ℓ + |cτℓ,i|Ê′τℓ + Ê′i = Ê′sℓsτℓ(Ŝi), if τℓ 6= ℓ
in K0(P<∞(sℓ(Λı))). So we obtain that
Γℓ([Ei]) =
{
E′
sℓ(Ŝi)
if τℓ = ℓ,
E′
sℓsτℓ(Ŝi)
if τℓ 6= ℓ.
Case (2): i ∈ {ℓ, τℓ}. We only give the details for i = ℓ. We have the following exact
sequence (see (3.10))
0→ Eℓ −→
⊕
(α:j→ℓ)∈Q1
Λıej −→ TrD(Eτℓ) −→ 0,
which has the property analogous to (4.2). By [LW19, Theorem A.22], as F = HomΛı(T,−) :
FacT → mod(sℓΛı) is a full embedding which also preserves all Ext-groups, we obtain
Γℓ([Eℓ]) = v
〈 ̂res(TrD(Eτℓ)), ̂res(Eℓ)〉Qq−〈TrD(Eτℓ),Eℓ〉[F (TrD(Eτℓ))]−1 ∗ [F (⊕(α:j→ℓ)∈Q1Λıej)]
= [P ′ℓ ]
−1 ∗ [⊕(α:ℓ→j)∈Q′1P ′j ]
= [E′ℓ]
−1 = E′−Ŝℓ = Esℓsτℓ(Ŝℓ),
where P ′j := (sℓΛ
ı)ej for any j ∈ Q′0. The last equality follows from sℓsτℓ(Ŝℓ) = sℓ(Ŝℓ) = −Ŝℓ
since cℓ,τℓ = 0. The formula (4.8) is proved.
Below we shall prove (4.6), while skipping the completely analogous remaining case (4.7).
Since ℓ is a sink, there exists at least one arrow α : j → ℓ in Q0. So there exists a string
module X with its string ℓ
α←− j εj−→ τj. Then X,Ej ∈ FacT , which admits a short exact
sequence 0→ Sℓ → X → Ej → 0. Then
Γℓ([Sℓ]) = v
〈res(Ej),res(Sℓ)〉Qq−〈Ej ,Sℓ〉[F+ℓ (Ej)]
−1 ∗ [F+ℓ (X)]
= v〈Ŝτj−Ŝj ,Ŝℓ〉Q [E′
sℓsτℓ(Ŝj)
]−1 ∗ [F+ℓ (X)].
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By definition of F+ℓ , similar to the above, we have
[F+ℓ (X)] =[E
′
sℓsτℓ(Ŝj)−Ŝ′ℓ
⊕ S ′
τℓ]
=v
−〈res(E′
sℓsτℓ(Ŝj)
),S′
τℓ
〉Q′+〈S′ℓ⊕S′τℓ,S′τℓ〉Q′
q〈sℓsτℓ(Ŝj),S
′
τℓ
〉Q′−〈S′ℓ,S′τℓ〉Q′ [E′
sℓsτℓ(Ŝj)−Ŝ′ℓ
] ∗ [S ′
τℓ]
=v1−δℓ,τℓ+cτℓ,τj−cτℓ,j [E′
sℓsτℓ(Ŝj)−Ŝ′ℓ
] ∗ [S ′
τℓ].
where we have used the fact S ′
τℓ is injective in mod(sℓΛ
ı). Note that cτℓ,τj = cℓj = 〈Ŝj, Ŝℓ〉Q,
and cτℓ,j = 〈Ŝj, Ŝτℓ〉Q = 〈Ŝτj, Ŝℓ〉Q. So combining the above computations, we obtain
Γℓ([Sℓ]) = v
〈Ŝτj−Ŝj ,Ŝℓ〉Qv1−δℓ,τℓ+cτℓ,τj−cτℓ,j [E′
sℓsτℓ(Ŝj)
]−1 ∗ [E′
sℓsτℓ(Ŝj)−Ŝ′ℓ
] ∗ [S ′
τℓ]
= v1−δℓ,τℓ [E′ℓ]
−1 ∗ [S ′
τℓ],
whence (4.6). The proposition is proved. 
Remark 4.5. Similar to [SV99, XY01], for a sink ℓ ∈ I, there exists a Fourier transform
(which is an algebra isomorphism)
FTℓ :MH˜(sℓΛı) −→MH˜(Λı),(4.9)
which maps [S ′j] −→ [Sj], [E′j ] −→ [Ej ] for each j ∈ I; compare Theorem 2.3. The composi-
tion of Γℓ with FTℓ gives us an automorphism FTℓ ◦ Γℓ :MH˜(Λı)→MH˜(Λı) .
4.3. Formulas of Γi for split Dynkin ıquivers. In this subsection we consider the split
Dynkin ıquivers (Q, τ = Id). Note that its Cartan matrix C = (cij)i,j∈I satisfies that cij = 0
or −1 for i 6= j. We shall work out the action of Γi for a sink i ∈ Q0 on the generators [Sj ].
Lemma 4.6. Let (Q, Id) be the Dynkin ıquiver with trivial involution. Then for any sink
i ∈ Q0, the isomorphism Γi : MH˜(Λı) ∼−→ MH˜(siΛı) sends Γi([Eα]) = [E′siα], for α ∈
K0(mod(kQ)) and
Γi([Sj]) =

v
q−1 [S
′
i] ∗ [S ′j ]− 1q−1 [S ′j] ∗ [S ′i], if cij = −1,
[E′i]
−1 ∗ [S ′i], if j = i,
[S ′j ], if cij = 0.
Proof. The action of Γi on [Eα] has been uniformly given by (4.8). By Proposition 4.4, it
remains to prove the formula for Γi([Sj ]) when cij = −1. In this case, there exists an arrow
from j to i. Let X ′ij denote the indecomposable kQ
′-module with Ŝ ′i + Ŝ
′
j as its class in
K0(mod(kQ
′)), viewed as a siΛı-module. Then Γi([Sj ]) = [F+i (Sj)] = [X
′
ij]. Moreover, we
have
v[S ′i] ∗ [S ′j ]− [S ′j ] ∗ [S ′i] = v1+〈S
′
i,S
′
j〉Q′ ([S ′i ⊕ S ′j ] + (q − 1)[X ′ij ])− v〈S
′
j ,S
′
i〉Q′ ([S ′i ⊕ S ′j ]
= (q − 1)[X ′ij],
Hence the formula follows. 
4.4. Formulas of Γi for non-split Dynkin ıquivers. In this subsection we consider the
non-split Dynkin quivers (Q, τ 6= Id). We separate the cases of type ADE in §4.4.1-§4.4.3,
respectively. We shall work out the action of Γi for a sink i ∈ Q0 on the generators [Sj ]. The
action of Γi on [Eα] is uniformly given by (4.8) as before.
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4.4.1. Quasi-split type A2r+1. In this subsection and §4.4.2–4.4.3 below, we consider the
quasi-split (but not split) ıquantum groups of type ADE, respectively. We introduce the
following notation
(4.10) [x, y]v := xy − vyx.
We will often use this when setting v = v.
Let us illustrate with a quiver of type A2r+1 below, though any other orientation preserved
by the diagram involution will also work:
(4.11)
◦
◦
◦
◦
◦
◦
◦
r
−r
2
−2
1
−1
0
✲
✲
· · ·
· · ·
✲
✲
✲
✲
✟✟
✟✟✯
❍❍❍❍❥
Lemma 4.7. Let (Q, τ 6= Id) be a Dynkin ıquiver of type A2r+1 as in (4.11). Assume
i ∈ Iτ = {0, . . . , r} is a sink. Then the isomorphism Γi : MH˜(Λı) ∼−→ MH˜(siΛı) sends
Γi([Eα]) = [E
′
siα
], for α ∈ K0(mod(kQ)). Moreover, for i 6= 0,
Γi([Sj]) =

v
q−1 [S
′
i] ∗ [S ′j]− 1q−1 [S ′j ] ∗ [S ′i], if cij = −1 and cτi,j = 0,
v
q−1 [S
′
τi] ∗ [S ′j]− 1q−1 [S ′j ] ∗ [S ′τi], if cij = 0 and cτi,j = −1,
1
(q−1)2
[[
[S ′j], [S
′
i]
]
v
, [S ′
τi]
]
v
+ [S ′j ] ∗ [E′i], if cij = −1 and cτi,j = −1,
v[E′i]
−1 ∗ [S ′
τi], if j = i,
v[E′
τi]
−1 ∗ [S ′i], if j = τi,
[S ′j ], otherwise;
Γ0([Sj]) =

v
q−1 [S
′
0] ∗ [S ′j ]− 1q−1 [S ′j ] ∗ [S ′0], if j = ±1,
[E′0]
−1 ∗ [S ′0], if j = 0,
[S ′j ], otherwise.
Proof. For i = 0, the second and third formulas follow by Proposition 4.4; the first formula
can be proved similarly to Lemma 4.6.
Now assume i 6= 0. Most formulas in this case follow again from Proposition 4.4 and
similar computations as in Lemma 4.6. We shall only verify the third (and most involved)
formula, which is new.; in this case, we have j = 0.
Let X ′ij (respectively, X
′
τi,j) be the indecomposable kQ
′-module with Ŝ ′i+ Ŝ
′
j (respectively,
Ŝ ′
τi + Ŝ
′
j) as its class in K0(mod(kQ
′)), and let Y ′0 be the indecomposable kQ
′-module with
Ŝ ′0 + Ŝ
′
1 + Ŝ
′
−1 as its class in K0(mod(kQ
′)); all these kQ′-modules are then viewed as siΛı-
modules. We compute
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[S ′j ] ∗ [S ′i] ∗ [S ′τi] = [S ′j ⊕ S ′i ⊕ S ′τi] + (q − 1)[S ′j ⊕ E′i],
[S ′i] ∗ [S ′j] ∗ [S ′τi] = (
1
v
([S ′j ⊕ S ′i] + (q − 1)[X ′ij])) ∗ [S ′τi]
=
1
v
[S ′j ⊕ S ′i ⊕ S ′τi] +
q2 − q
v
[S ′j ⊕ E′i] +
q − 1
v
[X ′ij ⊕ S ′τi].
[S ′
τi] ∗ [S ′j] ∗ [S ′i] = (
1
v
([S ′j ⊕ S ′i] + (q − 1)[X ′ij])) ∗ [S ′τi]
=
1
v
[S ′j ⊕ S ′i ⊕ S ′τi] +
q2 − q
v
[S ′j ⊕ E′τi] +
q − 1
v
[X ′
τi,j ⊕ S ′i].
[S ′
τi] ∗ [S ′i] ∗ [S ′j ] = (
1
v
([S ′j ⊕ S ′i] + (q − 1)[X ′ij])) ∗ [S ′τi]
=
1
q
[S ′j ⊕ S ′i ⊕ S ′τi] +
q − 1
q
[X ′
τi,j ⊕ S ′i] +
q − 1
q
[X ′ij ⊕ S ′τi] + (q − 1)[S ′j ⊕ E′i]
+ (q − 1)[S ′j ⊕ E′τi] +
(q − 1)2
q
[Y ′0 ].
Combining the above formulas, we have[[
[S ′j ], [S
′
i]
]
v
, [S ′
τi]
]
v
= (q − 1)2[Y ′0 ]− (q − 1)2[Sj ] ∗ [E′i].
From Proposition 4.4 and the definition of F+i , we obtain that Γi([Sj]) = [Y
′
0 ], and then
the desired formula follows. 
4.4.2. Quasi-split type Dn. Let us illustrate with a quiver of type Dn below, though any
other orientation preserved by the diagram involution will also work:
(4.12) ◦
1
◦
2
◦
n− 2
◦
n− 1
◦n
✛ ✛ ✛· · ·
✟✟✟✟✙
❍❍
❍❍❨
Lemma 4.8. Let (Q, τ 6= Id) be a Dynkin ıquiver of type Dn as in (4.12). Assume that
i ∈ Iτ is a sink. Then for 1 ≤ i ≤ n− 2, the isomorphism Γi :MH˜(Λı) ∼−→MH˜(siΛı) sends
Γi([Eα]) = [E
′
siα
], for α ∈ K0(mod(kQ)), and moreover,
Γi([Sj ]) =

v
q−1 [S
′
i] ∗ [S ′j ]− 1q−1 [S ′j] ∗ [S ′i], if cij = −1,
[E′i]
−1 ∗ [S ′i], if j = i,
[S ′j ], otherwise.
For i = n− 1, we have
Γn−1([Sj ]) =

1
(q−1)2
[[
[S ′j ], [S
′
n−1]
]
v
, [S ′n]
]
v
+ [S ′j ] ∗ [E′n−1], if j = n− 2,
v[E′n−1]
−1 ∗ [S ′n], if j = n− 1,
v[E′n]
−1 ∗ [S ′n−1], if j = n,
[S ′j ], otherwise.
Proof. The proof is similar to the proofs of Lemmas 4.6–4.7 (as all the rank 2 ısubquivers of
(4.12) appear in (4.11)), and will be skipped. 
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4.4.3. Quasi-split type E6. Let us illustrate with a quiver of type E6 below, though any other
orientation preserved by the diagram involution will also work:
(4.13)
6
◦
5
◦
◦1 ◦2
✛
✛
❍❍
❍❍❨
✟✟✟✟✙
✲◦3 ◦4
Lemma 4.9. Let (Q, τ 6= Id) be a Dynkin ıquiver of type E6 as in (4.13). Then for any
sink i ∈ Iτ, the isomorphism Γi : MH˜(Λı) ∼−→ MH˜(siΛı) sends Γi([Eα]) = [E′siα], for
α ∈ K0(mod(kQ)), and moreover,
Γ1([Sj ]) =

v
q−1 [S
′
1] ∗ [S ′2]− 1q−1 [S ′2] ∗ [S ′1], if j = 2,
v
q−1 [S
′
6] ∗ [S ′5]− 1q−1 [S ′5] ∗ [S ′6], if j = 5,
v[E′1]
−1 ∗ [S ′6], if j = 1,
v[E′6]
−1 ∗ [S ′1], if j = 6,
[S ′j ], if j = 3, 4;
Γ2([Sj ]) =

1
(q−1)2
[[
[S ′3], [S
′
2]
]
v
, [S ′5]
]
v
+ [S ′3] ∗ [E′2], if j = 3,
v
q−1 [S
′
2] ∗ [S ′1]− 1q−1 [S ′1] ∗ [S ′2], if j = 1,
v
q−1 [S
′
5] ∗ [S ′6]− 1q−1 [S ′6] ∗ [S ′5], if j = 6,
v[E′2]
−1 ∗ [S ′5], if j = 2,
v[E′5]
−1 ∗ [S ′2], if j = 5,
[S ′4], if j = 4;
Γ3([Sj ]) =

v
q−1 [S
′
3] ∗ [S ′j ]− 1q−1 [S ′j ] ∗ [S ′3], if j = 2, 4, 5,
[E′3]
−1 ∗ [S ′3], if j = 3,
[S ′j ], if j = 1, 6;
and
Γ4([Sj]) =

v
q−1 [S
′
4] ∗ [S ′3]− 1q−1 [S ′3] ∗ [S ′4], if j = 3,
[S ′j], if j = 1, 2, 5, 6
[E′4]
−1 ∗ [S ′4], if j = 4.
Proof. The proof is analogous to the proofs of Lemmas 4.6–4.7, and hence is skipped. 
5. Symmetries of the ıquantum group U˜ı
In this section, we convert the isomorphisms for the ıHall algebras in the previous section
to automorphisms Ti of U˜
ı, for i ∈ Iτ. For Dynkin ıquivers, we formulate explicitly the
action of Ti on generators of U˜
ı.
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5.1. Symmetries Ti of U˜
ı. For a sink i of a Dynkin ıquiver (Q, τ), we denote Q′ = siQ.
Similar to the isomorphisms ψ˜Q in (2.37) and ψQ in (2.39), there exist algebra isomorphisms
ψ˜Q′ : U˜
ı
|v=v → MH˜(siΛı) and ψ˜Q′ : U˜ı → H˜(siQ, τ) with the right-hand sides of the
formulas (2.35)–(2.36) replaced by the counterparts in prime notation.
When combined with ψ˜Q and ψ˜Q′ , the isomorphism Γi : MH˜(Λı) → MH˜(siΛı) in (4.4)
induces an isomorphism
Γi : H˜(Q, τ) −→ H˜(siQ, τ).
Define an algebra automorphism Ti ∈ Aut(U˜ı) so that the following diagram commutes:
U˜ı
Ti //
ψ˜Q

U˜ı
ψ˜Q′

H˜(Q, τ) Γi // H˜(siQ, τ)
(5.1)
In other words, specializing at v = v we have the following commutative diagram:
(5.2) U˜ı|v=v
Ti //
ψ˜Q

U˜ı|v=v
ψ˜Q′

MH˜(Λı) Γi //MH˜(siΛı)
It is also natural to formulate the following commutative diagram:
(5.3) U˜ı|v=v
Ti //
ψ˜Q

U˜ı|v=v
FTi◦ψ˜Q′

MH˜(Λı) FTi◦Γi //MH˜(Λı)
where FTi :MH˜(siΛı)→MH˜(Λı) denotes a Fourier transform as in Remark 4.5. Similar to
[SV99, Lemma 11.1], it follows by the diagram (5.3) that the formula of Ti does not depend
on the orientations of a quiver Q, thanks to (4.5)–(4.8); this also follows from the description
of the actions of Ti in Lemmas 5.1–5.4 below.
5.2. Formulas for Ti. We shall use the diagram (5.2) to convert the formulas for the actions
of Γi on Hall algebras in Section 4.3 to formulas for Ti on U˜
ı.
For any i ∈ I, define
bi :=
{ −v2, if τi = i,
1, if τi 6= i.(5.4)
For α =
∑n
i=1 diαi ∈ K0(mod(kQ)), define
(5.5) bα :=
n∏
i=1
bdii .
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Then by the isomorphism ψ˜ (2.36) and the diagram (5.2), the formula (4.8) is converted
to be
Ti(k˜α) =
bsiα
bα
k˜siα, ∀α ∈ ZI.(5.6)
5.2.1. Split case. The formulas in Lemma 4.6 are transformed via the diagram (5.2) into the
following formulas.
Lemma 5.1. Assume τ = Id. Then there exists a unique automorphism Ti of the Q(v)-
algebra U˜ı such that Ti(k˜α) =
bsiα
bα
k˜siα for α ∈ ZI, and
Ti(Bj) =

BjBi − vBiBj, if cij = −1,
(−v2k˜i)−1Bi, if j = i,
Bj, if cij = 0.
5.2.2. Quasi-split type A2r+1. The formulas in Lemma 4.7 are then transformed via the
commutative diagram (5.2) into the following formulas.
Lemma 5.2. Let (Q, τ 6= Id) be of type A2r+1 (4.11). Then there exists a unique automor-
phism Ti (0 ≤ i ≤ r) of U˜ı such that Ti(k˜α) = bsiαbα k˜siα for α ∈ ZI, and for 1 ≤ i ≤ r,
Ti(Bj) =

BjBi − vBiBj, if cij = −1 and cτi,j = 0,
BτiBj − v−1BjBτi, if cij = 0 and cτi,j = −1,
−v−1[[Bj , Bi]v, Bτi]v +Bjk˜i, if i = ±1, j = 0,
−k˜−1i Bτi, if j = i,
−v2k˜−1
τi Bi, if j = τi,
Bj , otherwise;
T0(Bj) =

BjB0 − vB0Bj , if j = ±1,
(−v2k˜0)−1B0, if j = 0,
Bj , otherwise.
5.2.3. Quasi-split type Dn. The formulas in Lemma 4.8 are then transformed via the com-
mutative diagram (5.2) into the following formulas.
Lemma 5.3. Let (Q, τ 6= Id) be of type Dn (4.12). Then there exists a unique algebra
automorphism Ti of U˜
ı, for 1 ≤ i ≤ n− 1, such that Ti(k˜α) = bsiαbα k˜siα for α ∈ ZI, and for
1 ≤ i ≤ n− 2,
Ti(Bj) =

BjBi − vBiBj , if cij = −1,
(−v2k˜i)−1Bi, if j = i,
Bj, otherwise;
Tn−1(Bj) =

−v−1[[Bj , Bn−1]v, Bn]v +Bj k˜n−1, if j = n− 2,
−k˜−1n−1Bn, if j = n− 1,
−v2k˜−1n Bn−1, if j = n,
Bj , otherwise.
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5.2.4. Quasi-split type E6. The formulas in Lemma 4.9 are then transformed via the com-
mutative diagram (5.2) into the following formulas.
Lemma 5.4. Let (Q, τ 6= Id) be of type E6 (4.13). Then there exists a unique algebra
automorphism Ti of U˜
ı such that Ti(k˜α) =
bsiα
bα
k˜siα for α ∈ ZI, and
T1(Bj) =

B2B1 − vB1B2, if j = 2,
B6B5 − v−1B5B6, if j = 5,
−k˜−11 B6, if j = 1,
−v2k˜−16 B1, if j = 6,
Bj , if j = 3, 4.
T2(Bj) =

−v−1[[B3, B2]v, B5]v +B3k˜2, if j = 3,
B1B2 − vB2B1, if j = 1,
B5B6 − v−1B6B5, if j = 6,
−k˜−12 B5, if j = 2,
−v2k˜−15 B2, if j = 5,
B4, if j = 4,
T3(Bj) =

BjB3 − vB3Bj , if j = 2, 4, 5,
(−v2k˜3)−1B3, if j = 3,
Bj, if j = 1, 6.
T4(Bj) =

B3B4 − vB4B3, if j = 3,
(−v2k˜4)−1B4, if j = 4,
Bj, if j 6= 3, 4.
6. Braid group actions on ıquantum groups of finite type
In this section, for Dynkin ıquivers, we show that the symmetries Ti on U˜
ı satisfy the
braid group relations.
6.1. Reduction via ısubquivers. Let (′Q, ′τ) be an ısubquiver of a Dynkin ıquiver (Q, τ).
Denote by ′U˜ı and U˜ı their ıquantum groups and denote by ′Ti and Ti the isomorphisms
defined in (5.1), respectively.
Lemma 6.1. Let (′Q, ′τ) be an ısubquiver of (Q, τ). Then ′U˜ı is a subalgebra of U˜ı, which
is compatible with the action of Ti, i.e.,
′Ti(x) = Ti(x) for any x ∈ ′U˜ı, and i ∈ Q′.
Let (Q, τ) be an ıDynkin quiver. Let (Q1, τ) and (Q2, τ) be two connected ısubquivers of
Q such that Q1 ∩ Q2 = ∅. Then there exists at most one arrow α : i → j if τi = i, τj = j;
and at most two arrows α : i→ j, τ(α) : τi→ τj otherwise, such that i ∈ Q1, j ∈ Q2.
Let Λı, 1Λı, and 2Λı be the ıquiver algebras associated to (Q, τ), (Q1, τ), and (Q2, τ)
respectively. We identify mod(1Λı) and mod(2Λı) as subcategories of mod(Λı).
Assume that there exists an arrow α : i → j such that i ∈ Q1, j ∈ Q2. Let Q′ be the
quiver constructed from Q by reversing α and τ(α). Then (Q, τ) induces an ıquiver (Q′, τ′).
Denote by ′Λı its ıquiver algebra. Then mod(1Λı), mod(2Λı) can be viewed as subcategories
of mod(′Λı).
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We have isomorphisms ψ˜ : U˜ı|v=v →MH˜(Λı) and ψ˜′ : U˜ı|v=v →MH˜(′Λı) by Theorem 2.3.
Lemma 6.2. Retain the notation and assumption as above. For any M ∈ mod(kQ1) ⊆
mod(1Λı), N ∈ mod(kQ2) ⊆ mod(2Λı), we have
ψ˜−1([M ]) · ψ˜−1([N ]) = ψ˜′−1([M ]) · ψ˜′−1([N ])
in U˜ı|v=v. In particular, we have ψ˜
−1([M ] ∗ [N ]) = ψ˜′−1([M ] ∗ [N ]).
Proof. Denote by 1U˜ı, 2U˜ı the ıquantum groups of (Q1, τ1), (Q2, τ2). Then 1U˜ı, 2U˜ı are sub-
algebras of U˜ı. There exist two isomorphisms ψ˜1 : 1U˜ı|v=v →MH˜(1Λı) and ψ˜2 : 2U˜ı|v=v →
MH˜(2Λı). In particular, ψ˜|lU˜ı = ψ˜l = ψ˜′|lU˜ı for l = 1, 2. So we have
ψ˜−1([M ]) · ψ˜−1([N ]) = (ψ˜1)−1([M ]) · (ψ˜2)−1([N ]) = ψ˜′−1([M ]) · ψ˜′−1([N ]).
The lemma is proved. 
It is worth noting that the formula in Lemma 6.2 also holds for U˜ı and generic Hall
algebras by using the isomorphism ψ˜ in (2.37), which will be used below.
6.2. Braid relations I. Recall that {αi | i ∈ I} is the set of simple roots. For any γ =∑n
i=1 aiαi ∈ Φı, we shall write uγ = uδγ in generic Hall algebra, where δγ is the characteristic
function in P˜ı; cf. (2.17).
Lemma 6.3. For any i, j ∈ Iτ such that cij = 0, we have TiTj = Tj Ti.
Proof. Let (Q, τ) be the ıquiver such that ψ˜ : U˜ı
∼−→ H˜(Q, τ). Since cij = 0, we can assume
that i and j are sink vertices of Q. Then i (and respectively, j) is a sink of sjQ (and
respectively, siQ). We shall show that ΓiΓj(uαl) = ΓjΓi(uαl) for any i ∈ I.
For any l /∈ {i, τi, j, τj}, from the identity (4.5) and Lemma 3.6, we have ΓiΓj(uαl) =
usjsiαl , and ΓiΓj(uαl) = usjsiαl. Since cij = 0, we have sisj = sjsi, and then usisjαl = usjsiαl .
So ΓiΓj(uαl) = ΓjΓi(uαl).
For any l ∈ {i, τi, j, τj}, we only prove for l = i since the other cases are similar. It follows
from Proposition 4.4 that
ΓiΓj(uαi) = Γi(uαi) = v
1−δi,τiu−1
γi
∗ uατi.
Therefore, we have
ΓjΓi(uαi) = Γj(v
1−δi,τiu−1
γi
∗ uατi) = v1−δi,τiu−1γi ∗ uατi = ΓiΓj(uαi)
by noting that ci,τj = 0, cτi,j = 0 and cτi,τj = 0. 
The following preparatory lemma will be used in Lemmas 6.5–6.7 below.
Lemma 6.4. Let i, j ∈ Iτ. Then, for any l ∈ {i, τi, j, τj}, we have
TiTj Ti(Bl) = Tj TiTj(Bl), if (τi =)i j(= τj) or τi τj
i j
(6.1)
TiTj TiTj(Bl) = Tj TiTj Ti(Bl), if
i
τi
j(= τj)
✟✟
❍❍(6.2)
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Proof. From Lemma 6.1, without loss of generality, we assume that U˜ı is of rank 2, generated
by Bl, k˜l for l ∈ {i, j, τi, τj}. Let (Q, τ) be the ıquiver and recall ψ˜ : U˜ı ∼−→ H˜(Q, τ) from
(2.37).
We shall only prove (6.2), while skipping a similar proof for (6.1).
First, we assume that j is a sink of Q. Then ΓiΓjΓiΓj is well defined since i is a sink of
sjQ, and j is a sink of sisjQ, and so on. Note that sisjsisjQ = Q. So
TiTj TiTj(Bi) =ψ˜
−1ΓiΓjΓiΓjψ˜(Bi)
=ψ˜−1ΓiΓjΓiΓj(− 1
v2 − 1uαi) = −
1
v2 − 1ψ˜
−1ΓiΓjΓi(uαi+αj )
=− 1
v2 − 1 ψ˜
−1ΓiΓj(uαj+ατi) = −
1
v2 − 1 ψ˜
−1Γi(uατi)
=− 1
v2 − 1 ψ˜
−1(vu−γτi ∗ uαi) = vk˜−1τi Bi.
On the other hand, assuming i is a sink, we have
Tj TiTj Ti(Bi) =ψ˜
−1ΓjΓiΓjΓiψ˜(Bi)
=ψ˜−1ΓjΓiΓjΓi(− 1
v2 − 1uαi) = −
1
v2 − 1 ψ˜
−1ΓjΓiΓj(vu−γi ∗ uατi)
=− v
v2 − 1 ψ˜
−1ΓjΓi(u−γi−γj ∗ uατi+αj )
=− v
v2 − 1 ψ˜
−1Γj(u−γτi−γj ∗ uαi+αj )
=− v
v2 − 1 ψ˜
−1(u−γτi ∗ uαi) = vk˜−1τi Bi.
This proves (6.2) for l = i.
For l = j and l = τi, the proof is similar and hence omitted. 
6.3. Braid relations II.
Lemma 6.5. Suppose that i, j ∈ Iτ are contained in a Dynkin subdiagram of the form
(τi =)i j(= τj) . Then we have
TiTj Ti = Tj TiTj .
Proof. By definition, from Lemma 4.6, we have
Ti(Bl) =
 (−v
2k˜i)
−1Bi, if l = i
Bl if cil = 0,
BlBi − vBiBl, if cil = −1.
(6.3)
Ti(k˜α) =
bsiα
bα
k˜siα, for α ∈ ZI.(6.4)
From Lemma 6.4, it is enough to check for the case cil = −1 or cjl = −1. We only prove
for the case cjl = −1 since the other case is similar. Note that cil = 0. Then
TiTj Ti(Bl) =TiTj(Bl) = Ti(BlBj − vBjBl)
=BlBjBi − vBlBiBj − vBjBiBl + v2BiBjBl.
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Similar to the proof of Lemma 6.4, we have Tj Ti(Bj) = Bi.
Then
Tj TiTj(Bl) =Tj(BlBjBi − vBlBiBj − vBjBiBl + v2BiBjBl)
=Tj(Bl) Tj Ti(Bj)− vTj Ti(Bj) Tj(Bl)
=(BlBj − vBjBl)Bi − vBi(BlBj − vBjBl)
=BlBjBi − vBlBiBj − vBjBiBl + v2BiBjBl = TiTj Ti(Bl).
For kα, it is obvious that TiTj Ti(k˜α) = Tj TiTj(k˜α).
Combining the above, we have proved
TiTj Ti = Tj TiTj .
The lemma is proved. 
6.4. Braid relations III.
Lemma 6.6. Suppose that i, j ∈ Iτ are contained in a Dynkin subdiagram τi τj.i j Then we
have
TiTj Ti = Tj TiTj .
Proof. By definition, from Lemma 4.7, we have
Ti(Bl) =

BlBi − vBiBl, if cil = −1 and cτi,l = 0,
BτiBl − v−1BlBτi, if cil = 0 and cτi,l = −1,
−v−1[[Bl, Bi]v, Bτi]v +Blki, if ci,l = −1, τl = l
−k˜−1i Bτi, if l = i,
−v2k˜−1
τi Bi, if l = τi,
Bj , otherwise;
(6.5)
Ti(k˜α) =
bsiα
bα
k˜siα, for α ∈ ZI.
From Lemma 6.4, it suffices to check for the case l /∈ {i, j, τi, τj}, and cil = −1 or cjl = −1.
We shall only prove the case when cjl = −1 as the other case is similar. This case is divided
into 2 subcases.
Subcase (i): τl 6= l. This subcase is similar to Lemma 6.5, and we skip the detail.
Subcase (ii): τl = l. Then cjl = −1 = cτj,l. By Lemma 6.1, we may assume that Q is
i← j ← l → τj → τi. As in the proof of Lemma 6.4, ΓiΓjΓi is well defined, and
TiTj Ti(Bl) =
−1
v2 − 1 ψ˜
−1
Q′ ΓiΓjΓi(uαl) =
−1
v2 − 1 ψ˜
−1
Q′ (uαi+ατi+αj+ατj+αl).(6.6)
Here we have denoted Q′ = i→ j → l ← τj ← τi. Note that Ti(Bl) = Bl.
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Let ′Λı be the ıquiver algebra of (Q′, τ). We shall drop the notation ∗ for the multiplication
in H˜(Q, τ) in this proof. Then in MH˜(′Λı), we have
[Mq(αi + αj)][Mq(ατi + ατj)][Mq(αl)]
=v−2
(
[Mq(αi + αj)⊕Mq(ατi + ατj) + (q − 1)[Mq(αi + αj + αl)⊕Mq(ατi + ατj)]
+ (q − 1)[Mq(αi + αj)⊕Mq(ατi + ατj + αl)] + (q − 1)2[Mq(αi + αj + ατi + ατj + αl)]
)
+ (q − 1)[Mq(γi)][Mq(γj)][Mq(αl)],
[Mq(αi + αj)][Mq(αl)][Mq(ατi + ατj)]
=v−1
(
[Mq(αi + αj)⊕Mq(ατi + ατj)] + (q − 1)[Mq(αi + αj + αl)⊕Mq(ατi + ατj)]
)
+ v(q − 1)[Mq(γi)][Mq(γj)][Mq(αl)],
[Mq(ατi + ατj)][Mq(αi + αj)][Mq(αl)]
=v−1
(
[Mq(αi + αj)⊕Mq(ατi + ατj)] + (q − 1)[Mq(αi + αj)⊕Mq(ατi + ατj + αl)]
)
+ v(q − 1)[Mq(γτi)][Mq(γτj)][Mq(αl)],
[Mq(αl)][Mq(ατi + ατj)][Mq(αi + αj)]
=[Mq(αi + αj)⊕Mq(ατi + ατj)] + (q − 1)[Mq(αl)][Mq(γτi)][Mq(γτj)].
Then we obtain
[Mq(αi + αj + ατi + ατj + αl)]
=
1
(q − 1)2
(
q[Mq(αi + αj)][Mq(ατi + ατj)][Mq(αl)]
− v[Mq(αi + αj)][Mq(αl)][Mq(ατi + ατj)]
− v[Mq(ατi + ατj)][Mq(αl)][Mq(αi + αj + uαl)][Mq(ατi + ατj)][Mq(αi + αj)]
)
+ [Mq(αl)][Mq(γτi)][Mq(γτj)].
So in H˜(Q′, τ), we have
[uαi+αj+ατi+ατj+αl] =
1
(v2 − 1)2
(
v2uαi+αjuατi+ατjuαl − vuαi+αjuαluατi+ατj(6.7)
− vuατi+ατjuαluαi+αj + uαluατi+ατjuαi+αj
)
+ uαluγτiuγτj .
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Denote Q′′ = i→ j ← l → τj ← τi. It follows from (6.7) and Lemma 6.1 that
Tj TiTj(Bl) =
−1
v2 − 1 Tj ψ˜
−1
Q′ (uαi+ατi+αj+ατj+αl)
=
−1
(v2 − 1)4 Tj ψ˜
−1
Q′
(
v2uαi+αjuατi+ατjuαl − vuαi+αjuαluατi+ατj
− vuατi+ατjuαluαi+αj + uαluατi+ατjuαi+αj
)
+
−1
(v2 − 1)2 Tj ψ˜
−1
Q′ (uαluγτiuγτj )
=
−1
(v2 − 1)4 Tj ψ˜
−1
Q′′
(
v2uαi+αjuατi+ατjuαl − vuαi+αjuαluατi+ατj
− vuατi+ατjuαluαi+αj + uαluατi+ατjuαi+αj
)
+
−1
(v2 − 1)2 Tj ψ˜
−1
Q′′(uαluγτiuγτj).
Therefore, we have
Tj TiTj(Bl)(6.8)
=
−1
(v2 − 1)4 ψ˜
−1
sjQ′′
Γj
(
v2uαi+αjuατi+ατjuαl − vuαi+αjuαluατi+ατj
− vuατi+ατjuαi+αjuαl + uαluατi+ατjuαi+αj
)
+
−1
(v2 − 1)2 ψ˜
−1
sjQ′′
Γj(uαluγτiuγτj)
=
−1
(v2 − 1)4 ψ˜
−1
sjQ′′
(
v2uαiuατiuαl+αj+ατj − vuαiuαl+αj+ατjuατi
− vuατiuαiuαl+αj+ατj + uαl+αj+ατjuατiuαi
)
+
−1
(v2 − 1)2 ψ˜
−1
sjQ′′
(uαl+αj+ατjuγτi)
=
−1
(v2 − 1)4 ψ˜
−1
Q′
(
v2uαiuατiuαl+αj+ατj − vuαiuαl+αj+ατjuατi
− vuατiuαiuαl+αj+ατj + uαl+αj+ατjuατiuαi
)
+
−1
(v2 − 1)2 ψ˜
−1
Q′ (uαl+αj+ατjuγτi).
The last equality follows by using Lemma 6.2 again.
Similar to (6.7), in H˜(Q′, τ), one can show that
uαi+ατi+αj+ατj+αl =
1
(v2 − 1)2
(
v2uαiuατiuαl+αj+ατj − vuαiuαl+αj+ατjuατi(6.9)
− vuατiuαiuαl+αj+ατj + uαl+αj+ατjuατiuαi
)
+ uαl+αj+ατjuγτi.
Therefore, combining (6.8)–(6.9) and then comparing with (6.6) we obtain
Tj TiTj(Bl) =
1
(v2 − 1)2 ψ˜
−1
Q′ (uαi+ατi+αj+ατj+αl) = TiTj Ti(Bl).
Also, it is clear that TiTj Ti(kα) = Tj TiTj(kα).
Summarizing the above, we have proved the lemma. 
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6.5. Braid relations IV.
Lemma 6.7. Suppose that i, j ∈ Iτ are contained in a Dynkin subdiagram
i
τi
j(= τj)
✟✟
❍❍ .
Then we have
TiTj TiTj = Tj TiTj Ti .
Proof. From Proposition 4.4, we have the action of Ti as given in (6.5). On the other hand,
the action of Tj is given in (6.3).
In this proof, we shall drop the notation ∗ when writing the multiplication in H˜(Q, τ).
By Lemma 6.4, it remains to check TiTj TiTj(Bl) = Tj TiTj Ti(Bl) in the 2 cases: (1)
cil = −1, or (2) cjl = −1.
(1) Assume cil = −1. We may assume that Q = l → i→ j ← τi← τl by Lemma 6.2. Let
Q′ = sjsisjQ. Then ΓjΓiΓj is well defined, and
TiTj TiTj(Bl) =Ti ψ˜
−1
Q′ ΓjΓiΓjψ˜Q(Bl)
=
−1
v2 − 1 Ti ψ˜
−1
Q′ ΓjΓiΓj(uαl)
=
−1
v2 − 1 Ti ψ˜
−1
Q′ (uαi+αj+αl)
=
−1
(v2 − 1)2 Ti ψ˜
−1
Q′ (vuαi+αjuαl − uαluαi+αj ).
Let Q′′ = l → i← j → τi← τl. Then Lemma 6.2 shows that
TiTj TiTj(Bl) =
−1
(v2 − 1)2 Ti ψ˜
−1
Q′′(vuαi+αjuαl − uαluαi+αj)
=
−1
(v2 − 1)2 ψ˜
−1
siQ′′
Γi(vuαi+αjuαl − uαluαi+αj)
=
−1
(v2 − 1)2 ψ˜
−1
siQ′′
(vuατi+αjuαl+αi − uαl+αiuατi+αj).
On the other hand, since j is a sink of siQ
′′, we can define Q′′′ = sjsiQ′′. Then we have
Tj TiTj Ti(Bl)
=
−1
(v2 − 1)2 Tj ψ˜
−1
siQ′′
(vuατi+αjuαl+αi − uαl+αiuατi+αj )
=
−1
(v2 − 1)2 ψ˜
−1
Q′′′Γj(vuατi+αjuαl+αi − uαl+αiuατi+αj )
=
−1
(v2 − 1)2 ψ˜
−1
Q′′′(vuατiuαi+αj+αl − uαi+αj+αluατi)
=
−1
(v2 − 1)3 ψ˜
−1
Q′′′
(
v2uατiuαjuαl+αi − vuατiuαl+αiuαj − vuαjuαl+αiuατi + uαl+αiuαjuατi
)
=
−1
(v2 − 1)3 ψ˜
−1
Q′′′
(
v2uατiuαjuαl+αi − vuαl+αiuατiuαj − vuαjuατiuαl+αi + uαl+αiuαjuατi
)
+
−v
(v2 − 1)2 ψ˜
−1
Q′′′(uαluγiuαj − uαjuαluγi).
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For the last equality above we have used that uατiuαl+αi = uαl+αiuατi − (v2− 1)uαluγi . Since
uαluγiuαj − uαjuαluγi = 0, we have
Tj TiTj Ti(Bl) =
−1
(v2 − 1)3 (ψ˜
−1
Q′′′(v
2uατiuαj ) · ψ˜−1Q′′′(uαl+αi)− ψ˜−1Q′′′(uαl+αi) · ψ˜−1Q′′′(vuατiuαj )
− ψ˜−1Q′′′(vuαjuατi) · ψ˜−1Q′′′(uαl+αi) + ψ˜−1Q′′′(uαl+αi) · ψ˜−1Q′′′(uαjuατi)).
Comparing siQ
′′ and Q′′′, Lemma 6.2 implies that ψ˜−1Q′′′(uαjuατi) = ψ˜
−1
siQ′′
(uαjuατi), and
ψ˜−1Q′′′(uαl+αi) = ψ˜
−1
siQ′′
(uαl+αi). Then we obtain
Tj TiTj Ti(Bl)
=
−1
(v2 − 1)3 ψ˜
−1
siQ′′
(v2uατiuαjuαl+αi − vuαl+αiuατiuαj − vuαjuατiuαl+αi + uαl+αiuαjuατi)
=
−1
(v2 − 1)3 ψ˜
−1
siQ′′
(
v(vuατiuαj − uαjuατi)uαl+αi − uαl+αi(vuατiuαj − uαjuατi)
)
=
−1
(v2 − 1)2 ψ˜
−1
siQ′′
(vuατi+αj uαl+αi − uαl+αiuατi+αj )
=TiTj TiTj(Bl).
(2) Assume cjl = −1. We can assume that Q is
τi
i joo
OO
loo
by Lemma 6.1. Let Q′ = sisjsi(Q). Then ΓiΓjΓi is well defined, and
Tj TiTj Ti(Bl) =Tj ψ˜
−1
Q′ ΓjΓiΓjψ˜Q(Bl)
=
−1
v2 − 1 Tj ψ˜
−1
Q′ ΓjΓiΓj(uαl)
=
−1
v2 − 1 Tj ψ˜
−1
Q′ (uαi+ατi+αj+αl)
=
−1
(v2 − 1)2 Tj ψ˜
−1
Q′ (vuαi+ατi+αjuαl − uαluαi+ατi+αj).
Let Q′′ = sjslQ′. Then Lemma 6.2 shows that
Tj TiTj Ti(Bl) =
−1
(v2 − 1)2 Tj ψ˜
−1
slQ′
(vuαi+ατi+αjuαl − uαluαi+ατi+αj )
=
−1
(v2 − 1)2 ψ˜
−1
Q′′(vuαi+ατi+αjuαl+αj − uαl+αjuαi+ατi+αj ).
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On the other side, let Q′′′ = siQ′′. Then
TiTj TiTj(Bl) =
−1
(v2 − 1)2 Ti ψ˜
−1
Q′′(vuαi+ατi+αjuαl+αj − uαl+αjuαi+ατi+αj )
=
−1
(v2 − 1)2 ψ˜
−1
Q′′′(vuαjuαl+αj+αi+ατi − uαl+αj+αi+ατiuαj).
By definition of Q′′′, we note ΓiΓjΓl is well defined. In particular, sisjslQ′′′ = Q′. So we
have
TiTj TlTiTj TiTj(Bl) =
−1
(v2 − 1)2 ψ˜
−1
Q′ (vuαluαj − uαjuαl)(6.10)
=
−1
(v2 − 1)2 ψ˜
−1
slQ′
(vuαluαj − uαjuαl)
=
−1
v2 − 1 ψ˜
−1
slQ′
(uαl+αj ).
The second equality above follows from Lemma 6.2.
Let ′′Λı be the ıquiver algebra of (Q′′, τ). Then in MH˜(′′Λı), we have the following:
[Mq(αi)][Mq(ατi)][Mq(αj)]
=[Mq(αj)⊕Mq(αi)⊕Mq(ατi)] + (q − 1)[Mq(γi)][Mq(αj)],
[Mq(αj)][Mq(ατi)][Mq(αi)]
=q−1
(
[Mq(αj)⊕Mq(αi)⊕Mq(ατi)] + (q − 1)[Mq(αj + αi)⊕Mq(ατi)]
+ (q − 1)[Mq(αj + ατi)⊕Mq(αi)] + (q − 1)2[Mq(αj + αi + ατi)]
)
+ (q − 1)[Mq(αj)][Mq(γτi)],
[Mq(ατi)][Mq(αj)][Mq(αi)]
=v−1([Mq(αj)⊕Mq(αi)⊕Mq(ατi)] + (q − 1)[Mq(αj + αi)⊕Mq(ατi)])
+ v(q − 1)[Mq(αj)][Mq(γτi)],
[Mq(αi)][Mq(αj)][Mq(ατi)]
=v−1([Mq(αj)⊕Mq(αi)⊕Mq(ατi)] + (q − 1)[Mq(αj + ατi)⊕Mq(αi)])
+ v(q − 1)[Mq(γi)][Mq(αj)].
Hence we obtain
[Mq(αi + ατi + αj)]
=
1
(q − 1)2 ([Mq(αi)][Mq(ατi)][Mq(αj)]− v[Mq(ατi)][Mq(αj)][Mq(αi)]
− v[Mq(αi)][Mq(αj)][Mq(ατi)] + q[Mq(uαj)][Mq(ατi)][Mq(αi)]) + [Mq(γi)][Mq(αj)].
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Then in H˜(Q′′, τ), we have
uαi+ατi+αj =
1
(v2 − 1)2 (uαiuατiuαj − vuατiuαjuαi − vuαiuαjuατi + v
2uαjuατiuαi) + uγiuαj .
(6.11)
Tj TiTj Ti(Bl)
=
−1
(v2 − 1)4 ψ˜
−1
Q′′
(
v(uαiuατiuαj − vuατiuαjuαi − vuαiuαjuατi + v2uαjuατiuαi)uαl+αj
− uαl+αj (uαiuατiuαj − vuατiuαjuαi − vuαiuαjuατi + v2uαjuατiuαi)
)
+
−1
(v2 − 1)2 ψ˜
−1
Q′′(vuγiuαjuαl+αj − uαl+αjuγiuαj ).
Comparing Q′′ and Q′′′, and using Lemma 6.2, we have
Tj TiTj Ti(Bl)
=
−1
(v2 − 1)4 ψ˜
−1
Q′′′
(
v(uαiuατiuαj − vuατiuαjuαi − vuαiuαjuατi + v2uαjuατiuαi)uαl+αj
− uαl+αj(uαiuατiuαj − vuατiuαjuαi − vuαiuαjuατi + v2uαjuατiuαi)
)
+
−1
(v2 − 1)2 ψ˜
−1
Q′′′(vuγiuαjuαl+αj − uαl+αjuγiuαj ).
Similarly, we have
TiTj TlTj TiTj Ti(Bl) =
−1
(v2 − 1)4 ψ˜
−1
Q′(
v(uατi+αjuαi+αjuαl − vuαi+αjuαluατi+αj − vuατi+αjuαluαi+αj
+ v2uαluαi+αjuατi+αj)uαi+ατi+αju
−1
γj
u−1
γi
u−1
γτi
− uαi+ατi+αju−1γj u−1γi u−1γτi(uατi+αjuαi+αjuαl − vuαi+αjuαluατi+αj
− vuατi+αjuαluαi+αj + v2uαluαi+αjuατi+αj )
)
+
−1
(v2 − 1)2 ψ˜
−1
Q′ (vu
−1
γi
uαluαi+ατi+αj − uαi+ατi+αju−1γi uαl)
=
−1
(v2 − 1)4 ψ˜
−1
slQ′
(
v(uατi+αjuαi+αjuαl − vuαi+αjuαluατi+αj − vuατi+αjuαluαi+αj
+ v2uαluαi+αjuατi+αj)uαi+ατi+αju
−1
γj
u−1
γi
u−1
γτi
− uαi+ατi+αju−1γj u−1γi u−1γτi(uατi+αjuαi+αjuαl − vuαi+αjuαluατi+αj
− vuατi+αjuαluαi+αj + v2uαluαi+αjuατi+αj )
)
+
−1
(v2 − 1)2 ψ˜
−1
slQ′
(vu−1
γi
uαluαi+ατi+αj − uαi+ατi+αju−1γi uαl).
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Similar to (6.11), in H˜(slQ′, τ), we have
uατi+αjuαi+αjuαl − vuαi+αjuαluατi+αj − vuατi+αjuαluαi+αj
+ v2uαluαi+αjuατi+αj + (v
2 − 1)2uαluγτiuγj
=(v2 − 1)2uαi+ατi+2αj+αl .
Then we have
TiTj TlTj TiTj Ti(Bl)
=
−1
(v2 − 1)2 ψ˜
−1
slQ′
(
(vuαi+ατi+2αj+αluαi+ατi+αj − uαi+ατi+αjuαi+ατi+2αj+αl)u−1γj u−1γi u−1γτi
)
− −1
(v2 − 1)ψ˜
−1
slQ′
(vuαlu
−1
γi
uαi+ατi+αj − uαi+ατi+αjuαlu−1γi )
+
−1
(v2 − 1)2 ψ˜
−1
slQ′
(vu−1
γi
uαluαi+ατi+αj − uαi+ατi+αju−1γi uαl)
=
−1
(v2 − 1)2 ψ˜
−1
slQ′
(
(vuαi+ατi+2αj+αluαi+ατi+αj − uαi+ατi+αjuαi+ατi+2αj+αl)u−1γj u−1γi u−1γτi
)
=
−1
v2 − 1 ψ˜
−1
slQ′
(uαj+αl).
Comparing the formula above with (6.10), we have established
TiTj Tl Tj TiTj Ti(Bl) = TiTj Tl TiTj TiTj(Bl).
Since TiTj Tl is an isomorphism, it follows that Tj TiTj Ti(Bl) = TiTj TiTj(Bl). The
lemma is proved. 
6.6. Braid group actions on U˜ı. Recall from Lemma 2.1 that the restricted Weyl group
Wτ of (g, g
θ) is a finite reflection group of type Xk generated by the simple reflections si, for
i ∈ Iτ. We shall denote by Br(W ) the braid group associated to the Weyl group W of g, and
denote by Br(Xk) the braid group associated to a Weyl group of type Xk. Then the braid
group associated to the restricted Weyl group for (g, gθ) is of the form
(6.12) Br(Wτ) = 〈ti | i ∈ Iτ〉
where ti satisfy the same braid relations as for si in Wτ. Then
Br(Wτ) =

Br(W ), if τ = Id,
Br(Br), if ∆ is of type A2r+1,
Br(Bn−1), if ∆ is of type Dn,
Br(F4), if ∆ is of type E6,
 if τ 6= Id .(6.13)
Theorem 6.8. Let (Q, τ) be a Dynkin ıquiver. Recall Ti from (5.1). Then there exists a
homomorphism Br(Wτ)→ Aut(U˜ı), ti 7→ Ti, for all i ∈ Iτ.
Proof. It follows from Lemmas 6.3–6.7. 
For any acyclic ıquivers, we shall continue to use the same definition of Wτ in (2.21)
in Kac-Moody setting. We define Br(Wτ) to be the subgroup of Br(W ) which consists of
elements commuting with τ. We expect Theorem 6.8 to be valid in general, assuming the
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validity of [LW19, Conjecture 7.9], which states that ψ˜Q : ψ˜ : U˜
ı −→ H˜(Q, τ) is an injective
homomorphism; compare Theorem 2.4 and (5.1).
Conjecture 6.9. Let (Q, τ) be an acyclic ıquiver. Then the following holds.
(1) The commutative diagram (5.1) induces an automorphism Ti ∈ Aut(U˜ı).
(2) There exists a homomorphism Br(Wτ)→ Aut(U˜ı), ti 7→ Ti, for all i ∈ Iτ.
7. ıQuantum groups at distinguished parameters
We explain why a distinguished parameter ς⋄ allow us to descend earlier results onMH˜(Λı)
and U˜ı to MHred(Λı)ς⋄ and Uıς⋄ . We explain the relation of braid group action on Uıς⋄ and
an earlier version due to Kolb-Pellegrini [KP11].
7.1. Distinguished parameters. Set ς⋄ = (ς⋄,i)i∈I, where
(7.1) ς⋄,i = −v−2 if i = τi, ς⋄,i = 1 if i 6= τi.
We call the parameters ς⋄ distinguished, for the corresponding ıquantum groups U˜ı and Uı.
More explicitly, in the split case (i.e., when τ = Id), the parameter ς⋄ is equal to
(7.2) ς⋄ = (−v−2,−v−2, . . . ,−v−2).
For type A2r+1 with labels as in (4.11) and nontrivial τ, the parameter ς⋄ is equal to
(7.3) ς⋄ = (ς0, ς1, . . . , ςr) = (−v−2, 1, . . . , 1)
For type Dn with labels as in (4.12) and nontrivial τ, the parameter ς⋄ is equal to
(7.4) ς⋄ = (ς1, ς2, . . . , ςn−2, ςn−1, ςn) = (−v−2,−v−2, . . . ,−v−2, 1, 1).
For type E6 with labels as in (4.13) and nontrivial τ, the parameter ς⋄ is equal to
(7.5) ς⋄ = (ς1, ς2, ς3, ς4, ς5, ς6) = (1, 1,−v−2,−v−2, 1, 1).
7.2. Reduced ıHall algebras. We shall use the index ς⋄ to indicate the algebras under
consideration are associated to the distinguished parameters ς⋄. Let Λı be the ıquiver algebra
associated to a Dynkin ıquiver (Q, τ). Recall the reduced ıHall algebra MHred(Λı) with a
general parameter ς; cf. (2.14). If follows that the reduced ıHall algebra MHred(Λı)ς⋄ with
the distinguished parameter ς⋄ is the quotient algebra of MH˜(Λı) by the ideal generated by
[Ei]− 1 (∀i ∈ I with τi = i), and [Ei] ∗ [Eτi]− 1 (∀i ∈ I with τi 6= i).(7.6)
Proposition 7.1. For any sink i ∈ Q0, the isomorphism Γi induces an isomorphism of
algebras Γ¯i :MHred(Λı)ς⋄ ∼−→MHred(siΛı)ς⋄.
Proof. A direct computation shows that Γi : MH˜(Λı) ∼−→ MH˜(siΛı) in Proposition 4.4
preserves the ideal generated by [Ej ]−1 if τj = j, and [Ej ]∗ [Eτj ]−1 if τj 6= j. The assertion
follows. 
Recall from Theorem 2.3 that the isomorphism ψ := ψQ : U
ı
ς⋄|v=v →MHred(Λı)ς⋄ sends
Bj 7→ −1
q − 1[Sj], if j ∈ Iτ; Bj 7→
v
q − 1[Sj ], if j /∈ Iτ;
kj 7→ [Ej ], ∀j ∈ I.
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Similarly, there exists an isomorphism of algebras ψQ′ : U
ı
ς⋄|v=v −→ MHred(siΛı)ς⋄ (where
the [Sj ], [Ej] above are replaced by [S
′
j ], [E
′
j ]).
The automorphism Ti ∈ Aut(U˜ı) in (5.1) factors through an automorphism Ti ∈ Aut(Uıς⋄).
Then the diagram (5.2) induces a commutative diagram below.
Proposition 7.2. Let (Q, τ) be a Dynkin ıquiver; see (4.11), (4.12), and (4.13) in cases
when τ 6= Id. Then Ti : U˜ıς⋄ → U˜ıς⋄ in (5.1) induces an isomorphism Ti : Uıς⋄ → Uıς⋄, for
each i ∈ Iτ. Moreover, for any sink i in Q0, we have the following commutative diagram of
isomorphisms:
Uı
ς⋄|v=v
Ti //
ψQ

Uı
ς⋄|v=v
ψQ′

MHred(Λı)ς⋄
Γ¯i //MHred(siΛı)ς⋄
Proof. The first assertion follows by the same arguments as for Proposition 7.1. The second
assertion follows by a direct computation. 
Note that Ti : U
ı
ς⋄
−→ Uı
ς⋄
satisfies that Ti(kα) = ksiα for any α ∈ ZI.
7.3. Braid group action revisited. Now we consider the braid group symmetries on Uı
ς⋄
.
Corollary 7.3. Let (Q, τ) be a Dynkin ıquiver. There exists a homomorphism Br(Wτ) →
Aut(Uı
ς⋄
) such that si 7→ Ti for all i ∈ Iτ.
Proof. Follows from Theorem 6.8 and Proposition 7.2. 
Remark 7.4. A braid group action of Br(Wτ) on Q(
√
v) ⊗Q(v) Uıς⋄ was defined earlier in
[KP11] (by computer computation); their operators are denoted below by T′i, for i ∈ Iτ. We
will not recall the explicit formulas for T′i here. By a direct computation, we show that there
exists an automorphism φ on Q(
√
v)⊗Q(v) Uıς⋄ determined by
φ(Bj) =
 v
1/2Bj, for j ∈ Iτ, j 6= τj,
−v−1/2Bj , for j 6∈ Iτ,
Bj , for j = τj;
φ(ki) = ki, ∀i ∈ Iτ.
Another direct computation shows that our operator Ti is related to theirs by Ti = φT
′
i φ
−1.
Remark 7.5. While the braid relations at the level of U˜ı implies the braid relations at the
level of Uı
ς⋄
, the argument can not be reversed. The action of Ti on U˜
ı moves central
elements around, while fixing the scalars (and hence the chosen parameters ς).
Remark 7.6. As the ıHall algebras generalize Bridgeland’s Hall algebra and ıquantum groups
generalize quantum groups [LW19], we expect a braid group action Br(W ) on the Drinfeld
double (instead of the reduced Drinfeld double considered in [SV99, XY01]). The braid group
action on the Drinfeld double (denoted by U˜ in [LW19, §6.1] whose Cartan is generated by
Ki, K
′
i, for i ∈ I) should descend to the one on the reduced Drinfeld doubleU, when a central
reduction by setting the central elements KiK
′
i = 1 for all i reduces U˜ to U.
The braid group symmetries on Uı for a general parameter ς will be treated in Section 8
below.
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8. PBW bases for ıquantum groups
Various PBW bases of quantum groups defined by Lusztig [Lus90a] can be realized using
Hall algebras; see [Rin96]. In this section, for Dynkin ıquivers we shall use reflection functors
to construct PBW bases for the ıHall algebras and then construct PBW bases for ıquantum
groups. We also write down formulas for the braid group operators on Uı associated to a
general parameter ς.
8.1. ı-Admissible sequences. Let (Q, τ) be a Dynkin ıquiver. For a sink ℓ ∈ Q0, define
sℓ(Q, τ) = (Q
′, τ′),
where (Q′, τ′) is the ıquiver defined in §3.2. Recall from (2.5) that Iτ is a subset of I which
consists of fixed representatives for τ-orbits in I. Note by definition that the τ-orbits coincide
with τ′-orbits in I. Up to relabeling, we can set Iτ = {1, . . . , r} ⊆ I = {1, . . . , n}, where r
denotes the number of τ-orbits in I.
Definition 8.1. A sequence i1, . . . , it in Iτ is called ı-admissible if ir is a sink in sir−1 · · ·si1(Q),
for each 1 ≤ r ≤ t.
In particular, if τ = Id, ı-admissible sequence coincides with the (+)-admissible sequence;
see, e.g., [DDPW08, §11.5].
Let Φ be the root system of g, and let Φ+ be the set of positive roots with simple roots
α1, . . . , αn. Clearly, τ induces an involution of Φ (and also of Φ
+) by mapping
∑
i∈I aiαi to∑
i∈I aiατi for 1 ≤ i ≤ n.
Recall from §2.4 that Mq(β) is the indecomposable kQ-module such that dimMq(β) = β
for each β ∈ Φ+. An ordering β1, . . . , βN of the positive roots in Φ+ is called to be Q-
admissible if Ext1kQ(Mq(βr),Mq(βt)) 6= 0 implies r > t (or HomkQ(Mq(βr),Mq(βt)) 6= 0 only
if r ≤ t). Note that this definition does not depend on the base field k = Fq. A Q-admissible
sequence exists, see, e.g., [DDPW08, Corollary 3.34].
Recall from (2.20) that si is defined by si = si if τi = i and si = sisτi if τi 6= i. For any
ı-admissible sequence i1, . . . , it, we define
βj := si1 · · ·sij−1(αij),(8.1)
for any 1 ≤ j ≤ t. Note that β1 = αi1 , τ(β1) = ατi1 . The following lemma is immediate from
the definition of Wτ in (2.21) and definition of βj in (8.1).
Lemma 8.2. We have τ(βj) = si1 · · ·sij−1(ατij ) for any 1 ≤ j ≤ t. In particular, we have
βj = τ(βj) if τij = ij.
Note the longest element w0 inW lies inWτ by definition (2.21). The following is a ıquiver
generalization of the existence of (+)-admissible sequence for Dynkin quivers (cf. [DDPW08,
§1.4]).
Theorem 8.3. Let (Q, τ) be a Dynkin ıquiver. Then there is an ı-admissible sequence
i1, . . . , iNı such that
β1, τ(β1), β2, τ(β2), . . . , βNı , τ(βNı)
is a Q-admissible sequence of the roots in Φ+. (By convention the redundant τ(βj) is omitted
here and below whenever τ(βj) = βj.) Moreover, si1 · · ·siNı is a reduced expression of w0 in
Wτ (and it becomes a reduced expression of w0 ∈ W if each sik is replaced by products of
simple reflections as in (2.20)).
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The ı-admissible sequence in Theorem 8.3 is called complete.
Proof. Let γ1, . . . , γN be a Q-admissible ordering of the roots in Φ
+. We define inductively
a sequence β1, β2, . . . ∈ Φ+, which is a subsequence of {γi | 1 ≤ i ≤ N}, as follows. Set
β1 = γ1. Given i ≥ 2, assume β1, . . . , βi−1 have been fixed. We define βi to be γk for a
minimal k which does not belong to {βj, τ(βj) | 1 ≤ j ≤ i− 1}. This process will terminate,
and we obtain the (longest) sequence β1, . . . , βNı .
We claim that β1, τ(β1), , . . . , βNı, τ(βNı) (with redundancy removed) is a Q-admissible
ordering of the roots in Φ+.
Indeed, by construction, HomkQ(Mq(βi),Mq(βj)) 6= 0 only if i ≤ j. Then
HomkQ(Mq(τβi),Mq(τβj)) 6= 0 only if i ≤ j.
Assume that HomkQ(Mq(βi),Mq(τβj)) 6= 0. We denote βi = γti , τ(βi) = γtl, βj = γtj and
τ(βj) = γtk . Then ti ≤ tl, tj ≤ tk, ti ≤ tk. Since τ is an automorphism of mod(kQ),
HomkQ(Mq(τβi),Mq(βj)) 6= 0, which implies that tl ≤ tj . So ti ≤ tj, and then i ≤ j.
Similarly, one can check that HomkQ(Mq(τβi),Mq(βj)) 6= 0 only if i ≤ j. The claim has been
proved.
From now on, we shall take {γ1, . . . , γN} to be the Q-admissible sequence constructed from
{β1, τ(β1), . . . , βNı , τ(βNı)} by deleting τ(βj) whenever τ(βj) = βj. It follows from [DDPW08,
Lemma 11.28] that there exists a (+)-admissible sequence i1, . . . , iN (see [DDPW08, §1.4])
such that
(8.2) γj = si1 . . . sij−1(αij ),
for all 1 ≤ j ≤ N . There exists a unique 1 ≤ tj ≤ N such that
(8.3) βj = γtj
for any 1 ≤ j ≤ Nı. Note that τ(βj) = γtj+1 if τ(βj) 6= βj .
We shall prove that it1 , it2 , . . . , itNı forms the desired ı-admissible sequence, i.e., for 1 ≤
k ≤ Nı,
(8.4) βk = sit1sit2 . . . sitk−1 (αitk ).
More precisely, we shall prove that, for 1 ≤ k ≤ Nı,
(1k) sit1sit2 . . . sitk−1 = si1si2 . . . sitk−1 ;
(2k) if τ(βk) 6= βk, then τ(βk) = sit1sit2 . . . sitk−1 (αitk+1) and itk+1 = τitk .
Note that
(⋆) Equation (8.4) follows directly by (1k) and (8.2)–(8.3).
Let us prove (1k)–(2k) by induction on 1 ≤ k ≤ Nı. First, note that β1 = γ1 = αi1 . If
τ(β1) 6= β1, then ατi1 = τ(β1) = γ2 = si1(αi2), that is, si1(αi2) is a simple root. This could
only happen when si1(αi2) = αi2 , and so i2 = τi1 6= i1. Note that t1 = 1. So we have verified
(2k) with k = 1; and (1k) with k = 1 is vacuous.
Assume the validity of (1k)–(2k) for 1 ≤ k < Nı. we shall prove the statements (1k+1)–
(2k+1) by separating into 2 cases.
Case (1): τ(βk) = βk. Then tk+1 = tk + 1 by (8.3). By applying (8.4) (which is valid by
(⋆) thanks to the inductive assumption (1k)) to τ(βk) = βk, we obtain τitk = itk , and so
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sitk
= sitk . Hence it follows by the inductive assumption (1k) that
sit1
sit2
. . . sitk−1 · sitk = si1si2 . . . sitk−1 · sitk = si1si2 . . . sitk+1−1 ,
whence (1k+1).
Case (2): τ(βk) 6= βk. Then by using (8.3) and reading off part of the Q-admissible
sequence: βk = γtk , τ(βk) = γtk+1, βk+1 = γtk+1 = γtk+2, . . ., we obtain
(8.5) tk+1 = tk + 2.
Note (8.4) is valid by (⋆) thanks to the inductive assumption (1k). Using (8.2)–(8.3)–(8.4)
and (1k), we have
si1si2 . . . sitk (αitk+1) = γtk+1 = τ(βk)
= τ(sit1sit2 . . . sitk−1 (αitk ))
= sit1sit2 . . . sitk−1 (ατitk ))
= si1si2 . . . sitk−1(ατitk ).
Hence sitk (αitk+1) = ατitk , which implies that itk+1 = τitk 6= itk by an argument similar to
Case k = 1 above.
Thus we have sitk = sitksitk+1. It follows by the inductive assumption (1k) and (8.5) that
sit1
sit2
. . . sitk−1 · sitk = si1si2 . . . sitk−1 · sitksitk+1 = si1si2 . . . sitk+1−1,
whence (1k+1).
Assume τ(βk+1) 6= βk+1. We shall establish (2k+1). Thanks to (1k+1) and then (⋆) (with
k replaced by k + 1), we have βk+1 = sit1sit2 . . . sitk (αitk+1 ), and thus
τ(βk+1) = sit1sit2 . . . sitk (ατitk+1 ).
On the other hand, by (8.2) and (1k+1) we have
τ(βk+1) = γtk+1+1 = si1si2 . . . sitk+1−1sitk+1 (αitk+1+1) = sit1sit2 . . . sitk · sitk+1 (αitk+1+1).
A comparison of the two formulas for τ(βk+1) gives us ατitk+1 = sitk+1 (αitk+1+1); this implies
that itk+1+1 = τitk+1 6= itk+1 by an argument similar to Case k = 1 above, whence (2k+1).
This finishes the inductive proof of (1k)–(2k), and hence (8.4) for all k; that is, it1 , it2 , . . . , itNı
forms the desired ı-admissible sequence.
We obtain by Equation (2Nı) that sitNı = sitNı sitNı+1 if τ(βNı) 6= βNı and sitNı = sitNı
otherwise. It then follows by (1Nı)–(2Nı) that
sit1
sit2
. . . sitNı = si1si2 . . . siN .
Since si1si2 . . . siN is a reduced expression of w0 ∈ W ([DDPW08, Lemma 11.28]), we conclude
that sit1sit2 . . . sitNı is a reduced expression of w0 ∈ Wτ. 
Remark 8.4. Assume τ = Id. For any Q-admissible ordering of the roots β1, . . . , βN in Φ
+,
there is an ı-admissible sequence i1, . . . , iN such that βj = si1 · · ·sij−1(αij ) for all 1 ≤ j ≤ N ;
cf., e.g., [DDPW08, Lemma 11.28].
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Example 8.5. Let Q = ( 1 2oo // 3 ), with τ 6= Id. Let Iτ = {1, 2}. Then i1 = 2, i2 =
1, i3 = 2, i4 = 1 is an ı-admissible sequence of Q. β1 = τ(β1) = α2; β2 = s2(α1) = α1 + α2,
τ(β2) = s2(α3) = α2 + α3; β3 = τ(β3) = s2s1(α2) = α1 + α2 + α3; β4 = s2s1s2(α1) = α3,
τ(β4) = s2s1s2(α3) = α1. In particular, s2s1s2s1 = s2s1s3s2s1s3 is the longest element w0
in S4 (or the longest element in Wτ = W (B2)).
8.2. Changes of parameters. Below we write Uı = Uı
ς
to indicate its dependence on a
parameter ς. It is well known that the Q(v)-algebras Uı
ς
(up to some field extension) are
isomorphic for different choices of parameters ς [Let02]; see Lemma 8.6 below. We shall
use the index ς⋄ to indicate the relevant algebras, e.g., Uıς⋄ in distinguished parameters
ς⋄ = (ς⋄,i)i∈I in (7.2)–(7.5).
Consider a field extension of Q(v)
F = Q(v)(ai | i ∈ I), where ai =
√
ς⋄,i
ςi
(i ∈ I).(8.6)
Denote by
FU
ı
ς
= F⊗Q(v) Uıς(8.7)
the F-algebra obtained by a base change. By a direct computation a rescaling automorphism
on FU induces an isomorphism in the lemma below.
Lemma 8.6. There exists an isomorphism of F-algebras
φu : FU
ı
ς⋄
−→ FUı
Bi 7→ aiBi, ki 7→ ki, (∀i ∈ I).
Recall from (2.19) that Hred(Q, τ) denotes the reduced generic ıHall algebra (associated
to a general parameter ς). Denote by Hred(Q, τ)ς⋄ the reduced generic ıHall algebra in the
distinguished parameter ς⋄. Recall from (2.16) that Φı = Φ0 ∪ Φ+, where Φ0 = {γi | i ∈ I}.
Lemma 8.7. There exists an isomorphism of F-algebras
φh : FHred(Q, τ)ς⋄ −→ FHred(Q, τ)
uλ 7→
∏
i∈I
a
λ(γi)+λ(γτi)+
∑
β∈Φ+ λ(β)di(β)
i · uλ, ∀λ ∈ P˜ı,(8.8)
where we denote β =
∑
i∈I di(β)αi. In particular, φh(uβ) =
∏
i∈I a
di(β)
i · uβ.
Proof. The proof is entirely similar to the proof of [LW19, Proposition 8.7], and will be
skipped. 
The isomorphism φh in Lemma 8.7 is designed to be compatible with φu in Lemma 8.6,
and so we have the following commutative diagram
(8.9) FU
ı
ς⋄
φu //
ψς⋄

FU
ı
ψς

FHred(Q, τ)ς⋄
φh //
FHred(Q, τ)
where ψς⋄ and ψς are the isomorphisms in (2.37).
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8.3. Braid group action on Uı. As before the notation Uı stands for the ıquantum group
with general parameters ς. We now define a braid group action Ti onU
ı from the T⋄,i onUıς⋄
(note T⋄,i was simply denoted by Ti in Corollary 7.3) via a conjugation by the isomorphism
φu:
(8.10) Ti = φuT⋄,i φ−1u .
8.3.1. Split case.
Lemma 8.8. Let Uı be a ıquantum group with τ = Id. Then there exists a unique algebra
automorphism Ti of FU
ı which is determined by
Ti(Bj) =
{
1√
−v2ςi
(BjBi − vBiBj), if cij = −1,
Bj , if j = i or cij = 0.
Moreover, there exists a homomorphism Br(W )→ Aut(Uı) such that ti 7→ Ti for all i ∈ I.
Proof. First consider the case with the distinguished parameter ς⋄ = (ς⋄,i)i∈I; in this case
the base change is not needed as F = Q(v). By Corollary 7.3, there is an automorphism,
denoted here by T⋄,i to emphasize ς⋄, in Aut(Uıς⋄) which descends from Ti ∈ Aut(U˜ı). Via
the relation between U˜ı
ς⋄
and Uı
ς⋄
in Proposition 2.2, the formulas in this lemma (where we
set
√−v2ς⋄,i = 1 for all i thanks to (7.1)) follow directly from the formulas in Lemma 5.1.
The formulas for Ti on U
ı for a general parameter ς follows from T⋄,i and (8.10) by a
direct computation. The assertion on braid group relations follows by the conjugation (8.10)
and Corollary 7.3(2). 
8.3.2. Quasi-split cases. For α =
∑
i∈Imiαi ∈ ZI, it is convenient to denote
(8.11) kα =
∏
i∈I
kmiαi ∈ Uı;
where we set
kαi =

1 if i = τi,
ki if i 6= τi, i ∈ Iτ,
k−1i if i 6= τi, i 6∈ Iτ.
Lemma 8.9. Let ∆ be a Dynkin graph of type A2r+1 as in (4.11), and τ be its nontrivial
involution. Then there exists a unique algebra automorphism Ti (0 ≤ i ≤ r) of FUı such
that Ti(kα) = ksiα for α ∈ ZIτ , and for 1 ≤ i ≤ r,
Ti(Bj) =

1√
ςi
BjBi − v√ςiBiBj, if cij = −1 and cτi,j = 0,
1√
ςτi
BτiBj − 1v√ςτiBjBτi, if cij = 0 and cτi,j = −1,
− 1
vςi
[[Bj , Bi]v, Bτi]v +Bjki, if i = ±1, j = 0,
−k−1i Bτi, if j = i,
−v2kiBi, if j = τi,
Bj , otherwise;
T0(Bj) =
{
1√
−v2ς0
(BjB0 − vB0Bj) if j = ±1,
Bj otherwise.
Moreover there exists a homomorphism Br(Br+1)→ Aut(Uı) such that ti 7→ Ti for all i ∈ Iτ.
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Proof. The same argument as for Lemma 8.8 works here. 
Lemma 8.10. Let ∆ be a Dynkin quiver of type Dn as in (4.12), and τ be its nontrivial
involution. Then there exists an automorphism Ti (for 1 ≤ i ≤ n − 1) of FUı such that
Ti(kα) = ksiα for α ∈ ZIτ, and for 1 ≤ i ≤ n− 2,
Ti(Bj) =
{
1√
−v2ςi
(BjBi − vBiBj), if cij = −1,
Bj , otherwise;
Tn−1(Bj) =

− 1
vςn−1
[[Bj , Bn−1]v, Bn]v +Bjkn−1, if j = n− 2,
−k−1n−1Bn, if j = n− 1,
−v2kn−1Bn−1, if j = n,
Bj , otherwise.
Moreover there exists a homomorphism Br(Bn−1)→ Aut(Uı) such that ti 7→ Ti for all i ∈ Iτ.
Proof. The same argument as for Lemma 8.8 works here. 
Lemma 8.11. Let ∆ be a Dynkin quiver of type E6 as in (4.13), and τ be its nontrivial
involution. Then, for any i ∈ Iτ, there exists an automorphism Ti of FUı such that Ti(kα) =
ksiα for α ∈ ZIτ, and
T1(Bj) =

−k−11 B6, if j = 1,
1√
ς1
(B2B1 − vB1B2), if j = 2,
Bj, if j = 3, 4,
1√
ς1
(B6B5 − v−1B5B6), if j = 5,
−v2k1B1, if j = 6,
T2(Bj) =

1√
ς2
(B1B2 − vB2B1), if j = 1,
−k−12 B5 if j = 2,
− 1
vς2
[[B3, B2]v, B5]v +B3k2, if j = 3,
B4, if j = 4,
−v2k2B2, if j = 5,
1√
ς5
(B5B6 − v−1B6B5), if j = 6,
T3(Bj) =
{
Bj, if j = 1, 3, 6,
1√
−v2ς3
(BjB3 − vB3Bj), if j = 2, 4, 5,
T4(Bj) =
{
Bj, if j 6= 3,
1√
−v2ς4
(B3B4 − vB4B3), if j = 3;
Moreover there exists a homomorphism Br(F4)→ Aut(Uı) such that ti 7→ Ti for all i ∈ Iτ.
Proof. The same argument as for Lemma 8.8 works here. 
Summarizing the results of Lemmas 8.8–8.11, we have established the following.
Theorem 8.12. Let (Q, τ) be a Dynkin ıquiver. Then there is an automorphism Ti on
Uı, for each i ∈ Iτ. Moreover there exists a homomorphism Br(Wτ) → Aut(Uı) such that
ti 7→ Ti for all i ∈ Iτ.
HALL ALGEBRAS AND QUANTUM SYMMETRIC PAIRS II 51
8.4. PBW bases for Uı. Recall from §2.4 the generic ıHall algebra Hred(Q, τ). Let T (Q, τ)
be the quantum torus subalgebra of Hred(Q, τ) generated by uν, ν ∈ P0 (or equivalently, by
uγi, γi ∈ Φ0). By definition, T (Q, τ) is isomorphic to the Q(v)-group algebra of the root
lattice ZI.
Lemma 8.13. Hred(Q, τ) is free as a right (respectively, left) T (Q, τ)-module, with a basis
given by uλ, λ ∈ P.
Proof. Follows by [LW19, Proposition 4.9, Theorem 9.8] and the definition of the reduced
ıHall algebra. 
Lemma 8.14. [LW19, Theorem 5.8] Given any ordering γ1, . . . , γN of the roots in Φ
+, the
set
{u∗λ1γ1 ∗ · · · ∗ u∗λNγN | λ1, . . . , λN ∈ N}
is a Q(v)-basis of Hred(Q, τ) as a right T (Q, τ)-module.
This basis is called a PBW basis for the generic Hall algebra of the ıquiver (Q, τ).
Let i1, . . . , iNı be a complete ı-admissible sequence. Let U
ı := Uıς be an ıquantum group.
Recalling ai from (8.6), for any βj =
∑
i∈I djiαi ∈ Φ+, we define the q-root vectors
Bβj := aij
∏
i∈I
a
−dji
i · T−1i1 · · ·T−1ij−1(Bij ), Bτβj := aij
∏
i∈I
a
−dji
i · T−1i1 · · ·T−1ij−1(Bτij )(8.12)
in FU
ı for 1 ≤ j ≤ Nı. Note that Bβj = Bτβj if and only τ(ij) = ij .
Let ψ : Uı → Hred(Q, τ) be the isomorphism obtained in Theorem 2.4. Recall Iτ is given
in (2.30).
Lemma 8.15. (1) We have Bβj ∈ Uı, for all j.
(2) The isomorphism ψ : Uı →Hred(Q, τ) in (2.39) sends
ψ(Bβj) =
{ −1
v2−1uβj , if ij ∈ Iτ,
v
v2−1uβj , otherwise,
for 1 ≤ j ≤ N .
Proof. In this proof we add the index ς⋄ (or simply ⋄) to indicate that the case with the
distinguished parameter ς⋄ is under consideration, e.g., ψς⋄ : U
ı
ς⋄
−→ Hred(Q, τ)ς⋄ , T⋄,i, Γ¯⋄,i,
B⋄,β. By convention, no index ς is used in the case with a general parameter ς.
Note that i1, . . . , iNı is a complete ı-admissible sequence. Denote by (Q
j, τj) the ıquiver
of the ıquiver algebra Λıj := sij−1 · · ·si1(Λı), for 1 ≤ j ≤ Nı + 1, and by ψjς⋄ : Uıς⋄
∼−→
Hred(Qj , τj) the isomorphism defined similarly to ψς⋄ . It follows from Lemma 3.6 and a
comparison of the dimension vectors that
F+ij−1 · · ·F+i1 (Mq(βj)) ∼= Sij
where Sij is the simple Λ
ı
j-module with dimension vector αij . So by (4.5), for any j,
Γ¯⋄,ij−1 · · · Γ¯⋄,i1(uβj) = uαij .
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Recall that ψj
ς⋄
(Bij ) =
−1
v2−1uαij , and that ψ
j
ς⋄
◦T⋄,ij = Γ¯⋄,ij ◦ ψjς⋄ by the diagram (5.2). So
we have
Bij =
−1
v2 − 1(ψ
j
ς⋄
)−1(uαij ) =
−1
v2 − 1(ψ
j
ς⋄
)−1Γ¯⋄,ij−1 · · · Γ¯⋄,i1(uβj)
=
−1
v2 − 1 T⋄,ij−1 · · ·T⋄,i1(ψ
−1
ς⋄
(uβj)).
Therefore, we have ψς⋄(B⋄,βj) =
−1
v2−1uβj .
Recall φu : FU
ı
ς⋄
−→ FUı in Lemma 8.6. Recall from (8.10) that Ti = φuT⋄,i φ−1u . Then
φu(B⋄,βj) = T
−1
i1
· · ·T−1ij−1 φu(Bij ) = aij T−1i1 · · ·T−1ij−1(Bij).(8.13)
From the commutative diagram (8.9) and Lemma 8.7 on φh, it follows that
ψφu(B⋄,βj) =φhψς⋄(B⋄,βj) =
−1
v2 − 1φh(uβj) =
−1
v2 − 1
∏
i∈I
a
dji
i · uβj .
Combining with (8.12)–(8.13), we have ψ(Bβj) =
−1
v2−1uβj . Clearly, we have uβj ∈ Hred(Q, τ)
and thus Bβj ∈ Uı, by using the isomorphism ψ : Uı ∼−→ Hred(Q, τ). 
We give a PBW basis for the ıquantum group Uı (with arbitrary parameter ς) below.
Theorem 8.16 (PBW bases). For any ordering γ1, . . . , γN of the roots in Φ
+, the set
{Bλ1γ1 · · ·BλNγN | λ ∈ P}
provides a basis of Uı as a right Uı0-module, where λi = λ(γi) for 1 ≤ i ≤ N .
Proof. From Lemma 8.15, for any λ ∈ P, we have
ψ(Bλ1γ1 · · ·BλNγN ) = dλu∗λ1γ1 · · ·u∗λNγN ,
for some nonzero scalar dλ ∈ Q(v). Then the desired result follows from Lemma 8.14. 
A similar PBW bases for U˜ı can be formulated.
Remark 8.17. For the ıquiver of diagonal type, Qdbl = Q
⊔
Q′, the above basis reproduces a
PBW basis for U as a module over U0 by [LW19, Proposition 8.6] (which is a reformulation
of the main theorem of Bridgeland [Br13]); compare [Rin96] or [DDPW08].
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