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Chapitre 1
Introduction
In the beginning there was nothing, which exploded
Terry Pratchett
1.1 Impact énergétique des centres de calcul
Sans être au premier plan médiatique, les centres de calcul ont pris une place centrale
dans nos vies. Les services tels que ceux fournis par Google, Facebook, Tweeter, Amazon,
. . . , reposent sur des grandes infrastructures de calcul et de stockage appelés centres de
calcul. Pour fonctionner ils ont besoin de cette grande quantité de ressources qu’il a été
nécessaire de regrouper afin de mutualiser les coûts de gestion et de refroidissement.
Au delà de ces grands services qui possèdent chacun plusieurs centaines de milliers de
serveurs, une multitude de plus petits utilisateurs utilisent aussi ces centres de calcul, en
co-location. Une petite mairie par exemple pourra plutôt utiliser une partie de serveur
gérée par un opérateur de centre de calcul plutôt que de gérer en local, sans support
informatique réel, son serveur web.
En 2014 déjà, les centres de calcul classiques pouvaient contenir plusieurs dizaines
de milliers de serveurs sur des surfaces de l’ordre de 10000m2. Cette taille permet d’or-
ganiser de manière efficace la gestion des fluides (refroidissement, électricité). Pour un
centre classique d’environ 40 000 serveurs utilisés par 500 000 services, la consommation
électrique représente environ 10 mégawatts. Cette consommation est telle que le prix
d’achat des serveurs est dépassé en quelques années par le prix de leur consommation
électrique.
Avec l’explosion de l’utilisation de services sur internet, la consommation des centres
de calcul explose. Entre 2000 et 2007, leur consommation annuelle au niveau mondial est
passé de 70 à 330 térawatt-heures (TWh), et devrait atteindre 1000 à l’horizon 2020[47].
A l’échelle européenne, on estime que de 2007 à 2020, la consommation passera de 56 à
124 TWh par an[18]. En 2007 cette consommation représentait environ 2% des émissions
de gaz carbonique (CO2)[81], ce qui plaçait les centres de calcul au 6eme rang mondial
7
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si il s’agissait d’un pays[43]. Cette tendance à la hausse ne vas pas s’arrêter car les
opérateurs de centres de calcul n’étaient que 8.5% à considérer en 2014 que la capacité
de leur centre serait suffisante pour leurs besoins au delà de 2015[35].
La loi de Moore[74] qui prédit que la densité des circuits intégrés double tous les
deux ans n’a pas permis de contrer cette augmentation de la consommation électrique.
En effet, avec l’augmentation des densités des circuits intégrés, mais aussi l’augmentation
des fréquences, les pertes électriques et la densité des flux de production de chaleur ont
augmentés.
L’efficacité de ces centres de calcul est elle-même sujette à caution. En effet, une
grande partie des serveurs qui y sont sont soit peu utilisés soit même devenus inutilisables.
L’Uptime Institute évalue[95] à 20% les serveurs obsolètes, trop vieux, ou inutilisés.
Quand à Google, une étude interne[4] a montré qu’en 2007 une grande majorité de leurs
serveurs étaient utilisés à moins de 50% de leur capacité. Comme le fait même d’allumer
un serveur consomme beaucoup d’électricité et produit de la chaleur qu’il faut extraire,
ces chiffres montrent que sans une gestion très fine, les centres de calcul peuvent se
révéler inefficaces.
1.2 Optimisation d’énergie
La gestion fine des centres de calcul est donc un enjeu majeur.
1.2.1 Positionnement
Il existe plusieurs niveaux où il est possible d’améliorer la qualité des centres de
calcul :
Matériel Il s’agit d’améliorer l’efficacité des circuits intégrés[84, 85], leur agence-
ment dans les serveurs[J2] 1, le matériel réseau[25], mais aussi de créer des moyens
plus efficaces d’extraire la chaleur produite dans les serveurs[33]. La création de
nouveaux matériels demande une grande expertise technique et la mise en place
des améliorations peut se faire sur plusieurs années, en fonction du renouvellement
des matériels déjà en place.
Applicatif Un des plus grands leviers est la réécriture des programmes de façon
à les rendre plus rapide, moins consommateurs de ressources (mémoire, commu-
nication, stockage, . . . ). Dans certains cas cette ré-écriture est possible, parfois
en s’aidant de modèles de programmation adaptés[J6]. Nous avons par exemple
ajouté[C12] le contrôle de la fréquence des processeurs dans une application nu-
mérique de convection-diffusion, ce qui a permis de réduire la consommation
énergétique de 20% sans modifier notablement la performance. Mais il n’est pas
raisonnable de considérer que l’ensemble des logiciels s’exécutant dans les centres
de calcul vont être ré-écrits pour être plus efficaces. Il n’est possible de le faire
1. Les références de type JX, CX, ChX et RTX sont respectivement les articles de journaux, confé-
rences, chapitres, rapports techniques auxquels j’ai contribué, et DX les mémoires de doctorat de mes
étudiants ayant soutenus
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Figure 1.1 – Les serveurs d’un centre de calcul sont plongés dans un environement
complexe, avec la gestion de l’électricité et du refroidissement (Crédits Google)
que ponctuellement, pour des programmes relativement simple et très souvent
utilisés, donc pour lesquels le gain sera à la hauteur de l’investissement.
Intergiciel Il s’agit du logiciel qui gère le centre de calcul. Il décide quelle machine
allumer ou éteindre, et où exécuter les applications par exemple. Une amélioration
à ce niveau a l’avantage d’avoir un impact sur l’ensemble des opérations ayant
lieu dans le centre de calcul, sans modification ni des applications ni des logiciels.
Il permet donc de faire de la rénovation à moindre frais.
L’impact des améliorations au niveau matériel et applicatif sont les plus importants
ponctuellement. En effet, changer les serveurs d’un centre de calcul pour des serveurs plus
récents peut réduire drastiquement sa consommation électrique. Pourtant la possibilité
d’utiliser les intergiciels dans l’ensemble des centres de calcul existants, avec un faible
coût de déploiement, donne à ce niveau l’impact le plus important[19].
1.2.2 Quels effets de l’amélioration au niveau de l’intergiciel
Pour améliorer un centre de calcul, encore faut il parfaitement appréhender cet objet
complexe. Un centre de calcul est composé de serveurs exécutant un certain nombre
de tâches. Mais ces serveurs sont plongés dans un environnement complexe comme le
montre la figure 1.1. Il faut bien évidemment apporter l’électricité jusqu’aux serveurs,
mais comme ces derniers chauffent, il faut aussi alimenter et gérer des systèmes de
refroidissement.
D’un point de vue puissance électrique, un centre de calcul n’utilise qu’une partie
infime de l’énergie primaire produite du fait des pertes à toutes les étapes comme le
montre la figure 1.2. Pourtant il s’agit d’un formidable effet de levier, car économiser
quelques watts sur un serveur se traduira ainsi par ne pas avoir à produire près d’une
centaine de watts.
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Figure 1.2 – Liste des différentes pertes de puissances entre la production de l’électricité
et son utilisation dans un serveur. Données du Rocky Mountain Institute, 2008.
1.2.3 Intergiciel : Placement, déplacement et reconfigurations
Le rôle principal de l’intergiciel est donc l’orchestration d’un centre de calcul. C’est
ainsi lui qui va décider quels serveurs vont être allumés ou éteints, où les tâches vont
être placées. Mais il a aussi un rôle dynamique, il doit se rendre compte des problèmes
(panne d’une machine par exemple) et les corriger. Pour chaque décision prise, il y a un
large panel de possibilités. C’est de la qualité de ces décisions que va dépendre ensuite
la qualité du centre de calcul.
De manière générale ces intergiciels utilisent une boucle autonome pour fonctionner
(voir Figure 1.3). In s’agit d’un cycle où le système est surveillé (Monitor) grâce à des
capteurs (Sensor). Les valeurs obtenues sont analysées (Analyze) et on en déduit des
actions à effectuer (Plan). Les actions sont alors mises en place (Execute) grâce à des
leviers (Effector). Une base de connaissance est manipulée par tous ces éléments comme
base de la représentation du système et est donc utilisée pour prendre les décisions.
Pour la partie surveillance, le centre de calcul est instrumenté comme nous le dé-
taillerons en section 3.1. L’intergiciel analyse ces données afin de savoir quelles sont les
fautes, mais aussi les températures des serveurs ou les ressources consommées par les
tâches s’exécutant sur eux (Section 2.2).
En utilisant ces données et un modèle mathématique du centre de calcul (la base de
connaissance), l’intergiciel planifie les reconfigurations nécessaires à la bonne marche du
centre de calcul, mais aussi à améliorer son fonctionnement (Section 5).
Enfin, l’intergiciel met en place sa décision, en utilisant les systèmes de gestion dis-
ponibles (tels que OpenStack ou OpenNebula décrits en section 4.3.1) qui eux même
utilisent les leviers disponibles. On aura souvent des leviers tels que l’allumage ou l’ex-
tinction de serveurs, la migration de machine virtuelle, ou le changement de fréquence
des processeurs par exemple (voir section 3.2).
Certaines décisions sont le résultat d’une boucle autonome locale aux serveurs, comme
la gestion de la fréquence comme nous le décrirons en section 3.2.2.
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Figure 1.3 – Un gestionnaire de centre de calcul décide des reconfigurations en fonction
de l’état du système, de ses connaissances, puis les met en place. (Crédits IBM)
1.3 Ultimate Question of Life, the Universe, and Every-
thing
La question centrale à laquelle ce document va répondre est la suivante :[
Objectif global
Comment gérer efficacement un centre de calcul ?
]
Pour répondre à cette question, un grand nombre de domaines sont à explorer. En
effet il est nécessaire de résoudre les verrous scientifiques suivants :
— Que veut dire efficace et comment mesurer cette efficacité ?
— Que veut dire gérer, quelles sont les actions qu’il est possible de réaliser dans un
centre de calcul et quels sont leurs impacts ?
— Comment vérifier théoriquement autant qu’expérimentalement que l’efficacité est
atteinte ?
— Comment utiliser ces actions pour avoir un impact le plus efficace possible ?
1.3.1 Un fil rouge pour une réponse
Afin de répondre à cette question, il est nécessaire de l’approcher par plusieurs di-
rections.
Ainsi pour répondre au premier point sur l’efficacité, un élément primordial concerne
la mesure. En effet, comme nous l’avons montré dans la thèse de Leandro[D2] (co-
encadrée avec Jean-Marc Pierson, 2011-2015), il ne suffit pas d’utiliser un wattmètre
pour obtenir la consommation d’un programme, il faut tenir compte d’un certain nombre
de biais et modéliser finement l’ensemble du serveur.
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Une fois les méthodes de mesures stabilisées, reste la question épineuse du quoi mesu-
rer et pourquoi. La question même de la mesure de la performance pure est à l’heure ac-
tuelle non résolue. Un opérateur de centre de calcul n’a pas connaissance des applications
exécutées sur ses serveurs, il ne peut donc que difficilement évaluer leur performance.
Même en ayant connaissance des applications, comparer la performance d’une applica-
tion de bio-informatique avec celle d’un serveur web n’a pas grand sens. De manière plus
générale faire l’évaluation énergétique d’un centre de calcul est particulièrement difficile
si l’on tente de s’abstraire des cas particuliers. Ce fut l’un des objets principaux de parti-
cipation en tant que responsable d’un workpackage sur les métriques et l’évaluation dans
le projet européen CoolEmAll[J2] (2011-2014). Le but de ce projet était de modéliser,
évaluer et améliorer les centres de calcul d’un point de vue performance, énergétique et
thermique.
La modélisation des actions quand à elle est trop large pour pouvoir être résolue dans
le court temps d’une thèse. Aussi les différents travaux sur l’optimisation ont, dans leur
sillage, contribué aussi à améliorer la modélisation complète d’un centre de calcul.
La majorité des thèses que j’ai co-encadrées abordaient ce sujet de l’optimisation.
Damien[D1] (2009-2013) a posé les bases de la problématique d’optimisation de l’éner-
gie et de la performance. Tom[D3] (2011-2014) s’est plus particulièrement intéressé à
la notion de Qualité de service, notion bien plus complexe que la simple performance.
Thiam[D4] (2010-2014) s’est lui penché sur le problème de la coopération de plusieurs
centres de calcul. Inès (2014-) explore l’utilisation d’énergies renouvelables pour alimen-
ter les centres de calcul en réduisant leur empreinte écologique. Zong-Yi (2013-) quand
à lui évalue comment transposer les méthodes de gestion de fréquence des serveurs dans
le monde des protocoles réseaux bas niveau.
Les thèses dans lesquelles j’ai largement collaboré sont aussi sur ces thématiques.
Violaine[J11] (2013-) s’intéresse aux possibilités offertes lors de l’utilisation de serveurs
très hétérogènes. Landry[26] (2010-2013) s’est lui intéressé à l’identification des applica-
tions, des phases des serveurs au niveau système et à l’utilisation de cette identification
pour améliorer l’efficacité énergétique des centres de calcul.
Cette vision et les différentes collaborations ont fortement été colorées par l’Action
Cost IC0804 (2009-2013) sur l’économie d’énergie dans les systèmes distribués à grande
échelle 2 à laquelle j’ai participé entre autre autour de la modélisation des centres de cal-
cul en étant working group leader sur l’adaptation du matériel. Cette Action m’a permis
d’échanger avec une grande partie de la communauté européenne intéressée par l’énergie
dans les centres de calcul et a permis la mise en place du projet européen CoolEmAll.
Mon implication dans l’Action Cost IC1305 Nesus (Network for Sustainable Ultrascale
Computing, 2013-) en tant que working group leader sur les modèles de programmation
et intergiciels pour le calcul ultrascale participe de la même volonté d’interaction et
d’ouverture à la communauté.
Ces travaux ont fait l’objet de publications dans 33 conférences et de 11 articles de
journaux internationaux avec comité de relecture ainsi que de 9 chapitres d’ouvrages de
synthèse.
2. http://www.irit.fr/cost804
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1.3.2 Centre de calcul : Un grand outil scientifique
Figure 1.4 – Les 11 sites
de Grid’5000
Expérimenter in vivo est toujours complexe. Dans toutes
les disciplines, il est nécessaire de faire attention aux biais
d’expérimentation et d’interprétation[56]. Il est aussi sou-
vent complexe de mettre en place les expérimentations qui,
une fois lancées, peuvent se révéler être très longues.
L’ensemble du travail présenté ici n’aurait jamais vu le
jour sans la plateforme Grid’5000[14]. En effet, l’objet d’ex-
périmentation est ici le centre de calcul. Pourtant il est dif-
ficile d’aller voir un opérateur de centre de calcul et de lui
demander de s’arrêter quelques jours, le temps de faire une
expérience.
Grid’5000 fournit à la communauté française un grand
nombre de ressources (1000 serveurs, 8000 coeurs, 11 sites)
dédiées à l’expérimentation en informatique (Figure 1.4). Des travaux récents ont permis
de rajouter des wattmètres dans une majorité de sites, rendant cet outil parfait pour des
tests liés à l’économie d’énergie.
En complément à la majorité des grandes masses de ressources de calcul ou de sto-
ckage qui sont au service de la recherche physique, mathématique, . . . , Grid’5000 est un
formidable outil pour la recherche en informatique.
1.3.3 Une approche holistique par simulation
Malgré tout, ne faire que des tests grandeur nature est presque impossible. La simu-
lation, au prix d’une réduction de la précision, permet d’obtenir des résultats raisonna-
blement rapidement. La précision de ces résultats est grandement liée à la qualité des
modèles utilisés dans le coeur du simulateur.
Il est donc nécessaire d’avoir une modélisation fine, autant de la consommation de
ressources que de la dissipation thermique. Nous nous sommes impliqués dans le projet
CoolEmAll avec cette vision globale. Dans ce projet, les simulations utilisent des modèles
de processeurs et d’applications mais aussi un modèle thermique basé sur la dynamique
des fluides au niveau du centre de calcul dans sa globalité.
Un des résultats de ce projet est un outil de simulation qui permet de tester dans
des conditions les plus réalistes possibles des méthodes de gestion de centre de calcul,
d’évaluer leur impact, avant de passer à un cadre plus réel.
1.4 Plan
Dans la suite, nous partirons des briques de base, des éléments de modélisation pour
ensuite montrer leur utilisation afin de gérer efficacement un centre de calcul.
En plus de l’introduction, et du chapitre concluant ce mémoire avec un bilan et des
perspectives, la structure sera la suivante :
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Chapitre 2 : Modélisation et évaluation de centres de calcul Dans ce chapitre
nous expliciterons et définirons précisément ce qu’est un centre de calcul ainsi que
ses principales caractéristiques. Nous répondrons aussi à la question de ce qu’est
que l’efficacité dans le cadre de ce mémoire.
Chapitre 3 : Connaissance et degrés de liberté Ici seront abordées les diffé-
rentes façons d’obtenir des informations sur un centre de calcul, ainsi que les
leviers utilisables pour en modifier l’état et leur impact.
Chapitre 4 : Les outils de l’évaluation de performance Il sera alors temps d’abor-
der les outils de résolution exacts, de simulation et les méthodes d’expérimenta-
tion nécessaires pour évaluer la qualité des systèmes proposés.
Chapitre 5 : Résolution approchée par heuristiques Dans ce chapitre, nous
allons étudier le comportement des heuristiques de résolution du problème, ainsi
que leurs caractéristiques et l’impact de ces caractéristiques sur leurs effets.
Chapitre 6 : Vers une vision distribuée Enfin nous allons étendre ces résultats
aux fédérations de centres de calcul. Ce passage à l’échelle se traduira aussi pas
une plus grande autonomie des serveurs individuels.
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Modélisation et évaluation de
centres de calcul
There is a theory which states that if ever anyone
discovers exactly what the Universe is for and why
it is here, it will instantly disappear and be
replaced by something even more bizarre and
inexplicable. There is another theory which states
that this has already happened
Douglas Adams
Dans un premier temps il semble nécessaire de préciser le modèle utilisé pour les
centres de calcul. En effet il existe plusieurs points de vue, suivant qu’il s’agisse d’en
fabriquer, exploiter ou optimiser un.
Dans la suite on s’intéressera plus particulièrement aux centres de calcul en tant que
tels, fournissant leurs ressources à des utilisateurs externes ou à ceux des très grandes
entreprises, fonctionnant sur le même principe. Les centres de calcul professionnels dédiés
ou les centres de calcul des grandes entreprises sont de l’ordre de grandeur de 50 000 à
100 000 serveurs consommant de 10 à 30MW et d’une superficie de l’ordre de 10 000 m2.
Le périmètre de cette étude se limitera aux centres de calcul, sans tenir compte de leur
environnement. Par exemple la réutilisation de la chaleur ou l’utilisation d’autres étages
d’un bâtiment pour des bureaux ne seront pas abordés ici.
2.1 Modèle haut niveau d’un centre de calcul
2.1.1 Un centre de calcul
Il existe plusieurs niveaux de détails pour modéliser un centre de calcul. Les niveaux
les plus précis permettent une estimation très fine de leur comportement mais au prix
d’une grande complexité. Est-il par exemple pertinent de modéliser la consommation
électrique liée à l’allumage d’une salle lorsqu’un opérateur vient changer un composant
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défectueux ? De même est-il utile de modéliser finement la production thermique dans un
cadre de free-cooling (refroidissement passif en utilisant de l’air extérieur à température
ambiante) ?
À haut niveau, toute modélisation de centre de calcul a besoin d’intégrer des règles
de cohérences permettant la modélisation minimale du monde physique. On considère ici
avoir des serveurs regroupés dans un centre de calcul. Sur les serveurs vont s’exécuter des
applications, souvent des services, parfois encapsulées dans des machines virtuelles. Ces
applications vont avoir des besoins de ressources de deux types, fluides et rigides[97]. Si
une application n’a pas assez de ressources rigides, elle ne pourra pas s’exécuter, comme
par exemple dans le cas de la mémoire. Dans le cas où une application n’a pas assez
de ressources fluides, comme de la bande passante, alors elle pourra s’exécuter mais de
manière dégradée. Dans la suite, pour alléger la rédaction, nous allons utiliser de manière
interchangeable les termes machine virtuelle, application et service.
On a alors à un instant précis les caractéristiques suivantes dans le cas d’un centre
de calcul n’exécutant que des machines virtuelles :
Une machine est soit allumée, soit éteinte (2.1)
Une machine virtuelle (VM) est localisée sur une seule machine (2.2)
Une VM est soit stoppée soit en train de s’exécuter (2.3)
Une VM sur une machine non allumée est stoppée (2.4)
Une machine exécutant une VM est allumée (2.5)
L’ensemble des VM consomment au plus les ressources de leur machine (2.6)
Une VM s’exécutant reçoit exactement les ressources rigides demandées (2.7)
Une VM recevant moins de ressources fluides que demandées est ralentie (2.8)
Viennent ensuite les contraintes temporelles :
Une machine peut s’éteindre (/s’allumer) que si elle était allumée (/éteinte) (2.9)
Une VM ne peut migrer qu’entre deux machines allumées (2.10)
Cette modélisation relativement simple est une modélisation de type particulaire
physique. Il s’agit d’un ensemble de contraintes que doivent suivre toutes machines phy-
siques et virtuelles dans un centre de calcul. Ainsi de manière générale, tout simulateur
ou tout modèle mathématique doit implémenter l’ensemble de ces règles pour être consi-
déré comme valide.
Pourtant loin d’être absolu cet ensemble de règles est parfois à panacher en fonc-
tion des besoins. Par exemple, l’ajout du temps (deuxième jeux de règles) complexifie
grandement le problème et l’on va parfois enlever cette dimension pour se retrouver
dans un cadre plus simple. Ainsi nos premiers travaux[J1] sur ce type de placements
reposent uniquement pour des soucis de simplification sur les règles 2.1 à 2.8 et portent
donc uniquement sur le placement de VM sans considération de temps. Ces travaux ont
été initiés lors de visites d’Henri Casanova, professeur à l’université de Manoa à Hawai
(USA) pendant un mois en 2008 et un mois en 2010.
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Mais d’autres simplifications des règles peuvent avoir lieux dans d’autres cadres. Par
exemple dans [C7] avec des collègues mathématiciens de l’IMT (Institut Mathématique
de Toulouse) et de l’ONERA Toulouse nous avons relâché la règle 2.2 dans un cadre de
grande échelle. Sans cette règle, une VMs peut être à moitié sur un serveur, et à moitié
sur un autre. Pour un système avec peu de VMs, l’impact relatif est grand, mais dans
un environnement de plusieurs centaines de milliers de machines l’erreur relative devient
insignifiante. Cette approximation permet de traiter des “masses” de VMs et donc de
réduire la complexité en calcul des allocations. Précise pour une fédération de centres de
calcul telle que celle d’Amazon, cette hypothèse est totalement irréaliste dans un cadre
de petits centres de calcul.
2.1.2 Modèle thermique et énergétique
La description précédente montre la modélisation du coeur du centre de calcul, l’état
des serveurs et des machines virtuelles. De ces données découlent un certain nombre
d’éléments : la température des serveurs ainsi que leur consommation électrique.
2.1.2.1 Consommation des serveurs
Le modèle classique[87] de consommation d’une machine dans un centre de calcul est
obtenu par la formule suivante :
P = Pidle + (Pmax − Pidle)Load (2.11)
Dans cette formule, Pidle et Pmax représentent respectivement la puissance à vide et
maximum d’un serveur. Load représenta la charge du serveur, avec une valeur comprise
entre 0 et 1.
Avec l’utilisation omniprésente des processeurs capable d’adapter leur fréquence, plu-
sieurs études[15, 6, 76] ont rajouté la fréquence. En effet, en fonction de la fréquence du
processeur, son voltage va devoir changer. Plus la fréquence est haute, plus le voltage
est haut et alors plus la consommation augmente :
P = Pidle + Load× Capacitance× V 2cpuFreq (2.12)
Ici Capacitance représente l’efficacité énergétique du processeur et est lié à la tech-
nologie CMOS sous-jacente. Vcpu est le voltage du processeur, et Freq sa fréquence.
Le dernier élément habituellement rajouté[89] par rapport au processeur est sa tem-
pérature. En effet les pertes électriques dans la technologie CMOS augmentent avec la
température. Cette perte dépend du processeur (θcpu) :
P = Pidle + Load× Capacitance× V 2cpuFreq + θcpuTcpu (2.13)
Cette famille de modèle modélise uniquement le processeur car il est souvent consi-
déré qu’il s’agit de la partie la plus consommatrice, ou tout au moins, la partie la plus
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Figure 2.1 – Consommation des sous-systèmes d’un serveur PC classique avec un pro-
cesseur Intel Xeon quadricoeur (Crédits Intel labs 2008).
changeante de la consommation. Même si la consommation d’un processeur est pré-
pondérante dans un serveur, elle est loin d’écraser les autres consommations comme le
montre la Figure 2.1. Même pour la partie dynamique, nous avons montré lors d’une
collaboration avec le professeur de l’Université Technique de Vienne Helmut Hlavacs[C9]
lors d’une visite d’un mois que j’ai réalisée dans son université en 2010 que ne prendre
en compte que le processeur menait à des imprécisions de 5 à 10%.
D’autres approches rajoutent encore un certain nombre d’éléments aux modèles.
Ainsi différents travaux[34, 29, 50] présentent les modèles de la mémoire, du disque,
du réseau et enfin du processeur et utilisent un modèle global additionnant ces modèles
indépendants. PowerAPI[76] utilise ce principe en extrayant les constantes de son modèle
des documents de références des constructeurs par exemple.
Une autre approche[C9, D2, 70] consiste à ne pas avoir à priori un modèle mais
à utiliser des méthodes d’apprentissage afin de créer le modèle adapté à une machine
particulière. Les méthodes de régression linéaires et les réseaux de neurones sont parmi les
méthodes les plus utilisées. La difficulté de ces méthodes vient de la nécessité d’une phase
d’apprentissage. Dans le cas d’un centre de calcul où l’hétérogénéité est habituellement
limitée, il est nécessaire de faire l’apprentissage sur un représentant de chaque type de
serveur, ce qui réduit ce coût. L’utilisation des méthodes par apprentissage pour obtenir
un modèle de consommation électrique de serveur sera explicité en Section 3.1.3.4.
Il s’agit de trouver un compromis entre la précision, le coût d’utilisation, mais aussi
le coût de création. Ainsi si il s’agit d’être capable de faire la distinction entre plusieurs
serveurs identiques dans un centre de calcul, tenir compte de la température fait sens.
Dans un autre cas, où toutes les machines sont très différentes, même le plus simple
modèle peut être suffisant car discriminant. Par contre, pour avoir un modèle très fin,
surtout dans le cas où l’on connaît les applications qui s’exécuteront, les méthodes par
apprentissage permettent de prendre en compte l’ensemble du serveur de manière sûre.
Il devient ainsi facile de prendre en compte l’allumage/extinction des ventilateurs par
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Figure 2.2 – Profil d’efficacité (gauche) et pertes de conversion (droite) d’une alimen-
tation
exemple.
Enfin, de manière transverse à tous les modèles, il est nécessaire de tenir compte de
l’ensemble du serveur. Les ventilateurs par exemple peuvent être alimentés par la carte
mère et peuvent contribuer de manière assez forte à la consommation du serveur, avec
des pics jusqu’à 20%[59] pour des systèmes de type Blade. Un des biais est souvent l’oubli
de modéliser le bloc d’alimentation. Un exemple des pertes provoquées par l’alimentation
est montré en Figure 2.2. A gauche, on peut voir que pour l’alimentation que nous avons
mesurée, l’efficacité monte très vite jusqu’à un plateau à 80% puis diminue. Dans des
travaux où l’alimentation va travailler entre 200 et 700W en sortie on peut considérer que
son efficacité est constante, mais dans les autres cas, il est nécessaire de tenir compte
de son profil complet d’efficacité. Dans [D2] nous avons montré qu’une modélisation
polynomiale permet de les modéliser. Ce raffinement de la modélisation nous a ensuite
permis d’améliorer un modèle de consommation global et d’en réduire l’erreur de 20%.
2.1.2.2 Gestion thermale des serveurs
Un exemple simple de phénomène complexe vient de l’impact de la production de
chaleur des serveurs sur leurs voisins. Ainsi, un serveur consommera d’autant plus que
d’autres serveurs proches sont chauds. À travail strictement égal, et donc à consomma-
tion de ressources égalles, sa consommation électrique sera différente. Pour modéliser
ce phénomène il est possible d’utiliser une matrice d’influence[99, 100, J9, C17] appelée
D-matrix (Distribution matrix) qui explicite pour chaque couple de machine l’impact
de la température de l’une sur l’augmentation de la température de l’autre. Dans [Ch4]
nous avons par exemple mesuré pour un système de serveurs haute densité un impact
de 2 à 2.5◦C lorsque un serveur à pleine charge jouxte un autre.
Quand à la production de chaleur venant des composants internes, elle impacte la
température en tenant compte des caractéristiques des matériaux utilisés. Le modèle
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Figure 2.3 – Schéma théorique de l’architecture d’un refroidissement par air à gauche
(crédits Electronic Environments Corporation), et modélisation des flux d’air à droite.
concernant le processeur[J12, 108, 57] (hors impact des autres serveurs) est le suivant :
Tcpu(t+ dt) = T∞cpu − (T∞cpu − Tcpu(t)) ∗ e−dt/sink (2.14)
T∞cpu = Tidle + Load ∗ (Tmax − Tidle)− dTfan ∗ 1(PFan 6=0) (2.15)
Ici T∞cpu représente la température d’équilibre qui serait atteinte si la charge (Load)
reste constante. On utilise ici le modèle linéaire simple (Équation 2.11). sink représente
la capacité thermique du radiateur, Tidle et Tmax les températures du processeur à vide et
à pleine charge. dTfan et Pfan représentent respectivement l’impact sur la température
du ventilateur si il est présent et sa consommation de puissance.
Enfin, la température de sortie du fluide de refroidissement (air ou eau le plus sou-
vent) :
Tout = Pserver/K + Tin (2.16)
Avec K la capacité d’absorption thermique. Par exemple pour l’air cette capacité est
ρV Cp, avec ρ la densité de l’air, V le volume et Cp la capacité thermique de l’air.
2.1.2.3 Consommation de l’infrastructure
D’un point de vue de l’infrastructure le fluide de refroidissement poursuit un cycle
sans fin. Il est chauffé dans le serveur, puis envoyé dans un système de refroidissement.
Une fois refroidi il retourne vers le serveur (Figure 2.3).
Cette vision théorique est relativement réaliste dans le cas du refroidissement par eau
mais moins réaliste dans le cas d’un refroidissement par air. La figure 2.3 montre une
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simulation de la circulation des flux d’airs dans le cadre du projet CoolEmAll. Dans ce
cas, une partie de l’air chauffé n’est pas extrait et retourne directement vers les serveurs.
Il s’agit du phénomène décrit dans la section précédente et modélisé par la D-matrix.
Pour ce qui est de l’efficacité de la partie refroidissement, elle dépend du type de
refroidissement ainsi que du modèle exact de matériel utilisé.
Par exemple, dans le cas de l’air[75], on peut avoir :
Pac = Pserver/COP (2.17)
COP = (0.0068 ∗ T 2sup + 0.0008 ∗ Tsup + 0.458) (2.18)
2.1.3 Description unifiée
Dans les sections précédentes, nous avons explicité un certain nombre de modèles.
Ils ont en commun d’être basés sur des constantes dépendant du matériel utilisé. Ces
constantes viennent d’un grand nombre de domaines différents : performance, électricité,
thermique.
Dans le projet CoolEmAll[J2], pour résoudre le problème de la description de centres
de calcul, nous avons mis en place un format de fichier d’échange de description d’infra-
structure : Data Center Efficiency Building Block (DEBB)[9].
Ce format d’échange comporte pour chaque élément des informations le définissant
complètement comme le montre la figure 2.4
Il comporte plusieurs sections. Une section décrit les matériels (serveur, refroidis-
sement, réseau), une autre section décrit leur position dans l’espace mais aussi leur
interconnexion réseau et leur modèle 3D.
En utilisant le DEBB décrivant un centre de calcul, il est donc possible de faire
des simulations de gestion de ressources et de VM, d’extraire des métriques telles que
l’efficacité énergétique, mais aussi de faire des simulations de mécanique des fluides
décrivant les flux d’air.
2.2 Les applications
Une fois que le modèle physique décrit les comportements de chacun des éléments que
sont les machines physiques et virtuelles, il est nécessaire d’avoir des modèles d’impact :
comment une VM se comporte si elle a moins de ressources que demandées ? Combien
d’électricité consomme cette VM? Mais aussi comment la température d’une machine
évolue au cours du temps ?
2.2.1 Consommation de ressources
Afin d’effectuer un travail, une application va devoir consommer des ressources. Une
des problématiques concernant la connaissance d’une application est qu’elle est indis-
sociable de son contexte : matériels sur laquelle elle s’exécute, autres applications avec
21
2.2. Les applications
Figure 2.4 – Contenu d’un fichier DEBB décrivant un centre de calcul
lesquelles elle communique, mais aussi autres applications avec lesquelles elle partage ses
ressources.
Dans ce cadre nous allons considérer qu’une application s’exécutant seule sur un
matériel particulier peut être définie comme une suite de phases. Les phases sont dé-
finies comme des durées pendant lesquelles la consommation de ressources est presque
constante. Chaque phase est définie par sa longueur (secondes), les ressources (dont
l’énergie) consommée. Un exemple est donnée en figure 2.5 pour l’application de lancer
de rayons c-ray. Il montre que cette application est composée d’une première étape (entre
0 et 180s) pendant laquelle les ressources mémoires augmentent et les ressources proces-
seurs sont utilisées fortement. L’étape suivante (entre 180 et 230) voit la stabilisation
de l’allocation mémoire et une baisse de l’utilisation du processeur. Enfin, la dernière
étape montre une utilisation du disque. Ces trois étapes sont modélisées ici par un grand
nombre (22) de phases assez courtes (une dizaine de secondes environ). Pendant chacune
de ces phases, le comportement de l’application peut être considéré comme stable.
2.2.1.1 Modèle de puissance de calcul mono-application
Pour être capable d’évaluer le comportement d’un centre de calcul, il est nécessaire
dans un premier temps de comprendre combien de temps une VM met à s’exécuter et
quelles ressources elle consomme à un instant donné.
Dans le cadre de nos travaux, on considère deux types de ressources, les ressources
fluides et les ressources rigides. Une ressource rigide (telle que la mémoire) est une res-
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Figure 2.5 – Exemple de profil d’application : c-ray (lancer de rayon)
source totalement nécessaire. Si la quantité de ressource n’est pas disponible, alors la VM
ne peut pas s’exécuter. Dans le cas d’une ressource fluide (telle que la bande passante)
si la quantité demandée n’est pas disponible, la VM peut quand même s’exécuter mais
plus lentement (voir Figure 2.6).
Plus précisément lorsqu’une VM s’exécute seule sur une machine, on peut évaluer son
ralentissement en fonction de contraintes de ressources : DVFS (changement de fréquence
du processeur), ALR (changement de bande passante de la carte réseau). Pour chacune
des ressources fluides, on évalue la quantité de ressources demandée (Xf ) et celle fournie
Yf . On aura le ralentissement suivant :
max(1, Xf
Yf
) (2.19)
Lorsqu’on a plusieurs ressources fluides, le plus grand ralentissement est celui qui s’ap-
plique.
Pour évaluer l’impact du DVFS par exemple, on considère qu’on a simplement un
changement proportionnel en fonction de la fréquence :
max(1, Xf
Yf
Freqmax
Freqcurrent
) (2.20)
Le plus grand problème dans cette formulation est qu’il est nécessaire d’avoir Xf et
donc dans un cadre hétérogène de connaître la consommation de ressources de chaque
application sur chaque architecture.
Pour résoudre ce problème, nous avons développé un convertisseur de profils d’ap-
plications (Application Profile Converter) dans le cadre du projet européen CoolEmAll.
23
2.2. Les applications
Figure 2.6 – Allouer moins de ressources fluides à une tâche entraîne un ralentissement
Une description complète est disponible dans le livrable D4.8[RT1] mais le principe
est néanmoins relativement simple. On considère avoir un profil de consommation de
ressources rigides et fluides d’une application sur une architecture donnée. Grâce à ce
profil, on détermine quelle est la ressource limitante (goulet d’étranglement). Ce profil
de consommation est traduit sur le profil du serveur cible, en tenant compte du goulet
qui peut changer du fait des différences entre les serveurs. Par exemple, il est possible
qu’une application ayant comme limite le processeur sur une machine ait le réseau à
la place après une migration sur une machine avec un processeur beaucoup plus rapide
et/ou un réseau beaucoup plus lent.
Cette technique est une généralisation des techniques de changement de fréquences
décrites ci-dessus au cas de machines complètement différentes. La grande limitation de
cette technique est que lorsque les architectures sont profondément différentes (entre un
processeur ARM et un GPU par exemple) la règle de proportionnalité ne s’applique plus.
2.2.1.2 Modèle de puissance de calcul multi-applications
Dans le cas de multiples applications le parti-pris principal consiste à considérer que
la somme des applications consomme la somme des ressources de chaque application. Si
à très gros grain cette affirmation est vrai, dans la réalité deux applications ayant des
goulets d’étranglements très différents auront un ralentissement moindre. Par exemple
une application limitée par le processeur et une application limitée par la mémoire se
ralentiront moins que deux applications limitées par leur accès à la mémoire. La figure 2.7
obtenue sur un quadri-coeur illustre ce principe. 4 applications limitées par le processeur
ou 3 et une limitée par la mémoire n’interagissent pas et ne se ralentissent pas les unes les
autres. Lorsqu’au moins deux applications ont comme goulet d’étranglement la mémoire,
elles sont ralenties.
Comme dans la réalité on aura finalement un ralentissement moindre lorsque les ap-
plications sont limitées par des goulets différents, il est d’usage de considérer l’hypothèse
conservatrice qui est qu’il s’agit du même. Dans le cas d’une ressource fluide, on aura
selon le même principe que pour le DVFS un ralentissement lorsque deux applications
s’exécutent sur une même machine en demandant plus de ressources que disponibles. Il
existe plusieurs méthodes pour partager les ressources. La première arrivée peut ne pas
être ralentie, contrairement à la seconde. Selon l’usage habituel en système, on va le plus
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Figure 2.7 – Temps d’exécution en fonction du panachage d’applications concurrentes
sur un processeur quadri-coeur. Les applications Mem-intensive et Cpu-intensive ont la
même durée lorsqu’elle sont exécutées seules.
souvent répartir équitablement le ralentissement. Si les ressources demandées sont X1f
et X2f , alors on aura pour les ressources fournies équitablement les Y af avec a = 1 ou
a = 2 :
Y af = Xaf ×min(1,
1
X1f +X2f
) (2.21)
La modélisation fine au niveau système et architecture des interactions entre appli-
cations est une piste intéressante de recherche.
2.2.2 Énergie des applications
Un élément particulièrement complexe de la gestion d’un centre de calcul est lié à
la virtualisation. Ce principe permet de s’abstraire des machines physiques et de n’avoir
plus qu’une vision logique à base de machines virtuelles. Pour le gestionnaire d’infra-
structures, savoir combien chaque machine consomme est important. Pourtant, pour
l’utilisateur, qui lui gère son “parc” de machines virtuelles, la donnée intéressante est de
savoir combien consomment ses machines virtuelles et non pas les machines physiques
qu’il partage avec d’autres utilisateurs. Le problème principal est de définir quel est
le sens de cette consommation. En effet il n’existe pas de système physique tel qu’un
wattmètre capable d’évaluer la consommation d’une application parmi d’autre sur un
serveur.
Pourtant cette valeur est importante tout autant directement qu’indirectement. Di-
rectement car un gestionnaire de centre de calcul peut vouloir facturer ses utilisateurs
en fonction de leur consommation, l’électricité étant la plus grande partie de ses frais
de fonctionnement. Indirectement car connaître la consommation d’un service tournant
dans une machine virtuelle permet de comparer plusieurs services équivalents, mais aussi
permet aux utilisateurs de ces services d’en connaître l’impact, ce qui contribue à leur
sensibilisation.
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Dans [D2, J4] nous avons défini une méthodologie qui permet non seulement dévaluer
au niveau système la consommation (voir Section 2.1.2.1) d’une machine, mais aussi au
niveau d’une application.
Pour pouvoir estimer la consommation d’une application, il est possible d’utiliser le
même modèle que celui d’un serveur complet mais en ne gardant que les valeurs liées
à une application particulière. Pour le modèle affine basé sur la charge par exemple
(Formule 2.11), il suffit d’utiliser la charge du processus au lieu de la charge totale de la
machine pour estimer la partie dynamique.
Pour répartir la partie statique (Pmin dans le cas de la Formule 2.11) la méthode
choisie est de le faire selon le même ratio que la partie dynamique. Si une application
consomme deux fois plus pour la partie dynamique, par convention on va lui attribuer
deux fois plus pour la partie statique. Cette convention est liée au cadre d’utilisation
et sera donc à adapter à chaque fois en fonction du but recherché : sensibilisation,
optimisation, facturation, impact environemental, . . . .
Pour pouvoir généraliser un modèle de consommation du niveau système au niveau
applicatif sans modification, simplement en transposant les variables du niveau système
au niveau applicatif, nous avons prouvé[D2] qu’il est nécessaire que ce modèle soit li-
néaire.
2.3 Techniques d’évaluation classique
Dans le début de ce chapitre nous avons vu un certain nombre de modèles per-
mettant d’évaluer finement la performance d’une application, autant d’un point de vue
énergétique que d’un point de vue performance.
Mais l’évaluation d’un centre de calcul est plus qu’une agrégation de valeurs pro-
venant de mesures ou de modèles. Une évaluation est faite dans un but. Par exemple
on peut chercher les améliorations possibles pour consommer moins d’énergie dans un
centre de calcul ou chiffrer l’amélioration produite par des changements de politique de
gestion. Les valeurs étudiées seront différentes dans les deux cas.
Historiquement les centres de calcul avaient une vocation scientifique et souvent aca-
démique. La métrique la plus utilisée était alors le makespan, c’est à dire le temps entre
le début et la fin d’un ensemble de tâches de calcul. Les applications, même complexes
étaient exécutées sur du matériel dédié, sans partage de serveurs avec d’autres appli-
cations. Dans un cadre légèrement différent, les super-calculateurs sont quand à eux
définis par leur capacité maximale à faire du calcul, comme en témoigne l’importance
du top500[31] dans la communauté du calcul haute performance.
Mais depuis l’avènement de l’informatique en nuage, la situation s’est fortement
complexifiée, le matériel est partagé et les applications sont devenues pour beaucoup des
services. Comparativement à une application, un service n’a pas forcément de fin, mais
a une consommation de ressources dépendant des utilisateurs et donc du temps. Dans
ce cadre il devient difficile de définir la performance d’une application ou d’un centre de
calcul.
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1. EDC Total Energy Consumption
2. PUE3 Power Usage Effectiveness – level 3
3. PUE4 Power Usage Effectiveness – level 4
4. EWR Energy Wasted Ratio
5. Prod Productivity
6. RCILO,HI Rack Cooling Index
7. IoT Imbalance of CPU temperature
8. CAPEX Capital Expenditure
9. OPEX Operation Expenditure or Electricity Costs
10. CO2 Carbon Emissions (embedded and power consumption)
Table 2.1 – Métriques à destination des opérateurs de centre de calcul
Figure 2.8 – Description
visuelle de la performance
d’un centre de calcul.
c©Future Facilities
Pour tenter de répondre à cette question, des entreprises
proposent des panneaux de pilotages de centres de calcul où
sont regroupés les informations les plus intéressantes. Ainsi
Future Facilities 1 propose une description basée sur trois
valeurs : Capacity, Availability et Efficiency (Figure 2.8).
De manière générale, les KPIs (Key Performance Indica-
tors ou indicateurs clefs de performance) sont censés être des
indicateurs permettant la prise de décision efficace. Ainsi les
trois valeurs précédentes sont considérées comme des KPIs.
2.3.1 Métriques classiques des centres de calcul
Une de nos contributions au projet Européen CoolE-
mAll a été la définition[RT8] d’un ensemble de 10 métriques
(ou KPIs) représentatives du domaine des centres de calcul
(Table 2.1).
Total Energy Consumption EDC Elle représente la consommation énergétique (sou-
vent à 100% électrique) d’un centre de calcul. Cette valeur historique est toujours très
utilisée car elle permet de facilement suivre l’évolution d’un centre de calcul, mais aussi
d’en dimensionner la partie électrique. Par contre elle est inopérante pour en comparer
deux du fait des différences d’usages et de matériels.
Power Usage Effectiveness PUE Une métrique plus complexe est le PUE[3]. De
manière générale il s’agit du ratio entre l’électricité utilisée en tout dans le centre de
calcul et celle utilisée pour la partie informatique. Mais dans ce cas là, doit-on compter
les ventilateurs des cartes mères dans cette dernière ? C’est la raison de l’existence de
plusieurs niveaux de PUE, de PUE0 à PUE4 en fonction du périmètre exact de la
partie informatique. De manière générale on a donc PUE = EDC/EIT . Pour le PUE,
1. http://www.futurefacilities.com/
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Figure 2.9 – Évolution du PUE de 2007 à 2014, étude de l’UptimeInstitute
EIT représente la consommation des serveurs, ventilateurs, stabilisateurs de tensions,
batteries, mais pas des groupes froids associés au refroidissement. Pour le PUE3, EIT
est la partie consommée par les serveurs et routeurs en eux même.
Le PUE peut par exemple servir lors d’une mise à jour d’un système de climatisation.
Les différentes offres pourront par exemple fournir leur PUE dans leur réponse d’appel
d’offre. Ces valeurs, en plus d’autres telles que le prix permettront alors d’aider à la
prise de décision. L’idée du PUE est que si il baisse, alors l’efficacité augmente. Dans
les faits, ces dernières années le PUE a globalement diminué[95] (Figure 2.9) et dans
le même temps, l’efficacité énergétique a augmenté. Par contre il est difficile d’évaluer
précisément cette augmentation en n’utilisant que la valeur du PUE.
Afin de rendre plus précis le calcul du PUE plusieurs améliorations ont été apportées
en mettant une limite plus précise au travail efficace. Le PUE4 considère ainsi que le
travail efficace est uniquement celui utilisé sur la carte mère, sans compter les ventilateurs
ni l’alimentation ni toutes les autres fonctions support considérées comme inutiles.
Pourtant comme le montre la figure 2.10 la part utile est encore plus petite. Cette
figure montre que la partie utile est encore bien plus faible car une partie de la puissance
est perdue dans des courants de fuite à cause de l’augmentation de la température du
processeur.
Mais pour aller plus loin, il faudrait revenir en 1961[61] quand Rolf Landauer d’IBM a
étudié grâce aux principes de la théorie de l’information la limite théorique de l’énergie
nécessaire pour manipuler de l’information. On arrive alors à des systèmes qui théo-
riquement n’utilisent pas d’énergie si l’entropie ne change pas, i.e. si on ne perd pas
d’information dans le traitement des données[8].
Energy Wasted Ratio EWR Cette métrique est obtenue grâce à : EUselessDC /EDC et
donne des informations sur les gains potentiels au niveau de la gestion des machines et
des logiciels. EUselessDC mesure la consommation liée aux serveurs inutilisés ou en cours de
maintenance. Cette valeur, analysée en duo avec EDC permet d’avoir une vision fine des
gains possibles et permet de proposer des leviers pour améliorer un centre de calcul.
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Figure 2.10 – Consommation d’un serveur. En bas est représentée la partie fixe. La
seconde partie (en vert) vient des pertes de courant du fait de la température du pro-
cesseur. Enfin la partie rouge représente la puissance consommée par l’application.
Productivity Prod La productivité est une sorte de Saint Graal[105] de l’évaluation
des centres de calcul. De manière générale la formule est la suivante : Wuseful/EDC . Le
problème vient du fait qu’il est impossible de comparer le travail efficace (Wuseful) entre
plusieurs applications différentes. Cette valeur n’est possible que dans le cas de systèmes
exécutant des applications homogènes comme des serveurs webs (en requêtes/s) ou du
calcul scientifique (en FLOPS ou FLoating-point Operations Per Second). Cette valeur
est alors très pertinente lorsqu’on veut comparer deux centres de calcul ou même deux
applications appartenant exactement au même domaine.
Rack Cooling Index RCILO,HI Il s’agit d’une métrique souvent obtenue par simu-
lation de type CFD (Computational fluid dynamics) qui évalue la qualité du refroidisse-
ment des serveurs. RCILO l’évalue par rapport à la température minimume recomman-
dée, RCIHI fait de même par rapport à celle maximale. Cette métrique permet d’obtenir
une information synthétique d’une simulation de la répartition de la température dans un
centre de calcul. En effet ces simulations fournissent une grande masse de données qu’il
peut être difficile d’exploiter. Cette métrique permet de détecter facilement l’existence
d’un problème mais ne permet pas d’en détecter finement la source.
Imbalance of CPU temperature IoT Cette métrique permet d’évaluer le différen-
tiel de température entre les processeurs. Les processeurs sont les principaux producteurs
de chaleur dans les serveurs et sont ceux qui sont les plus variables. Elle permet de dé-
tecter sur du moyen terme des problèmes structurels de gestion du refroidissement mais
aussi d’évaluer une politique de placement des applications.
29
2.3. Techniques d’évaluation classique
Capital Expenditure CAPEX Les dépenses d’investissement nécessaires à acheter
et mettre à jour le matériel : bâtiment, serveurs, réseau, . . .
Operation Expenditure OPEX Les dépenses opérationnelles d’un centre de calcul
sont principalement liées à sa consommation électrique. Des postes moins importants
sont la maintenance et les licences logicielles.
Carbon Emissions CO2 L’impact écologique peut être vu selon un point de vue local
(lié à la consommation électrique), ou selon un point de vue global (tenant compte de la
fabrication et du recyclage du matériel). De concert avec EDC , cette métrique permet
d’évaluer l’efficacité de l’utilisation d’énergies renouvelables.
2.3.2 Applications utilisées pour l’évaluation des centres de calcul
Pour finir de spécifier une métrique, un dernier point est primordial : l’application
utilisée. En effet, en fonction de l’application, les mesures vont être différentes. Il est donc
nécessaire de spécifier exactement l’application lorsqu’on donne un chiffre de métrique
de façon à obtenir un résultat comparable.
Dans certains domaines, tel que le calcul haute performance, il existe des applications
de référence pour l’évaluation. Pour le calcul haute performance (HPC), la suite linpak est
la référence[30]. Cette suite effectue un certain nombre d’opérations matricielles qui sont
considérées comme représentatives du comportement des applications de calcul haute
performance.
En dehors de ce domaine, du fait de la variété des situations possibles, il n’existe
pas de suite d’applications considérées comme représentatives. Chaque domaine a la
sienne. Par exemple, pour les applications de type web, la suite TCP-W[1] a été pendant
longtemps une référence. Du fait des changements d’habitudes, elle est de moins en moins
représentative de l’utilisation du web.
Une suite d’applications a donc besoin d’être suffisamment représentative de l’impact
de toutes les applications. Comme il est impossible d’utiliser une application de chaque
type, un crible est nécessaire pour choisir un ensemble restreint d’applications représen-
tatives. Il est important d’avoir une bonne couverture des comportements en utilisant
un faible nombre d’applications différentes.
Nous avons proposé[C14] un ensemble d’applications avec une bonne couverture des
différentes ressources (mémoire, processeur) mais aussi en fonction de leur comportement
temporel. En effet pour qu’une telle suite ait une bonne couverture, elle doit avoir des
impacts sur la température variés. Une application rapide mais produisant à chaque
instant beaucoup de chaleur aura un rôle semblable d’un point de vue thermal à une
application plus longue mais dont la production instantanée de chaleur est moindre.
A partir de 18 applications provenant de différents horizons (HPC, Cloud) nous avons
évalué les profils de consommation de ressources[RT8], classifié ces profils et sélectionné
un sous-ensemble ayant une bonne couverture. La table 2.2 montre les différences de
profils entre ces différentes applications.
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Consommation
de ressource
Low Medium High
Réseau EP, CpuBurn, C-ray,
MemLoop, OpenSSL,
PyBench, ABINIT,
test3d, tar, hadoop,
JBOSS
CG, SP, BT, LU IS, FT, linpack
Mémoire EP, CpuBurn,
OpenSSL, PyBench,
ABINIT
FT, SP, BT, LU, CG,
C-ray, linpack
IS, MemLoop, test3d,
tar, hadoop, JBOSS
Cache MemLoop, JBOSS CG, SP, LU, IS,
PyBench, test3d,
linpack, tar
FT, EP, BT, Cpu-
Burn, OpenSSL, C-
ray, ABINIT, hadoop
Branch Ins-
truction
C-ray, hadoop,
JBOSS tar
SP,BT, EP, LU, Cpu-
Burn, OpenSSL, Py-
Bench, test3d
IS,FT, CG, Mem-
Loop, ABINIT,
linpack
Impact
Puissance élec-
trique
IS, EP, Pybench,
MemLoop, tar, ha-
doop, JBOSS
FT, C-ray, test3d, lin-
pack
SP,BT,LU,CG,
OpenSSL, CpuBurn,
ABINIT
Longueur (en
temps)
EP, IS, Pybench CG, FT, ABINIT, lin-
pack, tar
SP, BT, LU, Cpu-
Burn, OpenSSL,
C-ray, MemLoop,
test3d, hadoop,
JBOSS
Impact ther-
mique
EP, IS, Pybench,
linpack, tar, hadoop,
JBOSS
FT, CG, MemLoop,
test3d
LU, SP, BT,
CpuBurn, C-ray,
OpenSSL, ABINIT
Table 2.2 – Caractéristiques en consommation de ressources et en impact de 18 appli-
cations HPC (EP, IS, LU, SP, BT, FT, CG, linpack, ABINIT), synthétiques (MemLoop,
CpuBurn, tar, Pybench) et Cloud (hadoop, JBOSS, test3d, C-ray, OpenSSL).
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Les différentes caractéristiques intéressantes pour avoir une bonne couverture sont :
Même ressources/Puissance différente
Ressources différentes/Puissance identique
Ainsi la suite logicielle EP, CpuBurn, IS, LoopMemory, tar, test3d et CG permet
d’avoir une bonne couverture en un faible nombre d’applications. Cette suite est donc
adaptée à une évaluation de centre de calcul, en tenant compte des ressources mais aussi
de l’impact énergétique et thermique. Dans d’autres cadres, il sera nécessaire d’utiliser
d’autres types de suites comme nous le verrons dans la section 6.2.2 concernant l’opti-
misation de la consommation électrique d’un serveur. Par exemple lorsqu’on s’intéresse
uniquement à la quantité d’électricité nécessaire au niveau d’un serveur, l’impact ther-
mique étant négligé, tout comme l’infrastructure, l’utilisation de la suite proposée ici
n’est pas pertinente, et l’utilisation d’applications classiques sera parfaitement suffisant.
La dernière caractéristique nécessaire pour avoir un cadre d’évaluation est de définir
un scénario. Ainsi la suite de test SPECPower[62] commence par une charge maximale,
puis régulièrement décrémente la charge jusqu’à 0. Ainsi tout est spécifié et reproductible.
Souvent un tel scénario se veut reproduire un comportement réaliste. Ainsi dans [C6] nous
avions modélisé les profils d’applications pour les grilles de calcul afin de pouvoir générer
par la suite des profils réalistes pour évaluer des grilles de calcul. Pour les centres de
calcul plus généralistes que ceux dirigés vers le calcul haute performance, il est compliqué
de trouver des traces de systèmes réels permettant de produire un modèle. En effet, ces
données sont souvent considérées comme étant un enjeu de propriété intellectuelle fort.
2.4 Limites des métriques classiques simples
L’objectif des métriques est de parvenir avec une information simple à comprendre
un phénomène complexe. Historiquement il s’agissait principalement d’évaluer la vitesse
de calcul globale d’un ensemble de machines identiques pour des applications clairement
identifiées. Autant les objectifs que les méthodes étaient clairs.
L’un des grands avantages de l’apparition des centres de calcul reposant sur la vir-
tualisation a été la segmentation des métiers et donc une meilleure spécialisation des
acteurs. Un opérateur de centre de calcul se concentre sur sa gestion sans avoir à se
poser de question sur les applications en jeu. Réciproquement, les utilisateurs n’ont pas
besoin d’avoir d’informations particulières pour pouvoir utiliser indistinctement n’im-
porte quel centre de calcul. Le revers de la médaille vient de la multiplicité d’objectifs
résultant de ce découpage. De plus les centres de calcul sont devenus beaucoup plus
grands et complexes. Leur complexité vient de leur taille, mais aussi découle aussi de
l’hétérogénéité de leur matériel et des applications qu’ils exécutent.
Une dimension supplémentaire vient de leur intégration dans les villes. Leur consom-
mation ou production d’électricité, de chaleur, mais aussi leur taille fait qu’ils ne peuvent
pas être considérés dans l’absolu comme un objet éthéré mais doivent maintenant être
pensés par et pour leur intégration dans les villes, mais aussi au niveau développement
du territoire.
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Toutes ces contraintes et la multiplicité des acteurs font que les métriques actuelles
ne sont plus pertinentes.
Le PUE qui est le chiffre mis en avant lorsqu’une publicité est faite autour d’un
centre de calcul est totalement insuffisante pour le décrire.
2.4.1 Limites du PUE
Un exemple simple permet de comprendre la limite du PUE. Prenons deux centres
de calcul : A et B. Supposons que A et B consomment autant pour la partie IT (de
200 à 400 suivant la charge), mais que A consomme toujours 100 (référence) pour le
refroidissement quelque soit la charge, et que B consomme de 0 à 120 en fonction de la
charge.
A pleine charge, A sera considéré comme plus efficace (PUE=1.25) que B (PUE=1.3).
Pourtant en fonction des applications A et B seront suivant les cas plus ou moins intéres-
sant à choisir. À moyenne charge par exemple, A consommera 400 (PUE=1.33) contre
360 pour B (PUE=1.2).
Pour aller plus loin, si l’opérateur de A veut améliorer artificiellement son PUE, il lui
suffit de dégrader la qualité des applications exécutées afin que la charge IT soit le plus
souvent le plus proche possible de 100%. Ainsi son PUE se réduira et donc s’améliorera
en même temps que ses applications perdront en efficacité et que pour le même travail
effectif sa consommation d’énergie augmentera.
Contrairement à leur usage, le PUE et les autres métriques décrites plus haut ne
suffisent pas à tous les usages. Ainsi le concepteur d’un centre de calcul voulant dimen-
sionner la climatisation sera intéressé par l’IoT (Imbalance of CPU temperature) qui lui
permet d’utiliser efficacement son infrastructure de refroidissement. Un opérateur sera
plus intéressé par l’OPEX qui lui permettra de gérer ses tarifs pour ses utilisateurs ainsi
que ses contrats avec ses fournisseurs d’électricité.
Même ainsi un certain nombre d’éléments sont impossibles à quantifier du fait de
la taille et de l’hétérogénéité des infrastructures. Au delà des infrastructures de calcul,
il faut tenir compte de l’environnement, tel que la source de l’électricité (nucléaire,
solaire,...), la récupération de la chaleur.
La gestion fine des métriques est donc primordiale et il est illusoire de considérer
qu’une seule métrique puisse condenser toutes les informations intéressantes. Dans le
cadre de CoolEmALl, nous avons ainsi dénombré dans le livrable D5.6[RT8] 32 mé-
triques différentes concernant les centres de calcul, toutes ayant un objectif et un usage
particulier.
La définition d’une ou plusieurs métriques pour but de comparaison est inutile sans
les points suivants :
— Un faible nombre de degrés de liberté. Il est nécessaire que seul l’élément
que l’on veut tester change. Ainsi pour comparer en utilisant des métriques, il faut
particulièrement faire attention à la définition précise de ce qui est à comparer.
— Une notion de référentiel d’utilisation. Ainsi si on veut définir des ordon-
nanceurs, il faudra définir une base commune d’applications à ordonnancer. Dans
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le cas d’une comparaison entre deux systèmes de refroidissement, la disposition
de la pièce devra être définie.
— Une unité de chaque métrique. Une métrique doit viser un objectif particu-
lier, et posséder sa propre cohérence. Pour optimiser à la fois la performance et
l’énergie on utilisera deux métriques plutôt que de tenter d’en fabriquer une seule
qui perdra son sens et risquera d’avoir des failles.
2.5 De l’utilisation des métriques
2.5.1 Différent publics
Une grande difficulté d’utilisation de ces métriques vient de la multiplicité des publics
visés. En effet, la lecture des métriques est différente en fonction des intérêts de leurs
lecteurs.
Associés aux métriques présentées en 2.3.1 nous avons dans le cadre du projet Co-
olEmAll défini les publics suivants :
Constructeur/Concepteur : Il a besoin d’outils lui permettant de concevoir la po-
sition des murs, de l’air conditionné, des racks mais aussi de dimensionner et de
choisir le type des équipements de refroidissement.
Propriétaire : Ce dernier a besoin de connaître les flux financiers sur du moyen et
long terme, mais aussi de fluides en général (eau, électricité, chaleur) de préférence
aussi de les réduire.
Opérateur : L’opérateur veut connaître l’état instantané du centre de calcul, mais
aussi avoir des systèmes d’alertes. Il s’intéresse autant aux valeurs sur lesquelles
il peut influer qu’à celles qui lui permettent de détecter les anomalies.
Utilisateur : Il est principalement intéressé par des métriques de coûts et de perfor-
mance à faible granularité (au niveau de ses opérations, pas à celle du centre du
calcul).
Chercheur : Le chercheur quand à lui est souvent intéressé par un peu tout et plus
encore. Il cherche surtout des métriques permettant de comparer afin d’évaluer
des algorithmes de placement de rack, de commande d’air conditionné, ou même
d’ordonnancement de machines virtuelles.
Les attentes de ces différents acteurs sont très différentes concernant les métriques.
Ainsi un constructeur de centre de calcul sera intéressé le plus souvent par le comporte-
ment de ce dernier à pleine capacité. Cela lui permettra de dimensionner la climatisation,
la fourniture d’électricité. L’opérateur quand à lui sera plus intéressé par la dynamique
du centre de calcul, ainsi que les moyens d’actions qu’il possède pour améliorer la qualité
de service fournie aux utilisateurs ainsi que maximiser ses gains.
2.5.2 Des métriques à l’objectif
Ainsi les métriques ne sont pas une finalité mais seulement une manière de définir
des objectifs.
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Gérer un objectif est beaucoup plus complexe que de simplement optimiser une mé-
trique. Si on veut optimiser l’énergie consommée dans un centre de calcul, la meilleure
méthode consiste simplement à tout éteindre. Dans ce genre de cas il est sans intérêt
d’optimiser l’énergie sans tenir compte du tout de la performance (ou de la qualité de
service).
De manière générale il existe deux méthodes pour gérer les multi-objectifs :
— On peut définir un certain nombre de seuils pour toutes les métriques qui nous
intéressent, sauf pour une qu’on va optimiser sous contrainte des autres. Par
exemple, on peut avoir un budget de puissance électrique maximal du fait d’un
contrat avec un fournisseur d’électricité et vouloir optimiser la puissance de calcul
avec cette contrainte de puissance.
— Une autre méthode consiste à faire une combinaison (souvent linéaire) de plu-
sieurs contraintes et d’optimiser cette contrainte. Un grand problème de cette mé-
thode vient de la nécessité de normalisation des différentes métriques pour qu’elles
puissent être comparable. Dans le cas précédent on pourra par exemple utiliser,
après normalisation de la puissance de calcul et électrique, Puissancenormcalcul −
Puissancenormelectrique et maximiser cette valeur.
Ces deux méthodes sont parfois utilisées conjointement lorsqu’on a un grand nombre
de métriques qui sont intéressantes. On va ainsi fixer un certain nombre de seuils sur
plusieurs métriques puis on va optimiser une combinaison de certaines autres métriques.
Le problème de l’optimisation d’une combinaison linéaire de plusieurs métriques est
qu’il y a une forte probabilité d’avoir des grandeurs différentes qu’il est alors nécessaire
de normaliser. La normalisation d’une grandeur ne consiste pas seulement à la ramener
entre 0 et 1 mais aussi à assurer que sa croissance est régulière. Lorsqu’on a plusieurs
métriques de différentes natures, une méthode consiste à optimiser une des métriques,
puis à relâcher cette valeur pour ensuite optimiser une autre métrique. On réussit ainsi
à optimiser l’ensemble des métriques sans être au détriment d’aucune autre. Nous avons
utilisé cette méthode avec succès pour des centres de calcul[J9]. Une analyse plus détaillée
de la notion d’optimisation multi-objective sera abordée dans la section 5.3.2.
2.5.3 Les métriques pour les opérateurs de centres de calcul
Dans le cadre des centres de calcul, comme expliqué précédemment, l’un des publics
les plus intéressants est l’opérateur. En effet il existe déjà un grand nombre de centres de
calcul construits et permettre à leurs opérateurs d’avoir une vue plus précise peut avoir
un impact important. Ce cadre a donc un très fort potentiel d’applicabilité et d’impact.
Dans la suite le point de vue sera celui d’un opérateur de centre de calcul, ayant
à sa disposition un certain nombre de leviers d’actions. Les métriques pertinentes pour
l’opérateur seront celles lui permettant d’évaluer l’utilisation des leviers et de l’aider
ainsi dans son choix.
Du point de vue de l’opérateur, la notion de performance est floue. En effet, pour
lui, les machines virtuelles sont des boîtes noires auxquelles il n’a pas accès. Il utilise
deux types de métriques. Les métriques internes (Voir Section 2.3.1) qui lui permettent
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Catégorie Nom Notation classique Fonctionnel
PERFORMANCE
Execution Time Tex non
Latency α non
Throughput β non
Response Time Trep non
DEPENDABILITY
Accuracy Ac non
Reliability Re non
Availability A non
Capacity CCluster non
Scalability S non
Reactivity Ra non
Dynamism Dyn non
Robustness Rob non
Stability St non
Fault Tolerance FTs non
Sustainability Sust non
Agility  oui
Insurance  oui
Usability  oui
Customization  oui
Automatic Update  oui
SECURITY
Authentication  oui
Authorization  oui
Integrity  oui
Confidentiality  oui
Accountability  oui
Traceability  oui
Encryption  oui
Data Life Cycle  oui
Non-Repudiation  oui
COST Service Cost ω non
Energy Cost E non
Carbon Cost CFP non
Table 2.3 – Tableau récapitulatif des notations des paramètres de QoS
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d’évaluer le comportement de son infrastructure. Les métriques externes, sur lesquelles
il s’engage avec ses clients.
La qualité de service[103] sur laquelle il s’engage avec l’utilisateur est sur de la mise
à disposition de ressources. De manière générale, l’opérateur et l’utilisateur s’engagent
sur un SLA (Service Level Agreement) utilisant un certain nombre de métriques de QoS
(Quality of Service) sur lesquelles l’opérateur s’engage.
Il existe deux types de QoS : fonctionnelle (le système est-il crypté) ou non fonc-
tionnelle (quelle capacité mémoire). La table 2.3 montre les éléments de QoS existant et
étant à la base de la plupart des SLAs commerciaux actuels. Une définition précise de
chacun de ces éléments peut se trouver dans [J8] où nous décrivons les métriques, mais
aussi des cadres de leur utilisation.
L’objectif de l’opérateur est donc de réussir à optimiser des métriques internes tout
en atteignant la qualité de service vendue aux utilisateurs.
2.6 Conclusion
Modéliser un centre de calcul est complexe et ne peut être réalisé qu’avec un but.
En effet, il est possible de complexifier la modélisation sans fin. La question primordiale
sera donc : Pour quel usage ?
Une fois répondu cette question, la difficulté viendra du dosage. En effet, modéliser
très finement la gestion en fréquence du processeur d’un point de vue énergétique et
thermique est peu pertinent si on le combine avec un modèle simpliste d’application ne
dépendant pas de la ressource allouée.
Pour une expérience ou étude donnée, il sera alors important de prendre un front de
profondeur cohérente entre les modèles. Il serait intéressant de faire une classification des
modèles globaux obtenus en fonction de la précision des sous-modèles. Cette classification
pourrait donner des informations sur le type de métriques ayant un sens pour chaque
ensemble de sous-modèles.
Pour l’ensemble de ces modèles, l’interdépendance est un point commun. Le modèle
du matériel interagit avec celui des applications. Ces deux modèles interagissent avec la
boucle thermique. Une simplification souvent utilisée consiste à étudier alors les états
stables. Mais nous avons vu qu’il est aussi possible d’étudier les états de transitions et
que ces derniers sont importants. La montée en température du matériel ou la migration
d’une machine virtuelle ne sont pas instantanées.
Le problème de l’optimisation de l’économie d’énergie est qu’il dépend de beaucoup
de phénomènes : comportement des applications, du matériel, du système de refroidis-
sement, mais aussi objectifs des opérateurs et des utilisateurs.
On se place donc dans le cadre des opérateurs de cendre de calcul. Ces derniers
veulent optimiser autant leur OPEX que leur qualité de service afin de garder leurs
clients. Certains pour d’autres raisons que financières ont aussi comme objectif de réduire
leur empreinte écologique. Il est à remarquer qu’il existe une profusion de métriques
différentes. Certaines de ces métriques tentent d’agréger plusieurs métriques en une seule
pour donner une sorte de label à un centre de calcul, comme pour les frigidaires. Pourtant,
37
2.6. Conclusion
comme nous l’avons vu avec le PUE, cette agrégation conduit à une perte d’information.
Il n’est possible d’évaluer la qualité d’un centre de calcul qu’en utilisant un bouquet de
métriques du fait de la complexité du système étudié. De plus, la question du scénario lié à
la mesure de la métrique reste ouverte. Chaque centre de calcul utilise son environnement
de production pour évaluer les métriques, ce qui rend les comparaisons complexes voire
impossibles.
Pourtant les outils décrits ici peuvent être utilisés à d’autres fins. Par exemple, dans
le projet CoolEmAll, nous avons étudié[J9, C17] l’impact de la position des serveurs
dans un centre de calcul en tenant compte des aspects thermiques. Ainsi ces travaux
principalement destinés aux opérateurs de centre de calcul existants peuvent être utilisés
par d’autres communautés tels que les concepteurs de centres de calcul.
Certains modèles mériteraient d’être améliorés, principalement au niveau système qui
est un niveau moins étudié récemment. Ainsi la problématique de traduction de profil
sur d’autres serveurs est encore à valider dans un cadre plus général. La problématique
du comportement d’un point de vue ressources de l’exécution de plusieurs machines
virtuelles est connu expérimentalement mais peu de modèles généraux la décrivent.
Enfin de manière générale un modèle est d’autant plus utile qu’il est facilement
instantiable. Si il est nécessaire d’avoir des informations trop complexes à obtenir, le plus
beau modèle ne sera pas utilisé. C’est pour cette raison que des outils d’instantiation
automatique de modèles (tels que hwloc[16]) sont très intéressant. C’est aussi la raison
pour laquelle les modèles thermique ou de puissance décrits dans ce chapitre utilisent
des valeurs telles que Pmin, Pmax, Tmin et Tmax qui sont facile à mesurer et non pas des
constantes de type capacité thermique.
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Chapitre 3
Connaissance et degrés de liberté
Thou must count to three.
Three shall be the number of the counting and the
number of the counting shall be three.
Four shalt thou not count, neither shalt thou count
two, excepting that thou then proceedeth to three.
Five is right out.
Quest for the Holy Grail
Monty Python
Le chapitre précédent présente les travaux de modélisation de centres de calcul. Dans
un centre de calcul réel, le nombre de degrés de liberté est limité. On aimerait pouvoir
utiliser un modèle global idéal tel que celui présenté en Figure 3.1.
Cette figure représente un centre de calcul dont les besoins en électricité suivent
fidèlement la charge. Dans ce cas le choix de la machine sur laquelle s’exécute une tâche
n’a pas d’importance. Il n’y a pas besoin d’avoir beaucoup d’informations ni d’utiliser
de leviers car toutes les décisions ont un impact équivalent.
Pourtant dans la réalité on retrouve plutôt le second comportement montré sur cette
figure. On va devoir gérer des coûts temporels et énergétique d’allumage et d’extinction,
Figure 3.1 – Exemples de comportements de centres de calcul, idéal proportionnel et
réel. M1 (resp. M2) consomme de 0 à 100 W (resp 0 à 120W) en proportionnel, et 50 à
100W (resp 60 à 120W) en réel.
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mais aussi des coûts statiques qui représentent une grosse déperdition par rapport à un
système idéal. Une des raisons vient du caractère fixe et discret du système. Ainsi un
serveur est soit allumé soit éteint, a un nombre de modes fini. Par mode on parle ici
de l’ensemble des états de ses composants. Les processeurs, mémoires, cartes réseaux,
disques ayant des modes de fonctionnement discrets et finis, il en est de même pour les
serveurs eux même. Ce raisonnement s’étend aux autres éléments tels que l’infrastructure
de réseau ou de refroidissement.
Dans ce cadre réel, quelles sont donc les méthodes pour améliorer la qualité d’un
centre de calcul. Le chapitre précédent montre comment évaluer de manière raisonnable
cette amélioration.
Pour améliorer la qualité d’un centre de calcul il est donc nécessaire de recenser
les différents leviers disponibles. Les leviers les plus intéressants sont ceux qui peuvent
être utilisés dans les centres de calcul sans modification physique, et donc peuvent être
utilisés de manière logicielle.
— Il existe différent objets pour ces leviers
— Local/physique : Utilisation du DVFS, allumage ou extinction total ou partiel
des serveurs, routeurs,...
— Global/logiciel : Gestion des logiciels, de leur emplacement, de leur configu-
ration, de leur déplacement ou reconfiguration.
Mais au delà des moyens d’action il y a deux autres éléments qui sont nécessaires.
Avoir une vue précise du système, et être capable d’évaluer l’impact de ces leviers sur
les métriques.
L’impact des leviers peut être évalué grâce à une modélisation précise du système, qui
a été décrite dans le chapitre 2. On va avoir un grand nombre de leviers qui vont impacter
les métriques. A un instant donné il sera donc possible de faire plusieurs combinaisons
d’actions. Comme l’objectif est d’optimiser plusieurs métriques en même temps, il sera
donc nécessaire d’avoir un processus d’optimisation multi-objectifs, par exemple par front
de Pareto, ou par des méthodes floues. Les méthodologies d’optimisation multi-objectifs
seront décrites en section 5.3.2.
Les capteurs quand à eux sont de plusieurs types. Ils peuvent être simples, tels que
des capteurs de charge processeurs ou complexes, tels que des capteurs capables de tracer
les trafics réseaux entre les différentes applications. On peut aussi avoir des capteurs qui
servent de déclencheurs à la prise de décision tels que des indicateurs de surchauffe ou
de simple évènements temporels réguliers.
3.1 Moniteur de supervision
On considère habituellement que la surveillance d’un centre de calcul est un problème
déjà résolu. Plusieurs services classiques sont souvent utilisés. On retrouve dans cette
catégorie Ganglia[68], Nagios[5], ou plus récemment Zabbix[104]. Les grands objectifs
de ces systèmes sont d’être capables de s’exécuter dans une grande variété de cas, mais
aussi de peu perturber les serveurs observés et de réagir rapidement.
Il existe pourtant deux limitations à ces systèmes. Ils se reposent sur les capteurs
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présents sur les différents serveurs qui sont eux-mêmes limités, et le paradigme totalement
centralisé sur lesquels ils se reposent ne passe pas à l’échelle.
Les capteurs existants sont très précis quant à l’utilisation des ressources matérielles
(processeur, mémoire, réseau). Par contre lorsqu’on est en système partagé, il devient
nécessaire d’avoir des informations au niveau de chaque application, d’être capable de
les identifier et de faire leur profil de consommation de ressources.
3.1.1 Identification d’application
Il existe une grande variété d’applications. Dans le cadre du calcul haute perfor-
mance une tendance est de considérer que les applications sont relativement simples,
consommant principalement du temps processeur. Pourtant la situation est plus com-
plexe comme nous l’avons montré lors de la description des suites logiciels de tests en
Section 2.3.2. Dans un centre de calcul, le nombre différent d’applications pendant une
période donnée est relativement faible. D’un point de vue échelle de temps, ces tâches
sont souvent très longues par rapport aux temps de reconfiguration qui lui est de l’ordre
de la minute.
Dans le domaine du cloud, la situation est assez différente. Les applications ont un
comportement beaucoup plus dynamique, et un grand nombre d’applications peuvent
cohabiter à un instant donné.
Comme décrit en Section 2.2 une application est décrite comme une suite de phases.
Chaque phase décrit un temps où la consommation de ressources est presque constante.
Détection de phase D’un point de vue capteur, le plus simple est celui capable de
produire les profils tels que visible sur la figure 2.5. Une possibilité de produire un tel
profil est de considérer qu’à chaque instant de mesure, on stocke l’ensemble des mesures
(appelés EV pour Execution Vector dans la suite) des capteurs liés à cette application. On
peut alors avoir un vecteur comportant les informations mémoire, processeur, réseau,...
Un profil serait alors composé de l’ensemble de ces mesures. Dans [J10], nous proposons
de comparer les EVs les uns après les autres afin de découvrir les phases. Si un EV
est proche du premier EV de la phase, on considère que la phase continue. Sinon, on
déclenche une nouvelle phase. Le capteur de détection de phase est un capteur aussi
important que celui concernant la gestion des ressources. En effet il n’est pas possible de
prendre une décision chaque seconde, ce qui est le temps habituel de mesure des données.
Par contre, prendre une décision à chaque changement de phase est plus raisonnable.
Identification de phase Au delà de la détection du changement de phase, il est
intéressant de savoir quelle phase est en train de s’exécuter. En effet, si on exécute
régulièrement une même phase, il peut être intéressant d’y attacher des recettes de
gestion efficace par exemple. Ou même si une phase d’utilisation d’une bibliothèque à
licence est détecté, il est possible de rajouter cette utilisation dans la facture. Enfin, si
une phase est détectée très régulièrement, des ajustements adaptés peuvent être réalisés.
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Cette identification est rendue difficile par le fait que pour l’opérateur de centre de calcul,
les applications sont des boites noires.
Identification dans un corpus Une méthode[C13] pour identifier une phase parmi
un corpus connu consiste à utiliser des outils statistiques à fenêtres sur les EVs : Il s’agit
lors du début d’une phase de prendre un nombre réduit de valeurs, d’utiliser la moyenne,
médiane, l’écart type, les premiers et derniers déciles et d’avoir ainsi une signature de
la phase. Dans le cas d’un corpus connu relativement limité en taille, une telle signature
est suffisante pour identifier une phase d’exécution parmi celle connues. En utilisant
cette méthode nous avons obtenu[C13] un taux de reconnaissance de 100% pour pour
un corpus composé de 7 programmes de la suite de tests NPB[28].
Identification aux phases passées Lorsqu’un corpus n’est pas connu à l’avance,
il devient nécessaire de procéder en deux temps : 1) Détecter une nouvelle phase, 2)
Déterminer si cette phase commençant est une nouvelle phase ou si elle a déjà été dé-
tectée. Nous avons explorés[C22] différentes techniques de reconnaissances de phases
où chaque phase est déterminée par un EV caractéristique, avec un taux de réussite
proche de 100%. La Figure 3.2 montre que pour une application cyclique telle que WRF
les profils de consommation de ressources (et donc les EVs) des différentes phases sont
très semblables. En effet, chaque point y représente la similitude de consommation de
ressource entre deux instants. Un point noir indique que les deux consommations ont
été identiques. La couleur de chaque point est obtenu en faisant la distance entre les
EV à ces deux instants. Un triangle noir au contact de la diagonale indique une phase
où la consommation de ressource est constante. Un carré noir indique que deux telles
phases sont proches d’un point de vue de leur consommation de ressources. On peut
donc retrouver grâce aux valeurs mesurées le fait que WRF est une application cyclique.
Caractérisation d’une phase Au delà de reconnaître une phase déjà passée, il est
important de reconnaître les caractéristiques principales d’une phase. En utilisant les EVs
et en se basant sur des suites logicielles connues, nous avons par exemple montré[C23]
qu’il est possible de dire qu’une phase est dans la liste suivante : Compute intensive, Me-
mory intensive, Communication intensive, IO intensive. Il s’agit de déterminer le goulet
d’étranglement de la phase en fonction de son profil de consommation de ressources.
Détection de phase externe Un élément commun de ces méthodes est leur coté in-
trusif au niveau système. Même si les algorithmes de comparaison utilisés sont simples, il
reste nécessaire d’exécuter le détecteur de phases ce qui peut avoir un impact sur l’appli-
cation elle-même en la ralentissant. De manière semblable aux méthodes de détection du
type d’activité dans une maison basés uniquement sur un wattmètre intelligent[90], nous
avons développé une méthode[C13] utilisant uniquement des mesures externes (puissance
électrique et trafic réseau) pour la composition de l’EV.
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Figure 3.2 – Matrice de distances entre les comportements d’une application (WRF,
Weather Research and Forecasting). Chaque point montre la similarité dans la consom-
mation de ressources à deux instants différents. Les lignes verticales montrent la simila-
rité de consommation de ressources entre un instant (abscisse) et le passé.
3.1.2 Capteurs systèmes sur informations indirectes
Autant il est relativement simple d’obtenir le profil de consommation pour les res-
sources simples (processeur, mémoire), autant il devient difficile de le faire pour des
ressources un peu plus fine du fait des limites des systèmes d’exploitation actuels. Ainsi
avoir des informations cohérentes sur les communications entre applications est difficile
car il faut reconstruire ces informations en ayant une vue globale de quelle application
possède quel port sur quelle machine à tout moment. Dans le cadre de ma participa-
tion au projet ANR SOP 1 (think global Services for persOnal comPuter, 2011-2014), j’ai
développé un tel capteur. Ce capteur permet de lier les quantités de communications
réseau aux VMs ou aux applications. Une telle information permet de migrer sur un
même serveur les VMs communiquant le plus entre elles ou tout au moins d’avoir un
retour sur quelle application communique avec quelle autre application.
3.1.3 Capteurs par apprentissage
Les capteurs classiques se reposent sur des valeurs systèmes et parfois des équations
connues. C’est le cas du capteur associant à une application (un ensemble de processus)
son trafic réseau.
Dans certains cas, la modélisation directe est trop complexe et il est alors possible
d’utiliser un capteur par apprentissage. Cette notion a été évoquée en section 2.2.2
concernant la puissance d’une machine. En effet, la méthode la plus simple pour calculer
1. http://projects.laas.fr/SOP/
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Figure 3.3 – Système d’apprentissage. Dans certains cas, l’apprentissage se fait en partie
ou totalement grâce à une boucle de renforcement (en pointillée)
la puissance est explicitée par la formule Pmin + Charge(Pmax − Pmin). Cette formule
a le mérite de la simplicité mais sa précision est faible. Dans le cas d’un serveur Xeon,
l’erreur moyenne est d’environ 15%[87]. Pour obtenir une valeur plus précise il est alors
nécessaire de complexifier le modèle, mais aussi d’adapter le modèle à chaque serveur ou
matériel.
Un moyen d’obtenir une précision plus grande à coût de développement moindre
consiste à utiliser des systèmes à base d’apprentissage tels que montré en figure 3.3.
Le modèle alors généré le sera en fonction des données en entrée. Un avantage est
qu’il n’est plus nécessaire d’avoir une modélisation dédiée. Il suffit d’avoir un ensemble
de données mesurées sur un serveur qui serviront de base d’apprentissage pour produire
un modèle qui lui est dédié. Les données en entrée sont les sorties des autres capteurs et
peuvent être des valeurs systèmes (charge processeur, mémoire, réseau), des compteurs
de performances des processeurs, ou tout autre valeur mesurable.
Dans un système d’apprentissage, les deux phases sont l’apprentissage en lui même,
puis l’utilisation. La première phase est souvent très coûteuse, mais il est nécessaire que
la seconde soit rapide, car elle devra s’exécuter de manière non-intrusive comme tous les
autres capteurs présents sur le serveur.
Les modèles utilisés sont souvent très simples, polynomiaux ou de type réseaux de
neurones par exemple. Il existe trois écueils à éviter : les biais lors de l’apprentissage, la
couverture de cet apprentissage et enfin, l’impact d’utilisation du modèle.
3.1.3.1 Les biais lors de l’apprentissage
Les biais sont de différents types. Ainsi il est nécessaire de prendre en compte le
contexte. Pour une mesure de puissance, il faut tenir compte de la courbe d’efficacité de
l’alimentation comme vu en section 2.1.2.1.
Un autre élément important concerne la précision du matériel de mesure. En effet
beaucoup de sites de Grid’5000 ont des wattmètres précis à 2 ou 3W par exemple. Une
44
Chapitre 3. Connaissance et degrés de liberté
Figure 3.4 – Charge synthétique permettant d’avoir une couverture de tous les états
du système
mesure de 10W sur ces machines devra être sujette à caution. Sur les expérimenta-
tions présentées dans ce mémoire, nous avons utilisé pour ce qui concerne les méthodes
par apprentissage un wattmètre précis à .1W , et pour l’évaluation des heuristiques les
wattmètres disponibles sur Grid’5000.
Les biais méthodologiques s’ajoutent du fait de la structure particulière de la récupé-
ration de données pour l’apprentissage. Par exemple, lorsque nous avons commencé les
expériences de modélisation de la puissance d’applications[C9] nous avions une variable
qui avait une grande importance : le temps. En effet, suivant l’exemple de la suite d’éva-
luation SPECpower[62], nous diminuions la charge avec le temps, et donc cette variable
suivait assez fidèlement la puissance. Il ne s’agissait bien sûr que d’un artefact. Donc
même sans pré-sélectionner complètement les variables, il faut les filtrer et ne garder que
celles qui ont un sens ou tout au moins avoir un ensemble de mesures très variées.
3.1.3.2 Couverture de l’apprentissage
Ensuite il est nécessaire pour faire un apprentissage d’avoir exploré un maximum
d’états possible du système. Dans [D2] nous avons utilisé cette méthode pour modéliser
la puissance électrique en fonction des autres capteurs. Nous avons dans un premier
temps utilisé la charge générique explicité en Figure 3.4 qui est composé de trois phases.
Une première phase qui explore les différents modes du processeur (fréquences et charge),
puis une seconde phase qui explore les différentes charges sur la mémoire, une phase
couvrant le réseau, et enfin une phase mélangeant les différents comportements.
Il faut remarquer que la notion de couverture est différente ici de la couverture
nécessaire à l’évaluation d’un centre de calcul comme décrit en Section 2.3.1. Dans le
cadre de l’évaluation par métrique, il est nécessaire d’avoir une bonne couverture des
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utilisations possibles. Ici il s’agit d’une couverture du domaine de valeurs que peuvent
prendre les mesures de base, ie les valeurs systèmes et de compteurs de performance
mesurables.
Nous avons étudié[D2] la couverture de plusieurs applications en plus du programme
générique. Le Tableau 3.1 montre pour la charge générique ainsi que pour plusieurs pro-
grammes de type calcul haute performance les couvertures de domaine croisées. Chaque
ligne montre le nombre de capteur (parmi 220 mesurées) dont les valeurs sont hors du
domaine de charges références. Par exemple, pybench, a 12 variables qui ont des valeurs
plus grandes ou plus petites que celles de la charge générique lorsque celle ci est utilisée
en référence. D’un autre coté, la charge générique a 183 variables qui sont hors des bornes
du programme pybench. Dans un système à apprentissage il sera donc plus intéressant de
récolter un jeu de données en utilisant la charge générique que le programme pybench.
Dans le Tableau 3.1, le programme de référence qui donne le meilleur résultat est en
gras. On peut voir que même si la charge générique n’a pas une couverture totale, elle a
un défaut de couverture de 39 sur 220 variables, le plus bas des différentes applications
montrées ici.
Avoir une bonne couverture est donc un problème complexe. Cette couverture doit
être résistante au changement de machines. Créer en fonction d’une machine une charge
adaptée fournissant une bonne couverture reste un problème de recherche ouvert. Une
méthode à base d’algorithmes génétiques serait intéressante à utiliser pour créer un
ensemble de micro-programmes représentant une couverture maximale.
3.1.3.3 Réduire l’impact
Pour pouvoir être déployé, un capteur doit avoir une empreinte réduite. L’impact
principal d’un tel système par apprentissage n’est pas tant le calcul en lui-même mais
la récupération des valeurs. En effet, dans l’exemple précédent, nous récupérions 220
valeurs ce qui a un fort impact sur le système. Sur notre plate-forme, mesurer ces 220
variables une fois par seconde au niveau système (sys) rajoute en moyenne .87W (Voir
figure 3.5. Si cette opération est réalisée en ne tenant compte que des processus actifs
et des valeurs qui leur sont associées, la surconsommation est alors de .95W (pid_f),
et 1.31W si tous les processus sont mesurés (pid_a). Pour référence, le système à vide
consomme 30.5W . De plus cette mesure a un fort impact sur la reproductibilité du
système comme le montre la dispersion des valeurs de consommation sur la figure 3.5.
Pour un système à apprentissage il est donc pertinent de réduire le nombre de va-
riables suivies afin de réduire l’impact lors de l’utilisation du système de mesure. La
méthode classique[49] consiste à prendre l’ensemble des variables, créer un modèle pour
chacune de ces variables et garder le meilleur et ainsi sélectionner une variable parti-
culièrement intéressante. On recommence avec les variables restantes jusqu’à un seuil
d’amélioration ou de nombre de variables sélectionnées.
Cette méthode est viable lorsque le processus d’apprentissage est court. Lors de nos
tests[D2] avec des réseaux de neurones, du fait de la lenteur de l’apprentissage nous
avons préféré utiliser une méthode de résidus. A chaque étape nous avons sélectionné
la variable ayant la plus forte corrélation avec le résidu (ie la puissance moins notre
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Figure 3.5 – Impact de récupérer des informations au niveau système (sys, au niveau
système et processus avec et sans filtres (pid_f, pid_a) sur la consommation électrique.
modèle utilisant les variables déjà sélectionnées). Nous avons pu vérifier que dans le cas
de la consommation de puissance le résultat était proche autant dans les variables (ici
8) sélectionnées que dans la qualité du réseau de neurone résultant.
De plus, réduire le nombre de variables augmente aussi le ratio échantillon/nombre
de variables et permet d’avoir un meilleur apprentissage. Sur la charge générique, on
arrive ainsi à passer d’une erreur moyenne de 1.33W à une erreur de 1.18W.
3.1.3.4 Un capteur de puissance de serveur par apprentissage
En utilisant les techniques d’apprentissage nous avons développé[D2] deux capteurs :
Le premier (Aggregated) utilise un modèle additif simple basé sur la charge, la tem-
pérature, la fréquence, le réseau et l’utilisation mémoire ; Le second (ANN ) utilise un
algorithme à base de sélection de variables et de réseaux de neurones.
La Figure 3.6 montre la comparaison de la précision de ces deux capteurs pour
lequel l’apprentissage a été fait sur le même ensemble de données appelé learn. Une
fois le modèle appris, son erreur est évaluée pour une nouvelle exécution de chacune des
applications montrées sur la figure.
Il s’agit alors de faire un choix en fonction de la précision demandée. Il est possible
de faire l’apprentissage beaucoup plus rapidement en utilisant le premier capteur en ré-
duisant drastiquement la charge d’apprentissage et en n’ayant pas besoin de la phase de
sélection de variables. A l’exécution, les deux capteurs auront un coût similaire. Enfin, le
second est bien plus générique et peut s’adapter à des architectures complètement diffé-
rentes (ajout d’accélérateurs ou de GPU par exemple) sans modification substantielle. Il
s’agit donc d’un choix à effectuer en fonction de la précision voulue, et de l’investissement
associé.
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Figure 3.6 – Comparaison entre le modèle additif (Aggregated) et le réseau ne neu-
rone (ANN ) en utilisant comme charge d’apprentissage (learn) : generic, apache, c-ray,
openssl, pybench, gmx_lzm, hpcc_B_dist, npb_B8_dist.
3.1.4 Oracles
Au delà des capteurs liés à des grandeurs physiques ou systèmes, il est aussi pos-
sible de faire des capteurs intelligents utilisant de telles données pour en extraire une
information plus riche. Les exemples les plus classiques sont les capteurs permettant de
prédire l’utilisation du système dans le futur. Il est alors possible de faire des oracles
fonctionnant à plusieurs échelles. Un oracle peut simplement prédire la future consom-
mation de ressource sans connaissance particulière[C2, 55, 46] sauf le passé récent. Ces
approches utilisent la consommation de ressource récente pour prédire celle du proche
futur en utilisant le plus souvent des systèmes par apprentissage : régression linéaire
ou réseau de neurone. Suivant les études, l’erreur de prédiction pour du trafic de type
service web est entre 20 et 40% pour ces types d’approches.
3.1.5 Le passage à l’échelle de la surveillance
La deuxième problématique est plus difficile à résoudre. En effet du fait de la taille
grandissante des centres de calcul, il n’est plus possible d’avoir une vision globale du
système.
Plusieurs pistes sont explorées pour tenter de résoudre ce problème. Les principales
sont les systèmes hiérarchiques, les systèmes à agrégation et les systèmes statistiques.
L’élément essentiel est le lien entre le système de décision et le système de surveillance.
Les deux doivent être cohérents.
Les techniques classiques de type Nagios ou Ganglia qui construisent finement les
paquets de communication pour les rendre les plus légers possible ne suffisent pas pour
passer à l’échelle. Lorsqu’un système fait plusieurs centaines de milliers de noeuds il n’est
finalement pas nécessaire de connaître à tout instant la mémoire occupée par chaque
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processus sur chaque machine.
Une direction de simplification serait d’être capable dans les algorithmes de gestion
de ressource d’extraire les requêtes importantes en tant que tests de seuil et de les
envoyer sur les noeuds de l’infrastructure. Il s’agit d’une sorte de généralisation des
seuils de surveillance des infrastructures IPMI. On pourrait par exemple avoir des sondes
intelligentes de type latence > 10ms ou de type mémoire libre < 1Go. Ce genre de
conception du système de supervision a une implication forte sur la famille de systèmes
de gestion de ressource possible. Une simple consolidation devient complexe à réaliser
sans vue globale.
3.2 Leviers
Les leviers sont les moyens par lesquels le système de décision va mettre en place sa
décision. Il s’agit donc de ses degrés de liberté.
Un levier est défini par :
— Son action
— L’impact de cette action sur les métriques
Un levier dont il est impossible de modéliser l’impact sur le système ne peut pas être
valorisé par un quelconque système de décision. Une grande majorité des leviers agissent
directement sur l’état des composants du système. Ainsi pouvoir changer les fréquences
des processeurs est un levier dont l’impact fait partie du modèle de centre de calcul
décrit dans le chapitre 2.
À contrario, l’impact des rayons cosmiques étant complexe à prendre en compte, il
sera rare d’en tenir compte (voir Figure 3.7).
En fonction de leur granularité il existe un grand nombre de leviers différents qu’il
est possible d’utiliser. Dans le cadre de l’Action COST 0804, j’ai coordonné le recen-
sement[RT2] des principaux leviers disponibles dans un centre de calcul ainsi que leurs
effets.
3.2.1 Levier au niveau d’une salle
Certains leviers au niveau d’une salle sont difficiles à utiliser de manière dynamique.
Ils sont cités dans le présent document car leur importance est primordiale.
Le type de climatisation (air, liquide, avec ou sans séparation hot/cold aisle) est
particulièrement important. Même si il ne s’agit pas d’un levier direct, il est possible
d’en utiliser les caractéristiques indirectement. Lorsqu’on utilise un système de refroi-
dissement par bain d’huile, la forte capacité thermique de l’huile peut être utilisée. Il
est possible de refroidir une partie fortement utilisée en décidant d’éteindre les éléments
précédent sur le chemin du fluide.
Mais ces leviers sont principalement utilisés au niveau de la conception de la salle, et
sont donc de peu d’importance pour l’opérateur. Pourtant, comme nous l’avons montré
lors du projet CoolEmAll, l’impact de la localisation des serveurs dans une salle ou même
dans un rack est très important[C17] et peuvent avoir un impact de 3◦ en pleine charge
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Figure 3.7 – license CC-ANC, Randall Munroe http ://xkcd.com/378/
sur des serveurs tournant à 30◦ suivant leur placement dans un bloc de serveurs haute
densité.
3.2.2 Leviers matériels
On appellera levier matériel tous les leviers impactant directement le matériel in-
formatique (processeur, mémoire, réseau,...) ou de refroidissement proche (ventilateurs,
refroidissement d’armoire).
Pour le matériel informatique, il en existe deux catégories qui ne sont en fait qu’une
seule : les leviers de changement de fréquence ou de capacité d’un coté, et l’extinction
de serveurs ou de sous-systèmes.
Ce dernier levier n’est en fait qu’une vision extrême du premier.
Dans la partie modélisation, nous avons vu qu’il existe pour chaque sous-système un
ensemble de couples (performance, consommation). Par exemple, pour le processeur, ce
système est appelé le DVFS (Dynamic Voltage and Frequency Scaling), pour le réseau
il s’agit de l’ALR (Active Link Rate). Les niveaux d’endormissement sont associés à des
performances nulles et à des consommations presque nulles. Il existe plusieurs niveaux
d’endormissement qui sont caractérisés par le temps nécessaire à en sortir. Il est plus
rapide de sortir d’un état suspend-to-ram que d’un état d’extinction total, alors que le
second consommera moins.
De manière générale, pour chacun de ces sous-système il y a un coût de transition.
Il faut donc associer à la liste des couples une matrice de latence de transition comme
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D’allumé à Vers allumé Consommation
Power-on Suspend 3s, 130W 10s, 148W 109W
Suspend-to-ram 10s, 130W 20s, 148W 7W
Suspend-to-disk 22s, 140W 55s, 150W 5.7W
Hibernate 24s, 140W 55s, 150W 2.4W
Shutdown 17s, 140W 75s, 160W 5.5W
Table 3.2 – Exemple de transitions entre allumé (inutilisé) et les états d’économie
d’énergie pour une machine Linux équipée d’un AMD PhenomTM 9500 Quad-Core[32]
l’exemple de la table 3.2 concernant les coûts pour entrer ou sortir de différents états
d’économie d’énergie pour un serveur.
Une autre catégorie concerne le matériel réseau en lui même, les routeurs, commuta-
teurs, hub. Jusqu’à récemment l’accent n’a pas été mis sur la plasticité de ces appareils
et nous avons pu montrer lors de la visite pendant 3 mois d’Helmut Hlavacs en 2008
que la consommation de ces éléments était principalement lié à leur état (allumé ou
éteint) et non pas à leur charge réseau[C16]. Des travaux[11] ont montrés qu’il était
possible d’allumer ou d’éteindre certains de ces composants au prix d’un impact sur la
redondance mais peu d’utilisation réelle de ces possibilités existent. La difficulté de mise
en place, liée à la complexité de la reconfiguration des éléments de coeur de réseaux a
ralenti l’adoption de ces méthodes.
En dehors de la partie extinction en elle-même, il existe plusieurs méthodes pour
utiliser le levier de changement de fréquence et de capacité. Chaque sous-système peut
être piloté par un système de décision globale, mais il est aussi possible de déléguer cette
gestion en local sur le serveur en lui-même.
Ainsi pour les processeurs, il existe les méthodes locales suivantes :
— Userspace. Dans ce cas là, le serveur ne fait que recevoir des ordres de changement
de fréquence. C’est le cas le plus classique lorsqu’un système de décision global
contrôle la fréquence de tous les serveurs ;
— Performance/Powersave. Ces deux modes fixent respectivement la fréquence du
processeur à la plus haute et à la plus faible. Dans les systèmes de production où
le système de décision central ne gère pas la fréquence de chaque processeur, il est
classique que tous ces derniers soient systématiquement à fréquence maximum ;
— Ondemand/Conservative. Ces deux modes s’adaptent dynamiquement à la charge.
Ils essayent d’être toujours à la fréquence la plus basse permettant de traiter la
charge en cours sans la ralentir.
Ces méthodes échangent l’absence de connaissance globale par une latence plus ra-
pide.
Enfin, pour les équipements de refroidissement locaux, il y a surtout un impact sur
la température et donc des effets temporels comme vu en section 2.1.2.2.
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3.2.3 Leviers logiciels
Les méthodes logicielles quand à elles agissent sur les logiciels, ou sur les machines
virtuelles dans le cadre du cloud.
Il existe deux types de leviers logiciels :
— Leviers externes : Démarrage, migration, suspension, sauvegarde, ralentissement ;
— Leviers internes : Checkpointing, reconfiguration.
Les leviers externes agissent sur des applications sous la forme de processus, de
groupes de processus ou de machines virtuelles. Ils présentent l’avantage d’être indépen-
dant des applications exécutées.
Démarrage Le premier levier impactant une application est celui de son démarrage.
Il faut alors répondre aux questions : Où ? Quand ? Sur quel serveur ? Et à quel moment
une application va être lancée ? Le choix peut être simple pour un service constant tel
qu’un serveur web, ou plus complexe pour une application ponctuellement utilisée.
Migration La migration d’une application a un faible impact sur l’application elle
même. La migration conserve les connexions réseaux et ne nécessite qu’une faible in-
terruption. En 2005 déjà, dans [27] les auteurs mettent ainsi en place une migration
d’un serveur web surchargé avec une interruption de service de l’ordre du dixième de
seconde (165ms). Une problématique peu étudiée reste la migration entre architectures
différentes (par exemple X86 et ARM). Nos résultats préliminaires[C27, J11] montrent
qu’il est possible de faire migrer des machines virtuelles entre architectures complètement
différentes mais au prix d’un sur-coût d’exécution sur une des deux architectures.
Suspension Un service ou un programme qui n’a pas de contrainte temporelle très
forte peut être interrompu pour libérer des ressources. Pour le programme incriminé il
s’agit d’une interruption invisible mais qui a un impact sur les communications. Contrai-
rement aux migrations la connectivité réseau n’est pas assurée. La suspension conserve
les allocations mémoires qui n’est donc pas libérée. La mémoire peut tout au plus être
déplacée dans un moyen de stockage (disque par exemple) pour offrir aux autres appli-
cations plus de mémoire vive.
Sauvegarde Il s’agit de faire une suspension suivie du stockage de l’espace mémoire.
Il devient ainsi possible de dupliquer, sauvegarder ou même déplacer l’application pour
la relancer sur un autre serveur. La suspension-sauvegarde-déplacement-redémarrage est
un équivalent de la migration. Par abus de langage on ne parlera de la migration que
pour les migrations transparentes précédemment décrites.
Les leviers internes ne fonctionnent que pour des sous-ensembles particuliers d’ap-
plications qui ont été spécifiées et dont le système de décision est au courant. Il n’existe
pas de langage générique permettant d’exprimer les possibilités des applications ainsi
que leur impact. Certaines modélisations, par exemple à base d’UML[7], permettent
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d’exprimer la structure et certaines caractéristiques des applications. Ces représenta-
tions ne sont pas assez génériques pour modéliser l’ensemble des leviers ni leurs effets
énergétiques.
Checkpointing Semblable à la sauvegarde, il s’agit de pouvoir sauvegarder l’état de
l’application. Cette méthode permet de passer outre les limitations de la sauvegarde
simple et de conserver un état global pour une application communiquante. La taille est
aussi souvent plus petite car il s’agit ici de ne sauvegarder que ce qui est nécessaire.
Reconfiguration Certaines applications peuvent changer de comportement. Ainsi il
est possible de changer le nombre d’instances d’un même serveur web pour être capable
de répondre à une charge évoluant dans le temps par exemple. De manière plus géné-
rale, les reconfigurations mènent souvent à des changements de nombre de composants
constituant une application. Un des modèles de telles applications est le modèle des
tâches malléables[13]. Un modèle plus général est le modèle à composant[17] qui permet
d’exprimer un plus grand nombre de propriétés et de reconfigurations.
3.3 Utilisation des leviers
Il existe un grand nombre de leviers autant du point de vue logiciel que matériel.
Plusieurs questions se posent quand à l’utilisation de ces leviers au delà de leur but :
Optimiser l’énergie et la performance par exemple.
Pour chaque levier il est nécessaire d’évaluer l’impact sur le système en utilisant
les modèles du chapitre 2. Dans certain cas il est aussi nécessaire de pouvoir prédire
le futur afin de pouvoir prévoir l’impact de l’utilisation d’un levier. La prédiction est
nécessaire car beaucoup de leviers (démarrage, extinction par exemple) ont une latence
assez grande. De plus certains effets sont à long terme, tels que les effets thermiques. Les
méthodes de prédiction ont des problèmes de fiabilité qu’il est nécessaire d’intégrer.
Au delà de la problématique de la décision et des éléments sur lesquels elle se base,
la stratégie de décision est elle aussi importante.
3.3.1 Temps entre les décisions
Dans beaucoup d’études, on considère l’existence d’un pas de temps qui correspond
au temps entre deux décisions.
Dans [C2] nous avons évalué le comportement d’un système théorique optimal où la
décision est remise en cause dès que les leviers ont agit. La granularité de décision est
donc la même que les latences des leviers. Cette supposition est peu réaliste dans un
système à grande échelle car elle consiste à reprendre des décisions globale de manière
très rapprochée, ne laissant pas assez de temps au système de finir de prendre la décision
précédente. Elle a l’avantage d’évaluer une sorte de comportement idéal où les décisions
se font en flux continu.
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Une méthodes plus classiquement utilisée consiste à avoir un pas de temps largement
plus grand que celui lié aux reconfigurations et donc de reprendre régulièrement une dé-
cision. Ce pas de temps doit être déterminé en fonction des latences d’action du système
mais aussi en fonction du dynamisme des applications.
L’autre grand modèle utilisé est le modèle événementiel. Ce modèle est hérité de
l’âge des Grilles de calcul où les seuls moments où une décision était à prendre était lors
du lancement ou de l’arrêt d’une tâche. Dans [J7] nous utilisons les informations sur le
diagramme de tâche pour prendre à chaque début ou fin de tâche des décisions sur le
fréquence des serveurs, le placement des tâches. Cette méthode fonctionne bien dans le
cadre de l’étude citée car les profils des tâches de calcul haute performance évaluées sont
relativement constants.
Avec les système actuels, où il est possible de faire des actions pendant la vie des
tâches (changement de fréquence, migration) ou du fait de certains effets temporels
(température), les évènements de début et fin de tâches ne sont plus suffisants. Dans
un monde de services, où les tâches n’ont virtuellement plus de début ni fin mais seule-
ment un profil de charge, ces événements font encore moins sens. Ainsi dans [C21] nous
ajoutons aux événements classiques des détections de phases d’applications qui servent
à détecter des changements de condition nécessitant des prises de décisions. Cette dé-
tection événementielle nous permet de gérer des applications qui sont limitées par le
processeur pendant un temps, puis limitées par le réseau et de ne mettre la fréquence
du processeur au plus bas que pendant la seconde phase.
3.3.2 Structure de la décision
Presque tous les systèmes de décision sont centralisés. Un serveur maintient à jour
une vision globale du système, l’analyse, et prend une décision. Cette décision est alors
exécutée.
Cette méthode est très efficace à petite échelle car les décisions ainsi prises le sont
basées sur des informations fiables.
Dans un système à très grande échelle, plusieurs centaines de milliers de serveurs,
le sur-coût de gestion devient rédhibitoire. Il devient impossible d’évaluer et de prédire
l’effet des leviers et de concevoir un plan d’action global.
On se retrouve à avoir un modèle où on ne peut pas gérer tous les leviers à la granu-
larité la plus fine. Il est alors nécessaire d’aller un pas plus loin dans la décentralisation.
Il existe deux pistes relativement compatibles :
— Systèmes hiérarchiques
— Système d’intention
Les systèmes hiérarchiques permettent de prendre la décision à une échelle raison-
nable. On ne prendra la décision que par blocs de serveurs. Cela empêche certaines
optimisations tels que la consolidation de plusieurs machines virtuelles entre les blocs
mais permet de réduire de façon drastique les sur-coûts. Le véritable problème vient
de l’optimisation qui se fait alors de façon non-coordonnée. Par exemple dans le cas
où l’optimisation se fait à budget énergétique limité, il devient nécessaire d’allouer de
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manière arbitraire des quotas d’énergie à chaque sous-partie qui les géreront de manière
semi-indépendante.
Le système d’intention est quand à lui orienté du haut vers le bas. Il s’agit de consi-
dérer que les ordres venant du système de décision ne sont pas de la micro-gestion mais
expriment des directions. Ainsi un ordre pourra être réduire la consommation auquel cer-
tains serveurs répondront en changeant de fréquence et d’autres en tentant de faire de la
consolidation avec leur voisins. Un autre ordre pourrait être de réduire la température
dans une zone et de la laisser monter dans une autre.
L’avenir de ces systèmes de décision sera sûrement un mélange entre des décisions
locales (DVFS ou surchauffe par exemple) avec des coopérations hiérarchiques (pour la
consolidation par exemple) couplés avec des systèmes d’intentions (gestion globale de la
température).
3.4 Conclusion
Dans un monde idéal, l’utilisation de capteurs et de leviers ne serait pas utile. Heu-
reusement le monde réel est plus complexe et ces deux éléments sont à la base de la
gestion et de l’amélioration des centres de calcul.
Il existe plusieurs échelles pour ces deux éléments, de locale à globale. Bien sou-
vent, l’échelon local est juste une passerelle pour un échelon global. Toute récupération
d’information finit sur un serveur central, et toute utilisation de levier vient souvent
du même serveur. Ce serveur a alors une vision précise de l’état du système. Pourtant,
avec l’augmentation en taille des centres de calcul, cette méthodologie semble de moins
en moins raisonnable. Une ébauche de gestion hiérarchique commence à apparaître. Les
fédérations de centres de calcul distribuent la supervision et l’action, et certaines actions
se font uniquement au niveau local (DVFS par exemple).
Pour passer à l’échelle des futurs centres de calcul, une méthode sera sûrement d’al-
ler encore plus loin, potentiellement de proposer différents niveaux où des entités coopé-
rantes travailleront de concert pour récupérer et traiter les informations pertinentes, mais
aussi pour appliquer des intentions peu précises mais avec un impact local spécifique.
Au niveau plus local, des capteurs plus pertinents sont à concevoir. Des capteurs
permettant d’évaluer plus finement les goulets d’étranglement par exemple permettraient
de choisir de manière plus fine les compatibilités entre applications. Dans le paradigme de
virtualisation, on considère que les applications n’interagissent pas. Pourtant du fait des
goulets, la performance d’une machine virtuelle peut être impactée par l’exécution d’une
autre VM. Cette supposition est approximative du fait de l’existence de ces goulets. De
même des mécanismes permettant un apprentissage générique, sans dépendance à priori
de l’infrastructure sont à préciser.
Enfin, une partie importante sur la temporalité est souvent peu prise en compte.
Quelle granularité temporelle de mesure est pertinente, mais surtout est-il nécessaire
que tous les capteurs partagent la même ? Cette problématique est un peu abordée au
niveau des capteurs mais elle l’est très rarement au niveau de la décision où la question
se pose dès que l’on considère une décision distribuée. Mais même dans le cas centralisé
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actuel, des études sur l’impact du temps entre les décisions ou du choix des événements
menant à une décision sont encore manquantes.
57
3.4. Conclusion
58
Chapitre 4
Les outils de l’évaluation de
performance
Donne-moi où je puisse me tenir ferme, et
j’ébranlerai la Terre
Archimède
La modélisation fine et complète d’un centre de calcul est difficile comme nous l’avons
vu dans le chapitre précédent. En plus de la complexité intrinsèque il est nécessaire de
gérer la problématique de l’échelle et ce, sur plusieurs points de vue :
— Nombre de ressources : On est en présence de plusieurs milliers de serveurs ;
— Nombre de leviers : Comme vu précédemment il y a des leviers au niveau matériel,
au niveau logiciel ;
— Point de vue temporel : L’optimisation se fait de manière globale car trouver
l’optimal à chaque instant ne garantit pas de trouver l’optimal global.
On considérera dans la suite que l’on gère un cloud composé de serveurs, et que ces
serveurs seront définis par leur capacité mémoire et processeur. Ce dernier sera capable
de DVFS. Comme vu en [97], on peut ensuite facilement généraliser à n’importe quel
nombre de ressources fluides et rigides. De même les applications, ici modélisées par des
machines virtuelles auront des besoins dans ces deux catégories évoluant au cours du
temps.
De manière classique il existe trois méthodes pour étudier la performance d’un sys-
tème : la résolution exacte, la simulation ou l’expérimentation.
De manière générale, les problèmes de placement de tâches et de configuration de
serveurs sont NP-Complets[97]. La recherche de solution optimale est donc exponentielle
en temps en fonction de la complexité du problème. Cette méthode est donc limitée à
de petites tailles.
Pourtant cette méthode permet dans certains cas atteignables d’avoir des informa-
tions sur le comportement du système, mais aussi sur la qualité des approximations
possibles.
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Vu que les modèles exacts (tels que les modèles linéaires) ne permettent pas de
résoudre complètement ce problème, il est nécessaire de l’attaquer aussi sous les deux
autres angles complémentaires : simulation et expérimentation. Le premier permet de
faire des tests rapidement avec une bonne couverture au prix de la précision du résultat.
Le second permet d’avoir la précision mais demande un temps conséquent.
4.1 Programmation linéaire
Même si il n’est à l’heure actuelle pas connu d’algorithme polynomiaux pour résoudre
les problèmes NP-Complets[40], il existe plusieurs méthodes permettant d’accélérer la
recherche exhaustive. En effet on a une modélisation complète du système ainsi que des
fonctions objectif claires. Il est ainsi possible par exemple de faire des recherches exhaus-
tives dans des arbres de possibilités en utilisant une technique de Branch and Bound[63,
107] ou de modéliser ce problème par une technique de programmation linéaire. Cette
dernière méthode est plus limitée dans son expressivité car elle ne permet pas d’exprimer
tous les problèmes, mais elle présente l’avantage d’être plus efficace. Cette famille d’al-
gorithme a une complexité en pire cas exponentielle mais une complexité polynomiale
en moyenne.
4.1.1 Modélisation directe en programmation linéaire
Modéliser un problème par des techniques de programmation linéaire consiste à pro-
duire un ensemble d’équations affines séparés en deux catégories :
— Des contraintes (sous la forme d’équations ou d’inéquations)
— Un objectif qui est une expression à maximiser ou à minimiser
La limite de cette méthode est de ne pouvoir utiliser que des formulations par équa-
tions linéaires pour la modélisation. Il existe des méthodes pour linéariser des expressions
non-linéaires. Ainsi une méthode classique est de transformer une inéquation non-linéaire
convexe en une série d’inéquations linéaires. Plus la précision recherchée sera grande, plus
le nombre d’équations nécessaires à assurer la linéarisation sera grand lui aussi.
4.1.1.1 Formulation linéaire des contraintes
La formulation linéaire se compose de variables d’états qui décrivent le système et
son état. Ainsi une variable discrète d’allocation des tâches sur les serveurs ejh est à 1
si la tache j est allouée sur la machine h et à 0 sinon. Une variable rationnelle telles que
αjh représente entre 0 et 1 la part des ressources de la machine h allouée à la tâche j.
Le tableau 4.1 montre les notations utilisées dans un cadre de ressources homogènes
(i.e les consommations électriques des serveurs sont individuelles, mais les quantités de
mémoire et les puissances de calcul des processeurs sont identiques).
En utilisant ces variables, on peut alors exprimer les lois présentées en Chapitre 2.
La modélisation des lois de 2.1 à 2.7 explicitent les lois physiques régissant les centres
de calcul.
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Nom Paramètre
d’entrée
Type Description
J oui Entier Nombre de tâches
H oui Entier Nombre d’hôtes total
Cminh oui Rationnel Consommation en watts de l’hôte h lorsqu’il
est inactif mais allumé
Cmaxh oui Rationnel Consommation en watts de l’hôte h lorsqu’il
est chargé à 100%
ejh non Binaire La tâche j est sur l’hôte h
ph non Binaire L’hôte h est allumé (=1) ou éteint (=0)
vj non Binaire La tâche j s’exécute (=1) ou est suspendue (=0)
αjh non Rationnel Fraction de CPU allouée à j sur l’hôte h
rj oui Rationnel Fraction de CPU demandé par la tâche j
mj oui Rationnel Fraction de RAM requis par la tâche j
Table 4.1 – Résumé des notations utilisées pour décrire un centre de calcul en utilisant
une modélisation par équations linéaires.
Le fait qu’une machine soit allumée ou éteinte (loi 2.1) est modélisé par la formule
4.1.
La loi 2.2 qui exprime qu’une VM est allouée sur exactement un et un seul serveur à
un moment donné est modélisée par les formules 4.2. Dans ce cas comme chaque ejh a
pour valeur 0 ou 1 et que la somme pour une tâche de tous ses e vaut 1, alors exactement
un de ces e vaut 1 et tous les autres valent 0. On y retrouve aussi la mise en cohérence
entre α et m qui sont les ressources allouées sur une machine et e qui est la présence
d’une tâche sur une machine. Si e pour une tâche est nul sur un serveur, alors aucune
ressource de ce serveur n’est allouée à cette tâche.
La loi 2.3 qui déclare qu’une VM est soit en train de s’exécuter soit arrêtée est
modélisée par les équations 4.3. Elles déclarent que si une tâche est stoppée (v nul) alors
elle ne consomme aucune ressource.
Les lois complémentaires 2.4 et 2.5 qui lient le fait qu’une tâche ne peut s’exécuter
que sur une machine allumée sont modélisées par les équations 4.4 et 4.5. On remarquera
que ces équations sont simplifiables en équation toujours vraies pour toutes les valeurs de
(j, h) où ejh = 0. En effet elles ne représentent des contraintes pertinentes que lorsqu’on
analyse une machine et une des tâches s’y exécutant.
Enfin, les équations 4.6 et 4.7 modélisent la loi 2.6 respectivement pour les ressources
fluides et les ressources rigides.
La loi 2.7 n’est pas modélisée directement mais par le fait de ne pas avoir un équivalent
à α pour les ressources rigides.
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∀h ph ∈ {0, 1} (4.1)
∀j
∑
h
ejh = 1, ∀j, h ejh ∈ {0, 1}, αjh ≤ ejh,mjh ≤ ejh (4.2)
∀j vj ∈ {0, 1}, ∀h
∑
j
αjh ≤ vj ,
∑
j
mjh ≤ vj (4.3)
∀j, h ph ≤ (1− ejh) + vj (4.4)
∀j, h vj ≤ (1− ejh) + ph (4.5)
∀h
∑
j
αjh/rj ≤ vj (4.6)
∀j
∑
h
mjh ≤ vj (4.7)
Lors d’une collaboration avec Henri Casanova, nous avons étudié[J1] ce jeu d’équa-
tion qui nous a permis d’avoir une solution optimale au problème de l’allocation de VM
dans un cloud, puis de comparer cette solution optimale avec des heuristiques. A partir
de ce jeu de base, il est possible de préciser la modélisation du centre de calcul. Ainsi nous
avons complété[C2] cette modélisation avec les notions temporelles d’allumage et d’ex-
tinction de serveurs ce qui a montré que pour faire une optimisation globale il ne suffisait
pas de faire des optimisations locale puis de migrer entre deux placements optimaux.
Nous avons aussi étudié[D1] la modélisation linéaire du système de refroidissement des
armoires de serveurs et montré qu’en tenant compte de la hiérarchie du système de re-
froidissement il était possible de réduire sa consommation électrique de 11% sans impact
sur la performance.
Il existe plusieurs méthodes pour prendre en compte la temporalité et donc pouvoir
gérer les migrations, allumages et extinctions des noeuds.
Une première méthode de modélisation consiste à considérer qu’il existe un nombre
borné d’évènements (allumage, extinction, migration, changement d’états) et qu’il existe
ainsi un ensemble d’équations et de variable représentant ces changements. Cette mé-
thode permet de gérer un temps continu, mais complexifie fortement l’écriture des équa-
tions linéaires.
Une seconde méthode consiste à rajouter trois éléments :
— Rendre le temps discret
— Indicer toutes les variables par le temps
— Rajouter des équations de cohérence temporelles.
Le problème de cette méthode est qu’elle force à discrétiser le temps et à exprimer toutes
les opérations (exécution, migration, allumage,...) en nombre de pas de temps.
Le premier élément est relativement simple, il s’agit ici de faire en sorte que chaque
variable soit aussi indicée par le temps. Par exemple, ejh qui représente la présence de
la tâche j sur l’hôte h deviendra etjh. Les équations de placement présentées ci-dessus
reste alors valables pour chaque t
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Le second force à manipuler des variables avec des t différents. Par exemple un hôte
h est allumé au temps t si il était allumé ou en train de s’allumer au temps t− 1 :
pth ≥ pt−1h + allumaget−1h (4.8)
De même si on considère que l’allumage prend exactement un pas de temps :
allumageth + allumaget+1h ≤ 1 (4.9)
4.1.1.2 Formulation linéaire des objectifs
Les trois cas les plus simples sont lorsqu’on considère uniquement la performance et
l’énergie. On peut choisir entre les objectifs suivants :
1. Borne sur la puissance maximale et maximisation de la performance minimale
2. Borne sur la performance minimale et minimisation puissance
3. Compromis : minimiser pour un certain λ l’équation suivante : λPerformance+
(1− λ)(1− Puissancenorm)
On considère la performance comme étant le ratio entre les ressources demandées et
les ressources allouées. Cette caractéristique est naturellement normalisée. Pour que le
compromis soit équilibré, il faut aussi normaliser la puissance.
La difficulté du choix de la formulation des objectifs est générale et ne découle pas de
la nature linéaire de la modélisation. Dans les trois cas, il est difficile de fixer les valeurs
arbitraires des seuils ou du lambda. Dans tous les cas, il s’agit d’explorer une partie du
front de Pareto comme montré sur la figure 4.1. On défini le front de Pareto[79] comme
l’ensemble des solutions pour lesquelles il n’existe aucune autre solution possible qui soit
meilleure pour toutes les métriques. Ces solutions sont non dominées.
Dans [J9] nous avons proposé une méthode floue pour gérer de manière non arbitraire
les méthodes bornées (i.e. les cas 1. et 2. ci-dessus). Il s’agit de trouver l’optimal pour
une métrique particulière puis de fixer comme seuil pour cette métrique X% et optimiser
sur l’autre objectif. Dans l’exemple de la figure 4.1 la solution choisie est la verte car
une fois la contrainte sur la valeur de l’objectif 1 imposé, c’est la meilleure valeur pour
l’objectif 2. Il s’agit toujours de fixer de manière arbitraire le coefficient de dégradation,
mais il ne s’agit plus de fixer une valeur dépendante du problème pour un administrateur.
Une étude plus complète des métriques multi-objectifs sera abordée dans la section 5.3.2.
4.1.2 Complexité temporelle
Le principal problème des méthodes exactes est le temps nécessaire à trouver un
état optimal. En effet, le problème est NP-difficile comme la majorité des problèmes
d’allocations de ressources[97]. Il est trivial de le prouver grâce à une réduction au
problème du bin-packing.
Un des problèmes vient du fait du très grand nombre de variables et d’équations. En
effet, on a un nombre d’équations et de variables de l’ordre de grandeur de J ×H.
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Figure 4.1 – Dans le cas multi-objectifs ils n’existe pas de solution optimale simple.
Tous les cercles sont ici des solutions. Le front de Pareto représente toutes les solutions
étant les meilleures, i.e. non dominées (en gras). La valeur rouge (resp. bleue) est la
meilleure pour l’objectif 1 (resp. 2). En fonction du compromis entre les deux objectifs,
toutes les valeurs du front de Pareto peuvent être choisies, par exemple la verte.
Dans le cas simple d’un placement statique (où il n’y a pas de considérations ther-
miques ni aucune évolution du système), nous arrivons à gérer un cas de 6 hôtes et 16
tâches avec un temps de calcul de l’ordre de 3 minutes[J1] en utilisant GLPK[67] sur un
AMD Opteron 248 2.2GHz.
Lors du passage au temps, une méthode consiste à discrétiser le temps et à rajouter
un indice pour chaque variable pour donner sa valeur en fonction du temps. Si on a
v variables pour le problème statique et p pas de temps, on aura ainsi v × p variables
résultantes. Il est aussi nécessaire de rajouter les équations de cohérence temporelle qui
rajoutent elles aussi des variables supplémentaires.
Pour pouvoir étudier des cas plus réalistes, une des méthodes consiste à relâcher la
contrainte entière. Cela permet d’utiliser des méthodes telles que l’algorithme du simplex
à variables rationnelles qui est en pratique polynomial en fonction du nombre de variables
et d’équations même si il est exponentiel dans le pire cas[94]. Le solveur utilise les mêmes
équations, mais en autorisant les variables entières à avoir des valeurs rationnelles. On
aboutit à une solution approchée qui est non réaliste. Dans ce genre de solutions, on a
par exemple une tâche à moitié sur un serveur et à moitié sur un autre. Dans un système
à très grande échelle (grand nombre de tâche par hôte) on se rapproche de l’optimal.
Une machine avec une demi-tâche a plus d’importance relative qu’une machine avec dix
tâches entières et une demi. Dans tous les cas, cette méthode est plus rapide et donne
une borne inférieure à la solution optimale qui permet d’évaluer à gros grain la qualité
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d’heuristiques. Toujours avec notre modélisation[J1] nous traitons le placement de 192
tâches sur 64 machines en une vingtaine de secondes. Pour comparaison, des heuristiques
classiques de type best-fit prennent de l’ordre de la milliseconde dans ce cas.
En allant plus loin, en partant du modèle des tâches et machines et en les agrégeant il
est même possible d’avoir des évaluations en temps constant, en groupant les tâches par
catégories. Il s’agit de considérer les équations de tâches comme étant des équations
de particules. Par un passage micro-meso il est alors possible d’avoir des équations
globales indépendantes du nombre de tâches, comme pour un fluide dont on obtient
l’équation d’écoulement sans connaître le comportement de chaque molécule. Dans [C7]
nous avons montré qu’à grande échelle le comportement entre une simulation précise
et une simulation fluide sont semblables malgré des temps de traitement diminués de
plusieurs ordres de grandeurs pour la seconde méthode.
Une autre méthode de résolution approchée consiste à fixer certaines dimensions du
problème (allumage des hôtes) pour faire une première optimisation, puis à fixer une
autre dimension (fréquence des processeurs) et ainsi à itérer sur un sous-problème. On
trouvera ainsi une solution approchée qui peut être un minimum local, mais avec un
nombre de variables à optimiser à chaque instant bien plus faible.
4.1.3 Domaine d’application
D’un point de vue performance pure, il est impossible d’utiliser la programmation
linéaire directement pour résoudre des problèmes réalistes de gestion de centre de calcul.
Le relâchement des solutions entières permet de donner une borne à la solution
optimale. Plus le problème est grand, plus cette borne est proche de l’optimal. Cette
méthode permet de tester des heuristiques et n’a pas vocation à être utilisée dans un
cadre réel.
La méthode itérative de résolution par fixation de variable permet elle de trouver
un minimum local. Cette solution sera donc moins bonne que l’optimale. Elle présente
l’avantage de pouvoir être mise en place dans un centre de calcul réel et a un rôle plus
classique d’heuristique.
Au delà de la performance pure, la formalisation linéaire du problème permet d’avoir
un formalisme dans lequel on modélise le système dans son ensemble. On peut l’utiliser
pour de la vérification d’autres mécanismes. Ainsi on peut l’utiliser comme formalisme
commun pour tester les solutions de plusieurs heuristiques et les comparer.
4.2 Simulation
Il existe un grand nombre de simulateurs de centres de calcul. Les deux principaux
sont SimGrid[22] et CloudSim[21]. Le premier a l’avantage de la précision de simulation
et sa communauté très active, le second a l’avantage de la diffusion et de la facilité de
rajouter des possibilités par des greffons. SimGrid vise expressément la simulation de
centre de calcul orientés HPC. CloudSim est une nouvelle version de GridSim qui a la
même optique de SimGrid. En plus de ces deux simulateurs il existe un grand nombre de
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Simulateur Avantage Inconvénient
PeerSim [73] Décentralisé Pas de modèle de réseau, ni de
virtualisation, documentation
faible
GridSim [20] Réseau, grille, tâches, res-
sources modélisées, bonne do-
cumentation
Pas de modèle de l’énergie, ni
de la virtualisation
CloudSim [21] Modèle de l’énergie, hérite de
GridSim, gestion des VM
Gère seulement l’énergie pour
l’implication monétaire
PlanetSim [42] Décentralisé Pas de métriques ni de modèle
du réseau
SimGrid [22] Passage à l’échelle, modèle ré-
seau, métriques
Pas de modèle de l’énergie, du
DVFS ou de la virtualisation
Dcworm [60] Passage à l’échelle, modèle ré-
seau, métriques, facile d’accès
Pas de modèle de l’énergie,
documentation légère, ordon-
nanceur centralisé
MagateSimulator
[54]
Passage à l’échelle, modèle
réseau, métriques, ordonnan-
ceur décentralisé
Pas de modèle de l’énergie,
documentation légère,
Alea 3 [58] Passage à l’échelle, modèle ré-
seau, métriques
Pas de modèle de l’énergie,
documentation légère, ordon-
nanceur centralisé
Table 4.2 – Comparatif des simulateurs de centre de calcul au début de nos travaux
vers 2010.
simulateurs dédiés à certaines caractéristiques tels que NS/3 pour le réseau, HydraSim
que nous avons développé pour les centres de calcul hybrides CPU/GPU ou RenewSim
que nous développons à l’heure actuelle et qui s’intéresse plus particulièrement aux
centres de calcul fonctionnant à l’énergie solaire et renouvelable en général.
4.2.1 État des lieux des simulateurs existants
Une grande difficulté pour l’étude tenant compte de l’énergie des centres de calcul
est la nécessité d’intégrer les modèles décrits dans le chapitre 2.
Le tableau 4.2 montre les caractéristiques (positives et négatives) des simulateurs
existants. Il illustre la complexité de la situation.
De manière générale il n’existe pas de simulateur largement utilisé permettant de
simuler un centre de calcul en prenant en compte tous les leviers (migration, allumage,
extinction, DVFS), en récupérant des informations énergétique précises (puissance et
énergie consommées par tâche ou VM) et facile d’utilisation pour tester des configura-
tions multi-sites ou enfin des effets complexes tels que les effets thermiques.
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4.2.2 Amélioration des simulateurs
Dans les différents travaux que nous avons effectués, nous avons soit développé des
simulateurs ad-hoc pour des cas particuliers (simulateur hybrid CPU-GPU HydraSim,
simulateur de proportionalité de centre de calcul[C4, J11], simulateur de centre de cal-
cul alimenté par panneaux solaires RenewSim) soit nous avons dans le cadre de colla-
borations participé à l’écriture de greffons pour combler les manques des simulateurs
existants.
Nous avons principalement utilisé comme base CloudSim et DCWorms. Le second
dérivant du premier dans ses versions antérieures a gardé une bonne extensibilité grâce
au système de greffons.
Les différents greffons que nous avons développés sont les suivants :
Puissance Dans l’ensemble de nos travaux, afin de pouvoir évaluer les différents
algorithmes, nous avons du en premier ajouter[D3, D4] les modèles de puissance
ainsi que la métrique énergétique.
Machines Virtuelles Le second modèle nécessaire a été la gestion fine des machines
virtuelles[D3, D4], en tenant compte de la sur-réservation de ressources et du
ralentissement afférent mais aussi de l’hétérogénéité des architectures[J11] pour
gérer aussi bien des architectures x86 que ARM en tenant compte des migrations
entres les deux.
DVFS Le dernier ajout[J7] d’un point de vue de la puissance de calcul est le DVFS.
En effet un des points différenciants entre Grilles et Cloud et la charge des ma-
chines qui ne sont pas soit saturées soit arrêtées pour ce second type de système.
Pour avoir une évaluation réaliste et fine, nous avons implémenté dans CloudSim
un plugin de gestion de gouverneur. Nous y avons implémenté les quatres gouver-
neurs classiques que l’on trouve dans le monde Linux : Performance, PowerSave,
OnDemand, Conservative.
Thermique Dans le cadre du projet CoolEmAll, nous avons montré que la problé-
matique thermique était importante[J9] car en tenant compte de la production de
chaleur des serveurs dans la gestion des VMs il est possible d’en réduire la tem-
pérature maximale sans impact sur la performance des VMs ni la consommation
électrique, ce qui permet de réduire la consommation énergétique du système de
refroidissement. En fonction de la charge d’une machine, mais aussi de son mode
et de sa position, nous avons développé[J12, J9] un greffon d’évaluation de la
température des processeurs pour DCWorms. En effet, en fonction de la position
d’une machine, la chaleur produite par celle ci va chauffer plus ou moins d’autres
machines. Tenir compte de ce phénomène permet d’évaluer plus finement des al-
gorithmes tentant de réduire la température maximum des machines, ce qui a
un impact à la fois sur leurs courant de fuite (voir section 2.3.1) mais aussi sur
l’infrastructure de refroidissement.
Multi-Cloud Plusieurs simulateurs basés sur GridSim sont capables de gérer des
grilles multi-sites, et CloudSim basé lui aussi sur GridSim permet de gérer un
site de Cloud. Nous avons donc fusionné[C19] la couche multi-site du simulateur
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MagateSim[54] avec la gestion de machines virtuelles de CloudSim afin de pouvoir
étudier les fédérations de centres de calcul (voir Section 6.1).
Métriques Enfin, la majorité des simulateurs venant du monde des grilles donnaient
principalement comme métriques un temps total d’éxécution. Nous avons rajouté
dans CloudSim d’autres métriques de QoS[J8] telles que la puissance, le dyna-
misme, la satisfaction des VMs ainsi que la robustesse. Dans le cadre du projet
CoolEmAll, nous avons participé à l’élaboration et à la définition des métriques
présentées en table 2.1 et à leur implémentation dans DCWorms[60].
4.2.2.1 Ajout du DVFS
La majorité des simulateurs existants sont basés sur des simulateurs de grilles de
calcul comme SimGrid ou GridSim.
Dans une grille de calcul, les tâches sont le plus souvent seules sur leurs ressources
(coeurs ou processeurs) et les utilisent à 100%. Ces simulateurs ont donc une vision
simple de chaque ressource : utilisée ou libre.
Dans un centre de calcul la situation est plus compliquée. Il devient nécessaire de
gérer plusieurs tâches sur chaque élément, chacune de ces tâches ne prenant qu’une
fraction des ressources. De plus à un instant donné une ressource peut n’être utilisée
qu’en partie.
C’est en utilisant cette caractéristique qu’il devient intéressant de faire de la conso-
lidation, i.e. de rassembler plusieurs tâches sur une seule machine. Mais pour évaluer
les véritables gains obtenus grâce à cette méthode il est nécessaire de savoir combien
consommerait une machine peu chargée, et ce de manière réaliste. Comme nous l’avons
vu en 2.2 le DVFS permet d’adapter la puissance consommée en fonction de la charge. Il
est donc nécessaire que les simulateurs tiennent compte de ces changements de fréquence
afin de comparer différentes méthodes.
Durant notre collaboration avec l’équipe de Rajkumar Buyya, professeur à l’Uni-
versité de Melbourne en Australie, qui développe CloudSim nous y avons intégré et
évalué[J7] le DVFS ainsi que les modèles énergétiques liés.
La figure 4.2 montre une simulation d’une charge simple de type montée en charge
puis descente. Même avec un comportement de charge simple, un serveur moderne uti-
lisant le DVFS classique ondemand a un comportement complexe.
La figure 4.3 montre une charge plus réaliste ainsi que la comparaison entre simulation
et expérimentation (figure 4.4) pour le même gouverneur ondemand.
La difficulté d’implémentation du DVFS vient du changement à apporter au temps
nécessaire à effectuer les tâches. Dans un simulateur classique, lorsqu’une tâche com-
mence, en interne le simulateur prédit sa fin et ajoute un événement à cet instant. Dans
le cas du DVFS, l’instant de cet événement de fin peut changer en fonction des change-
ments de fréquence du processeur.
En plus de ce recalage temporel il est aussi nécessaire d’évaluer la consommation
électrique en fonction du mode.
D’un point de vue utilisation, on obtient quelque chose de très précis mais au prix
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Figure 4.2 – Simulation d’une charge variable (en vert). Le simulateur utilise le gou-
verneur ondemand pour gérer la fréquence (en bleu). La simulation du pourcentage
processeur utilisé (en rouge) dépend de la charge et de la fréquence.
Figure 4.3 – Charge complexe pour
illustrer le DVFS dans le cas où la fré-
quence est fixée au maximum.
Figure 4.4 – Comparaison entre simu-
lation et expérimentation du gouver-
neur ondemand avec la charge de la fi-
gure 4.3.
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de la lenteur de la simulation. En effet il devient nécessaire de passer outre l’hypothèse
simplificatrice des simulateurs classiques, qui est de se concentrer uniquement sur le
début et la fin des tâches. Dans un cadre de cloud les tâches et leurs besoins évoluent
au cours du temps, et il devient plus difficile de faire de grand sauts en avant lors de
la simulation. On passe ainsi presque d’une simulation événementielle à une simulation
temporelle.
Cette capacité des simulateurs nous a par exemple permis d’évaluer des algorithmes
classiques de sélection de “fréquence optimale” à base de diagrammes temporels et de
les comparer avec des gouverneurs. Nous verrons en Section 6.2.1 que ces ajouts nous
ont permis de comparer la méthode optimale avec les gouverneurs classiques.
4.2.3 Les simulateurs ad-hoc
Nous venons de voir que la problématique des simulateurs génériques est vaste et
complexe. Pour avoir un résultat fin il est nécessaire de tenir compte de beaucoup d’élé-
ments qui ont un grand coût d’utilisation. Pour certaines études précises il peut être
intéressant d’implémenter un simulateur ad-hoc qui aura un coût d’utilisation très faible
au prix d’une expressivité elle aussi très faible.
L’objectif de ces simulateurs ad-hoc est alors différent. Il n’est plus d’avoir une vi-
sion la plus précise possible d’un phénomène, mais d’avoir une évaluation d’une borne
sur l’optimal. Comme dans [J1] en relâchant la contrainte entière sur les méthodes de
résolution d’équations linéaire il était possible d’obtenir une borne inatteignable mais
permettant d’avoir un positionnement d’heuristique par rapport à l’optimal, en utilisant
des simulateurs ad-hoc on peut rapidement évaluer un système idéalisé.
Le simulateur HydraSim 1 avait pour objectif d’évaluer des algorithmes de gestion de
centres de calcul hybrides CPU/GPU.
Le simulateur[C4] d’architecture hétérogènes avait pour but d’évaluer l’intérêt d’uti-
liser des architectures très hétérogènes pour atteindre un centre de calcul proportionnel
tel que décrit en début du chapitre 3.
Enfin, le simulateur RenewSim, en cours de développement dans la thèse d’Inès, a
pour but de co-simuler des centres de calcul, des systèmes de stockage et de production
électrique principalement renouvelable. Le but de ce simulateur étant d’avoir des modèles
d’une complexité cohérente entre les différents systèmes, il nous a semblé préférable
d’adopter une architecture modulaire, en prévoyant de pouvoir plus tard remplacer la
partie simulation de centre de calcul par un simulateur “classique”.
Dans la pratique ces simulateurs ont été très rapides à développer et ont permis
de vérifier que les sujets étaient effectivement intéressants. La problématique la plus
importante concerne alors l’évolution de ces simulateurs. Comme dans beaucoup de jeux
de sociétés[24, 2, 45], l’important est de trouver le point de bascule.
Dans [C4], le simulateur est capable de prendre une charge web et d’en déduire
la consommation électrique d’un centre de calcul fortement hétérogène (Raspberry Pi,
Intel Atom, Intel I7). Les coûts d’allumage, extinction, migration sont ignorés. Seul le
1. http://sourceforge.net/projects/hydrasim/
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Figure 4.5 – Architecture de la plate-
forme de cloud CloudMip
Figure 4.6 – Recs : Serveur haute den-
sité contenant jusqu’à 18 modules
modèle de puissance en fonction de la charge est précis. Pourtant cette étude a permis
de montrer qu’un centre de calcul fortement hétérogène permet d’atteindre une certaine
proportionnalité.
Dans [J11], nous avons étendu ce simulateur pour prendre en compte l’énergie né-
cessaire à allumer et éteindre les serveurs. Grâce à cette précision accrue du simulateur
il nous est possible de mettre en relation la dynamique de la charge (qui est forte dans
l’exemple présenté dans l’article) avec les constantes de temps d’allumage et d’extinction
des serveurs.
Pourtant, nous avons choisi de ne pas rajouter des éléments de contention lors des
transferts réseau liés aux migration de VMs, ou de gérer précisément chaque événement
(arrivée/traitement d’une requête). En effet, rajouter trop d’éléments nous forcerait à
transformer ce simulateur ad-hoc en simulateur générique et donc à ré-implémenter ce
qui existe déjà et qui a été présenté en section précédente.
La problématique devient d’être capable d’évaluer la perte de précision, le gain
d’expérimentation et de développement. La situation est semblable lors du choix entre
plate-forme d’expérimentation réelle et simulation. La méthode que nous suivons habi-
tuellement dans l’utilisation des simulateurs ad-hocs est de passer à la validation sur
plate-forme réelle à des fins de validation.
4.3 Les plate-formes
De manière générale, au delà de la simulation il est nécessaire de valider grâce à des
expérimentations réelles. Dans le cadre de ces recherches, j’ai pu avoir accès à plusieurs
infrastructures matérielles, chacune avec sa personnalité propre.
Grid’5000 2. L’infrastructure la plus connue (voir Section 1.3.2). Grid’5000[14] a
l’avantage de l’échelle mais aussi de pouvoir être reconfigurée à tous les niveaux
pour s’adapter à l’expérience.
2. https://www.grid5000.fr
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CloudMip 3. Il s’agit d’un ensemble de 32 lames capables d’accueillir 256 machines
virtuelles et géré par l’IRIT (Figure 4.5). Il s’agit d’un environnement proche
d’une plate-forme de production. Même si les machines virtuelles contiennent du
code académique, CloudMip permet de faire des tests in-situ.
RECS . La plateforme la plus expérimentale. Il s’agit d’un serveur haute densité
(1U, moins de 5cm de haut). Un RECS[9] peut recevoir jusqu’à 18 modules indé-
pendants. Dans notre cas le panachage de modules est montré en Figure 4.6. Il
permet très facilement de faire des tests de systèmes très hétérogènes et dont les
éléments ont des impacts les uns sur les autres.
4.3.1 Intergiciel
Chaque infrastructure physique est gérée par un intergiciel. Ce dernier gère les tâches
(démarrage, migration,...) ainsi que l’état de chaque élément de l’infrastructure physique
(machines allumées, éteintes) et gère aussi la supervision.
Grid’5000 utilise OAR[C3] avec un grand nombre d’outils supplémentaires tels que
kwapi[88] qui permettent d’obtenir en temps réel la consommation électrique des ma-
chines sur les sites qui en sont capables. CloudMip utilise comme intergiciel de gestion
de cloud OpenNebula[39] et depuis peu est passé à OpenStack[78].
Mais ces intergiciels ne sont pas doués d’intelligence. Les algorithmes utilisés pour
décider où lancer les tâches ou machines virtuelles sont souvent de simples First-Fit.
Une tâche sera lancée sur le premier serveur libre. Une des rares possibilités est celle de
OAR qui est capable, lorsque des serveurs ne sont pas utilisés pendant longtemps, de les
éteindre.
Dans le projet GreenNet[C5] puis dans le projet CoolEmAll[J2] nous avons décrit
comment dans un système réel l’intergiciel devrait adapter le système en fonction de la
surveillance de ce dernier. Le principe de base est celui de la boucle de rétroaction décrite
en Section 1.2.3 et montrée en figure 4.7 plus précisément dans le cas de Green-Net.
Enfin, lors de la thèse de Landry[26], nous avons développé MREEF (Multi-Resource
Energy Efficient Framework[J10]) qui est un intergiciel d’optimisation énérgétique. Il
fonctionne sur le principe d’une boucle autonome (voir Section 1.2.3). Il gère uniquement
les tâches une fois qu’elles sont en train de s’exécuter localement sur les serveurs. Il
est donc complémentaire des intergiciels plus classiques que sont OAR, OpenStack, et
OpenNebula.
4.3.2 Limites des expérimentations
Plusieurs difficultés limitent l’utilisation d’expériences réelles.
La première est le temps nécessaire à faire une expérimentation. Au delà de la dif-
ficulté de déployer cette expérimentation, le temps passe en 1 pour 1. En simulation, il
est possible d’aller plusieurs ordres de grandeur plus vite.
3. http://cloudmip.univ-tlse3.fr
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Figure 4.7 – Dans le projet Green-Net le système de décision prends des ordres informés
des utilisateurs, récupère des informations de la plate-forme et utilise ces données pour
atteindre les objectifs des utilisateurs
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Figure 4.8 – Répartition de l’énergie
de 100 exécutions identiques de FT
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Figure 4.9 – Répartition du makespan
de 100 exécutions identiques de FT
Mais cet écueil est renforcé par les problèmes de reproductibilité. Par exemple, lors
d’une expérience (qui devrait être) simple de l’exécution d’une transformée de Fourrier
sur 4 serveurs les mesures de temps et d’énergie consommées ont une forte variabilité
alors que l’ensemble des 100 expériences ont été réalisées sur les mêmes serveurs.
Les Figures 4.8 et 4.9 montrent la répartition respectivement de l’énergie et du temps
d’exécution. Pour l’énergie on a une moyenne de 170kJ avec un écart type de 3.3kJ . Pour
le temps on a respectivement 168s et 3.2s. Une analyse rapide des données donnerait
l’impression qu’il y a un corrélation forte entre l’énergie et le temps.
Pourtant l’étude de la corrélation entre ces variables est complexe. Comme le montre
la figure 4.10, pour un même temps (par exemple 167s) on a des énergies assez différentes
(4kJ, de 167kJ à 171kJ) et ce, sans même tenir compte des évènements anormaux (une
expérience a mis 193s et consommé 196kJ).
Pour obtenir une validité statistique suffisante, il a été nécessaire d’exécuter cette
73
4.4. Conclusion
 162
 164
 166
 168
 170
 172
 174
 164  166  168  170  172  174  176
Te
m
ps
 (s
)
Energie (kJ)
Transformée de fourrier
Figure 4.10 – Relation entre temps et énergie totale. La donnée aberrante visible sur
les figures 4.9 et 4.8 a été enlevé pour améliorer la visibilité
expérience 100 fois ce qui rallonge d’autant le temps nécessaire à faire aboutir les expé-
rimentations et les rends plus difficile à reproduire.
De manière plus générale, mesurer finement est problématique. Lors de la thèse de
Léandro[D2] nous avons par exemple dû modéliser le comportement des wattmètres de
façon à obtenir des séries temporelles de mesures de puissances électrique qui puissent
être corrélées avec des séries de mesures de charges sur les serveurs par exemple. Plusieurs
phénomènes existent : latence variable de la suite de mesure, latence variable entre les
mesures, valeurs renvoyées en fait non mesurées,...
4.4 Conclusion
De manière assez classique, pour étudier de manière complète un problème il est
nécessaire d’utiliser des outils de trois types : Modélisation mathématique, simulation et
expérimentation.
Dans le cadre grande échelle dans laquelle nous nous plaçons, il est nécessaire de faire
des relaxations pour la modélisation mathématique, le coût de résolution exacte étant
trop grand.
Pour la simulation, au début de ces recherches, les simulateurs de centre de calcul
avaient des capacités très disparates. Toute une série de travaux, dont les notres, ont
permis de rendre ces outils plus adaptés au contraintes de la virtualisation, mais aussi
de l’énergie et des leviers matériels.
Enfin, la partie expérimentale souffre de l’utilisation de matériel dédiés à d’autres
usages. Dans les centres de calcul, les wattmètres servaient historiquement à détecter
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des défaillances, et donc avaient une granularité temporelle de l’ordre de la minute, et
une précision de quelques watts. Pour comprendre l’impact de décisions, il est néces-
saire d’avoir une meilleure précision de plusieurs ordres de grandeurs pour ces deux
granularités. Enfin, il faut remarquer qu’il ne nous a pas été possible de mener des ex-
périmentation en sites de production, ni même d’avoir des données provenant de ce type
de sites. L’augmentation de l’intérêt pour la recherche en économie d’énergie pour les
centres de calcul devrait à terme permettre plus facilement de faire des expérimentations
sur sites réels.
Une erreur communément commise consiste à lier directement économie d’énergie et
performance. En effet, augmenter la performance d’une application permet souvent de
faire des gains énergétiques. Pourtant, comme l’a montré la variabilité de la consomma-
tion énergétique d’applications ayant le même temps, à petite échelle ces deux métriques
ne sont pas aussi simplement liées.
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Chapitre 5
Résolution approchée par
heuristiques
La vie est vraiment simple, mais nous insistons à la
rendre compliquée
Confucius
Le problème principal que l’on étudie est le problème du positionnement au cours du
temps des machines virtuelles. En effet, les autres leviers en découlent. Si on ne place
aucune machine virtuelle sur un serveur, il est possible de l’éteindre. Si les VMs placées
sur un serveur ne consomment pas toutes ses ressources de calcul ou de réseau, le DVFS
ou l’ALR sont utilisables.
Comme décrit précédemment, on va séparer en deux étapes ce verrou scientifique
complexe :
— Le placement initial des VMs
— La temporalité
5.1 Les heuristiques classiques de placement
Le point clé des différents algorithmes est de pré-trier les éléments à considérer pour
réduire le coût de recherche de solutions et ne pas être exponentiel comme dans le cas
de la recherche exhaustive.
Les grandes catégories sont les algorithmes :
— Gloutons First Fit, Best Fit, Round Robin, Aléatoire
— VectorPacking Ce bin-packing multi-dimension permet de gérer les différentes
ressources de manière plus efficace
— Algorithme génétique
Dans tous les cas, on considère avoir deux listes : les tâches et les serveurs.
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5.1.1 Algorithmes Gloutons
Il s’agit simplement de parcourir la liste des tâches et de trouver pour chacune un ser-
veur pour la recevoir. La caractéristique principale est de ne jamais remettre en question
les allocations précédentes. Dans ces algorithmes, on va considérer avoir une liste triée
de serveurs lorsque ces derniers sont hétérogènes. Il s’agira souvent d’un tri en fonction
de leur efficacité énergétique dans notre contexte. Nous verrons dans la section 5.3.1 que
le tri des tâches est important par rapport à la qualité des placements.
Aléatoire Pour chaque tâche, on tire aléatoirement un serveur et on y alloue la tâche
si il y a assez de place. Cet algorithme sert surtout à avoir une référence de comparaison.
FirstFit Pour chaque tâche, on parcourt la liste des serveurs et on alloue au premier
possédant assez de place. Cet algorithme a l’avantage d’être rapide et de laisser un peu
de ressources libres sur les serveurs. En revanche il n’est pas très bon pour consolider les
tâches sur un faible nombre de serveurs et donc consommer peu d’énergie.
RoundRobin Pour chaque tâche, on cherche un serveur où le nombre de tâches est
minimal. Cet algorithme est assez bon pour résister à des fautes de serveurs car dans ce
cas là, peu de tâches vont êtres impactées. En échange sa consommation électrique est
la plus forte car il allume un nombre maximal de machines.
BestFit Pour chaque tâche, on cherche un serveur où les ressources restantes après
allocation sera minimale. Cet algorithme donne une très bonne consolidation et sera
donc très efficace d’un point de vue consommation électrique. Par contre, dans un cas
où les tâches sont dynamiques, elles auront du mal à obtenir plus de ressources.
Ces algorithmes sont fortement étudiés dans la littérature et ont un comportement
prévisible. Ainsi la complexité temporelle est de O(J ×H)
On peut voir sur la figure 5.1 l’importance du placement. Cette figure montre les
différents algorithmes en considérant que les deux ressources sont rigides pour simplifier.
Les best-fit et fist-fit avec besoin processeurs fluides auraient placés les tâches 1, 3 et 4
sur la machine 1, et la tâche 2 seule sur la machine 2. La charge processeur demandée
aurait alors été de 110% sur la machine 1 et ses tâches auraient alors été ralenties.
Les deux tris que nous allons utiliser sont par besoins en processeur décroissant et
par besoin en mémoire décroissant. Une explication de l’importance et de l’impact des
tris se trouve en section 5.3.1.
5.1.2 Algorithmes de VectorPacking
Le vector packing est un cas particulier du problème du bin-packing qui consiste à
trouver un arrangement d’articles pour occuper un minimum de boites. Le vector packing
est la généralisation à plusieurs dimensions de ce problème. Ici les boîtes sont les serveurs
et les articles sont les tâches.
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Figure 5.1 – Exemple de placement sur des machines identiques pour les algorithmes
gloutons en considérant que les besoins mémoire et processeurs sont rigides.
Nous utilisons (par abus de langage) le terme de vector packing pour l’algorithme
décrit ci dessous de par la multi-dimentionalité nécessaire : ressources rigides (mémoire)
et fluides (processeur). Le but de réduire au maximum le nombre de boites est lié au fait
que l’on va essayer d’éteindre un maximum de serveurs pour économiser de l’énergie.
Notre vector packing[J1] consiste en un algorithme glouton qui choisit pour chaque
tâche un noeud ayant les caractéristiques suivantes :
— Le serveur est attractif, ie efficace d’un point de vue énergétique ;
— Rajouter la tâche ne mènerait pas à une surcharge ;
— Le serveur est déjà allumé et exécute déjà au moins une tâche ;
— La tâche rétablit l’équilibre dans les ressources.
Dans ces travaux, l’idée sera de généraliser les algorithmes gloutons classiques, en
triant les tâches en fonction de chacune de leurs ressources. Dans notre cas, une liste
triera les tâches en fonction de leur besoin mémoire, une autre en fonction de leur besoin
processeur. Pour chaque machine, on va alors tenter de l’équilibrer, prenant dans la liste
mémoire si les tâches qui lui sont allouées ont plus de besoins en calcul qu’en mémoire, ou
dans l’autre liste dans l’autre cas. La figure 5.1 montre un exemple de ce placement qui
est beaucoup plus efficace[J1] d’un point de vue énergétique que les autres algorithmes
gloutons.
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Figure 5.2 – Un chromosome est composé de gènes. Chaque gène représente le numéro
du serveur sur lequel est alloué une machine virtuelle. Dans cet exemple, la VM n◦2 est
allouée sur le serveur M3
5.1.3 Algorithme génétique
Un algorithme génétique[72] est une meta-heuristique d’optimisation se calquant sur
le principe de l’évolution des êtres vivants. Les générations d’êtres vivants vont croiser
leurs patrimoines génétiques afin, par sélection naturelle, de produire des individus les
plus efficaces possibles. De même les algorithmes génétiques vont manipuler un grand
nombre d’individus (des placements dans notre cas) appelés chromosomes, les croiser et
les faire muter en ne gardant que les meilleurs sur plusieurs générations.
Un algorithme génétique (Algorithme 1) va avoir besoin des éléments suivants :
— Une population initiale de chromosomes
— Des opérateurs de génération de chromosomes (croisement, mutation)
— Une fonction d’évaluation (fitness)
Algorithm 1 Algorithme génétique
1: Pop=Initial Population(N)
2: while NbIteration ≤ MaxIteration do
3: Pop = Pop ∪ {mut(x) | x ∈ Pop} ∪ {Croisement(x, y) | x, y ∈ Pop2}
4: Pop = Pop.bestfitness(N)
5: end while
Les algorithmes génétiques permettent d’explorer des espaces de solution, d’une ma-
nière un peu différente des algorithmes de recuits simulés. La différence est que les
algorithmes génétiques permettent de chercher en parallèle autour de plusieurs solu-
tions pour les améliorer, et potentiellement lorsque les solutions comportent des parties
indépendantes de les croiser pour obtenir des solutions plus efficaces.
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Figure 5.3 – Opération de croisement entre deux allocations de machines virtuelles
D’un point de vue modélisation, on va représenter un chromosome comme une suite
de gènes, chacun étant la position d’une machine virtuelle sur une machine physique
(Figure 5.2).
L’opération de mutation consiste à changer pour une des machines virtuelle sa des-
tination.
L’opération de croisement (Figure 5.3) consiste à prendre une sous-partie de l’allo-
cation d’un des deux chromosomes et à l’utiliser pour remplacer l’allocation des mêmes
machines virtuelles dans l’autre chromosome.
La fonction de fitness est composée de deux parties. Une première partie consiste
à vérifier que l’allocation est réaliste. En effet le coté aléatoire de cet algorithme peut
produire des individus non viables. Par exemple le total de la mémoire allouée par les
VMs sur un serveur peut dépasser sa capacité. La seconde partie est liée à une évaluation
des métriques discutées dans la section 2.3.1.
5.2 Du placement au re-placement
Comme vu en section 1.2.3, certains événements temporels ou structurels (début
ou fin de jobs, changement des besoins en ressources des tâches) peuvent provoquer
une réallocation des tâches. Cette réallocation, grâce à la nouvelle situation a pour but
d’améliorer les métriques.
5.2.1 First-Fit
La ré-allocation se fera en deux étapes. La première sera de trouver l’hôte le plus
chargé pour distribuer ses tâches sur les autres serveurs en utilisant l’algorithme First-
Fit. La seconde étape sera de prendre le serveur le moins chargé et n’ayant pas reçu de
migration pour essayer de le vider lui aussi.
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L’idée est de garder la notion de non-remise en question tout en essayant de gérer
les deux problèmes principaux pouvant mener à un re-placement : une surcharge d’un
serveur suite à une augmentation des ressources demandées par une tâche ; une sous-
charge suite à l’arrêt d’une tâche.
L’ajout de tâche sera lui géré comme dans le cas statique.
5.2.2 MonteCarlo
La méthode de Monte Carlo est une technique probabiliste utilisée pour calculer
des valeurs numériques. Dans notre cas, il va s’agir d’un abus de langage pour désigner
une méthode proche de la création de la population initiale de l’algorithme génétique
précédemment expliqué.
Ici, un grand nombre d’utilisation des leviers possibles vont être tirés au sort puis
leur effet va être évalué en utilisant les métriques vues en 2.3.1. On gardera la meilleure
solution.
5.2.3 VectorPacking
Il effectue un ensemble de migrations en partant des tâches les plus volumineuses,
séparées en deux listes de manière à contrebalancer le déséquilibre sur les hôtes desti-
nations. Ensuite, il fait une étape d’équilibrage depuis les machines physiques les plus
chargées vers celles qui le sont le moins et qui ne seront pas vides dans l’itération sui-
vante. Ainsi, l’algorithme tente de consolider les VMs dans le plus petit sous ensemble
de machines physiques, pour ensuite équilibrer la charge parmi les machines choisies.
5.2.4 Algorithme Génétique
On utilise le même algorithme que précédemment mais en tenant compte du surcoût
de migration dans la fonction de fitness.
5.3 Validation
Le but de cette section est de montrer les différents éléments ayant une importance
lors de la construction d’une heuristique. En effet dans les algorithmes gloutons, la
pertinence des tris est souvent prépondérante dans la qualité du résultat par exemple.
5.3.1 De l’importance des tris
Les algorithmes gloutons tels que First-Fit, Best-Fit et Vector-Packing utilisent les
tris des serveurs et des tâches pour faire leur placement.
Nous allons étudier plus particulièrement le tri des tâches. On considère ici que les
machines sont homogènes, la seule différence étant leur profil de consommation énergé-
tique. De manière naturelle, les deux tris possibles pour les tâches sont le tri en fonction
82
Chapitre 5. Résolution approchée par heuristiques
de leurs besoins mémoire et de leurs besoins en calcul. Le cas du vector packing est par-
ticulier car il gère deux listes triées en fonction de ces deux besoins et alloue en fonction
des déséquilibres.
Greedy-1 est un algorithme de type First Fit, qui allouera les tâches dans l’ordre
des plus gros besoins mémoire (i.e le tri des tâches se fait par mémoire descendante).
L’algorithme Greedy-2 est aussi un algorithme First Fit, mais celui-ci triera les tâches
par besoins CPU descendant. Les algorithmes que nous appellerons, Greedy-3 et Greedy-
4 sont respectivement les versions best fit des algorithmes Greedy-1 et Greedy-2. Enfin,
EARESALLOC est l’algorithme de vector packing.
5.3.1.1 Cadre expérimental
Comme nous avons vu dans la section 2.3.1, il existe plusieurs métriques. Dans cette
section nous allons nous concentrer sur la puissance instantanée ainsi que la performance.
La puissance instantanée (Watts) représente la qualité énergétique du placement car
il s’agit d’une situation stationnaire.
La performance sera évaluée par la satisfaction (Yield) qui est le ratio entre les
ressources processeur demandées par les tâches et les ressources qu’elles ont obtenues.
Une tâche demandant 50% d’un processeur et n’obtenant que 25% aura donc un Yield
de 12 . Cette valeur normalise la satisfaction des tâches et est sans dimension.
Les heuristiques décrites dans la partie précédente seront comparées avec la solution
optimale obtenue par résolution du problème linéaire (MILP) pour la plus petite ins-
tance. Dans le cas des instances plus grandes, on se limitera à la version où la contrainte
entière est relachée (LPBOUND) et où toutes les variables seront considérées comme
rationnelles. Ce dernier algorithme donnera une borne hors d’atteinte mais qui permet
de relativiser les différences entres les différentes heuristiques.
Dans la suite, les trois processus d’optimisation décrits en [J1] vont être étudiés :
— Optimiser la consommation sans dégradation de performance ;
— Optimiser la performance avec une borne sur la consommation ;
— Optimiser conjointement performance et consommation.
Les tâches utilisées pour la validation sont des tâches synthétiques générées suivant
les profils proposés dans [97]. Il s’agit d’une charge simple dont les besoins en ressources
mémoire et processeur suivent chacun une loi normale indépendante. Les Figures 5.4,
5.5, 5.6 et 5.7 montrent les agrégations de trois types d’expériences, à charge faible,
moyenne et forte. Seul les résultats moyennés sont montrés car les comportements sont
similaires dans les trois cas.
5.3.1.2 Expérimentation
Dans une première étape, la Figure 5.4 montre la puissance consommée pour chacun
des algorithmes lorsque l’objectif est de minimiser l’énergie sans impact négatif sur la
performance. Dans ce cas là, autant pour First Fit que pour Best Fit, on remarque que
trier les tâches par besoins en processeur décroissant est plus efficace que par besoins
en mémoire. Du fait de la plus grande flexibilité de la ressource processeur (ressource
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Figure 5.4 – Puissance consommée par les solutions résultantes de chaque algorithme,
pour chaque taille d’instance. L’optimal (MILP) n’est calculé que pour des instances de
4 hôtes
fluide), il est plus facile de consolider sur un faible nombre de serveurs et donc de gagner
en puissance.
Pour EARESALLOC, le fait de combler les déséquilibres permet une plus grande
consolidation et donc d’éteindre encore plus de machines lorsque le système est composé
d’un grand nombre de serveurs. L’avantage de cet algorithme est de pouvoir utiliser à la
fois les deux listes.
La seconde étape consiste à maximiser la satisfaction des tâches avec un budget en
watts borné. La figure 5.5 montre cette satisfaction dans le même cadre que la figure
précédente. Cette borne est ici fixée arbitrairement à 60% de la consommation du centre
de calcul. Dans ce cas là, trier par les besoins mémoire décroissant est plus intéressant.
En effet, cette méthode va aboutir à un remplissage à 100% de la mémoire des hôtes.
Comme les besoins mémoire et processeurs sont indépendants (suivant les hypothèses
de [97]), elle mènera à une répartition globalement aléatoire des besoins en processeurs.
Les tâches pourront alors quand même se relâcher et être moins sous pression pour cette
ressource. Lorsqu’on consolide directement en triant sur le processeur, cette ressource
sera directement très contrainte.
Dans les deux cas, la meilleure méthode consiste à ne pas faire un seul tri, mais à en
faire plusieurs et à piocher en fonction des besoins dans la liste la plus pertinente. Les
figures 5.4 et 5.5 montrent que EARESALLOC qui est basé sur ce principe est meilleur
que les simples Best-Fit et First-Fit.
Pour une combinaison linéaire (de type αEnorm+(1−α)Perfnorm) des deux objectifs
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Figure 5.5 – Satisfaction minimum donné par les algorithmes en fonction du nombre
d’hôtes dans un cas de puissance bornée.
normalisés, il est nécessaire d’étudier l’énergie (Figure 5.6) et la performance (Figure 5.7).
Dans ce cas là, seul le First-Fit a été évalué car ses résultats y sont proches du Best-Fit.
La métrique a été choisie avec un coefficient de 0.8, donc portant plus d’importance à la
satisfaction des tâches qu’à l’énergie.
L’algorithme GREEDY_MIXED_1 qui trie les tâches par besoin mémoire décrois-
sant permet de consommer moins d’énergie. En effet il va consolider un maximum de
tâches sur un minimum de serveurs, en ne tenant compte que de la contrainte rigide de
mémoire. Il en découle que les tâches seront peu satisfaites car leur demande en proces-
seur sera parfois seulement partiellement satisfaite. A l’opposé, GREEDY_MIXED_2
va lui essayer de placer les tâches en réduisant l’impact sur la performance tout en sa-
tisfaisant aux contraintes mémoire. Lors du placement, une baisse de la satisfaction des
tâches est acceptée (liée au coefficient de 0.8). Comme cet algorithme consolide sur un
minimum de machine, il n’y a plus de capacité processeur à redistribuer aux tâches.
Enfin, l’algorithme EARESALLOC est meilleur et relativement proche de l’optimal
pour la satisfaction et relativement mauvais pour l’énergie. En effet, en utilisant les
deux listes, il lui est possible d’atteindre une satisfaction assez grande mais au prix de
l’allumage de serveurs supplémentaires. Ces allumages ont un fort impact d’un point de
vue puissance. Mais dans ce cas particulier, le ratio de 0.8 en faveur de la satisfaction
fait que cette méthode est la meilleure au vu de la fonction objectif.
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Figure 5.6 – Consommation de puissance
résultante de l’allocation par les différents
algorithmes pour chaque taille d’instance
Figure 5.7 – Satisfaction minimum résul-
tant de l’allocation par les différents algo-
rithmes pour chaque taille d’instance
5.3.1.3 Conclusion sur les tris pour les algorithmes gloutons
Dans le cadre des multi-métriques et multi-contraintes, le tri occupe une place très
importante. Un des éléments centraux est le fait que les contraintes sont fluides pour le
processeur et rigide pour la mémoire. En effet, faire un placement avec comme contrainte
principale la mémoire permet ensuite de manipuler plus aisément les allocations de pro-
cesseur. Cet effet est visible sur la figure 5.5 où allouer à puissance bornée en triant sur
les besoins mémoire permet ensuite d’avoir une meilleure satisfaction.
Enfin, dans tous les cas, être capable d’adapter le tri à la situation exacte (comme
dans EARESALLOC ) permet de mieux s’adapter à l’objectif que lorsque le tri est fait
à priori.
5.3.2 De l’importance des métriques et du multi-objectif
Les méthodes d’ordonnancement classiques ont comme principal objectif la perfor-
mance comme nous l’avons vu en section 2.3.1. Avec la montée en puissance des centres
de calcul, le coté énergétique est devenu aussi une priorité. La majorité des études prend
seulement en compte la performance, et la majorité du reste prend en compte la perfor-
mance et l’énergie.
Il existe plusieurs méthodes pour prendre en compte ces multiples objectifs. La plus
simple consiste à faire une combinaison linéaire d’objectifs normalisés. Ainsi on aura une
formule du typeMetriqueobjectif = α PerformancePerformancemax −(1−α)
Energie
Energiemax
. Le problème est
alors concentré dans le choix de la valeur de α. Dans les études utilisant cette méthode
il est souvent décrit l’effet de cette variation et c’est à l’utilisateur final de la choisir en
fonction de son but.
Un problème plus fondamental est comment gérer de manière fine l’ensemble des
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métriques intéressantes. En effet quel est l’impact sur la robustesse (voir Table 2.3)
d’une optimisation de la performance ou de l’énergie ?
5.3.2.1 Multi-objectif par combinaison linéaire
Afin d’étudier ces impacts croisés entre métriques nous allons étudier un seul algo-
rithme d’optimisation mais en modifiant sa fonction objectif.
Le concept général est simple, chaque métrique est normalisée (à valeurs entre 0 et
1) et un poids lui est assigné. Dans les exemples de la section précédente, il s’agit de la
méthode Mixed appliquée à seulement la performance et à l’énergie.
Nous allons nous concentrer sur les quatre métriques suivantes :
Temps de réponse : La métrique de Temps de Réponse ou makespan d’un pro-
blème est le temps maximal nécessaire pour un placement particulier pour finir
l’exécution de l’ensemble des machines virtuelles.
Énergie : La consommation énergétique totale est calculée en utilisant les modèles
décrits en section 2.
Robustesse : La Robustesse d’un centre de calcul est lié à l’impact d’une dé-
faillance (logicielle ou matérielle) sur un serveur. Il est modélisé par le nombre
moyen de machines virtuelles allouées sur chaque serveur. Cette métrique doit
être minimisée afin de maximiser la Robustesse.
Dynamisme : Le dynamisme est la capacité à répondre à une brusque augmenta-
tion de charge. On la modélise par la moyenne des capacités processeurs libres
sur chacun des serveurs allumés.
Pour chacune de ces métriques, nous allons utiliser un algorithme génétique optimi-
sant uniquement cette métrique. Nous allons aussi utiliser un algorithme optimisant de
manière équilibrée l’ensemble de ces métriques.
GA_Energy optimise uniquement la métrique d’énergie
GA_RespT optimise uniquement la métrique de temps de réponse
GA_Rob optimise uniquement la métrique de robustesse
GA_Dyn optimise uniquement la métrique de dynamisme
GA_All optimise simultanément et équitablement ces quatre métriques.
La table 5.1 décrit les coefficients appliqués. L’objectif ici est de vérifier si prendre
en compte une métrique dans l’objectif a un effet, aussi les pondérations choisies sont
binaires : 0 ou 1.
Les figures 5.8, 5.9, 5.10 et 5.11 montrent en fonction de la charge l’évolution des
différentes métriques (temps de réponse, énergie, robustesse, dynamisme) pour chacun
des algorithmes.
Tout d’abord une remarque encourageante, l’algorithme lié à chaque métrique est
le meilleur pour cette métrique. Ces graphes montrent aussi l’intérêt d’utiliser comme
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Nom GA
Coefficients appliqués aux métriques
Énergie Temps Robustesse Dynamismede réponse
GA_All 1 1 1 1
GA_Energy 1 0 0 0
GA_RespT 0 1 0 0
GA_Rob 0 0 1 0
GA_Dyn 0 0 0 1
Table 5.1 – Tableau récapitulatif des différentes versions de l’algorithme génétique as-
sociées à leurs coefficients d’optimisation de chacune des métriques.
Figure 5.8 – Comparaison des résultats des différents algorithmes génétiques sur la
métrique d’énergie. Les valeurs les plus petites sont les meilleures.
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Figure 5.9 – Comparaison des résultats des différents algorithmes génétiques sur la
métrique de temps de réponse. Les valeurs les plus petites sont les meilleures.
Figure 5.10 – Comparaison des résultats des différents algorithmes génétiques sur la
métrique de robustesse. Les valeurs les plus petites sont les meilleures. Les courbes
GA_Rob, GA_Dyn et GA_All sont confondues et de valeurs minimales.
89
5.3. Validation
Figure 5.11 – Comparaison des résultats des différents algorithmes génétiques sur la
métrique de dynamisme. Les valeurs les plus grandes sont les meilleures.
courbe de comparaison des algorithmes spécifiques à chaque métrique. Ainsi pour com-
parer un nouvel algorithme, il est intéressant de le comparer pour la métrique dynamisme
à GA_Dyn, pour la robustesse à GA_Rob, etc.
Un second point intéressant est qu’aucun des algorithmes n’a un comportement iden-
tique. Il est ainsi impossible de considérer qu’optimiser pour une métrique particulière
permettrait d’optimiser pour une autre. Il existe tout de même un certain nombre de sy-
nergies dans certains cas particuliers. Ainsi le fait que GA_RespT, GA_Rob et GA_Dyn
finissent pour des raisons différentes à allumer un grand nombre de machines par rapport
à GA_Energy qui lui tente de minimiser ce nombre fait que ces trois algorithmes ont un
comportement de forme similaire.
Enfin, l’algorithme génétique qui optimise de manière équitable l’ensemble des mé-
triques (GA_All) obtient des résultats généraux proches de l’optimal de chaque mé-
trique.
En effet, lorsqu’on optimise pour une métrique on obtient souvent une famille de
solutions dont la qualité est assez proche pour cette métrique. Le fait de tenir compte
de plusieurs métriques permet alors de piocher une solution plus adaptée sans forcé-
ment avoir un impact négatif sur la métrique initiale. En résumé, le simple fait de tenir
compte de plusieurs métriques permet d’être sûr que le comportement d’une métrique
est maîtrisé.
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Figure 5.12 – Réaction d’une métrique linéaire et d’une métrique quadratique à l’uti-
lisation d’un levier. Les valeurs basses de la métrique sont meilleures
5.3.2.2 Limites du multi-objectif par combinaison linéaire
La section précédente a montré qu’il est important de tenir compte de chaque mé-
trique pour prendre une décision. Le problème principal vient du fait de choisir la fonc-
tion objectif. En effet, une simple formulation linéaire est problématique. Le premier
problème concerne l’opérateur du centre de calcul qui doit être non seulement capable
de paramétrer son système pour que la normalisation fonctionne, mais aussi capable
d’exprimer ses besoins métiers sous la forme des αi. Le second problème vient de la
nature même des valeurs prises par les métriques.
En effet mixer dans la même équation une variable ayant un comportement linéaire
et un comportement quadratique rend difficile le choix du α. Prenons par exemple un
système ayant un degré de liberté (la fréquence d’un processeur par exemple) normalisé
(ie. entre 0 et 1) appelé levier. Supposons avoir deux métriques, normalisées elles aussi,
une quadratique Mq (telle que la consommation électrique) et une linéaire Ml (comme
le temps de réponse) comme montré sur la figure 5.12 que l’on cherche à minimiser.
De façon à avoir deux métriques antagonistes, on choisira par exemple Mq = x2 et
Ml = 1− x.
Dans ce cas là, une formulation linéaire de la métrique à minimiser sera :
Objα(x) = αMq + (1− α)Ml = αx2 + (1− α)(1− x) (5.1)
La figure 5.13 montre cette équation pour différents valeurs de α. La courbe α = 0.5
montre par exemple que si on choisit un α = 0.5, la courbe sera optimale quand le
levier est à la valeur intermédiaire (une fréquence intermédiaire dans notre exemple).
Par contre on remarque que les comportements à α = 1/3 et à α = 2/3 sont différents.
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Figure 5.13 – Trois exemples de comportement de la métrique linéaire en fonction de
l’utilisation du levier. Mq (resp. Ml) est la métrique quadratique (resp. linéaire)
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Figure 5.14 – Valeur optimale du levier en fonction de la valeur de α.
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Figure 5.15 – Méthode de choix floue. On optimise en premier sur Y, puis après relâ-
chement de f% on optimise sur X. On notera 〈Y |X〉
Lorsque α = 1/3 la meilleure valeur du levier est 1 (fréquence maximale), on optimise
donc le système comme le ferait la métrique linéaire Ml. Par contre lorsque α = 2/3 on
a un levier à 1/4. Ainsi on optimise à la fois les deux métriques.
La figure 5.14 montre l’évolution du meilleur levier en fonction de α. Elle décrit deux
comportements très différents. Entre α = 0 et α = 1/3, le levier est fixé à 1 (fréquence
maximale), et donc l’optimisation n’est pas réellement multi-objectif. Le comportement
est tel qu’il serait si il n’y avait que la métriqueMl. A partir de α = 1/3, le comportement
est réellement multi-objectif mais encore compliqué à abstraire pour un utilisateur. De
la même manière, lorsque α est à 1, le levier optimal est lui à 0 ce qui est cohérent car
à ce moment là l’optimisation est semblable à ce qui se passerait avec seulement Mq.
Pour être capable de faire le choix de la bonne valeur de α il est donc nécessaire
de connaître l’étendue des valeurs possibles afin de faire la normalisation, mais aussi
leur distribution. Il n’est donc possible d’aboutir à un système équilibré que lorsqu’il est
simple et donc linéaire, ou après une longue et complexe phase d’apprentissage.
5.3.2.3 Multi-objectif par algorithme flou
Nous avons proposé[J9] une autre méthode qui consiste, comme le montre la figure
5.15, à faire plusieurs pas, un par métrique. Dans cette méthode on suit le principe décrit
dans l’algorithme 2 et l’on notera 〈Metrique1|Metrique2|...|Metriquen〉 dans la suite.
L’intérêt de cette méthode par rapport aux méthodes linéaires est d’être beaucoup
93
5.3. Validation
Algorithm 2 Algorithme flou
1: for all placement de tâches (appelés position) do
2: Calculer toutes les métriques
3: end for
4: for all métriques sauf la dernière do
5: Calculer la valeur optimale
6: Garder seulement les positions à moins de f% de l’optimal
7: end for
8: Sélectionner la meilleure position pour la dernière métrique
plus simple pour l’utilisateur final. Il n’est pas nécessaire de normaliser les métriques et
donc d’en avoir une modélisation pour un cas particulier. De plus le choix de f , même si
il reste potentiellement difficile, est plus simple à appréhender. f est le pourcentage de
perte par rapport à l’optimal que l’on est prêt à accepter. Un dernier avantage est que
cette méthode garantie de rester sur le front de Pareto. En effet elle ne sera pas dominée
par une autre solution dans toutes les autres métriques car les autres solutions sont soit
inférieures pour les métriques de 1 à n− 1, soit sont inférieures pour la métrique n.
Une fois cette méthodologie posée, elle est utilisable de plusieurs façons. Soit en
testant effectivement tous les placements possibles, soit en utilisant un sous ensemble
pertinent grâce à des heuristiques. La première méthode a l’avantage de l’exhaustivité
mais présente le défaut d’avoir un fort coût en calculs et donc d’être irréaliste (voir
Section 4.1).
La seconde méthode a l’avantage de ne considérer que les points pertinents du front
de Pareto. En effet, sur l’ensemble des placements, une grande majorité est médiocre
relativement à l’ensemble des métriques. Les points ainsi créés seraient loin de ce front,
et baisseraient la qualité du placement. Il est donc nécessaire d’avoir un ensemble d’heu-
ristiques de placements pertinentes.
A valeur d’exemple nous allons utiliser les algorithmes gloutons suivant dont le com-
portement en fonction de la charge est montré en figure 5.16 :
Uniform Les tâches sont assignées aléatoirement sur les serveurs possédant assez
de ressources ;
MinHR Les tâches sont assignées en priorité sur les serveurs contribuant le moins
à la recirculation de la chaleur (D-matrix en section 2.1.2.2) ;
CoolestInlet Les tâches sont assignées sur les serveurs dont la température d’arrivée
d’air est minimale ;
Perf-Aware Les tâches sont assignées sur les serveurs où leur temps d’exécution
sera le plus court ;
Energy-Aware Les tâches sont assignées sur le serveur où l’impact en consomma-
tion énergétique (calcul et refroidissement) est minimal ;
Thermal-Aware Les tâches sont assignées sur le serveur où l’impact sur la tempé-
rature d’entrée des serveurs sera minimale.
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Figure 5.16 – Valeurs des métriques pour les six heuristiques mono-objectifs sur des
processeurs x86 de performances diverses. La légende s’applique à toutes les sous-figures.
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Une fois de plus remarquons l’impact important du tri (ici des machines) sur les
différentes performances des algorithmes gloutons.
Pour un cas de charge moyenne, le comportement de la méthode de choix floue
pour 〈Energy|Performance〉 est montrée sur la figure 5.17. La Figure 5.18 montre plus
précisément les valeurs des métriques d’énergie et de performance en fonction du facteur
de flou (fuzzy factor).
Sur cet exemple particulier la charge du système est haute (load ρ = 0.8). Les
résultats sont semblables dans les autres cas et une étude complète est disponible dans
[J9]. La figure 5.18 montre qu’avec l’augmentation de f on améliore la performance.
C’est cohérent car on relâche la contrainte énergie minimale ce qui laisse de la liberté
pour optimiser la performance. Pour une perte minime en énergie (jusqu’à f = 0.9) on
peut sélectionner des solutions qui améliorent grandement la performance.
Enfin, il est possible de mixer la méthode floue et la méthode linéaire par exemple
en utilisant 〈Energie|Performance|αResiliance+ (1− α)Dynamisme〉
Par rapport à une méthode de combinaison linéaire, la méthode floue a trois princi-
pales différences :
L’ordre Dans la méthode floue, l’ordre des métriques utilisées est prépondérante.
En effet, la principale garantie de qualité obtenue avec cette méthode est sur la
première métrique. C’est de moins en moins vrai pour les autres métriques.
Pas de connaissances à priori La méthode floue résout le problème de la mé-
trique mal normalisée ou à comportement non-linéaire qui est décrit dans la sec-
tion précédente.
Utilisation externe à des algorithmes La méthode floue ne peut pas être utili-
sée facilement à l’intérieur d’un algorithme pour choisir dans une étape interne
entre deux leviers possibles, ce que permet la méthode linéaire. Les deux par
contre permettent de choisir la meilleure solution parmi un grand nombre de pla-
cements possibles et sont donc utilisables dans le cas des algorithmes génétiques
par exemple.
Pour conclure, les deux méthodes sont complémentaires, la méthode linéaire est plus
simple et plus générique mais nécessite une grande rigueur de mise en place pour être
pleinement utile. La méthode floue est particulièrement adaptée lorsqu’on a une métrique
principale mais que l’on veut quand même tenir compte d’autres métriques secondaires.
5.3.3 La prise en compte du temporel
La prise en compte du temporel est complexe car multi-niveau. D’un coté l’inertie
thermique est un phénomène continu, de l’autre les latences d’application de leviers
(allumage d’un serveur par exemple) sont discrètes. De par leur nature différente, ces
deux effets temporels que sont l’inertie thermique et les évènements qui remettent en
question la situation actuelle doivent être traités différemment. Nous avons abordé en
section 3.3.1 les différentes formes de décisions. La suite de cette section va illustrer
les particularités des décisions liées aux problématiques thermiques et à celles de de la
gestion de l’état des machines.
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Figure 5.17 – Le trait vert parcours les
solutions sur le front de Pareto lorsque f
passe de 0 (en haut à gauche) à 1 (en bas à
droite) pour un cas où la charge est haute.
Figure 5.18 – Pour le même exemple qu’en
Figure 5.17, on représente en fonction de f
les valeurs des métriques pour un cas où la
charge est haute
5.3.3.1 Thermique
Dans [C17, J9] nous avons étudié l’impact thermique sur état stable, lorsque la tem-
pérature est stabilisée. Il est possible d’aller plus loin et de prendre en compte la montée
en température. Ainsi même sans événement extérieur au système il est possible d’avoir
une évolution au cours du temps et donc de ne pas avoir d’état d’équilibre. En effet,
intrinsèquement, la température évolue de manière lente du fait de l’inertie thermique
du matériel.
Le simple fait d’avoir des ventilateurs empêchent d’avoir un état stable. La figure
5.19 montre l’évolution de la température et de la consommation électrique dans une
simulation simple où un serveur exécute une tâche consommant 100% de ses ressources
processeur.
Alors que la consommation de ressources est constante dans la première partie (avant
1666s), la consommation électrique varie du fait du déclenchement des ventilateurs. On
peut remarquer que sur une expérience similaire (Figure 5.20) réalisée sur Grid’5000
que le comportement est semblable et qu’il est possible de dénombrer les 4 allumages de
ventilateurs.
Les ventilateurs sont asservis en température comme décrit en section 2.1.2.2. D’une
manière générale, les systèmes de refroidissement, ventilateurs, mais aussi les systèmes
de refroidissement au niveau des serveurs et des baies de serveurs, fonctionnent selon se
principe. Ainsi plus le niveau de température est haut, plus la consommation électrique
le sera aussi. La consommation électrique augmentera ainsi de manière sur-linéaire par
rapport à la température, d’où l’objectif de minimiser la température maximale. Il est à
remarquer que cette déperdition est dans le même sens que celle concernant les courants
de fuites du fait de la technologie CMOS décrite en section 2.3.1.
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Figure 5.19 – Simulation de la température d’un processeur (de type Intel Xeon E5-
2630). Elle est liée aux jobs présents (ici 100% jusqu’à 1666s puis 25% après) et aux
ventilateurs qui se déclenchent à partir de 47◦C
Figure 5.20 – Évolution de la charge, température et consommation de puissance me-
surées sur un serveur de Grid’5000 avec une charge simple
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t1 t2 t1 t2 t1 t2
Figure 5.21 – 6 machines virtuelles démarrent à t = 0 sur la machine A. Un système
événementiel autonome les migre pour éviter le démarrage des ventilateurs.
Du fait des latences de montée en température, pour optimiser au maximum l’énergie
totale consommée par un centre de calcul, il n’est donc pas possible de simplement faire
un placement initial très efficace.
Il est donc nécessaire de prendre en compte l’évolution temporelle de la température.
Il existe deux moyens : Évènement seuils de température ; Pré-calcul du temps nécessaire
à atteindre une certaine température.
Un exemple d’utilisation sur Grid’5000 est donné dans [C26]. Nous y décrivons un
système autonome réactif qui tente de garder la température de chaque serveur en dessous
d’un seuil en migrant les tâches présentes sur les serveurs les plus chauds vers les serveurs
les plus froids. Un exemple du dynamisme de ce système est visible sur la figure 5.21.
On remarque que lorsque des machines sont allumées il est plus intéressant d’avoir
un système de ping-pong entre plusieurs serveurs. Une position stable des VMs entraî-
nerait le démarrage des ventilateurs. Il est alors nécessaire de comparer le surcoût de la
migration et celui de l’évacuation de la chaleur.
Cette méthode permet de plus de rationaliser l’utilisation des serveurs de secours,
serveurs supplémentaires souvent allumés même à vide pour permettre d’absorber ra-
pidement des pics de demandes de ressources. Au contraire, lorsque la charge est très
stable et prédictible, le sur-coût de l’allumage d’un serveur supplémentaire n’absorbe
pas l’économie d’un ventilateur.
En plus de cette économie d’énergie, une gestion fine de la température par migration
ou par ralentissement de la fréquence des serveurs permet de réduire la température maxi-
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male atteinte par le matériel. Dans [J12] nous avons étudié par simulation la différence
entre des politiques classiques et des politiques utilisant entre autre des changements de
fréquences pour réduire la dissipation thermique et donc éviter l’utilisation de ventila-
teurs. Nous avons ainsi pu réduire la consommation électrique globale (IT+cooling) de
plusieurs pourcent tout en réduisant les températures maximum et moyenne atteintes
par les serveurs. Réduire ces températures permet de d’améliorer la durée de vie du
matériel[82].
5.3.3.2 Condition d’utilisation de la prédiction
Dans les sections précédentes le focus a été principalement mis sur l’allocation des
tâches sur les serveurs. Il s’agit alors de trouver le meilleur placement à un instant
donné. Pourtant lorsque le temporel est pris en compte il n’est pas possible de considérer
uniquement une suite de tels placements. Cette approximation n’est possible que lorsque
le dynamisme des tâches est très faible par rapport aux sur-coûts du dynamisme du
système. Pour des tâches au profil constant pendant plusieurs heures, l’allumage d’une
machine peut être considéré comme négligeable.
Lorsque les tâches ont un dynamisme du même ordre de grandeur que celui du
système ou plus grand, il est nécessaire de faire des compromis.
Par exemple, dans un cas réel dont les traces des serveurs web sont librement acces-
sibles, celui de la coupe du monde de football 1998 en France[66], le nombre de requêtes
par seconde peut changer d’un ratio 50 d’une seconde à l’autre. Sur des échelles de temps
plus raisonnables de quelques minutes, c’est toujours vrai, même si ce ratio passe à 5.
Ce cas réel, illustré sur la figure 5.22, montre que dans certains cas les constantes de
temps de modification du système (allumage ou extinction de serveurs) sont largement
supérieures à celles liées au dynamisme des tâches.
Dans [C4] et [J11] nous avons montré comment trouver, pour chacune des secondes,
la combinaison de serveurs la plus efficace pour le cas de la figure 5.22. L’objectif est de
se rapprocher d’un système proportionnel tel que décrit au début du chapitre 3. Les gains
sont substantiels car sur la charge de la coupe du monde 1998, un système proportionnel
permettrai d’atteindre une économie d’énergie de 35% par rapport à des serveurs clas-
siques non-proportionnels[C4], et avec une combinaison de serveurs de différents types
(RaspberryPi, Atom, I7) il est possible de se rapprocher de cette proportionnalité, mais
seulement avec un gain de 8% et non 35% (voir Figure 5.23).
Par contre, il s’agit d’une étude où les coûts (migration, allumage, extinction) sont
nuls. Dans [J11], avec une combinaison différente (ARM Cortex-A15, Intel Xeon, AMD
Opteron) sur le même jeu de données, nous avons montré qu’il est possible d’avoir un gain
de 17% par rapport à un centre de calcul homogène. Dans ces deux études, l’hypothèse
est faite d’avoir un oracle parfait. De plus dans la seconde, nous avons étudiés l’impact du
coût d’allumage et d’extinction. Pour une valeur relativement haute (30 à 300 joules),
il devient même plus intéressant de n’utiliser que des machines très puissantes car la
meilleure chose à faire est de ne jamais ni allumer ni éteindre des machines.
Ainsi deux éléments sont indispensables lorsque le temps est rajouté :
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Figure 5.22 – Haute variabilité des traces d’accès au serveurs web de la coupe du monde
de football 1998.
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Figure 5.23 – Puissance nécessaire pour différent types de centres de calcul pour fournir
les pages web de la coupe du monde 1998
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Figure 5.24 – Principe de la gestion de charge par hystérésis. Si un serveur est chargé
à plus de 80% ou à moins de 60%, le système autonome réagi
— La gestion de la qualité de service. Contrairement au problème du placement,
il peut être intéressant de ne pas gérer un pic de demande de ressource si il est
ponctuel. Encore une fois il y aura un compromis à trouver entre qualité de service
et efficacité énergétique ;
— Un oracle dont la qualité de précision impactera forcément les gains d’énergie et
la qualité de service. Il sera alors important d’évaluer l’impact de cette prédiction
sur les métriques.
L’impact de ces deux éléments sera lié à l’ordre de grandeur du dynamisme des
données par rapport à l’ordre de grandeur des temps de réaction du matériel.
5.3.3.3 Gestion de l’allumage/extinction des serveurs
Dans le cas où l’évolution des demandes en ressources est moins rapide que l’échelle
de temps de l’allumage et l’extinction de serveurs et la migration de tâches, il est possible
d’utiliser la prédiction pour réduire au maximum les défauts de qualité de service sans
perdre de vue l’énergie.
Comme décrit dans la partie précédente, lorsque l’objectif est une combinaison entre
énergie et performance, il est nécessaire d’observer une certaine inertie dans les déci-
sions. Ainsi un fort pic très court lors d’une longue phase constante ne provoquera pas
forcément un allumage de serveurs.
Il faut donc séparer deux éléments :
La prédiction qui va fournir le profil de charge dans le futur ;
La politique de gestion de serveurs qui va décider en fonction de la prédiction
l’allumage et l’extinction de serveurs.
Pour expliciter cette différence, nous avons étudié[C2] la méthode classique consistant
à utiliser un algorithme à hystérésis (semblable à l’algorithme du gouverneur de DVFS
Conservative décrit en section 3.2.2) décrit en Figure 5.24.
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Figure 5.25 – Consommation énergétique pour les algorithmes sur deux types de
charges, faible et moyenne/haute.
Dans ce cas là, la prédiction est que si la charge d’un serveur est supérieure à 80%
elle va augmenter, mais que si elle est inférieure à 60%, elle va diminuer. L’algorithme
de décision utilisant l’information est que si pour un serveur un tel comportement est
détecté, il va falloir allumer ou éteindre exactement un serveur.
D’autres algorithmes sont utilisables tels que les réseaux de neurones ou la régression
linéaire par exemple pour la prédiction. Une politique de gestion de machines classique
est de laisser toujours autant de serveurs allumés que de serveurs utilisés (technique des
2N ).
Ces oracles et politiques sont intimement liés aux algorithmes de placement et de
re-placement associés.
Les figures 5.25 et 5.26 montrent la consommation énergétique et les violations de
qualité de service associés au système à hystérésis (décrit en Figure 5.24). Il y a viola-
tion de qualité de service lorsque les ressources allouées sont inférieures aux ressources
nécessaires. Nous avons initié l’exploration de ces systèmes lors de la visite à l’IRIT du-
rant deux semaines de Michael Maurer, doctorant de l’Université de Vienne de l’équipe
d’Ivona Brandic en mars 2011.
Ces deux figures utilisent trois profils de charges dans un système où il y a une remise
en cause régulière de l’allocation des machines virtuelles :
Boku est une charge stable dans le temps mais consommatrice de beaucoup de
ressources. Sur la Figure 5.26, Boku n’a aucune violation de qualité de service
quelque soit la méthode car il n’y a aucun changement dans le temps.
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Figure 5.26 – Violations des demandes de qualité de service pour les expériences de la
Figure 5.25. Boku étant très stable il n’y a aucune violation pour ce profil de charge.
Medium_Heavy a une volatilité forte (jusqu’à 50% de changements entre deux
prises de décisions)
Light a une volatilité faible (10% de changements par pas de temps)
Dans un premier temps il faut rappeler l’importance de l’heuristique de placement
initial dans le cas des charges évoluant peu (profil Boku). Pour un profil stable, le place-
ment initial est déterminant de la qualité (ici énergétique) de l’ensemble de l’allocation.
Concernant les profils de charges plus variables, deux catégories sont visibles ici. Les
algorithmes à base de consolidation (FirstFit, VectorPacking, MonteCarlo) et à base de
répartition (RoundRobin). Ce dernier aura tendance à allumer plus de machines mais
aussi à provoquer moins d’allumages/extinctions et à éviter les violations de qualité de
service. En effet, avec cette heuristique, une majorité des serveurs aura comme charge le
minimum, laissant de la place pour les variations à la hausse.
Les algorithmes par consolidation vont avoir tendance avoir des serveurs chargés
proches de leur capacité maximale. Ils vont donc devoir allumer et éteindre des machines
plus souvent. Ils auront aussi une capacité moindre à absorber des pics de charge.
Le choix de l’heuristique se fera donc en fonction des rapports entre la variabilité de
la charge, les latences de re-configuration des serveurs, ainsi que de la qualité de service
visée. Si le dynamisme (Section 5.3.2.1) n’est pas un des éléments de cette qualité de
service, la gestion fine des ressources disponibles sera elle aussi moins primordiale.
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5.4 Conclusion
Malgré le fait d’être étudié depuis le début des systèmes distribués, la problématique
de la pertinence des heuristiques est toujours prégnante. En effet, avec l’augmentation
de la complexité des systèmes, de leurs possibilités mais aussi de ce qui en est attendu,
les heuristiques doivent manipuler une quantité de connaissances de plus en plus large.
Alors que dans un système simple il est facile de produire des heuristiques gloutonnes
efficaces, dans un tel système avec des objectifs variés, les méthodes par raffinements
(algorithme génétique) sont beaucoup plus souples.
Pour les algorithmes gloutons, l’élément le plus important consiste à choisir le tri
en fonction des objectifs. Ce choix a alors un impact fort avant de commencer l’algo-
rithme. Pour l’algorithme de Vector Packing, le tri est remis en cause après chaque choix,
apportant une meilleure adéquation avec un objectif composé.
Lorsque l’objectif est composé, il devient difficile d’évaluer les choix individuels, mais
aussi le choix final. Deux niveaux sont disponibles lors de l’utilisation du multi-objectif :
Tenir compte de plusieurs objectifs, être capable de prioritiser les objectifs. Pour le pre-
mier niveau, une simple combinaison linéaire permet de gérer plusieurs objectifs, comme
nous l’avons vu avec les algorithmes génétiques. Par contre, lorsqu’il s’agit de prioriti-
ser il devient nécessaire d’utiliser des méthodes plus poussées, telles que l’utilisation de
méthodes floues.
Une partie de la complexité de la modélisation précise des centres de calcul vient de
la prise en compte de la température, avec ses effets d’inertie. Il devient pertinent d’avoir
des effets de ping-pong qui sont meilleurs que des états stables, ce qui est contraire à
l’usage du domaine.
Enfin, l’inertie vient aussi des problématique d’extinction et d’allumage des serveurs,
et de la comparaison entre ces constantes de temps et celles liées au dynamisme des
applications. Les contraintes sur la prédiction de charge seront très différentes en fonction
de ce ratio, mais aussi des objectifs de qualité de service.
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Vers une vision distribuée
I would like to see anyone, prophet, king or God,
convince a thousand cats to do the same thing at
the same time
Neil Gaiman, Sandman #18
“A Dream of a Thousand Cats”
Plusieurs éléments montrent qu’on se dirige vers une multiplication des centres de
calcul. La forte croissance des besoins en calculs mène à l’implantation de nouveaux
centres de calcul de grande taille. De plus le développement des systèmes de type pro-
portionnel va mener à la multiplication des petits centres de calcul appelés Data Center
in the Box dans les prochaines années. En effet de par les propriétés de proportionnalité
le besoin de forte densité sera de plus en plus réduit. La densité sera même vue comme
une contrainte du fait de l’obligation de gérer la chaleur produite. Cette vision à long
terme rend nécessaire d’étudier l’applicabilité des méthodes classiques des systèmes dis-
tribués au cas du Cloud afin d’ouvrir la porte à de futures études mais aussi de montrer
que cette direction est pertinente d’un point de vue technique et industriel.
Les techniques et outils décrits précédemment posent un certain nombre de pro-
blèmes classiques[98] de par leur nature centralisée : problème de latence, de sur-coût de
maintient d’une vue globale, de gestion centralisée des droits. Il s’agit là des différents
challenges qui ont servi de prélude à la création des grilles[41] de calcul.
La réponse actuellement apportée dans les systèmes de type Cloud est différente. La
vision multi-institution coopérative est bien moins présente que dans la communauté
grille de calcul. Le paysage consiste plus en un petit nombre de très grands acteurs pos-
sédant plusieurs centres de calcul, et d’un grand nombre d’acteurs moyens indépendants.
On se retrouve donc à travailler soit totalement en interne, soit à déléguer en externe
en achetant à un unique acteur. Cette simplicité (virtualisation) des interactions rend la
gestion de ressources externes distribuées plus simple que dans le domaine des grilles de
calcul.
Autant en interne (propriétaire de plusieurs sites) qu’en externe les possibilités ma-
joritairement utilisées sont :
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— La possibilité de soumettre des tâches à un à deux sites ;
— Les sites gèrent les tâches en interne sans visibilité extérieure.
Il y aura donc deux types de décisions à prendre : des décisions à impact global
distribuées ; des décisions locales à impact local.
6.1 Décisions à impact global distribuées
Il s’agit ici du cas où une structure veut utiliser des ressources sans avoir à se pré-
occuper de savoir si elle sont locales ou distances. Il s’agit donc du cas où l’on a des
ressources locales et accès à des ressources distantes (cloud hybride) ou du cas où l’on a
uniquement accès à des ressources distantes (cloud “classique”). Dans le cas général où
on ne se limite pas à un cloud privé et un cloud externe mais où il y en a potentiellement
un grand nombre, on parle de fédération de clouds.
Le problème est alors le suivant : Étant donné une tâche, sur quel site (local ou
distant) l’exécuter sans connaissance globale du système.
Pour résoudre ce problème, les techniques du monde du Pair à Pair[71] sont par-
ticulièrement adaptées. Elles présentent en effet souvent de bonnes propriétés : pas de
point de défaillance, pas de besoin de vue globale, pas de système centralisé d’autorité
à mettre en place.
6.1.1 Ordonnancement coopératif
Une grande majorité des travaux précédent avaient une vision statique[53, 77] et
centralisée[51, 93]. Ils se basent sur la présence d’un serveur ayant une vision globale et
prenant toutes les décisions sur l’ensemble du système et une fois la décision prise du
centre de calcul où est allouée une VM, la décision n’est plus remise en question.
Des méthodes hiérarchiques[38, 109] ont aussi été proposées pour résoudre ce pro-
blème, mais elles sont toujours limitées par la nécessité d’avoir une seule infrastructure
de décision.
Une réponse préliminaire est proposée par DVMS[83] (Distributed VM Scheduler)
qui propose une approche statique et coopérative de la gestion de machines virtuelles
dans un ensemble de centres de calcul. De manière générale, les approches distribuées de
gestion de VMs fonctionnent sur le principe d’objectif commun, ce qui est peu applicable
lorsqu’une fédération est constituée d’entités indépendantes.
De manière générale et comme pour un ordonnancement centralisé, pour un or-
donnancement coopératif, deux décisions sont à prendre : le placement initial ; le re-
placement régulier ou sur événements.
Nous avons proposé[C19] un algorithme coopératif et dynamique de gestion de centres
de calcul. D’un point de vue structure, on peut le rapprocher d’un algorithme de type
Super-Peers[10].
La figure 6.1 montre cette structure coopérative entre les centres de calcul. Un ges-
tionnaire peut être associé à un centre de calcul local ou non. Si il l’est, on est dans un
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Figure 6.1 – Pour un système coopératif de centres de calcul, des gestionnaires locaux
coopèrent pour la gestion des tâches
cas de cloud hybride, avec des ressources locales et la possibilité d’utiliser des ressources
distantes.
6.1.1.1 Soumission coopérative de tâches
Les algorithmes 3 et 4 ont pour idée de demander par un mécanisme d’inondation
aux centres de calcul d’évaluer en fonction des caractéristiques de la tâche plusieurs mé-
triques. En fonction des réponses (Algorithme 4) le gestionnaire ayant soumis la tâche va
décider à quel site elle sera envoyée pour exécution (Algorithme 3). L’exécution sera alors
locale, sans contrôle du gestionnaire de soumission. Ce sera alors le site local qui déci-
dera de la machine exacte pour l’exécution par exemple. On remarquera que ce système
est utilisé aussi lorsqu’il s’agit d’un cloud hybride et que des ressources sont disponibles
localement. Les métriques envoyées en réponse peuvent contenir des informations de
performance, énergétiques, mais aussi de prix d’exécution.
Algorithm 3 Algorithme coopératif de soumission de tâche
1: Proposer la tâche aux voisins
2: Attendre un temps maximum ou d’avoir suffisamment de réponses
3: Trier les réponses reçues en fonction des métriques
4: Soumettre la tâche au meilleur site
6.1.1.2 Re-placement
Comme vu précédemment (Section 3.3.1) plusieurs raisons peuvent provoquer une
remise en cause d’un placement pour améliorer les métriques d’un centre de calcul. En
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Algorithm 4 Algorithme de réponse
1: if Première réception de proposition then
2: Proposer la tâche aux voisins
3: Évaluer les machines correspondant aux besoins
4: Utiliser une heuristique de placement
5: Répondre en envoyant les métriques
6: end if
Figure 6.2 – Comparaison des algorithmes centralisé et décentralisé coopératif pour le
temps d’exécution des tâches
plus de ces raisons, dans le cas d’un système coopératif il peut être intéressant de re-
distribuer des tâches localement en attente sur d’autre sites. Une tâche peut être mise
en attente lorsqu’une tâche locale prioritaire arrive et qu’il n’y a plus de place libre par
exemple.
6.1.2 Comparaison entre coopératif et centralisé
Comme décrit en Section 4.2 nous avons étendu les simulateurs CloudSim et Maga-
teSim afin de pouvoir évaluer ce types d’algorithmes coopératifs.
Les figures 6.3 et 6.2 montrent respectivement l’énergie consommée et le temps total
d’exécution des tâches pour comparer l’approche coopérative avec une approche centrali-
sée. Pour effectuer cette comparaison, l’algorithme centralisé utilise le même algorithme
que celui utilisé pour un site dans l’algorithme coopératif.
Les tâches et les serveurs utilisés ici sont respectivement les tâches de Grid’5000[101]
et l’architecture de Grid’5000 (26 sites, 3194 serveurs) obtenues en 2013.
110
Chapitre 6. Vers une vision distribuée
Figure 6.3 – Comparaison de l’énergie totale consommée par les tâches gérées par les
algorithmes centralisé et décentralisé coopératif
Ces figures montrent un comportement similaire pour la version centralisée et la ver-
sion coopérative. En effet, vu le grand nombre de serveurs par site et le faible nombre de
sites, l’impact de n’utiliser que des vues locales est limité. A grande échelle il est donc
raisonnable d’utiliser des algorithmes décentralisés, l’impact étant faible, malgré l’ab-
sence de vision globale. En échange, les avantages des systèmes décentralisés permettent
une plus grande souplesse et stabilité.
Ce type de système est plus pertinent pour les centres de calcul de taille actuelle
que pour l’utilisation pour des centres de calcul très nombreux mais plus petit. En effet,
l’algorithme d’inondation qui sert de base à cette approche ne serait plus adapté. De
nombreux travaux[102] dans la communauté Pair à Pair seront alors utilisables tels que
les algorithmes de bavardage (Gossip) ou les algorithmes de marche aléatoire.
Mais au delà de la simple structure de coopération entre les serveurs de coordination,
un autre problème se posera. Les bons résultats montrés dans les figures précédentes
viennent du fait de la taille des centres de calcul. De par leur taille, les situations de
pénuries locales de ressources sont rares. Cette problématique sera essentielle à étudier
dans le cas d’un grand nombre de petits centres de calcul en plus de la problématique
de la couche de coopération.
6.2 Décisions locales à impact local
Une fois la décision prise du site à utiliser, les algorithmes présentés lors de la section
précédente sont utilisables. Mais localement il peut aussi y avoir un très grand nombre de
serveurs dans un centre de calcul unique. Il est alors pertinent d’avoir sur chaque serveur
un centre de décision capable d’optimiser l’exécution des tâches qui lui sont confiées.
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Figure 6.4 – Graphique des fréquences optimales en énergie obtenues en utilisant
les valeurs de puissances et de fréquences du site Grid’5000 de Reims en fonction
du Slack-Time. Les valeurs de Slack-Time étudiées sont comprises dans l’intervalle
[(0.1 ∗ Ttask); (5 ∗ Ttask)]. Ttask est le temps d’exécution fixé pour une tâche et l’unité
de l’axe X est le ratio Slack−T imeTtask .
Le nombre de métriques à ce niveau est fortement réduit. En effet la majorité des
métriques présentées en section 2.3.1 sont applicables au niveau d’un centre de calcul
entier. Au niveau local, donc d’un seul serveur, les deux métriques les plus pertinentes
sont la performance et l’énergie (ou la puissance). Vu que les décisions sont uniquement
locale, il y a une très forte corrélation d’effet entre puissance et température.
L’échelon local ne doit pas être sous-estimé. Energy Logic a par exemple montré que
la réduction de consommation de 1 Watt au niveau du processeur avait pour effet de
réduire la consommation globale de 2.84W[36] du fait des effets de cascades : extraction
de la chaleur, pertes lors du transport et de la conversion de l’électricité.
En fonction des informations disponibles, plusieurs granularités sont accessibles.
6.2.1 Gestion du slack
Si on a des informations extérieures sur le temps qu’il est possible d’allouer à une
tâche, il peut être intéressant de la ralentir. Par exemple lorsque deux tâches s’exécutent
en parallèle sur deux serveurs, que leur temps d’exécution est connu et qu’une est plus
longue que l’autre. Cela a un impact sur les différentes métriques, en effet la métrique
du temps de réponse change et n’intervient plus comme une métrique mais comme une
contrainte.
Par exemple, la Figure 6.4 montre la fréquence optimale en fonction du temps dis-
ponible pour économiser l’énergie totale sur un serveur du site de Reims de Grid’5000.
Utiliser la fréquence proposée permet de réduire la consommation d’énergie sans impac-
ter la performance globale car il s’agit ici d’utiliser le Slack-Time qui n’est pas sur le
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Table 6.1 – Catégories de phases liées à leur consommation de ressources
Catégorie Description
Compute intensive Phases qui demandent beaucoup de calcul ; Leurs
performances sont souvent limitées par la vitesse du
processeur.
Memory intensive Phases qui font un grand nombre d’accès en lecture
ou écriture à la mémoire.
Mixed Se réfère aux phases qui partagent les caractéristiques
des applications de type memory intensive et com-
pute intensive.
Communication intensive Phases qui ont des grands besoins en envoi ou récep-
tion réseau et qui sont donc limitées par le matériel
réseau ou par des programmes distants.
IO intensive Phases qui lisent ou écrivent de grandes masses de
données localement. Les performances de ces phases
dépendent de la vitesse du périphérique idoine.
chemin critique de l’application.
Cette méthode est intermédiaire. Elle nécessite de l’information venant du système
global de façon à pouvoir savoir quelle est la borne de ralentissement acceptable. Elle
est aussi tributaire de la qualité des informations reçues.
6.2.2 Optimisation à gros grain sans connaissance
Dans le cas où la tâche ne fournit pas de connaissance à priori il devient nécessaire
d’utiliser des informations de supervision locale pour en déduire le type de leviers utili-
sable. Du fait de la latence des choix il est intéressant d’investir dans des décisions ayant
un impact sur une relativement longue durée. Les applications ont souvent des parties
régulières que l’on appelle phases (voir Section 2.2).
En fonction des ressources utilisées, il sera possible de choisir le levier le plus per-
tinent. Ainsi une phase d’application n’utilisant que très peu le réseau permettra de
baisser le débit maximum de l’interface réseau et donc d’économiser de l’énergie sans
impact sur les autres métriques (telle que la performance).
Il est ainsi possible de classifier les phases d’applications en fonction de ces profils
(Table 6.1) de consommations de ressources décrits en Section 3.1.1.
Ainsi en fonction du type de ressource consommée, il sera possible d’utiliser un levier
particulier. Par exemple, une phase de type IO-Intensive sera rarement ralentie par une
baisse de la fréquence du processeur. Par contre, une phase de type Compute-Intensive
dépendra fortement de la fréquence du processeur.
En fonction du type de phase, il est donc possible d’activer des leviers impactant peu
la performance mais fortement l’énergie. La table 6.2 rassemble les leviers utilisables en
fonction du type de phase.
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Table 6.2 – Labels des phases et schéma associés de réduction de la puissance
Label des phases Décision possible de reconfiguration
Compute-intensive éteindre les bancs de mémoire inutilisés ; mettre les
disques en veille ; augmenter la fréquence du proces-
seur ; baisser le débit des interfaces réseaux.
Memory-intensive réduire la fréquence du processeur ; mettre les disques
en mode veille légère ; allumer les bancs mémoires.
Mixed allumer les bancs mémoire ; augmenter la fréquence
du processeur ; mettre les disques en veille ; baisser le
débit des interfaces réseaux.
communication intensive éteindre les bancs mémoire inutilisés ; réduire la fré-
quence du processeur ; allumer les disques.
IO-intensive allumer les bancs mémoire ; réduire la fréquence du
processeur ; allumer les disques.
Un exemple de gains atteignable avec ce type d’approche est montré en Figure 6.5
pour un cas d’utilisation sur 25 serveurs (100 coeurs) sur Grid’5000. On peut y remar-
quer que la politique on-demand n’est pas efficace sur deux applications réelles de tests :
MDS[12] (Molecular dynamics simulations) et WRF-ARW[92] (Weather Research and
Forecasting). En effet, pour ces deux applications, la charge processeur reste constam-
ment à 100%, les comportements on-demand et performance sont donc identiques. Ce
comportement est classique[65] pour les applications de type calcul à haute performance.
Par contre, entre ces méthodes classiques (performance et on-demand) et notre proposi-
tion MREEF (Multi-Resource Energy Efficient Framework[J10]) qui consiste à appliquer
les leviers montrés en Table 6.2 pour chaque phase, les gains en énergie sont sensibles
(environ 20%) pour une faible perte en temps d’exécution (environ 3%). L’impact sur
le temps d’exécution vient du fait qu’en tâche de fond MREEF fait de la détection de
phase puis prend la décision de changer les paramètres du système de manière réactive,
i.e. sans prédiction.
La difficulté de cette méthode vient de la caractérisation des phases par goulet
d’étranglement du type de ressource utilisé. Nous avons vu en section 3.1.1 qu’il est
facile de détecter une phase. Par contre il est difficile d’identifier qu’il s’agit d’une phase
où la ressource limitante est la mémoire.
De plus même si il est possible de faire de la détection de phase en ligne cela rajoute
une latence pour changer la décision prise. Ainsi dans ces deux exemples d’applications,
un certain nombre de phases de communication ou d’utilisation disque sont trop rapides
(de quelques milli-secondes à quelques secondes) pour être détectées.
Malgré ces inconvénients cette technique a l’avantage de pouvoir être facilement
utilisée dans un cadre où les applications et leur comportement sont connus seulement à
gros grains et relativement stables. Ainsi cette méthodologie est particulièrement adaptée
pour les centres de calcul dédiés au calcul haute performance.
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Figure 6.5 – Énergie et performance comparées pour les gouverneurs classiques (onde-
mand et performance) et pour une approche par règles prédéfinies décrites en Table 6.2
(MREEF, Multi-Resource Energy Efficient Framework).
6.2.3 Optimisation au niveau noyau
Pour résoudre les deux problématiques du temps de réaction et de la connaissance
fine du comportement des applications, il est nécessaire de revenir à la couche système
sous-jacente à l’exécution d’une phase ou d’une application.
Au niveau du système d’exploitation, le gouverneur prend plusieurs dizaines de fois
par seconde la décision de la fréquence en fonction de la charge. Historiquement, dans le
noyau Linux cette valeur est fixée à 10ms. Cette décision est prise pour le pas de temps
suivant en fonction de l’état pendant le pas de temps précédent. L’hypothèse est que d’un
pas de temps au suivant, le système sera presque toujours le même et qu’ainsi la décision
sera valable. C’est sur ce principe que sont construits les gouverneurs On-demand et
Conservative décrits en Section 3.2.2.
Une méthode consiste donc à faire la détection de phase décrite à la section précédente
à cette granularité afin de profiter de la vitesse de réaction, mais aussi de la simplicité.
En effet, pendant un pas de temps de quelques milisecondes, il est possible de sim-
plifier le comportement d’une application et de séparer le temps qu’elle passe à faire de
la communication, du calcul, des entrées sorties.
Le schéma de la Figure 6.6 montre par exemple une modélisation d’un pas de temps
d’une application ne faisant que du calcul et de la communication. Par soucis de clarté,
dans la suite de cette section nous nous concentreront uniquement sur ces deux aspects,
mais les résultats sont généralisables à d’autres ressources sujettes à contention (accès
mémoire, disques).
En utilisant un tel modèle il est possible en fonction du ratio entre communications
et calculs de choisir la fréquence optimale pour le processeur, d’un point de vue énergie
totale.
La figure 6.7 montre quatre gouverneurs pour les NPB[28] (Nas Parallel Benchmak).
Les gouverneurs utilisés sont performance, powersave et ondemand qui ont été décrits
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Figure 6.6 – Consommation de ressource classique d’une application HPC. Le temps
va être α + β secondes en utilisant le gouverneur performance, et αλ + β secondes en
utilisant powersave, avec λ > 1. λ est le ratio entre les fréquences maximale et minimale
du processeur.
en profondeur en section 3.2.2, ainsi que NetSched qui utilise la fréquence optimale en
fonction du ratio communications/calculs. Ces expériences ont été réalisées sur 4 serveurs
du site Toulousain de Grid’5000 avec un pas de temps de 1/10s.
Il est d’abord intéressant de remarquer que la fréquence a un impact fort sur le temps
d’exécution et qu’à fréquence minimale, on peut aller jusqu’à 2.6 fois moins vite et que
ce chiffre correspond au ratio entre les fréquences maximale et minimale du processeur
utilisé.
Il est particulièrement intéressant de voir que d’un point de vue énergie, NetSched
permet, suivant les cas, de réduire jusqu’à 25% la consommation énergétique. Ce gain est
atteint sans ralentissement (hors pour le programme IS) et même avec une accélération
(programmes FT, SP, LU). L’accélération est obtenue grâce à une meilleure utilisation
du budget thermique du processeur. En effet, en le ralentissant lorsque c’est possible,
il chauffe moins, et il peut donc aller plus vite lorsqu’il y a de forts besoins de calculs.
La gestion de l’enveloppe thermique est automatique sur les processeurs de génération
récente.
En effet, les phases de communications peuvent parfois être brèves, mais à l’échelle
du gouverneur elles sont longues. Les décisions sont alors prises de manière très efficace
car adaptées à la tâche en cours.
Un plus grand nombre d’exemples peut être trouvé dans [C10].
6.3 Conclusion
Les centres de calcul vont être de plus en plus distribués. Pour pouvoir continuer à
tirer partie de leur apport principal qui est la mutualisation des ressources, la coopé-
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Figure 6.7 – Energie moyenne (gauche) et temps d’exécution (droite) des politiques de
gestion de la fréquence processeur.
ration entre centres sera nécessaire. L’expérience des grilles de calcul montre que cette
coopération est difficile à mettre en place d’un point de vue responsabilité. Les clouds
permettent de répondre à cette problématique en séparant fortement les différents ni-
veaux, en formalisant les échanges de ressources par des échanges commerciaux. Grâce
à la grande échelle en terme de ressources, on a montré qu’il est possible d’avoir des
résultats proches entre une gestion centralisée et une gestion coopérative.
Une piste à explorer consiste à regarder le cas des micro-centres de calcul. En effet
dans l’hypothèse des centres de calcul proportionnels, il est probable d’avoir un grand
nombre de data center in the box. Dans ce cas là, les phénomènes d’échelle seront moins
présents et donc une gestion coopérative plus fine sera nécessaire.
Enfin, du fait du grand nombre de centres de calcul, il sera aussi nécessaire de faire
évoluer les algorithmes coopératifs, car à présent ils reposent sur un principe d’inonda-
tion, et donc limité à un petit nombre de centres.
A l’autre bout de l’échelle, un grand travail reste à faire au niveau local. En effet,
la modélisation fine du comportement d’une application en fonction de l’état du serveur
sur laquelle elle s’exécute est encore trop légère. Notre première approche qui consiste
à modéliser une application comme une succession de calculs et de communication per-
met de lever ce voile. En utilisant cette modélisation et des changements de fréquence
adaptés, nous avons réussi à économiser de l’énergie sans sacrifier la performance. Un
grand travail reste à faire pour inclure les autres sous-systèmes (mémoire, disque,...)
dans cette modélisation. Un chantier encore plus grand consiste à étudier le comporte-
ment de plusieurs applications simultanées. Plusieurs travaux[91, 48, 69] montrent que
l’isolation entre machines virtuelles n’est pas parfaite, plus particulièrement au niveau
performance.
Le dernier élément concerne le lien entre les deux niveaux. La proposition actuelle
d’utiliser seulement deux niveaux est raisonnable de manière limitée du fait de la petite
échelle du nombre d’acteurs. En effet, la majorité des travaux considère uniquement une
fédération de centres de calcul tous gérés par la même entité ou l’utilisation d’un faible
nombre de clouds commerciaux. Dans tous les cas, leur nombre est limité. Lorsque le
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nombre de centre de calcul ainsi que leur hétérogénéité seront décuplés, les techniques
actuelles (telles que les Super-Peers) montreront leurs limites. Une porte de sortie consis-
tera à utiliser des méthodes plus orientées multi-agent par exemple.
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Je ne cherche pas à connaître les réponses, je
cherche à comprendre les questions.
Confucius
La question initiale était : Comment gérer efficacement un centre de calcul ? Ce
mémoire présente l’ensemble des éléments nécessaires pour répondre à cette question,
de la formalisation de ses termes jusqu’à la proposition d’algorithmes permettant cette
gestion.
7.1 Conclusion
Le sens de la question
Pour y répondre il est nécessaire de définir précisément ce qu’est un centre de calcul.
Dans ces travaux nous avons défini les centres de calcul mais aussi chacun de leurs
éléments avec différent niveaux de précision. Mais au delà de la précision dans l’absolu,
nous avons montré qui est nécessaire d’avoir une précision raisonnable et équilibrée pour
l’ensemble de la modélisation, et donc des modélisations de complexités et de précisions
équivalentes pour chacun des éléments.
Un grand nombre d’approches sans modélisation précise font l’impasse sur la pro-
blématique de la mesure : qualité du matériel de mesure, mais aussi modélisation des
pertes dans les alimentations. Nous avons montré que dans un grand nombre d’études ces
éléments peuvent être éludés, mais uniquement parce que nous en donnons les clés per-
mettant de le faire en connaissance de cause, et d’en maîtriser l’impact sur les résultats
expérimentaux.
Le domaine des métriques est lui aussi complexe. Il est possible de faire dire des choses
fausses aux métriques agrégées. Il n’est pas possible de faire l’économie d’exprimer les
métriques simples (Energie, Performance, Robustesse,...). Nous avons aussi montré que
dans certains cas les métriques composées (PUE) donnent des résultats simplement faux.
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Enfin nous avons montré dans quels cas et pour quels usages elles sont pertinentes et
valides.
Le monde réel
Nous avons ensuite abordé le problème de l’implémentation effective des leviers et des
capteurs. Nous avons proposé des capteurs évolués au niveau des applications permettant
de déterminer les phases ainsi que leur caractéristiques. Les leviers étudiés permettent
d’agir sur le monde en connaissant leur impact, mais aussi leur latence d’action ou tout
autre sur-coût. Au delà de l’utilisation de ces capteurs et leviers, la grande question est
l’instant de décision. Nous avons étudié l’impact des constantes de temps (dynamisme
des charges, temps d’allumage de serveur,...) sur le choix du mode de déclenchement :
événementiel (nouvelle machine virtuelle) ou régulier.
Les outils
Pour évaluer il existe plusieurs outils, allant de la modélisation directe à l’expéri-
mentation en passant par la simulation. Pour cette dernière catégorie, les simulateurs
existants ont dû être augmentés pour être capables de prendre en compte les modèles
fins de consommation électrique, mais aussi de l’effet des leviers tels que la gestion de
fréquence des processeurs.
La gestion efficace
Un certain nombre d’heuristiques ont été ensuite étudiées. Plus particulièrement, le
rôle des tris de serveurs et de tâches qui ont un impact sur l’ensemble des heuristiques.
De même, la formulation exacte du multi-objectif a un impact fort, pas seulement sur
le résultat mais aussi pour l’utilisateur final. Nous avons exploré l’impact du temps,
autant d’un point de vue inertie thermique que d’un point de vue latence d’utilisation
des leviers.
Enfin, nous avons montré qu’il est possible d’utiliser des algorithmes coopératifs
pour gérer des fédérations de centres de calcul. Il est aussi possible d’avoir de forts
gains énergétiques sans perte de performance en ne prenant des décisions qu’au niveau
des serveurs eux même. Ces décisions étant locales, elles sont utilisables à très grande
échelle.
L’humain
Le point de vue développé ici est celui de l’opérateur. Pourtant pour avoir une vision
plus complète il est aussi nécessaire de tenir compte de l’effet de la gestion fine de l’énergie
sur lui. En effet, ne faire que réduire la consommation énergétique des centres de calcul
n’est pas suffisant. Le paradox de Jevons[52, 44] (effet rebond) montre que lorsqu’on
optimise la consommation énergétique, souvent l’effet est de produire plus de travail
pour la même consommation. C’est pourquoi le rôle du législateur est particulièrement
important même si il n’a pas été abordé. Son rôle peut être autant de fixer une limite
sur la consommation totale ou sur l’efficacité énergétique, que de simplement forcer à
informer les utilisateurs finaux de leur impact environnemental.
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7.2 Projet de recherche
Ce document retrace les principales recherches auxquelles j’ai participé depuis mon
arrivée à Toulouse. Ces recherches, autant simulation qu’en expérimentation se struc-
turent autour de la boucle de gestion autonome d’un centre de calcul : capteurs, effec-
teurs, système de décision, mais aussi modélisation du système. A court terme il reste
un grand nombre d’éléments manquant pour généraliser et approfondir les résultats déjà
obtenus.
7.2.1 Projet de recherche à court terme
A court termes, quatre directions seront abordées dans les prochaines thèses :
Niveau système Comme décrit en Section 2.2, une des hypothèses simplificatrices
le plus souvent utilisée au niveau système consiste à supposer que les applications
n’ont pas d’interactions entre elles. Une piste de recherche consiste alors à modé-
liser plus finement cette interaction autour de la notion de goulet d’étranglement.
Obtenir ce type de modèle nous permettra d’avoir autant un modèle plus fin de
ralentissement du fait des interactions entre applications, mais surtout d’avoir un
modèle plus fin de prédiction de comportement, de consommation de ressources
et donc d’énergie. Enfin ce modèle permettra de raffiner le traducteur de profils
en croisant le modèle fin d’une application, celui du serveur où ce profil a été
récupéré ainsi que celui du serveur de destination. Enfin, il sera possible de géné-
raliser ce traducteur, en accord avec les modèles de leviers matériels (DVFS par
exemple) pour prendre des décisions locales plus fines comme celles abordées en
Section 6.2.
Niveau apprentissage De manière intermédiaire entre le niveau système et le ni-
veau apprentissage un élément important que nous allons devoir gérer consiste
en la création automatique de micro-programmes de couverture maximale (Sec-
tion 3.1.3). Pour cela, il sera nécessaire de pouvoir utiliser des bibliothèques de
découverte automatique du matériel. En utilisant ces informations, la question
sera alors, en fonction du besoin de couverture, d’être capable de générer de ma-
nière automatique un ensemble minimal (en temps d’exécution) de programmes
de couverture maximale. Pour atteindre ce résultats une méthode basée sur des
algorithmes génétiques utilisant des petits corpus de codes seront évalués.
Niveau métriques L’étude des métriques, de leur limites et la classification de
métriques en fonction de leur cadre d’utilisation (Section 2.3.1) reste un domaine
complexe. Dans le cadre du Cluster on renewable-energy based data-center 1 dans
lequel je participe à la suite de CoolEmAll, nous avons étudié[RT12] la capacité
des métriques classiques de centres de calcul à évaluer la prise en compte d’énergie
renouvelables. Pour cela 36 métriques ont été analysées et finalement 25 nouvelles
métriques ont été proposées et sont en cours d’évaluation. Ces chiffres montrent
1. Regroupe les membres des projets européens DC4Cities, GENiC, CoolEmAll, RenewIT, GEYSER,
GreenDataNet, doLFin et All4green
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qu’il est difficile d’obtenir un ensemble restreint d’indicateurs clés permettant de
comparer des centres de calculs (au niveau infrastructure, intergiciel, système).
Nous prévoyons de continuer dans cette voie afin de fournir un ensemble réduit et
pertinent d’indicateurs tenant compte de l’environnement des centres de calculs.
Niveau Optimisation Dans ce mémoire nous avons étudiés certaines des caracté-
ristiques des heuristiques permettant une utilisation efficace d’un centre de calcul.
Historiquement ces travaux prennent leur source dans une vision assez stable de
la charge de travail. La prochaine étape consistera à étudier plus finement la tem-
poralité et son impact. Comment évolue le système en fonction du temps entre
deux décisions et en fonction des événements forçant à prendre une décision (sujet
abordé en Section 3.3.1). L’autre élément étudié sera l’impact de la qualité des
données de supervision sur le système de décision. Cette qualité peut être éva-
luée en précision, synchronisation et âge des mesures (Section 3.1). D’un point de
vue (meta)-heuristique, les pistes d’amélioration ont rapidement été évoquées en
Section 5. Les problématiques à résoudre concernent autant le placement que les
migrations ou la politique de gestion de l’allumage et de l’extinction des serveurs.
Un noeud de recherche particulièrement intéressant concernera la coordination
des fédérations de centres de calcul (Section 6.1).
Il existe aussi des pistes d’ingénierie ouvertes comme l’intégration de l’ensemble des
modèles (de matériels et d’applications) et scénarios dans un seul simulateur, avec la
possibilité de tester le même système en simulation mais aussi sur plateforme réelle
(Section 4). Les travaux actuels (plus particulièrement ceux d’Inès) s’orientent vers la
co-simulation ainsi que la simulation hybride. Un exemple de co-simulation consiste à
prendre un simulateur de centres de calcul tels que DCWorms, et à le coupler avec un
simulateur de panneaux solaires et un simulateur de batteries. Le simulateur RenewSim
est en fait un co-simulateur de centre de calculs interfacés avec du stockage et de la
production d’électricité solaire. La simulation hybride consiste à utiliser des capteurs
simulés mais aussi des capteurs réels dans une infrastructure réelle. On peut alors utiliser
des capteurs réels sur un panneau solaire couplés avec une simulation d’un centre de
calcul.
Deux grandes pistes complémentaires de recherche de plus long terme sont particu-
lièrement intéressantes : l’intégration des centres de calcul avec leur environnement ; la
vision multi-agent de leur gestion.
7.2.2 Les centres de calcul et leur environnement
Jusqu’à présent, la majorité des études portant sur l’optimisation des centres de calcul
les considèrent comme des objets éthérés, hors sol. L’hypothèse est alors que l’impact
des interactions avec l’extérieur est faible par rapport au comportement interne.
Pourtant trois phénomènes rendent caduque cette hypothèse :
— La multiplication des petits centres de calcul qui sont donc plus densément inté-
grés à leur environnement (data center in the box, radiateur liés au cloud[64]) ;
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— L’augmentation des liens avec l’environnement (free cooling, réutilisation de la
chaleur) ;
— L’utilisation de plus en plus importante des énergies renouvelables, intermittentes
par définition.
Concernant l’augmentation de l’importance des énergies renouvelables intermittentes,
l’exemple de l’éolien est représentatif : Même si en 2008 l’énergie éolienne ne représen-
tait que 1% de l’électricité produite aux US[96] et 4.5% fin 2013[106], le Department of
Energy y a fixé un objectif de 20% pour 2030[96].
Plusieurs directions sont nécessaires pour étudier ces phénomènes :
— Une modélisation précise des interactions ;
— Des métriques adaptées tenant compte des services rendus par les centres de
calcul ;
— L’intégration dans la notion de qualité de service de la plasticité des tâches ;
— L’adaptation des modèles économiques.
En effet, un centre de calcul n’a pour l’instant qu’une capacité d’adaptation légère,
son but étant d’exécuter au mieux les tâches qui lui sont soumises. En interaction avec son
environnement, il va devoir gérer ses tâches, peut être les reconfigurer ou les décaler dans
le temps, afin de satisfaire ces tâches mais aussi de rendre service à son environnement.
Dans le cas d’énergie renouvelable par exemple, le centre de calcul va gérer les tâches
de façon à ce que sa consommation électrique suive au mieux la production d’énergie. Il
faut alors avoir assez d’informations sur les tâches pour les adapter, ou même simplement
les mettre en pause.
7.2.3 Gestion par multi-agents de centres de calcul
Le système actuel fonctionne car il y a un faible nombre de très gros opérateurs,
quelques opérateurs moyens est des infrastructures internes dans les entreprises. Dans
ce cadre là, les utilisateurs décident l’utilisation de ressources leur appartenant ou dis-
tantes, puis les gros opérateurs décident dans quel centre de calcul exécuter les machines
virtuelles. Enfin, dans le centre de calcul, un ordonnanceur global décide de l’ensemble
des opérations (gestion des tâches, machines,...).
Ce schéma global, possible pour un nombre restreint d’acteurs ne fonctionne plus
lorsque ce nombre change d’échelle. Dans un futur proche, on s’oriente vers un grand
nombre de centres de calcul mais aussi d’opérateurs. Le constat[37] de Gartner 2 va dans
le sens de l’explosion du nombre de centres de calcul de tailles diverses, plus particu-
lièrement des petits : “The recent trend to centralize applications to reduce costs and
increase security is incompatible with the IoT. Organizations will be forced to aggregate
data in multiple distributed mini data centers where initial processing can occur. Rele-
vant data will then be forwarded to a central site for additional processing”. De même,
IDC 3 prévoit[86] que d’ici 2018 le nombre de centre de calcul et surtout d’opérateurs va
largement augmenter. Enfin, pour des raisons de gestion de données privées, on s’attend
2. http://www.gartner.com/
3. http://www.idc.com/
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aussi à voir se multiplier les Cloud personnels[23].
Deux éléments seront nécessaires pour pouvoir gérer une telle multiplicité de sys-
tèmes : une capacité de coopération entre centres de calcul ; différent niveaux de gestion.
7.2.3.1 Coopération
Des standards[80] tels que Simple Cloud API, OCCI (Open Cloud Computing Inter-
face) ou plus récemment CIMI (Cloud Infrastructure Management Interface) permettent
de gérer la partie technique concernant l’interopérabilité. Pourtant même avec ces bi-
bliothèques haut niveau, nous sommes encore bien loin de l’idée originelle d’avoir un
accès à des ressources informatique ayant la même simplicité qu’un accès à l’eau ou à
l’électricité.
Cette simplicité vient de structures intermédiaires qui coordonnent un grand nombre
de sites de production, donnant une apparence d’unicité de l’interlocuteur inexistante
dans le cas des centres de calcul. Il serait possible que des entreprises prennent en charge
ce rôle, fournissant un centre de calcul virtualisé reposant sur un grand nombre de
prestataires possédant réellement les ressources.
Une autre méthode consiste à établir des liens entre les centres de calcul, leur permet-
tant de coopérer en mettant en commun certaines ressources lorsque le besoin s’en fait
sentir. Ils pourraient ainsi échanger des machines virtuelles par exemple. La majorité des
propositions dans ce sens reposent sur des tiers de confiance. Une méthode intéressante
serait d’étudier le cas où les opérateurs tissent un réseau de confiance, de gré à gré.
7.2.3.2 Multi-agent
Mais au niveau de chaque centre de calcul, la situation est bien plus complexe. Dans
un tel système, des contraintes différentes viendraient des opérateurs voisins, mais aussi
des contraintes environnementales (telles que l’approvisionnement en électricité).
Au niveau de chaque élément (serveurs, armoires de serveurs,...) l’équation serait
aussi complexe. Chacun de ces éléments devrait gérer à la fois les ordres qui lui sont
envoyés, mais aussi les sous-systèmes en dessous de lui.
Par exemple, un serveur doit à la fois gérer les machines virtuelles qu’il doit exécuter,
mais aussi la fréquence de son processeur et le débit de son interface réseau.
Enfin, nous avons vu que les interactions peuvent être complexes, telle que celle
concernant la production et l’extraction de la chaleur.
Avec un tel nombre de contraintes, il devient impossible d’optimiser toutes les mé-
triques dans un centre de calcul.
Une solution serait d’utiliser un système d’agents où chaque élément (machine vir-
tuelle, serveur, armoire,...) serait capable de prendre des décisions simples. Ces agents
pourraient alors prendre des décisions sur des informations partielles, tenant compte
des priorités locales. Un système de production électrique prévoyant une baisse de son
apport pourrait envoyer une intention aux agents avec lesquels il coopère afin de mieux
répartir la production de chaleur.
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Figure 7.1 – Scénario de coopération entre agents pour la gestion d’un centre de calcul
Un autre exemple est montré en Figure 7.1. Dans cet exemple, plusieurs agents co-
opèrent. Un agent gère le panneau solaire, trois autres chacune des machines, et enfin
deux gèrent les machines virtuelles. La coopération entre ces différents agents permet
d’adapter l’exécution des VMs en fonction de leurs contraintes de QoS et des ressources
disponibles sans nécessiter d’avoir un algorithme centralisé. Grâce à cette méthode il
devient possible de gérer de manière coopérative une fédération à très grande échelle de
systèmes tout en tenant compte d’un grand nombre de contraintes (ici de QoS, énergé-
tiques et thermiques).
Une fois ce modèle de coopération à base d’agents défini, il est extensible à d’autres
systèmes à bases de ressources où les éléments consommant les ressources sont avec des
contraintes de qualité de services différentes. On peut simplement établir un parallèle
avec les bâtiments ou les villes intelligentes.
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Algorithm ∞ Choco-marrons
Require: 200g de chocolat, 500g crème de marrons, 3 oeufs, 100g de beurre, 75g de
farine
1: Mélanger Chocolat et beurre
2: repeat
3: Chauffer au bain marie
4: Mélanger
5: until Mélange soyeux
6: Rajouter Crème de marrons
7: Mélanger
8: Rajouter Oeuf et Farine
9: Mettre dans un moule à muffins
10: Mettre au four préchauffé à 150◦ pendant 25 minutes
11: Déguster
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