Introduction
Motivated by the Steinberg presentation of the Chevalley groups or, more generally, by the structure of the Lie-type groups corresponding to an irreducible, spherical Moufang building of rank 2, Timmesfeld has intensively studied the following situation (see, e.g., [4] [5] [6] [7] [8] [9] ):
Let Φ be an irreducible, spherical root system of rank 2 satisfying the crystallographic condition (i.e., Φ is of type A , B , C , BC , 2, D , 4, E , 6 8, F 4 or G 2 ), and let G be a group generated by (non-trivial) subgroups A α , α ∈ Φ, satisfying the following hypothesis denoted by (S):
product of the rank-one groups X α , α ∈ Φ. Now, Timmesfeld's goal is to determine the structure of the groups satisfying (S). Before we state his main result, we want to introduce some notation (cf. [ 
5, Theorem 1]):
Let G be a group satisfying (S) with some root system Φ. Suppose there exist an irreducible, spherical Moufang building B with root system Φ, and a surjective homomorphism σ : G →Ḡ, whereḠ denotes the Lie-type group of B, such that the A α , α ∈ Φ, are mapped onto the root groups ofḠ corresponding to some apartment of B and such that ker σ Z(G) ∩ H , where H := H α | α ∈ Φ and H α := N X α (A α ) ∩ N X α (A −α ). (Note that σ | A α is thus injective!) Then we say that G is a group of type B or simply, neglecting the precise structure of B, that G is a group of type Φ. (Note, however, that two groups of type Φ in this sense might be non-isomorphic.)
With this notation we can cast Timmesfeld's main result of [8] in the following form: For Φ = BC a similar statement has been proved in [9] , but since in this case the exact formulation is slightly more difficult, we do not include it here. An illustrating example for the statement in Theorem 1.1 is Φ = C 2 = {±r, ±s, ±(r + s), ±(2r + s)} and G = G 1 * X 2r+s with G 1 SL 3 and Φ 1 = {±r, ±s, ±(r + s)}. We stress that in this situation the subset Φ 1 can be considered as a root system of type A 2 , but it certainly is no subsystem of Φ.
In the present paper we partially solve the remaining problem when Φ is of type G 2 . That is, we prove a statement similar to that of [6, Theorem 1] for the G 2 -case. We show: 
Theorem. Suppose G satisfies (S)
While possibility (A) in Theorem 1.2 is the prototype case, the occurrence of possibility (B) might appear surprising at first sight, since then G is of higher rank than Φ. One can, however, relabel the "index set" Φ by a root system of type A 3 such that the commutator relations in (S)(II) are respected (cf. the proof of Proposition 4.4 in Section 4). A similar situation occurs in Theorem 1.1 for Φ = F 4 , where one of the central factors G i can be of type A 5 .
The exceptional possibility (C) in Theorem 1.2 corresponds to the exceptional role of GF (2) and fields of characteristic three for Chevalley groups of type G 2 . In these cases the Chevalley commutator relations partially degenerate. The same holds for Chevalley groups of type B , C or F 4 and fields of characteristic two. Accordingly, in the proof of Theorem 1.1 a special argument was needed in the characteristic-two case and Φ of type B , C or F 4 . The solution of the cases Φ = B , C or F 4 in Theorem 1.1 is based on the treatment of the B 2 -case. The situation, when Φ is of type B 2 = C 2 and the characteristic is different from two, has been analysed in [2] ; here, certain central involutions, that are absent in characteristic two, play an essential role (cf. also Lemmas 4.1 and 4.2 in Section 4). The case Φ = B 2 in characteristic two has been solved in [8] ; the solution is based on the observation that a rank-one group is special, if the unipotent subgroups are elementary abelian 2-groups. Now, in the proof of Theorem 1.2 one of the main problems is to discover the exceptional role of characteristic three on a purely group-theoretic level.
Finally, case (D) in Theorem 1.2 takes into account the aforementioned possibility that the commutator relations in (S)(II) might degenerate. In the present paper we leave the structure of C G (X α ) in the first alternative of case (D) unspecified. Meanwhile, however, it has been shown by H. Oueslati (private communication) that C G (X α ) decomposes into a central product of groups, which are one of types C 2 , A 2 or A 1 . (Here, a rank-one group is said to be of type A 1 .) More precisely, starting from Theorem 1.2 above, H. Oueslati has been able to prove that, when Φ is of type G 2 , then the group G is either of type G 2 ,
This statement, which is independent of the characteristic, is analogous to the statement in Theorem 1.1 and, thus, completes the solution of the G 2 -case.
To make it more transparent, the proof of Theorem 1.2 is distributed over three sections. It mainly consists of extensive commutator calculations together with applications of the theory of rank-one groups. This is similar to the treatments of the other rank-two cases, i.e., Φ of type A 2 , C 2 and BC 2 (see [4] , [2, 8] , and [7] , respectively), which then have served as an induction basis for the more elegant proof of the higher-rank cases in Theorem 1.1.
Proof of Theorem 1.2: Notation and basic results
In the next three sections we give the proof of Theorem 1.2. Assume that G satisfies (S) with Φ of type G 2 :
We fix the following notation: Let J and K denote the sets of long and short roots in Φ, respectively. (Note that J is a root subsystem of Φ, but K is not.) For α ∈ Φ let Finally, for α ∈ Φ, let
To begin with, we prove (or simply state) some basic results on the structure of G, which are similar to those for the C 2 -case treated in [2] . First, as a direct consequence of (S)(I) and (II), we have: 2.1. Lemma. For α, β ∈ Φ the following hold: 
Proof
Note that in this situation the short root groups are closed under commutators, for, e.g.,
In any case, Theorem 
and [A r , A −3r−s ] = 1 hold; the latter of those, however, will not be explicitly used.
Since G(J ) is of type A 2 , application of Corollary I (2.5) in [10] to the action of X α on W α , α ∈ J , yields that the X α , α ∈ J , are special rank-one groups. Hence, by Theorem I (5.2) in [10] , the root groups A α , α ∈ J , are either elementary abelian p-groups or torsionfree and divisible. Therefore, the long root groups can be considered as vector spaces over some prime field. Let in the following k = GF(p) respectively k = Q denote this prime field. Further, by Theorem I (5.6) in [10] , for each a ∈ A # α , α ∈ J , there exists a subgroup X α (a) X α containing a, which is isomorphic to (P )SL 2 
Q).)
The following lemmas crucially depend on the assumption (R): 
As in the proof of Lemma (2.5) in [5] Proof. The proof of Lemma 3.8 in [2] can be applied here. 2
Proof of Theorem 1.2: The exceptional cases of characteristic two and three
In this section we prove a proposition that shows, on the abstract level of hypothesis (S), why characteristic two and three are different from the others for Φ of type G 2 . For this proof we need two lemmas. 
Lemma.

Proof. We show (b). For a ∈
, then A acts quadratically on U , whence, by Corollary I (3.7) in [10] , U decomposes into a direct sum of natural ZX-modules. In particular this is true for p = 2, since then [U, a] C U (a) holds. So we may assume p 5 and [U, a] = C U (a), from which we will obtain a contradiction. To this end, consider the action of the diagonal subgroup H = h(t) | t ∈ k * (we use the notation of Example I (1.5) in [10] !) on the two-dimensional
(Note thatŨ 0 is elementary abelian and, thus, a vector space!) OnṼ an element h(t) acts by multiplication by t, whereas onŨ 0 /Ṽ it acts by multiplication by t −1 . We show
which yields C U (a) = [U, a], contradicting our assumption. Since C U (a) =Ṽ , we havẽ Note that, for p > 5, Lemma 3.1(b) is already included in [1] . Lemma 3.1 can be lifted to the situation where the submodule and the factor module decompose into direct sums of (possibly infinitely many) natural ZX-modules:
Lemma. Let X = A, B be a rank-one group that either (i) is isomorphic to (P )SL 2 (p) with p / ∈ {2, 3} or (ii) is perfect with X/Z(X) PSL 2 (Q). Let U be an X-invariant, nilpotent group such that a subgroup V Z(U ) and the corresponding quotientŨ := U/V decompose into direct sums of natural ZX-modules. Further, let
[U, a, a, a] = 0 for some a ∈ A # . Then A acts quadratically on U , and U decomposes into a direct sum of natural ZX-modules.
Proof. Let I, I denote index sets such that
are the decompositions of V andŨ into direct sums of natural ZX-modules.
We first show that U is abelian. Consider the bilinear map
respecting the X-action. We havẽ
where eachŨ i ⊗Ũ j is isomorphic to the space M of (2 × 2)-matrices over k = GF(p) in case (i) or k = Q in case (ii). Since char(k) = 2, the module M decomposes into the direct sum of the irreducible, three-dimensional submodule of trace-zero matrices and the one-dimensional submodule of scalar matrices. Now
is a map from M into a direct sum of irreducible, two-dimensional modules and, thus, is trivial. Therefore ϕ is trivial and U = 1. (Note that, e.g., by [3] , U is thus a QX-module in case (ii)!) Now, let U j denote the coimage ofŨ j and let The root groups A α , α ∈ Φ, are now elementary abelian p-groups with p 5, or they are torsion-free and divisible. The associated prime field k, thus, is not equal to GF (2) and GF (3) . The subgroups X α (a), α ∈ J , contain a central involution τ := n(1) 2 , where we use the notation of Lemma (2.10) in [2] .
Lemma. Let a ∈
Proof. The proof of Lemma (3.9) in [2] applies also here. 2
Lemma. Let again a ∈
Proof. The proof of Lemma (3.10) in [2] can also be applied to this situation. Proof. Since X and Y are rank-one groups there exists an r ∈ R := X, Y with B r = C. We show that r ∈ N X (B)U holds. Since BU = CU we get r ∈ N R (BU ). Hence, by Dedekind's identity,
where the second equality follows from the fact that N X (B) is a maximal subgroup of X. (Note that X acts primitively on Ω := A X !) 2
Proposition. If
Proof. Let Ψ = {±R, ±S, ±T , ±(R + S), ±(S + T ), ±(R + S + T )} be a root system of type A 3 . By use of Ψ , we relabel the root groups A α , α ∈ Φ, as follows:
We show that, with respect to Ψ , always equality holds in the commutator relations in (S)(II). Then, Theorem 2 of [5] implies that G is of type A 3 .
In total, (S)(II) consists of 60 commutator relations, 42 of which are trivially fulfilled by the relabelling above. For example, we have By the general assumption (R) we have C P (A r ) = A r+s . We need to show C P (A −r ) = A s . By Corollary I (2.5) in [10] , X r is a special rank-one group. Let a ∈ A # r and X r (a) be the subgroup of Theorem I (5.6) in [10] . By Lemma I (1.10) in [10] , P is a quadratic (1) in [10] . Hence [P , X r (a)] = P . Since the characteristic is different from two and three, we can apply Exercise I (3.8)(1) in [10] to get C P (X r (a)) = 0 = C P (X r ). This yields C P (A −r ) = A s and shows ( * ). Note that conjugation of ( * ) by n 3r+2s yields the analogous relation
( * * )
Now we consider the actions of X r on U −r andÛ −r := U −r /U −r . 
