The use of local image features (LIF) for object class recognition is becoming increasingly popular. To better understand the suitability and power of existing LIFs for object class recognition, a simple but useful method is proposed in evaluation of such features. We have compared the performance of eight frequently used LIFs by the proposed method on two popular databases. We have used F-measure criterion for this evaluation. It is found that the individual performance of SURF and SIFT features are better than that of the global features on ETH-80 * database with considerably lower number of training objects. However, it may not be good enough for more challenging object class recognition problem (e.g. Caltech-101 + ). The evaluation of LIFs suggests the requirement for further investigation of more complementary LIFs.
INTRODUCTION
Object class recognition is one of the central issues in many practical applications. For the recognition of a partially occluded object in cluttered environment, locally defined low level image feature known as local image feature (LIF) is preferable (Lowe, 2004; Mikolajczyk and Schmid, 2001) . A large number (order of hundred) of LIFs could be extracted from an image and each of them are represented as a vector by computing different kinds of descriptors of such an image patch. An up-to-date review of different methods of local feature detection and description can be found in (Li and Allinson, 2008) .
Apparently a LIF captures description about the appearance of an image patch. Most of these features are primarily intended to be used for wide baseline matching. The suitability of appearance based existing LIFs for object class recognition of previously unseen object is rather vague. Despite this limitation some desperate affords of object class recognition are made using LIF (Boiman, Shechtman and Irani, 2008; Mikolajczyk, Leibe and Schiele, 2006; Stark and Schiele, 2007) . However, it is generally agreed (Boiman et al, 2008; * http://tahiti.mis.informatik.tu-darmstadt.de/oldmis/Research/Pro jects/categorization/eth80-db.html + http://www.vision.caltech.edu/Image_Datasets/Caltech101/ Berg, Maire and Malik, 2006) that LIF-based nearest neighbor classification method can overcome the intra-class variation of objects in a class to some extent.
The main purpose of this work is to investigate the suitability of local image features currently available in the literature for object class recognition. In this paper, we have proposed a method in the evaluation of existing LIFs. We evaluated performance of some of the popular and frequently used LIFs. Some previous works of evaluation of LIF can be found in (Asbach, Hosten and Unger, 2008; Stark and Schiele, 2007; Zhang and Marszalek, 2006) . Asbach et. al. (2008) evaluated a few LIFs for face detection. Another method of evaluation for geometric object class recognition was reported by Stark and Schiele (2007) . Zhang and Marszalek, (2006) evaluated the performance of kernel based method on three LIFs. However, in this paper we have proposed a more generic method and systematically evaluated some of the existing LIFs used for different object recognition problems.
We have nominated the simple nearest neighbor based method. Eight existing LIFs are primarily evaluated on two landmark databases: ETH-80 and Caltech-101. We have used robust F-measure criterion for this evaluation. It is found that SURF and SIFT are the two best LIFs for object class recognition with F-measure of 0.89 and 0.84 respectively for ETH-80 database with nine labelled objects. The individual performance of SURF and SIFT are better than that of the global features on ETH-80 database (Leibe and Schiele, 2003) with considerably lower number of labelled (training) objects.
The outline of the paper is as follows. In Section 2 we have given a review of existing LIFs. We have listed the LIFs considered for evaluation in this paper. In section 3, we have described the proposed method for evaluation. In Section 4 we have presented experimental results of evaluation of the LIFs.
REVIEW OF LIFS
The first step of LIF extraction is the detection of interest regions. Many scale and affine invariant region detectors have been recently proposed. Mikolajczyk, Tuytelaars, Schmid, Zisserman, Matas, Schaffalitzky, Kadir and Gool, (2005) has systematically evaluated six detectors. These detectors are generally evaluated by repeatability and overlapping accuracy for different kinds of transformations such as viewpoint change, rotation, scale change, illumination change, and image blur etc. (Bay, Ess, Tuytelaars and Gool, 2008; . It was found that the Hessian-Laplace detector has higher localization and scale selection accuracy. In this work, we have used this region detector to produce all the experimental results.
There are a good number of possible descriptors which are based on different image properties like intensities, color, texture, edges etc. Many different descriptors of local image patch have been proposed in recent years. reviewed different distribution-based (e.g. SIFT, GLOH, PCA-SIFT), differential-based (e.g. local jet, steerable filter, complex filter), and moment-based (e.g. gradient moment) descriptors and evaluated their performance. The evaluation is based on ground truth, i.e. matching of LIFs from a same scene under different viewing condition (such as viewpoint change, rotation, scale change, illumination change, image blur etc.) It was found that GLOH and SIFT (Lowe, 2004) are two best performing high dimensional LIFs whereas gradient moments GM and steerable filters SF (Freeman and Adelson, 1991) are two low dimensional LIFs. In the proposed evaluation work, we have considered these four LIFs together with another medium dimensional descriptor named as SURF (Bay et al., 2008 ) based on Haar wavelet transformation. Local shape context (SC) feature as in was used by quantizing the edge points in log-polar coordinate system centered at the center of interest region. We have also implemented two invariant moment based descriptors such as CMI (color moment invariant based descriptor of dimension 18) (Mindru et al., 2004) and RMI (revised moment invariant based descriptor of dimension 15) (Reiss, 1993) . In total we considered to evaluate eight LIFs. In order to extract LIFs, we used the executables available online for six features and implemented the CMI and RMI based feature extraction methods
EVALUATION METHOD
The evaluation of different kinds of LIFs for object class recognition is based on a simple nearest neighbor (NN) classification method. Our objective is to observer the inter-class discriminative and intra-class generalization power of LIFs but not the efficiency of the method. As suggested in (Boiman et al., 2008) , we have used the non-parametric nearest neighbor classification method. In this method we do not need any explicit training phase.
Suppose, we have total c classes and for each class a set of labelled (training) images are given. Now, the problem of object class recognition is to assign a previously unseen object to a particular class. There are two phases of a supervised object classification method: training and classification. In the training phase the classifier is trained with features extracted from the labelled images. In the classification phase the extracted features of a query image are used by the classifier to decide the appropriate class. Section 3.1 discusses the NN-based minimum risk Bayes classification method. Section 3.2 gives a brief introduction of two databases. The evaluation criterion is explained in section 3.3. Finally, in Section 3.4 the results of empirically verification of the robustness of the method for wide baseline matching is presented.
NN Classification
Suppose D i is the set of LIFs extracted from all the 
Taking the log probability the decision rule becomes:
We need to estimate the probability density p(d j |ω i ). As the number of LIFs is large the estimation can be approximated by nonparametric nearest neighbor method (Boiman et al., 2008) . In the following we redefine the NN method in terms of minimum risk classification. 
Obviously we would prefer to minimize the 'image-to-class' distance. So taking the 'image-toclass' distance as the risk we can obtain the following minimum risk classification.
When we assign a query to a particular class there is a risk R(ω i |Q). Bayes minimum risk classification tries to minimize the risk.
arg min ( | ) arg min ; 1,...,
We expect that an ideal LIF minimizes image-toclass distance for the intended class and maximizes it for other classes.
Databases
There are a quiet good number of databases publicly available for object class recognition. We have selected two of them for the evaluation. The first one is ETH-80 and the other is Caltech-101. The main motivation behind the selection of these two databases is that it would be possible to carry out object class recognition experiments with different difficulty levels.
In ETH-80 database, there are eight classes of objects. In each of the classes there are ten objects. Each object is represented by 41 views spaced evenly over the upper viewing hemisphere. Figure 1 shows the classes of this database. On the other hand, there are 101 classes in Caltech-101 database with large intra-class appearance and shape variability. In our experiments we have used 85 classes having at least 40 images. 
Evaluation Criterion
A robust measure is used as the criterion for evaluation of the performance of different LIFs for object class recognition. 
Empirical Verification
As the LIFs are originally designed for matching of wide baseline images, we wish to empirically verify the performance of the proposed method for recognition of object using test images which are essentially the images of all the same object with a different viewpoints. For this experiment we use the ETH-80 database. Here we set aside four images from each of 10 objects (in total 40 images) for each class as a classification set. Rest of the images is used as the labelled images. Table 1 gives the average F-measure for each of the class. It can be seen that on the average SURF has the highest score (0.984) and SIFT has the second highest score (0.981) of F-measure. For other LIFs the performances are inferior. However, the result indicates that proposed evaluation framework perform well with wide base-line classification set given an ideal LIF. 
RESULTS OF EVALUATION
We have implemented the evaluation method using c++. All the LIFs extracted from the labelled images are indexed in k-d trees. For each class we use a separate k-d tree. Now, for each image of a classification set we extract LIFs. For each of the LIFs the k-d tree is used to search the nearest neighbor using Euclidian distance measure. One of the important objectives of this evaluation is to examine the effect of number of labelled (training) objects. For that we carried out experiments with different number of labelled object for each class. We have observed the performance of all the LIFs with such experiments. In the following two subsections we have discussed the experimental results for two databases.
ETH-80 Database
For ETH-80 database, we carried out experiments with different size of labelled image set. We leave one object, five objects and nine objects out for each class for three different sets of experiments. The remaining objects in each class are used as classification set for the respective experiment. For each class we get some positive examples and some negative examples. For instance, with the nine objects as labelled images, we presented 41 images as positive examples and 41×7 images as negative examples for each class. We counted the true positives and false positives for each class. We carried out multiple such tests for a particular size of labelled images and computed the average of true positives and false positives for each class. Finally we computed F-measure from the averages using Equations (6).
We repeated the experiments for all eight LIFs. Figure 2 shows the F-measures for different number of objects as labelled images. From the figure, it can be seen that generally the performance improve with increasing number of labelled objects. Individually SURF is best feature followed by SIFT and GLOH. Using SURF we get 0.90 of F-measure, which is better than that of any individual global features as reported in (Leibe and Schiele, 2003) . Here we use considerably smaller number of labelled objects. However, it can be observed that RMI just performs randomly. 
Caltech-101 Database
For Caltech-101 database we also carried three sets of experiments with different size (such as 10, 20 and 30) of labelled image set. We considered all 85 classes having at least 40 images each. The images for a labelled set are randomly selected form the first 40 images of the class and the remaining of the 40 images are used as classification set. As in ETH-80, we extract all LIFs of labelled image set for each class and use a separate k-d tree. In an experiment we presented some positive examples and some negative examples. We counted the number of true positives and false positives for each class. We carried out several such experiments for a particular size of labelled images and computed the average of true positives and false positives for each class. Finally we computed the F-measure from the averages using Equations (6).
Here we considered only best four LIFs obtained from experiments on ETH-80. Figure 3 shows the Fmeasures for all the classes. As before, generally the performance is improved with increased number of labelled objects. Individually the performance for SURF is the best followed by SIFT, GLOH, and GM as well. However, the F-measure drops sharply with respect to ETH-80 dataset (e.g. to 0.38 from 0.89 for experiments with 30 labelled images). 
CONCLUSIONS
In this paper, we have proposed a useful method in evaluation of existing local image features for object class recognition. The proposed method is based on a simple nearest neighbor method. In this work, eight prominent and frequently used local features are evaluated using two popular databases. We have used F-measure criterion to analyze the performance of the LIFs It is found that average individual performance for SURF and SIFT are quite satisfactory (with Fmeasure of 0.89 and 0.84 respectively) on ETH-80 database. They outperform the individual performers of different global features as considered in (Leibe and Schiele, 2003) . Here we used considerably lower number of labelled images. GLOH and GM features are the next best features for object class recognition. However, on Caltech-101 database this performance drops sharply (e.g. to 0.29 from 0.84 for SIFT). This may caused by different reasons. Most obvious among them is that without any quantization the feature space gets more crowded with the increase of object class and thereby the chance of misclassification increases. However, it the evident that we need to extract more complementary image features or alternatively to combine several features for better performance of object class recognition.
