Large numbers of input devices are available for human interaction with modern computer systems which are operated by hands and a few of them through gestures made using fingers and body movements. The advancements in assistive technology have proposed many concepts for controlling the input and mouse movements by detecting the basic eye movements of a user with the help of the eye tracking systems. We place our focus on the implementation of the computer mouse which is designed to detect the relative position of the cornea with respect to the initially calibrated centre and calculate the attributes like angle and speed at which the movement of mouse cursor has to be initiated. The basic Houghman circle detection algorithm is used to process the incoming video frames to detect the cornea which lies in the centre of the pupil and the position of the cornea is compared with respect to the calibrated centre point with the help of a square grid on which an algorithm is applied to calculate the speed and angle at which the mouse should move with respect to x axis.
INTRODUCTION
The computer mouse has gained very high popularity as an input device due to its simple to use mechanisms and accuracy of input. This popularity of the device started building up with the development of graphical user interface based operating systems like Microsoft Windows 95, SUSE, and Mandriva etc. The device transforms the relative movement of itself with respect to the base surface and inputs the two-dimensional coordinates to the device controller to initiate the cursor movement. The firing of any event or triggering an activity is commonly programmed to be carried out by detecting the mouse clicks which generates signals on pressing the mouse buttons. However the main limitation of this device is the lack of usability for the people with disabilities including limb paralysis and those who lose their limbs in any accidents or poor development of body due to congenital defects. Such users face problems and inability to hold or moving the mouse as how normal users perform it. The eye tracking systems give them enhanced usability by tracking the eye movements to capture the details of relative position of the eye of the disabled users and use the information to move the mouse on the screen and help them use computers easily in spite of their disabilities. Various methods of eye tracking have been developed in which the movement of the eye was monitored by high end infrared camera and high precision monitor mounted telescopic cameras [1] . The camera detects the movement of the eye after the calibration process is performed successfully with few training sessions which records reference points given by the system. Once the training is completed, the system uses stored eye positions recorded during the training and current image of the eyes captured by live cameras to plot the expected position using linear interpolation methods. This method required efficient jitter reduction algorithm since the random movement of the user is quite common in practical cases [2] . Another algorithm was developed known as starburst technique which needed intensive reinforced learning for making the system practically reliable and the cost of implementation was too high [2] . The cameras employed to read the eye movements are highly sophisticated and involve huge investment thereby increasing the cost when production is adopted at a commercial level [2] . A very effective approach using usage of KNN classifier to determine various illumination conditions, which is more feasible than lighting compensation processing in real-time implementation. But this was very much dependant on the lighting conditions provided under practical environments and depended on the entire face image acquisition and extracting required features from the frame containing the image of whole face [3] . The extraction of the whole face as the problem domain makes it more complex since the image processing should involve segmentation process to separately isolate the properties of the user's eye [7] . Another approach used in commercial scale is the sensing and picking up of the movement of the pupil and the reflected infrared light from the surface of the cornea which is considered as the reference point which was fixed. The hardware was embedded into a bezel of highly expensive computer monitors and the entire technical equipments would cost beyond the affordable limits for a commercial launch among common men. [4] . Many popular mouse system based on eye tracking generates no feedback on when person looks at it. It can be quite distracting to a person when he or she is aware of the gazes and consciously tries to put the efforts to control the location of the cursor on screen. [4] 
PROPOSED METHOD
The methodology used is based on the output of the implemented Houghman Transformation for circle detection to sense the image of the eyeball using a camera mounted on a headgear and continuously work upon the video frames to detect the relative position of the cornea with respect to pre calibrated centre point on a matrix to trigger the cursor movement across the screen. [5] The experimental setup has been constructed to contain a head supported structure containing a simple webcam which captures the close up live video of the eye. An Eyelink [7] Toolbox in MATLAB enables experimenters to measure eye movements while simultaneously executing the stimulus presentation routines provided by the Psychophysics Toolbox and some of the controls in the toolbox aid the scaling of the captured image on to a virtual grid. The following figure [Fig 1] shows the photograph of the hardware device we have used for the experimental purpose. The device consists of a flexible structure which can be worn as a head gear by the user. The tip of the structure is mounted with a simple webcam which captures the image of the eye. An IR LED is used to illuminate the eyes and this method is technically known as dark-pupil illumination. The main reason for using this technique is the complete absorption of the IR rays into the cornea of the eyes so as to eliminate specular reflection caused when visible light is used instead [2] . This yields results with excellent accuracy by the image processing module we use to detect the center of the cornea to obtain its coordinates. The inlet shows the captured image on the computer screen. For better illumination, we have adjusted the position of the camera arm such that we have minimum blockage of the ambient light present in the laboratory and the shadow of the structure does not fall directly on the cornea. The calculation is facilitated by assuming an imaginary square grid placed over the input frames and detect the cell in the grid in which the centre of the eye is currently detected by Houghman's circle detection algorithm. The direction of the cursor movement can be calculated by monitoring the coordinate of the cell inside the grid currently containing the detected centre of the cornea in live video stream input and the initially calibrated cell assumed to contain in the centre of the cornea while the used looks straight into the target and mouse movement is not expected and kept at rest.
There are two control parameters extracted from the input video for triggering mouse activities. The first parameter is the distance of the cell which contains the centre of the cornea from the live video input to cell in which the centre aligns itself when the user looks straight at the target. This is useful in estimating the speed at which the mouse pointer should be accelerated so as to avoid delays and lags which may annoy an impatient user. If the distance is more, the mouse pointer can be accelerated at a higher speed and in case it is very close, the speed can be reduced to a controllable measure so as to avoid rapid movements beyond the target.
The second parameter is the position of the cell which correctly contains the centre of the cornea with respect to the last reported position of the cell which had contained the centre of the cornea. This information is used to calculate the direction or angle at which the cursor must travel with respect to the horizontal axis to reach the new target where the user's eyeball is aligned at
The process is divided into various stages. Initially the camera which is mounted on a specially designed head gear is placed very close to one of the eyes so as to capture the close up image of the eye ball to detect the slightest displacement of the cornea. An ambient source of illumination is provided inside the headgear between the eyes and the camera to avoid the darkness due to the shadow of camera on the eyes. We avoid a single point source of light like LED's to avoid discomfort to the user. In our experiments, we have used a custom made circular shaped light emitting diode which distributes light evenly over the area. The image captured when an ambient source of illumination is fitted inside the headgear is shown below. The first step in the process is to obtain the coordinates of the centre of the cornea. There are various algorithms to process the image of the eye and detect the centre of the eye. The accuracy and time complexity of the algorithm plays a very important role in this process. The primary approach to this problem is to detect all the circular patterns in the image under process and accurately calculate the centre of the circle with maximum precision otherwise which it may result in a jittery movement of the mouse cursor.
In the proposed approach, the obtained sequence of frames is fed into the Houghman Circle Detection algorithm in order to detect the circular pattern of the cornea which makes it easy to spot the centre of the circle marking the exact position of the cornea. The specially designed image processing code take the input as the live captured frames and works on it by converting the image into grayscale and applying Houghman detection method to create a color distribution pattern in which the centre of cornea is highlighted by a color distribution shading which shows a slight convergence of the color pattern towards the point where the cornea is detected. [Fig 4] On the pattern, we can obtain the centre of the eye by applying point detection algorithms like Interest Point Detection Algorithm to return the coordinate of the centre of cornea. The program has been written using Houghman point detection for the process in MATLAB. The screenshot of the output of the program returns the x coordinates and y coordinates of the center of the eye.
Fig 4: Output of the Center detection program in MATLAB
Another method which can be considered is use of Hough circle algorithm which detects all the circles in the image and draws them in the accumulator variable. It was experimentally noted in the experiments that the circle with largest radius detected in the frame matched the boundary of the pupil. The other smaller circles were detected due to the incidental arcs detected by the eyelashes on the upper and lower eyelids. These circles were ignored by setting a threshold size of the circle radius which helped in filtering out smaller circles from processing. The accumulator variable stores the higher numerical value in the array with a color having brighter intensity as shown in the figure. [ Fig 3] The above process returns the coordinates of the cornea in the frames of the live video from the webcam. The next step in the process is to determine the current live location of the center detected with respect them to center point of the frame where the center resides when the user looks at the object keeping the face aligned to the object such that the normal vector to the face plane passes through the object. Consider the following virtual grid we have used to implement the cursor control system.
The cells in towards the inner part of the grid denotes the location where the cornea is detected when the user looks straight at the target location while the normal vector to the face also passes through the object being gazed at. When the cornea is detected at the core dark cells of the grid, the mouse movement is not moved at this point. This equation can be used to initiate the mouse movement from current point in the direction where the user gazes. The following algorithm can be used to perform the mouse movement
We assume an N by N square grid to be used in the process. We have used an alternative method for moving the mouse cursor apart from the above algorithm which proves to be more efficient in terms of computation complexity. As discussed earlier, the obtained equation denotes the line which passes through the center calibrated point of the grid and the point at which the center of the cornea currently resides. The inverse tan applied on the slope calculated in the previous formula gives the angle of the line with respect to the x axis. The value of angle is applied to several available mouse movement API's available in Java Development tools to trigger the movement of the mouse in that particular direction. This
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makes the easier implementation of our logic since it employs the use of reusable components already available.
IMPLEMENTATION & RESULTS
The Image processing was simulated in the MATLAB and the Houghman circle detection algorithm was used to process the image from the live camera to obtain the coordinates of the center of the eye which was then used to calculate which cell in the grid contained the center. The image processing part was performed with the machine with standard Pentium III processor clocked at 2.0 GHz equipped with 4 MB cache memory, 256 MB RAM and standard on board graphic processing unit of Intel motherboard.
The algorithm returned the image of the eye with a circle drawn with a red colored cross hair printed at the center. The screenshot is shown below. When the input video frames were scaled with respect to 28 X 30 grids, if the detected center of the eye was found in any of the above cells, it kept the mouse at the resting position. No movement of the cursor was performed in this state. When the center of the coordinate went to grid cells apart from those in the center zone defined above, the mouse movement was performed successfully with the trigonometric calculation discussed in section 2.
The jittery mouse movement was overcome using this approach unlike this in the studied eye tracking mouse solutions studied during the research.
CONCLUSION
The use of standard Circular Hough Transformation in image processing module of the implementation combined with the grid analysis approach was proved to be practically successful and has high potential in future applications of the same for automated wheelchairs for the disabled. The approach has got huge potential once it is optimized in terms of the time complexity with the help of a machine with high end hardware specification. The cursor movement was achieved with a good precision in movement and the totally cost of the experimental hardware used to make the system was well below USD 150 and its commercial implementation can be easily made in affordable price range for the common man. 
FUTURE WORKS
The implemented system is observed to have huge potential for use in other eye operated devices for the disabled. The future works will be aimed at modifying the approach to make it suitable for use in the eye operated wheelchairs. The wheel chair control system can be controlled using the signals generated by the system working on the discussed logic and can further reduce the cost of the expensive solutions and increase comfort for the users who are in need of the same.
