The control of nonholonomic canonical form using an invariant manifold is investigated to apply to a mobile robot steered by two independent driving wheels. A quasi-continuous exponential stabilizing controller is designed by using another input pattern. Additionally, the control gain designing method is proposed for this controller. Modified error system of nonholonomic double integrator model is used as nonholonomic canonical form. Generally, the gain cannot be calculated due to the non-linear transform of system. Owing to complicated relation of several parameters, the controller behavior is inconstant by gain pattern. We propose a method of designing gain which uses desired settling time. An approximate equation to obtain designed gains is derived based on the evaluation function. The design method to determine gains of the assumed actual system is simulated. The effectiveness of the proposed method is confirmed by these simulations. Keywords: keywords: gain design, nonholonomic canonical form, exponential stabilized control, mobile robot Wheel type robots are widely researched as nonholonomic systems [1] [2] [3] . Among these robots, car with two independent driving wheels is easier to deal owing to fewer states and inputs. Hence, this robot is actively researched to expect wide applications. However, these robots have the restriction of non-sideslip. The restriction makes it difficult to control nonholonomic robots with simple control technique.
Wheel type robots are widely researched as nonholonomic systems [1] [2] [3] . Among these robots, car with two independent driving wheels is easier to deal owing to fewer states and inputs. Hence, this robot is actively researched to expect wide applications. However, these robots have the restriction of non-sideslip. The restriction makes it difficult to control nonholonomic robots with simple control technique.
Nonholonomic systems cannot be stabilized by continuous feedback [4] . Nonholonomic systems are transformed into canonical form of bilinear systems. The systems enable continuous feedback control by discontinuous models or by invariant manifolds [5] [6] [7] [8] [9] . Using an invariant manifold enables the system to be controlled with number of input less than state one. The methods of invariant manifolds deal with phased switching control, such as attractive to an invariant manifold based on Lyapunov stability theory and continuous feedback control [10, 11] , or discrete switching control after setting energy area based on an invariant manifold [12, 13] . In contrast, Khennouf proposes quasicontinuous exponential stabilizing control that integrates two phase control [14, 15] . They indicate several conditions for control design. Canonical form involves chained-form, power-form and double integrator model. We derived the unknown modified error system of the nonholonomic double integrator model, and inspected the steady-state characteristics [16] .
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In this paper, another pattern of controller about quasi-continuous exponential stabilizing control is proposed. The controller includes a control in part of attracting state variables to an invariant manifold. Additionally, we propose the method of designing gain. The gain cannot be calculated simply owing to the system non-linear transform. Owing to complicated relation of several parameter, the controller behavior is inconstant by gain pattern. We propose a method of designing gain by using desired settling time. First, eight patterns including desired values are set to remove influence of different desired values. Next, an evaluation function is set to design gain. The eight pattern simulations are evaluated by using the function with respective gain combinations. The relation of the evaluation value is verified by given initial value and gain combination to derive the approximate equation for obtaining designed gain. Finally, designed gain is simulated with the proposed method. The proposed method verifies effectiveness by comparing evaluation value.
1 Nonholonomic Double Integrator Model
Kinematics of Mobile Robot
The model of a mobile robot is shown in Figure 1 as a car with two independent driving wheels. The absolute coordinate system O is set as X and Y . Position P of the robot is set the center of the axle. The distance between the left wheel and the right wheel is assigned to 2R. The wheel radius is assigned to r. The robot position is assigned to x and y. The robot rotating angle is assigned to θ. The translational velocity and angular velocity are assigned to v and ω, respectively. The state variable of the mobile robot is defined as
The robot cannot produce speed to the axle direction. From this condition, a nonholonomic constraint is derived as follows;
The velocity of the robot is expressed aṡ
Nonholonomic Double Integrator Model
The conversion of non-linear state variable for
The conversion of the state variable z(t) to double integrator model is
where, the state variable is η(t). After η(t) is differentiated at time, robot's input conversion is defined as
(7)
Modified Error System
The modified error system of closed-loop system is derived. If the error system is simply set, the system does not satisfy nonholonomic double integrator model. The modified desired value must be able to derive closed-loop system that satisfies nonholonomic double integrator model. Where
The transformation of non-linear state variable for x d is defined as
The conversion of the state variable z d to double integrator model is defined as
Here, η d is the state variable. Modified desired valueη d (t) is defined aŝ
A closed-loop system satisfying nonholonomic double integrator model is constructed. The system uses the modified target value and conversion variable η(t) of Eq. (5). The modified error e(t) is expressed as
After e(t) is differentiated by time, robot's input conversion is defined as
Modified error system of nonholonomic double integrator model is derived. This satisfies canonical form.
2 Quasi-continuous Exponential Stabilizing Control
Invariant Manifold
The control scheme using invariant manifold is explained as follows. We divide three variables into two parts. An invariant manifold consists of two variables as the first group. The second group consists of remaining one variable. The variables of two groups are controlled using two inputs. The control is divided into two phases per group. The first phase forms an invariant manifold using two inputs. The second phase stabilizes using two inputs while securing an invariant manifold. The flow of the control is shown in Figure 2 . The invariant manifold is derived basing on a double integrator model. A control object is e of Eq. (13) . The issue of stabilization is handled to settle 0 in t → ∞ of e(t). To derive the invariant manifold, a state feedback rule of
is applied to Eq. (13) . Time response of closed-loop system is demanded as follows;
One invariant manifold candidate can be derived as follows, using constant term e 3 (t).
s(e) = e 3 (t).
When feedback rule of Eq. (14) is applied to Eq. (13) in k > 0, the time derivative of s(e) becomes as follows;ṡ (e) =ė 3 (t)
In the feedback rule of Eq. (14), the condition of s(e) is realized as 
where, e 1 (t), e 2 (t) become asymptotically stable.
Of course, s(e) = 0, has been already satisfied. e 3 (t) → 0 is satisfied from Eq. (16).
Stabilizing Control
Quasi-continuous exponential stabilizing control is the integrated control. It consists of both controls of attraction to an invariant manifold, and control of convergence over an invariant manifold. In the control of two steps, controller that attracts to an invariant manifold can be set several control methods. However, there are several conditions to integrate these two controls. Design of the input must satisfy several conditions for the control. In the proposed method, single input is considered for attracting control to the invariant manifold instead of two inputs. Thus, input of u 1 (t) is set to 0. First, the control of attraction to the invariant manifold is considered. Control rule of the first step is demanded to realize s(e) = 0 as condition e 1 (0) ̸ = 0 for the control of attraction to the invariant manifold. Lyapunov function of s(e) is considered to be as follows;
The control inputs are given as follows;
Using f > 0, it becomes aṡ
V (e) always becomes the negative constant at any place other than s(e) ≡ 0. s(e) → 0 is provided asymptotically at time of t → ∞. Therefore, input of the controller becomes as follows;
Then, 
The time response is defined as
It is found that, s(t) → 0 in t → ∞, and e 3 (t) convergences asymptotic to the origin. On the other hand, it must be as s(e) e 1 (t) < ∞,
to keep the input of Eq. (22) 
from Eq. (24). If it is satisfied as f − k > 0, s(e)/e 1 (t) is damping exponentially in coefficient to f − k. That is, e 3 (t) can be converged to zero by the exponential factor of k, if f ≥ k.
3 Gain Design
Simulation Results Based on Evaluation Function
In the derived controller, relation of gain should satisfy f > k. However, the controller behavior is inconstant by the given gain. Hence, the gain must be adequately designed for desired control. Nonlinearity of the system prevents us from determining proper gain easily. Thus, we investigated on the way to reduce the influence of difference of the desired values. Simulations are conducted with respect to various desired values, gains and evaluation functions. A representative evaluation value is decided regarding one combination of gains k and f . The optimum gain combination concerning each evaluation function is determined so that the minimum evaluation-value can be provided by applying various gain combinations. Finally, an approximate equation has been derived from the selected gains and evaluation function.
First, an evaluation function is considered for one of desired value. Using desired settling time T d , real settling time T i and movement distance L i , the evaluation function for each desired values is defined by following relation.
The evaluation of respective desired values is d i , i is defined as desired value number. The lower the evaluation value becomes, the more desirable the control system responds. Eight sets of desired values are defined as in Table 1 and satisfied for all relations of plus and minus with three state variables.
The distance between initial position and desired position is regulated as same length because evaluation criterion contains the distance. To inspect evaluation of respective combination gain, the function evaluation J is defined as follows;
Eq. (27) shows evaluation variable of desired settling time T d . Desired T d changes to verify gain combination for minimum evaluation value of respective T d . An approximate equation that decides designed gain combination is derived using gain combination of respective T d . Gain combination is inspected. Eq (26) defined gain k and f . The initial convergence of control to the invariant manifold, and it is affected by gain f . Feedback control that is affected by gain k, must become subsequently convergence. Hence, the gain that relates the settling time is gain k of finally convergence input. In this research, gain k is set from 0.05 to 0.85, in steps of 0.05.
Next, the combination of f which relates the respective combination k is considered. As shown in Eq. (15) and Eq. (24), the time response exponentially relates to the respective gain. The influence of f gradually becomes smaller according to the increase of f . On the other hand, high gain makes instability with systems. For this reason, the upper limit value of f sets 90, that is inverse of sampling time 0.01. These conditions and prerequisite if f > k are satisfied in following relation.
where, parameter a is changed from 1 to 9, then n is changed from −1 to 1. The gain, f is assigned by combining with these respective values. Table 2 shows all gain f in this case. Initial values is set to T , is defined as
. Simulation parameters are shown in Table 3 . 
Design of Gain k
The determination of the gain is considered by using the evaluation value of J as shown in Figs. 3 -7 . The value of k for minimum J has been found to be a strong relationship with T d . Therefore, a relation equation for deriving k in minimum J of respective T d is obtained. The relation equation of k and T d is derived by using approximation of leastsquares method. The approximate model uses a linear equation and a quadratic equation. The applied model is decided by referring to a standard deviation σ and a correlation coefficient r. The standard deviation is indexed for dispersion of data, and can indicate the irrelevant degree from approximation. The lower the value of the standard deviation becomes, the higher the accuracy of the approximate model is. The coefficient correlation is shown as interdependence degree. The correlation is higher when the value of r is closer to 1.
First, the T d -k graph is approximated by using linear equation as shown in Figure 8 , and by using quadratic equation as shown in Figure 9 . Next, the 1/T d -k graph is approximated by using linear equation as shown in Figure 10 , and by using quadratic equation as shown in Figure 11 . Each approximate equation is defined as k = aT d 2 + bT d + c. These coefficients a, b, c and the standard deviation σ and the coefficient correlation r are shown in Table 4 . The significant figure is 4 digits. T d -k graphs in Figure 8 and in Figure 9 show large deviation of the data and the approximate line. In contrast, the approximate line of 1/T d -k graph passes over the data point or passes near of data point as shown in Figure 10 and Figure 11 . According to Table 4 , the σ and the r prove that Figure 10 and Figure 11 are shown with higher accuracy. The difference of σ is nearly 10 times. Next, the linear equation and the quadratic equation are compared. The σ of the quadratic equation is smaller than the linear equation owing to high degree. However, the difference of σ between Figure 10 and Figure 11 is small. Both correlations, |r| are as high as around 1. These values are the same to four significant figures. Hence, linear equation is sufficient to use the approximate model. Accordingly, the k approximate equation is defined by Figure 10 as follows;
Design of Gain f
Here, an approximate equation for deciding f by using k is determined. The approximate equation of f is derived by the relationships of k and f in minimum J. f is converted to log 10 f owing the exponential relationship. The k-log 10 f graphs are shown in Figure 12 in which approximation is based on a linear equation, and also in Figure 13 in which approximation is based on a quadratic equation. Table 5 . The significant figure is 4 digits. In a comparison between Figure 12 and Figure 13 , the approximate line of Figure 13 passes nearer than of Figure 12 . The standard deviation σ of Figure 13 is also smaller than the other one. The correlation coefficient, r of Figure 13 is 0.994 which is higher than the other. Accordingly, the approximate equation of gain f is defined by Figure 13 as follows;
4 Verification of Proposed Gain Design
Gain Design
The gain is actually designed by using Eq. (30) and (31). First, T d is set to design. Each parameter is defined to decide T d . In this simulation, a model of the mobile robot is made as in Table 3 
Simulation with Designed Gain
The calculated gain is simulated. The simulation parameter is used by Table 6 shows the evaluation value. To verify effectiveness of the gain designing method, Table 7 shows gain combinations in which J becomes the minimum value at each T d . The minimum J fluctuates to 92.4 J 87.6 as shown in Table 7 . The average isJ ≃ 89.1. When the values J of Table 7 and Table 6 are compared, the value J that is simulated by using designed gain is the lowest in the values of Table 7 . Hence, the gain that is designed by this method is confirmed. Figure 14 shows a response of modified error e. Figure 15 shows the orbit of the mobile robot. Figure 16 shows a response of input u. Figure 17 shows the robot's speed of translation v and angular velocity ω. Figure 14 shows a convergence to 0 in all the state e. Robot's state is set to desired state as shown in Figure 15 . The orbit is changed by desired value. In this simulation, movement distance becomes about 13. . Therefore, It is enough to estimate that the movement distance is 1.5 times more than the shortest distance. Figure 16 shows convergence of input to 0 according to the state. Figure 17 shows the outputs that are the translational velocity and the angular velocity according to the input. 
Conclusions
In this paper, our approach is verified by a quasi-continuous exponential stabilizing controller using another pattern of input that is the control of attractive to the invariant manifold. A quasicontinuous exponential stabilizing controller consists of a continuous feedback control and a control of attractive an invariant manifold. We focused on the control method to attract an invariant manifold. In accordance with the method of Khennouf, the control of attractive to the invariant manifold consists of single input. The modified error system of a nonholonomic double integrator model is used in this research as a nonholonomic canonical forms. This method is expected to be applied to other nonholonomic canonical forms.
We verified the stabilization of the derived quasi-continuous exponential stabilizing controller. Furthermore, we proposed the designing method of control gain by the controller. In order to design the control gain, evaluation function for simulation at each gain is defined. The evaluation function is defined by desired settling time, real settling time and movement distance. Additionally, the eight patterns of desired values are constituted for satisfying all relations of plus and minus with three state variables to consider the influence from initial value. The approximate equation is derived from the evaluation value. Derivation of gain k has been approximated by linear equation using a relationship between k and 1/T d which is the inverse of desired settling time T d . Derivation of gain f is approximated by quadratic equation using a relationship between log 10 f and k. Accordingly, it is possible to determine the gains k and f by giving the desired settling time T d with the method.
This design method that determines the gain of the assumed actual system has been simulated. The simulation was verified by using the evaluation function. The evaluation value of the simulation using designed gain with the method has become the better value than several evaluation values of simulation without the proposed method. 
