In two-dimensional structured illumination microscopy (2D-SIM), high-resolution images with optimal optical sectioning (OS) cannot be obtained simultaneously. This tradeoff can be overcome by using a tunable-frequency 2D-SIM system and a proper reconstruction method. The goal of this work is twofold. First, we present a computational approach to reconstruct optical-sectioned images with super-resolution enhancement (OS-SR) by using a tunable SIM system. Second, we propose an incoherent tunable-frequency 2D-SIM system based on a Fresnel biprism implementation. Integration of the proposed computational method with this tunable structured illumination (SI) system results in a new 2D-SIM system that is advantageous compared to other 2D-SIM systems with comparable complexity, because it provides high-resolution OS images independent of the objective lens used, without the presence of coherent noise and without reducing the contrast of the structured pattern, as in other incoherent implementations. Evaluation of our proposed system is demonstrated with comparative studies of simulated and experimental reconstructed images to validate our theoretical findings. Our experimental results show a simultaneous improvement of the lateral resolution by a factor of 1.8× with the desired OS capability achieved in the resulting OS-SR combination image. Our experimental results also verify that our system can provide better OS capability than the commercial Zeiss ApoTome-SIM system in the investigated study.
INTRODUCTION
Structured illumination microscopy (SIM) is a technique known for its potential to enhance both the axial and lateral resolution of conventional widefield fluorescence microscopy beyond the classical Abbe diffraction limit. In SIM, the underlying specimen is excited using a spatially varying structured illumination (SI) pattern, which enables high-resolution three-dimensional (3D) images to be retrieved using the proper computational reconstruction process. Among all types of SIM systems, there are two SIM approaches based on which traditional SIM systems have been developed and successfully commercialized. The first SIM approach, proposed by Neil and Wilson [1, 2] , is based on the generation of the SI pattern via the incoherent projection of a grating onto the sample plane. The main advantages of this implementation are:
(1) the image of the grating is axially localized in the sample volume, which provides good optical-sectioning (OS) capability; (2) it does not present coherent noise; and (3) it has been successfully implemented in a commercial microscope as an add-on device (Zeiss ApoTome.2). Nonetheless, this system is not aimed as a super-resolution technique because improvement in the lateral resolution is not significant due to the use of low modulation frequency structured patterns. This is because high-frequency information gets severely attenuated twice by the incoherent optical transfer function (OTF), due to its well-known shape, of both the illumination and detection imaging systems.
The second SIM approach was developed to enhance the lateral resolution. Super-resolution (SR) performance was achieved by Gustafsson [3] by illuminating the sample using a sinusoidal pattern created by the interference of two light beams emerging from a diffraction grating (2D-SIM). With this implementation, there is a tradeoff between OS capability (by filling the frequency information in the OTF's missing cone) and doubling the lateral resolution [4, 5] . To overcome this tradeoff, Gustafsson et al. [4] proposed illuminating the fluorescent sample with three mutually coherent beams from a diffraction grating and therefore the structured pattern varied in both the lateral and axial directions (3D-SIM). In commercial SIM systems based on Ref. [4] , the SI pattern is generated using coherent illumination from a laser, which is known to result in images with coherent noise. As with the ApoTomebased SIM system, the most important limitation of commercial SIM systems (such as Zeiss Elyra, Nikon N-SIM, and DeltaVision OMX and OMX SR from GE Healthcare Life Sciences) is that their performance is objective lens dependent. Because only a discrete number of gratings is available, the OS and SR improvement is limited to only a particular set of objective lenses. This problem can be solved by the use of electrooptical devices (e.g., reflective and transmissive spatial light modulators [SLMs] ) [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , which allow rapid generation of multiple SI patterns in a controlled way using either coherent or incoherent illumination. However, these devices are costly. In this study, we present an alternative cost-effective approach for a compact 2D-SIM system with a tunable modulationfrequency SI pattern implemented using incoherent illumination. In our proposed setup, a Fresnel biprism [18, 19] is illuminated by a wavefront emerging from one spatially incoherent linear source, and it produces a SI pattern in which the modulation frequency changes with the location of the Fresnel biprism along the optical axis. The use of a biprism in a coherent-based tunable-frequency 2D-SIM was previously demonstrated [20] . An additional advantage of this system is that the modulation contrast of the SI pattern is not attenuated by the illumination incoherent OTF (as in the case of the ApoTome-based SIM), and thus its modulation frequency can always be set as high as the cutoff frequency of the objective lens used independently of the wavelength. Thus, our system is suitable for multi-color SR SIM imaging.
Additionally, to take advantage of the tunability of our proposed SIM system, we also present a computational method that provides OS images with SR. Our computational approach can be applied to any tunable-frequency 2D-SIM by recording phase-shifted images from two independent modulation frequencies. The lower spatial modulation frequency provides OS capability by filling the missing cone, and the other one produces SR performance by almost doubling the cutoff frequency of the conventional widefield system. These two datasets are properly combined to provide simultaneous OS and SR in the reconstructed image. Although, in the last decade, other computational methods have been proposed to enhance the resolution in widefield imaging based in part on a 2D-SIM approach [21] [22] [23] [24] [25] [26] , to our knowledge, this is the first time that two data sets from a tunable-frequency 2D-SIM system are used to enhance both OS and SR capabilities. Preliminary results of this work have been presented in [27, 28] . In this paper, we investigate experimentally the approach proposed in [27] based on the optical system provided in [28] in order to show a simultaneous improvement of the lateral resolution by a factor of 1.8× with the desired OS capability achieved by combining the OS and SR information. Here, we compare the OS capability of our system to the one provided by the commercial Zeiss ApoTome-SIM. To complete the study of [27] , we have investigated different filters to combine the two different datasets. Moreover, since the structured pattern created by the Fresnel biprism cannot be described by a pure sinusoid, we have proposed a computational approach to correct the envelope distorted by the SI pattern.
The paper is organized as follows. Section 2 reviews the basic theory of 2D-SIM and presents our computational approach to combine OS and SR information. The performance of our approach is validated numerically and compared to the 3D-SIM [4] performance in simulation. In Section 3, we describe our incoherent-based tunable-frequency SIM system. Section 4 shows experimental implementation of our system and some experimental results obtained with our approach. Experimental comparison of results from our system and the Zeiss ApoTome.2 system is also shown in Section 4. The main achievements of this study are summarized in Section 5.
TRADEOFFS IN 2D-SIM PERFORMANCE A. Background
In a 2D-SIM system, the specimen under investigation is illuminated by a SI pattern, usually generated by interfering two coherent beams [3] . Therefore, the fluorescent sample is illuminated by an axially extended sinusoidal pattern, I x; y 1 cos2πu m x ϕ, with modulation frequency
Similar to the conventional widefield system, it is more illustrative to analyze the SIM imaging process in the spatial frequency domain. The 2D-SIM system is characterized by a synthetic OTF function, H SIM ·, obtained by taking the Fourier transform of Eq. (3):
where u u; v and w are the transverse and the axial frequency coordinates, respectively. The restored image,Ô·, can be computed by solving a set of linear equations, processing with a generalized Wiener filter, and finally shifting and properly combining the retrieved frequency components, a process detailed in Ref. [4] . Without loss of generality, we assume M 1. Eq. (4) shows that the synthetic OTF is obtained as the sum of three-shifted replicas of the conventional widefield OTF, H ·. Consequently, the synthetic OTF of 2D-SIM is enlarged along the u axis compared to the conventional widefield OTF. As it is already known, this enlargement provides resolution improvement along the x direction, which is the direction in which the SI pattern changes. In fact, the performance of 2D-SIM depends on the modulation frequency of the illumination pattern [4, 5] . Fig. 1 shows the meridional section in the uw plane of the synthetic OTF for two different modulation frequencies (u m 0.5u c and u m u c , where u c is the cutoff frequency of the imaging system). From this figure, it is clear that there is a tradeoff between the OS and SR capabilities of the SIM system depending on the modulation frequency [4, 5] . The best OS image [ Fig. 1(a) ] does not have double lateral resolution, and the highest improvement of lateral resolution [ Fig. 1(b) ] is not accompanied by any improvement of the OS capability. Therefore, the conventional 2D-SIM systems are not able to provide simultaneously the highest improvement in lateral resolution and OS.
B. Proposed Computational Approach
To overcome the described issue of 2D-SIM and to provide both SR and OS, simultaneously, an approach to combine data from two modulation frequencies is proposed and investigated here. This approach requires that two SIM datasets (of three or nine images total: three phase shifts at one or three orientation angles of the pattern fringe direction, respectively) with different u m should be captured: one that supports OS and the other SR. The same reconstruction method described above and detailed in Ref. [4] is first applied to the two 2D-SIM datasets to yield two restored images:Ô OS · andÔ SR · with OS and SR content, respectively. In this work, we propose a computational approach to combine the information from the OS and SR restored images as follows:
where h HP · is a spherically symmetric high-pass filter with a radial profile in frequency domain defined bỹ
where u OS and u SR are the modulation frequencies for OS and SR datasets, respectively, ρ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
, and n is the order of the high-pass filter, which is n 0, 1, 2, 3, indicating no filter, linear, parabolic, and cubic filter, respectively. The goal of our approach is to retrieve high-frequency information from the SR dataset while keeping the OS frequency information unaltered. Therefore, the filter should attenuate the low spatial frequencies of the SR part, since we are interested in retaining the information at these frequencies from the OS part. Based on qualitative and quantitative comparisons (not shown), the performance of the parabolic and the cubic filters was found to be similar. This is consistent with the goal of our approach. Since the parabolic filter performs slightly better in resolving the fine structure of the object, we used it in the OS-SR combination results shown in the paper. The design of a filter optimal in some sense may yield better results; however it is beyond the scope of this paper.
To investigate the restoration performance of the proposed approach, a synthetic 3D test object was simulated on a 256 × 256 × 256 grid, as shown in Fig. 2(a) . An outer spherical shell and inner spherical beads to mimic a cell's structure in biological studies compose this object. While the diameter and the thickness of the spherical shell is 3 μm and 200 nm, respectively, the diameter of each bead is 125 nm, and the closest distance between two neighboring beads is equal to 100 nm. The latter is below the resolution limit of the conventional widefield microscope based on the parameters used for the microscope in this simulation study: emission wavelength at λ 515 nm, and the imaging lens' numerical aperture (NA) is equal to 1.4. Therefore, the cutoff frequency is 5.4 μm −1 u c 2 NA∕λ. The phase ϕ of the SI pattern is changed by 2π∕3 for the three phase images along three orientation angles: θ 0 deg, 60 deg, and 120 deg.
The lateral and axial views of the restored images of the test object (Fig. 2) show that the OS-SR combination result [middle row in Figs. 2(e) and 2(f ), respectively] because more axial frequencies are filled in the missing cone in 3D-SIM than in our approach. Theoretically, both methods should provide the same lateral increase of the synthetic OTF, since the modulation frequency of the pattern we simulated for the 3D-SIM image and the second image of our approach is the same (u m 0.9u c 4.8 μm −1 ). Our simulated results show that the contrast of the lateral performance in our approach is slightly better [top and bottom rows in Figs. 2(e) and 2(f ), respectively]. This result might be related to the use of the apodization filter [Eq. (6)] in our restoration method [Eq. (5)], in which the SR information is weighted by the filter in order to enhance the high-frequency content, and thus the contrast of the restored images can be increased. However, because such a filter is not used in the 3D-SIM approach, we did not apply it to the 3D-SIM result [ Fig. 2 (f )] shown here, and this could be the reason for the contrast discrepancy. Overall, these noiseless simulation results verify the simultaneous OS and SR performance achieved by our approach, which is expected compared to 3D-SIM.
The current implementation of our proposed method uses six phase-shifted images (three images per each modulation frequency) for each orientation angle of the pattern, as opposed to the five phase-shifted images required in 3D-SIM. This results in a 20% data-acquisition increase over 3D-SIM. However, it is worth noting that the two 2D-SIM datasets used in our approach have the same widefield component, and thus in fact only five phase-shifted images are needed to restore the OS-SR image. We plan to take advantage of this fact in our future implementation, thereby avoiding the current dataacquisition increase.
INCOHERENT TUNABLE-FREQUENCY 2D-SIM BASED ON FRESNEL BIPRISM
As mentioned above, integration of our proposed method to a tunable frequency SIM system is advantageous. This section describes our incoherent tunable-frequency 2D-SIM system shown in Fig. 4 . The frequency tunability is achieved by the use of a Fresnel biprism, which is illuminated by the diffracted light emerging from a spatially incoherent linear source [29] . The main advantage of the incoherent illumination is that: (i) no coherence noise distorts the recorded SIM images [28] and (ii) the contrast of the fringes is not penalized by the shape of the illumination OTF as in ApoTome-based SIM systems.
The use of a Fresnel biprism to generate interference patterns is a well-known strategy. It is based on the fact that this element generates the virtual splitting of a point source located at a distance η from it. These two virtual sources are located at the same plane of the original source and are symmetrically (5) and (6)]; and (f) reconstructed image from 3D-SIM raw data using the method in Ref. [4] . Scale bars: 1 μm (top and middle row) and 0.3 μm (bottom row). The cutoff frequency (u c ) is 5.4 μm −1 (the emission wavelength at λ 515 nm and the imaging lens' NA 1.4). distributed from its original position along a line perpendicular to the edge of the biprism (Fig. 4) . The distance between these sources is given by aη 2ηn − 1 tanδ, where n and δ are the refractive index (in general, the dispersion of Fresnel biprism material is known to be less than 1.3% in the visible range) and the refringence angle of the biprism, respectively [18, 19] . Because these twin sources come from the same real source, they are mutually coherent, and a high-contrast interference pattern is generated at any transverse observation plane beyond the biprism. Note that any lateral displacement (along the x and y directions) of the real source generates a corresponding shift of the interference pattern. However, if the displacement occurs along the biprism's edge direction (y direction), this shifting is not distinguishable due to the invariance of the fringe structure along this direction [29, 30] .
The invariance along the y direction of the interference patterns is, in fact, a key point for our incoherent SI proposal. Let us consider that the Fresnel biprism is now illuminated using an incoherent linear source (e.g., a slit). This incoherent-illuminated slit is aligned with the biprism's edge and placed at a distance η from it. Following the same reasoning as before, each point source of the slit generates the same high-contrast interference pattern at any observation plane behind the biprism. Thus, in noiseless conditions, since each incoherent point produces the same intensity distribution, there is just a reinforcement of the intensity signal compared with the case of the single-point source. However, in a realistic experimental situation, the result is slightly different. Note that in the presence of noise, the vertical (y) displacement of the interference pattern for each point of the slit, which is unobservable in the signal response, can be detectable in the coherent noise pattern. Nonetheless, when considering the whole set of points of the slit, an averaging effect appears, since each point source is incoherent with respect to its neighbor. This results in an incoherent superposition of all the interference patterns created by the point sources, washing out speckle noise and improving signal-to-noise ratio (SNR).
It is worth to highlight that our incoherent proposed SI method provides high-contrast interference patterns because it is based on incoherent superposition of coherent interference patterns generated by each point of an incoherent slit. In this way, when these coherent fringes are projected to the sample space through an illumination imaging system (L1 and L2 lenses in Fig. 4) , each coherent interference pattern is transmitted without loss of visibility. This is a unique feature of using coherent imaging systems, and it represents a clear advantage to incoherent grating-projection SIM techniques.
To finalize the description of our SI system, we discuss its tunability capability. One can realize that the separation between the virtual point sources, aη, can be tuned by changing the axial position, η, of the biprism with respect to the source plane. Since both virtual point sources are placed at the front focal plane of a converging lens (L1 lens), the interference pattern at any observation plane (z) beyond L1 lens has a period pη λf L1 ∕aη [29] , which is constant along z. Particularly, the higher the separation between the source and the biprism, the lower the value of the period is, and, as a result, a higher spatial frequency is obtained. It is important to realize that when this setup is used as the illumination system in SIM, the image of the virtual sources is placed at the pupil plane of the objective lens [ Fig. 4(b) ]. Therefore, the higher the separation between the real source and the Fresnel biprism, the higher the separation of the virtual sources at the pupil plane, a 0 η f L2 aη∕f L1 , and the higher the spatial transverse frequency of the structured pattern, u m η a 0 η∕λf obj . Note that the SR performance is achieved when the separation between the virtual sources at the pupil plane occupies the whole pupil diameter, in which case the modulation frequency of the pattern coincides with the cutoff frequency of the objective lens [ Fig. 4(b), bottom panel] . As noted earlier, the dispersion of the biprism material over the visible range is insignificant, and therefore the distance a 0 η is also invariant to the wavelength used in this range. Since both the modulation frequency and the cutoff frequency of the objective lens are affected by the wavelength in the same manner, the SR performance of our system can always be satisfied for different wavelengths without any change in the illumination setup. Thus, our system has the same multi-color advantage as incoherent grid-projection SIM systems.
Taking advantage of our tunable 2D-SIM system allows us to change the modulation frequency of the SI pattern with minimal changes; we can record the two SIM datasets with different u m (OS and SR datasets) and apply the reconstruction method proposed in Section 2 in order to obtain a synthetic OS-SR SIM image. It is worth to highlight that the generated SI pattern provided by the Fresnel biprism is not completely a pure sinusoidal pattern, because the waves emerging from each virtual incoherent source are abruptly cut off by the biprism's edge [18, 19] . To obtain a reliable evaluation of the SI pattern created by the biprism, we model its transmittance by Eq. (17) of Ref. [30] and calculate the amplitude distribution behind the Fresnel biprism. After some mathematical operations, the irradiance distribution, computed as the absolute square value of Eq. (2) of Ref. [29] , the SI patterns created beyond L1 lens are expressed as I x; z; η envx; z; η ϑ C x; z; η cos 2π where
ϑ S x; z; η −Cα Sα − C β S β 2CαS β − 2C βSα:
C· and S· are the Fresnel integrals defined as the criterion of Abramowitz and Stegun [31] , and α and β are given by
From Eq. (7), it is clear that the SI pattern created by the biprism cannot be described by a pure sinusoidal function, as shown in Fig. 5(a) where the pattern is distorted by an upper and lower envelope due to the biprism, described by Eqs. (8)- (11) . To investigate this issue, we simulated the effect of these envelopes by comparing the forward and restored images of a 6-μm spherical bead with an ideal (a pure sinusoidal function) and the real [Eq. (7)] SI patterns. It is observable from Fig. 5(c) that there is a residual pattern in the restored image from the data with the real pattern, as expected. The proposed approach to reduce the effect of the envelope consists of two parts. First, a low-pass filter is applied to the background of the raw forward images or the calibration data (such as, the image of a flat sheet of fluorescence acquired with the same imaging conditions) to extract the frequency information of the envelopes in the real pattern. Then the effect of the envelopes in the forward images is reduced by point-wise dividing each raw image by the computed envelopes, where division by zero is avoided using a small additive constant in the denominator. Here, we assumed that the sinusoidal term in Eq. (7) is negligible, which is a valid assumption based on a comparison (not shown) between the terms defined by Eqs. (9) and (10) . Second, a notch filter, which filters the residual frequency around the modulation frequency's vicinity, is applied to the restored image. As shown in Fig. 5(d) , the proposed approach is able to reduce the residual pattern. 
EXPERIMENTAL VERIFICATION
This section is divided in two subsections. First, the implementation of our incoherent tunable-frequency SIM system is described and how experimental SIM data are acquired. After this brief description, experimental results are presented and discussed to show: a) improvement of the resolution achieved by using our system; b) successful integration of our tunable SI system with our proposed method (Section 2.2) to obtain OS high-resolution images; and c) comparison of the OS capability of our system with a commercially available OS technique (Zeiss ApoTome SIM).
A. Experimental Setup
The optical configuration of Fig. 4(a) has been implemented in an open setup. In this setup, a variable-width linear source is illuminated incoherently by the light emerging from a 488-nm laser (Oxxius, RPMC Lasers, Inc., O'Fallon, Missouri) and passing through a rotating diffuser that removes spatial coherence (while other methods could also be used). In our setup, the rotating diffuser is imaged onto the linear source using a converging lens, and the linear source is set at the front focal plane of a converging lens (L1) whose focal length is 100 mm. A Fresnel biprism with 2.5°angle and refractive index of 1.5194 at wavelength 532 nm (NewLight Photonics, Inc., Toronto, Canada) is used. To set the two virtual images of the linear source at the pupil plane of the objective lens, a converging lens (L2) of focal length 250 mm is inserted behind the L1 lens. The pupil plane of the objective lens is set at the back focal plane of the L2 lens, so that the objective lens (20X Plan NeoFluar 0.5 NA, Zeiss) recollimates the beams and creates the interference between two plane waves in the objective lens' object focal plane, which is in the object space. This illumination irradiance pattern can be thought of as a demagnified replica of the irradiance pattern obtained after the L1 lens [Eq. (7)] whose lateral magnification is M ill f obj ∕f L2 0.032. Fluorescence light emitted by the sample is recollected again by the same objective lens and transmitted through a dichroic mirror of transmission cutoff wavelength λ c 506 nm. An emission filter (wavelength bandpass of 530 50 nm ) is inserted after the dichroic mirror to block the scattered excitation light. The emitted fluorescence distribution is imaged onto a high-sensitivity CMOS camera (Orca-Flash4.0 C11440-22CU, Hamamatsu) using an imaging system of lateral magnification M det f TL ∕f obj 37.5. The camera has a 6.5 × 6.5 μm 2 cell, which produces a 0.173 μm × 0.173 μm pixel in the lateral object space.
3D datasets are acquired by axially scanning the sample volume using a motorized linear translation stage and 1-μm intervals, which is the smallest distance possible with this stage. For each transverse plane, we record three phase-shifted SIM images in which the phase of the illumination pattern is shifted by laterally translating the Fresnel biprism. For this purpose, the Fresnel biprism is mounted onto a motorized translation stage. All these steps are implemented in an acquisition software developed in LabVIEW. With this software, we have control of the exposure time of the camera, the axial spacing between transverse planes, and the lateral displacement of the Fresnel biprism. For all experimental data shown here, we used a 4-μm lateral displacement of the biprism.
To modify the modulation frequency of our structured pattern, the Fresnel biprism is mounted onto an optical rail that is parallel to the optical axis of our experimental system. Therefore, the tunability of the illumination pattern is obtained by axially displacing the Fresnel biprism. Fig. 6 shows images of a fluorescent USAF test (Ready Optics, Calabasas, California) acquired for four different axial positions of the biprism. These images show a variation by a factor of 7.5 in the modulation frequency of the pattern. Although this figure does not show high modulation frequencies, as we will show later, we are able to tune the modulation frequency until the cutoff frequency of the objective lens, where the experimental cutoff frequency is u c 1.9 μm −1 . In general, this statement is valid for any objective lens used, however, in this current implementation, the focal length of the L1 and L2 lenses may have to be changed in order to achieve the highest modulation frequency for a different objective lens.
For ideal implementation, the linear source should be illuminated by the beam emerging from an ultra-bright light-emitting diode (LED), which is already a spatially incoherent source. However, because the modulation frequency of the illumination pattern is wavelength dependent, the higher the spectral bandwidth of the LED, the narrower the field of view (FOV) of the pattern. This results in using only LEDs with spectral bandwidth <10 nm if one wants to have a similar FOV as the one provided by the laser-diffuser implementation. Observing the experimental results of Fig. 2(c) of Ref. [28] , one can realize the reduction of the FOV in terms of the bandwidth of the LED source.
B. Experimental Results
First, we are interested in verifying the resolution performance of our incoherent tunable-frequency SIM system. For this task, the fluorescent USAF target was imaged with our system using two different modulation frequencies (u m 0.5u c 0.95 μm −1 and u m 0.9u c 1.7 μm −1 ) and compared the achieved resolution to the resolution of the conventional widefield system. Fig. 7 shows the 2D Wiener-filtered image from the conventional raw data [ Fig. 7(a) ] and the reconstructed SIM images for both modulation frequencies [Figs. 7(b) and 7(c)]. It is worth to mention that these images were obtained after applying first the envelope function compensation (Section 3) using calibration data (e.g., the SIM image from a thin fluorescent layer) and followed by the proposed reconstruction SIM method (Section 2).
From Fig. 7 one can observe the lateral resolution achieved in each case. Note that for each case, the smallest resolved element of the group 10 is highlighted by a dashed pink rectangle. Normalized intensity profiles along the vertical direction (marked by the two white arrows in Fig. 7 ) of group 10 are also compared [ Fig. 7(g) ] to indicate the resolution limit in each case. From the results in Figs. 7(d)-7(f ), we determined the highest detectable spatial frequency for each case to be: 1024 lp/mm (element 2 of group 10), 1448 lp/mm (element 4 of group 10), and 1825 lp/mm (element 6 of group 10), respectively. Therefore, the spatial frequency is increased by a factor of 1.4 for u m 0.5u c and a factor 1.8 for u m 0.9u c in comparison with the conventional imaging. As it is expected from the SIM technique, the use of a modulation frequency closer to the cutoff frequency of the imaging system almost doubles the resolution limit of the conventional system. Since the variation between the theoretical and experimental factor is less than 10%, one could claim that the improvement of the experimental resolution is predicted by the theory discussed in Section 2 within the error range.
For the second experiment, we used again the USAF target as a sample to verify our computational approach described in Section 2. To have a proof of the OS improvement, the sample was tilted approximately 80 deg with respect to the optical axis. In Fig. 8 , we show the OS reconstructed image corresponding to the SIM image for u m 0.5u c [ Fig. 8(a) ], the SR reconstructed image corresponding to the SIM image for u m 0.9u c [ Fig. 8(b) ], and the OS-SR reconstructed image corresponding to the image after applying our approach [ Fig. 8(c) ]. For better visualization of the enhancement of the resolution, cropped and zoomed views of groups 10 and 11 are shown in the second row of Fig. 8 for each case. As before, the dashed pink rectangles mark the smallest resolved element for each image. Based on these images, it is clear that the OS-SR image preserves the high spatial frequencies of the SR image, since both of them present the same resolution limit (the highest resolved spatial frequency is 1825 lp/mm).
These experimental results coincide with those modeled in Section 2 and predicted by simulations in Figs. 2 and 3 . Regarding assessment of the achieved OS, we compared the areas inside the white vertical rectangles located on the left side of each panel in the first row of Fig. 8 . From these areas, one can observe how the out-of-focus information is better rejected in the OS and OS-SR images than in the SR image. These results demonstrate that the depth discrimination of the OS-SR image is kept comparable to the OS case, while it has an increase in the lateral resolution by a factor of 1.8 over the conventional resolution, thereby providing a final image with an overall improvement in quality.
In our last experiment, we compared the performance of our incoherent tunable-frequency 2D-SIM with the Zeiss ApoTome.2 SIM module on a Zeiss AxioImager.Z2 upright microscope. For this experiment, as a sample we used a cluster of 6-μm spherical shells. The sample was a priori prepared by mounting spherical shells of diameter 6 μm and a shell thickness of 1 μm (Invitrogen, Molecular Probes, FocalCheck microspheres, 6-μm fluorescent green ring stain/blue throughout) in ProLong Diamond (refractive index equal to 1.47). To fix the shells inside the mounting medium, the sample was cured at room temperature for 24 h. The top panel of Fig. 9(a) shows a transverse section of the sample using widefield microscopy in which several spherical shells are clustered at different random locations. This cluster was captured using the ApoTome-SIM system [first row of Fig. 9(b) ] and our incoherent tunable SIM system with two desired modulation frequencies [first row of Fig. 9(c) ] in order to create the OS-SR image. It is important to realize that although we have used the highest modulation frequency possible for the ApoTome implementation, its value is much smaller compared to those in our implementation. Note that the modulation frequency for the ApoTome system is only 4% of the cutoff frequency of the objective lens used, while our system allows us to tune it up to 90% of the cutoff frequency.
All raw images were properly processed to obtain the restored images shown in Fig. 9 . It is important to mention that the images in Figs. 9(a) and 9(b) were restored using deconvolution methods implemented in the Zeiss ZEN.2 software [32] in which we have taken into account an aberrated PSF at a 30-μm depth, which is the determined pre-aberration of our experimental microscope [33] , and the refractive index of the mounting medium. In both cases, the regularization parameter of the deconvolution method has been properly set to get the best image quality. The corresponding reconstructed images are shown in the second row of Fig. 9 . Clearly, from these experimental results, one can realize that our system provides better OS capability than the commercial ApoTome-SIM system. Note that the intensity of the out-of-focus spherical shells (marked by the colored arrows) is less in the OS-SR image than in the other cases. Even though the contribution of the SR image is not visible in the OS-SR image, since the size of the spherical shells is much higher than the resolution limit of our system, the OS-SR combination shows a 5% improvement in the SNR, which was found to be equal to 26.3 dB, compared to the OS image, which has SNR 25.1 dB. The SNR is computed by taking the ratio of the average intensity of the signal over the spherical shell with uniform intensity and the standard deviation of the background intensity. Moreover, the contrasts for the OS and OS-SR images are 0.47 and 0.69, respectively. Therefore, in the OS-SR image, both the SNR and the contrast have been improved. It is worth noting that the spherical shell of fluorescence is not evident in the restored images as expected. We believe that this is due to occlusion of the out-of-focus light within the cluster and perhaps the presence of an air bubble near the cluster. It is clear that there are residual fringes in Fig. 9(c) , and this is because the envelope correction (Section 3) could not be applied to these restorations, as calibration data about the pattern's envelope are not available for this dataset. In the USAF target, data shown in (Figs. 7 and 8 ) the envelope information could be extracted from the background intensity. However, in the case of the 6-μm cluster, the object does not emit fluorescent light across the FOV, and thus calibration data (such as the image of a flat sheet of fluorescence acquired with the same imaging conditions) are needed for the envelope correction.
CONCLUSIONS
We have shown the performance of an incoherent-based 2D-SIM system with tunable modulation frequency. In our system, the structured illumination pattern is generated by splitting an incoherent linear source using a Fresnel biprism. A key feature of this setup is that the structured pattern is free from coherence noise, and its modulation contrast is not reduced through the illumination system. Additionally, our system is cost effective and produces a continuous variation of the pattern's frequency, up to the cutoff frequency of any commercially available objective lens independently of the wavelength used. Based on the latter, our system is suitable for multispectral imaging in fluorescence microscopy. In order to take advantage of our tunability capability, we have also proposed a computational OS-SR algorithm that reconstructs OS images with double lateral resolution. Although our OS-SR method is based on a 2D-SIM system, it provides superior performance over single-modulation-frequency 2D-SIM by providing simultaneous OS and SR information, which is the hallmark of 3D-SIM. We are currently investigating the OS-SR combination with five images, and we will report our studies in a future publication. Experimentally, we have applied the OS-SR algorithm to the image of a titled extreme USAF test. From the reconstructed OS-SR image, we show that the resolution limit is increased by a factor of 1.8×, and the OS capability of the OS-SR is also enhanced. Finally, the performance in terms of the OS capability of our tunable 2D-SIM system was compared with the one provided by the Zeiss ApoTome.2 by imaging 6-μm spherical fluorescent shells in a test sample. Our results verified that our system provides better OS capability than the commercial ApoTome-SIM system in the case of this test sample. (St. Jude Children's Research Hospital, Memphis, TN) for scientific and technical discussion and N. Patwary (PhD candidate, the University of Memphis) for assistance with ApoTome data acquisition and Zeiss ZEN processing. † These authors contributed equally to this work.
