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Zusammenfassung
Mit ultrakalte Gasen in optischen Gittern lassen sich stark wechselwirkende Quantenvielteil-
chensysteme auf der Ebene einzelner Spins untersuchen. Diese Doktorarbeit fasst den Aufbau
und die ersten Ergebnisse eines Quantengasmikroskops mit fermionischen 6Li Atomen zusam-
men. Wir konnten erstmals antiferromagnetische Spinkorrelationen in Hubbard-Systemen
beobachten und in eindimensionalen Systeme die Trennung von Ladungs- und Spinfreiheits-
graden mit Korrelationen nachweisen, die im thermischen Gleichgewicht gemessen wurden.
Die Grundlage für diese Experimente ist das Quantengasmikroskop, welches während der
Doktorarbeit geplant und aufgebaut wurde. Die Bilder, die man damit nehmen kann, sind
Momentaufnahmen eines Quantenvielteilchensystems, auf denen man alle Atome einzeln auf
ihren jeweiligen Gitterplätzen erkennen kann. Wir produzieren ein ultrakaltes Quantengas mit
Standardverfahren wie Laserkühlung, optischen Fallen und Verdunstungskühlung und laden
es in eine einzelne Ebene eines dreidimensionalen optischen Gitters. Vor dem Abbilden wird
jedes Atom entsprechend seines Spin mit einem Stern-Gerlach-Magnetfeld um einen halben
Gitterplatz nach links oder rechts verschoben. Zur Abbildung der Atome messen wir die Flu-
oreszenz eines Raman-Seitenbandkühlprozesses, welcher in einem zusätzlichen sehr tiefen
optischen Gitter abläuft, und können so 97% der Atome erfolgreich detektieren. Ein Kapitel
dieser Arbeit widmet sich den Details dieses Prozesses und kann die verbliebenen Verluste
durch eine Nichtgleichgewichtsverteilung der lokalen Anregungen erklären.
Die Messung der Dichteverteilung der stark wechelwirkenden Atome im inhomogenen
Gitter erlaubt es die Zustandsgleichung des Fermi-Hubbard-Models zu bestimmen. Dabei
beobachten wir die starke Unterdrückung der Kompressibilität in der Mott-Isolator-Phase.
Mit unseren hochaufgelösten Bildern können wir auch die Dichtekorrelationen des Systems
messen und so das Fluktuations-Dissipations-Theorem bestätigen, welches die Kompressibil-
ität in Beziehung zu der Summe aller Dichtefluktuationen setzt.
Für eine Entropie pro Teilchen von weniger als log(2)kB zeigt der Mott-Isolator antifer-
romagnetische Spinkorrelationen aufgrund der Austauschwechselwirkung. In eindimension-
alen Spinketten konnten wir diese magnetische Ordnung bis zu einer Distanz von vier Gitter-
plätzen direkt messen. Die Stärke der beobachteten Korrelationen stimmt sehr gut überein mit
Quanten-Monte-Carlo-Rechnungen bei einer Temperatur von einem Achtel der Bandbreite,
welches einer Entropie von 0.4kB pro Atom entspricht. Für Spinketten mit weniger als einem
Atom pro Gitterplatz sehen wir eine charakteristische Verschiebung der Spinkorrelationen zu
größeren Wellenlängen, die der einer Luttinger Flüssigkeit entspricht.
Besonders interessante physikalische Phänomene treten auf, wenn man den Spinfreiheits-
grad mit der Bewegung der Atome koppelt. In eindimensionalen Systemen tritt hier die Spin-
Ladungs-Trennung auf, die einem Loch eine freie Bewegung durch eine Spinkette ermöglicht.
Allerdings scheint diese Delokalisierung zu einer Reduktionen der magnetischen Ordnung zu
führen, da die Position der Teilchen nun fluktuiert. Normale Zweipunktkorrelatoren messen
so kleinere Werte. Allerdings konnten wir zeigen, dass die Spins um einzelne Löcher herum
primär antiparallel ausgerichtet sind und so nachweisen, dass die Spinordnung fast unabhängig
vom Grad der Dotierung ist, wenn man die Lochposition mitberücksichtigt. Diese Messungen
lassen sich als erster direkten Nachweis von Spin-Ladungs-Trennung durch Gleichgewichts-
korrelationen interpretieren.
Diese Arbeit umfasst die ersten Messungen von Spin-Loch-Korrelationen mit ultrakalten
Atomen und sie stellt damit einen wichtigen Schritt auf dem Weg zu Quantensimulationen
dotierter Antiferromagneten dar, die einen Beitrag zum Verständnis von Hochtemperatursupra-
leitern leisten könnten.
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Abstract
Ultracold fermionic atoms in optical lattices allows to simulate the behavior of electrons in
strongly correlated materials. In this thesis, we demonstrate the preparation and site- and
spin-resolved imaging of Hubbard systems with fermionic 6Li atoms. We realize and measure
strong antiferromagnetic spin correlations and study their amplitude for various temperatures,
interactions and dopings. In one-dimensional systems we observe spin-charge separation sig-
natures by measuring equilibrium correlations for spin and density.
The basis for these measurements is a quantum gas microscope for fermionic 6Li atoms,
which was built during this PhD thesis. It allows to take snapshots of the quantum many-body
system with single-atom and single-site resolution. Using standard techniques of laser cooling,
optical trapping, and evaporative cooling, ultracold Fermi gases are prepared and loaded into
a single plane of a three-dimensional optical lattice of tunable geometry. The spin of each
atom is converted to a spatial information via a local Stern-Gerlach splitting. The imaging is
performed by collection of fluorescence light from Raman sideband cooling in an additional,
deep optical lattice. A detailed analysis of this cooling process, which explains our imaging
fidelity of 97% from the non-thermal distribution of excitations is presented.
A study of the density distribution of the strongly interacting atoms in the lattice allows
to derive the equatioän of state of the Fermi-Hubbard model, which shows a strongly reduced
compressibility in the Mott insulating regime. From the high-resolution images we can, in ad-
dition, extract all density correlations. This allows us to experimentally confirm the fluctuation-
dissipation theorem linking the compressibility to the sum of all density fluctuations.
At entropies below kB log(2) per particle, antiferromagnetic correlations arise from ex-
change interactions in a Mott insulator. We directly observe magnetic correlations up to four
sites in one-dimensional spin chains. The measured antiferromagnetic spin correlations agree
well with quantum Monte-Carlo calculations at temperatures of 1/8 of the band width, which
corresponds to an entropy per particle of only 0.4 kB. At fillings below one atom per site, we
observe characteristic oscillations of the spin correlations vs density as predicted by Luttinger
liquid theory.
Interesting physics arises when one couples the spin degree of freedom with the motion
of the quantum particles. In one dimension, the phenomenon of spin-charge separation allows
the holes to propagate through a spin chain without energy cost. Their motion, however, hides
the magnetic order from local observables. Thanks to our simultaneous imaging of spins
and holes, we can directly study the spin alignment around individual holes. We reveal spin
correlations which are almost fully independent of the degree of hole doping with string spin-
density correlation functions. These measurement are the first experimental observation of
spin-charge separation in equilibrium correlation measurements.
This work demonstrates the experimental study of doped quantum magnetism with indi-
vidual spin resolution and paves the way for quantum simulations of doped two-dimensional
antiferromagnets relevant to high temperature superconductivity.
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To my family and friends
"Erwin with his psi can do
Calculations quite a few.
But one thing has not been seen:
Just what does psi really mean?
– Felix Bloch & Erich Hückel
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Chapter 1
Introduction
One of the great and most impactful frontiers of physics is the quantum many-particle prob-
lem. What happens when many quantum particles - like quarks, electrons or atoms - meet
and strongly interact with each other? The problem spans systems from the large scales of
nuclear matter in neutron stars via the electron transport in photosynthesis or unconventional
superconductors to the tiny scales of gluons inside a proton.
Atomic gases at nano-Kelvin temperatures trapped with lasers in an ultra-high vacuum
provide a platform to study such quantum many-body effects with unparalleled precision and
control [1]. In the spirit of Richard Feynman’s proposal [2], quantum simulations with ultra-
cold atoms are an approach to understand a complicated quantum system by simulation of its
behavior with a second, more controlled quantum system. Especially the physics of strongly
correlated electrons associated with high-temperature superconductivity [3] still contains many
open questions [4], which could be addressed with ultracold fermions in optical lattices.
Ultracold atoms
The origin of the research with ultracold atoms reaches back to the first proposal of laser cool-
ing by Hänsch and Schawlow in 1975 [5], which was built upon an earlier idea by Ashkin [6].
Such cooling by light was achieved with trapped ions in 1978 [7, 8] (Nobel prize 1989 to
Dehmelt and Paul) and the first deceleration of a beam of neutral atoms with a laser force was
demonstrated by Phillips and Metcalf in 1982 [9]. With a magneto-optical trap neutral atoms
can be stored [10] and cooled to temperatures below 1 mK (Nobel prize 1997 to Chu, Cohen-
Tannoudji and Phillips). Even colder temperatures can be realized with additional evaporative
cooling, a technique rewarded by the first Bose-Einstein condensates (BEC) in 1995 [11–13]
(Nobel prize 2001 to Cornell, Ketterle and Wiemann). The low temperatures allow to gain full
control of the state of individual quantum objects like ions or atoms in cavities (Nobel prize
2012 to Wineland and Haroche).
Since the first BEC, the field of ultracold atoms has seen an exceptional growth. The cool-
ing of Fermionic atoms to quantum degeneracy, especially challenging due to their lack of
thermalization, was achieved by the use of a spin-mixture [14] or a second atomic species via
sympathetic cooling [15]. In a next step, the development of optical lattices [16] allowed the
field of ultracold gases to enter the regime of strong correlations, prominently demonstrated in
the superfluid to Mott insulator transition with bosons [17]. A second route to strong correla-
tions is being realized since 1998 [18] through the use of Feshbach resonances, which allow to
tune the interatomic interaction [19]. This enables the experimental simulation of some of the
most relevant Hamiltonians of solid state theory in a clean and even time-resolved manner.
Quantum gas microscopes Ultracold quantum gases can be probed with a variety of mea-
surement techniques. The most common approach is to image the cloud of atoms after a free
expansion period with absorption or fluorescence imaging (time-of-flight imaging [1]). After
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Figure 1.1. Images of individual atoms in a quantum many-body state. Left: Image of 6Li atoms
in an optical lattice. Every red dot is one atom. Right: Zoom into a one-dimensional chain of atoms
imaged with spin encoded in the vertical position showing antiferromagnetic order and holes.
a long expansion without interactions, the spatial density distribution of the cloud mirrors the
momentum distribution of the trapped atoms. Improved momentum mapping with shorter ex-
pansion times can be achieved by releasing the atoms into a large harmonic trap (momentum
focusing [20, 21]). In-situ images i.e. images of atoms inside the trap, on the other hand,
give direct access to the density distribution. They require higher optical resolution and some
approach to deal with the high optical density, but allow to directly extract e.g. the equation-
of-state of the system ( [22–24] and many more).
All these techniques, however, return observables, which are averaged over some set of
the microscopic quantum particles by the measurement itself. In contrast, quantum gas micro-
scopes, as pioneered with bosonic Rubidium in 2009/10 [25, 26], can observe individual atoms
on every site of an optical lattice via fluorescence imaging. With this technique it is not only
possible to measure the average density distribution with highest resolution, but also to detect
all orders of correlations. Individual thermal and quantum fluctuation have been observed [27]
and tracked with time [28] in early experiments.
In particular, there is an great interest to simulate the behavior of electrons, which are
fermions. Thus, when we started our work, it was a natural decision to build a machine that
applies this advanced imaging technique to a fermionic atom, 6Li in our case. Fermions are,
however, much harder to cool to temperatures much below the Fermi temperature and the
imaging of lithium is a special challenge due to the low atomic mass. Optical molasses cooling,
as applied in the Rb experiments, does not exist for lithium and, in addition, the maximal
relative lattice depths, which can be achieved with available laser power, are much lower. On
the other hand, the low mass allows for a lattice with a larger lattice constant, which makes the
optical resolution less demanding.
This thesis summarizes the technical realization of this microscope for Fermions and
presents some of the first measurements with this novel machine. We solved the imaging
challenge by Raman sideband cooling in an additional deep pinning lattice and could even
realize a spin resolution with a local Stern-Gerlach separation. The observed images are snap-
shots of the quantum many-body state in real space with single-spin resolution on every lattice
sites (Fig. 1.1).
The first single-atom resolved images of fermions were achieved in the spring 2015 by
three groups [29–31], but the temperature of their atoms was too high to observe the fermionic
nature of the atoms. We observed the first resolved atoms in the summer 2015 and our temper-
atures were low enough to image a degenerate Fermi gas that showed Pauli blocking [32].
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Strongly correlated materials
Strongly correlated systems can be defined as many-body systems whose properties can not
be mapped to non-interacting quasi particles [33]. In the early 1960s, the main motivation to
study strong correlations in condensed matter physics came from experiments on transition
metal oxides and the Mott metal-insulator transition [34]. The discovery of heavy fermion
compounds [35, 36] and high-temperature cuprate superconductors [3] has revived the interest
in the 1980s, which continues up to the present days. These materials show unusual electronic
and magnetic properties, which are often of technological interest, but their theoretical under-
standing presents a considerable challenge already for decades. The theoretical progress in
the field of strongly correlated systems has been slowed by the difficulties of applying approx-
imations. Due to the non-perturbative nature of the problem, it is often hard to say whether
a theoretical prediction is a real feature of the Hamiltonian studied or an artifact of the ap-
plied approximations. Direct numerical studies are slowed by the exponential growth of the
computations with system size [37], while Quantum Monte Carlo calculations suffer from the
sign-problem at low temperatures [38].
Nevertheless, there has been tremendous progress in the last 30 years to identify the d-wave
nature of these high-Tc superconductors [39–42], to characterize the influence of resonating-
valence bonds [4, 43] and charge waves [44, 45] in the anomalous pseudo-gap phase and to
gain a general understanding of the relevant processes. Nevertheless, many open questions
remain [46] especially about the pseudo-gap phase with several competing orders [47]. What
is the order of its ground state? What is the role of topology? Which is the most simple model
that captures all relevant effects? Or the related question of how much of the phase diagram can
be described within the single-band Fermi-Hubbard model (FHM) [48]. Although the presence
of a d-wave state in the FHM is supported strongly by numerical calculations [49] and models
with minor additions [50], an unambiguous proof has been prevented by the complexity of
calculations in the doped Hubbard model.
Doped antiferromagnets Microscopically, the complexity arises from the competition be-
tween the delocalization of the holes and the antiferromagnetic spin order. As one can see in
figure 1.2, a moving hole in a Néel background produces a string of flipped spins. The asso-
ciated linear increase of energy naively leads to a confinement of the holes. On self-retracing
paths, a single hole can, however, undo the flipping of spins and move on so-called background-
B
A Figure 1.2. Hole propagation in AFM
background. (A) In two dimensions, the
propagation of a hole along some path
(blue line) produces a string of flipped
spins with an associated energy cost. Bro-
ken bonds are indicated in purple. (B) In
one dimension, a hole is free to propagate
through an AFM spin chain without an en-
ergy cost.
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restoring paths. In addition, a hole can hop 1.5 times around a local plaquette, moving each of
the three spins twice and thus propagate without changing its background and without energy
cost. Due to the high order of this processes, the effective amplitude of this hopping process
is, however, so low that it is irrelevant in most cases.
Also a second hole moving on the same path repairs the flipped spins. So two holes can
freely propagate together, which leads to an effective attraction of the holes. This pairing
is dominantly of dx2 y2-nature1 [51] and can be understood as a paramagnon exchange: In
analogy to BCS-Pairing [52], where the electronic charge attracts surrounding ions, whose
polarization attracts a second electron once the first electron moved away, a spin creates a
local spin polarization which attracts or repels a second electron depending on its spin [51].
In addition to these pairing mechanisms, there can be bound states of more than two particles
e.g. stripes of holes (Fig. 7.1) leading to charge-density waves [53]. These stripes can be
seen as one-dimensional (1d) doped spin-chains and within the 1d structure the competition of
antiferromagnetic spin order and hole delocalization is absent. This is due to the phenomenon
of spin-charge separation in one-dimensional systems [54].
It becomes clear that already on the microscopic level many competing processes exist in
doped antiferromagnets. The direct observation of these effects by experiments with single-
spin resolution is one of the great goals with ultracold atoms in optical lattices.
Simulation of the Fermi-Hubbard model
The microscopic physics of antiferromagnetism and doping can be described within the Fermi-
Hubbard model. This model has been central within the description of strongly correlated
systems since its introduction in 1963 by Hubbard [55]. It covers the dynamics of particles in
a lattice by just two terms: A hopping rate t and an on-site interaction U . Fermionic atoms
in an optical lattice are very well described by the Fermi-Hubbard model and, thus, they are
well suited to simulate the physics of this foundational model. An optical lattice is a defect-
free potential for ultracold atoms and the ability to control the tunneling rate of atoms via the
depth of the optical lattice and to control the interaction between the particles via a Feshbach
resonance allows to tune the parameters t and U to almost arbitrary values, even dynamically
during the experiment. This enables to study not only the static properties but also the dynam-
ical evolution of a non-trivial many-body quantum system [56] and brings the experiments
close to a realization of a quantum simulator [2]. Hence, ultracold atoms in optical lattices
can give valuable insights to strongly correlated systems that can not be obtained on a classical
computer nor in a condensed-matter experiment.
Quantum magnetism Despite its simple form, the Fermi-Hubbard model gives rise to rich
physics, some of which has already been observed with ultracold gases. Most prominently
the transition from a metal to a Mott insulator was demonstrated with fermionic atoms in
2008 [57, 58]. For even lower temperatures the system shows a phase transition to an antiferro-
magnetically (AFM) ordered state [59] in three dimensions and strong magnetic correlations
in lower dimensions [60]. The realization of such quantum magnetism with ultracold atoms
had been prevented for a long time by the temperature requirements, which are given by the
small exchange energy J = 4t2/U and by a lack of a sensitive probes for spin correlations.
To reach the antiferromagnetic phase with long range order in 3d, entropies per particle be-
1 For dx2 y2 pairing, the superconducting gap is zero at four line nodes located at the diagonals of the Brillouin
zone.
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low kB log(2)/2 = 0.35kB are required [61], while AFM correlations beyond nearest neighbor
appear below an entropy of log(2)kB [60] in all dimensions. In addition, the detection of
AFM order with methods that rely on global parameters like Bragg scattering [62] is difficult
because the antiferromagnetic phase first occurs in a limited region in the center of the trap.
Many proposals were developed with novel cooling mechanisms [63] to reach an AFM state,
which include Pomeranchuk cooling [61], cooling by shaping the confinement [64], adiabatic
splitting of a band insulator [65] and in-lattice evaporation [66].
With ultracold fermions, the first AFM spin correlations in the FHM were demonstrated by
measuring singlets on neighboring sites [67] and by global Bragg spectroscopy [68] in 2012
and 2014 respectively.1 Soon after the completion of the first fermionic quantum gas micro-
scopes, longer-ranged spin correlations were observed by us [71] and three other groups [72–
74] in 2016. This is the one of the central results of this thesis. Even stronger order, which
extents through the full system, was achieved since then by shaping of the confining poten-
tial [75]. Also the analog charge order on the attractive side of the FHM was recently ob-
served [76]. This tremendous progress within a short amount of time demonstrates how much
a new detection technique (quantum gas microscope) can advance a long standing problem
(cooling of lattice fermions). These novel cooling methods are summarized under the name
entropy management because they rely on a redistribution of entropy within the atom cloud to
produce certain regions with very low entropy and they will most likely lead to further progress
in the near future.
Spin-hole correlations in one dimension One-dimensional systems are different from ma-
terials in higher dimensions. Even weakly interacting systems can not be described in terms
of the bare particles, but the relevant degrees of freedom are always collective modes [54].
Most notably, one-dimensional systems show spin-charge separation. This does not only
refer to a different velocity of spin and charge excitations, but also includes the structure of
the ground state. Correlations of pure spin and charge variables factorize i.e. spin and charge
degrees of freedom are independent.
Although the effect of spin-charge separation is well understood theoretically and repre-
sents a fundamental property of materials in one dimension, there is only limited experimental
evidence based on spectroscopic [77–79] or transport measurements [80, 81] in condensed mat-
ter systems. In this thesis we present results which show a direct consequence of spin-charge
separation: The independence of spin and charge sector in equilibrium correlation measure-
ments [82].
This thesis
The main topic of this thesis is the analysis of antiferromagnetic spin correlations of ultracold
fermions with single-site resolution in an optical lattice. To achieve this goal, we realized a
quantum gas microscope with full density and spin resolution and cooled a gas of 6Li atoms to
deep quantum degeneracy. We implemented a large scale, three-dimensional optical superlat-
tice, which allows to perform a local adiabatic Stern-Gerlach splitting for spin read-out. The
single-atom resolved imaging is performed via the fluorescence of a Raman sideband cooling
scheme in an additional deep pinning lattice.
1 With bosons an AFM Ising quantum magnet was realized in a tilted lattice [69] and classical frustrated mag-
netism could be simulated on a triangular lattice [70].
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We observed antiferromagnetic spin correlations in one-dimensional chains over at least
four sites and found excellent agreement with the spin properties of the Fermi-Hubbard model
as derived from quantum Monte Carlo calculations at entropies as low as 0.4 kB per particle. In
doped spin chains, we could show that the apparent reduction of spin correlations due to holes
is rooted in the two-point spin correlation function and that, in fact, the spin order is almost
unaffected by the presence of holes. Our results are a confirmation of spin-charge separation
with equilibrium correlation measurements.
• Chapter 2 first summarizes the physics of ultracold fermions in optical lattices and their
description by the Fermi-Hubbard model. In the second part, an overview of Luttinger
liquid theory is given and its application to doped spin chains is reviewed.
• Chapter 3 gives a brief summary of the experimental setup, which is described in detail
in earlier PhD theses.
• Chapter 4 describes a modeling of Raman sideband cooling, which we use to image and
cool the atoms simultaneously. We derive the Raman couplings and analyze the relevant
cooling and heating rates. To understand the residual losses of atoms, we employ a rate
equation, which predicts a non-thermal occupation distribution of the local excitations
with a long tail to large energies.
• In Chapter 5 we briefly summarize the algorithm to reconstruct the lattice occupation
from the fluorescence images and present potential improvements.
• Chapter 6 is covers the density and spin analysis of one-dimensional Hubbard systems.
We emphasize the possibility to sort the data by global properties and carefully study
mean density, density variance and density correlations as a function of the chemical
potential. This allows to confirm the fluctuation-dissipation theorem for compressibility
and density fluctuations. In the second part, we present our results on antiferromagnetic
spin correlations and show its application as a spin thermometer. For densities lower
than one, we observe incommensurate spin correlations as predicted by the Luttinger
liquid description.
• Chapter 7 covers our results of spin-charge correlations in doped spin chains. Making
use of higher order correlation functions, we show that holes act as a domain wall of the
parity of the antiferromagnetic order and, thus, reduce the spin correlations as measured
by two-point functions. In analogy to the spin-1 Haldane chain, a non-local string cor-
relations analysis, however, shows that the relative spins alignment remains unchanged
even at strong doping. This is a direct consequence of spin-charge separation, which
allows to describe the spin sector by a Heisenberg model regardless of the amount of
doping.
The work in this thesis has been carried out with Ahmed Omran, Martin Boll, Guillaume
Salomon, Immanuel Bloch and Christian Gross.
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Publications
The main results of my PhD work have been published in these papers:
• ‘Microscopic observation of Pauli blocking in degenerate fermionic lattice gases’.
A. Omran, M. Boll, T. A. Hilker, K. Kleinlein, G. Salomon, I. Bloch, and C. Gross.
Physical Review Letters 115, 263001 (2015).
• ‘Spin- and density-resolved microscopy of antiferromagnetic correlations in Fermi-Hubbard
chains’.
M. Boll⇤, T. A. Hilker⇤, G. Salomon⇤, A. Omran, J. Nespolo, L. Pollet, I. Bloch, and C.
Gross. Science 353, 1257 (2016).
⇤ Equal contributions
• ‘Revealing hidden antiferromagnetic correlations in doped Hubbard chains via string
correlators’.
T. A. Hilker, G. Salomon, F. Grusdt, A. Omran, M. Boll, E. Demler, I. Bloch, and
C. Gross. Science 357, 484 (2017).

Chapter 2
The Hubbard Model with Ultracold
Fermions - Theory
This chapter summarizes some of the relevant theory for the simulation of the Fermi-Hubbard
model with ultracold atoms in optical lattices. The first section introduces the basic atom-
light interactions and sketches the properties of an optical lattice (Sect. 2.1). Then the main
phases of the Fermi-Hubbard model are discussed and we show spin correlations from quan-
tum Monte Carlo calculations for different interactions, temperatures and entropies, which are
later compared to experimental measurements (Sect. 2.2). Finally we present the most relevant
aspects of Luttinger liquid theory and spin-charge separation (Sect. 2.3).
2.1 Fermions in optical lattices
A neutral alkaline atom can be described as a positively charged core and a single bound
electron. The interaction of these atoms with the oscillating electric field of laser light is
the most important tool for the creation, manipulation and detection of ultracold atoms [83].
There are two parts to this interaction: A recoil force due to the absorption or emission of a
photon and a dispersive interaction. The relative strength of the two forces depends on the
detuning D = wLas   wAtom of the laser frequency wLas to the relevant transition frequency of
the atom wAtom. In general, the absorptive interaction due to scattering of photons is used to
cool the atoms and to take images, while the dispersive interaction allows to build optical traps
and lattices. This section deals with the dispersive interactions for the simplified case of a
two-level atom.
Dipole potential The dispersive interaction with far detuned light can be modeled by a vir-
tual excitation of the atom. The resulting dipole potential for a light intensity I(r) is given
by [84]
Vdip(r) =
3pc2G
2w3Atom
✓
1
D
  1
wLas +wAtom
◆
I(r), (2.1.1)
where c is the speed of light, G is the scattering rate of the excited state and the last term is the
counter-rotating correction, which is relevant for detunings on the order of the transition fre-
quency. In the expression, the fine-structure splitting has been ignored1. The dipole potential
is directly proportional to the intensity of light and an attractive potential for the atom can be
realized with a red detuned laser beam (D < 0).
1 A more detailed treatment of light shifts can be found in chapter 4.
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2.1.1 Optical lattices
Interference of laser beams lead to a periodic intensity modulation, which is the basis of an
optical lattice. For an attractive three-dimensional optical lattice constructed from three inde-
pendent pairs of beams with the lattice constants dx, dy, dz and lattice depths V0,x, V0,y, V0,z, the
potential is
V (r) =  V0,x cos2(px/dx) V0,y cos2(py/dy) V0,z cos2(pz/dz). (2.1.2)
The lattice depths is best expressed in terms of the lattice recoil energies ELatr
ELat,ir = h
2/(8md2i ) (2.1.3)
along axis i = x,y,z.
The quantum mechanical eigenstates of such a potential for non-interacting particles can
be found from the single-particle Hamiltonian
Ĥ =   h̄
2
2m
—2 +V (r). (2.1.4)
For a square lattice, the potential separates into the three axis, which can be treated indepen-
dently. A band calculation for the x-axis via Bloch’s theorem [85] gives delocalized eigenstates,
that can be written as the product of plane waves with quasi momentum q and a periodic func-
tion un,q(x)
Ynx,qx(x) = eiqxxunx,qx(x), (2.1.5)
where n denotes the band index. The Mathieu equation allows for an explicit solution of the
Bloch equation for a square lattice [86]. The resulting energy bands increase in widths with
index n, while the band gaps decrease.
Wannier states The Bloch states can be combined into Wannier states, which are maximally
localized at the different lattice sites r j and orthogonal to each other:
wn, j(r) =
1p
N Âq e
 iq·r jun,q(r) (2.1.6)
Lowest band At temperatures and chemical potentials which are small relative to the first
band-gap, only the lowest band is occupied. For lattice depths V0 & 5ELatr , the tight-binding
approximation can be applied, which results in a simplified Hamiltonian for the lowest band
Ĥt.b. =   Â
hi, ji
ti, j
⇣
â†i â j + â
†
j âi
⌘
. (2.1.7)
Here the indices hi, ji run over all neighboring sites, the fermionic operator â†i creates a particle
in the Wannier state wi = w0,i and the tunneling parameter ti, j is given by
ti, j =
Z
dr3w⇤i (r)Ĥw j(r) (2.1.8)
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with Ĥ from equation 2.1.4. For a homogeneous system the hopping strength t only depends
on the direction of ri   r j i.e. the system is characterized by tx, ty, and tz.
The energy of an eigenstate with quasi-momentum q = (qx,qy,qz) is given by
E(q) =  2 tx cos(qxdx) 2 ty cos(qydy) 2 tz cos(qzdz) (2.1.9)
The dispersion relation, thus, has the shape of a cosine along each axis, the bandwidth is given
by W = 2(tx + ty + tz) and the maximal group velocity is vg = 2tidi/h̄ along axis i1. This
description includes the cases of reduced dimensionality because for very strong lattice depths
along some directions the associated tunneling parameters vanish.
Energy levels for deep lattices For very deep lattices, the tunneling is effectively zero for
all deeply bound states. The local energy levels En in one axis are given by (c.f. [87])
En = h̄w0
✓
n+
1
2
◆
 
✓
1
2
(n2  n)  1
8
◆
ELatr , h̄w0 =
 
2
s
V0
ELatr
  13
12
!
ELatr , (2.1.10)
for a lattice depth V0 if this axis. The second term contains the correction due to anharmonic-
ities and w0 has been defined as the lowest energy difference E1   E0. This leads to a level
splitting between consecutive energy levels n and n+1, which decreases with increasing n by
one ELatr per level due to the anharmonicity of the cosine potential:
En+1  En = h̄w0  nELatr (2.1.11)
Note that the term due to the anharmonicity is independent of the lattice depths. These re-
sults become important for Raman sideband cooling (Chapter 4), where one couples different
energy levels resonantly.
2.1.2 Interactions of ultracold atoms
The interaction of cold atoms are described by low energy quantum mechanical scattering
theory [88]. The ultracold regime, in consequence, is defined as the temperature range, where
only s-wave scattering is relevant. In this case, the strength of the interaction is given by the
s-wave scattering length as and interactions can be described via an on-site potential2
Vint(r1,r2) = gd (r1   r2) =
4p h̄2as
m
d (r1   r2) (2.1.12)
Due to the antisymmetry of the wavefunction, identical fermions can not scatter via s-wave
scattering. Thus, a spin-polarized cloud of ultracold fermionic atoms is always non-interacting.
The interaction between atoms in different spin states can be tuned via Feshbach reso-
nances by applying a magnetic field [19]. Lithium-6 has a very broad Feshbach resonance (see
Fig. 3.4), which makes it experimentally easy to adjust the scattering length to any required
value.
1 Thus, the wavefront of an initially localized particle in a lattice with t = (2p h̄) ·1kHz moves by about 12 sites
per millisecond.
2 If the potential acts on a function which is not regular at r = 0, the expression gd (r) ∂
∂ r (r . . .) should be used.
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t
U"i
Figure 2.1. Bare processes of the Fermi-Hubbard model. Spin-1/2 fermionic particles in a lattice
can tunnel from site to site with a rate t. Two atoms at the same site have an interaction energy U
and there is a global confinement with local energy shifts ei. Image adapted from [89].
In an optical lattice, equation (2.1.12) leads within the tight-binding description of the
lowest band to a local interaction term
Ĥint = U Â
i
n̂i,"n̂i,# (2.1.13)
with the density n̂i,n = â†i,n âi,n for spin n . The interaction strength U can be related to the
scattering length as via [1]
U =
4p h̄2as
m
Z
dr3 |w(r)|4 (2.1.14)
with the Wannier function w(r) (Eq. 2.1.6).
2.2 Fermi-Hubbard model
The (Fermi)-Hubbard Model (FHM) has been introduction in 1963 by Hubbard [55] and it has
been central for the description of strongly correlated fermionic systems.
Its Hamiltonian is the sum of the tight-binding lattice Hamiltonian (Eq. 2.1.7) with an
on-site interaction term (Eq. 2.1.13) for spin-1/2 fermions
Ĥ =  t Â
hi, ji,n
(â†i,n â j,n +h.c.)+U Â
i
n̂i,"n̂i,# +Â
i,n
ein̂i,n . (2.2.1)
Here the density operator n̂i = n̂i," + n̂i,# measures the occupancy at site i. The last term
allows to describe an additional (confining) potential with local energy shifts ei, which are
present for ultracold atoms due to the finite waist of the lattice laser beams. This potential is a
central aspect of the experimental system and it represents the largest deviation from the ideal,
homogeneous Hubbard model.
The three terms of equation 2.2.1 are the three competing processes that govern the physics
explored in this thesis
• The hopping term (t) describes the tunneling of atoms from one lattice site to a neigh-
boring lattice site. It is the kinetic energy of the system and tries to delocalize particles
over the system.
• The interaction term (U) is the energy cost (gain) if two atoms which occupy the same
lattice site. It tends to localize the particles.
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high-energy eigenstates, which are localized in the outer regions of the trap, can be identi-
fied (68–72). A very convenient measure in a harmonic trap with a geometric mean
trapping frequency !o is the characteristic atom number N0 ¼ ðW=m!o2d2Þ3=2 (70, 71). It
relates the bandwidth to the trapping potential and defines the number of trapped atoms
per spin state, which corresponds to half-filling in the trap center at zero temperature. The
related characteristic filling r ¼ N/N0 can be controlled in the experiment by changing the
total atom number N, the trapping frequencies, or the bandwidth.
Many-Body Physics with Attractive and Repulsive Interactions
The many-body physics of the Fermi-Hubbard model is governed by the interplay between
interaction, delocalization, and spin ordering, and it covers a wide range of phenomena. In
the following, I concentrate on those aspects that are most relevant to the current and near
future experimental situations. In optical lattice experiments, it is possible to make all
relevant energy scales small compared with the energy gap between the lowest and the
next higher Bloch band. The physics is then determined by the energy scales of the band-
width W and the interaction energy U. The next lower energy scale is the superexchange
energy t2/U, which describes virtual tunneling processes. The minimum experimentally
achievable temperatures in optical lattices are, at this time, still too high to access this
physics of the spin-sector. Due to the trapping potential, there is a further low-energy scale,
which is the energy separation between adjacent lattice sites.
The attractive-U Hubbard model, where the on-site interaction energy between parti-
cles of different spin is negative, has been extensively studied in the context of supercon-
ductivity (73). For the homogenous case, i.e., without trapping potential, the general
situation is the following: At low temperatures, s-wave superfluidity with a BEC-BCS
crossover is expected (74) (see Figure 3). The BCS regime is characterized by weak attrac-
tive interactions between the particles (U<<t) and the critical temperature increases with
jUj/t. In the BEC regime, the strong interactions lead to bound pairs that can undergo BEC,
with the critical temperature decreasing as t2/jUj. The pairs can be regarded as hard-
core bosons, and the tunneling of the pairs is dominated by second-order tunneling t2/U.
AFM
U
Mott
insulating
BCSBEC
SF
RepulsiveAttractive
Preformed
pairs
Temperature
Normal
Figure 3
Schematic phase diagram for the attractive and repulsive Hubbard model at half-filling for a simple
cubic lattice in three dimensions (see, for example, Reference 73). Abbreviations: BEC, Bose-Einstein
condensation; BCS, Bardeen-Cooper-Schrieffer; SF, superfluid; AFM, anti-ferromagnetic phase.
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Figure 2.2. Phase diagram of the Fermi-Hubbard model at half filling. At the special point of half
filling and zero polarization the Fermi-Hubbard model shows a symmetry between the attractive and
repulsive side. This thesis deals with the crossover from a metal (Normal) to a Mott insulator at
repulsive interactions and with the antiferro agnetic (AFM) correlations at low temperatures. On
the attractive side particles f rm bound pairs for strong attract on and a superfluid (SF) emerges for
low temperatures. At small attractive interaction there are weakly bound pairs of BCS type, while
the strongly bound pairs at large negative U can be seen as bosons, which form a Bose-Einstein
condensat (BEC). The phase diagram is for three spatial dimensions, but if one interpre s the phase
as dominant correlations, it also describes lower-dimensional systems. Figure adjusted from [90].
• The confinement (ei) is a large scale potential, which makes the system inhomogeneous
and exerts a force towards the center of the trap. The relative change between neighbor-
ing sites is typically the smallest energy scale of the system, which allows to ignore it in
local analysis. This leads to the presence f several phases in different regions of t e
trap.
In certain regimes i.e. where one term dominates, the FHM can be approximated by simpler
models. For strong repulsions the FHM for example maps to the Heisenberg model (or the t-J
model if there is doping), which is covered in section 2.2.2.
In principle, the Fermi-Hubbard Hamiltonian can be applied to any lattice geometry, but
we restrict the discussion to the case of simple square lattices in one, two or three dimensions
(1d, 2d, 3d).
2.2.1 Phases at half filling
The Fermi-Hubbard model shows a rich set of phases with many competing orders. For the
analysis in this section we ignore the local potential e . The full phase diagram has four di-
mensions in this case, e.g. the temperature1 T/t, the interaction U/t, the mean density n and
the spin polar zation (magnetization) M In addition, the mod l can be an yzed in different
1 In this thesis, we express temperatures in units of energy i.e. kB = 1.
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spatial dimensions. At the special symmetry point of half filling per spin (n = 1) and zero
polarization (M = 0), the phase diagram is well understood (see Fig. 2.2).
Repulsive interactions At very high temperatures relative to U/t, the system is a metal. In
two or more spatial dimension this is a Fermi liquid [91], while in one dimension Luttinger
liquid theory applies (see Appendix A). The particles are mobile and there are strong density
and spin fluctuations.
At lower temperatures or stronger repulsions (T/U ⌧ 1), the interactions start to dominate
and there is a crossover into a Mott insulator, where the occupation of a lattice site with two
atoms is suppressed. The Mott-insulating phase behaves in many ways like a band insulator
and it is incompressible. However, the spin of the atom is still a fluctuating degree of freedom,
thus, the Mott insulator can carry a spin entropy of up to log(2) per site.
At even lower temperatures, the spins of the localized particles start to order. A second
order exchange process, where two opposite spins on neighboring sites flip via a an interme-
diate doubly occupied state, has an energy of J = 4t2/U . It leads to an antiferromagnetic
coupling, which drives the system into a Heisenberg antiferromagnet at the Néel temperature
TN (Sect. 2.2.2). This temperature depends on interaction strength and dimensionality.
• In three dimension, there is a phase transition at a finite TN > 0, which peaks at U = 8 t
with TN = 0.3 t [59]. The corresponding entropy per particle at this transition point is
approximately log(2)/2 [61], thus, half the maximal entropy of the Heisenberg model.
• In two dimensions, the Mermin-Wagner theorem [92] does not allow for a transition
into an ordered state at T > 0. Long-ranged stagged spin order in an infinite system is
only reached for T = 0, but the spin-spin correlation length x grows with decreasing
temperature. A finite size system, thus, is fully ordered already at a finite temperature
once x exceeds the size of the system.
• In one dimension, there can be no long range spin order for a SU(2) symmetric system.
Instead, the Fermi-Hubbard model shows algebraic order at T = 0 and exponentially
decaying spin-spin correlations for finite temperature (for details see Sects. 2.3.2 and
A.3).
Attractive interactions For U < 0 opposite spins attract each other and the phases of the
FHM show very different properties. However, the Lieb-Mathis transformation [93]
âi," ! ( 1)ix+iy+iz â†i,", âi,# ! âi,# (2.2.2)
maps the states with attractive interaction (U < 0) onto states from the repulsive model (U > 0)
for any bipartite lattice. It is a partial particle-hole transformation with an addition phase shift
on one sublattice. A detailed discussion in appendix A.2 shows, that this transformation corre-
sponds to a mapping of the spin sector onto the density sector and vice versa. There is, thus, a
direct correspondence between the phases, their order parameter and even the excitation spec-
trum for repulsive and attractive interactions: The Mott insulator maps onto bound pairs of
atoms. The antiferromagnetic spin order in z-direction corresponds to an ordering of these
doublons in a checkerboard pattern, while the x and y spin order maps onto the complex su-
perfluid order order parameter D. At weak attraction, the system show BCS (Bardeen-Cooper-
2 THE HUBBARD MODEL WITH ULTRACOLD FERMIONS - THEORY 15
Schrieffer) superfluidity with Cooper pairs [52], while there are superfluid tightly bound pairs
for strong attraction1.
Away from half filling or zero imbalance, the transformation maps a finite doping onto a
spin imbalance and vice versa. In the experiment, this can be used to relate measurements to
phases, which are otherwise inaccessible [93].
2.2.2 t-J model
In the limit t/U   1, the Fermi-Hubbard model maps onto the t  J⇤ model with antiferromag-
netic spin couplings [96]:
Ht J = P̂s
"
 t Â
i, j,n
â†i,n â j,n + J Â
✓
~̂Si ·~̂S j  
n̂in̂ j
4
◆
+HNNN
#
P̂s, (2.2.3)
The spin operators are defined as ~̂S j = 12 Ân ,n 0 â
†
j,n~sn ,n 0 â j,n 0 with ~s denotes a vector of Pauli
matrices. Note that the Hamiltonian in Eq. (2.2.3) must be projected onto the subspace of
single-occupied sites, which is ensured by the projection operators P̂s.
The first term in Eq. (2.2.3) describes hopping processes of a fermion to an unoccupied
neighboring site. The second term in Eq. (2.2.3) corresponds to the usual spin-exchange inter-
action between two fermions on neighboring sites. Its energy scale is set by J = 4t2/U because
it derives from a second order tunneling processes where a state with two fermions on the same
site is virtually occupied. The exchange interaction between two neighboring spins leads to
a zero-point energy of J/4, which manifests itself by the nearest-neighbor density-density
interaction Jn̂in̂ j/4 in Eq. (2.2.3). The last term ĤNNN describes hole-assisted next-nearest-
neighbor hopping events, which are discussed in section 7.5.2. In the ordinary t-J model these
processes are often ignored, but they can be relevant as shown in our measurements of chap-
ter 7.
Heisenberg model For half filling (n" = n# = 1/2), every site is occupied, there is no hop-
ping and equation 2.2.3 becomes the SU(2) Heisenberg Hamiltonian
HHeis. = J Â
hi ji
~̂Si ·~̂S j = J Â
hi ji
Ŝ zi Ŝ
z
j +
1
2
⇣
Ŝ+i Ŝ
 
j + Ŝ
 
i Ŝ
+
j
⌘
(2.2.4)
In the second expression the raising (lowering) operator have been introduced Ŝ± = Ŝx ± iŜy,
which create coherent spin exchanges.
In one dimension, the Heisenberg model correctly describes the spin degree of freedom
even away from half filling for strong U . This is due to the effect of spin-charge separation [54]
and we investigated these connections in detail in our experiments on doped spin chains (see
Chap. 7).
1 If one ramps the interaction of ultracold atoms through a Feshbach resonance coming from the attractive
site, these pairs become real bound molecules [94] on the repulsive site which form a BEC (BEC-BCS
crossover [95]). This transition is not included in the FHM and the molecular BEC is very different from
the repulsive side of the FHM discussed above. Expressed diffidently, there are always lower lying molecu-
lar state below the repulsive side of the FHM. This can lead to spontaneous creation of molecules for strong
repulsive interactions, which occur as losses.
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kB
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Figure 2.3. Spin correlation for 1d Fermi-Hubbard chains. The spin-spin correlations C(d) for
different temperature, entropies and interactions from QMC calculations (by J. Nespolo). The spin
correlations plotted vs temperature in units of the exchange coupling J = 4t2/U (A,C) and vs the
entropy per particle s (B,D) approach the Heisenberg results for U/t ! •. The color lines are
guides based on spline interpolations and the vertical dashed lines indicate the maximal entropy of
the Heisenberg model, s = kB log(2).
2.2.3 Spin correlations
One of the main observable to characterize the spin order of a system is the spin-spin correla-
tion function
C(d) = 4
 ⌦
Szi S
z
i+d
↵
 
⌦
Szi
↵⌦
Szi+d
↵ 
, (2.2.5)
which measures the spin orientation on a site i+d relative to the spin on site i. The unconnected
second part ensures that the correlator is zero if there are no correlations between the spins. For
the spin balanced case this part vanishes. The prefactor, four, normalizes the correlations such
that a perfect (anti-) ferromagnet has correlations 1 (-1).
Antiferromagnetic correlations as in the Hubbard model are characterized by a staggered
spin correlator C(d) i.e. the sign of the correlator switches when d is changed by one site.
Figure 2.3 shows the spin correlations for the Fermi-Hubbard model for distance d = 1 to 4
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for one-dimensional chains from quantum Monte Carlo (QMC) calculations1. All correlations
except d = 1 are almost zero for T > J or an entropy per particle greater than kB log(2). But
for lower temperatures spin correlations quickly build up. The maximal nearest-neighbor cor-
relations (d = 1) for T = 0 in the Heisenberg limit are C(1) =  0.6, which is much smaller
than in a Néel state due to quantum spin fluctuations. For weaker interactions U/t, the spin
correlations decrease due to charge fluctuations. This trend is inverted at constant entropy for
nearest-neighbor interactions with entropies above log(2). Here it is the less favorable to store
entropy in spin fluctuations the higher t2/U is. Thus more entropy goes into energetically less
costly charge excitations and the spin correlations grow with t/U .
Due to the strong temperature dependence of C(d) for T < 2J, measured spin correla-
tions provide a good thermometer for the system by comparison to theoretical values (see
Sect. 6.4.2).
2.3 Luttinger liquid theory
One-dimensional interacting systems show very different properties compared to systems of
higher dimensions. While most many-body systems in two or more dimensions are described
by Fermi liquid theory [91] with quasi-particle excitations that can be adiabatically connected
to free Fermions, most one-dimensional systems can be treated by a harmonic-fluid approach [97–
99]. Its basic excitations are collective waves with a simple linear dispersion. In contrast to
higher dimensions these excitations are bosonic and show negligible overlap with the micro-
scopic fermions. Such systems have been termed Luttinger liquids [100, 101] and its main
properties are summarized in appendix A, while an extensive coverage of this theory can be
found in the book by T. Giamarchi [54].
The special properties of one-dimensional systems arise from the fact that identical fermions
in one dimension can not pass trough one another, but they merely push each other. So no par-
ticle can move without moving all the others leading to the aforementioned collective excita-
tions. In momentum space, this can be understood by a linearization of the dispersion relation
around each of the two Fermi points: Each excitation k ! k+q has an energy E = uh̄q, which
is independent of the initial momentum h̄k and only depends on the group velocity2 u. As all
excitations with fix q have the same energy, any interaction couples them and the eigenmodes
are excitations with momenta q, which are collectively shared by all particles close to one
Fermi point.
2.3.1 Spin-charge separation
This special structure even holds for fermions with spin, leading to two types of collective
excitations: a density wave, called charge wave for electrons, and a spin wave. The effective
Hamiltonian of the low-lying excitations of an interacting one-dimensional system can very
generally be written as
HLL = Â
q
u
s
h̄ |q| b̂†
s ,qb̂s ,q +ur h̄ |q| b̂†r,qb̂r,q, (2.3.1)
1 The QMC calculations have been done by J. Nespolo from L. Pollet’s group [71].
2 For non-interacting particles u = vF =
∂E(p)
∂ p
   
p=pF
is the group velocity at the Fermi point. For interacting
particles u depends on the interactions, but the simple form E = uh̄q remains.
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where the b̂†
r,q (b̂
†
s ,q) are bosonic operators, which create charge (spin) waves with wavevectors
q and velocity u
r
(u
s
). Thus, there is a separation into independent charge and spin sectors
already on the level of the (effective) Hamiltonian and the charge excitations (holons) and spin
excitations (spinons) travel with different velocities.
Accuracy of spin-charge separation Spin-charge separation in 1d systems is based on the
validity of the Luttinger Hamiltonian (2.3.1). For the Tomonaga-Luttinger model with a linear
dispersion [97, 98], the Hamiltonian is exact. For typical dispersion with a band curvature,
a linearization around the two Fermi points provides a valid effective description in terms
of the Luttinger liquid theory. The band curvature is only an irrelevant correction for the
leading long-wavelength physics [101], but it nevertheless changes the behavior on sub-leading
time and length scales. This leads to a finite dispersion of the sound modes, a finite lifetime
of the excitations and the breakdown of spin-charge separation [102]. The relevance of this
correction, thus, depends on the length and time scales probed relative to the effects of the
band curvature.
As long as all physical processes only affect states for which the linearization is valid,
Luttinger liquid applies, the sound modes are undamped, and spin and charge separate. For
the FHM, this applies to the limit of low interactions, where the energy U is much smaller
than EF or the band width W . But it also applies to the U ! • limit [103] because, when U
is larger than the bandwidth 4t, the low temperature system can be described by a (partially)
occupied ground band and an empty Mott band. The relevant interactions in this case are the
spin-exchange processes (virtual excitations to the Mott band) with an energy scale J = 4t2/U .
So in this sense the interactions are again weak relative to the band width 4t and one can expect
spin-charge separation. That this reasoning is correct can be shown by the exact factorization
of the many-body wavefunction in the limit of U ! • [104]:
Y
 
{x j,n}
 
= Y
r
 
{x j}
 
Y
s
 
{x̃ j,n}
 
(2.3.2)
The full wavefunction Y
 
{x j,n}
 
of all fermions with spin n is a product of a wavefunction
Y
r
, which only depends on the position of the particles independent of their spin, and a spin
wavefunction Y
s
in squeezed space [104–107], i.e. whose configuration space are the spins
on the occupied sites x̃ only (see Sect. 7.5 for details).
For strong but finite interactions U , this description remains approximately valid leading to
spin-charge separation not only for the excitations, but also for the structure of all low energy
states including the ground state. Only in an intermediate U/t regime, the corrections from
band curvature can become strong e.g. visible in a binding of spin and charge excitations.
2.3.2 Correlation functions
The description in terms of bosons, introduced above, allows to explicitly calculate correla-
tion functions of spin and charge, which are the main observables of our measurements. At
zero temperature, Luttinger liquids show correlations which decay algebraically. The most
important ones in the repulsive FHM are the density-density correlations, which describe the
tendency of the system to form a charge density wave, and the spin-spin correlations towards
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an antiferromagnet. In leading order, one obtains at a temperature T and mean density n (see
Appx. A.3)
R(x) = hn̂0n̂xi hn̂0ihn̂xi
=  
K
r
(px
r
sinh(x/x
r
)2
+A2
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x
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where A2, A02 are proportionality constants that depend on the microscopic physics of the sys-
tem and x
c
= u
c
/(pT ) (c = r,s ) are characteristic thermal length scales of the charge and
spin sector. At distances x > x
c
the correlations decay exponentially due to thermal excita-
tion with . At shorter distances, however, the decay is algebraically because excitations with
high energy are not thermally activated and long wavelength excitations do not affect short
distances. The Luttinger parameters are (K
s
= 1, K
r
= 0) in the Mott insulator and (K
s
= 1,
K
r
⇡ 0.5) for doped, strongly repulsive systems [103]. Thus the first term decays faster then
the cos-term and we get the high temperature result for x   x
r
,x
s
:
R(x) ⇠ C(x) ⇠ cos(pnx)e x/x with: x  1 =
✓
u
r
pK
r
T
◆ 1
+
✓
u
s
pK
s
T
◆ 1
(2.3.5)
Although spin and density correlations show the same functional form, the amplitude of spin
correlations is much stronger i.e. A2 ⌧ A02 (see .
Finite doping The periodicity of the oscillations in equation 2.3.4 is 2p/(2kF) = 2/n. This
gives the staggered AFM correlations at n = 1. At finite hole doping the wavelength of the
spin and charge oscillations, thus, increases due to the dilution of the chain with holes. In
addition, the amplitude of the oscillations decays faster compared to the Mott phase because
K
r
  0.5 > 0. This can be attributed to the following processes: While the holes move through
a spin chain, they shift the positions of the spins. This does not change the sequence of spins,
but adds uncertainty to their position on the lattice. The two-point correlator (Eq. 2.3.4) can
not distinguish this effect from a true reduction of spin correlations i.e. the relative alignment
of spins irrespectively of the position of holes. To describe these bare spin correlations, one
needs to turn to an analysis in squeezed space: All unoccupied sites are removed, the parti-
cles are squeezed into a spin chain and then, correlations are evaluated. This can be achieved
either directly or with a string-correlation function [107]. We applied both approached suc-
cessfully to our measurement data and could show that the true spin correlations are (almost)
independent of doping (see chapter 7).

Chapter 3
Experimental Setup
In this chapter, the setup of the experiment is briefly described. After an overview (Sect. 3.1),
some of the important properties of lithium are presented (Sect. 3.2). Then, we summarize the
steps to produce a degenerate quantum gas in a single layer of an optical lattice (Sect. 3.3).
We introduce and characterize, in the following, all optical lattices used in the experiment
(Sect. 3.4). Finally, the setup for Raman sideband cooling and fluorescence imaging is briefly
presented (Sect. 3.5). The focus of these parts is on a general understanding of the experi-
ment. Detailed descriptions of various parts can be found in other theses [108–112] with a full
overview given in [89].
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Figure 3.1. Overview of the vacuum setup. The 6Li atoms are emitted from an oven, cooled by a
Zeeman slower and captured in a magneto-optical trap. From there, they are transferred with an
optical transport to the science cell, where the main experiment takes place.
3.1 Overview of the experiment
The first three years of work for this thesis were focused on constructing an ultracold quantum
gas machine for fermionic 6Li atoms. The goal to image a strongly correlated quantum gas
with single-site and single-spin resolution, poses a considerable technical challenge. We put
effort into designing the experiment to be flexible and to operate with fast cycle times of
currently 15 seconds.
The experiment is performed in a chamber with ultrahigh vacuum (about 2 · 10 11 mbar)
that consists of a oven section, a MOT chamber and a science cell (Fig. 3.1). We load our
(red) three-dimensional magneto-optical trap (MOT) from a Zeeman slower. An additional
second MOT operated on the narrow 2S - 3P transition cools the atoms further to load them
directly into a strong dipole trap (Fig. 3.2A). After an optical transport into the science cell,
we efficiently evaporate the cloud to quantum degeneracy. With a tightly focused dimple trap
we can load directly a single plane of our optical lattice (Fig. 3.2B). The experiment can then
be performed in the variable geometries of a three-dimensional optical superlattice and atomic
interactions are controlled by the broad 6Li Feshbach resonance. For the imaging, we perform
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Figure 3.2. Overview MOT and Science chamber. (A) MOT chamber seen from top with its most
important elements. MOT coils (not shown) are horizontal. (B) Science chamber (glass cell) seen
from front with high-resolution lenses. The main images are taken by collection of fluorescence light
through the objective. Absorption images are only used for characterization of the cooling steps.
Raman sideband cooling in an additional, very deep 3d-lattice and collect the florescence with
a high-resolution objective.
3.2 Properties of 6Li
Lithium-6 is one of only two alkali isotopes for a fermionic experiment with ultracold atoms.
It is the third element in the periodic table and its small mass is the main reason lithium was
chosen for the setup. The tunneling dynamics in an optical lattice scales with 1/(ma2), where
a is the lattice constant. Thus small masses allow for fast time scales or large lattice spacings,
which are more easily resolved in single-site imaging. Even more important, large lattice sites
allow to manipulate the atoms on sub-lattice distances, which we employed to circumvent the
loss of doublons [25, 26] during imaging and to implement a full spin resolution of our micro-
scope [32].
There are two stable isotopes of lithium: 6Li and 7Li. Both contain a single valence electron,
thus the number of nucleons make 6Li a composite fermion and 7Li a composite boson. Al-
though the natural abundance of 6Li is an order of magnitude smaller, almost pure 6Li samples
are available, as 6Li is used to produce tritium for fusion and as a neutron absorber. Enrichment
is done by the COLEX (Column exchange) electrochemical process that utilizes the affinity to
mercury [118]. Large stockpiles were produced during the 1950s and early 60s for hydrogen
bombs.
As a bulk, solid lithium has a silvery-gray appearance. Like all alkali atoms, it reacts with wa-
ter and contact with moist air quickly corrodes the surface, but the reaction is far less violent
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Property Symbol Value 6Li Value 7Li Unit Ref.
Natural abundance c 7.59 92.41 % [113]
Density (at T = 300 K) n 0.534 g/cm3 [114]
Melting point TM 453.69 K [114]
Boiling point TB 1615 K [114]
Mass m 9.9883 11.6503 10 27 kg [113]
Total electronic spin S 1/2 1/2
Total nuclear spin I 1 3/2
Magnetic dipole constant A (GS) 152.14 401.75 (2p)· MHz [115]
Total electronic g-factor gS (GS) 2.0023010 [115]
Total nuclear g-factor gI -0.448 -1.182 10 3 [115]
Wavelength l 670.977497 670.962024 nm [116]
Frequency n 446.799571 446.809875 (2p)· THz
Lifetime t 27.102 ns [117]
Natural linewidth G 5.8724 (2p)· MHz
Fine-structure DFS 10.052837 10.053184 (2p)· GHz [116]
Doppler temperature TD 140.92 µK
Recoil velocity vR 9.89 8.48 cm/s
Recoil energy ER 73.675 63.167 (2p)· kHz
Recoil temperature TR 3.536 3.032 µK
Table 3.1. Properties of lithium. An overview of some properties of 6Li and 7Li . Optical properties
(where applicable) have been expressed for the stretched D2 transition. The 7Li in our machine is
currently not used. GS-Ground State.
compared to the heavier alkali metals. As laser cooling only works with atoms in the gas phase,
the most important property of solid/liquid lithium is its vapor pressure. Unlike rubidium the
vapor pressure at room temperature is effectively zero and lithium needs to be heated to above
300 C. This is beyond the melting point of lithium, which is listed among other important
quantities in Table 3.1.
Consequences of the light mass Acceleration scales inversely proportional to the mass, thus
the time evolution of atomic motion for lithium happens on fast timescales and/or over larger
distances. This becomes relevant when compared to other time or length scales which are
not affected by the mass. A simple example is the free fall due to gravity, which is the same
for all atoms on absolute scales, but slow for lithium on its relative scale. A brief analysis
of the consequences of the light mass i.e. fast time scales and large distances of lithium in
comparison to heavier elements for ultracold atom experiments:
• The optical resolution of the D-line is given by the wavelength l/2, which is similar for
all alkali atoms. Relative to intrinsic distances, lithium is, thus, easier to resolve than
other atoms. We make use of this by construction of a large scale optical lattice.
• The excited state lifetime for all alkali atoms is about 25ns which is thus long on relative
scales for lithium. This limits the number of photons one can scatter, which makes
absorption as well as fluorescence imaging harder for lithium.
• Relative to its recoil timescale Er/h = (2p) · 74kHz, the excited P-state decay rate of
G = (2p) · 5.9MHz is only a factor of 100 faster. Thus there can be be a significant
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Figure 3.3. States of 6Li . (A) The 2S, 2P, and 3P states with fine and hyperfine structure and their
splittings. Image taken from [89]. (B) Breit-Rabi diagram of 6Li with the Zeeman regime on the left
(F-Basis) and the Paschen-Back regime on the right (JI-Basis). Left inset shows the energy splitting
of the three lowest states, which approach ⇠ (2p h̄) · 80MHz at high magnetic fields. Right inset
shows the transition strength (Rabi frequency) for magnetic RF transitions between states of the 2S
manifold normalized to a pure electron rotation i.e. |mJ,mIi ! |mJ + 1,mIi. At high magnetic field
the coupling between the |1i,|2i, and |3i state become very small.
atomic movement in a potential of several Er depths during the time spent in the P-state
for any photon scattered (see Section 4).
• The effective vacuum lifetime, which typically sets the bound for the time of an experi-
ment, is longer for lithium.
• The faster timescales are associated with higher energies, which require deeper traps.
Thus, the required power for optical traps scales inversely with the mass if length scales
are kept constant. This can be a problem because site-resolved fluorescence imaging
requires low-noise, deep lattices, which are limited by available laser power.
Consequences of the small fine- and hyperfine-structure The fine-structure splitting of
the D-line is only (2p h̄) · 10.05GHz for lithium. The hyperfine splitting in the ground state
(2S) is (2p h̄) ·228.205MHz and in the excited states it is even on the order of the linewidth G
(see Fig. 3.3).
• The unresolved hyperfine-structure in the P-states prevents the continuous scattering on
a closed line. Thus laser cooling requires a strong repumper. Only at very large magnetic
fields, the optical transitions become almost closed.
• Standard molasses cooling [119, 120] does not work for lithium as it requires the selec-
tive driving of hyperfine transitions. Grey molasses cooling on the other hand has been
demonstrated for lithium [121].
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Figure 3.4. Scattering length of 6Li . The scattering length of the lowest states of 6Li in the experi-
mentally explored region. The broad Feshbach resonance is used to tune the interactions. There is
an additional narrow (0.1G) resonance at B = 543.286(3)G [126] (inset). Data of the main plot is
taken from the supplementary material of [127].
• The small fine-structure allows to easily offset-lock lasers operating on the D1 and D2
lines.
• The small hyperfine-structure can be bridged by acousto-optical modulators (AOM) al-
lowing for simple pairs of Raman lasers.
• The relatively small ground state splitting leads to additional scattering in the detuned
target F-manifold during optical pumping. This results in additional heating for Raman
side-band cooling (Sect. 4) and prevented us from a successful implementation of EIT-
cooling [122] for the imaging of lithium. On the other hand, EIT cooling for potassium-
40, which has a (2p h̄) · 1.3GHz ground state splitting, has been used successfully for
imaging [29, 123].
• The ratio of Raman coupling W between the two F-levels to off-resonant scattering rate
Gph is limited to 140 for large detunings due to negative interference of couplings via
the D1 and D2 line [124]. Thus off-resonant scattering can not be fully suppressed for
Raman transitions.
• The same ratio applies to differential light shifts between different mF -states due to a
single laser beam. This makes it practically impossible to implement state-dependent
lattices for 6Li. Optical addressing schemes as implemented for 87Rb [125], which rely
on differential light shifts, would thus be less coherent.
• At finite magnetic fields the nuclear spin quickly decouples from the electron spin (see
Fig. 3.3 B) and for B > 22G state |2i = |F = 1/2,mF =  1/2i becomes high field
seeking (Paschen-Back). The RF-coupling between the three |J =  1/2i states quickly
drops (right inset), while their energy difference approaches about (2p h̄) ·80MHz.
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3.3 Cooling to quantum degeneracy
Zeeman Slower and MOTs The 6Li atoms are ejected from a steel oven operated at 380 C.
The atomic beam is decelerated in a Zeeman slower [9] with a decreasing magnetic field peak-
ing at about 800 G. The field merges smoothly into the gradient of a standard 3d MOT operated
on the D2-line. We can load up to 109 6Li atoms in 5 seconds. But due to the small atom num-
ber required in the lattice experiments, we keep our oven temperature lower to minimize the
coating with lithium of the window through which the Zeeman beam enters. We typically load
the MOT for only 3 seconds and after a compression stage we obtain 80 ·106 atoms at 400 µK.
For details about the setup, laser settings and loading rates see [108].
In order to load the atoms directly into an optical dipole trap of 60 W, we cool the atoms
with a 13 ms pulse of a UV-MOT on the narrow 2S-3P transition [89, 128]. This reduces
the temperature to about 60 µK, while keeping about 30% of the atoms. There is a trade-off
between temperature and losses, which we resolved by optimizing the number of atoms that
can be loaded into the subsequent dipole trap. At the end, we optically pump the atoms to the
lowest two hyperfine states.
Optical transport and Evaporations Next, we load as many atoms as possible into an
optical dipole trap and transport the atoms with two mirrors on a translation stage into the
science cell. The volume of a dipole trap scales with the 4th power of its waist. At the same
time the relevant axial trapping frequency for optical transport scales with the inverse 3rd
power. This makes it impossible to use the same dipole trap both for loading of large atom
numbers and for a fast transport. Thus, we use two dipole traps. The first operates at the magic
wavelength of the UV-MOT at 1070 nm and can, thus, be turned on during the UV-MOT phase.
It has a large waist of 100 µm and we typically load up to 5 million atoms into this trap.
In order to transfer the atoms efficiently into the second dipole trap (3 W, 1064 nm, 28 µm
waist), both traps are overlapped and we run an optical evaporation by lowering the depth of
the first dipole trap from 60 W to zero in 2 seconds ( 290aB scattering length). This allows
to start the transport with up to 2 million atoms at about 20 µK. In 0.5 seconds an air-bearing
translation stages moves the focus of the trap with the atoms by 28 cm to the focal point of our
objective in the science cell.
Here we form a crossed dipole trap by ramping up an intersecting laser beam (2.5 W,
1064 nm, 75 µm waist) that travels through the objective. Due to the uncoated surface of our
glass cell, we angle the beam by 20 degree to avoid a back reflex that would create a standing
wave. In this crossed dipole trap, we perform a 3 second evaporation by first decreasing the
power of the transport beam and then both beams. This allows to produce degenerate Fermi
gases of little over 105 atoms at T/TF = 0.15 in a total time of 8.5 sec.
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Figure 3.5. Optical lattices by interferences under an angle. We use the interference of angled
beams to generate the large-spacing optical lattices. Beams with different angles produce the lattice
and superlattice. Images taken from [109].
3.4 Optical lattices
We designed and built three 3-dimensional cubic optical lattices for the experiment. These
provide a large degree of flexibility to realize many geometries for the quantum simulation
and to manipulate the atoms on the length scale of the lattice constants. The lattices that are
used to generate the Hubbard lattice sites are termed physics lattice, while we call the deep
lattice used only for imaging pinning lattice.
3.4.1 Physics lattice
Our physics lattices is an optical superlattice with lattice constants of 1.15 µm and 2.3 µm in
both x and y direction and 1.55 µm and 3.1 µm in the vertical direction (z). They are created in
a somewhat unusual way because we do not retro-reflect the lattice beams, but interfere pairs
of beams under various angles (see Fig. 3.5). This allows to realize the desired lattice constants
with a standard high-power, low noise laser source (Mephisto by Coherent) at 1064 nm. Two
coherent beams, which intersect under an total angle of 2a , generate a 1-dimensional lattice
with a lattice constant given by
dL =
lLaser
2sin(a)
. (3.4.1)
We generate six times parallel pairs of beams in two interferometric setups [109] and focus
these onto the atoms by our imaging objective (x and y direction) and an aspheric lens on the
site (see Figs. 3.2 B and 3.6). The frequencies of the beam pairs are detuned relative to each
other by at least (2p) ·80 MHz to avoid cross interferences.
The large lattice constants are a big advantage for imaging and sub-lattice site manipula-
tions, but in order to keep the trap confinement by the lattice beams on the same level, one
would need to scale the lattice waists accordingly. Unfortunately it is hard to realize large
foci after a high-NA objective. Our optical access before the objective puts an upper limit
to the lattice waists at 125 µm. This allows to realize Mott-insulators up to about 16 sites in
diameter1.
When we want to measure our atom distribution, we ramp up the physics lattices to their
maximum value of 50Er (3 W per lattice pair), sufficient to freeze the motion of the atoms.
1 Parameters used for this estimate: Vx = 5Er, U = (2p h̄) · 2.8kHz, kBT = t/2 and < 1% thermal doublons.
Experimentally confirmed.
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Figure 3.6. Projection of physics lattice through the objective. (A) We send four pairs of coherent
beams into the imaging objective to generate the x and y lattices and superlattices. (B) Example of
a 2d superlattice in plaquette configuration. The plot shows the light intensity of the optical lattices
imaged onto a camera. Images taken from [109].
The ramp time of 1ms is fast compared to our highest tunneling rates (tmax ⇡ (2p h̄) ·400 Hz)
and slow relative to the lowest on-site frequency (wz = (2p) ·7kHz) to avoid band excitations.
Superlattice We use six additional beams at half the distance to the optical axis to create the
superlattices with 2.3 µm and 3.1 µm. These allow to generate more complicated geometries
like double wells, plaquettes, ladders or staggered lattices. In addition, they can be used to
create non-trivial initial density distributions like spin-density waves. Not all lattice beams
are used in all experiments. In the experiments presented in this thesis, we mainly used the
superlattice in y-direction for spin-resolved imaging.
The combined potential of the superlattices depends critically on the relative phase between
the short and the long component. This phase is stabilized in the interferometric setup and
can be adjusted with a piezo voltage to any value between zero and 2p . For details on the
stabilization and a recent characterization see [109] and [112].
Imperfect confining potential The lattices that we generate with beams propagating through
the microscope objective show deviations from a perfect Gaussian envelope. Imperfections on
the laser beams due to tiny surface errors of optical elements (mirrors, lenses or the objec-
tive itself) appear as irregular modulations of the optical potential. Similar problems have
been reported for the Bosonic microscope in Harvard [129] and recently in 1d optical lat-
tice in Paris, which both also send the lattice beams through strong lenses. On large scales
this leads to a deviations of the mean density of our clouds from a round shape and on short
scales it results in small site-to-site offsets (Fig. 3.7). We characterized the strength of these
fringes by detailed measurements of site-resolved densities and calculation of the mean devi-
ation from an harmonic confinement per site Dei. We found h|Dei|i = (2p h̄) · 240(30)Hz at
(2p h̄) · (31,42,15)kHz lattice depth along the three axis, which is sufficiently below the band
width Wx = (2p h̄) · 1.6kHz and has no major effect on the physical results. The strength of
Dei scales linearly with lattice depths, while tunneling rates decrease (Eq. 2.1.8). As long as
Dei is small compared the tunneling energy scales or temperatures, its effect is small, but as
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Figure 3.7. Optical lattice potential. (A) The average density distribution n(x,y is given by the
confining potential, which shows deviations from a simple harmonic shape. (B) Reconstructed po-
tential landscape per site V (x,y) for (2p h̄) · (31,42,15)kHz lattice depth in the x, y, z lattice. (C)
Deviations Dei of (B) from a two-dimensional harmonic potential with wx = (2p) · 250(5)Hz and
wy = (2p) ·210(5)Hz.
we approach lower energy scales e.g. holes can get trapped in local humps. Note that spin
correlations from second order exchange processes are almost unaffected by these fringes.
3.4.2 Lattice loading
Single-plane preparation For the imaging it is very important to have atoms only in a single
plane of the vertical lattice because any atom in neighboring planes adds disturbing signals to
the image. With a tightly confined elliptical dimple beam (wz = 1.7 µm, wx = 10 µm) we
can directly transfer the atoms into just one plane of the z-superlattice (d = 3.1 µm). The
dimple trap is derived from a distributed feedback (DFB) diode laser at 780 nm and it is
focused onto the crossed dipole trap through the z-lattice asphere (Fig. 3.2) already during the
optical evaporation. Once the transport trap is switched off, about 15 000 atoms remain in the
dimple/cross-trap. Due to their fermionic nature, the atomic cloud has a vertical size larger
than 3µm. Thus before the transfer into the z-lattice, we reduce the lattice depth briefly to spill
out half of the atoms and then re-raise to full power to get the maximum confinement. This
allows us to deterministically load about 8000 atoms at 1 µK into a single plane.
Magnetic evaporation The final evaporation is done in the z-superlattice and cross trap. In
order to have a constant strong confinement and to avoid tunneling into neighboring z-planes,
we drive the evaporation with a strong horizontal magnetic gradient. In the Paschen-Back
regime both spin states, |1i and |2i, have almost the same magnetic moment (Fig. 3.3), so
they are pushed out to the same direction (y-direction). We run the evaporation at 599 G offset
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field (353 aB scattering length), which is still far away from the losses of the large Feshbach
resonance (834 G). To ramp the magnetic field to this point, one has to cross the small Feshbach
resonance (543 G, Fig. 3.4), which we do while the atoms are spread out in the plane (low
cross power) with a quick jump (< 1 ms). The evaporation is done by linearly increasing the
magnetic gradient within 2.5 s. The final value between 20 and 30 G/cm allows to set the atom
number for the experiment very precisely. For example, in a 24 hour measurement with 131
atoms in the mean, we recorded a root-mean-square fluctuation of only 5.5 atom, which is less
than half of the shot noise value. As we have about 97% detection efficiency (see Chap. 4), the
number squeezing in the preparation is even slightly higher than the recorded one.
XY Lattice Ramps The ramp-up of the two remaining lattice axes is one of the most delicate
processes as it determines the final temperature of the lattice gas. One tries to stay as adiabatic
as possible in a given finite time. After the evaporation, we therefore deconfine the cloud by
lowering the power in the cross beam. It is important to bring the density of the cloud to a
similar distribution that we want to obtain later in the lattice. This minimizes mass transport
during the lattice ramp up, which is one of the main sources for heating. For the same reason,
we increase the scattering length to the desired value already prior to the lattice ramps. For
a scattering length above 800 aB, we noted first losses due to inelastic scattering processes
in the 2d-cloud without a lattice. Any increase of interactions above this values, thus, has to
be done during the lattice ramps, where three body collisions are suppressed by the repulsive
interaction U .
The details of the optimized lattice ramp depend on the final state we want to reach. We
typically use two piecewise linear ramps per axis with a total period of 80 ms and optimized
the relative timing of the x, y and Feshbach ramps. For the case of strongly doped 1d-chains,
ramps are described in Appendix B.1.
At the end of the lattice ramps, we prepared the quantum state that we want to study. We,
then, hold the atoms for about 15 ms to allow small excitations to thermalize before we freeze
the distribution by a quick 1 ms ramp of all lattices to their maximum depths. No further
tunneling happens after this point in time.
3.4.3 Spin resolved imaging
In order to measure the spin of each atom, we need to convert the spin-state into a spatial
information. As detailed in [112], we apply a strong magnetic gradient (95G/cm) along the
y-direction and adiabatically split the y-superlattice sites with the short scale y-lattice in 10 ms.
Close to zero magnetic field the magnetic moment of the two spin states (|1i, |2i) are opposite
(Fig. 3.3) thus they are transferred to opposite sites of the short lattice (see Fig 3.8). This
process requires a phase stability of lattice to superlattice below 200 mrad and relative match
of the lattice constants to better than 1h.
A direct spin-resolved imaging, as obtained by scattering light with one spin component
while the other is kept in a dark state has recently been demonstrated with 87Rb in tight tweez-
ers [130], but this would be very challenging in our experiment due to the high number of
photons required for imaging in a lattice and a lack of a sufficiently closed transitions at exper-
imental magnetic fields.
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Figure 3.8. Schematic of the spin and density resolved detection. (A) Schematic of the spin resolved
imaging. Each site is split spin-dependently into a local double well potential. During the splitting
process a magnetic field gradient B0 is applied to separate the two spins. This allows for the simulta-
neous detection of | "i (green), | #i (red) spins, doublons (red and green spins overlapping) and holes
(gray spheres) and thus for a full characterization of the Hubbard state. (B) Typical fluorescence
image of atoms in five one-dimensional tubes imaged prior to splitting. The lattice potentials are
indicated by the black lines next to the images with a spacing along the tubes oriented in x-direction
of 1.15 µm and a transverse inter-tube separation of 2.3 µm. (C) Typical image with spin resolved
detection. A superlattice in y-direction (indicated on the left of the image) is used to split each chain
in a spin dependent manner. The | #i spins are pulled down, while the | "i spins are pulled upwards.
The right image illustrates the reconstructed occupations.
3.4.4 Pinning lattice
The lattice depths of the physics lattices are limited by the amount of power that we can send
into the interferometer and the objective. As the recoil heating from lithium for light scattering
is especially severe, we need an extra lattice to hold the atoms in place during imaging1. We
use three Nufern 50 W fiber amplifiers seeded by a low-noise laser (Mephisto) to create an
additional retro-reflected optical lattice with dPL = 532nm lattice spacing and about 500Er
lattice depths. The tight confinement is necessary to allow for efficient Raman sideband cool-
ing and to prevent the atoms from tunneling even in the excited bands2. The pinning lattice
axis have relative angles of 90  to ensure symmetric on-site trap frequencies of (2p) ·1.3MHz.
Relative to the physics lattice plane, the pinning lattice is rotated by 10  in plane and 44  out
of the plane (see Fig. 3.9). There is no need for stabilization of the relative phases because the
pinning lattice oversamples each physics site by a factor of ten i.e. (1150/532)3.
1 In addition to the limited power, the large lattice spacing makes Raman sideband cooling in the physics lattice
practically impossible because even at unreasonable 50 W per axis, one would only reach (2p) ·500kHz on-site
frequency.
2 There are about 14 bound states per site, out of which 8 have tunnel-couplings t < 0.1Hz.
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44 3. Experimental setup
a further lens before being retro-reflected. On each axis, we use a motorised mirror
mount before the glass cell and for the retro-mirror for very precise beam positioning.
3.10 Raman laser
Figure 3.15: Raman beams and polar-
isation. Brown dots mark the physics
lattice sites and grey dots show the pin-
ning lattice sites in a vertical range of
±250 nm from the lattice plane. The
repump beam is used for Raman side-
band cooling described in Section 5.2.2
To perform fluorescence imaging and si-
multaneous Raman sideband cooling in
the pinning lattice, we use a pair of red-
detuned beams for inducing Raman cou-
pling between the two hyperfine levels of
the ground state. This can also serve as a di-
agnostic tool for the pinning lattice (see Sec-
tion 5.1). For this purpose, we use a dedi-
cated tapered amplifier at 671 nm.
The Raman beam is sent through a
double-pass AOM setup for switching the
overall power. Afterwards, the beam is split
into two paths: one is directly coupled into
a single-mode optical fibre for the first beam
("Raman1") delivered to the experiment. Us-
ing a further AOM double-pass setup, the
second beam ("Raman2") is shifted up in fre-
quency by ⇠ 228 MHz, then coupled into
its own single-mode fibre leading to the ex-
periment. Both AOMs are used for stabilis-
ing the powers of the two beams indepen-
dently via feedback from photodetectors on
the main experiment table.
Both Raman beams are sent into the glass
cell under a mutual angle of 135  (Fig. 3.15).
The difference momentum vector  ~k, which describes the net momentum transfer of
the two Raman beams, is such that it has the same projection onto all three pinning
lattice axes. This is necessary to achieve efficient Raman sideband cooling in three
dimensions simultaneously.
Summary
This chapter described the hardware used for producing and imaging a Fermi gas of
6Li in an optical lattice. A diode laser system at 671 nm provides light for laser cooling
Figure 3.9. Lattices and raman beams. Brown dots mark the physics lattice sites and grey dots show
the pinning lattice sites in a vertical range of ±250nm from the lattice plane. Due to the smaller
lattice spacing of the pinning lattice, each physics site is connected with many pinning sites. We
perform Raman sideband cooling in the pinning lattice with the geometry shown. All three beams are
in the x-y plane. Image taken from [89].
3.5 Raman cooling
Raman sideband cooling is a powerful technique to cool particles whose motion is confined by
a strong harmonic potential. We discuss the details of this process in chapter 4. Experimentally
it requires at least one pair of Raman bea s and one repump beam in addition to the strong
pinning lattice.
Raman beams One is free to choose any two states of the electronic ground state for the Ra-
man coupling. We are working with the F = 1/2 and F = 3/2 manifolds at zero magnetic field,
which has the advantage that all st tes articipate in the cooling process and o additional mF -
repumper is necessary1. Raman cooling for lithium thus requires two coherent Raman beams
with a frequency difference close to EHFS + h̄w0 = (2p h̄) ·229.5MHz2. These beams are gen-
erated from a single TA running (2p) · 7.3GHz red detuned to the D1-line. After splitting the
beam at a polarizing beam splitter, one arm is frequency shifted by an AOM double pass. The
beams are independently fibered and at the position of the atoms they intersect with a relative
angle of 135  and a linear polarization in the plane (see Fig. 3.9). In this configuration the
momentum transfer D~k is at an angle of 55  to all three pinning axes, providing equal Raman
coupling on all axes. With 0.6 mW and 6.5 mW power of the Raman beams, we can achieve
Raman coupling strengths of (2p) ·50kHz on the first red sideband.
Repump beam The repump beam is a single beam resonant on the D1-line with circular
polarization that is in the plane of the Raman beams. At a waist of 500 µm only a few µW of
power are required, which are derived from a diode laser (Toptica). The power is stabilized
with a photo-diode and a PI-controller before the beam is attenuated to the final value.
1 At a close analysis this statement is only partially true (see Sect. 4.2).
2 The plus sign for the red sideband arises from repumping on the lower F = 1/2 state.

Chapter 4
Raman Sideband Cooling for
Fluorescence Imaging
This chapter contains a detailed theoretical treatment of Raman sideband cooling used for
fluorescence imaging of alkali atoms. We start by deriving the Raman couplings in a three-
dimensional geometry (Sect. 4.2). We then calculate the cooling (Sec. 4.3) and heating rates
(Sect. 4.4) involved in the process and finally analyze a rate equation to predict the evolution
of the occupation of vibrational levels and the residual loss rate (Sect. 4.5). The results are
compared with experimental measurement of the tunneling and losses during our imaging
(Sect. 4.6). Throughout the chapter, the numbers and figures are taken from our experiment,
but the analysis in the text stays more general.
4.1 Introduction
To take fluorescence images with single-site resolution, we scatter photons and image these
with our high-resolution objective (NA = 0.5) onto an EMCCD camera. We need to collect
more than 100 photons per atom to identify individual atoms with high fidelity on densely
filled images (see Chapter 5). As we collect only about 5% of all scattered photons and every
photon heats the atom by at least one photon recoil, each atom is heated-up by more than
5mK. This is much more than the largest pinning lattice depth we can create with available
laser power and the atoms thus need to be cooled during imaging.
The first quantum gas microscopes with Rb [25, 26] used optical molasses cooling [120]
for fluorescence imaging. All the microscopes with fermionic atoms (Li,K) implemented some
version of Raman sideband cooling either the far detuned version discussed in this chapter or a
similar electromagnetically-induced-transparency (EIT) cooling [122], which uses additional
interference effects1. Microscopes with heavy Ytterbium atoms even demonstrated single-
atom resolved images without cooling [131] and with Faraday imaging [132].
Sideband cooling techniques have first been used to cool trapped ions [8, 133], opto-
mechanical systems [134, 135] and alkaline earth atoms [136, 137]. The technique relies
on resolved sidebands due to the quantized motion in a trap with a harmonic frequency that is
large compared to the linewidth of the transition (called festina lente regime [138]) such that
individual sidebands can be addressed with a laser. To provide such a sufficiently narrow line,
Raman sideband cooling uses a two-photon Raman process, which is a coherent coupling of
two states via a detuned third state. This allows to selectively address sidebands in traps with
frequencies that are small compared to the large natural linewidth G of neutral alkali atoms.
Raman sideband cooling has been successfully demonstrated with ions [139] in 1995 and with
heavy neutral atoms in 1d [140], 2d [141] and 3d [142] optical lattices already in 1998. Re-
cently, the method has been successfully implemented for the fluorescence imaging of single
1 We tried EIT cooling, but we saw too large heating rates due to the small hyperfine structure of 6Li .
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Figure 4.1. Overview of Raman cooling. The two F-levels of the ground state are coupled on the red
sideband of the local oscillator levels with a pair of Raman beams. A repumper incoherently pumps
the population back to the F = 3/2 state and the emitted photon carries away the entropy.
atoms in optical tweezers [143], for large clouds in optical lattices [144] and for quantum gas
microscopes of lithium [30, 32, 74] and potassium [29, 31, 123]. Even cooling without tight
confinement has been achieved by addressing of higher order sidebands [145].
Raman sideband cooling for fluorescence imaging in an optical lattice is different from
traditional Raman cooling in so far as one starts with a cold sample in the lowest band. The
goal is to scatter photons and at the same time to prevent the atoms from heating-up into
unbound states or into high-exited harmonic oscillators states, which have a finite tunneling
amplitude. Thus, the focus is no longer on the maximization of the ground state occupation,
but rather on the minimization of a population tail to high excited states.
The calculations in this chapter confirm our observation that it is not possible to optimize
the cooling with our given lattice to a loss rate better than ~2%. In a regime where the cooling
is much stronger than all heatings, the loss rate is still expected to be non-zero and it becomes
a fixed fraction of the photon scattering rate. The value of this fraction only depends on the
depth of the lattice in units of the lattice recoil, the ratio of lattice constant to wavelength of
resonant light and the repump efficiency.
Basic cooling scheme Raman sideband cooling is a two step process: A coherent pair of
Raman lasers resonantly couples two spin states (|1i, |2i) of the electronic ground state of
the atom. The frequency difference of the two beams is adjusted to remove one (or more)
excitations from the motional harmonic oscillator (h.o.) state of the atom. As a coherent
process, this coupling alone leads to Raman oscillations between the states and does not cool.
A repump beam, thus, incoherently pumps population from the second to the first state via an
excited P-state and the emitted photon carries away the entropy. The harmonic oscillator state
is conserved during repumping if the Lamb-Dicke parameter, h , is much smaller than one:
h
2(n+1) ⌘ E
g
r
h̄w0
(n+1) ⌧ 1 (4.1.1)
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Here n is the current harmonic oscillator level, h̄w0 is the energy splitting between the levels
and Egr =
h̄2k2
g
2m is the recoil energy of the repump light with wavevector kg . One successful
cycle cools the atom by an energy h̄w0.
The process can either be done in a pulsed sequence, with alternating Raman and repump
pulses, or continuously, with all beams turned on at the same time. We implemented the
continuous version, which is treated also in this analysis. Many of the aspects can however
directly be applied to the pulsed system as well.
The motional ground state of |1i is a dark state to both the Raman coupling and the repump
beam. The state is, however, not dark to detuned single-photon excitations from the Raman
beams. This gives a sufficient fluorescence rate, which we use to image the atoms, while they
remain on their lattice sites.
Our system We are working with 6Li in a 532 nm lattice (see Sect. 3.4.4), thus, the photon
recoil energy is Egr = (2p h̄) ·74kHz and the lattice recoil energy (Eq. 2.1.3) is ELatr = (2p h̄) ·
29.3kHz. Our pinning lattice has a depths of 517 ELatr = kB ·0.73 mK per axis and the on-site
frequency is w0 = (2p) ·1.3 MHz corresponding to 60 µK.
4.2 Raman coupling
4.2.1 Coupling strength
A Raman process is a two-photon coupling of two states with different spins via a detuned
third state. In a three-level atom, the coupling rate W is related to the single-photon Rabi
frequencies WRm,i via
W =
WRm,1WRm,2
2 |DRm|
, (4.2.1)
where DRm is the detuning to the third state.
In a multilevel atom, the couplings are more complicated because contributions via differ-
ent excited states need to be summed and these different paths interfere. A general operator
for light shifts and couplings between ground state i and j of alkali atoms can be expressed
as [146]
V̂i, j = Â
l
| jih j|d̂ ·E⇤(x, t)|lihl|d̂ ·E(x, t)|iihi|
4h̄Dl
, (4.2.2)
which is a straightforward generalization of the usual light-shift operator to the case i 6= j. Here
d̂ is the atomic dipole operator, E(x, t) is the electric field of all Raman beams in the rotating
frame of one laser at frequency wLas 1 and Dl = wLas   wil is the detuning from the transition
to the excited state l. In the case where this detunings Dl is much larger than the hyperfine
1 The remaining t dependence allows for a detuned second laser, whose electric field oscillates with (wLas2  
wLas)t in the rotation frame.
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structure of the atom, the expression can be simplified. Following the detailed derivation
in [147], one can write
V̂ = V (x, t)+Beff(x, t) · Ŝe with: (4.2.3)
V (x, t) = V0 |✏(x, t)|2 , Beff(x, t) = V0DFS
i
2h̄
(✏⇤(x, t)⇥✏(x, t))
V0 =
h̄G2
8Davg
I
IS
, Davg = 3
⇣
D 11/2 +2D
 1
3/2
⌘ 1
, DFS = 2
D3/2  D1/2
D3/2 +2D1/2
.
The detuning D3/2(1/2) is measured with respect to the D2(D1) line and ✏(x, t) is the (not neces-
sary normalized) local polarization of the electric field E(x, t) =
p
2I/e0c✏(x, t) with averaged
intensity I. IS is the saturation intensity of the D2-line. The light shift V (x) = hV (x, t)it is the
same for all ground states of the atom, while the differential light shifts and coupling matrix
elements are expressed as an effective magnetic field Beff, that couples to the electron spin Ŝe.
There are a few effects to emphasize in equation 4.2.3.
• The factor DFS describes the interference of the D1 and D2 line. For detunings much
larger than the fine-structure EFS/h̄ = D3/2  D1/2, the atom looks to the laser like a two-
level atom and the effective magnetic field drops like D 2 instead of D 1. At this point
there is no further gain of the coherent coupling relative to the off-resonant scattering
by larger detunings. This leads to a fundamental limit per alkali atom in achievable
coherence [124]. Lithium has a fine-structure splitting of only 10 GHz and is, thus, the
worst choice in this respect.
• The diagonal terms of Beff(x, t) · Ŝe written in an |F,mFi-basis are the tensor light shifts,
which can be expressed as the Zeeman shifts of the fictitious magnetic field: gFmFBeff(x).
• The expression Beff(x, t) ·Ŝe can be expanded as 12
 
B eff(x, t)Ŝ
+
e +B
+
eff(x, t)Ŝ
 
e
 
+Bzeff(x, t)Ŝ
z
e,
driving DmF = ±1,0 and DF-transitions.1
• For a multi-laser setup, the time-dependence of Beff(x, t) has Fourier components at the
pairwise differences in frequency between the lasers. This allows to resonantly couple
states of different energies e.g. the two F-levels.
• The spatial dependence of Beff(x, t) is given by the two photon momentum transfers
ki   k j. It is needed to couple different atomic wave functions e.g. the h.o. levels n, n0.
1 DmF = ±2 transitions are forbidden (EHFS/(h̄D) suppressed) in the regime of large detunings relative to the
hyperfine splitting of the P-state because its coupling elements via one PJ manifold sum to zero.
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Our system As introduced in the last chapter (see Sect. 3.5), we are using Raman beams that
are intersecting at an angle f ⇡ 135  in the xy-plane, whose polarization is linear and in this
plane. Inserting the corresponding electric fields in Eq. 4.2.3 gives
Beff(r, t) =
V0DFS
h̄
sinf sin( k r dwt)~ez
=
WRm,1WRm,2
2D1/2
EFS
3h̄D3/2
sinf sin( k r dwt)~ez (4.2.4)
h̄
2
WFmF$F 0m0F = hFmF |Beff(r, t) · Ŝe|F
0m0Fi (4.2.5)
= dmF ,m0F
✓
dF,F 0gFmFBeff(r, t)+dF,F 0+1Beff(r, t) hFmF |Ŝz|F  1,mFi| {z }
 h̄
p
F2 m2F/2F
6Li
=  h̄
p
2/3
◆
,
with the relative k-vector  k = k2   k1 and two-photon detuning dw . In the second line
the term has been expressed with the single-photon Rabi frequencies to emphasize the re-
lation with respect to the simple 3-level expression in Eq. 4.2.1. Note that the diagonal
terms of WFmF$F 0m0F vanish
1 upon time average due to the fast time oscillation d
w
. For
6Li (I = 1) in free space there is, thus, a single Raman coupling rate Wfree coupling the
|F,mFi = |1/2,1/2i $ |3/2,1/2i and |1/2, 1/2i $ |3/2, 1/2i states.
Wfree =
WRm,1WRm,2
2D1/2
2
p
2
9
EFS
h̄D3/2
sinf (4.2.6)
We measured our Raman coupling Wfree via coherent Rabi oscillations (Fig. 4.2 B) in a
large crossed dipole trap. For low intensities of I1 = 0.32W/cm2 and I2 = 3.2W/cm2 we
measured Wfree = (2p) · 30.6kHz [89]. From equation 4.2.4 we obtain from the experimental
intensities and detunings |Beff| = 43mG and WFmF$F 1,mF = (2p) · 29kHz, which matches
the experimental Raman coupling quite well. In the cooling protocol we use much larger
intensities.
Dark state As shown in equation 4.2.5 an oscillating effective magnetic field along the z-axis
can only drive DmF = 0 transitions. For our F = 3/2 ! F = 1/2 scheme this results in two
states |F = 3/2,mF = ±3/2i that are dark with respect to the Raman coupling, thus those do
not participate in the cooling cycle. For a F ! F 0 < F transition, this is unavoidable as there
are always 2(F   F 0) dark states when coupling to a manifold with fewer states [148]. We
also tried the inverted repump scheme (repump on F = 3/2, Raman coupling F = 1/2 ! 3/2),
which has no dark state. But the repump efficiency a (see Sect. 4.3-4.5) in this case is worse,
leading to higher loss and tunneling rates.
The dark states of the Raman coupling are not as detrimental as it might seem as they are
not dark to the off-resonant single-photon Raman excitations 4.4.3. These depopulate the dark
states and bring the atom back into the cooling cycle. The n = 0 state is dark to the n ! n 1
transfers anyway. Thus, the main effect of the Raman dark states is that half of the ground
state is not exposed to the (detuned) n ! n carrier heating (see Sect. 4.4.4). This compensates
1 There are residual light shifts even for linear polarization. From the hyperfine structure we calculate shifts of
about (2p) · 70kHz between the F = 3/2 and F = 1/2 states. Those need to be considered for the 2-photon
Raman detuning.
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Figure 4.2. Raman processes in the pinning lattice. (A) The Raman spectroscopy of the F = 1/2 !
3/2 transition in the 3d pinning lattice shows a carrier transition (green) and one blue sideband per
axis. The power of the three axes differ in this measurements to allow for three separate peaks. The
red sidebands are strongly suppressed for a cold gas. The shaded area mark the statistical uncertainty.
(B) Rabi oscillations on the Raman carrier transition fitted by an exponentially decaying cosine
function showing Wfree = (2p) · 30.6kHz. The central inset shows the coupled mF states. Figures
adjusted from [89].
most of the effect on the cooling at the expense of a reduced total scattering rate (see Sect. 4.5).
The exact role of these Raman dark states needs to be clarified in a careful three-dimensional
analysis.
4.2.2 Sideband transitions
As mentioned, the Raman transitions can connect different spatial wave functions while they
flip the spin of an atom. The corresponding rate is simply given by the matrix element between
the initial h.o. state n = (n1,n2,n3) and the final h.o. state n0
Wn,n0edw t = hn0F 0mF |Beff(r, t) · Ŝe|nFmFi
= Wfreehn01n02n03|e i kr|n1n2n3i
= Wfreehn01|e ihR1(â1+â
†
1)|n1ihn02|e ihR2(â2+â
†
2)|n2ihn03|e ihR3(â3+â
†
3)|n3i, (4.2.7)
where the counter-rotating term was dropped and âi (â†i ) is the lowering (raising) operator of
the h.o. along axis i = 1,2,3 that forms an angle qi with  k. The last expression introduced
the Lamb-Dicke parameter of the Raman coupling
hR,i =
s
h̄2 |Dk cosqi|2
2mh̄w0
, (4.2.8)
which governs the strength of n ! n0 6= n transitions. Note that these are different from the
Lamb-Dicke parameter of the repumper h (Eq. 4.1.1). At our geometry the angle is qi ⇡ 55 
for all axes resulting in symmetric couplings in the axis with hR = 0.25.
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Matrix elements The operator D̂(ihR) = e ihR(â+â
†) is the well-know translation operator
of coherent states and its matrix elements are given by [149]
Dn0,n = hn0|D̂(ihR)|ni = hn+Dn|e ihR(â+â
†)|ni
=
s
n!
(n+Dn)!
(ih)Dn LDnn (h
2)e |h |
2/2, (4.2.9)
where LDnn (h2) are the generalized Laguerre polynomials [150]. In general, this leads to cou-
plings between arbitrary n and n0 with amplitudes that oscillate as a function of n, Dn and h .
Only in the Lamb-Dicke regime (h2n ⌧ 1) the expression can be simplified:
Dn+Dn,n ⇡
(ih)Dnp
(Dn)!
s✓
n+Dn
n
◆✓
1  1
2
✓
1+
2n
1+Dn
◆
h
2 + . . .
◆
(4.2.10)
⇡
8
><
>:
 ih
p
n, Dn =  1
1  12h
2(2n+1), Dn = 0
ih
p
n+1, Dn = 1.
(4.2.11)
In the first line, Dn is taken large or equal to zero and Dn < 0 can be obtained from Dn0,n = Dn,n0 .
For h ⇡ 0.25, the expansion is a good approximation for the lowest n, but it quickly breaks
down for even medium n leading to higher order coupling at excited h.o. levels. In addition,
the couplings shows zero crossings even for Dn = 1 for specific large n. These prevent e.g. the
direct cooling by just (Dn =  1)-couplings in ion experiments [151]. In our case, this effect
plays no role as even in the deep pinning lattice we have only about 10 bound states and, in
addition, the anharmonicities of the cosine potential dominate for large n.
For the rest of this chapter we use Wn = W1
p
n for our (Dn =  1)-Raman coupling in ana-
lytic expressions and estimations of coupling rates, but take the full expression hn0|e ihR(â+â†)|ni
in the numerical rate equation.
Raman spectroscopy We measured our level spacings w0 = E1   E0 of the pinning lattice
sites via Raman sideband spectroscopy (Fig. 4.2 A) of the blue sidebands. For the measure-
ment we use a different power in each axis to resolve three individual sidebands and then scale
to the power P used for imaging, using (cf. Eq. 2.1.11)
h̄w0 ' 2
q
V0ELatr ⇠
p
P (4.2.12)
In the center of the lattice, we determine h̄w0 = (2p) ·1.32(5)MHz and a clear decrease of the
on-site frequency is visible towards the edges of the cloud, due to the finite waist of the pinning
lattice beams of only 60 µm. To compensate for this shift to smaller w0 (and for the shift due
to the anharmonicity of the sites), we modulate our two-photon detuning from 0.98 MHz to
1.34 MHz. Still this limits the region of the trap that we can image to about 2000 sites.
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4.3 Cooling rate
A full description of the Raman sideband cooling process requires a master equation including
all 24 states of the 2S and 2P level of the atom and at least the Nb bound states of the 3d
harmonic oscillators in the local lattice well with the spin- and spin-orbit-couplings from the
three laser beams. While numerically feasible, it is more instructive to separate the full process
into suitably chosen subsystems and to analyze these separately.
4.3.1 Master equation 3-level system
The main subsystem of Raman cooling is a three level system consisting of the states |1,ni, |2,n 
1i and |3,n⇤  1i, where n labels the harmonic oscillator levels, while n⇤ is just a spatial quan-
tum number for the excited state, which has a different optical potential. Depending on the
laser wavelength of the optical lattice, the excited state is not even trapped. The ground states
are coupled by the two-photon Raman process on the first sideband at a rate Wn = W1
p
n and
the state |2,n 1i is coupled to some combination of excited P-states called |3,n⇤  1i with a
Rabi coupling wR of the repumper. This is described by the Hamiltonian
H =
h̄
2
0
@
 2d1 Wn 0
Wn 0 wR
0 wR  2d2
1
A , (4.3.1)
where d1 is the detuning of the Raman process relative to the sideband and d2 describes the
repump detuning. For notational simplicity, the couplings are assumed to be real.
The state |3,n⇤ 1i decays incoherently back to the ground states (for details see section 4.5.2).
There is a branching fraction into state |1i called a and the distribution to the different n-levels
is given by the matrix elements
  Dn,n0
  2. In our scheme a ⇡ 0.6, but the value depends on the
exact polarizations and detunings of all beams as those set the quantization axis of the system
and, thus, determine the excited state |3i. In the Lamb-Dicke regime
 
h
2n ⌧ 1
 
the decay
rates are:
• to state |1,ni: G!1 ⇡ ah2nG
• to state |2,n 1i: G!2 ⇡ (1 a)(1 h2(2n 1))G
• to all other states: G!other = G G!1  G!2
Note that for a successful cooling the atom decays to |1,n   1i, which is in a different n-
manifold and thus included in G!other.
The time evolution of the sub-system can be described in the rotating-frame approximation
with a modified master equation [152] of the density matrix r
dr
dt
=   i
h̄
[H,r]+ Â
i=1,2,other
G!i
✓
si3rs3i  
1
2
s33r +
1
2
rs33
◆
| {z }
L (r)
(4.3.2)
L (r) =
0
@
G!1r33 0  Gr13/2
0 G!2r33  Gr23/2
 Gr31/2  Gr32/2  Gr33
1
A
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Solving this equation for the population r33, one can determine the total scattering of the
n-manifold by
Gn,eff = r33G. (4.3.3)
The rate of cooling is given by the fraction that is decaying into the |1,n   1i state (see
Eq. 4.2.9)
Gcool = r33a
  Dn 1,n 1
  2 G (4.3.4)
which is still directly proportional to the population of the excited state.
Steady state Note that equation 4.3.2 has no steady-state solution because the 3-level system
is not closed (for Gother 6= 0). Instead one can look for solutions with constant decay rates
ṙ =  lr . As ṙ is linear in the elements of r , this requires to solve for the eigensystem of a
9 ⇥ 9 matrix (3 real diagonal elements, 3 complex off-diagonal elements), which can only be
done numerically. In the full system, i.e. taking all n-manifolds, there is, however, additional
decay into the considered n-manifold, which equals Gother in a global steady-state situation.
It is, thus, helpful to consider G!other = 0 i.e. G!1 = an,effG = G   G!2 with an effective
branching an,eff that depends on the population of all n levels and could be determined self-
consistently in a full calculation.
In this case, it is possible to give an analytic solution rst to the steady-state equation (ṙ = 0)
of Eq. 4.3.2 for arbitrary parameters (cf. [148]):
r
st
33 = (4.3.5)
w
2
RW2n
2W2n(G2 +W2n +(1 an,eff)(2d 21 +w2R)+4d12(d2  2an,effd1))+an,eff
 
4G2d 21 +(w2R +4d1d12)2
  .
Here the relative detuning d12 = d2   d1 was introduced. The resulting scattering rate is now
given by
Gn,eff = Grst33, (4.3.6)
When the atom decayed to the state |1,n   1i, the system lost one vibrational quantum. The
total cooling LCool rate can, thus, finally be obtained by adding the processes in the three axis,
which remain independent as long as the excitation probabilities are low.
LCool = 3Gn,effh̄w0a
  Dn 1,n 1
  2 (4.3.7)
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Figure 4.3. Dressed states in n-manifold. (A) The three uncoupled dressed states with the 2-photon
Raman detuning d1 and the repump detuning d2.1(B) The repump coupling wR < G weakly mixes
states |2i and |3i, which gives the state |2⇤i a scattering rate w2/G. (C) For Raman coupling weaker
than this rate (L), the scattering of the n manifold (and thus the cooling rate) is quadratic in the
Raman coupling Wn. For strong Raman coupling, the states |1i and |2⇤i mix. The modifications due
to finite detunings are captured by expression 4.3.5.
4.3.2 Dressed state picture
For a typical hierarchy of coupling rates G   wR   Wn (see Table 4.1), one can get an intuitive
picture for the cooling rate by first dressing the state |2,n 1i with the state |3,n⇤  1i, which
results in a new state |2⇤,n   1i, that is weakly decaying with a rate G2⇤ = w2RG/(G2 + 4d 22 ).
The Raman coupling can then be applied to the effective 2-level system |1,ni $ |2⇤,n   1i
with a modified detuning (see Fig. 4.3).
Taking G much larger than the 2-photon-Raman detuning d1 and larger than all couplings,
Eq. 4.3.5 simplifies to
r
st
33 ⇡
w
2
RW2n
2W2n(G2 +4d 22 )+4an,effd 21 G2 +an,eff(w2R +4d1d12)2
(4.3.8)
d1=d2=0=
w
2
RW2n
2W2nG2 +an,effw4R
. (4.3.9)
As in a two-level atom, one can identify two regimes, the low-coupling regime (L) and
the saturated regime (S) with respect to the Raman laser. At low coupling of the Raman laser
(L) the state |2⇤,n   1i mixes weakly to the state |1,ni and the scattering rate is linear in the
squared Raman Rabi coupling.
Gn,eff = rst33G
Wn!0=
w
2
RW2nG
an,eff
 
4d 21 G2 +(w2R +4d1d12)2
  (4.3.10)
d1=0=
W2n
an,effw
2
R
G (4.3.11)
1 Both detunings are measured relative to state |2i. In our case, where |1i is the energetically higher
F = 3/2 state and |2i is the F = 1/2 state, this means that the absolute frequency of the repumper is
E(|P1/2,F = 3/2i)/h̄   E(|S,F = 1/2i)/h̄ + d2, while the difference of the two Raman lasers is E(|S,F =
3/2i)/h̄ E(|S,F = 1/2i)/h̄+w0  d1.
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Figure 4.4. Scattering rate of the three level system. The scattering rate Geff is directly proportional
to the cooling rate of the Raman sideband process. (A) Scattering rate from the solution of the optical
Bloch equation (Eq. 4.3.5) with Raman coupling Wn =
p
n 50(2p kHz) for three [n,(n 1)]-manifolds
as a function of the resonant (d2 = 0) repump coupling wR. The bold lines show the behavior for a
Raman coupling resonant on the red sideband (d1 = 0), while the thin lines take into account the
anharmonicity of the lattice wells, d1 ⇡ n · 32(2p kHz). At low repump power the Raman laser
saturates the |1i $ |2⇤i transition (S) and at strong repump power the Raman transfer is suppressed
by the strong decay of |2⇤i (L). The dashed gray line marks the experimental value of the repump
coupling of (2p) · 1.1MHz. (B) Scattering rate at a repump coupling of (2p) · 1.1MHz vs Raman
coupling W. The bold black line gives the result for d1 = 0 and d2 = 0 and the vertical gray lines
mark the n ! n   1 couplings of the n = 1 to n = 9 h.o. states (left to right). The colored lines take
into account the anharmonicity of the wells dah,n by linking the Raman coupling to the levels n(W)
at W0 = (2p) ·50kHz and setting d1 = dah,n +D0. In the experiment we linearly scan D0 from 0 kHz
(blue) via 180 kHz (green) to 360 kHz (red) in a modulation at 20 kHz to successively address the
different levels. The crossings of the vertical lines with the colored curves give an estimate for the
scattering rate of state n at given D0.
The inverse scaling with the repump power is due to the Quantum-Zeno like suppres-
sion [153, 154] of population from the |2⇤,n   1i state. The a 1n,eff dependency reflects the
fact that many photons can get scattered for a single Raman transfer if the decay rate back to
state |1i is low. Because the cooling rate is proportional to aGn,eff, the cooling is unaffected
by the branching a (assuming an,eff ⇡ a) in this regime.
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In the opposite limit (S), where the Raman coupling is strong compared to the decay rate G2⇤ ,
one obtains a saturation of the scattering rate at half of G2⇤ as the ground states fully mix.
Gn,eff
GWn w2R=
w
2
R
2G
W2n
W2n(1+4d 22 /G2)+2an,effd 21
(4.3.12)
w
2
RW2n
G(W2n(1+4d 22 /G2)+4an,effd 21 )
(4.3.13)
d1=d2=0=
w
2
R
2G
(4.3.14)
Thus, the scattering rate goes to zero for very small and very strong repump couplings wR with
a clear maximum at values on the order of
p
WnG (see Fig. 4.4).
Because the Raman coupling increases with the level n while the repumper is independent
of n, the repump power can not maximize the cooling on all levels simultaneously. The ideal
repump power, thus, depends on the regime one wants to optimize. For fluorescence imaging
it only matters not to occupy the large n values, therefore one chooses a repump power which
for a given Raman couplings Wn puts the low n states into regime L, optimizes the medium n
and puts the high n into regime S (see Fig. 4.4 A).
Next, we compare this cooling rate per level to the sum of all heating processes. Some of
those are directly linked to the cooling process like the recoil of the scattered photon that closes
one cooling cycle. Other like the off-resonant Raman scattering are only indirectly linked and
show a different scaling with the input parameters e.g. the detuning or power of the Raman
beams. Thus, those these allow for an optimization fo LCool/Lheat.
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Figure 4.5. Illustration of couplings and decays for Raman sideband cooling. Atomic states |1i, |2i
and |3i, dressed with the effective second order Raman photons nRF and the optical repump photon
nRep, produce two ladders of states. Shown are three sets sorted by energy for d1 = 0 and d2 = 0.
Horizontal couplings are resonant, while tilted arrows mark detuned couplings. Spontaneous decay
exists for all excited states, with branching to the states |1i and |2i with a ratio a and between
different h.o. levels with h2|Dn|n. Only a selection of couplings is drawn.
An atom starting e.g. in the state |1,n = 2i (A) is transferred to the |2,n = 1i(B) via a Raman
coupling W2 and is then excited to state |3,n⇤ = 1i(C). If it decays to |1,n = 1i (D1), one cooling step
was successful, but it can also decay to |2,n = 1i (D2), where another repump photon is required, or
to |2,n = 2i (D3) on a sideband (light red).
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4.4 Heating rates
In addition to the main cooling process considered in the last section, there are many inevitable
heating processes associated with Raman cooling. Figure 4.5 gives an overview of resonant
and off-resonant couplings, which lead to cooling but also to heatings. The following estimate
of their heating rates shows that most of them are rather irrelevant in our parameter regime
(see Table 4.1), but they should be considered in a general planning of a Raman cooling setup.
4.4.1 Photon recoil
Photon absorption Every photon absorbed by the atom leads to a kick due to the momentum
h̄kg of the photon. If the atom has initially a mean momentum p, the final momentum is
p + h̄kg and the energy changes by Egr + h̄k · p/m. For an atom in any h.o. eigenstate |ni, the
initial momentum is zero, so the heating rate due to absorptions, Lar, from the Raman cooling
(repump beam) is one recoil energy times the total scattering rate Gn,eff.
Lar = Gn,effEgr (4.4.1)
It is, thus, directly proportional to the cooling rate LCool. Note that absorption heating is not
isotropic but only affects the axis of the repump beam. In the case of insufficient cooling, this
leads to a tunneling of the atoms in this direction once they reached high h.o. levels. This can
be observed in tunneling measurements, where one sees the atoms being pushed out by the
repump beam.
Photon emission Also the emitted photons have a recoil which heats the atom with the same
strength as an absorbed photon, but isotropically with 13E
g
r on average per h.o. axis.
Ler = Gn,effEgr (4.4.2)
4.4.2 P-state evolution
The optical potential due to the lattice felt by the excited P-state is different from the ground
state because the P-state has a different polarizability. Thus, even without a momentum recoil
the atom is not in an eigenstate of its potential once excited to the P-state. This leads to a time-
evolution of the wave-function until it decays back into the ground state. In this following, we
estimate this time evolution and its heating effect.
In the harmonic approximation, the 1d-Hamiltonian of the excited state can be written as
ĤP =
p̂2
2m
+
1
2
mw2Px̂
2 = h̄wP
✓
â†PâP +
1
2
◆
(4.4.3)
=
h̄
4w0
⇣
2(w2P +w
2
0 )â
†â +(w2p  w20 )(â†â† + ââ)
⌘
+ c, (4.4.4)
where in the last line the h.o. operators of the P-state âP are replaced1 by the ground state
operators â and the constant term is called c. Such a Hamiltonian induces n ! n±2 transitions.
For lithium wP ⇡ 0.86w0 in a 1064 nm lattice, thus the effect is small. In the case of an
1 â†P =
1
2
p
w0wP
 
(wP +w0)â† +(wP  w0)â
 
.
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anti-confinement of the P-state (e.g. for near resonant optical lattices or 1064 nm lattices
for potassium [31]), the trap frequency wP becomes complex and the heating effect can be
detrimental.
For a harmonic potential the exact propagator is well known [155]
U(x,x0, t) = hx0|e iĤpt/h̄|xi =
✓
mwp
2pih̄sinwpt
◆1/2
exp
✓
i
2h̄sinwpt
 
(x2 + x02)coswpt  2xx0
 ◆
.
(4.4.5)
With the h.o. wave functions of the ground state potential, Yn(x), one can calculate the transi-
tion matrix elements, UPn0,n, after arbitrary times t. As the lifetime in the excited state t = 1/G
is short compared to typical trap frequencies, an expansion in w⇤t gives the relevant dynamics,
where w⇤ is the larger one of the two h.o.frequencies1:
UPn,n+2(t) =
Z
dx
Z
dx0Y⇤n(x0)Yn+2(x)U(x,x0, t) (4.4.6)
= i
p
(n+1)(n+2)
4
w
2
0  w2p
w0
t +O
0
@
 
w
2
0  w2p
w0
t
!21
A (4.4.7)
All other matrix elements with even Dn scale with higher powers of w⇤t and all elements
with Dn odd are zero due to parity. The heating rate LP due to the P-state evolution can now
be estimated by averaging the transition probabilities with the decay function e t/t/t and
multiplication with the scattering rate Gn,eff and energy gain (2h̄w0):
LP,n = Gn,eff
Z •
0
dt
t
(2h̄w0)
⇣  UPn,n+2(t)
  2  
  UPn 2,n(t)
  2
⌘
e t/t (4.4.8)
=
✓
n+
1
2
◆
h̄
(w2p  w20 )2
w0
t
2
| {z }
AP
Gn,eff +O
⇣
(w⇤t)4
⌘
(4.4.9)
Once excited, the time-evolution happens in all three axis simultaneously, thus the total heating
rate is
LP,n w
✓
nx +ny +nz +
3
2
◆
APGn,eff. (4.4.10)
For a given ratio of polarizabilities of S and P states c ⌘ aP/aS, one obtains
AP = (c  1)2h̄w0(w0t)2 (4.4.11)
because aS/P ⇠ w20/P. The heating shows a strong w
3
0 scaling with the on-site frequency lead-
ing to strong heating at a small Lamb-Dicke factor.
This analysis is based on time evolution in the P-state without laser couplings, so it is only
valid for weak driving of the repumper (w ⌧ G). In the case of strong driving, one needs
to consider the dressed state time-evolution instead, where the atom experiences an averaged
S+P-potential. This allows to reduces this heating effect significantly with a strong, detuned
repump beam as demonstrated for potassium [31]. Even imaging without cooling is possible
in this case for very large positive c as in 174Yb [131, 156].
1 For larger confinement in the ground state (w0 > wp), the almost free expansion of the wave packet given by
w0 dominates, while for strong wp, the P-confinement gives the relevant time scale.
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Figure 4.6. Time evolution of the P-state. A ground state atom starting in an h.o. eigenstate n = 0
(first row) or n = 6 (second row) absorbs a photon a time t = 0 and is excited to the P state. In a
1064 nm lattice for lithium (first column) the optical potential is only 25% weaker than in the ground
state. The time evolution of the real space density |Yn(x)|2 mainly reflects the momentum kick by the
photon and shows a weak breathing due to the changed trap frequency. The evolution of the overlap
with the S-state h.o. eigenstates (bottom row) shows how much stronger the levels mix for the initial
n = 6 state (dashed) compared to n = 0 case (solid). The distribution at t = 0 is due to the recoil
of the absorbed photon and the lifetime in the P-state is 27.1 ns. The second column shows the
dramatic effect if the P-state potential is the inverse of the S-state potential (near resonant case). The
unbound wave function rapidly expands and is even accelerated outwards, causing large heating in
such a lattice.
Simulation are done by exact diagonalization of 3 sites of a lattice with d = 532 nm and 517 ELatr
depth (in the S-state) with 3.8 nm grid and an energy cut at 1700ELatr .
Our system For lithium in a 1064 nm lattice c = 0.75 (based on [157]) and at w0 = 1.3MHz
one gets AP = 0.058E
g
r from Eq. 4.4.9. Corrections at higher orders of t in a h.o. reduce the
value to AP = 0.051E
g
r . Due to the anharmonicity, the effect is higher for an atom in a lattice
well. Numerics, which include the photon recoil at absorption, confirm the form of equa-
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tion 4.4.10 and give AP = 0.11E
g
r for the repump axis and AP = 0.067E
g
r in the other two axes
with our parameters.
In summary, an atom in state |nx,ny,nzi suffers from a total energy increase due to momen-
tum transfers of absorption and emission and from the P-state evolution for the scattering of a
single photon given by
Eph = 2Egr +
✓
nx +ny +nz +
3
2
◆
APGn,eff. (4.4.12)
Inserting our experimental number, one obtains1
Eph =
⇣
(1.38+0.11nx)+(0.36+0.067ny)+(0.36+0.067nz)
⌘
Egr (4.4.13)
=
⇣
2.1+0.11nx +0.07(ny +nz)
⌘
Egr . (4.4.14)
The distribution of the energy into the three axes (first line) shows that the majority of heating
always goes to the repump axis. The additional heating caused by the P-state evolution is for
us about 10% (65%) of a recoil energy per photon in the n = 0 (n = 5) state.
Near resonant pinning lattice However, in our first approach to single-atom imaging with
lithium in the year 2014, we used a near resonant pinning lattice (few 10 GHz detuned). In
that case c =  1 (two level atom) and the P-state heating per photon at high lattice depths is
very strong. In good agreement with Eq. 4.4.11, numerics in such a lattice give (see Fig. 4.6)
Ec= 1ph ⇡
 
8.6+3.6Âi ni
 
Egr
⇡
 
0.49+0.21Âi ni
 
h̄w0, atw0 = (2p h̄) ·1.3MHz, (4.4.15)
where the first line expresses the heating in units of a photon recoil and the second in units
of the level spacings. Already in the 2nd excited h.o. state, the heating almost cancels the
maximum cooling of 1 · w0 per photon, which makes Raman-cooling at these parameters im-
possible. Due to AP ⇠ w30 the effect strongly decreases with smaller trap frequencies, which we
tried. But this results in a worse Lamb-Dicke parameter h and increases tunneling rates (see
Sect. 4.5.3), which prevented us from successful imaging and let us switch to the high power,
far-detuned lattice. We, however, did not try a detuned repump beam, which might have helped.
Even though the anti-confinement for potassium at 1064 nm is much worse (c =  5.4 [31]),
one needs to consider that the ratios of resonant p-heating to cooling are four times worse for
a near resonant lithium lattice compared to potassium at the same h due to the much higher
frequencies.
The general scaling of the relevance of the P-evolution is
LP/LCool µ (c  1)2m 2h 4, (4.4.16)
where m is the mass of the atom, c = aP/aS is the ration of the polarizabilities and h is the
Lamb-Dicke factor.
1 Calling the repump axis x here.
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4.4.3 Off-resonant scattering
There are additional heating effects due to off-resonant scattering from laser beams like the
Raman beams or the lattice beams.
Raman beams The Raman beams cause an off-resonant scattering rate due to their finite
detuning DRm from the D-lines. Every photon heats the atom by an energy Eph as derived
above. The heating rate is therefore given by
Lsc. Rm = G
W2Rm,1 +W2Rm,2
4D2Rm
Eph (4.4.17)
with the single-photon Rabi frequencies WRm,i of the two Raman beams. For similar strength of
the two Raman beams W2Rm,1 ⇡ W2Rm,1, this scales proportional to the 2-photon Raman coupling
(cf. Eq. 4.2.1) Lsc. Rm ⇠ Wn/DRm, while for very different intensities there is a quadratic
dependence Lsc. Rm ⇠ W2n/W2Rm,weak. Therefore, it is advisable to use similar strength in both
beams.
Repump beam In addition, there is off-resonant scattering from the repump beam on the
other F-manifold with a detuning DR ⇡ EHFS leading to a heating rate
Lsc. Rp = P1G
w
2
R
4D2R
Eph (4.4.18)
where P1 is the fraction of population in the |1i state, which is close to one for a good dark state
|1,0i. At an optimum repump coupling w2R ⇠ WnG, this heating rate scales only like ⇠ Wn and,
thus, slower than the cooling rate and it is therefore most relevant at low Raman couplings. But
its absolute value is small even for lithium with its small hyperfine splitting (see Table 4.1).
Lattice beams The heating due to off-resonant scattering from the lattice beams is given
by [84]
Lsc. Lat w 3
G V0
h̄DLat
✓
wLat
wAtom
◆3
Eph, (4.4.19)
with the lattice depth V0 per axis, the lattice laser detuning DLat, the atomic resonance frequency
wAtom and the lattice laser frequency wLat. The factor of 3 arises from the sum over three axes
and the counter-rotating term has been ignored as the heating term is negligible in the far
detuned case anyway. For our current setup, we get scattering from the lattice of only 2 Hz, so
this contribution is ignored for the rest of the analysis.
4.4.4 Off-resonant Raman couplings
Carrier transitions The 2-photon Raman coupling also leads to transfers on the carrier (n !
n) which are detuned by one h.o. frequency w0. While the transfer conserves energy, there is
heating from the repump photons. With the assumption that the carrier coupling Wcarrier,n is
much smaller than the on-site frequency, one obtains with the decay rate of the dressed state
|2⇤,ni (G2⇤ ⇡ w2R/G) state:
Lcarrier = P1
w
2
R
G
W2carrier,n
4w20
Eph. (4.4.20)
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Blue transitions In addition there can be detuned transfers on the blue sideband of the Ra-
man process (n ! n+1). These heat by one h.o. quanta, but occur at a much lower rate given
by the coupling Wblue,n to the detuning 2w0
Lblue = P1
w
2
R
G
W2blue,n
16w20
h̄w0. (4.4.21)
The recoil heating for the repump process has been ignored in this case.
Note that both of these processes scale like ⇠ W2nw2G, which becomes W3n for a optimal re-
pumper (w2 ⇠ WnG). Thus, as soon as one of these processes dominates the heatings, the ratio
of cooling to heating decreases quickly with stronger Raman coupling.
The contribution from even higher blue sidebands of the Raman coupling scale like h
2Dn
Dn
✓
n+Dn
n
◆
,
so they are less relevant for h . 0.5 and can be ignored in most cases.
Cooling on doubly red transitions With the Raman beams tuned closed to the first red side-
band, also couplings on the second red transition need to be considered. Here the energy is low-
ered by 2h̄w0, but the coupling rate is a second order transfer W2red,n ⇡ Wcarrier,0h2
p
n(n 1):
L2red = P1
w
2
G
W22red,n
4w20
h̄w0 (4.4.22)
For simplicity we will treat this as a negative contribution to the heating rate.
4.4.5 Rescattering
An atom can scatter a photon that has been emitted from another atom. If the other atom
has been excited resonantly followed by a decay to state i, the photon is resonant for state i.
Summing over all occupied lattice sites (x,y) with relative distance dxy one can estimate the
heating rate by
Lresc = (P1a +P2(1 a))Gsc.total
occ.
Â
x,y
s
4pd2xy
Eph
= (P1a +P2(1 a))Gsc.total
sr
4p
R
Â
i, j 6=(0,0)
1
i2 + j2
Eph
⇡ (P1a +P2(1 a))Gsc.total
sr
2
log(R)Eph. (4.4.23)
Here Gsc.total is the total scattering rate per atom, s ⇡ 0.1 · 3l 2Atom/2p is the scattering cross
section of an atom for unpolarized light on the D1 line, R denotes the radius of the atomic cloud
in lattice spacings and r is the atomic 2d-density. In the last line the sum was approximated
by an integral over an circle with radius R. In our system the rescattering has only a minor
relevance, but for large systems with small lattice spacing or in 3d lattices it can become
important.
4.4.6 Repumping of state 2⇤
For a < 1, it can take more than one photon to pump the atom back into state |1i. Every time
the atom is decaying from the excited state there a chance (1   a) to decay to the state |2⇤i,
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Property Level n Unit
level n 0 1 2 5 9
Recoil heating cooling cycle 0 251 491 1040 1060 µK/ms
P-state heating cooling cycle 0 41 123 526 904 µK/ms
Raman carrier 150 143 128 83 36 µK/ms
Raman blue 7 14 21 41 69 µK/ms
Raman off-resonant 32 34 35 40 47 µK/ms
Repump off-resonant 1 1 1 2 2 µK/ms
Rescattering 3 3 3 4 4 µK/ms
Repump 2⇤ state 29 225 442 1080 1360 µK/ms
Raman double-red 0 0 -2 -17 -72 µK/ms
SUM heating INT 0 486 1020 2610 3270 µK/ms
SUM heating EXT 221 226 220 192 135 µK/ms
Cooling 0 -3450 -6760 -14300 -14600 µK/ms
Anharmonicity - 0 -32 -136 -302 (2p h̄) kHz
Gn,eff 0 9 17 36 37 (2p) kHz
Gheat 1.4 1.3 1.2 0.9 0.6 (2p) kHz
Table 4.1. Heating and cooling rates at Raman sideband cooling. The cooling and heating
rates in different levels, anharmonicities (En   En 1   h̄w0) of the wells as well as photon scat-
tering rates. The values are calculated for our 6Li system in a 517ELatr deep 532-nm lattice
(V0 =  730 µK, w0 = (2p) ·1.3MHz) with a Raman coupling W1 = (2p) · 50kHz, whose 2-photon
detuning is modulated between w0 and w0  360kHz. The repumper has an intensity of 0.6 mW/cm2
(wR = (2p) ·1.1MHz) and is resonant on the |2i ! |3i transition including the light shift of the lat-
tice. The Raman beams have intensities of 210 and 20 kW/cm2 and are 7.3 GHz red detuned to the D1
transition. For the rescattering rate a Mott insulator with 200 atoms in the 1.15 µm physics lattice
is assumed. Values are given for the axis along the repump direction, which has the largest heatings.
All heatings related to photon recoil are about a factor of 4 lower in the other 2 axis. To get the
scattering rates from all axes the last two rows need to be multiplied by three.
which is not part of the cooling cycle. Due to the decay rate G2⇤ , it will quickly scatter another
photon that can bring it back to a state |1⇤,ni. These repump photons have to be taken into
account as a heating source
LRepump = P2G2⇤Eph ⇡
1 a
a
 
Gn,eff +Gheat
 
Eph (4.4.24)
The population P2 of this state will be determined in the next section from the scattering rates
(Eq. 4.5.7) and the last expression is valid for G2⇤   Gn,eff, when P2 ⇠ 1/G2⇤ . For definition of
Gheat see Eq. 4.5.1.
4.4.7 Summary
Table 4.1 lists the heating and cooling rates in different levels for our system. For all but the
lowest level the cooling is much stronger than the heating, so we are operating in a regime
where hot atoms will on average be cooled down. The cooling actually exceeds the heating
rates by almost an order of magnitude.
The main heating contributions arise from the scattering of photons in the cooling cycle.
These are summed as heating INT as they are inevitably linked to the cooling rate and just
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lower the cooling per photon. The other heating rates are summed as heating EXT. These
show different dependencies on the input parameters and their ratio to the cooling should be
minimized. Note that the 2⇤-repump contribution is split between INT and EXT. With our
parameters, the Raman carrier coupling is the main external source of heating at n < 6.
Although we start in the lowest band and the cooling is much stronger than the heating, we
see atoms that are lost or move during imaging. This counter-intuitive behavior can be resolved
by considering that the cooling and heating rates are only statements about the mean of a
distribution. Raman cooling is a driven system without a bath for thermalization. Therefore,
the heating and cooling rates make no direct statement about the width of the distribution.
Even with a very high ground state fraction, the distribution can show a finite population in the
untrapped highly excited states. To investigate this, a full rate equation with n ! n0 couplings
is analyzed in the next section.
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4.5 Rate equation
4.5.1 Setup
A rate equation treats states and the classical incoherent transitions between them. In order to
correctly include the coherent Raman couplings, we work with the dressed states introduced
in section 4.3.2.
• The state |1⇤,ni consists of the state |1,ni with an admixture of |2,n 1i from the Raman
coupling and an admixture of |3,n⇤   1i from the repumper. It has a scattering rate of
Gn,eff and preferentially decays to |1⇤,n 1i in the deep Lamb-Dicke regime at large a .
|1⇤,0i = |1,0i is the ground state, which is dark except for heating processes.
• The state |2⇤,ni consists of the state |2,n 1i with an admixture of |1,ni from the Raman
coupling and an admixture of |3,n⇤   1i from the repumper. It has a scattering rate of
G2⇤ and preferentially decays to |1⇤,n 1i in the deep Lamb-Dicke regime at large a .
These states are mainly coupled to other levels by the incoherent scattering of photons
either in the cooling cycle or from one of the heating sources (Sect. 4.4). The coherent coupling
e.g. on the Raman carrier transition can be treated as an incoherent scattering rate as well, as
long as its coupling is weak compared to either the detuning (⇡ w0) or the decay rate G2⇤ of
the coupled state |2⇤i.
Instead of heating/cooling rates (energy/time), we turn to a description of rates between states
(population/time). Thus, we combine all heating rates that are not directly linked to the cooling
process (Off-resonant scatterings, off-resonant Raman couplings, rescattering)1 into a single
heating scattering rate Gheat per axis:
Gheat ⌘
 
Lsc. Rm +Lsc. Rp +Lcarrier +Lblue +Lresc  L2red
 
a
3Eph
(4.5.1)
The heating is only weakly dependent on the level n (see Table 4.1). Thus, it can be
well approximated by the n = 0 rate, where it is most relevant (approximation could easily be
relaxed).
The cooling scattering rate Gn,eff (Eq. 4.3.3) on the other hand has a strong dependence on n
due to its sensitivity to the Raman coupling Wn and the detuning d1 as derived in section 4.3.
As we are interested in hopping and loss processes that occur close to the lattice threshold,
anharmonicities are non-negligible, which make the detunings d1 level-dependent.
With these rates, the time evolution of the populations P1,n and P2,n of the states |1⇤,ni and
|2⇤,ni can be expressed as:
∂tP1,n(t) = P1,n(t)(Gn,eff +Gheat)
+a Â
m
⇥
P1,m(t)
 
Gm,effMn,m 1 +GheatMn,m
 
+P2,m(t)G2⇤Mn,m
⇤
(4.5.2)
∂tP2,n(t) = P2,n(t)G2⇤
+(1 a)Â
m
⇥
P1,m(t)
 
Gm,effMn,m 1 +GheatMn,m
 
+P2,m(t)G2⇤Mn,m
⇤
(4.5.3)
1 The heating from repumping is not included because it is treated explicitly by including the states |2⇤,ni.
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The negative terms describe the scattering out of the state |i,ni and the positive terms describe
the scattering from a state |i,mi into the state |i,ni with probabilities given by the matrix
elements of the single-photon scattering matrix M (see Sect. 4.5.2). The shift of the index is
due to the Raman coupling that a state |1,mi scatters via state |2,m   1i in the cooling cycle
with rate Gm,eff (see Sect. 4.3) and a is the branching to states 1⇤ and 2⇤. Note that the recoil
heating is included in the off-diagonal elements of Mnm and the repump process from state 2⇤
is written explicitly.
The coupled equations 4.5.2 and 4.5.3 are a set of linear first-order differential equation for
the probability distributions P1,n(t) and P2,n(t), where n = 0,1, . . . ,Nb is the h.o. level of the
local well. The matrix elements M contain the full couplings between different h.o.-levels and
the rates Gn,eff,Gheat,G2⇤ are the scattering rates in the cooling cycle, from perturbing heatings
and of the state 2⇤, respectively. We are interested in the time evolution starting from an initial
state, where the atom is the ground state i.e. P1,n(t = 0) = dn,0, P2,n(t = 0) = 0. The decay
branching a between states 1⇤ and 2⇤ is assumed to be a level independent constant.
Elimination of state 2 In order to simplify the description, one can obtain an expression just
in the h.o. level n. One can sum the repump process from state |2⇤,mi to state |1⇤,ni via all
possible intermediate decays to states |2⇤,n0i. These processes leads to a geometric series that
can easily be summed explicitly
M̃nm = Mnm +(1 a)Â
n0
 
Mnn0Mn0m +(1 a)Â
n00
(Mnn00Mn00n0Mn0m + . . .)
!
=
✓
M
1  (1 a)M
◆
nm
(4.5.4)
Replacing M by M̃ in Eq. 4.5.2 and dropping terms that depend on P2, one obtains an effective
rate equation just for the populations of state 1⇤. Formally, this can be obtained by adiabatic
elimination [158] of states |2⇤,ni: As we are interested in (almost) steady-state solutions one
can approximate the change ∂tP2,n(t) with zero and solve the matrix equation4.5.3 for P2,n.
The final rate equation then reads:
∂tP1,n(t) = P1,n(t)(Gn,eff +Gheat)
+a Â
m
P1,m(t)
 
Gm,effM̃n,m 1 +GheatM̃n,m
 
(4.5.5)
∂tP1 = RP1. (4.5.6)
In the last line it has been written in matrix form with the vector P1 and the square matrix R.
Note that the equation does not depend on G2⇤ any more.
The populations of state 2 are related to those of state 1 via
P2,n =
1 a
G2⇤ Âm
 
Gm,effM̃n,m 1 +GheatM̃n,m
 
P1,m (4.5.7)
P2 =
1 a
aG2⇤
 
R+(Gn,eff +Gheat)1
 
P1 ⇡
1 a
a
Gn,eff +Gheat
G2⇤
P1, (4.5.8)
where the last approximation is valid for a (quasi) steady-state solution (RP1 ⇡ 0). Due to the
linear character of the equation, the ratio of population in state 2⇤ to state 1⇤ is simply the ratio
of rates going from 1⇤ to 2⇤ and vice versa.
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Figure 4.7. Single-photon coupling matrix M. The probability distribution of the final state n0 of a
6Li atom starting in state n of a single well of a 517ELatr lattice that scatters one photon at 671 nm
with linear (A) and logarithmic (B) color scale. (C) Result for initial state n = 2 (blue) and n = 8
(red) i.e. vertical cuts of M.
4.5.2 Matrix elements
In this paragraph, we turn to the explicit calculation of the matrix elements Mnm that couple
the eigenstates of the lattice well. While the heating due to a photon recoil is independent of
the initial level n, the distribution of final levels after absorption of one photon shows a strong
dependence on n.
The transfer matrix element for a single recoil have been presented with the Raman cou-
pling (Sect. 4.2).
The full scattering process of one photon consists of a momentum kick of the absorption,
the P-state time-evolution and a second momentum kick of the emission. The main heating
occurs in the axis of the repumper. For simplicity we consider only this axis and treat it as an
axis of the lattice. As we are interested in the probability that an atom leaves its site during
scattering, the loss rate in this axis should be good upper bound for the total loss rate. The
matrix element for a n ! n0 transition at a single scattering event is
Un0,n = hn0|eik cos(J)x̂eiĤpt/h̄eikx̂|ni = hn0|D̂(ih cosJ)ÛPD̂(ih)|ni (4.5.9)
where J is the angle of the emitted photon relative to the repump axis and t is the time
in the excited state (see Sect. 4.4.2), whose full cosine lattice potential is considered for the
calculation.
The probability for a n ! n0 transition is, thus, given by averaging the squared matrix element
over the time t and angle J
Mn0,n = h
  Un0,n
  2it,J =
Z
p
0
dJ
sinJ
2
Z •
0
e t/t
t
  Un0,n
  2 (4.5.10)
As a dimensionless number Mn0,n only depends on three values:
• The lattice depth measured in ELatr .
• The ratio of the two length scales (the wavelength of the repump light l and the lattice
spacing d), which is of order one.
• The ratio of the decay rate G to the lattice frequency as measured by AP/h̄w0 (see
Eq. 4.4.11), which is often so close to zero, that it can be ignored.
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The numerical calculation of the matrix elements is performed in real space in a 3-site
lattice with localized Wannier states n, n0. For the matrix all states in the central well with
En < 0.9V0 are kept1, while transition probabilities into other states are treated as hopping
(neighboring wells) or losses (unbound states), which will both be called losses. Results for
a 517ELatr lattice are shown in Figure 4.7. The contribution of the P-state evolution on the
matrix-values is small (< 20%) for the numbers shown.
4.5.3 Loss rates
A direct calculation of time evolution during cooling with the ground state |1,0i as an initial
state by equation 4.5.6 shows that the distribution P1(t) approaches a quasi-steady-state distri-
bution after less than 10 scattered photons. Due to a small but finite coupling to the untrapped
states, the time evolution of the distribution shows after this initial phase a very slow constant
decay.
This quasi-steady-state solutions of the equation 4.5.6, P01, can be obtained by diagonaliza-
tion of R. There is a single right eigenstate P01 of R with all positive entries, which is the only
physical solution because the P1,n are probabilities. Its eigenvalue gives the loss rate of the sys-
tem Gloss, so the rate in which the atom is transferred to states in the continuum or neighboring
sites
RP01 = Gloss P01, P1,n(t) = P01,n e Glosst . (4.5.11)
The total photon scattering rate is obtained from the (normalized2) eigenvectors P01 by multi-
plication with the scattering rates per state
Gsc.total = Â
n
P01,n
Gheat +Gn,eff
a
. (4.5.12)
The factor a 1 describes the average number of photons scattered until the atom is back in
state 1⇤ after being excited from state 1⇤.3 We are interested in the ratio of the loss rate to
the scattering rate z = Gloss/Gsc.total. It describes how many photons an atom can scatter on
average before it is lost from the site. In figure 4.8, z is expressed as the number of atoms
lost for one million scattered photons (106 ·Gloss/Gsc.total). In our experiment, we scatter about
5000 photons per atom during imaging, so a loss rate of 10 atoms per one million photons
means a 95% imaging fidelity4.
Results For our parameters (Table 4.1) the rate equation analysis predicts
Gloss = (2p) ·24mHz, z = 9 ·10 6, F5000photons = 95.6%, P1,n=0 = 0.98 (4.5.13)
The calculated fidelity F is comparable to our experimental loss rates. F = 95.6% is only
slightly worse than the best values we achieved in the lab (about 97.5%), which is a quite good
1 Although states with 0.9V0 < En < V0 are still bound, the next photon absorption excites the atom even further,
which leas to a very high loss probability. The final results do not critically depend on this cutoff value.
2 Normalization needs to include state 2⇤. Ân P1,n +P2,n = 1, but for successful cooling the total fraction in state
2⇤ is typically only ~1%. For an eigenstate, P02,n is proportional to P
0
1,n.
3 Mathematically a 1 arises from the summation of scattering from states 1⇤ and 2⇤ after proper normalization
of P01,n,P
0
2,n via Eq. 4.5.7.
4 The fidelity F for imaging with Nph scattered photons is related to the loss rates via F = e Nphz .
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Figure 4.8. Hopping/loss of atoms. The number of atoms that left its original site, normalized to the
photon scattering rate as predicted from the rate equation. (A) The heating scattering rate Gheat mea-
sures how strong the Raman cooling system is perturbed relative to the cooling scattering rate G1,eff
of the lowest 1 ! 0 transition. Calculation has been done for a 517ELatr deep lattice at branching
a = 0.6 with different scalings of the cooling rate Gn,eff with the h.o. level n: Without anharmonicities
and saturation of the Raman coupling the scaling is linear Gn,eff = nG1,eff (red), with the anharmonic-
ities (blue curve on Fig. 4.4 B) the couplings decrease for large n leading to much stronger losses
(brown). By including our modulation of the Raman frequency (values Gn,eff in table 4.1) one can
reduce the losses slightly1(blue), the green curves shows the result for Gn,eff = G1,eff constant. A zoom
into the low heating region (inset) shows that all curves approach a common non-zero loss-rate of
5.7 atoms per one million scattered photons. (B) The relative loss rates for almost zero heating for
different lattice depth V0 at a = 0.6. These can be seen as a lower bound for the achievable loss rate.
A stronger lattice both reduces the Lamb-Dicke factor h (top) and increases the number of bound
states. The inset is a zoom into the experimentally relevant regime in linear scale. (C) The relative
loss rate for almost zero heating as a function of the repump efficiency a (probability to decay to state
|1i) also shows an exponential behavior. The lattice depths are 300ELatr (green), 517ELatr (blue), and
1000ELatr (red). All calculations have been performed in dimensionless units with ELatr /E
g
r = 0.4 and
G/Egr = 200 (lithium values).
agreement considering that the loss rate depends exponentially on most of the input values
and no free parameter has been used. All input parameters are calculated from independently
measured quantities or known properties of the atom.
Low heating regime For zero heating rate the |1⇤,0i state is a dark state of the system. In
this idealized situation both the scattering and the loss rate are zero. As seen in section 4.4,
the heating rates can be made much lower than the cooling rate. It is, therefore, of interest to
look at the results of the rate equation in the limit Gheat ! 0. In this case, the Gloss/Gsc.total
approaches a value z0 that is independent of all the cooling strengths Gn,eff and heating Gheat
1 To allow for a comparison, the heating rate (x-axis) is in this case still normalized to the unmodulated scattering
rate of G1,eff = (2p) ·17kHz.
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(see inset of Fig. 4.8 A) and only depends on the matrix elements Mn0,n and the branching a .1
Thus, there is a lower bound to the loss rate with respect to an optimization of cooling and
heating rates.
This can be understood from a Monte-Carlo trajectory of an atom that is once excited from
|1⇤,0i, but is otherwise only exposed to the cooling light: For every photon in the cooling
cycle it will do a transition n ! n0 with probability M̃n0,n until it ends up in the dark state or
it is lost. The probability of a loss and the number of emitted photons will not depend on the
rates Gn,eff, but just on the branchings Mn0,n and a .
The numerical results are well approximated (better 25%) for a range of lattice depths from
200 to 1700 ELatr by
z
0
a=0.6(V0) = 10
 6 exp
⇣
100(1/ 4
p
V0  1/ 4
p
700)
⌘
. (4.5.14)
The V  1/40 ⇠ h dependence shows that log(z ) ⇠ h and emphasizes the relevance of a
small Lamb-Dicke factor for successful imaging. A decrease of h by 0.01 results in a four
times lower loss rate limit.
For a given lattice, the only remaining parameter of relevance in the low heating limit is the
repump efficiency a (Figure 4.8 C) because it takes (1/a) scattered photons for one successful
cooling step. Each of these photons has a small probability to raise the h.o. level, which in
about Nb steps leads to the exponentially small but finite loss probability.
The importance of a explains why it is better to repump on the F = 1/2 state instead of
the F = 3/2 state. In principle it would be beneficial to select an mF repump transition with
the best branching. For 6Li the P1/2F = 1/2 states for example decay with 89% to the F = 3/2
ground state. But the very low coupling to the F = 1/2 states and the small hyperfine splitting
of only 26 MHz to the P1/2F = 3/2 states makes it impossible to get a good coupling to this
state. In addition, the Raman dark states (Sect. 4.2.1) make it even more complicated to find
a best choice for the geometry and polarization of the laser beams. An extended discussion of
this is left to a future analysis.
For our lattice of about 520ELatr depth, the calculation at a = 0.6 predicts at least 5.7 lost
atoms per one million scattered photons or a maximum fidelity of 97.2% for 5000 photons per
atom. The greatest uncertainty of this prediction is from the value a , which depends on laser
angles and polarizations.
4.5.4 Steady state distributions
The normalized eigenvector P01,n and the related occupation of the second state P
0
2,n gives the
quasi-steady-state probability distribution Pn = P01,n +P
0
2,n of the h.o.-levels n (Figure 4.9). The
distribution does not follow a simple exponential decay, so the system is not thermal. Instead
there is a fast decay (low temperature) for the states close to the ground state and a much slower
decay for large n. Although up to 99% of the atoms are in the ground state, the population in
the highly excited states is still large enough to produce the loss rates.
The distribution can phenomenologically be approximated by the sum of two thermal pop-
ulations fT (n) ⇠ exp( En/T )
Pfit(n) = b fTc(n)+(1 b) fTh(n) (4.5.15)
1 For Gheat ! 0 the matrix R factorizes Rn,m = (Mn,m 1   dn,m)Gm,eff and the eigenvalues of R are those of
Mn,m 1  dn,m.
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Figure 4.9. Distribution of level populations during Raman cooling from rate equation. Solutions
of equation 4.5.11 with our experimental parameters Gn,eff and Gheat. The (quasi) steady-state dis-
tribution of the level population shows a strong suppression already in the first excited state and a
long tail to high excitations. Our measurement parameters (Table 4.1) have been experimentally op-
timized to minimize losses and the modulation of the Raman frequency provides cooling also at large
n. The distribution (blue) shows in this case less than 2 ·10 6 population in the lossy states close to
the trap edge. Without the modulation (red) the distribution shows a faster initial decay, but then a
less efficient cooling at large n leading to slightly worse loss rates. If Raman and repump parameters
are optimized to ground state cooling (green), one can reach a ground state occupation of 99.2% at
the cost of a ten-fold stronger tail. The solid lines are fits with the sum of two exponential terms (see
main text).
with a fraction b of the atoms at a temperature Tc and the rest at a hotter temperature Th. For
our parameter (Table 4.1), we obtain:
b = 0.997, kBTc = 0.30 h̄w0, kBTh = 1.3 h̄w0
The corresponding temperatures are 19 and 81 µK.
Such a long tail distribution has recently been investigated with an ion pair in a linear Paul
trap [159]. In their case, a similar rate equation predicted a 99.9% ground state occupation and
a 10 4 population in the tenth excited state. They could verify their model to high accuracy at
low n, but had no experimental test for the long tail. This verification is provided naturally by
our measurement of loss/hopping rates during the imaging.
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Figure 4.10. Loss rate vs power of the repump beam. Measurement of the fraction of atoms which
was lost or moved during a 600 ms fluorescence imaging (blue points) for different intensities of
the repump beam i.e. different wR. The detected fluorescence level increases by about 50%, while
increasing the repump power over the displayed range. The loss rate result of the rate equation is
multiplied with the total photon count (per repump value) assuming 4% detected photons (black line).
Simulation uses values of table 4.1 adjusted to the repump power. There is no free parameter in the
calculation.
4.6 Comparison to experimental results
We can compare the calculated loss rates from the rate equation to experimentally measured
tunnelings and losses during imaging for different values of the experimental parameters. Ex-
perimentally losses are determined by taking two consecutive images of the same cloud and
counting the number of atoms that moved or disappeared. We only look at the central part of
the cloud (about 60% of all atoms) to exclude effects from finite beam sizes. Experimentally
we find the expected linear scaling of losses with exposure time, thus, a constant loss rate.
The calculations are done with the parameters of table 4.1 adjusted to the experimental
values, which includes the effects of the modulation of the Raman detuning. We calculate the
eigenvalue of the (quasi) steady-state solution (Eq. 4.5.11) and the result (lost atoms per one
million photons) is converted to a loss rate during imaging in percent by multiplication with
the experimentally determined fluorescence rate and exposure time.
Repump Power As an example, we present a comparison for different powers (intensities)
of the repump beam (see Fig. 4.10). There is a relatively weak dependence on this parameter
with a broad optimum around 20 µW (wR = (2p) · 1.1MHz). We see an increase of detected
photons per atom from 120 at 3 µW to 180 at 30 µW.
In the simulation the repump power enters mainly by its influence on the scattering rate
Gn,eff (see Sect. 4.3), while the effect on the heating Gheat via Lsc. Rp is negligible at this param-
eter range. After multiplication with the experimental photons counts (assuming 4% detected
photons), we find a fairly good agreement between the results of the rate equation and the mea-
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surement results. The higher losses at low repump power are due to a weaker cooling, while
the higher losses at strong repump power are mainly due to the higher scattering rate. The loss
rate per photon only increases by a few percent for 30 µW compared to 15 µW.
A detailed comparison of experimental loss and scattering rates to the model presented in
this chapter for other parameters (e.g. Raman power, repump detuning, geometry of beams) is
beyond the scope of this thesis and left to a future analysis.
4.7 Summary and conclusion
We analyzed in detail the Raman sideband cooling for fluorescence imaging, which we use to
keep the atoms localized during imaging. We calculated the Raman coupling, that depends
on the geometry and polarization of the two Raman beams, and found good agreement with
measured Rabi oscillations. In order to compare the cooling strength to the heating rates, we
first derived a cooling rate from a master equation of an effective three-level system. All as-
sociated heating rates (photon recoil, P-state evolution, off-resonant scattering, Raman carrier
transitions) are much lower than the cooling in our case. Nevertheless, we always see some
atoms that are lost or that tunnel during the imaging.
The heatings fall into two groups. Heating processes of the first group are linked to the
cooling process and do not perturb the dark state, like the recoil of the photon that pumps the
atom back into the initial state. The other heatings, that do affect the ground state, like the
off-resonant Raman scattering, lead to a finite photon scatting rate, which we detect with the
camera. But these rates are so small compared to the cooling, that they can almost be ignored
apart from their effect on the ground-state.
The losses that we see are caused by the small but finite probability for each scattered
repump photon to raise the harmonic oscillator level instead of decrease it.
The simple three-level picture of Raman sideband cooling is only valid for a small Lamb-
Dicke parameter h and low harmonic oscillator levels n. The higher the n, the stronger are the
n ! n + 1 coupling elements. This leads to a non-thermal distribution of level occupancies,
which show a low mean, but a long tail to high excited states.
We set up a rate equation for the h.o. levels and dressed atomic states, which allows to
calculate these losses from the experimental parameters of the setup. For our measurement
parameters we calculate a loss probability of about one atom for 100 000 scattered photons,
which is close to the measured loss and tunneling rates of about 3 percent for imaging with
5000 photons scattered per atom. We compared the prediction of the rate equation to exper-
imentally measured loss rates for different input values e.g. power of the beams and found
reasonable agreement, which suggests that our model captures the essential aspects of this
fairly complicated cooling method.
We conclude from the analysis presented in this chapter that there are two possible ap-
proaches to improve our imaging fidelity. With our current lattice and beam geometry, the
losses can only be reduced, by reducing the number of photons scattered. In order to still ob-
tain a single-atom resolved image, either the detection fidelity or the reconstruction algorithm
needs to be improved. The next chapter presents our current image reconstruction protocol
and we suggest some improvements. The other approach is to improve our Lamb-Dicke factor
by making the lattice deeper or to increase our repump efficiency (a) by choosing a different
Raman geometry or different states. A deeper pinning lattice is planned and will be imple-
mented within the next year, but the total depth is still limited by the available laser power of
high-power, low-noise laser sources.
Chapter 5
Image Reconstruction
This chapter describes the reconstruction of the fluorescence images of atoms in a square
lattice, thus the analysis to convert an image with counts per pixel into a digitalized information
of the atom number on every site. Because we encode the spin information in a positional
information (see Sect. 3.4.3), this also reveals the spin of the atoms and the reconstruction can
then be used to construct the full distribution in the lowest band. In addition, some properties
characterizing the quality of our imaging are analyzed.
The analysis includes three steps. First the position of all physics lattice sites on the image
are estimated (Sect. 5.1), then each collected photon is assign to one lattice site via a deconvo-
lution algorithm (Sect. 5.2) and finally the number of photons per site are used to determine
the atom number on each lattice site (Sect. 5.3).
The reconstruction of the lattice sites and some preliminary simulation of the fidelity of
occupation reconstructions are summarized in the Bachelor’s thesis of Michael Hoese [160].
Introduction A lattice image, g(x,y), can be modeled as the convolution (⇤) of the distribu-
tion of atoms, f (x,y), with the point-spread function (PSF) of our imaging system, p(x,y),
g(x,y) = f (x,y)⇤ p(x,y) (5.0.1)
The position of an atom originally at physics lattice site (n,m) is given by ri = Rn,m +⇠n,m =
na1 +ma2 +b+⇠n,m where a1 and a2 are the lattice vectors of the physics lattice, b is an offset
vector pointing to site (0,0) and ⇠n,m is the displacement vector due to the pinning lattice on
site (n,m) (cf. Sect. 3.4.4). The atomic distribution can be written as a sum over all atoms as
f (r) = Â
i
d (r  ri) (5.0.2)
Effects ignored in the description are:
• The pinning lattice displaces the atom out of the 2d plane in z-direction by a distance
Dz, which leads to a small change of the widths of the points spread function. As the
maximum Dz is dPL
p
2/2 = 380nm at our pinning lattice geometry (Sect. 3.4.4), the
increase of the size of the PSF is less than 1.6%.
• The point spread function changes as a function of lattice position in the imaging plane
due to image aberrations. Simulation with the Zemax-software gave an effect below
10% for the change of PSF waist at 100 µm displacement in the x-y plane.
• There is a positional dependence of the number of scattered photons per atom (see
Sect. 4) due to the finite waist of the pinning lattice beams and Raman beams, which
are affecting the on-site oscillator frequency and Raman coupling strength respectively.
65
66 5.1. LATTICE RECONSTRUCTION
-10 0 10
x (µm)
-20
-10
0
10
20
y
(µ
m
)
A
0 5 10 15
-1 -0.5 0 0.5 1
kx(2p/µm)
-1
-0.5
0
0.5
1
k y
(2
p/
µm
)
B
C D
-0.1 0 0.1
kx(2p/µm)
0.8
0.9
k y
(2
p/
µm
)
Absolute value
-0.1 0 0.1
kx(2p/µm)
0.8
0.9
k y
(2
p/
µm
)
Phase
Figure 5.1. Lattice vectors and phases from Fourier transform. (A) A single-site resolved image.
The colorscale gives the photons per pixel. (B) Absolute value of the Fourier transform of the im-
age. The peaks that correspond to the reciprocal lattice vectors of the physics lattice appear at
(0.015,0.857) and (0.830, 0.014) 2p/µm. (C) Zoom of the upper peak (white rectangle). The
cross-hair marks the peak position. (D) Phase of the Fourier transform in the same region
5.1 Lattice reconstruction
Starting with an image like the one shown in figure 5.1A, we need to determine where exactly
the lattice sites of the imaged lattice are located. Several approaches have been developed in
the past to address this problem [25, 26], whose complexity is given by the ratio b of the widths
of the point-spread-function1 to the lattice constant. Due to our very good ratio of b = 0.83(2),
which is below one, the lattice modulation is visible by eye and we can use a simple 2d Fourier
transform. For b > 1 this is not possible because a filled lattice (Mott insulator) results in an
almost homogeneous count distribution with no signal in the Fourier transform.
Fourier Transform Figure 5.1B shows the results of a Fourier transform (FT) that has been
obtained by a FFT-algorithm (scipy.fftpack). In order to obtain an image with a good resolution
on a fix grid in k-space, the original image is cropped to the region of interest around the
atoms, the background is subtracted and it is then placed in the center of an empty array
of 1024 ⇥ 1024 pixels. Every pixel corresponds to 224(3) nm, resulting in a resolution of
(2p) ·4.5nm 1/pxl in k-space2.
1 We take the first minimum of the idealized Airy pattern as the widths, which corresponds to 2.905s of the
Gaussian waist s .
2 Images up to December 2015 have been taken with a different magnification and 380 nm/pxl.
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5.1.1 Physics lattice sites
Lattice vectors The peaks in the Fourier transform that correspond to the reciprocal physics
lattice vectors (↵1,↵2) are easily identified as the strongest peaks apart from k = (0,0). If one
treats the local offsets ⇠n,m caused by the pinning lattice as a random variable with hxn,min,m = 0
and
⌦
⇠2n,m
↵
n,m = ⇠̄
2, one arrives at a Fourier transform of g(x,y)
g̃(k) = FT [g(x,y)] =
 
h̃(k)⇤ r̃(k)
 
· p̃(k) · e 
1
2 ⇠̄
2k2 , (5.1.1)
where h̃(k) is the reciprocal lattice with lattice vectors G, r̃ is the FT of the density dis-
tribution r(n,m), p̃ is the FT of the PSF p and the random offset lead to a reduction of the
amplitude in analogy to a Debye-Waller factor1 [85]. The first reciprocal lattice vectors thus
appear as sharp peaks whose shape is given by the FT of the density distribution, while the
finite PSF and the offset vectors just reduce the amplitude of these peaks.
The exact lattice vectors are estimated by first looking at the reciprocal pixel of maximum
intensity close to the expected k-vectors, followed by a 2d Gaussian fit to obtain the center
with subpixel resolution. Finally the real space lattice vectors are related to the reciprocal ones
(↵1, ↵2) via a matrix inversion
0
@
| |
a1 a2
| |
1
A= 1
2p
✓
  ↵1  
  ↵2  
◆ 1
. (5.1.2)
The uncertainty of this method on a single shot with about 100 atoms is about 1%. Typically
the lattice vectors stay constant over weeks, thus they are calculated once with high accuracy
on about 100 averaged raw images and then kept as fixed values in the analysis. Typical lattice
vectors are
a1 =
✓
5.346(2)
 0.096(1)
◆
, a2 =
✓
0.102(1)
5.209(2)
◆
. (5.1.3)
Numbers are in pixel and 1pxl = 224(3)nm. Whenever we realign the lattice, these values are
remeasured.
Lattice phases In order to assign the position of all lattice sites, the lattice phases i.e. the
entries of the offset vector b are required in addition to the lattice vectors. This information is
given by the phase of the FT at the position of the reciprocal lattice vector (see Fig. 5.1D). The
FFT measures phases relative to the (0,0) pixel, which leads to trivial strong phase oscillations
given by the center of mass vector in real space, R
g̃(k) = g̃0(k)e iRk. (5.1.4)
The phase of g̃0(k) is typically smooth especially at a peak of the FT amplitude (see Fig. 5.1D).
The phase value at the reciprocal lattice vectors is extracted by a simple 2d linear interpola-
tion2.
As the phases depend on the relative path length of the two interfering laser beams, it can
fluctuate from shot to shot. Thus we determine the phase for every image independently.
1 Random offsets reduce a FT of a lattice by
⌦
eik·⇠
↵
x
⇡ e
1
2 hk·⇠ix . Approximation valid for k . x̄  1 =
(dPL/
p
12) 1 = 6.5 µm 1 with pinning lattice constant dPL = 532 nm.
2 Care needs to be with respect to the jump from p to  p , which must not occur within the values used for the
interpolation.
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Figure 5.2. Fourier transform of deconvolved image. After deconvolution (Sect. 5.2) the spatial
size of the peak associated with one atom is very small (see inset of Fig. 5.4 B). Thus, its Fourier
transform shows a lot more structure at large k-values. In addition to the peaks close to (0,±1) and
(±1,0) (2p) · µm 1, which are from the physics lattice, there are peaks caused by the pinning lattice
structure. The main reciprocal lattice vectors are marked with white squares. Other peaks are higher
order combinations of this superposition of two square lattices (physics + pinning lattice). Color
scale values are the modulus of the image in Fourier space normalized to the (0,0) peak.
5.1.2 Pinning lattice sites
The offsets, ⇠nm, due to the pinning lattice are in fact not random, but they are determined
by the relative position of the physics and pinning lattice sites. Both of these are simple
cubic lattices, but with different incommensurate lattice spacings (1150 nm, 532 nm) and
relative angles (44 , 10 )1. This structure leads to additional peaks in the FT, some of which
are already visible in figure 5.1B i.e. close to (0.5,0.9) 2p/µm. A Fourier transform after
deconvolution (see Sect. 5.2) shows a lot more peaks (Fig. 5.2) due to the much smaller residual
point spread function. One can identify the reciprocal lattice vectors of the pinning lattice
(↵PL,1,↵PL,2) and linear combinations of a and aPL. In principle this allows to determine the
exact position of the pinning lattice sites on the image, which can be used in a future improved
image reconstruction.
1 The physics lattice is oriented (almost exactly) along the x,y,z corrdinates of the lab frame and the pinning
lattice axis x’,y’,z’ are obtained by a rotation of 44  around y, followed by a 10  rotation around z.
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5.2 Image deconvolution
This section addresses the process to determine the number of atoms on each of the previously
reconstructed physics lattice sites from a fluorescence image. Typically, this is achieved in a
two-step procedure: First one needs to determine from which lattice site a given photon count
originated and then one needs to map the photon number to an atom number on every site. The
quality of an algorithm is measured by the lower threshold of photon numbers (exposure time)
for which it still gives high-fidelity results.
The easiest approach for the first step is to connect every pixel of the image to its closest
lattice site and then sum the counts on all pixel for every lattice site. This simple integration
approach suffers from the disadvantage that, due to the finite point spread function size, some
counts are wrongly assigned to neighboring lattice sites. It works well if the PSFs are small
b < 1 and centered on the physics lattice sites. In our case the pinning shifts leads to quite
substantial overlaps into the neighboring sites.
More sophisticated algorithms try to undo the convolution of the atomic position with the
PSF to better localize the counts. Such a deconvolution is a classic task of image processing
and returns the function f (r) for a convolution equation:
g(r) = f (r)⇤ p(r)+ e(r) (5.2.1)
where (r) runs over all pixel, f (r) is the original atomic distribution, p(r) is the point-spread
function of the imaging system, g(r) is the recorded image and e(r) are all deviations (errors,
noise) from the ideal expression. Without noise, deconvolution is achieved by a simple division
in Fourier space f̃ = g̃/ p̃. On real images this leads to amplification of noise in the high k
modes due to the division by very small numbers and is not usable directly.
Noise There are several contributions to the noise on an image.
• Photon shot noise. This is the main source of noise on the images and arises directly
from the photon quantization. It is strong because we detect less than 20 photons per
pixel of the camera.
• Background noise. There is light that reaches the camera, which was not scattered by
our atoms e.g. stray light from the glass cell or background light. We minimized this
contribution to about 1.5 photons per pixel. Most of it is static, so we subtract an average
background image from each new image before analyzing it. The shot-noise of the
background counts remains.
• Readout noise. The conversion of electronic charge to digital counts has a noise that
depends on the readout speed of the camera. We use a slow readout of 500 ms for the
full frame and have negligible readout noise much below one photon due to a 50-fold
amplification of the charge inside the camera before readout.
• Camera defects. Certain pixel of the camera give unreasonably high counts due to de-
fects. We made a catalog of these pixels and replace their values by the mean of the
surrounding pixels.
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Figure 5.3. Point spread function. The measured point-spread function of our imaging system with
(A) linear colorscale and (B) logarithmic colorscale. The central peak has a Gaussian width of about
350 nm. The logarithmic plot shows residual imperfections of our imaging system, which deform the
Airy ring into two stripes.
5.2.1 Point-spread-function
With our single atoms, we are in the exceptional position to have an almost perfect point source
at hand that can be used to experimentally determine the point-spread-function (PSF) of our
imaging system.
Measurement of PSF In order to determine the PSF with good signal to noise ratio, the
images of many isolated atoms are averaged. We thus evaporated the atomic cloud until only
about ten atoms remained in the single plane of the z-lattice. Then we lower the confinement
as much as possible without tunneling between the z-planes (15 Er) in order to maximize the
atom-atom distance. We take many of these picture, find all atoms with a “blob-detection”
algorithm (feature.blob_dog from scikit-image package [161]) and crop the images around
each atom keeping 24 by 24 pixel (5⇥5 µm) per atom. Each little image with one atom is
fitted with a 2d Gaussian to determine its center. As the atoms are, of course, not centered
with respect to the pixels, we upsample the images by a factor 8⇥8 without interpolation and
then average all atoms centered on this reduced grid. In order to avoid perturbations of the true
PSF, we enforce the following constraints on a detected blob to include it in the PSF average:
(a) No other atomic blob is detected within a 4 µm radius, (b) The central pixel of the atom
has at least 8 photons, (c) The blob is still present on a second image that is taken with a delay
of 1 second, (e) The fitted Gaussian waist is less than 420 µm. The last two constraints try to
filter out atoms that started to move or got lost during the exposure of the image.
Results The PSF of our imaging system is shown in figure 5.3. The central part is well
described by a 2d Gaussian profile with s1 = 310(3)nm and s2 = 368(5)nm along their main
axes, which are rotated by 30(1)  w.r.t. the x-axis.
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5.2.2 The Lucy-Richardson-algorithm
Given a measured image g(r), a known point-spread function p(r), and an error function that
is only given by shot noise fluctuations on every pixel, one can find the most likely distribution
f
⇤(r), that could have generated the given g(r).1 Lucy [162] and Richardson [163] developed
an iterative expectation maximization algorithm based on a Bayesian analysis.
Sketch of the derivation With Bayes’ theorem the probability P(f |g), that the atomic dis-
tribution was f given a measured g, can be expressed based on the probability P(g|f), that a
distribution f generates an image g,
P(f |g) = P(g|f)P(f)
P(g)
, (5.2.2)
where P(f)(P(g)) is the general probability that a distribution f (an image g) occurs, i.e.
without considering the current realization. If one assumes all distributions f to be equally
likely2, i.e. P(f) = c, one can maximize log [P(g|f)] w.r.t. f instead of P(f |g). Based on
the Poisson statistics of photon counts around the mean image f ⇤ p generated by a f , one can
express the probability to get a certain g by
P(g|f) = ’
r
(f ⇤ p)g
g!
e f⇤p, (5.2.3)
with the factorial and the exponentials meant as operations per pixel r. Taking the func-
tional derivative of log [P(g|f)] with respect to f and setting it to zero, one obtains3 with
p̂(r) ⌘ p( r) and I, the image with ones on each pixel:
d
df(r)
log [P(g|f)] = d
df(r)
✓
Â
r
g log(f ⇤ p) f ⇤ p
◆
= Â
r
⇣
C(r)z }| {
g
f ⇤ p ⇤ p̂ I
⌘
!
= 0 (5.2.5)
The solution of this equation f = f⇤ is the maximum likelihood distribution, which is thus
given by C(r) = 1 on every pixel. Instead of solving C(r) = 1 for f(r), which involves a
deconvolution, the Richardson-Lucy algorithm uses C(r) as a correction factor on a previous
guess fn to get an improved estimate fn+1
fn+1(r) = fn(r) Cn(r), Cn(r) =
g(r)
fn(r)⇤ p(r)
⇤ p( r). (5.2.6)
Obviously, f⇤ is a fix point of this iteration.
1 For notational simplicity the dependence on r will be implied for the rest of the section.
2 As we have a priori knowledge of the existence of a lattice structure, this is a simplification. Our additional
knowledge could be used to improve the algorithm in the future (see Sect. 5.2.3).
3 Note the general convolution identity for three functions of r:
Â
r
a(b⇤ c) = Â
r
b(a⇤ ĉ) (5.2.4)
and that I⇤ p = I⇤ p̂ = I because the PSF p is normalized.
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Figure 5.4. Richardson-Lucy deconvolution. (A) Deconvolution of ideal Gaussian peaks with the
R-L-algorithm. Relative change of the waist in one iteration step for an image with a blob of waist
s (blue) or
p
2s (orange) deconvolved with a PSF of waist s . In the first case the fixed point 0
is approached slowly, while in the second case the fixed point 1 is reached quickly. Arrows give the
direction of the iteration flow. (B) Example with an atom resolved image. The insets show a zoom into
the initial image and the converged result of the deconvolution. The main plot shows the evolution
of photon counts on marked pixels while the L-R iteration runs. Dashed lines are the bare algorithm
and solid lines show the accelerated version. We typically use the accelerated algorithm and stop
after 150 iterations. Arrows mark non-zero pixels which do not correspond to an atom, but result
from the over-fitting of noise.
Example: Gaussian blobs To get a feeling for the basic behavior of the algorithm it is
instructive to consider the deconvolution of an image with a perfect 2d Gaussian G(bs) with
waist bs by a Gaussian PSF G(s) with waist s . Starting with f0 = G(as), one obtains after
one iteration1
f1 = G(Saas) ⌘ G
 p
1+a2 (1+b2)
1+a2
as
!
. (5.2.7)
Thus the Gaussian shape is preserved and the waist changes by a factor Sa. To find the fixed
points of the iteration, one sets Sa = 1 and finds a f ix = 0 and a f ix =
p
b2  1. For b > 1 the
second one is obviously the solution and it is the only attractive fixed point (see Fig. 5.4 A). The
case b = 1 is the ideal scenario, where the deconvolution contracts the image to a delta-function.
In this case, the convergence of the algorithm becomes very slow at the end ( sn µ n 1/4, where
n is the iteration number). The slow convergence of the ideal image is no practical problem
as one can speed up the convergence (see Sect. 5.2.2) and stop the iteration once the waist is
much smaller than one pixel. The case b < 1, which is a blob that is smaller than the PSF, has
also a f ix = 0 as the only (real) fixed point and is thus contracted to a point.
1 2d Gaussian multiplication, division and convolution are given by
G(s)G(µ) µ G(s µ/
p
s
2 + µ2), G(µ)/G(s) µ G(s µ/
p
s
2   µ2) and G(s) ⇤ G(µ) =
G(
p
s
2 + µ2).
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Properties
• From equation 5.2.5 it is obvious that the fixed point of the iteration 5.2.6 is the opti-
mum f⇤, which is not only a stationary point of P(f |g), but even the global maximum
likelihood solution1 of the analysis [162].
• Due to its non-linear structure, the algorithm is capable of restoring structures with high
k-vectors in the image. It even tends to a sparse solution i.e. one where the counts on
many pixels are exponentially suppressed [164].
• If g, f0 and p have only positive entries, the algorithm ensures positivity for all fn and
the sum of all counts remains equal to those of the image g.2 This makes it very favorable
for our application where we want to assign photons to localized point sources.
• One problem of the bare Richardson-Lucy algorithm without regularization is its re-
maining instability because of the division involved3. Due to the convolution in the
denominator this is less dramatic than a direct division but the iterations can still pro-
duce pixel with unreasonable high counts. This can be avoided by a regularization [165]
or an addition of a background value b in the algorithm, replacing the denominator by
fn ⇤ p+b where b are the mean background counts on g, which can be either a constant
value larger zero or a background image. This ensures that the denominator never gets
too close to zero.
• A related issue of unregularized maximum-likelihood algorithm is the overfitting of
noise. Given only a single g to reconstruct f , the algorithm tends to find structures
in the noise that are unphysical. This can produce wrong peaks from regions with back-
ground counts only (see black arrow in Fig. 5.4 B). It can be avoided by either adding
constraints to the iteration or by simply stopping the algorithm before it produces too
strong features. In our images the background counts are sufficiently small, that these
little peaks do not matter, especially after integration per lattice site area.
Speed up by linear extrapolation The bare algorithm is rather slow meaning that consecu-
tive iterations do almost identical relative changes to f . This can be employed to significantly
speed up the algorithm by extrapolation [166]. The effect is presented in figure 5.4 B by track-
ing the value on some pixel while the iterations are performed with and without acceleration.
Typically the acceleration reduces the time for the same result by a factor of five, because five
times less steps are required4.
1 Note that this is not equivalent to minimizing the distance Âr(g  p⇤fn)2.
2 Âr fn+1(r) = Âr fn(r)
g(r)
fn(r)⇤p(r) ⇤ p( r) = Âr g
fn⇤p
fn⇤p = Âr g(r) using Eq. 5.2.4.
3 Performing a division y = a/x, where x is a non-negative random number following some distribution with a
finite density close to zero, the distribution for y has a heavy tail decaying with y 2 for large y and it has thus
infinite mean and variance. This holds even if the probability around zero is exponentially small.
4 Note that the run time per iteration is dominated by the calculation of the two convolutions. Here it
is important to use fft-based convolutions (scipy.signal.fftconvolve) that outperform real space calculations
(scipy.signal.convolve2d) for our image sizes by at least a factor of 50. Even faster is a direct calculation of the
convolutions because it allows use a saved Fourier transform of the constant point-spread-function p, instead
of calculating it twice per iteration step (once per call of fftconvolve).
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5.2.3 Possible improvements
The current implementation of the deconvolution does not use any prior information apart from
the point-spread-function. But we do have the additional a priori knowledge that our decon-
volved image consists of point sources localized at the pinning lattice sites. This information
can be used to restrict the space of possible outputs of the deconvolution algorithm to the ones
that are physically reasonable. Our current algorithm finds the most likely f⇤ from the space
(R+)#pixel because every pixel can show any positive real number. Instead one could directly
search within the set of all atomic distributions {0,1,2}#Lattice Sites. The much smaller target
space requires less input i.e. less photons to give high fidelity results. This allows in principle
to overcome the diffraction limit in resolution [167], which we would need to achieve if we
want to reconstruct on the pinning lattice sites. A practical implementation of such a Bayesian
approach needs an efficient algorithm to find the maximum within the target space, that is still
exponentially large.
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Figure 5.5. Photons per lattice site. (A) A fluorescence image with photons detected per pixel during
the 550 ms exposure. The reconstructed physics lattice sites are drawn as black dots. Black lines
mark the lattice site areas. (B) Deconvolved image within the brown box of A. Red lines separate
pixel that belong to different sites. (C) The reconstructed occupation per site with blue marking a
single atom and red a doubly occupied site. (D) The histogram of counts per lattice site average over
many shots (2500). The binning is over 10 photons. It shows a clear trimodal structure with peaks
for 0,1 and 2 atoms per site. The colored curves are Gaussian fits to these peaks, while the vertical
dashed lines separate the three regions. The inset is a zoom into the doublon peak (brown box).
5.3 Lattice occupation
5.3.1 Integration of counts
After deconvolution of the recorded image, the majority of counts is bunched on single pixels
(see Figs. 5.4B, 5.5B), but in principle the deconvolved image can still have counts on all
pixels. To get a number of photons per lattice site, these have to be summed over the regions
belonging to one lattice site. We define the area of a lattice site (n,m) as all points that are
closer to Rn,m then to any other Rn0,m0 . As the physics lattice grid is incommensurable with
the pixel grid, one has to deal with counts on pixel whose area belongs to several lattice sites.
Simulations showed that a higher reconstruction fidelity is reached when all counts from one
pixel are assigned to the lattice site of the center of this pixel instead of splitting the counts and
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assigning them proportionally to all sites whose area overlaps with the pixel1. The assignment
of counts to lattice sites is illustrated in figure 5.5 B.
5.3.2 Photon histograms
In a histogram of these photons per lattice site, one can see a trimodal structure (Fig. 5.5D).
Lattice sites tend to have about 0 or around 250 or about 600 photons. This allows to assign
the lattice occupation on every site. A detailed analysis of such a distribution shows that the
number of photons (widths of the peaks) is far from shot-noise limited but follows a much
broader distribution. One contribution of this broadening (see [89]) is the spatial inhomoge-
neous fluorescence rate over the size of the atomic cloud due to our pinning lattice beams of
only about 60 µm waist. A full understanding of the distribution and its width is, however, still
an open question. In the center the peaks are well described by Gaussians, but there are clear
deviations on the wings.
5.4 Summary and outlook
We presented in detail the image reconstruction process, i.e. the algorithms to obtain the atom
number per lattice site from the fluorescence images. First, we get the position of the lattice
sites by analysis of the reciprocal lattice vectors in a Fourier transform of the image. Because
the measured image is a convolution of the atomic distribution with the point-spread function
of our imaging system, a deconvolution with the Richardson-Lucy-Algorithm localizes the
photon counts per atom to an area much below the lattice spacing. This makes it possible to
unambiguously connect almost every photon to the site it originated from. A count histogram
finally allows to identify thresholds for zero, one and two atoms per site.
The algorithm works very reliably for images with at least 200 photons per atom. For
lower fluorescence counts, we see a worse separation of the peaks in the histogram resulting
in a lower reconstruction fidelity on some sites. We would like to reduce the required num-
ber of photons further because this can reduce the errors due to hopping and losses during
imaging (see chapter 4). Because our counts per atom show a spatial dependence, a first im-
provement could be reached by defining count thresholds locally instead of globally. Further
improvements are possible by assigning a probability to have e.g. zero or one atom on sites
whose counts are close the defined thresholds. Instead of a number (zero, one, two), the recon-
struction algorithm would assign e.g. 60% probability to be empty and 40% probability to be
singly occupied. This could be carried to the further analysis of physical properties. Finally,
the whole algorithm could be changed to Bayesian approach, where the a priori knowledge of
a lattice structure and of atoms with given fluorescence strengths is taken into account from
the beginning [167].
1 This leads to a varying number of pixels per lattice site. In our case there can be between 25 and 36 pixel
connected to one lattice site. Thus residual homogeneous background counts are unevenly distributed. But the
splitting of signal counts from one pixel leads to much larger errors as it is almost impossible to have signal
counts from two different lattice sites on the same pixel after deconvolution.
Chapter 6
Spin and Density Properties of
Fermi-Hubbard Chains
This chapter presents an overview of measurements with our quantum gas microscope. After
a general introduction into the analysis methods of site-resolved images (Sect. 6.1), the first
half of the chapter focuses on observables related to the density of the atoms. Our trap can be
treated as a varying chemical potential, which allows to extract thermodynamic relationships
in the metallic and insulating phase from the averaged density per site (Sect. 6.2). In addition,
our images provide full access to density fluctuations, which are suppressed in band- and
Mott-insulating states. A comparison of these fluctuations to the compressibility allows us to
confirm the fluctuation-dissipation theorem (Sect. 6.3).
In the second half of the chapter we turn to the analysis of spin correlations (Sect. 6.4). We
present the first observation of antiferromgnetic spin correlations with ultracold atoms beyond
nearest-neighbor distance in Hubbard chains. We study these correlations as a function of
interaction strength and density and show that these measurements provide a thermometer for
the spin sector of the system.
The results on ideal Fermi gases presented in this chapter are published in [32] and our first
demonstration of antiferromagnetic spin correlations are published in [71]. Note that the data
presented in this chapter is based on more recent measurements.
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6.1 Analysis of site-resolved images
A quantum gas microscope offers vast new possibilities and options to analyze many-body
systems. The traditional focus on local observables and two-point correlation functions is to a
large extent caused by the experimental possibilities to measure bulk properties and response
functions. Now, with the option to experimentally access higher order correlation functions,
more complex tailored observables can be used to reveal effects of interest1. The development
and proper understanding of the most suitable correlations for a given effect will present a
significant challenge. Here also the limited amount of data and robustness to experimental
errors need to be taken into account.
In this section, we present an overview of the observables used in this and the next chapter.
Starting from simple local averages, we present correlation functions, spatial averages and
conditional correlation functions.
Density and spin Using the reconstructed images (see Chap. 5) from the quantum gas micro-
scope, any analysis starts with the digital information of atom number and spin on every site
of the two-dimensional physics lattice for every image taken. These two three-dimensional
arrays (density/spin vs site along x, site along y and image number) are the raw information
(see Fig. 6.1) to calculate any observable that can be written as a combination of local particle
number operators (n̂",r, n̂#,r, r = (x,y)). With the density (n̂r = n̂",r + n̂#,r) and spin operator
(Ŝ zr = 1/2(n̂",r   n̂#,r)), simple observables are the local density nr and magnetization mr:
nr = hn̂ri =
1
Ns Â
t
nr,t , mr =
⌦
Ŝ zr
↵
=
1
Ns Â
t
Szr,t (6.1.1)
Here h. . .i describes the average over the Ns images labeled by t . The local density and spin
fluctuations are measured by the variance of the local distributions:
dn2r =
⌦
(n̂r  nr)2
↵
, dm2r =
⌦
(Ŝ zr  mr)2
↵
(6.1.2)
In contrast to measurements that are limited to the parity of the local density, the density vari-
ance is an observable which provides information that is independent from the mean density,
in our case. As both the density and the spin can take three different values in the single-band
Hubbard model, the local distributions are fully characterized by these four observables.2
Singlon density Besides the density and the spin, an important local observable is the parity
of the density
nsr = hn̂sri , n̂sr = n̂",r + n̂#,r  2n̂",rn̂#,r = 4
 
Ŝ zr
 2
. (6.1.3)
The operator measures if a site is singly occupied and it is sometimes called local moment [170],
but we prefer to call it singlon density in line with a hole and doublon density. Note that the
definition above only applies if n̂
s ,r is restricted to zero and one3.
1 Such measurements are possible with any microscope that can resolve individual particles faster than their
motion. Up to tenth-order correlations functions have been obtained in atom chip experiment [168] and also
very different systems like the new XFEL X-ray laser will provide access to high-order correlation functions
in space and time for molecules and other quantum materials [169].
2 There are only 4 possible states (hole,",#,doublon), so the distribution is fully given by three parameters. When
one looks at spin and density separately, each sector is characterized by its mean and variance.
3 Atoms in higher bands can produce pairs of atoms with the same spin on one site r.
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Figure 6.1. Cube of data. Illustration of the raw data consisting of holes (blue), spin ups (yellow),
spin downs (green) and doublons (red) on every site of the lattice (x,y) and on every image (t).
Averaging of the density along t gives the mean density (bottom) and along x gives the atom number
per chain per shot (right).
It is the direct observable of quantum microscopes that suffer from parity projection, but we
can calculate it from n̂",r and n̂#,r, of course. The advantage of n̂sr over n̂r is that it respects the
particle-hole symmetry around n = 1 of the FHM. For systems without doublons it is identical
to the normal density n̂r, while for spin balanced non-interacting atoms1 nsr = dn2r . It, thus,
serves as a reference for density fluctuations i.e. dn2r/nsr measures density fluctuations relative
to the trivial case.
For many-body states, which are almost products of local quantum state, like a band- or a
Mott insulator, the local statistics contain almost all informations. If, however, the tunneling
between the sites is relevant, one can expect interesting correlations between the events on
different sites.
Correlation functions In addition to the local observables, one can calculate spatial cor-
relation functions. The most import ones are the density-density correlator R(r,r0) and the
spin-spin correlator C(r,r0)
R(r,r +d) = hn̂rn̂r+di nrnr+d, C(r,r +d) = 4
 ⌦
Ŝ zr Ŝ
z
r+d
↵
 mrmr+d
 
, (6.1.4)
where the uncorrelated part has been subtracted and d is the relative distance. R(r,r +d), thus,
measures non-trivial density correlations like the density suppression around a particle due to
Pauli’s effect or repulsive interactions [171]. The spin correlator allows to detect antiferromag-
netic effects i.e. the anti-alignment of neighboring spins. The factor four is a normalization
such that a perfectly ordered Néel state has C(0,d) = ( 1)d .
1 Because:
nsr =
⌦
(n̂",r   n̂#,r)2
↵
=
D 
n̂",r  n",r +n#,r   n̂#,r
 2E
=
D 
d n̂",r
 2
+
 
d n̂",r
 2  2
 
n̂",r  n",r
  
n̂#,r  n#,r
 
| {z }
0
E
= dn2r for uncorrelated up- and down-spins.
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The related pair distribution function for fermions is defined as1
g(2)
s ,s 0(r,r +d) =
V 2
N
s
(N
s
0  d
s ,s 0)
 ⌦
n̂
s ,rn̂
s
0,r+d
↵
 d
s ,s 0d0,d hn̂s ,ri
 
, (6.1.5)
where V is the volume (number of sites) and N
s
is the number of particles with spin s . It
measures the probability (times V 2) to find a particle with spin s at site r and a second particle
with spin s 0 at site r+d. Correlations show up as deviations from g(2)
s ,s 0 = 1 and as a probability
density g(2)(r,r0) is normalized such that 1/V 2 Âr,r0 g(2)(r,r0) = 1.
If one ignores the spin, the analogous distribution function reads2
g(2)(r,r +d) =
V 2
N(N  1)
 
hn̂rn̂r+di d0,d hn̂ri
 
=
N
N  1
1
nrnr+d
 
hn̂rn̂r+di d0,d hn̂ri
 
.
(6.1.6)
The second expression allows for different local densities at r and r +d.
As we are working with an inhomogeneously trapped system, care has to be taken in the
averaging of the positional argument r. In general, the correlation functions are treated as sets
(with 0  d  dmax) of local observables e.g. Rr(d) and we specify how to average over r
depending on the circumstances.
As a comparison for our measurements, we give here the g(2) function of non-interacting
fermions in 1d with density nat T = 0 in an infinite system, which shows the famous Pauli hole
around d = 0:
g(2)
s ,s 0,free(d) = 1 ds ,s 0
✓
sin(pnd)
pnd
◆2
(6.1.7)
This also leads to non-zero antiferromagnetic spin correlations even for non-interacting fermions.
Spatial averaging Local observables can be summed or averaged over sets of sites to give
properties of the full cloud or specific subregions. We define the total atom number Ntot (to-
tal magnetization Mtot) of the cloud and the atom number (magnetization) per chain Nc(y)
(Mc(y)):
Ntot =
⌦
N̂tot
↵
=
⌧
Â
r
n̂r
 
, Mtot =
⌦
M̂tot
↵
=
⌧
Â
r
Ŝ zr
 
(6.1.8)
Nc(y) =
⌦
N̂c(y)
↵
=
⌧
Â
x
n̂x,y
 
, Mc(y) =
⌦
M̂c(y)
↵
=
⌧
Â
x
Ŝ zx,y
 
(6.1.9)
In addition, we have the possibility to choose the region for averaging of one operator based
on the mean per site of a different quantity e.g. to analyze the density fluctuations dn2r based
on the mean density or the spin correlations based on the mean magnetization.
1 The (N  1) factor in the denominator is important in small systems because there are only N  1 particles left
that can be found at r +d if there is a particle at r and one is looking at identical particles.
2 It can be derived from Eq. 6.1.5 by summing the four g
s ,s 0 terms, weighted by the probability to draw that
spins combination p
ss
0 =
N
s
(N0
s
 d
s ,s 0 )
N(N 1) .
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Conditional observables and higher order correlation functions A powerful tool of the
analysis is the calculation of conditional observables. We define in general
O =
⌦
Â
↵
B̂=b =
D
P̂B̂,bÂP̂B̂,b
E
D
P̂B̂,b
E (6.1.10)
as the expectation of operator Â on the subset of the data, where some condition is true i.e. B̂
takes the value b as enforced by the projection operator P̂. Some examples:
• For A = Ŝ zr , B = n̂sr0 and b = 0, O is the mean spin on site r given that site r
0 is empty or
doubly occupied.
• In the case of A = n̂x,y, B = N̂c(y) and b = 10, one obtains the density on site (x,y) under
the condition that the chain y has 10 atoms in total.
The difference to the filtering of the last section is that here we select based on the outcome of
an individual realization i.e. a selection in time not in space. Of course, one can also combine
both by selected spatial averaging of a conditional observable.
There are many applications of such observables, which can unveil information that is
otherwise hidden in the averaging by the measurement process. One can e.g. reduce the ex-
perimental fluctuations in the preparation of the system, filter out obvious errors or unwanted
events or bin one observable by a second one. Care has to be taken, of course, to understand
systematic effects induced by imposing any condition. In general, one can distinguish two
cases. If the operator B of the condition commutes with the Hamiltonian, O simply measures
within a separated subspace of the Hilbert space. The total atom number, for example, is a
conserved quantity of the Hubbard model. A condition N̂ = N changes the ensemble analyzed
from the usual grand canonical to a canonical ensemble, but one can still expect thermal distri-
butions. In the opposite case of an arbitrary condition that is not related to some conservation
law, the conditional observable should rather be understood as a notation for a normalized
higher order correlation function. The next chapter deals in detail with an analysis of spin
correlations around holes, that fall into this category (Â = Ŝ zr Ŝ
z
r0 , B̂ = n̂r00 , b = 0).
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Figure 6.2. Single-site resolved density distribution. (A) Fluorescence image of a cloud with about
750 non-interacting atoms. (B) Reconstructed distribution of atoms from (A) (C) Density distribution
obtained from averaging 450 images.
6.2 Density
The local particle density n̂r is the most basic observable of our microscope. Thanks to the
detection of more than one particle per site, we directly measure the true density and study the
transition from Mott insulator to metal. The paramagnetic Mott insulating state has been ob-
served in seminal ultracold atom experiments involving trap-averaged quantities and, recently,
at the single-atom level [57, 58, 170, 172–176].
In a grand-canonical ensemble1 the density is a function of the chemical potential and tem-
perature. Within the local-density approximation (LDA), one can describe the inhomogeneous
system locally by an infinite homogeneous system with the same density. The local chemical
potential µ(r) is given by
µ(N,r) = µ(N) V (r), (6.2.1)
where µ(N) is the global chemical potential related to the atom number N and V (r) is the local
potential2. A measurement of the density as a function of the chemical potential and the tem-
perature allows to construct the equation-of-state (EoS) of the system. Detailed experimental
studies revealed the EoS for scale-invariant systems (unitary Fermi gas [24], BKT [177]) and
for the density sector of the Fermi-Hubbard model for two [175] and more [178] spin states. In
reverse, a known EoS allows to extract temperature and/or chemical potentials from measured
density distributions.
6.2.1 Non-interacting fermions
We start our analysis with a simple cloud of spin-polarized fermions, which are always non-
interacting in the ultracold regime. Figure 6.2 shows an example of an individual image, its
1 The full system is closed, but sufficiently small parts of the system can be treated in the grand canonical
ensemble with the rest serving as the bath.
2 Depending on the system, N is the atom number per 1d chain or of the 2d cloud.
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reconstruction and the spatial density distribution nr, obtained by averaging the occupation of
every site over several hundred images. The density distribution reflects the variation of the
underlying potential of the laser beams. The density is highest in the center and then decreases
to zero towards the edges. In addition, to the general harmonic confinement, we observe static
imperfection on large scales, which produce the irregular structure. There are several phases
present in different regions of the cloud. In the case of non-interacting spin-polarized fermions,
these are
• A metal in the lowest band at densities below one particle per site (blue, green) on the
outer ring.
• A band-insulator (BI) with a filled first band with a density of one (yellow). Due to
its incompressibility there is a large area of constant density even in an inhomogeneous
potential.
• A metal in the first excited band with densities between one and two (orange).
For atoms in the lowest band, the band-insulator is a direct consequence of Pauli blocking,
which prevents more than one atom per lattice site, and it is thus a pure quantum effect. The
quality of this band-insulator can be quantified by the density fluctuations, which tend to zero
as the occupation is always one atom per site. Due to the second band and a finite temperature
as well as due to experimental imperfections, we measured local fluctuations in the band-
insulator of dn2r/nr = 0.06(3) which is an almost 12 dB suppression compared to classical
particles, which would show dn2r/nr = 1. The fluctuations correspond to an entropy per par-
ticle of only 0.3(1)kB. This low value can be reached because of the large gap to the next
band. If one creates such a band insulator with two spin states in the superlattice, one can
hope to adiabatically transfer the state with its low entropy into a Mott insulator by splitting
each site [65]. For details of our analysis of the non-interacting system including an analysis
of density correlations see [32, 89].
6.2.2 Interacting fermions
Non interacting atoms are great to benchmark an experimental setup or an analysis technique,
but the interesting physics of quantum many-body systems requires interactions between the
atoms.
With a |1i, |2i mixture of lithium atoms in our physics lattice, we produced Hubbard
systems in one and two dimensions with interactions up to U/t = 181. We worked with spin
balanced systems only so far and realized Mott insulator of up to 200 atoms.
Detailed characterizations of density related properties of the two-dimensional Fermi-Hubb-
ard model down to temperature T/t = 0.6 have been performed recently in several groups [170,
174–176]. The measurement of density distributions requires high-resolution imaging, but
not necessarily to the level of single sites. In this section, we present our analysis of a one-
dimensional chain2 at U/t = 8 highlighting our analysis method, which is unique to quantum
1 Interaction U and hopping rate t are set by the lattice depth and the scattering length. At scattering lengths
above as ⇠ 2000aB we start to see three-body losses and very low hopping rates t require deep lattices, which
lead to a strong confinements and thus small systems.
2 We generated one-dimensional chains by splitting of our 2d cloud with a strong lattice in y-direction (Vy =
17Eyr , ty ⇠ (2p h̄) · 5Hz) and worked for the experiment in this section at tx = (2p h̄) · 400Hz. Details of the
preparation are given in Sect. 7.2.
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Figure 6.3. Density in a single Hubbard chain vs total atom number. (A) The local density in row
y = 0 (cf. Fig. 7.3) for N = 6   19 atoms per chain. The density depends on the local chemical
potential µ(N) V (x) with a chemical potential µ(N) = 0.52(9)N that is almost proportional to the
total atom number N. (B) The local potential V (x) for the same chain (points) with reconstructed
chemical potentials for given atom numbers (dashes lines). Deviations from a harmonic confinement
are due to imperfections of our lattice beams. The blue and red shadings indicate the ground and
Mott band with bandwidths of (2p h̄) ·1.6kHz.
gas microscopes. It relies on the precise determination of the chemical potential µ for each
atom number in the chain.
Density in Hubbard chains with N atoms We have access to the exact atom number per
chain of every run. This allows to sort the data of one chain by its total atom N. For notational
simplicity, we drop the index c in this section. The density
n(x,N) = hn̂xiN̂c=N (6.2.2)
gives the mean occupation of site x for N atoms in the chain (Fig. 6.3A). Taking the known
potential per site1 (Fig. 6.3B) and a global chemical potential approximated2 by µ(N) = a(N 
1 We calibrate our potential V (x,y) with single-site resolution by analysis of the density of a weakly interacting
gas with known equation of state.
2 In principle one can keep µ(N) completely arbitrary and determine a value for each N. But we found an almost
linear relationship (µ(N) µ N) in all cases due to the constant density of states in 1d harmonic oscillators. So
an expansion of µ(N) to second order around a central value e.g. N0 = 10 is sufficient to capture our deviations
from an harmonic potential.
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Figure 6.4. Density and compressibility vs chemical potential. (A) The density as a function of
the chemical potential obtained by plotting the entries of n(N,x) in figure 6.3 vs µ(N) V (x). The
different colors correspond the different atom numbers per chain, N, and the gray shading indicates
the width of the ground and Mott band. (B) The compressibility (times density squared) as a function
of the chemical potential obtained from the derivative of (A). There is a clear dip at half filling
(µ = U/2 w 4t) reflecting the low compressibility of a (thermal) Mott insulator. Black dashed curves
are the theoretical predictions based on the two band model from Eq. 6.2.4 for a FHM at U = 8 t and
a fitted T = 0.94 t. All data is from the single line y = 0.
N0)+b (N  N0)2, equation 6.2.1 assigns a local chemical potential to every entry in the (x,N)-
plane. Every column in figure 6.3A thus represents the density of the system at a position x
for a scan of the chemical potential just with different offsets V (x) per site. As n(µ) for
µ = µ(N) V (x) should be a single curve independent of x and N, one can fit for a and b
and obtain the equation of state (Fig. 6.4A). The data indeed collapses on a single line for
a = 0.52(9) and b =  0.002(7) (N0 = 6). While this equation of state has been measured
before, we like to stress that the analysis used just 21 sites of a single chains at constant
experimental parameters. The quite good resolution of the EoS results from the intermediate
sorting of the data by chain atom number N.
Two band model One can calculate the density of the strongly repulsive system by a sim-
ple two band model. For U ! • it is well known that bosons in one-dimension fermion-
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ize [179] i.e. most properties can be derived from identical fermions. The same is true for the
charge properties of strongly repulsive spin-full fermions of the FHM, which can be mapped
to spinless non-interacting fermions [104, 180]. At finite interaction U   W = 4t, one can
introduce a second band (Mott band) shifted by energy U relative to the ground band (see
illustration in Fig. 6.3B). Instead of two strongly interacting spin states, one has two non-
interacting fermions, with chemical potentials that differ by U . For these, thermal properties
can be simply calculated by integration over the Fermi distribution functions f (k)
f (k) =
1
eb (e(k) µ) +1
, fU(k) =
1
eb (U+e(k) µ) +1
, with: e(k) =  2t cos(k), (6.2.3)
where b = 1/T and the wavevector k is measured in units of the lattice spacing. E.g. the
density can be calculated numerically from a simple integral:
n(µ,b ) =
Z
p
 p
dk
2p
( f (k)+ fU(k)) (6.2.4)
This two band model is inaccurate when it predicts a particle of the upper band on a site that
is not occupied by a particle of the lower band because physically the upper band only exists
on occupied sites. Thus, the model works well for temperature T ⌧ U , where the lower band
is almost filled before the upper band gets populated. In one-dimension it is expected to work
especially well because the lowest corrections of order J = 4t
2
U do not affect the density due to
spin-charge separation. This simple non-interacting model does not account for particle-hole
fluctuations, so it is inaccurate for e.g. the variance of the density. Popular high-temperature
expansion [181] in t/T and t/U , on the other hand, suffer from unphysical ringing1 for T < t
even for the density.
We obtain very good agreement of our experimental density curve n(µ) with the two band
model at a temperature of T = 0.94(9) t (Fig. 6.4A). This is an important result because it
confirms that the realizations with different atom numbers Nc are still described by the same
temperature. This is not obvious because different atom numbers per chain can lead to differ-
ent temperatures even if they are created from the same thermal two-dimensional cloud: We
still change the lattice potential adiabatically after the different chains became disconnected.
During this process not the temperature but the entropy is conserved and each Nc-ensemble
can evolve differently.
6.2.3 Compressibility
The compressibility is related to the density via,
k =
1
n
∂n
∂P
=
1
n2
∂n
∂ µ
, (6.2.5)
where P is the pressure and dP = ndµ . From the n(µ) data one can thus obtain the compress-
ibility k(µ) by a derivative with respect to µ . To avoid the divergence for n ! 0, we look
at a normalized compressibility kn2 (Fig. 6.4B), which is obtained by averaging the density
n(µ) in small bins of the chemical potential and calculating finite differences. The normalized
compressibility peaks for a chemical potential of zero, which corresponds to quarter filling or
1 A converging expansion n(µ, t/T ) = Âi ai(µ)(t/T )i with t/T > 1 shows unphysical oscillations in n if stopped
at series element imax.
6 SPIN AND DENSITY PROPERTIES OF FERMI-HUBBARD CHAINS 87
one atom per two sites, which is the expected behavior for spinless non-interacting fermions
at this density. The compressibility shows the symmetry of the FHM around µ = U/2.
Once again, we find excellent agreement with the two band model and the amplitude of
the dip due to the Mott insulator at µ = U/2 w 4 t is in agreement with a charge temperature
T/U = 0.12(1). The compressibility vanishes completely only at T = 0 and n = 1, so strictly
there is no Mott insulator at finite temperatures.
The large variance and uncertainty on the data points of the compressibility is a conse-
quence of the derivative on noisy data1.
Further thermodynamic properties can be derived from the equation of state. Experiments
with potassium recently derived the pressure and the thermodynamic entropy from the n(µ)
relation [182]. We will next turn to the analysis of fluctuations, which we can directly measure
and thereby confirm the fluctuation-dissipation relations to the compressibility.
1 With a different analysis methods smooth results could be obtained. If one first fits n(µ) with a spline (e.g.
scipy.interpolate.splrep) and then takes the derivative of the spline function, the final compressibility curve is
smooth. Of course, the uncertainty of the resulting curve remains.
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6.3 Density fluctuations
In addition to the mean density, we have access to all orders of density fluctuations. One needs
to distinguish between fluctuation due to unstable parameters or experimental imperfections
and quantum or thermal fluctuations. The latter contain important information about the many-
body wavefunction or the temperature of the system. Once all experimental fluctuations are
controlled or can be measured, a fluctuation of some variable is a physical observable just
like a mean. Typically the relevance of fluctuations scales with the inverse square root of the
system size, so a single lattice site provides the largest possible fluctuation signal.
Fluctuation-dissipation relation Fluctuations of an equilibrium system are generally linked
to the response of the system to weak external perturbations. First described by the Einstein-
relation [183–185], which connects the friction in a liquid to the Brownian motion of a sus-
pended particle, fluctuations-dissipation relations can be derived for many properties [186].
The density fluctuations are related to the compressibility, which is obvious from the ex-
pression of the density as a thermal average (b = 1/T )
hn̂r(T,µ)i =
Tr n̂re b (Ĥ µN̂)
Tre b (Ĥ µN̂)
. (6.3.1)
The compressibility k as the derivative with respect to µ is thus always proportional to the
sum of all density correlations
n2r kr =
∂ hn̂ri
∂ µ
=
1
T Âr0
(hn̂rn̂r0 i  hn̂rihn̂r0 i) (6.3.2)
because the total particle number is N̂ = Â0r n̂r0 . The ratio of compressibility to fluctuations is,
therefore, a constant, which is given by the inverse of temperature times density square. It is
important to note that the relation 6.3.2 is valid for each position r and does not rely on the
homogeneity of the density.
We are in the positions to experimentally verify this relationship for a strongly interacting
quantum system because we can measure
• the compressibility by taking the derivative of the measured density n(µ), where the
chemical potential is derived from the analysis of atom number per chain and/or from
the confining potential in LDA (see Sect. 6.2.3),
• the density fluctuations over arbitrary distances from a correlations analysis of the single-
site resolved images,
• the temperature from the density distribution n(µ) by comparison to some theory e.g. in
the low density wings.
For the FHM, the on-site fluctuations (variance) of the density (Eq. 6.1.2) have been measured
for a large range of densities, interactions and temperatures by the group of M. Köhl [187].
They also had access to the compressibility and the temperature but they could not measure
the non-local correlations r 6= r0. Instead they used equation 6.3.2 to derive these as the miss-
ing part to fulfill the relation.
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Figure 6.5. Density fluctuations. The measured density variance dn2 per site vs the measured density
n of chain y = 0 (blue points). Data has been sorted by atom number per chain and binned with width
0.025 density. The variance for hard core fermions at U ! • (blue line) expresses the simple n(1 n)
variance of a binomial distribution for holes and doublons. At finite T/U or t/U the lobes start to
connect. The orange line has been calculated at the experimental values U/t = 8 and T/t = 0.94
from the two-band model. It shows the melting of the Mott insulator due to thermal excitations at
n = 1. We can match our data well if we include to this result the variance due to hopping (2.5%)
and losses (0.5%) during our imaging (green curve). The uncertainties of the data points (1 SEM)
along the n and dn2 axis are strongly correlated because no events can occur below the blue curve.
The variance is much lower in comparison to non-interacting fermions (dashed line).
Here, we present the confirmation of the fluctuation-dissipation relation for the density
by obtaining all three contributions experimentally for a one-dimensional Hubbard systems at
U/t = 8, T/t = 0.94 and mean densities up to 1.5 particles per site. In addition, a careful
analysis of detection errors allows to obtain good agreement with theory.
6.3.1 Density variance
We can directly calculate the variance per site from the measured distribution of densities.
Plotted against the local density (Fig. 6.5), we obtain a curve dn2(n). We see a double lobe
structure of two binomial distributions with strongly reduced local fluctuations around a den-
sity of n = 1 due to the repulsion. The almost symmetric structure towards n = 0 and n = 2 is
given by the particle-hole symmetry. At U ! • the local density distribution of the FHM is
given by two binomial distributions, one for the ground band and one for the Mott band. This
fixes the variance as a function of density to two parabolic lobes. At finite interaction, thermal
and quantum fluctuations increase the variance, especially around n = 1.
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In the simplified model of an independent ground (G) and Mott band (U), the variance is
given by (see Eq. 6.2.3):
dn2 =
⌦
n̂2
↵
 n2 =
Z
p
 p
dk
2p
 ⌦
(n̂G(k)+ n̂U(k))2
↵ 
 n2
=
Z
p
 p
dk
2p
( f (k)+ fU(k)+2 f (k) fU(k)) n2
= n n2 +2
Z
p
 p
dk
2p
f (k) fU(k)
| {z }
c
µ
(6.3.3)
For U   T the integral gives c = (n 1) if n > 1 (µ > U/2) and zero otherwise, which results
in the double lobe structure shown in figure 6.5. This is the exact limit for U ! • at fixed T
and t, but misses the quantum fluctuations (particle hole pairs) for T ! 0 at nonzero t/U . The
integral c at finite T/U captures thermal excitations, which raise the variance around n = 1,
but still give lower variance than the one observed.
Effect of detection errors The extra variance and the slight deviations from the symmetry
around n = 1 in our data can be explained by the losses during the imaging (see Chap. 4).
While a detection error on the order of a few percent has only small influence on the mean
density, its contribution to the variance is substantial.
Given a probability p  not to detect an atom on its correct site and a probability p+ to
detect an atom on a site1, where it did not originate, the detected density2 ñ is related to the
true density n via ñ = n(1  p )+ p+. The detected variance d ñ2 can then be calculated as a
function of the true variance dn2 as
d ñ2 = dn2
 
1  p 
 
+ p (n2   c
µ(n))+ p
+ (6.3.4)
= ñ  ñ2 + c
µ(n(ñ))(1 2p )+2p+ñ. (6.3.5)
In the second line, we re-expressed in terms of the measured density ñ as plotted in figure 6.5.
Note that p  > p+, ñ < n for most densities, and c
µ(n) > cµ(ñ), thus the detection errors al-
ways increase the variance, as one would expect. Including these detection error, the calculated
variance matches the measured one very well (see Fig. 6.5).
A crucial step to obtain the low variance around n = 1 is the sorting by chain atom number
Nc (see Sect. 6.2.2). This removes density fluctuations due to fluctuation of Nc leading to
varying chemical potentials from shot to shot. These are large because of the relatively small
size of our chain. We can i.e. consider a canonical instead of a grand-canonical ensemble3.
The many-body wavefunction (or thermal density matrix) in the lattice prior to imaging is
different for runs with different number of atoms in the same chain and the resulting variance
of the density can be identified as a change of mean density instead of a thermal fluctuation of
the 1d-system.
1 p  and p+ are related to the hopping probability ph and loss probability pL per atom via p  = ph + pL and
p+ = phn̄. Here n̄ ⇡ 0.5 is the mean density over a typical hopping distance.
2 The notation is only used in this paragraph. Everywhere else, including in the figures, the measured density is
labeled n.
3 The local sites, however, are still described in a grand-canonical ensemble with the rest of the chain serving as
the (finite) bath.
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Figure 6.6. Density correlations. (A) The density correlations R(d) = hn̂rn̂r+di  n̂rn̂r+d vs measured
density as defined in the main text. For distance d = 1 (blue) we see quite strong negative correlations
as expected for repulsive fermions. Around density one, these are the particle-hole pairs of the
Mott insulator and at lower densities they arise from tendency towards a charge density wave. The
theoretical prediction from the two band model at U/t = 8 and T/t = 0.94 (solid lines) captures
the basic trend, but can not account for all correlations because it does not include the particle-hole
fluctuations nor our experimental imperfections. The obtained density correlations at d = 2 (red) and
d = 3 (green) are weaker and they are dominated by a negative offset due to the analysis at fixed atom
number (in analogy to the spin correlation offset in Appendix B.3). The large errorbars for n > 1.1
are due to low statistics at these densities. (B) The measured pair distribution function g(2)(d) for
n = 0.4 (blue), n = 0.6 (red) and n = 1.0 (green). The strong correlation hole around d = 0 is due to
repulsive interactions and the fermionic nature of the atoms. The negative systematic offset from (A)
is no longer present due to the proper normalization (Eq. 6.1.6) and g(2) ⇡ 1 + 1/L is the limit for
large distances in a system of size L. We do not expect to see Friedel-oscillations at our temperatures.
6.3.2 Density correlations
The analysis of two-point density correlations R(d) is straight forward from a given data set.
We calculate hn̂rn̂r0 i for all pairs (r, r0) within the same chain where the average runs over
all images with the same number of atoms in this chain. The resulting bare correlations thus
depend on four indices (y, x, x0 = x + d, Nc). Each correlation is associated with the mean
density n of the d + 1 sites connecting r and r0 by averaging the occupations over the same
subset of the data i.e. a different density for each (y, x, x0, Nc). We then bin these densities
for each relative distance d in groups of width Dn typically 0.05 and average the associated
correlations within each bin. The resulting data now depends only on d and n.
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The density-density correlation R(d) (Eq. 6.1.4) for d = 1 are all negative and their magni-
tude shows a peak of R(1) =  0.0561 at n ⇡ 0.5 (Fig. 6.6). This value needs to be compared
with  0.25, which is the maximally possible correlation value2 corresponding to a charge-
density wave, where every atom is followed by a hole. Due to three reasons, we do not see
correlations beyond d = 1, however: The finite temerature, the 1d-nature, which allows at the
most for algebraically decaying correlations and the inhomogeneous density in our trap.
At low densities correlations scale like n2 as expected for non-interacting atoms and at
n = 1 we observe R(1) =  0.011, which we associate with the particle-hole pairs in the Mott-
insulator [27]. Taking a first order estimate, we would expect a particle-hole probability pd/h
of 2(t/U)2 whenever the two neighboring atoms are of opposite spin. From our spin correlation
measurements (see Fig. 7.5 for spin correlations of this data set) we know that anti-aligned
spins on neighboring sites occur with a probability of about 65%. This gives pd/h ⇡ 2%,
slightly higher than the observer value, which could be due to higher order corrections at
U/t = 8.
The measured correlations R(d > 1) are all negative, which has a simple statistical reason
from the finite system size: If one detects a particle at r, there are only N  1 particles left, so
it is less likely to find a particle at r0 compared to the unconditioned case.
Pair distribution function This effect is taken into account with the properly normalized
pair distribution function g(2)(d) (Eq. 6.1.6). At d = 0 we see strong anti-correlations, which
are nothing but the suppression of the variance (Fig. 6.5) below the value for independent
particles. Non-interacting fermions have g(2)(0) = 0.5 because identical fermions are fully
anti-correlated g(2)
s ,s (0) = 0 and particles of different spin are uncorrelated g
(2)
s ,s̄ (0) = 1. The
suppression below 0.5 is thus due to the repulsive interactions and g(2)(0) would reach zero
for U ! •.
This correlation hole extends to finite distance with a range of about 1/n (cf. Eq. 6.1.7).
We see significant correlations only for d = 1 and find g(2)(d > 1) & 1. Values above one
are expected in a finite system of size L with a correlation hole around zero because of the
normalization: Âd g(2)(d) = L.
6.3.3 Fluctuation-dissipation relation
We can now compare the compressibility (Sect. 6.2.3) to the sum of all density fluctuations
(Fig. 6.7). To this end we multiply the compressibility k(n)n2 obtained in Sect. 6.2.3 with the
temperature that we got from the comparison of the density distribution to the theory and com-
pare to the on-site correlations dn2, to the sum of non-local correlations Âd R(d 6= 0) and to the
sum of all correlations. While the on-site fluctuations are larger than the compressibility [187],
the non-local contributions fill the difference and we can experimentally confirm the relation
k(n)n2T =
*
L
Â
r0=1
hn̂rn̂r0 i  hn̂rihn̂r0 i
+
n(r)=n
(6.3.6)
at U/t = 8, T/t = 0.94 and densities 0 < n < 1.2 within the errorbars (~10%). Here r0 runs
over all sites of a Hubbard chain (including sites of different density) and the average over r
1 We do not show uncertainties on these numbers because the statistical SEM is only about 0.0004 because more
than 20 000 data points are averaged for each density value. Systematic effects thus dominate which are hard
to quantify.
2 In a system without doublons.
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Figure 6.7. Compressibility and fluctuations. Experimental confirmation of the relation (Eq. 6.3.2)
between compressibility, density fluctuations and temperature. The compressibility kn2T (red circles)
as a function of the local density n is calculated as the derivative of n(µ) for density data from the
central three chains of the experiment (Sect. 6.2.3 and Fig. 6.4B). The on-site R(d = 0) (dark blue
diamonds) and non-local Âd R(d 6= 0) (light blue diamonds) correlations (Figs. 6.5,6.6A) can be
added to give a line (blue circles), which matches the compressibility scaled with the temperature T =
t at all densities. This relates the response of the system to an external pressure with the equilibrium
fluctuations of the many-body system.
is taken within density bins as described in section 6.3.2. In order to increase the statistics, we
combined data from the central three chains of the system, which show the same temperature
T/t = 0.94(5). We note a slight asymmetry of the correlation curve which peaks below n = 0.5
and we link this to a weak systematic effect at low densities.
Finally we like to stress the connecting of this relation to the order parameter of the Mott
insulator. The Mott insulator is defined as the state with zero compressibility [1], so the sum
over all correlations vanishes according to equation 6.3.6. The individual summand can still be
non-zero due to quantum fluctuations, but all fluctuations have to occur as particle-hole pairs
to keep the sum at zero. This is exploited in the construction of the Mott order parameter in
terms of a string operator [27, 188, 189]
O(l) =
⌧
( 1)Â
x0+l
x=x0(n̂x nx)
 
, (6.3.7)
which stays finite even for l to infinity, i.e. liml!• O(l) 6= 0, because fluctuations only come
as bound pairs at T = 0.
Model independent temperature One can invert the relation 6.3.6 and use the measure-
ments of compressibility and correlations to derive the temperature T . This has the advantage
that it does not depend on a model because both k and R(d) can be calculated from the data
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without any reference to theory [190], which might not be available for strongly interacting sys-
tems in higher dimensions. Using this approach, we obtain a temperature of T/t = 0.99(15),
which is only a factor of three less precise than the temperature derived from comparison to
FHM calculations. The largest contribution to the uncertainties comes from the compressibil-
ity, which could be improved by more statistics or a more sophisticated method to take the
derivative.
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Figure 6.8. Image of a spin chain with antiferromagnetic correlations. Spin chain with 15 spins
that shows Néel order. The spin is encoded in the vertical direction due to our local Stern-Gerlach
splitting. Such ordered realizations occur by chance1, because in one dimension the Heisenberg
ground state differs from a Néel state by strong quantum fluctuations.
6.4 Antiferromagnetic correlations in spin chains
The study of quantum magnetism with Fermions in optical lattices has been a central goal for
more than one decade. The Hubbard model supports antiferromagnetic correlations below a
“critical” entropy per particle of s⇤ = S/NkB = ln(2) [60, 191, 192] in all dimensions. The ex-
perimental realization of the required low entropy lattice fermions has proven to be extremely
challenging, making the observation of longer ranged antiferromagnetism difficult. Important
progress in revealing magnetic ordering in the Hubbard model has been reported with the obser-
vation of nearest-neighbor correlations via singlet-triplet spin oscillations [67, 193, 194] and
short range correlations deduced from optical Bragg spectroscopy [68]. However, for global
observables the detection of the onset of magnetic order is complicated by the inhomogeneity
of the trapped samples, in which different phases coexist. Microscopic control or detection
helps to overcome this limitation, and the analogue of antiferromagnetic correlations has been
measured in small systems of up to three fermions [195]. Soon after the realization of Fermi
microscopes [29–32, 123], we and three other groups succeeded to image spin correlations
over several sites in Fermi-Hubbard systems [71–74] and even an antiferromagnetic phase has
been demonstrated by now [75].
In this section, we report on a site- and spin-resolved study of antiferromagnetic correla-
tions in one-dimensional spin-1/2 Hubbard chains. Importantly, true long range order is absent
in the 1d Hubbard model even at zero temperature [54, 192], and the resulting algebraic decay
of the correlations is significant even on a distance of a few sites [60, 196].
Our measurements reveal finite-range antiferromagnetic Heisenberg correlations extending
over up to four sites. The results are in good agreement with quantum Monte Carlo simulations
and can be described by the analytic expression from bosonization theory (Eq. 2.3.4). Further-
more, we measured the strength of the spin correlations for increasing interactions, which are
consistent with isentropic lattice loading. Finally, we observed spin wave correlations away
from half filling that are stretched in space by the amount of doping.
6.4.1 Spin correlations vs distance
First, we analyze the spin correlations C(d) = 4(hŜzi Ŝ
z
i+di hŜ
z
i ihŜ
z
i+di) between the spin opera-
tors Szi = (n̂i,"   n̂i,#)/2 versus distance d. To this end, we fixed the s-wave scattering length to
2390(30)aB, where aB is the Bohr radius, corresponding to U/t = 8.2 and took a high statistics
dataset of 1900 individual pictures. Our first analysis of the Mott insulator involves all sites
1 We find spins with perfect Néel order (along z) in 0.9(3)% of all spin chains with 15 singly occupied sites. For
random spins one expects only 2 14 = 0.006% such events, while the overlap of the L = 15 Heisenberg chain
with the Néel state is still only 6.3% (obtained by exact diagonalization).
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Figure 6.9. Antiferromagnetic spin correlations versus distance in spin chains. Measured spin
correlations C(d) at U/t = 8.2 for a Mott insulator (density nr 2 [0.95,1.05]) (blue circles). The
staggered behavior directly visualizes the antiferromagnetic nature of the correlations. Correlations
up to four sites are statistically significant. The transverse correlations (gray line) vanish within
their 1 SEM uncertainty (light gray shading). The dashed black line gives the finite size offset (see
Appendix B.3), which is subtracted before comparing to theory. The green crossed symbols behind
the blue dots are QMC-results of the FHM for a homogeneous system at half-filling corresponding to
entropies per particle of s = 0.41(1) and the red line a is fit with the Luttinger expression (Eq. 6.4.1)
consisting of a decaying term A(d) and an decaying oscillatory term B(d)( 1)d. (Inset) Staggered
spin correlator Cs(d) = ( 1)dC(d) (dark blue circles) in a logarithmic plot. The oscillating part
B(d) (light blue circles), obtained by subtraction of the fitted A(d), shows an exponential decay
B(d) µ exp( d/x ), with a decay length of x = 1.2(1) sites for d > 1. At d = 1 the deviation of the
sinh (red line) from the simple exponential (black line) becomes visible. All error bars represent 1
SEM.
with an average density in the range nr = 1 ± 0.05. Furthermore, we disregard some of the
lattice sites, on which the Stern-Gerlach based spin detection is biased due to lattice inhomo-
geneities [71, 112]. The observed strong nearest-neighbor correlations of C(1) =  0.410(5)
correspond to 68% of the expected zero temperature signal in the Heisenberg limit [60, 196]
(see Fig. 6.9). The absence of correlations between different chains in y-direction confirms the
independence of the chains and serves as a check against systematic errors in the analysis. Due
to the finite length of our chains and sub-shotnoise magnetization fluctuations (4(dMc)2 < Nc)
the correlations show an offset, which we correct for (see Appendix B.3 for details).
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Comparison to Quantum Monte Carlo Simulations To quantify our results, we compare
the spin correlations to Quantum Monte Carlo (QMC) calculations1 for the homogeneous Hub-
bard chain. We find an excellent agreement of the first four data points at d = 1 . . .4 at a temper-
ature of T = 0.233(5) t = 0.48(1)J, which corresponds to entropy per particle s = 0.403(7)
significantly below s⇤ = ln(2). Calculations are performed at thermal equilibrium between
spin and charge degrees of freedom. There is strong evidence that our experimental measure-
ments are performed with T
r
> T
s
.2 At half filling and U & 7 the charge temperature however
has almost no impact on spin correlations, so we believe our (spin) temperature estimate to be
valid.
Correlation length A simple exponential fit to the rectified correlations ( 1)dC(d) for d > 1
gives a correlation length x̃ of 1.27(15) sites (see inset of Fig. 6.9). The d = 1 correlations
differ from this exponential by 0.14 or 28s and also the other data points show a systematic
oscillation around the exponential. These deviations from a simple exponential decay can be
understood from bosonization theory.
Comparison to bosonization A treatment of the Fermi-Hubbard model based on bosoniza-
tion (see Sect. 2.3 and Appx. A) predicts spin correlations (Eq. 2.3.4) that are the sum of a
simple decaying term and an oscillating (antiferromagnetic) term. For half filling (n = 1) one
obtains at finite temperatures3
C(d) = A(d)+B(d)( 1)d =   A
sinh2(d/x )
+
B
sinh(d/x )
( 1)d. (6.4.1)
We fit the full data, including C(1), with this expression and obtain a decay constant x =
1.23(12) sites along with A = 0.050(4) and B = 0.31(5). The data points are now consistent
with the fit within their error bars. The decay described by x is due to thermal spinon exci-
tations and equation 2.3.5 relates the decay x to the spin temperature via the spinon velocity,
u
s
⇡ pJ/2:
T
s
=
u
s
px
=
J
2x
= 0.41(4)J (6.4.2)
The temperature obtained this way is smaller but still consistent with the QMC comparison
above.
After subtraction of the fitted A(d), the measured data thus falls on a straight line in a
logarithmic plot for d < 1 (inset of Fig. 6.9). Even the expected deviation from the simple
exponential for d = 1 is visible, which is thus a first glimpse of the algebraic decay behavior
for zero temperature. Note that this is not a confirmation of the functional form predicted
by bosonization but rather we show that our data can consistently be described by the expres-
sion 6.4.1 because we fitted three parameters to only five data points.
1 The QMC calculations have been performed by J. Nespolo in the group of L. Pollet.
2 Of course, one has to compare spin and charge temperature at the same measurement parameters. The dataset
of Sect. 6.2 has been analyzed both for spin and charge temperatures and we find for the central chains T
s
=
0.51(2) t from spin correlations and T
r
= 0.94(5) t from the density distribution in the trap.
3 We are using Eq. 2.3.4 with K
r
= 0 and K
s
= 1. Logarithmic corrections are ignored.
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Figure 6.10. Spin and density correlations vs entropy. Local density fluctuations and spin corre-
lations are susceptible to temperature or entropy in different regimes. (A) Density fluctuations dn2
versus spin correlator C(d = 1) for a density interval [0.9,1.1] at U/t = 10.3 at different tempera-
tures. Density fluctuations rise steeply for low values of the spin correlator, signaling the saturation
of the entropy in the spin sector. The solid lines are theory values combining QMC results (Fig. 2.3)
with two band density calculation at n = 1 (blue) for different entropies. The black line is corrected
for 2% losses during imaging and the small deviation from n = 1. The observed density fluctuations
at given C(1) are even higher signaling a hotter charge than spin temperature. (B) Spin correlations
C(d) for distances d = 1 and d = 2 of samples with different temperatures. The black point corre-
sponds to the data of figure 6.9. The solid line is the prediction from QMC calculations with given
entropies per particle. It was calculated for U/t = 10 and n = 1, but is approximately valid for all
U/t > 7 (see Sect. 2.2.3). The calculation contains no free parameter.
6.4.2 Spin correlations as a thermometer
The magnitude of the spin correlations strongly depends on the temperature of the system,
thus spin correlations can serve as a good thermometer at temperatures below t, while density
fluctuations are a thermometer at larger temperatures.
To show this, we selected a density interval hn̂ii = 1±0.1 and calculated the density fluctu-
ations Var(n̂)/hn̂i for all sites with mean densities in this window. These density fluctuations
reflect the entropy in the charge sector, while the nearest-neighbor spin correlations are a mea-
sure of the spin entropy and we show their mutual dependence in figure 6.10, identifying two
distinct regimes of total entropy. In the regime below s⇤ = ln(2) (C(1) . 0.15), the density
fluctuations are predicted to depend only weakly on the total entropy [60, 196], which in turn
is stored in the spin fluctuations. Only when these are saturated at s⇤, the density fluctuations
grow, visible in their steep rise when the spin correlations are just below zero. This freez-
ing of density fluctuations renders them useless as a thermometer in the low entropy regime,
whereas the highly temperature-sensitive (and entropy-sensitive) spin correlations are ideal for
this purpose down to T = 0 [60].
6.4.3 Spin correlations vs interactions
In order to explore the properties of the Hubbard chains at different interaction strengths U/t,
we measured spin correlations for varying onsite interactions U , while keeping the lattice ramp
and final lattice depth constant at 11Er.1
1 The data of this subsection was measured before some of the improvements have been implemented. Thus the
total temperatures are higher than in the rest of the spin analysis of this chapter.
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Figure 6.11. Spin correlations at different interaction strengths. Spin correlations C(d) for dis-
tances d = 1 (dark blue), 2 (light blue), and 3 (gray) versus interaction strength U/t. Starting close
to zero at vanishing interactions, finite range spin correlations develop and saturate for interaction
strengths U/t > 8. The shaded areas indicate the QMC predictions in a homogeneous system at half-
filling for an entropy per particle between s = 0.60 (lower bound) and 0.65 (upper bound); the solid
line is the prediction for C(1) at s⇤ = ln(2). Dotted lines are isothermals for C(1) at the indicated
temperatures. For large U/t, we observed adiabatic cooling, whereas both temperature and entropy
decrease in the analyzed spatial region at intermediate U/t. The data is average over a density
interval [0.7,1.3].
We compared the measurements to QMC results for a homogeneous system at half-filling
for different temperatures and entropies. The dependence of the correlations on the interactions
is rather different when comparing isothermal and isentropic state preparation. In the former
case, a maximum of the correlations is expected at intermediate interactions, where part of
the entropy is carried by density modes [61], whereas at large interactions, the correlations
decrease owing to the smaller energy scale of spin excitations given by the super-exchange
coupling J. In the isentropic case of constant entropy, spin correlations saturate toward strong
interactions, where the energetic gap between spin and density modes is large. At interme-
diate interaction strengths, the correlation behavior depends on the entropy, and a weakly
pronounced maximum exists for intermediate entropies around s⇤ = ln(2) (Fig. 6.11), whereas
below s = 0.6, a monotone increase of the correlations with interaction strength is expected.
Experimentally, we observed a saturation behavior of the spin correlations for U/t > 8.
The inferred temperature dropped from T = 0.6 t to 0.3 t while increasing U/t from 8 to 16,
as expected for adiabatic cooling. At intermediate interactions, U/t ⇡ 5, we observed reduced
spin correlations compared with the isentropic prediction at half-filling. We attribute this to
a changing entropy distribution in the trap [172] and a measured weak increase of the mean
density in the analyzed region by 5%.
6.4.4 Spin correlations vs density
Due to the confining potential, the density of our cloud changes continuously from zero in the
wings to a peak value in the center (see Fig. 6.12A). Also the local spin correlators Cr(d) =
C(r,r + d) show a spatial dependence (Fig. 6.12C, E) with the strongest correlations in the
Mott insulator and weaker values away from n = 1. This is a necessary consequence because
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Figure 6.12. Overview of density and spin correlations. The spatial distributions of (A) the local
density nr , (B) the on-site density fluctuations dn2r/nsr, (C) the bare nearest-neighbor spin corre-
lations Cr(dx = 1) and (D) these normalized to (singlon) density squared Cr(d = 1)/(nsr)2, (E) the
bare next-nearest-neighbor spin correlations Cr(d = 2) and (F) these normalized to density squared
Cr(d = 2)/(nsr)2. The region of the Mott insulator with density one (yellow in A) and low density
fluctuations (blue in B) shows the strongest spin correlations (C,E). After normalization to density
(D,F), larger regions show strong correlations demonstrating that spin correlations exist in the doped
regime. White areas do not have sufficient statistics to display a result.
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Figure 6.13. Spin correlations vs density. Spin correlations C(d)/(ns)2 for distances d = 1 to d = 4.
As expected the correlations show oscillations proportional to the Fermi wave-vector kF . The fits
(red lines) with the functional form of the zero temperature prediction from Luttinger liquid theory,
C(d) = A/d2 +B/d cos(pnd), show a qualitative match.
a hole or doublon has always spin zero, leading to C(d) ⇠ (ns)2 with the singlon density ns
defined in (6.1.3). We thus look at Cr(d)/(nsr)
2 (Fig. 6.12D, F), where this dependence is
divided out1. The Cr(1) correlations now stay strongly negative over most of our cloud and
only decrease for very weak densities. For Cr(2) one can now clearly see a sign change from
positive to negative correlations as one goes outwards from the trap center. The reason of this
hole-induced change of the correlations is discussed in chapter 7.
We can bin our spatially resolved spin correlations by the density per site and compute a
mean spin correlator C(d) in each density bin. If the LDA holds, the result should resemble
a homogeneous system at the given density. Because the spin correlations are given by (see
Sect. A.3) C(d) ⇠ cos(pnd), we expect to see oscillations of C(d) with n for fix distance d.
1 In the data analysis we use directly the conditional correlator C̃(d) =
⌦
Ŝ zr Ŝ
z
r+d
↵
n̂sr=1,n̂sr+d=1
, which acts on singly
occupied sites only. For
⌦
n̂srn̂sr0
↵
u hn̂sri
⌦
n̂sr0
↵
, one gets C̃(d) = C(d)/(ns)2 (see Sect. 6.1) and we use both
expressions interchangeable. The conditional expression is easier to evaluate because it avoids the division of
two noisy observables Ŝ zr and n̂r, which are non-trivially correlated with each other.
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Figure 6.13 gives an overview of our results for densities n up to 1.2 particles per site binned
in intervals of 0.1 density. We nicely see the increasing number of oscillations with increasing
d. For a qualitative comparison, we fit the curves with the zero temperature expression1 from
Luttinger liquid theory:
C(d,n) = A0d +B
0
d cos(pnd) (6.4.3)
and find decent agreement. Quantitative comparisons would require to take into account the
finite temperature and higher order corrections in kF as well as in the system size.
Our density resolution is limited by the size of the density regions within our cloud. For
large distances it, thus, becomes harder to resolve the oscillations. In addition, the distance d
starts to correlate sites that can no longer be approximated by a constant density2.
6.5 Summary
We have shown single-atom, single-site, and spin resolved measurements of density and spin
properties of Hubbard systems.
In the density sector, we constructed the equation of state for density as a function of
chemical potential and used it to derive the local compressibility and temperature. With the
measurement of the local and non-local fluctuations, we could experimentally confirm the
fluctuation-dissipation relation for compressibility.
Using our spin resolution, we could directly measure antiferromagnetic spin-spin correla-
tions up to four sites in one-dimensional chains and confirm entropies as low as 0.4 kB per
particle in the center of the trap. In the Mott insulator, we observed adiabatic cooling of the
spin degree of freedom while increasing the interactions. In a final analysis of spin correlation
vs distance, the stretching of the spin wave with decreasing density could be confirmed.
We demonstrated how the access to the full counting statistics not only allows to calcu-
late maps with single-site resolution, but also how one can construct correlation functions for
different densities. In addition, the possibility to sort the data by conserved quantities, like
total atom number, allows to reduce fluctuations from the preparation and work in a canoni-
cal instead of grand canonical ensemble. This opens the path to many new and fascinating
possibilities like the study of stochastic thermodynamics [197], where we could investigate
non-equilibrium relations of fluctuations like the Jarzynski and Crooks equalities [198–200].
The implementation of entropy redistribution techniques [75] will allow to reach even lower
temperature with spin correlations that spread through the full system. In one dimension, this
could be used to directly measure the algebraic scaling and infer the value of the Luttinger
parameters.
In the next chapter we will see how an analysis of spin-hole correlations in our systems
reveals hidden correlations and confirms spin-charge separation.
1 A comparison to the finite temperature expression 2.3.4 would be more appropriate. But both the parameter
K
r
and the velocities u
r
and u
s
are density dependent, leading to a complicated functional form of the finite
temperature result. Here we merely want to show that the number of oscillations matches with the theory.
2 We use the mean density of the d +1 sites to assign a density to the correlations as in Sect. 6.3.2.
Chapter 7
Non-local Spin Correlations in Doped
Hubbard Chains
This chapter is organized as follows: After a general introduction to doped spin systems and
an overview of the results (Sect. 7.1), we give a brief description of aspects of the experimental
setup, which are specific to the measurements in this chapter (Sect. 7.2). The presentation of
measurement results starts with a detailed analysis of the spin correlations around single holes
(Sect. 7.3). Then we turn to the correlations in systems with many holes, which appear hidden,
and discuss their characterization with string correlators (Sect. 7.4.2). Finally an analysis in
"squeezed space" leads to a successful description of spin correlations in terms of a Heisenberg
model (Sect. 7.5). The chapter ends with a brief summary and an outlook to future experiments
(Sect. 7.6).
This chapter is based on the publication [82].
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7.1 What happens when you dope an antiferro-
magnet?
B
A
Figure 7.1. Striped phase. (A) Illustration of
stripes of holes in AFM background at 1/8 dop-
ing as found in (La1.28Nd0.6Sr0.12)CuO4 [201].
The holes are mobile along the horizon-
tal stripes forming 1d-subsystems with spin-
charge separation. The two-colored circles
are spins, which are aligned along the hori-
zontal direction but not along the vertical di-
rection due to their delocalization. (B) In a
one-dimensional AFM background a hole can
move without energy cost as indicated by the
blue track of the hole.
This is one of the central questions in strongly cor-
related electron systems leading to the puzzle of
High-Tc superconductivity [4, 202]. In the cuprate
systems, the two-dimensional antiferromagnetic
(AFM) order decreases upon doping with holes,
giving rise to a competition of several phases with
strong correlations and leading ultimately to the
famous d-wave superconducting phase around an
optimum doping of 15% [3].
A small review of this physics of doped an-
tiferromagnets is given chapter 1. Due to the
competition of hole delocalization and spin or-
der, holes tend to attract each other [39]. It can
even be favorable for holes to form stripes within
the AFM [203] (Fig. 7.1A). Such ordered stripes
have been measure in certain doped cuprate ma-
terials [201], where they suppress superconductiv-
ity. These stripes are one-dimensional subsystem
and within the stripes the holes can move freely
and, thus, minimize their energy. This is possi-
ble because of the effect of spin-charge separation
in one dimension as presented in section 2.3 and
appendix A. The free motion of a hole can be eas-
ily understood from figure 7.1B because a moving
hole in 1d just shifts atoms without changing their
order.
7.1.1 One-dimensional systems
Already the Hamiltonian of a 1d system can be
split into a spin and a charge part, which are inde-
pendent of each other. The motion of holes (miss-
ing charges) does not affect the correlations of the
spin sector and the holes can fully delocalize lead-
ing to a minimal (kinetic) energy. Thus, 1d doped
systems are fundamentally different from systems
in higher dimensions.
In this section, we present results from true1 one-dimensional doped spin chains. With our
ultracold atoms observed by a spin-resolved quantum gas microscope [32, 71], we are in a
1 The chains are fully one-dimensional in a sense that no corrections caused by inter-chain couplings have
to be considered on the scale of the experimental accuracy. Residual coupling between chains are about
⇠ (2p h̄) ·5Hz, which is small compared to the 15 ms we hold the spin-chains before imaging. But this time is
long compared to the decoherence between different chains, such that the system lost its memory of the initial
2d cloud.
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unique position to experimentally probe the interplay of spin correlations and holes in a clean
1d chain and to study the effects of spin-charge separation. So far, experimental evidence
of this foundational phenomenon was based on spectroscopic [77–79] or transport measure-
ments [80, 81] in condensed matter systems. Although one would expect the spin correlations
to be independent of doping, the quasi long-range antiferromagnetic order appears to be sup-
pressed by a finite hole density in the system, when it is measured by two-point spin correlation
functions. However, thanks to the independence of the spin and charge sectors, the order is
not truly reduced, but rather hidden [204–206]. It can be revealed by measurements over an
extensive part of the system allowing one to construct string correlation functions. In analogy
to the spin-1 Haldane phase [207–209], this requires measuring all spins in the chain.
A closely related way to unveil the hidden order is to work directly in "squeezed space",
where empty sites are completely removed from the system [104–107]. In traditional con-
densed matter systems, string order cannot be measured, nor is squeezed space accessible to
experiments. Our measurements, in contrast, give access to snapshots of the full spin and den-
sity distribution, such that non-local correlation functions can be extracted. Measurement of
a non-local order parameter have first been demonstrated with spinless bosons [27] and they
find potential applications in many strongly correlated systems. For a quantum gas microscope
such many-point correlation functions are a natural observable because they are as easily ex-
tracted as standard two-point correlations and allow to observe properties, that are hidden to
simple correlators.
7.1.2 Overview
We probed the physics of the doped one-dimensional Fermi-Hubbard model using a balanced
spin mixture of our 6Li atoms trapped in a single plane of a two-dimensional optical lattice.
Our versatile quantum gas microscope allowed for the simultaneous local detection of both
spin states, as described in chapter 3 and illustrated on figure 3.8. By controlling the lattice
depths in the different spatial directions, we created independent one-dimensional systems
described by the single-band Hubbard Hamiltonian (Eq. 2.2.1). At half filling in the strong
coupling limit (U/t   1), the Fermi-Hubbard model reduces to a Heisenberg spin chain with
J = 4t2/U and supports quasi long-range antiferromagnetic order at zero temperature [96].
The doped system is described at long wavelength by Luttinger liquid theory (Appendix A),
which predicts at zero temperature an algebraic decay of the spin correlations with distance that
is faster than the one of the Heisenberg model (see Eq. A.3.2). This decay can be understood
from spin-charge separation, allowing holes to freely move in the AFM spin-chain. Conse-
quently, the spins around the hole are anti-aligned and the sign of the staggered magnetization
( 1)iSzi , called AFM parity, changes (Fig. 7.2B). This implies that a hole acts as a domain
wall of the AFM parity, which reduces the spin correlations. The spin order however, is still
present and can be revealed either in squeezed space by effectively removing the holes in the
analysis (Fig. 7.2D) or by evaluating string correlators, which take the AFM parity domain
walls into account by flipping the sign of the correlator (Fig. 7.2C). Analytic and numerical
studies [107] have shown that at zero temperature, the two-point spin correlations in squeezed
space are comparable to the ones of a pure Heisenberg chain, for any doping and any repul-
sive interaction U . This is readily understood in the U/t ! • limit, where the many-body
wave function Y({x j,n}) = Yr({x j})Ys ({x̃ j,n}) factorizes exactly into a density Yr and a
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Figure 7.2. Analysis of a doped Hubbard chain. (A) Spin and density resolved image of a single,
lightly doped Hubbard chain after a local Stern-Gerlach-like detection. (B) Reconstructed spin and
density distribution of the image above. The hole-induced AFM parity flips are highlighted by the
background shading relative to the spin orientation. (C) String correlator analysis. In the string
correlator analysis, the flip in the AFM parity is canceled by a multiplication of ( 1) for each hole
illustrated by the switched background shading. (D) Squeezed space analysis. Squeezed space is con-
structed by removing all sites with holes from the chain. The site indices refer to distances in squeezed
space different from the real space distances. Comparing either of these analyses to the conventional
two-point correlator reveals the hidden finite-range AFM order in the system. Additional parity flips
due to thermal spinons and quantum fluctuations are present on most snapshots of the system (not
shown).
spin Y
s
part [104, 210] for all length scales1. The spin degree of freedom is described by a
Heisenberg model in squeezed space with the spins "living" on a lattice defined by the posi-
tions of spinless, non-interacting fermions [105]. Distances in squeezed space x̃ = x   Nh are
shorter by the number of holes Nh within this distance, leading on average to a rescaling by the
spinless fermion density x̃ ⇠ nx. Even at non-zero temperature and finite interactions, the spin
correlations in squeezed space are governed by a Heisenberg model that obtains renormalized
exchange couplings Jeff(n), which depend on the original density n.
1 Note the difference to the Luttinger liquid description, which applies at all interaction strength, but only for the
leading long-wavelength contributions.
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7.2 The experimental system
7.2.1 Preparation sequence
Each experimental cycle starts with an all-optical generation of a degenerate Fermi gas of 105
6Li atoms at T/TF = 0.15 in a crossed dipole trap. With a tightly confined elliptical dimple
beam, we can directly transfer about 8000 atoms into a single plane of the vertical-lattice
(spacing az = 3.1 µm), where the temperature is further reduced by an evaporation step with
a steep magnetic gradient, that pulls out atoms along the plane. The number of atoms in the
resulting two-dimensional degenerate two-component Fermi gas can be precisely controlled
with the strength of the gradient (see Chapter 3). Using the large spacing component of the
optical superlattice (asl = 2.3 µm), the system was divided into about ten independent one-
dimensional tubes. The Fermi-Hubbard chains were then realized using a lattice of 1.15 µm
spacing along the tubes. The atom number was set such that the maximum density in the
chains was typically just below unity. At the end of the lattice ramps, the tunneling amplitude
reached t = h ⇥ 400Hz, and the confinement caused by the lattice beams fixed the length of
the central chain to about 15 sites. The onsite repulsion U was tuned to h ⇥ 2.9kHz using
the broad Feshbach resonance between the hyperfine states | #i = |F,mFi = |1/2, 1/2i and
| "i = |1/2,1/2i to set a scattering length of 2000 Bohr radii at the end of the lattice ramps
resulting in an exchange interaction of J = h⇥220Hz. These parameters and the lattice ramps
have been optimized to produce cold, strongly repulsive, doped Hubbard chains (For details
see appendix B.1).
7.2.2 Properties of the atomic cloud
The prepared clouds contained in total 131±5.5 atoms with a global magnetization of 12(N" +
N#) = +1.2±2.9 compatible with zero, where the uncertainties are the standard deviations of
the distributions, i.e. not the usual standard error of the mean. The sub-shot-noise fluctuations
are attributed to our magnetic gradient assisted evaporation in a stiff optical trap, which cuts
into the Fermi sea [211]. The Gaussian intensity profiles of the lattice beams introduced an
additional confining potential, which led to an inhomogeneous density distribution (Fig. 7.3A).
The atom number was chosen to obtain N . N0 = 2
q
4t
1
2 mw̄
2a2l
' 13 in most chains, correspond-
ing to a filling lower than one atom per site [212]. Here, the frequency corresponding to
the harmonically approximated confinement along the chains is w̄ ⇡ 2p ⇥ 300Hz. The atom
number distribution in the chains is shown in Fig. 7.3B.
Atom number and magnetization fluctuations per chain Equipped with the measurement
of the full counting statistics, we binned the 38000 chains from all shots of the dataset by their
number of atoms N = hÂi(n̂i" + n̂i#)i, where i runs over all sites of the chain. For each bin of
fixed N, we analyzed the magnetization M̂ = Âi Ŝzi and magnetization fluctuations hM̂2i. For
typical atom numbers of N = 7 to 15, we observed less than half a spin of net magnetization
hM̂/Ni = 0.023(1) and on average sub-shot-noise fluctuations h4M̂2/Ni = 0.52(1) per chain,
which is about half the value expected for uncorrelated spins. This is not a surprise because the
atoms are already strongly interacting when the system is split into chains. This suppression of
fluctuations is roughly constant for average length chains and stronger (weaker) for very long
(short) chains (see Fig. 7.3C). These fluctuations were taken into account when comparing to
numerical predictions.
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Figure 7.3. Cloud properties. (A) Density distribution of the cloud obtained by averaging 2700
experimental runs. The decoupled chains run along the x-direction. Each pixel corresponds to a
lattice site and black crosses identify sites which were filtered out because spin detection failed due
to optical potential imperfections. (B) Distribution of the atoms into chains of different atom number.
The typical accessible chain length is 15 sites, leading to a broad distribution of different densities
in every shot. (C) Magnetization fluctuations M2 per chain normalized to the expected value for
uncorrelated fluctuations N/4.
Temperature From comparison of the measured spin-correlations at half filling to Quantum
Monte-Carlo results (cf. Chapter 6), we estimated the temperature in the central chains to
be 0.51(2) t or 0.90(3)J, which corresponds to an entropy per particle of 0.63(2)kB. This is
higher than the temperatures reached in experiments with large Mott isolators (see Sect. 6.4),
but corresponds to a similar mean global entropy per particle because the entropy distribution
is more uniform in the current system, which is mainly metallic. A significant fraction of the
entropy is carried by the charge, resulting in sufficiently strong spin correlation signals.
7.2.3 Systematic corrections
The fidelity of the spin resolved imaging depends on the phase fluctuations of the superlattice
in y-direction. In 3% of the experimental runs, we detected unusually large global spin imbal-
ances. We attribute these to a detection error caused by superlattice phase fluctuations, which
can occur due to air turbulence or mechanical vibrations. Thus, runs with more than 16 excess
spins (up or down) in the entire cloud have been discarded.
In addition, short scale imperfections in the trapping potential (visible in Fig. 7.3A) affect
our spin detection. Small fringes on the lattice beams generate local potential gradients which
result in a consistent failure of spin detection on some sites (see SI of [71]). While the precise
superlattice phase control ensured a local mean spin of Szi = 0.004(3) for typical "good" sites,
we filtered out sites with a detected mean spin of more than |Szi | > 0.025 on a 3.5s level. This
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concerns 15 lattice sites out of about 300 (Fig. 7.3A). In about 1% of the chains we detected
one or more sites occupied by two atoms of the same spin. These events can be caused by
the small chance of having atoms in the second band or by the residual weak hopping during
the imaging. We removed all those lines from the dataset. We ensured that none of the filters
discussed above critically affect the results reported in this chapter.
Detection errors From the careful analysis of our imaging method (Chapter 4), we know
that our detection fidelity is about 97%1. This means that some of the holes we detect are not
physical. This limits the analysis of systems with very low hole-doping as the relative fraction
of wrong holes is large in this case. Thus most of the data presented in this chapter has been
taken at 20 - 40% doping, where the error is small. We included a systematic correction for
the fraction of wrong holes in quantitative comparisons.
Finite size correction There is a finite size effect from the residual magnetization, which
affects the analyzed spin-spin correlation functions. It adds an offset of order 1/N relative
to the correlation values expected in infinite spin chains. We correct for this effect with a
procedure described in Appendix B.3.
1 A large fraction of these detection errors occur at the edges of our images, resulting in an even better fidelity
in the central parts of the clouds.
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Figure 7.4. Aligned vs anti-aligned spins around a hole. For a delocalized hole in an AFM spin
background the spins around the hole are anti-aligned (left). Aligned spins around a hole correspond
to a spinon (right), which is obvious as soon as the hole moves away. Illustrated here for a Néel
background, but the same argument holds for a doped Heisenberg AFM state just with non-unity
probability. Delocalization of the spinon is not drawn.
7.3 Spin correlation around a single hole
7.3.1 Introduction to spin correlations in doped spin chains
Two-point spin correlations in undoped Hubbard chains have been discussed in detail in chap-
ter 6. What is the effect of holes on these correlations? The main effect of a density n < 1
on the standard
D
Szi S
z
j
E
correlator is a trivial reduction of the correlation value
D
Ŝ zi Ŝ
z
j
E
⇠ n2
because Ŝ zl returns zero whenever site l is empty (or doubly occupied
1). As this contains no
information about the correlations of the spins that are present in the system, we generalize the
spin-spin correlation function for the doped case to2
C(d) = 4
⇣
hŜzi Ŝ
z
i+di i i+d  hŜ
z
i i ihŜ
z
i+di i+d
⌘
. (7.3.1)
The circular indices describe the condition that the correlator is evaluated only if sites i and
i + d are singly occupied, which is a pictorial notation of the conditional correlations intro-
duced in section 6.1. The condition circumvents the trivial reduction and effectively amounts
to a normalization by n2 (see Appendix B.2 for detailed definitions of all conditional corre-
lation functions used in this chapter). Because we do not directly measure the correlation
function, but take bare snapshots of the system, such a conditional correlation function is eas-
ily evaluated from the data. In addition, there is no limitation to two-point correlators for
high-resolution images.
To approach the question of the effect of holes from a microscopic point of view, one can
consider the alignment of spins around a single hole. There are two possible configurations,
which are illustrated in figure 7.4. Either the spins are aligned or anti-aligned. The removal of
a single spin from an AFM chain corresponds to the aligned case. However, the empty site is
in both cases surrounded by two opposite spins after a single hopping of the hole. Therefore,
the anti-aligned case is expected to be much more likely as long as the spins show (some)
nearest-neighbor AFM correlations. In addition, the energy of the aligned case is higher. The
1 In this chapter, we are working with hole doped system. The number of doublons is, therefore, negligible and
we do not distinguish between the density n and the singlon density ns (Eq. 6.1.3) in the notation.
2 An average over the index i is implied in all averages.
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Figure 7.5. Revealing the magnetic environment around holes. (A) Connected two-point spin cor-
relation function C(d) analyzed on occupied sites only (blue). The finite range AFM order without
holes asymptotically falls off with an exponential decay length of 1.3(2) sites. The spin correlations
at a distance of two sites switch sign in the presence of a hole as measured by CSH(2) (red diamond)
demonstrating an AFM environment surrounding the hole. The solid black line indicates the finite-
size offset (see Appx. B.3), the blue line is a guide to the eye and statistical uncertainties are smaller
than the symbol sizes. (B,C) Comparison of experimental values (red lines) of CSH(2) C(1) with re-
sults for different interactions (B) and temperature (C) from exact diagonalization (blue, gray curves).
Vertical blue lines (shadings) indicate experimental values (uncertainties). The systematic error due
to a finite atom loss rate of up to 3% during imaging is negligible compared to a mean doping of
0.35.
removal of a particle that has charge and spin is an excitation both in the charge and the spin
sector. As soon as the hole moves, the spinon-excitation is visible as two aligned spins on
adjacent sites. So for a Néel AFM state, aligned spins around a hole have a higher energy (of
order J).
To study such correlations we define a three point correlator1
CSH(d,s) = 4
⌦
Ŝzi Ŝ
z
i+d
↵
 i#i+s i+d
(7.3.2)
which measures the spin-spin correlation on sites i and i + d given that site i + s is empty. As
the correlator is conditioned on i and i+d being occupied and i+s being empty, it is undefined
for s = 0 and s = d.2
7.3.2 Nearest-neighbor spin-hole correlations
To investigate the magnetic environment around a hole, we calculate the conditional three-
point spin-hole correlation function CSH(2) = CSH(d = 2,s = 1) defined in equation 7.3.2.
The correlator indeed reveals anti-alignment of the spins around individual holes (CSH(2) < 0).
Figure 7.5 highlights the hole induced sign change by comparison to the standard two-point
1 To lighten the notation, the subtraction of the disconnected spin part  hŜzi i ihŜ
z
i+di i+d is not written explicitly.
We do subtract these terms, but their values are close to zero in our system anyway (within their errorbars).
Other disconnected parts are not subtracted unless written explicitly.
2 In addition, we ignore the trivial CSH(0,s) = 1.
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correlator C(d) of an undoped spin chain. To obtain unity filling, the latter was evaluated
on a hole-free subset of the data. The measured modulus of the correlation around a hole is
|CSH(2)| = 0.184(4), which is considerably larger than C(2) = 0.057(3) and about half of the
next-neighbor value of |C(1)| = 0.316(2).
At zero temperature for U/t ! • one expects |CSH(2)| = |C(1)|, as the hole has no effect
on the magnetic alignment of its surrounding spins. To understand the measured difference
|CSH(2)|  |C(1)|, we calculated this value by exact diagonalization of the t-J model in a 15
site system at different temperatures and interactions U [82]. We found good agreement at a
matching temperature 0.9J and at our interaction value U = 7.8 t (Fig. 7.5B,C). These calcu-
lations, which take the experimental fluctuations of the magnetization per chain into account,
show that this is not a finite temperature effect, but caused by the finite interactions. Intuitively,
the difference is caused by spinons, which are (virtually) bound to the hole, because the con-
figuration has an energy which is lower by J compared to a spatially separated hole and spinon
(cf. Fig. 7.4). Such an effect is a correction to spin-charge separation, which is consistent
because the difference vanishes for U ! •, where the separation becomes exact on all length
scales.
Connected three point correlations To show that the correlator CSH(d) contains informa-
tion that goes beyond two-point correlations, one can calculate the connected part of the three
point correlator: CcSH(d) = A
⇣⌦
Ŝzi n̂
h
i+sŜ
z
i+d
↵
 
⌦
Ŝzi
↵⌦
n̂hi+sŜ
z
i+d
↵
 
⌦
Ŝzi n̂
h
i+s
↵⌦
Ŝzi+d
↵
 
⌦
Ŝzi Ŝ
z
i+d
↵⌦
n̂hi+s
↵
+2
⌦
Ŝzi
↵⌦
n̂hi+s
↵⌦
Ŝzi+d
↵⌘
. Here A 1 =
⌦
n̂si n̂
h
i+sn̂
s
i+d
↵
⇡ ni(1   ni+s)ni+d is the normalization due
to the condition  i#i+1 i+2 and n̂hi detects the presence of a hole. In a spin balanced system,
we have
⌦
Ŝ z
↵
= 0 independently of any holes, so
CcSH(d) = A
 D
Ŝzi n̂
h
i+sŜ
z
i+d
E
 
D
Ŝzi Ŝ
z
i+d
ED
n̂hi+s
E!
= CSH(d) C(d). (7.3.3)
So the connected part is nothing but the difference of CSH(d) to C(d), which is clearly non-zero
i.e. CSH(2) C(2) = 0.241(7).
7.3.3 Full spin-hole-spin correlations
In order to further confirm the independence of the spin and density sectors, we want to analyze
the full three point correlator CSH(d,s) (Eq. 7.3.2), which measures the spin-spin correlation
of distance d given that there is a single hole at distance s from the first spin (see Fig. 7.6A).
Ideally, this would be measured in spin chains that only contain a single hole to exclude the
effect of other holes. As we cannot prepare chains with a deterministic number of holes yet1
and such a three point-correlator needs a lot of statistics, we had to include chains with more
than one hole in the analysis. The main effect of the other holes (the parity flip) can be removed
by inserting a tailored charge string2 (see discussion of string correlations in Sect. 7.4.2):
1 A local addressing with a digital micromirror device (DMD) to remove single atoms from a Mott insulator will
be installed in late 2017.
2 The charge string removes the parity flip for all holes but the one at i + s. As this analysis wants to show that
the parity flip is the only effect of a delocalized hole, this approach is valid only a posteriori. In addition, it is
justified by the independent spin-string analysis of section 7.4.
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Figure 7.6. Spin-Hole-Spin Correlator. (A) Illustration of the three-point spin-hole-spin correlator
with spin-spin distance d and spin-hole distance s for d = 4 and s = 3, 5 (top, bottom) (B) Spin-
hole-spin correlator at d = 4 with domain walls indicated by dashed lines. The constant correlations
within the domains can be interpreted as a direct measurement of the independence of the spin and
charge sector. This is a vertical cut of figure 7.7.
CstrSH(d,s) = 4
*
Ŝzi
 
d 1
’
j=1, j 6=s
( 1)(1 n̂i+ j)
!
Ŝzi+d
+
 i#i+s i+d
(7.3.4)
For a system with a single hole, this correlator is identical to the three-point correlation func-
tion CSH(d,s).
Figure 7.6B displays the experimental result with a fixed spin-spin distance d = 4. For
s = 0 and s = d the hole crosses one of the two spins, which causes the discussed AFM parity
flip. Apart from this, the correlation signal is almost independent of the position of the hole.
This observation emphasizes spin-charge separation by the absence of polaron-like effects,
which would result in a local change of the spin correlations around the hole.
The full dependence of CstrSH(d,s) on the spin separation d and the position of the hole in
the string s is shown in Fig. 7.7A. Each row shows the AFM spin correlations for a fixed hole
position and each column contains a parity flip, when the hole is inbetween the spins. The
rectified correlator ( 1)dCstrSH(d,s d/2) in Fig. 7.7B highlights the two domains of opposite
AFM parity, demonstrating that the hole acts as a domain wall for the magnetic order [203].
To emphasize the symmetries of the three-point correlator, the position of the hole is measured
here relative to the center of mass of the two spins.
7.3.4 Implication from spin-charge separation
Traditionally, spin-charge separation is mainly discussed as the separation of a spin-full fermion
into a spin- and a charge-wave (packet), which propagate with two different velocities and thus
separate in space after some time. This effect is rooted in the structure of the effective Hamilto-
nian that describes the low-energy dynamics of the system - the Luttinger Hamiltonian A.1.6.
As shown in appendix A, this Hamiltonian separates into a charge part r and a spin part s .
The waves are the lowest excitations of the associate bosonic fields f
r
(x) and f
s
(x).
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Figure 7.7. Single holes as domain walls for the AFM order. (A) Tailored string correlator CstrSH(d,s)
measuring the effect of a single hole on the doped Hubbard-chain. As expected for separated spin
and charge sectors, the correlations are independent of the distance s between the hole and the spin,
except for the opposite sign when the hole sits in between the two spins at relative distance d. In
addition, there is a dynamic picture to the measurements shown here. Interpreting the vertical axis as
time, one obtains the picture of a delocalized hole freely propagating through an antiferromagnetic
background. The correlator CstrSH(d,s) is set to zero whenever two operators are evaluated at the same
site. (B) Rectified correlator ( 1)d CstrSH(d,s   d/2) of the same data with hole position referenced
to the center of the spin positions. The hole associated AFM parity flips are directly visible by the
different domains. The expected parity is observed consistently for spin-spin distances of up to eight
sites. The point symmetry around the origin is by construction of the correlator.
There are, however, other consequences of the separation of the Hamiltonian, i.e. the
expectation value of any correlation function which is a product of spin and charge observables,
i.e. f (f
r
,f
s
) = f
r
(f
r
) f
s
(f
s
), factorizes into a spin and a charge part:
⌦
f (f
r
,f
s
)
↵
=
⌦
f
r
(f
r
)
↵
r
h f
s
(f
s
)i
s
(7.3.5)
This product form is also a direct result of spin-charge separation and its measurement can
thus be interpreted as a direct measurement of spin-charge separation in the system.
The oscillatory part of the spin-hole correlator CSH(d,s) expressed in the bosonic fields is
given by (see Eq. A.3.1)
CSH,2kF (x,s) ⇠
D
cos
⇣
2kFx 
p
2f
r
(x)
⌘
sin
⇣
 
p
2f
s
(x)
⌘
cos
⇣
 
p
2f
r
(0)
⌘
sin
⇣
 
p
2f
s
(0)
⌘E
 0#s x
. (7.3.6)
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To evaluate this expression, we look at the influence of a hole on the field f
r
. This field shows
a kink, i.e. for a hole at position s, the charge field changes from f
r
(x) to f
r
(x)+p/
p
2Qx s,
where Qx is the Heaviside step function. Insertion into (7.3.6) gives (for x > 0):
CSH,2kF (x,s) ⇠
D 
1 2(Qx s  Qx)
 
cos
⇣
2kFx 
p
2f
r
(x)
⌘
cos
⇣
 
p
2f
r
(0)
⌘E
r
·
D
sin
⇣
 
p
2f
s
(x)
⌘
sin
⇣
 
p
2f
s
(0)
⌘E
s
(7.3.7)
⇠
 
1 2(Qx s  Qx)
 
| {z }
Sign flip for 0 < s < x
cos(2kFx)
D
sin
⇣
 
p
2f
s
(x)
⌘
sin
⇣
 
p
2f
s
(0)
⌘E
s| {z }
C2kF (x)
.
(7.3.8)
Equation 7.3.8 follows if there are no other holes in the system i.e. f
r
= 0. Here the oscil-
latory part of the normal spin-spin correlation C2kF (x) in a spin chain without holes has been
identified. CSH,2kF (x,s) is thus a product of the charge part, which produces the sign flips, and
the regular spin part. Our measurement in figure 7.7 shows exactly this pattern.
Dynamic interpretation Although we did not measure the propagation of holes through an
AFM background directly, there is, in addition, a classical dynamic interpretation of the data:
For a spin-up on site i, the correlator C just gives the mean orientation of a spin at site
i + d. Owing to spin-charge separation, a hole can move through the spins by simply shifting
them one by one. This effect is visible on the diagonal of figure 7.7A if one interprets s = u
r
t
as time. Every row looks like the one below except for a single shifted spin next to the hole.
Since the measurements are static, the hole velocity u
r
is of course not observed.
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Figure 7.8. Spin correlations and hole numbers. (A) Amplitude of the correlation function CSH,Nh(d)
as a function of distance d and the number of holes Nh in the string between the two spins. The parity
of the AFM order flips with every hole. The finite size offset (Appendix B.3) has been subtracted.
(B) Illustrations of how the two-point correlator C(d)(top), the spin-string correlator Cstr(d) (bottom
left) and the squeezed space correlator Csq
 
d̃
 
(bottom right) can be obtained from CSH,Nh(d) by
averaging (big arrows) along Nh or along each diagonal. Black arrows indicate multiplications of
rows by ( 1) due to the charge string.
7.4 Revealing hidden correlations
After the detailed analysis of the effects of a single hole on an antiferromagnetic spin chain,
we now turn to measurements with several holes. There are two complementary ways to
characterize the number of holes. One is the standard thermodynamic approach to characterize
the system as a function of the mean density n. Making use of the local density approximation,
every site is assigned a density n(x,y) (see Fig. 7.3). We associate a correlator C(d) with the
mean density of the d + 1 sites it spans because in a system with only local interactions, the
correlations build up through all these sites. A second, microscopic approach, which directly
generalizes the analysis of the last section, is to explicitly count the number of holes present
on the sites between the two operators of a correlator in each realization.
The results presented in this and the next section show that only a combination of both
approaches finally leads to a simple characterization of the spin correlations of a doped spin
chain. The exact number of holes determines the number of parity flips, while the mean density
sets the strength of the correlations at finite temperature. This results in a description of the
spin sector in terms of a Heisenberg model with an effective coupling Jeff.
7.4.1 Spin correlations for many holes
Following the microscopic approach, the influence of larger doping on the spin order is re-
vealed by studying the correlations as a function of the number of holes between the two spins,
that is by evaluating
CSH,Nh(d) = 4hŜ
z
i Ŝ
z
i+di i{#}Nh i+d (7.4.1)
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with exactly Nh holes on the otherwise singly occupied string of length d +1. To connect with
the previous results, one can note that CSH,Nh=0(d) = C(d) at the absence of holes (blue line
in Fig. 7.5A) and CSH,1(2) = CSH(2).
The results of this analysis shown in Fig. 7.8A reveal a sign change of CSH,Nh at fixed
distance d for each newly introduced hole and antiferromagnetic correlations versus distance
for fixed hole number Nh. Thus, each hole indeed corresponds to a flip of the antiferromagnetic
parity, which we measured up to Nh = 3.
In a thermodynamic ensemble at n < 1, the hole number between the two measured spins
fluctuates. The spin correlator C(d) is independent of the number of holes and its value is thus
given by a (weighted) average of CSH,Nh :
C(d) = Â
Nh
CSH,Nh(d)Pn,d(Nh) (7.4.2)
where Pn,d(Nh) is the probability to have Nh holes on the d   1 sites for a mean density n.1
The sum includes contributions with alternating signs for different hole numbers (Fig. 7.8B),
which is the microscopic origin of the stronger decay of spin correlations due to a fluctuating
charge sector (see Eq. A.3.2) even in a system showing spin-charge separation.
7.4.2 String correlator
The mixing of contribution with different numbers of parity flips directly explains the suppres-
sion of magnetic correlations with hole doping that we measure with the normal spin correlator
C(d) (cf. Fig. 7.9A). At spin-spin distance one, there can never be a hole between the spins,
but for all larger distances the contribution from even and odd hole numbers cancel. The effect
is enhanced by averaging over different densities present in our system.
The strong reduction of spin correlations caused by hole fluctuations does not imply the ab-
sence of magnetic order in the system, but rather suggests that it is hidden by the fluctuations
in the position of the atoms.
String-order in the spin-1 Haldane chain This situation is similar to the famous Haldane
phase of spin-1 chains [207, 208]. The ground state of this model is the AKLT state [209],
which is a superposition of all states consisting of spins | "i, | #i and |0i, such that every
| "i is followed by a | #i, which is followed by an | "i, but with an arbitrary number of |0is
in between the | "i and | #is. The |0i spins hide correlations between the | "#i components
leading to exponentially decaying local correlators. The intrinsic AFM order is unveiled by a
non-local correlation function [204] :
lim
|i  j|!•
*
Ŝ zi
j
’
l=i
( 1)Ŝ
z
l Ŝ zj
+
6= 0 (7.4.3)
This operator is able to see the AFM order because it replaces the rectifying ( 1)d-factor with
a string, that only flips the sign for Szl = ±1.
1 If one ignores density correlations, which are weak, Pn,d(Nh) follows a binomial distribution B(d  1,n).
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Figure 7.9. Effect of hole doping on spin order. Comparison of (A) the spin correlation function
C(d) and (B) the spin-string correlation function Cstr(d) averaged over all local densities in the
trap. The insets show the data binned by density (bin widths 0.1) for hni = 0.4 (blue), hni = 0.7
(red) and hni = 1 (green). (A) The conventional two-point spin correlations vanish for d > 1 in the
inhomogeneous system due to the presence of holes. (B) The hidden spin correlations of the data
can be revealed by disentangling spin and charge sector with the string correlator. The extracted
exponential decay length of 1.2(1) sites matches the one extracted at unity filling (cf. Fig. 7.5). Finite
range AFM order in the conventional correlator C(d) is present at hni = 1, whereas it quickly gets
suppressed when the system is doped away from half filling (A). In contrast, string correlations Cstr(d)
only marginally depend on density (B). Solid lines are guides to the eye. All correlations shown are
corrected for the constant finite size offset (Appendix B.3) and the data in the main plot is averaged
over the entire cloud leading to statistical uncertainties smaller than the point sizes.
Measurement of string correlators By identifying double occupancies and holes with spin
| !i states, one can use the same procedure to construct a string correlator that probes the
underlying spin order in the doped Hubbard chain [107]:
Cstr(d) = 4
*
Ŝzi
 
d 1
’
j=1
( 1)(1 n̂i+ j)
!
Ŝzi+d
+
 i i+d
(7.4.4)
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This string correlator takes the antiferromagnetic parity flips into account by a corresponding
sign flip for each hole (cf. Fig. 7.2C). The unique ability to detect the spin and density locally
on single images enables the direct measurement of the string correlator Cstr(d) for different
densities. The dependence of the string correlator on distance reported in Fig. 7.9 is in stark
contrast with the standard two-point spin correlation function C(d). Whereas C(d) quickly
vanishes when the data is analyzed over different densities, staggered correlations at distances
up to four sites are detected with the string correlator Cstr(d). The string correlations show an
amplitude and a decay at all dopings, which are almost the same as the ones of the normal spin
correlator at density one (Fig. 7.5A).
When binning the data in regions of fixed density (see insets of Fig. 7.9), we observe two
effects: The normal correlator C(d) shows an increasing periodicity of the AFM correlations
with decreasing density. This is expected from Luttinger theory (Eqs. A.3.2 and 2.3.4), where
the oscillatory term depends on kF ⇠ n. For the string correlator, on the other hand, the os-
cillation period is always two because all parity flips have been removed. In addition, the
amplitude of the string correlations is larger and it even shows an increase with stronger dop-
ing, in contrast to the usual decrease of spin correlations with doping. The reason for this
effect is that due to the high mobility of the holes, correlations across a hole are stronger in
magnitude than across a spin. This was observed in figure 7.5 comparing |C(2)| < |CSH(2)|.
Stated differently: the strong |CSH(2)| correlations across a hole physically rather correspond
to a nearest-neighbor than to a next-nearest-neighbor spin correlation and should thus be in-
cluded in a C(1) correlator (cf. Fig. 7.8B). This can be achieved with a squeezed space analysis
presented in section 7.5.
7.4.3 String correlations in bosonization
In the Luttinger liquid description, spin-charge separation is present on the level of the Hamil-
tonian. As discussed in section A.3, the influence of the charge sector on the two-point spin
correlation function
C(x) =
2
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(7.4.5)
is explicit in the f
r
dependence. Thus, the measured spin correlations also depend on charge
fluctuations. The string correlator (Eq. 7.4.4) can written as Cstr(x) =
⌦
Ĉ(x)D̂(x)
↵
with the
additional string factor D̂(x) = ’xj=0( 1)(1 n̂ j) . To express Cstr(d) in bosonized form, we
first rewrite D̂ using the expression of the density in terms of the bosonic fields [107, 213]:
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The irrelevant combinations1 of cos() and sin() have been dropped in the last line. The non-
local operator D̂ thus has a local representation in terms of the field f
r
, which is possible be-
cause of the non-locality of f
r
itself. Due to its dependence on the field f
r
only, the operator
D̂(x ! •) serves as an order parameter of the Mott phase [27, 189]. But here we are interested
in how the string influences the spin correlator in the metallic Luttinger phase. Upon multi-
plication with D̂, the oscillatory part of the correlator obtains terms cos2 f
r
= 12(1 + cos2fr),
which are strictly positive and thus insensitive to the fluctuations of f
r
(x). In addition the
cos(p(1   n)x)-factor changes the period of the oscillation from cos(pnx) to cos(px), which
is the AFM staggering that we observed (Fig. 7.9). The string correlator thus contains the
following dominant term
Cstr(x) ⇠ n2
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 
+ cos
 
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 
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where the average has been taken in the Luttinger phase at zero temperature to show the alge-
braic 1/x decay known from a pure spin model (Heisenberg) [54]. At finite temperature, this
corresponds to a smaller exponential decay constant. The density dependent second cos-term
is a correction with larger wavelength, which is hard to observe in our small systems.
Finally, we like to emphasize the connection to the Haldane phase once more. Upon a
trivial shift f
s
! f
s
+p/
p
8, the sin
p
2f
s
turns into a cos
p
2f
s
. The f
s
-dependence is then
identical to the f
r
-dependence of D̂, which was the order parameter of the Mott phase. In
analogy, Cstr(x) thus serves as an order parameter for the AFM spin order. This was already
clear from the comparison to the Haldane chain, where this operator measured the hidden order.
In contrast to the Haldane phase, where the spin sector is long-range ordered and the "charge"
sector is truly disordered (exponentially decaying spin-0 correlations), our doped Hubbard
chains show spin and a charge sectors with both algebraic order at zero temperature. Our
analysis to reveal the hidden correlations is thus in one-to-one correspondence to an analysis
of the spin-1 chain, which would detect the hidden long range order. So our experiment
demonstrates how to directly measure hidden topological order in spin systems.
1 Upon averaging h. . .i over all fields f
c
terms that change sign under f
c
!  f
c
vanish. Non-zero contribution
are collected from term like —f
c
(0)—f
c
(x) or cosf
c
(0)cosf
c
(x).
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7.5 Squeezed space analysis
7.5.1 Introduction of squeezed space
The concept of squeezed space is closely connected to the Luttinger description (see Appx. A).
It is based on the unique labeling of particles by the spatial order in one dimension. The
labeling field fl(x)/2p (Eq. A.1.1) is treated as the position x̃ of a particle in squeezed space.
So the j-th particle (to the right of an arbitrary particle zero) is located at position j in squeezed
space and its real space lattice site is neglected. Of course, one obtains by this construction a
lattice where all sites are occupied and only the spin degree of freedom is left.
Ogata and Shiba [104, 210] have shown that, in the limit of infinite repulsive interac-
tion, this construction allows to exactly factorize the ground state many-body wavefunction
Y({x j,s}) of the 1d Hubbard model into a charge part Yr and a spin part Ys :
Y({x j,n}) = Yr({x j})Ys ({x̃ j,n}) . (7.5.1)
While the charge-wavefunction is the one of spin-polarized non-interacting fermions, the spin-
wavefunction is the ground state of a Heisenberg model living on the occupied sites. By this we
mean that for a system with N spins, Nh holes1 and L = N +Nh sites, squeezed space has only
N sites indexed by x̃. The relation between x and x̃ involves the position of all holes, but the
description in squeezed space is independent of the holes. This is illustrated in figure 7.2D. The
exact separation of equation 7.5.1 is due to the difference in energy scales. As the interaction
approaches infinity, the exchange interaction J gets much smaller than the bandwidth W = 4t
and the linearization around the Fermi points2 becomes exact.
But even away from infinite interactions, squeezed space (like the Luttinger liquid) remains
a useful concept and correctly predicts the leading low energy behavior of the spin correlations
that we call Csq(d̃).
At large distance (long wavelength) and any interaction U , the squeezed space prediction
for spin correlations are actually identical to the ones obtained by the string analysis (last
section) [107]:
Cstr(d   1) = Csq(nd   1) (7.5.2)
The density factor n provides the mean conversion from real to squeezed space. At short dis-
tances, the two correlators are however different. This is illustrated conceptually in figure 7.8B
and measurements of Csq(d̃) and Cstr(d) are compared in figure 7.12.
1 We focus on hole doping. Due to the particle-hole symmetry of the Fermi-Hubbard model, one could equally
well analyze a system with doublons. So in general Nh is the sum of holes and doublons. Note that N becomes
the number of singly occupied sites in this case (unpaired spin).
2 Note that these are the Fermi points of the effective spin-polarized system at density n = n" +n#.
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7.5.2 Effective Heisenberg model
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Figure 7.10. Hole induced spin flips. By a second
order hopping process a hole can induce a spin flip.
In squeezed space only the spin flip remains. The
process is of order J and thus needs to be included
in a large U description of doped spin chains.
The Hamiltonian governing the spin physics
of squeezed space can be analytically derived
from the FHM for large interactions. The full
derivation can be found in the supplementary
material of [82]. It shows that the spins fol-
low a simple Heisenberg Hamiltonian with re-
duced exchange interaction J:
Ĥsq = Jeff(n) Â
hĩ, j̃i
~̂Sĩ ·~̂S j̃. (7.5.3)
Indices ĩ, j̃ refer to squeezed space and val-
ues of Jeff(n) are shown in figure 7.11B.
Intuitively, the reduced coupling can be
understood from the delocalization of the
holes. Whenever two nearest-neighbor spins
in squeezed space are not separated by a hole
in real space they interact with a bare J, but
when they are split by a hole there is no spin
interaction. Jeff(n) averages both cases by tak-
ing the charge distribution at a given density into account. At large U the density sector is
effectively non-interacting and Jeff(n) becomes [82]:
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Here nFk (n,T ) is the Fermi-Dirac distribution of free spinless fermions in a lattice with density
n and temperature T . The two terms in equation 7.5.4 correspond to the two bare processes
that induce spin flips. The first is the usual exchange interaction on two occupied sites. The
second is a hole induced spin flip illustrated on figure 7.10. First a fermion hops from site
3 onto another fermion on site 2, where a virtual two-fermion state with energy U is formed.
Then one of the two fermions hops from site 2 to site 1. No double-occupancies remain now,
and the hole has effectively moved to site 2. The energy scale for this process is also set by J,
and it is a relevant part of the t-J⇤ Hamiltonian [96].
Effect of temperature At zero temperature, the strength of the effective spin interaction
does not matter because there is no second energy scale to compare it with. So in this case, the
spin correlations are fully independent of the density, which of course directly follows from
the factorization of the wavefunction (Eq. 7.5.1).
At finite temperature, the properties of the spin system depend on J/T . Via the density
dependence of Jeff, the spin sector in squeezed space obtains a dependence on the original
density n. This is easily understood because at low densities the spins barely see each other
and interact only weakly, leading to lower degree of spin order. The temperature dependence
of spin correlations in squeezed space is thus two-fold: The charge temperature enters into
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Figure 7.11. Spin correlations in squeezed space. (A) Spin correlation measured directly in squeezed
space for d̃ = 1 (blue), d̃ = 2 (red) and d̃ = 3 (green) as a function of density n (bin widths 0.05).
Dotted lines represent spin correlations C(1) and C(2) in the Heisenberg model for temperatures
T/J = 0.6,0.8,1.0 obtained by exact diagonalization with a coupling constant Jeff(n). The correla-
tion decreases with increasing ratio T/Jeff(n). (B) Dependency of the effective Heisenberg coupling
Jeff(n) on charge density at strong interactions (U   t). At high temperature, charge correlations
vanish, leading to a linear dependence on density, while at low temperature, the algebraic charge
order changes Jeff. Curves are based on analytic calculation in the non-interaction charge sector.
the value of Jeff and the spin temperature sets the number of excitations with Jeff. In principle,
these two temperature could be different, because spin and charge are only weakly coupled,
but we restrict our equilibrium analysis to identical spin and charge temperatures. But a direct
extraction of two temperatures should be possible and marks an interesting extension of our
work especially for quench experiments.
7.5.3 Experimental results
An analysis of the correlations directly in squeezed space is possible with the quantum gas mi-
croscope by removing the empty and doubly occupied sites in the analysis before evaluating
the standard two-point correlator C(d). This corresponds to a weighted summation along the
diagonals of Fig. 7.8B, and thus mixes events that had different distances in real space. Similar
to the string correlator, the squeezed space analysis (Fig. 7.11) reveals the finite-range hidden
antiferromagnetic order. A quantitative comparison to the Heisenberg model with renormal-
ized coupling Jeff(n) agrees well at a temperature of T = 0.87(2) J, consistent with temper-
atures obtained independently. This demonstrates that the concept of squeezed space can be
successfully applied even away from the U/t ! • limit [102]. Here, Jeff was determined
independently from the microscopic parameters of the Hubbard model. The discrepancy be-
tween theory and experiments at densities below 0.45 might arise from the adiabatic cooling
when we decreased the density during the preparation of the chains (see Appendix B.1). In
chains at the wings of the cloud, the adiabatic deconfinement is much larger compared to the
central chains, which should thus lead to lower spin entropy. Experiments with even higher
doping could clarify this. Owing to the growing distances in real space, we could only analyze
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Figure 7.12. Comparison of spin correlations. Spin correlation C(d = 2) in blue, spin string corre-
lations Cstr(d = 2) in green and squeezed space correlations Csq(d̃ = 2) in red as a function of local
density.
squeezed space correlations up to d̃ = 3. To probe the nature of the decay of the correlations
with distance, larger and more homogeneous systems are required.
7.5.4 Comparison of correlation functions
We analyzed three types of spin correlation functions, the conventional connected two-point
correlation function C(d), the string correlation function Cstr(d) and the squeezed space cor-
relation function Csq(d̃). Without any holes, all of these correlators give the same results. To
emphasize the difference between them at finite doping, Fig. 7.12 shows an exemplary direct
comparison of the Cx(2) values as a function of density. The conventional correlation function
C(d) is very sensitive to doping due to the discussed AFM parity flips and C(2) even changes
sign at n = 0.71(3), when the contribution from spin-hole-spin events CSH,Nh=1(d = 2) domi-
nates over events without a hole CSH,Nh=0(d = 2).
1 The spin string correlation function, on the
other hand, is insensitive to the hole induced AFM parity flips, thus, Cstr(2) stays positive and
even increases slightly in magnitude with decreasing density owing to the effectively shorter
spin-spin distance in squeezed space. The squeezed space correlation function Csq(d̃ = 2)
is also insensitive to the AFM parity flips and stays positive, but decreases with doping at
finite temperature due to the decreasing effective coupling strength between the spins (see
Sect. 7.5.2).
1 Bosonization predicts the zero crossing of C(1) at a density of about n = 0.75, where cos(pnx) = 0 (cf.
Eq. A.3.2).
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7.6 Summary and outlook
Through the analysis of various local and non-local correlation functions, our measurements
revealed striking equilibrium signatures of spin-charge separation in one-dimensional doped
Hubbard chains. We explored the spin correlations around individual holes and demonstrated
that each hole acts as a domain boundary of the AFM parity. Building upon this information,
a string correlation function was constructed to characterize the spin sector independent of
charge fluctuations. By removing the holes in the analysis of the data, measurements in an
artificial squeezed space have been obtained. Good agreement with an effective Heisenberg
description was found over a large range of dopings. The results showed that effects of spin-
charge separation are visible in equilibrium correlation measurements.
The measurement demonstrated the new possibilities of quantum gas microscopes to char-
acterize a system beyond the standard two-point correlators. Even in a theoretically well under-
stood system like a one-dimensional spin chain, non-local correlations need to be employed
to fully decompose the spin and charge pattern into their microscopic constituents. Due to the
finite temperature of T ⇠ J and the finite system size of about 15 sites, the analysis could not
reach the scaling limit. Nevertheless, the precise analysis of short range correlations provided
valuable information about the microscopic origin of effects observed on long wavelength and
it is therefore complementary to measurements e.g. in solid state systems.
An interesting extension of this work would be the detection of dynamic signatures of
spin-charge separation in quench experiments through the measurements of different spin and
charge velocities [214, 215] or Green’s function [216]. Using a local addressing laser, we
plan to create deterministic holes and to observe the simultaneous spreading of a spinon and
a holon wave through the chain. In higher dimensions the experimental evaluation of non-
local correlations in synthetic hole doped antiferromagnetic materials is also of prime interest
for the investigation of exotic many-body phases relevant to high temperature superconduc-
tors [217, 218]. The extension to two-dimensional Hubbard system could allow to directly
see a local ferromagnetic environment around individual holes in an AFM background and
the associated attraction of holes. In frustrated quantum magnets our measurement would, for
example, enable the detection of skyrmions1 and their role in quantum phase transitions [219].
Hence, our experiments mark a first step towards experimental studies of emergent gauge
structures and topological order [220].
1 Skyrmions are the topological excitations of a 2 d spin system (R2 ! S2) where e.g. the central spins points
down and all spins at |r| ! • point up with a continuous change of spin directions inbetween.

Chapter 8
Summary and Outlook
In this thesis, we have demonstrated a versatile quantum gas microscope for ultracold fermions
and the detection of antiferromagnetic spin correlations in the Fermi-Hubbard model over
several sites. In one dimension, we found this spin order to be robust against hole-doping due
to the effect of spin-charge separation.
Our single-atom resolved imaging, which can detect the full counting statistics including
spin and doublons on every site, offers many new possibilities to analyze complex many-body
states. In addition to the average density and spin with single-site resolution, it gives access
to all orders of fluctuations and correlations. These correlations and the full underlying dis-
tribution function fully characterize the properties of a many-body system. In addition, the
measurements allows us to employ powerful post-selections, which, if carefully applied, can
reveal effects otherwise hidden in the noise.
With the measurement of the full atom number of a closed system on each realization, we
observed the change of density by adding single atoms to the system and could work in a canon-
ical ensemble despite natural shot-to-shot fluctuations. We employed this to study the equation
of state of the one-dimensional Fermi-Hubbard model at intermediate interaction strength and
could experimentally confirm the relation of compressibility to density fluctuations as given
by the fluctuation-dissipation theorem.
In these lattice systems, we could realize antiferromagnetic (AFM) spin correlations over
at least four sites in one-dimensional systems with entropies down to 0.4kB per particle. We
measured a constant strength of these spin correlation for increasing interactions indicating
adiabatic cooling with decreasing exchange coupling J [71]. For densities below one, we
observed incommensurate spin correlations, which are qualitatively described by a Luttinger
liquid.
The simultaneous measurements of spins and holes is the core requirement for our analy-
sis of spin-hole correlations and the evaluation of non-local string correlators. In doped spin
chains, we confirmed that holes act as domain walls of the AFM parity and thereby reduce the
spin correlations as measured by conventional two-point correlators. But due to spin-charge
separation the spin order is not destroyed but merely hidden. With a non-local string corre-
lation function, we were able to reveal these hidden correlations, which are described by an
effective Heisenberg model [82].
These were merely the first experiments with our new advanced imaging technique, which
has already proven to be a valuable improvement to the first quantum gas microscopes, that
can measure the parity of the density only. In the future, we plan to extend these studies to
doped two-dimensional systems and we will start to investigate non-equilibrium behavior and
topology.
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Technical improvements
The setup of our quantum gas microscope included many technological challenges. Especially
the site-resolved imaging of a light atom like lithium turned out to be difficult due to the
large photon recoil and limited available laser power. Our spin-resolved imaging relies on our
large scale lattice produced by interfering beams, which are sent through the high-resolution
objective. Related to this, we still face two problems, which are not detrimental, but which
we would like to improve on: Our confining potential is not fully harmonic, but shows weak
fringes and distortions, and our detection fidelity during imaging is only about 97%.
The imperfection of the potential are most likely caused by tiny errors in the laser beam
profile, which get imaged onto the atoms with the high NA objective. Similar problems have
been reported for the bosonic microscope in Harvard [129] and recently in a 1d optical lattice
in Paris, which both also send the lattice beams through strong lenses. In the short term, we
plan to minimize these fringes by compensation with a digital mirror device (DMD), which
can shape the potential with single-site resolution [75, 221]. But in the long run, we have
planned to built a new optical superlattice from two colors with beams which are sent to the
atoms without passing through the objective.
With the detailed analysis of Raman sideband coooling, we can understand our small resid-
ual loss rate of atoms due to heating in the fluorescence process. Although the mean cooling is
much stronger than all heating processes combined, the distribution of occupied levels shows a
long tail to weakly bound states because the system leaves the Lamb-Dicke regime for highly
excited harmonic oscillator states. The loss is less then 10 atoms for one million scattered
photons, but we detect only 4% of the scattered light and need about 200 photons per atom
on the camera, which results in a few percent detection error. Possible improvements can be
reached with a deeper pinning lattice or with a more efficient repumping scheme. A new laser
setup, which will provide about 20% more power is currently under construction and we will
try to optimize the cooling by working in a weak magnetic offset field.
Future experiments
The dynamic measurement of spinon and holon propagation in a one-dimensional chain is a
natural extension of our measurement of spin-charge separation with equilibrium correlations.
It requires a local excitation of these modes e.g. by removal of a single spin in the center
of a spin chain. We are currently implementing such an addressing with a DMD and plan to
directly observe the propagation of the missing spin and charge in real time [215]. While the
position of a single hole in a Mott insulator is easily identified on each picture, the excess spin
is only revealed on many averaged pictures because of our finite spin correlation strength. Our
estimation indicates that at least the short time behavior should be clearly measurable.
Our analysis of hidden spin correlations (Chapter 7) had a direct analogy to the spin-1
Haldane chain, but our system did not contain the non-trivial topology of this system. However,
the Haldane chain can be simulated with ultracold Fermions in an optical lattice by including
the p-band (first excited state along x,y,z) of the lattice [222, 223]. With four particles per site,
the s-band is filled and the two atoms in the p-band form a spin-1. Our ability to measure both
the spin and doubly occupied sites puts us in the unique position to resolve all these states in a
single shot and thereby study a real Haldane chain.
With our experiments in one-dimensional spin chains, we demonstrated that we can reach
low temperatures and analyze the interplay of spin and charge. Next, we want to apply this
to the more complex situation of two-dimensional doped spin systems. We already measured
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antiferromagnetic correlations in 2d Mott insulators of similar length as in 1d case i.e. up to
four sites. This correlation strength might already be sufficient to see some of the intersting mi-
croscopic behavior of holes in an AFM background. Contrary to 1d, holes in two dimensions
are expected to be surrounded by a local ferromagnetic environment, which should be mea-
surable with our microscope. At very strong repulsive interaction, a single hole even drives
the full system into a Nagaoka ferromagnetic state [224, 225], whose observation would be a
major step in the study of itinerant ferromagnetism [226–228]. In a next step, we will look
for an effective attraction of pairs of holes by studying hole-hole correlation functions. After
the realization of an AFM, such a measurement would be a major step towards the disputed
d-wave pairing. In principle, the attraction of holes is a local process, which does not rely
on full long-range antiferromagnetic order, but might already be observable with our current
AFM correlations of several sites.
In addition, there are several ideas how to further reduce the temperature of our systems.
Recently the group in Harvard created a bucket potential with a DMD and reached tempera-
tures of 0.25 t at U/t = 7.2 in 2d [75]. Another approach, which we will attempt with our
current setup, is the adiabatic connection from a band insulator to a Mott insulator by splitting
each site with the superlattice [65]. Because the entropies per particle in band insulator can
be very low, we hope to reach very low temperatures in the Mott insulator this way. With an
additional potential from a DMD one could even separate or remove the surrounding metallic
entropy reservoir.
Although we are just starting to explore the analysis possibilities with spin and density
correlations functions of arbitrary order, one may look ahead and address the question on
how to implement fundamentally different observables or correlations in time. With many-
body Ramsey interferrometry one can measure the dynamic many-body Green’s function of
spin systems [216] and gains direct information about the excitation spectrum. This proposal
requires a local spin adressing, which has been demonstrated for Rubidium [125], and a full
spin resolution as present in our machine. Another proposal involves a measurement with
electromagnetically-induced-transparency [229]. The interference of two copies of the many-
body system presents a different approach to observables beyond the combinations of density
operators. A prominent example is the direct measurement of entropy, which has been shown
for small bosonic systems [230].
Furthermore, there has been great progress in the last years to implement artificial gauge
fields in optical lattices [231]. Recently these approaches have been combined with a quantum
gas microscope [232] and effects in interacting systems are studied.
It becomes clear, that the prospects for interesting experiments with quantum gas micro-
scopes are rich for years to come and I am convinced that more and more fascinating ideas
will be developed to fully use the power of these experiments. Within the last three years the
number of microscopes which published first images has grown from two [25, 26] to ten [29–
32, 74, 123, 156, 233] and many more are under construction or in planning stage. Single-
particle resolved images of ultracold atoms are, thus, certain to have a major impact on the
investigation of strongly correlated quantum systems in the near future.

Appendices
131

Appendix A
Luttinger Liquid Theory
A.1 Introduction
One-dimensional interacting systems show very different properties compared to systems of
higher dimensions. While most many-body systems in two or more dimensions are described
by Fermi liquid theory [91], which shows quasi-particle excitations that can be adiabatically
connected to free Fermions, most one-dimensional systems can be described by a harmonic-
fluid approach [97–99]. Its basic excitations are collective waves with a simple linear dis-
persion. In contrast to higher dimensions, these excitations are bosonic and show negligi-
ble overlap with the microscopic fermions. Such systems have been termed Luttinger liq-
uids [100, 101] and an extensive coverage of this theory can be found in the book by T. Gia-
marchi [54], whose notation we follow in this thesis.
As particles in one dimension can be uniquely labeled by their spatial integer index j per
spin, one can define a monotonically increasing counting function (labeling field) f̂l(x) that
increases by 2p at the position of each particle, i.e. f̂l(x j) = 2p j. Subtraction of the mean slope
(given by the mean density r0) leads to the function f(x), which measures the displacement
of particles from the crystalline position [54]:
f̂l(x) = 2pr0x 2f̂(x) (A.1.1)
Thus e.g. f(x) = 0 describes an unperturbed crystal with spacing r 10 , f(x) = p/2 is the
same crystal shifted by half a spacing, f(x) = pz x is a crystal with density r0  z and f(x) =
z p sin(kx) describes a density wave with amplitude z around r0. Figure A.1 illustrates the
concept with two examples. The counting field allows to express the density operator by
r̂(x) = Â
j
d (x  x̂ j) = Â
j
—f̂l(x)d (f̂l(x) 2p j)
=
✓
r0  
1
p
—f̂(x)
◆
Â
p
ei2p(pr0x f̂(x)), (A.1.2)
where p is an integer. In the first step d ( f (x)) = d (x   x0)/ |— f (x)| was used and in last step
the d -function has been rewritten with its Poisson sum and (A.1.1) was inserted. The term in
brackets describes the smooth variation of the density, while the sum of oscillating term are
the fourier decomposition of the specific particle positions.
With this expression, the fermionic single-particle creation operators can be written in real
space as an amplitude related to f̂(x) times a phase factor q̂(x)
â†x =
p
r̂(x)e iq̂(x)e
1
2 f̂l(x) ⇠
✓
r0  
1
p
—f̂(x)
◆1/2
Â
p
eiq̂(x)+i(2p+1)(pr0x f̂(x)), (A.1.3)
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Figure A.1. Luttinger labeling field. Illustration of the labeling fields fl(x) and f(x). For crys-
tallized particles fl(x) grows linearly and f(x) is constant. Different functions allow to describe
any particle distribution. Note that density fluctuations are proportional to the gradient of f ,
(r(x) r0) ⇠  —f(x).
The last expression is equal up to a constant because the square root of a delta function is a
delta function times a normalization. The extra e
1
2 f̂l(x) term is the Jordan-Wigner transforma-
tion [155] that ensures the proper fermionic anti-commutation relation of â†x even though the
fields f̂(x) and q̂(x) are bosonic1.
So far the description of fermions in terms of bosonic fields is exact and general. Typically
one is interested in the low energy, large wavelength description of a system. The representa-
tion in equation A.1.3 has the advantage of a natural coarse graining procedure by restriction
of the sum to small values of p. This leads to a simplified expression for the density r̂ from
(A.1.2) with p =  1,0,1
r̂x,n =
✓
r0  
1
p
—f
n
(x)
◆
(1+ cos(2kFx 2fn(x))) , (A.1.4)
where we introduced a spin index n =",# to describe systems with spin.
Luttinger Hamiltonian To derive the Hamiltonian of the low-energy properties one can
insert (A.1.3) per spin (f",f#) into an interacting one-dimensional Hamiltonian and expand
in powers of —f and —q . Note that we only discuss the thermodynamic limit in this section.
Finite size corrections are covered e.g. in [234]. Dropping all quickly oscillating terms2 and
inserting fields for spin and charge3
f
r
=
1p
2
 
f" +f#  p/2
 
, f
s
=
1p
2
 
f"  f#
 
, (A.1.5)
one obtains the general Luttinger liquid Hamiltonian describing a gapless, spin-balanced,
one-dimensional system
HLL =
1
2p
Z
dx
✓
u
s
K
s
(—q
s
(x))2 +
u
s
K
s
(—f
s
(x))2
◆
+
1
2p
Z
dx
✓
u
r
K
r
 
—q
r
(x)
 2
+
u
r
K
r
 
—f
r
(x)
 2
◆
. (A.1.6)
1 From here on we are going to drop the operator hats on the bosonic fields.
2 Upon integration/summation oscillating terms give negligible contributions, but care has to be taken with
certain commensurate effects. I.e. Ân eikn does not vanish for k = 2p .
3 The p/2 phase has no physical relevance, but highlights some spin-charge symmetries.
A LUTTINGER LIQUID THEORY 135
The parameters (u
s
,u
r
, K
s
, K
r
) encode the low-energy properties and they are in general non-
trivially related to the microscopic parameters of the system. This quadratic Hamiltonian is a
sum of density terms (that depend on q
r
,f
r
) and spin terms (q
s
,f
s
) that both describe non-
interacting simple waves. So even for a strongly interacting system, the low energy physics
is given by plane wavelike spin and charge excitations, which are non-local in the original
particles (encoded in the non-locality of f and q ). The charge (spin) velocity u
r
(u
s
) gives
the velocity of those density (spin) waves of the system and thus set the energy of excitations,
Eq = u |q| without a gap. The Luttinger parameter Kr (Ks ) is related to the compressibility kr
(magnetic susceptibility k
s
) and to the charge (spin) stiffness D of the system, which are given
by
k
r
⌘
∂ (n" +n#)
∂ µ
=
2K
r
pu
r
, k
s
⌘ 1
2gµB
∂ (n"  n#)
∂B
=
K
s
2pu
s
. (A.1.7)
D
r
⌘ pL ∂J
∂F
= 2u
r
K
r
, D
s
⌘ 1
L
∂
2E0
∂g
2 = 2us Ks (A.1.8)
The charge stiffness is the change of current J for a change of magnetic flux F through a loop
of size L and the spin stiffness can be defined as the change in energy E0 for a twist of the
spins by an angle g .
The Luttinger parameters K are, thus, a measure for the strength of the response of the
system to an external perturbation. In general, K
r
< 1 describes a repulsive system, K
r
> 1
an attractive one and K = 1 a non-interacting free fermionic system. Due to the fluctuation-
dissipation-theorem K
r
(K
s
) is also governing the strength of the density (spin) correlations,
which are primary observables in our experiments. For the analytic form of the correlation
functions of the Luttinger liquid see section A.3.
A.2 Fermi-Hubbard model
The Hamiltonian of the single band Fermi-Hubbard model (FHM) is given by equation 2.2.1.
Written in the bosonized notation the Hamiltonian of the FHM conisists of the general HLL
(Eq. A.1.6) and additional terms; one to describe the (varying) chemical potential1, one for an
external magnetic field B as well as two terms that are needed to describe the phase transitions
to gapped phases, which exist in the FHM:
HFHM,LL = HLL
+
1
p
Z
dx
✓p
2µ(x)—f
r
(x)+
gµBBp
2
—f
s
(x)
◆
+
2U
(2pa)2
Z
dx
⇣
cos(
p
8f
s
(x))  cos(
p
8f
r
(x))
⌘
(A.2.1)
The second line of equation A.2.1 describes the effect of an external chemical potential µ(x)
and magnetic field B. The nonlinearities in the third line2 are due to the lattice potential (f
r
(x)-
term) describing umklapp - scattering3 and the interaction between the left and right Fermi
1 A constant chemical potential can always be absorbed into a redefinition of f
r
via a different r0.
2 This line is written for a system where f" and f# (Eq. A.1.1) are defined at half filling for r0," = r0,# = 1/2. In
the other cases, additional oscillatory factors arise, which make the terms less relevant.
3 Umkapp - scattering events are scatterings in momentum space, which violate total momentum conservation
and only conserve the quasi momentum of the lattice i.e. P1 +P2 ! P3 +P4 +Q, where Q is a lattice momentum.
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point (f
s
(x)-term) are backscattering events1. The Hamiltonian in this form is the symmetric
sum of two sine-Gordon Hamiltonians, one for the charge sector and one for the spin sector.
Spin-charge separation Note that there is no term coupling the spin and charge sector, so the
spin fields are independent of the charge fields. This is a peculiarity which is very common in
one dimension: Although the bare particles are fermions with a given spin and charge, a proper
physical description separates spin from charge and treats both independently. This is known
as spin-charge separation and the effect is already visible on the level of the Hamiltonian. For
a discussion of the accuracy of this effect see section 2.3.
Spin-charge separation and the Hamiltonian above are no longer valid at strong magnetic
fields (large polarization) because of the different sizes of the original Fermi seas. In this case,
the Hamiltonian still separates in two independent sectors, but each is a linear superposition of
spin and charge [54].
Phases
Depending on the values of K
r
,K
s
,µ and B, each of the cos-terms in the Hamiltonian A.2.1
can drive the system into a gapped phase via a quantum phase transition. If both are irrelevant2,
the system stays in the metallic Luttinger liquid phase, described by HLL, with renormalized
parameters K,u. If one of the terms is a relevant perturbation, the system becomes massive in
this sector i.e. it develops a gap (the corresponding field f localizes in one minimum of the
cosine).
The bare parameters (u,K) for the Fermi-Hubbard model can be obtained from an explicit
derivation of equation (A.1.6) from (2.2.1) and are given by [54]:
u
c
= vF
✓
1± U
pvF
◆1/2
, K
c
=
✓
1± U
pvF
◆ 1/2
, vF = 2t sin(pn/2) (A.2.2)
with plus (minus) sign for c = r (s ). Note that K
r
> 1 for attractive interactions and K
r
< 1
for repulsive interactions and reversed for the spin. Due to the non-linear cos-terms these bare
parameters get renormalized however and the values above are thus not the values which allow
to directly calculate observables.
We list here a few results of such renormalization calculations for T = 0 with the relevant
values of K and u after renormalization i.e. for HLL without the extra terms of equation A.2.1.
Due to the symmetry of the Hamiltonian, each property of the spin/charge sector at repulsive
interactions has a symmetric correspondence in the charge/spin at attractive interactions [93].
Repulsive interactions
• At half filling (|µ| < µc = Dr ) the umklapp term is relevant and drives the system to a
Mott insulator at arbitrary U > 0. The gap D
r
is given by U for strong interaction and
µ U1/2e vF/U for weak interactions. Within the Mott state, the field f
r
(x) is constant
except for local fluctuations, which are the Doublon-Hole pairs. Because f
r
⇠
R
dxr is
a non-local field, only a string operator can measure the order [27, 189].
1 Backscattering refers to collisions that conserve the total momentum, but exchange momentum between the "
and # population.
2 In a renormalization calculation, perturbing operators are classified as irrelevant or relevant. Irrelevant terms
do not change the overall phase of the system, but only renormalize the parameters of the Hamiltonian, while
relevant operators drive the system into a new phase with different properties (e.g. a gap) [235].
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• In the unpolarized case (B = 0), the cos(
p
8f
s
(x)) is marginally1 irrelevant due to the
spin SU(2) symmetry. This leads to K
s
= 1 for any doping with logarithmic corrections
to the correlation functions.
• At finite doping there can be no Mott insulator and 0.5 < K
r
< 1 approaching K
r
= 0.5
for any U > 0 close to an empty, half filled or filled band and for any doping at strong
repulsions.
• Both charge2 and spin show critical fluctuations with an algebraic decay of the density-
density and spin-spin correlation functions3. The measurements of these spin correla-
tions (at finite T) are a central part of the experimental results of this thesis.
Attractive interactions
• In the unpolarized case (B = 0), the spin-sector orders (f
s
) for arbitrary U < 0 due
to the backscattering term. The spins tend to pair in singlets with a spin-gap D
s
µ
U1/2e vF/U [236] for small |U | and D
s
= |U | for strong attraction. This phase is known
as a Luther-Emery liquid [237] and within this phase f
s
is constant up to local fluctua-
tions [189].
• At half filling, the umklapp term is marginally irrelevant leading to K
r
= 1. At an
arbitrary chemical potential, one gets 1 < K
r
< 2 with K
r
! 2 for almost full or empty
bands at any U < 0.
• At a finite polarization, there is no spin gap and 0.5 < K
s
< 1.
• There are critical fluctuations, i.e. correlations with only algebraic decay, towards singlet
pairing in k-space (BCS) and towards a charge density wave.
The effective parameters (u,K) in the Luttinger phase can be obtained from comparison to
numerical or analytic calculations. With the Bethe-ansatz [238], there exist an exact solution
of the Fermi-Hubbard model [239], which allows to calculate the Luttinger parameters for
repulsive [103] as well as attractive [240] interactions at various densities.
A.3 Correlation functions
The experimental observables are the spin and density. With equations A.1.4 and A.1.5, one
can express the density r̂ = r̂" + r̂# and the spin Ŝ z = 12(r̂"   r̂#) with the fields fr and fs . It
is instructive to look at the leading oscillatory terms with wavevector 2kF = p(n" +n#):
r̂2kF (x) ⇠ sin
⇣
2kFx 
p
2f
r
(x)
⌘
cos
⇣p
2f
s
(x)
⌘
Ŝz2kF (x) ⇠ cos
⇣
2kFx 
p
2f
r
(x)
⌘
sin
⇣
 
p
2f
s
(x)
⌘
(A.3.1)
1 The term marginal describes that the system is right on the boundary to a spin ordered state. If the spin
interaction in one axis were slightly larger than in the other, the spin sector would obtain a gap.
2 Outside of the Mott insulator.
3 These are the strongest correlations one can expect because the Mermin-Wagner theorem [92] prevents long
range order (charge density wave, spin density wave) in infinite 1d systems.
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From these expressions it becomes clear that f
r
acts as the phase of both the spin and charge
waves and f
s
is related to the amplitude of those waves.
It is important to note that, while the fields f
r
and f
s
are independent in a Hamiltonian
like Eq. A.2.1, the local physical observables always mix both fields. A central challenge in
the analysis of doped spin chains (Chapter 7) was therefore to find a combination of local spin
and density operators that isolate e.g. the spin properties of the system.
From equation A.3.1 it becomes clear that long ranged ordered spin or density waves would
require both the fields f
r
and f
s
to order i.e. to stay close to a constant value. As outlined
in the last section, this never occurs in the FHM, which is of course required by the Mermin-
Wagner-Theorem (in 1+1 dimensions).1 A fluctuating field f leads to correlations of only
finite length as the phase difference accumulates over larger distances.
The density-density as well as the spin-spin correlation function can be expressed in terms
of the bosonic fields q ,f and their form can be evaluated analytically. At zero temperature for
U   0 the (equal time) correlation functions in the Luttinger phase are [54]:
R(x) = hn0nxi hn0ihnxi =  
K
r
p
2x2
+ Ã2
n2 cos(pnx)
xKr+K⇤s
log 3/2(x)
C(x) =4
 ⌦
Sz0S
z
x
↵
 
⌦
Sz0
↵
hSzxi
 
=   Ks
p
2x2
+ Ã02
cos(pnx)
xKr+K⇤s
log1/2(x) (A.3.2)
where x is the relative distance in units of the lattice spacing and Ã2, Ã02 are constants that de-
pend on the microscopic physics of the system. The renormalization of the spin parameter for
a SU(2) symmetric interaction leads to K⇤ = 1 and logarithmic corrections.
The first term of (A.3.2) is a simple 1/r2 -decay arising from pairs of atoms at the same Fermi
point, while the second term oscillates with twice the Fermi-wavevector due to contributions
from both Fermi points separated by 2kF in k-space. This describes the tendency of the system
to form a charge (spin) density wave. At half filling cos(pnx) = ( 1)x and one obtains an-
tiferromagnetic correlations2. Due to the log corrections, the spin correlations decay slightly
slower than the density ones. The absolute amplitude of the spin oscillations is, in addition,
much stronger i.e. A02   A2. A close look at equation A.3.1 shows that the relative amplitudes
of the density and spin correlations are given by cos(
p
2f
s
) and sin( 
p
2f
s
). Even though
the field f
s
is fluctuating, the backscattering term U cos(
p
8f
s
) still tends to localize its value
around (1+2m)p/
p
8. This leads to weak density correlations and strong spin correlations.
At half filling these are the antiferromagnetic correlations of the Heisenberg model that decay
with 1/r (using K
s
= 1 for SU(2) symmetric spin and K
r
= 0 in a Mott insulator).
Finite doping The periodicity of the oscillations in equation A.3.2 is 2p/(2kF) = 2/n. At
finite hole doping the wavelength of the spin and charge oscillations thus increases due to
the dilution of the chain with holes. In addition, the amplitude of the oscillations decays
faster compared to the Mott phase because K
r
  0.5. This can be attributed to the following
processes: While the holes move through a spin chain, they shift the positions of the spins.
This does not change the sequence of spins, but adds uncertainty to their position on the lattice.
This effect is analyzed in detail in chapter 7.
1 In a system that breaks SU(2) spin symmetry, a long range ordered state is possible. Ordered f
r
(x) = 0 and
f
s
(x) = p/
p
8 describe an Ising antiferromagnet.
2 The charge sector is in a Mott insulator in this case, so (A.3.2) does not apply.
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Finite temperatures At finite temperatures thermal excitations (spinons, holons, doublons)
reduce the spin and charge correlations. These excitations are collective waves with wavevec-
tors k and energies Eholon = ur |k|, Espinon = us |k|. The leading terms of the spin and charge
correlation functions of the Luttinger liquid at finite temperature are given by 1
R(x) =  
K
r
(px
r
sinh(x/x
r
)2
+A2
cos(pnx)
 
x
r
sinh(x/x
r
)
 K
r (x
s
sinh(x/x
s
))Ks
C(x) =   Ks
(px
s
sinh(x/x
s
)2
+A02
cos(pnx)
 
x
r
sinh(x/x
r
)
 K
r (x
s
sinh(x/x
s
))Ks
(A.3.3)
where x
c
= u
c
/(pT ) (c = r,s ) are characteristic thermal length scales of the charge and
spin sector. At distances x > x
c
the correlations decay exponentially due to thermal excitation.
At shorter distances, the correlations, however, decay algebraically because excitations with
high energy are not thermally activated and long wavelength excitations do not affect short
distances.
Although spin and charge excitations are decoupled, the spin and charge correlation func-
tions are each affected by both sectors, which can be seen from the dependence on K
r
,K
s
in
equations A.3.2 and A.3.3. The mixing can be understood from the shifting of spins due to the
free motion of holes. The normal two-point correlations given above show asymptotically an
exponential decay with a decay constant x ,
C(d) ⇠ exp( x/x ), with: x  1 =
✓
u
r
pK
r
T
◆ 1
+
✓
u
s
pK
s
T
◆ 1
. (A.3.4)
Note that the spin velocity (u
s
⇠ J at large U) is smaller than the charge velocity (u
r
⇠ t), so
the decay is dominated by the spinons. Nevertheless, the additional effect of the charge sector
is quite strong as demonstrated in the experiments described in chapter 7. A measurement of
stronger spin correlations that only depend on the spin sector can be achieved with non-local
correlators (same chapter).
1 The logarithmic corrections have been neglected.
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Figure A.2. Vortex in the Luttinger liquid A A localized momentum (top) is associated with a kink
in the phase q
r
. B A momentum kick ei2fr at time t0 and position x0 thus changes the phase qr = 0
by  2p for x < x0. The excitation spreads with time, leading to a winding of the phase qr around
(x0,t0). Such momentum kicks are generated by umklapp scattering events in a lattice, when two
particles with quasi momenta q1,q2 scatter into q3,q4 with Âi qi = Q, where Q is a lattice momentum.
These processes drive the system into a Mott insulator. C The q
r
-vortex is topologically equivalent
to a vortex in a classical spin XY-model, so the Mott transition in one-dimension is in the universality
class of the BKT-transition [54].
A.4 Connection to BKT-physics
Due to the correspondence of zero temperature d-dimensional quantum system to a (d+1)-
dimensional classical system [241], there is a direct link of the discussed phases and correla-
tions of the Luttinger liquid (as described by the sine-Gordon Hamiltonian in Eq. A.2.1) to the
Berezinskii–Kosterlitz–Thouless (BKT) phase in two dimensions. Both fall into the universal-
ity class of the two-dimensional XY-model1 with a phase transition driven by the binding of
vortices [242, 243]. The connection is given by associating the phase q
r
with the angle of the
XY-spins2. The quadratic Luttinger liquid (obtained for attractive interactions K
r
> 1) corre-
spond to the free spin-waves of the low temperature phase BKT phase, with no free vortices.
The Mott phase, where f
r
orders and q
r
is disordered, is connected to the high-temperature
phase of unbound vortices. The Luttinger parameter K
r
thus has its correspondence in the
inverse classical temperature T  1 and the transition is driven by the umklapp scattering term
cos(
p
8f
s
(x)). This allows to identify the vortices of the 1d system as these umklapp scatter-
ing events in a (ut,x)-plane (see Fig. A.2). The bound vortices in the critical low-temperature
BKT-phase are therefore the absence of the umklapp scatterings (or their paring of with lattice
momenta +Q, Q) allowing the particles to spread through the system.
1 Together with the two-dimensional Coulomb plasma.
2 The focus here is on the charge sector and the Mott transition (ordered f
r
), but due to the duality the same is
true for the spin sector and the transition to the Luther-Emery liquid.
Appendix B
Supplementary Material for Chapter 7
B.1 Preparation of doped spin chains
We started from a quasi two-dimensional degenerate mixture of the two lowest energy Zee-
man states of 6Li in a single plane of an optical lattice with 3.1 µm spacing in the vertical
direction. The vertical lattice depth was 110Ezr and the scattering length was set to 530aB.
Here Eir = h2/8ma2i is the recoil energy for a lattice of period ai in the i-direction, m the
atomic mass and aB the Bohr radius. Next, the preparation of about 10 Fermi-Hubbard chains
started with ramping up the large scale component of an optical superlattice (asl = 2.3 µm) in
the y-direction in 15ms to a depth of 18Eyr . A lattice of period al = 1.15 µm along x was then
ramped up in 15ms to 3Exr and finally to 5Exr in 80ms, while the lattice depth in z-direction
was linearly decreased to 17Ezr in 50ms. Simultaneously the lattice in y-direction was in-
creased to 27Eyr in 60ms. Using a magnetic offset field of 714G near the broad Feshbach
resonance located at 834.1G [127] the scattering length was linearly increased during these
ramps to 2000aB. The lattice and the low peak densities of about one atom per site ensured
collisional stability by suppressing three-body recombination losses. At the end of the ramps,
the onsite interaction energy was U = h⇥2.9kHz, as estimated from Wannier function calcu-
lations without taking into account finite band gap corrections [244]. The tunneling amplitude
was t = h⇥400Hz and the exchange energy J = 4t2/U = h⇥220Hz.
B.2 Definitions of correlation functions
An empty or doubly occupied site has spin zero and thus these sites reduce the magnitude
of spin correlations trivially. In order to compare spin correlations at different densities, we
evaluate the spin operators on singly occupied sites only. The conventional connected spin
correlation function including this condition can be written as
C(d) = 4hŜzi Ŝ
z
i+di i i+d ⌘ 4
hŜzi Ŝ
z
i+di
hn̂si n̂si+di
⇡ 4
nini+d
hŜzi Ŝ
z
i+di,
where we defined the "singlon" operator n̂si = n̂i," + n̂i,#  2n̂i,"n̂i,#. The first relation is the defi-
nition of the conditional correlation function C(d), which we directly measured experimentally.
The doublon fraction as well as density correlations beyond one site were negligible, which
justifies the approximation of the "singlon-singlon" correlations in the denominator by the mea-
sured densities resulting in a simple normalized spin-spin correlator. These last expressions
are just given for clarity, they have not been used in the analysis.
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In the same spirit, the spin-hole correlation function, which selects on two occupied and
one empty site, can be rewritten as a normalized three-point correlator:
CSH(d,s) = 4hŜzi Ŝ
z
i+di i#i+s i+d ⌘ 4
hŜzi n̂hi+sŜ
z
i+di
hn̂si n̂hi+sn̂si+di
⇡ 4
ni(1 ni+s)ni+d
hŜzi n̂
h
i+sŜ
z
i+di,
where the hole operator n̂hi = (1   n̂i,")(1   n̂i,#) ⇡ (1   ni) detects the presence of a hole at
site i.
The measured non-local correlation functions can equivalently be expressed in terms of
unconditional spin and density correlation functions,
Cstr(d) = 4
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Ŝzi+d
+
CstrSH(d,s) = 4
*
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Ŝzi+d
+
.
When studying both local and non-local spin correlations at large distances, the presence of
the trap complicates the definition of density. For the data presented in the main text in Fig. 3
we defined the density n as the mean density over all the sites connecting the two operators
evaluated at sites i and i+d: n = 1d+1 Â
i+d
k=ihn̂ki.
B.3 Correction for finite size effects
In each chain, the atom number and magnetization weakly fluctuate from shot-to-shot, but for
a single realization the atom number N = hÂi n̂ii = N" +N# and magnetization M = hÂi Ŝzi i =
1
2(N"  N#) are fixed. A fixed magnetization M in a single spin-1/2 chain without holes or dou-
blons (length L = N) acts as a constraint on the spin-spin correlations because of the following
exact sum rule:
4M̂2 = 4
*
Â
i, j
Ŝ zi Ŝ
z
j
+
= 4Â
i
D 
Ŝ zi
 2E
+8
N 1
Â
d=1
N d
Â
i=1
⌦
Ŝ zi Ŝ
z
i+d
↵
= N̂ +2
N 1
Â
d=1
(N  d)Ĉ(d) (B.3.1)
Here, the line average of the spin correlation operator Ĉ(d) = 4/(N  d)ÂN di=1 Ŝ
z
i Ŝ
z
i+d has been
introduced in the last step.
Even for completely uncorrelated spins in the chain, the correlations are thus non-zero and
their value C(d) = 4M2/(N2   N)  1/(N   1) is necessarily constant with distance d. This
effect only vanishes in the case of Poisson (shot-noise) magnetization fluctuations 4M2 = N,
B SUPPLEMENTARY MATERIAL FOR CHAPTER 7 143
A B
C
1 2 3 4 5 6 7 8
Distance d (sites)
-0.3
-0.2
-0.1
0.0
0.1
S
p
in
 c
or
re
la
tio
n 
C
(d
), 
C
(d
)ǁ
C
o
ff
se
t
-0.1
0.0
0.1
0.2
0.3
0.4
-3 -2 -1 0 1 2 3
Magnetization per chain M
S
p
in
 c
or
re
la
tio
n 
C
(d
)
2 4 6 8 10 12 14 16
Atom number per chain N  
-0.10
-0.05
0.00
0.05
S
p
in
 c
or
re
la
tio
n 
C
(d
)
Figure B.1. Finite size offset analysis. (A) Effect of offset subtraction. The spin correlation function
C(d) (dark blue) shows a clear offset that is expected in finite size systems with squeezed magneti-
zation fluctuations. Subtraction of this offset leads to a correlation function which decays to zero
(light blue). The spin string correlation function, Cstr(d) (red), is almost unaffected (light red) be-
cause of the changing signs ( 1)Nh in the definition. Measured correlation values for large distances
C(d > 6) (blue points), which we attribute fully to the offset, as a function of (B) chain magnetization
M and (C) atom number N. The estimated offset corrections Coffset(M,N) (red lines) from Eq. B.3.2
with A =  0.045 averaged over experimental atom number (B) or magnetization (C) distribution
captures the experimental offset well.
or in the infinite system size limit assuming non-extensive fluctuations. For sub-shot-noise
fluctuations of the magnetization this offset is negative, in agreement with our experimental
and numerical observations.
For systems with non-trivial correlations Ccorr we assume a constant additive offset C(d) =
Ccorr(d) + Coffset(N,M) due to this finite size effect. Solving Eq. B.3.1, reveals an offset
Coffset(N,M) depending on the correlations:
Coffset(N,M) =
4M2
N2  N  
1
N  1  
N 1
Â
d=1
2(N  d)
N(N  1)C
corr(d)
| {z }
A
(B.3.2)
Experimentally, we find that our data is well described by Coffset(N,M) with constant A =
 0.045(5) obtained from the correlations for d > 6, where we do not observe any staggered
correlations in the conventional spin correlator (Fig. S2 B,C). In order to reveal the non-trivial
staggered spin correlations, we measured the atom number and magnetization for each chain,
calculated Coffset(N,M) using the experimental value for A, and finally subtracted it from each
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single outcome contributing to hŜzi Ŝ
z
i+di before averaging spatially and over different experi-
mental runs. This procedure was followed for all different versions of correlation functions,
even though the string correlators are largely insensitive to the offset (Fig. S2A).
Appendix C
Timeline of the Experiment
2011
Spring Christian Gross (group leader) joins the MPQ, planning of a new 6Li quantum gas
microscope
Summer First test setup of the lattice with interference under an angle
September Ahmed Omran (PhD student) and Timon Hilker (diploma student) join the team.
O cial start in the empty lab
October Michael Lohse (diploma student) and Thomas Gantner (diploma student) join the
team
November Martin Boll (PhD student) joins the team
Fall Laser setup for 6Li , 7Li dual Zeeman Slower and MOT
Winding coils for Zeeman slower, MOT, Magnetic trap, Feshbach field
2012
Winter Setup of the interferometer for the physics superlattice
Development of the jump-start electronics for the magnetic trap, Feshbach field
March The last parts of our vacuum chamber arrive from CERN with 3 month delay
Assembly of the vacuum chamber, baking, pumping: pressure great!
April First MOTs of 7Li and 6Li !
Summer MOT optimization, implementation of our new experimental control system, setup
magnetic trap
October Timon Hilker becomes a PhD student
Loading of the magnetic trap, first RF-evaporation
Problems with clogged oven, several vacuum issues, re-baked oven section of vacuum
chamber
November Thomas Gantner leaves the team, Thomas Reimann (master student) joins the team
Fall Two month search to close the Majorana hole of the magnetic trap with a green plug
laser
Stronger plug required (Verdi V18)
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2013
Winter Evaporation in the magnetic trap, loading of the dipole trap, but very unstable and
90 sec cycle time
February Michael Lohse leaves the team, Konrad Viebahn (undergraduate) joins the team
Spring Building of near resonant pinning lattice (3 tapered amplifiers)
First test setup with a digital micromirror device (not implemented)
April Decision to remove the magnetic trap and build a UV-MOT for 6Li instead
Summer Setup of a UV laser from two infrared sources, bow-tie cavity
Setup of a second MOT stage and a 100W dipole trap laser, rebuilding of the magnetic
quadrupole trap into a second Feshbach field
September Alexander Keesling (internship) joins the team
Fall Cooling in the UV MOT, Evaporation in the new dipole trap
November First degenerate Fermi gas!
Thomas Reimann leaves the team
December First optical transport to the science cell
2014
Winter Setup and alignment of our z-lattice
March Leo Stenzel (undergraduate) joins the team
Spring Phase feedback for superlattice implemented
Spring +
Summer
Raman sideband cooling in a near resonant pinning lattice (10-200 GHz detuning),
but lifetimes never above 100 ms
June Leo Stenzel, Alexander Keesling leave the team
August Decision to remove the near resonant pinning lattice and to build a high power pinning
lattice instead
September Katharina Kleinlein (PhD student) joins the team
Fall Setup of three 50 W pinning lattice axes
Problems with breaking fiber amplifiers and thermal drifts
December Guillaume Salomon (PostDoc) joins the team
2015
Winter Raman sideband cooling in the new pinning lattice
Preparation of a single plane with magnetic gradient and RF slicing
March Michael Höse (undergraduate) joins the team
April First image with single atoms!
Spring Development of the image reconstruction algorithm
Summer First alignment of imaging objective to optimize atom point-spread functions
August Measurements Pauli blocking
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September First Mott insulator (2d), but troubles with fringes on the lattice
October Paper on Pauli blocking submitted
Fall Realignment of physics lattice and imaging objective
Larger magnification of the imaging implemented
Improved dimple trap allows to directly load a single plane, replaces unstable RF-slicing
December Katharina Kleinlein leaves the team
2016
Winter Improved phase stabilization of superlattice requires very stable temperatures and
zero air flow
March Implemented spin resolved imaging by local Stern-Gerlach splitting
April Jayadev Vijayan (Master student) joins the team
First antiferromagnetic spin correlations!
May Paper on antiferromagnetic correlations submitted
September Ahmed Omran leaves the team, Joannis Koepsell (PhD student) joins the team,
Jayadev Vijayan becomes a PhD student
October Zeeman window coated with lithium (OD 3). Window exchanged, pumping, pressure
fine
Fall Measurements of doped spin chains, spin-hole correlations
November Martin Boll leaves the team
2017
February Paper on hidden correlations submitted
April Michael Höse starts his master’s thesis
Mai First spin correlations over system size
September Analysis of charge fluctuations + compressibility
Observation of incommensurate spin correlations in partly polarized chains
3/3
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