We study the problem of finding the sparse signal from a set of compressively sensed measurements using variational Bayes inference. The main focus of this paper is to show that the estimated solution is sensitive to the selection of the parameters of the hyperprior on learning the supports of the solution in our modeling. Selection of such hyperparameters should be made with care, otherwise the solution suffers from the overfitting issues as the number of measurements becomes small. To tackle this issue, we add a greedy criterion which filters out a subset of the estimated supports based on the number of measurements compared to the dimension of the signal of interest.
INTRODUCTION
Compressive sensing (CS) is an evolving area in signal acquisition and reconstruction with many applications [1] [2] [3] [4] [5] . In CS the goal is to efficiently measure and then reconstruct the signal under the assumption that such signal is sparse but the number and location of non-zeros are unknown. A linear CS problem is modeled as y = Ax s +e, where y ∈ R M contains measurements, x s ∈ R N is the sparse signal, and e is the noise with M N [6, 7] . The matrix A = ΦΨ, where Φ is the sensing matrix and Ψ is a proper basis in which x s is sparse. There are three conventional approaches to solve for x s i.e, greedy-based, convex-based, and sparse Bayesian learning (SBL) algorithms. Here, we consider the SBL approach. Specifically, we consider Gaussian-Bernoulli prior to promote sparsity in the solution and then use variational Bayes (VB) inference to estimate the variables and parameters of the model. In the Gaussian-Bernoulli model, the sparse solution is defined as x s = (s•x), where s is a binary support vector indicating the nonzero locations in the solution, x accounts for the values of the solution, and "•" is the element-wise product [8, 9] .
It turns out that using VB inference for CS problem has overfitting issues mainly when the number of measurements are low. For example, for the CluSS-VB algorithm, Yu et al. [9] pointed out that the solution may tend to become This work is supported in part by NASA Grant NNX13 AD 39 A. non-sparse. In this work, we highlight this issue and propose a VB-based SBL algorithm which uses a simple criterion to remove such effect and forces the solution to become sparse. We also compare the update rules obtained from the SBL using fully hierarchical Bayesian approach via Markov chain Monte Carlo (MCMC) [8] and the VB inference using the same set of priors and hyper-priors. As expected, there exist a close relationship between the update rules of these algorithms.
OSBL(VB): AN ORDINARY SBL USING VB
Variational Bayes inference is an approach to approximate intractable integrals that may occur in Bayesian inference. It provides analytical approximation to the posterior distributions of the parameters and hidden variables of statistical models using a lower bound on the marginal likelihood of the observations. One can think of VB as an extension of expectation-maximization (EM) algorithm [10, 11] . Suppose there is a probabilistic model with parameters Θ, hidden variables x, and a set of observations denoted by y. Then, the approximation to the joint density p(x, Θ|y) can be represented by p(x, Θ|y) ≈ q x (x)q θ (Θ). The lower bound on the model log marginal likelihood can be iteratively optimized by the following updates [10] 
For the inverse CS problem, we define a set of priors as follows [8] . We model the elements of the binary vector "s" as Bernoulli random variables with a hyper-prior γ; that is,
In order to promote sparsity structure in s, we set α 0 β 0 . The solution value vector components x are assumed to be distributed as i.i.d. normal-gamma distribution
where a 0 and b 0 denote the shape and rate of the Gamma distribution, respectively. The entries of the noise compo-nent e are assumed outcomes of an i.i.d. Gaussian distribution with the precision ε.
Using the VB algorithm defined in (1) and (2), the update rule of the variables and parameters of the model can be simplified as follows.
• Update rule for the support vector s
, and thereforẽ
where
• Update rule for the solution value matrix x q(x|−) ∼ N (x, Σx), where
• Update rule for γ n q(γ n |−) ∼ Beta(α 1,n , β 1,n ).
where α 1 := α 0 +s n and β 1 := β 0 + 1 −s n .
• Update rule for the solution precision
• Update rule for the noise precision
The stopping criterion of the algorithm can be made based on the log-marginalized likelihood. Learning s is probably the most important variable for us, since if we could learn s, then it would not be hard to compute x s . We define the stopping condition as L := log {p(y|s, ε, τ )}.
The marginalized likelihood can be written as p(y|s, ε, τ ) = p(y|x, s, ε)p(x|τ )dx. After some simplification, the negative log-likelihood will be proportional to
. Therefore, the stopping condition can be made as [9] 
for some small value of "Threshold". Below, we provide the pseudocode of the algorithm. We refer to this algorithm as "OSBL(VB)" denoting that this is an ordinary sparse Bayesian learning algorithm which only promotes sparsity and it does not encourage any clustered pattern supports in the solution.
OSBL(VB) Algorithm:
Computesn from (6) Remark: Since Yu et al., in [9] have also used GaussianBernoulli prior modeling on the solution, there is a close relationship between the current work and [9] for the update rules for the variables and parameters . The difference is that we do not promote clustered supports in the solution and we assume the same precision on the elements of the solution. The objective of this work is to focus on the issue that occurs at low sampling ratios, which results in non-sparse solutions using VB.
THE ISSUE WITH O-SBL(VB) AND A MOTIVATING EXAMPLE
From simulations we have determined that for high sampling ratios (large number of measurements compared to the dimension of the signal) the O-SBL(VB) algorithm has good performance. However, it turns out that when the number of measurements decreases, the solution becomes non-sparse in terms of support recovery, while the estimated solution vectorx becomes almost zero and non-informative. We illustrate this overfitting issue via an example in Fig. 1 . We generated a trial, where the true solution vector is x ∈ R 100 with 25 non-zero elements. The supports of the true solution are randomly drawn from the Bernoulli distribution defined in (3). The non-zero values of the solution are drawn i.i.d. from a zero-mean Gaussian distribution with variance of 1. Each entry of the sensing matrix A is an outcome of a Gaussian distribution N (0, 1). After constructing A, we normalize A with respect to its columns. The hyperparameters in our model are a 0 = b 0 = 10 −3 , θ 0 = θ 1 = 10 −6 , α 0 = 1.4, and β 0 = 2. In Fig. 1 , we show the performance for the cases where the number of measurements is set to 85, 65, and 55, respectively. The elements of measurement noise are drawn i.i.d. from N (0, σ 2 ) with SNR=25 dB, where SNR:= 20 log 10 (σ x /σ). From the left to right in Fig. 1 , the comparison between the measurements y and the computed measurements based onŷ = A(s •x), the true signal x and the reconstructed signalx, the true supports s and the estimated supportss, and the estimated supports vs. the iterations are illustrated, respectively. Table 1 shows the obtained detection rate, false alarm rate, and the normalized mean-squared error (NMSE) between the true and the estimated solution.
As can be seen from Fig. 1 and Table 1 , the SBL using VB fails to estimate the true signal well as the sampling ratio decreases. The reason is essentially due to the overfit-ting problem since there are many parameters to be learned via low number of measurements and the update rule of the support learning vector s is obtained from a soft thresholding rather than the outcome a Bernoulli distribution for the posterior distribution found in the ordinary sparse Bayesian learning (SBL) approach. Due to the overfitting issue, the estimated precision on the components of the solution increased in our simulations, and as a result the energy of the estimated solution became almost negligible. there is a possibility of resolving this issue by carefully selecting the hyperparameters on the Gamma prior distribution which has a role on governing the distribution on the supports of the solution. But with no information on the support set, setting of the hyperparameters becomes challenging.
The main issue of the failures can be found in the update rule of the support learning vectors defined in (6) . It is important to balance between the terms c n and κ n , where c n imposes the effect of hyperprior on s accompanied by the current estimate of s n , and κ n imposes the contribution of the current estimates of noise precision, solution, and other supports in fitting the model to the measurements. Therefore, if we impose a strong effect on the sparsity via c n , then the solution tends to neglect the effect of κ n and vice versa.
G-OSBL (VB): A GREEDY-BASED SBL ALGORITHM USING VB
To tackle the issue discussed in Sec. 3, we combine the intuition behind the SBL approach with the greedy algorithm of orthogonal matching pursuit (OMP). At each iteration, OMP selects the most probable support in some sense and adds it to the support set. The main approach for solving the CS problem is as follows. We need to learn the non-zero locations and their corresponding values. If we knew the active locations, then it would not cost us a lot to solve the problem for the very sparse signals. Suppose that there are K non-zero locations and the length of signal is N , where K N . If the locations were known, then K measurements would suffice to solve the problem. Since we do not know the non-zero locations, we expect to have more than K measurements. Therefore, it is not possible to do sparse recovery with M measurements less than K i.e., K measurements is the lowest possible value that the algorithm needs to be able to perform exact sparse signal recovery in the ideal case. Since the sparsity level is unknown in almost all real compressive sensing problems, we avoid this issue by rejection of having more than M supports in the iterative estimates of s, meaning that no matter how many more than M non-zero locations exist in the true solution, we put effort on finding only M because we do not have more resources to find more. Even for the case where the true number of supports is less than M , we would still let the algorithm decide on the M most probable supports and then let the algorithm figure out the contribution of each remained estimated support. In this case, the algorithm is given more chance to avoid the over fitting problem, since it will work on the lower dimension (M ), where fewer parameters are left to be learned. The proposed approach can be explained as follows. We first estimate the contribution of each location in fitting the model to the measurements using SBL-VB defined in (6) . Then, we only keep those locations with the M highest contribution in the support set and discard the other estimated supports. The other update rules remain the same as OSBL(VB) algorithm. We refer to this modified algorithm as G-OSBL(VB) algorithm. The pseudocode of the proposed algorithm is as follows. End While
In order to show the effect of the post filtering over the estimated s, in Fig. 2 we illustrate the performance of G-OSBL algorithm with the same x, s, y, A, and noise that was used in Fig. 1 for the case of M/N = 0.55.
According to Fig. 2 , the algorithm was able to avoid the overfitting problem and provided a good performance in sparse signal recovery. In Tab. 2 we show the obtained detection rate and false alarm rate, and the NMSE using G-OSBL(VB). Comparing Tab. 2 with Tab. 1, we see the improvement in the performance when using G-OSBL(VB).
O-SBL AND O-SBL(VB) DUALITY
We provide the update rules for the parameters of the O-SBL algorithm proposed in [8] and the O-SBL based on variational Bayes inference using the same set of hyperpriors. In the original O-SBL [8] , we used MCMC inference implemented via Gibbs sampler to approximate the posterior of the model variables and parameters. Tables 3-5 describe the obtained rules. According to Tables 3-5 , there is a close relationship between the update rules in both these approaches for the posterior estimates. In each update rule, the variational Bayes approach incorporates the variations of the estimates of the other related parameters and variables. Similarly, variations are considered in the O-SBL(MCMC) due to the fact that the estimates of the other parameters and variables in each update rule are drawn from their corresponding posteriors. O-SBL(MCMC) γn ∼ Beta(α0 + sn, β0 + 1 − sn)
O-SBL(VB) γn ∼ Beta(α0 +sn, β0 + 1 −sn) ,γn = α 0 +sn α 0 +β 0 +1
CONCLUSION AND FUTURE WORK
We proposed G-OSBL algorithm to perform sparse signal recovery in the compressive sensing problem. The simulation results showed an encouraging performance in detecting the supports and diminishing the overfitting issue of the model parameters when having low number of measurements. In future work, we will provide a comprehensive study on the performance of the algorithm compared to the other existing algorithms in the CS area. Furthermore, we showed the duality that exists between a hierarchical SBL and variational Bayes inference approach algorithms. Based on our experiments, O-SBL(VB) converges to a solution faster than O-SBL(MCMC) since the burnin period for the convergence of the latter algorithm may need to run the Markov chain for several iterations. Thus the O-SBL(VB) algorithm requires much less runtime than O-SBL(MCMC).
