Abstract. We construct the chain level L∞-structure that extends the Lie bracket on symplectic cohomology.
Introduction
Symplectic cohomology is a version of Hamiltonian Floer cohomology for symplectic manifolds with contact type boundary. It is constructed using a direct limit of Hamiltonian Floer cohomologies with respect to Hamiltonians that have increasing, linear growth at infinity.
There is a well know BV-algebra structure on symplectic cohomology, see for example [Sei08,  Section 8a] and [Abo13, Section 2]. A BV-algebra is a graded commutative algebra with a 'BV-operator' ∆, that satisfies various relations, and determines a Lie bracket by It was expected that this bracket is part of an (odd) L ∞ -structure. Such a structure consists of a sequence of n-ary bracket operations [ , . . . , ] n : SH(M ) ⊗n → SH(M ), n ≥ 2, that satisfy a homotopy version of the (odd) Jacobi identity.
In this paper, we give a chain level construction of this L ∞ -structure. To make chain level constructions, the direct limit definition of symplectic cohomology is not very tractable. Abouzaid-Seidel replaced it in the context of Lagrangian Floer Homology by the so called telescope construction [AS07] . This has been adopted to symplectic cohomology by Ritter-Smith in [RS17] .
The two main challenges in a construction of algebraic structures using holomorphic curves are to prove compactness and transversality. We resolve these by relating the holomorphic curves of Hamiltonian Floer theory to holomorphic curves studied in the symplectic field theory of Hamiltonian mapping tori.
This gives two important tools we can quote. First, compactness is dealt with in [BEHWZ] in conjunction with a maximum principle, which holds by construction. Second, transversality can be achieved using domain dependent Hamiltonian perturbations, as shown in [Fab06] and [Fab19] .
The main contribution in this paper is the construction of higher homotopies of higher brackets. It generalises a construction of Abouzaid-Seidel [AS07] , who need a similar result for the A ∞ -structure in Lagrangian Floer theory. Their construction is based on choosing families of appropriate 'Floer data'. In our construction, this choice is made almost canonically using the fact that a holomorphic curve in the symplectisation of a mapping torus gives rise to a branched cover over the cylinder. Even before constructing higher homotopies, we use these branched covers to choose 'Floer data'. The crucial ingredient for constructing higher homotopies is to study a higher dimensional moduli space of curves, and cutting it down by restricting the associated branched covers to a submanifold of the moduli space of branched covers. This submanifold is constructed as the zero locus of a geometrically defined section of a bundle that is well behaved with respect to 'breaking'.
We conclude this introduction with an overview of the paper. In §1 and §2 we give a precise correspondence, on the chain level, between symplectic cohomology and contact homology of mapping tori. In §3, we define L ∞ -algebras / L ∞ -morphisms in multiple ways. Most importantly, we show how they can be constructed using generating functions in Weyl algebras. The construction of the necessary Weyl algebras is done in Appendix C. In §4, we define the types of holomorphic curves that are used in §6 to construct the L ∞ -structure, using compactness results from §5. Finally, in §7, we show that the L ∞ -structure well defined, i.e. independent of the choices made. Appendices A and B deal with transversality and DeligneMumford theory.
Symplectic Cohomology
To fix notations, we give a short construction of symplectic cohomology for a (completed) Liouville domain (M 2n , ω = dθ). We restrict ourselves to the CalabiYau case, i.e. we demand c 1 (T M ) = 0. This condition ensures that symplectic cohomology can be given an integer grading.
Floer cochain complex. A time dependent Hamiltonian H : S
1 × M → R gives rise to the Hamiltonian vector field X H which is determined by the condition X H ω = −dH. We refer to the set of 1-periodic orbits of X H as P(H). We will always assume that the orbits are non-degenerate, i.e. isolated. In the compact case this would immediately imply that P(H) is finite. To achieve the same, we restrict ourselves to 'Hamiltonians linear at infinity'. That is, outside of a compact set, M has the form [0, ∞) × ∂M 0 . Writing R for the projection to the R component, we say that H : S 1 × M has slope λ at infinity if outside of some (other) compact set H(t, z) = λR(z). We will only use Hamiltonians linear at infinity whose slope at infinity ensures that there are no periodic orbits in the cylindrical end.
The graded vector space CF • underlying the Floer cochain complex is generated by {x c |c ∈ P(H)}. We define |x c | = n − |c|, |c| = µ CZ (c).
While there are many conventions in the literature about the grading of Floer cochain complexes, the Conley-Zehnder index is universally agreed upon. In particular our µ CZ (c) agrees with the definitions in [Rit13] , [Wen16] , [Sch95] , [RS95] , and [Sal99] . That said, we use the same grading |x c | = n − |c| as [Rit13] .
The Floer codifferential is then given on generators by counting 'Floer cylinders' with sign,
To be somewhat precise, the cylinder in the last equation indicates a count of Floer cylinders, i.e. of equivalence classes under R-shifting of maps u : R × R/Z → M,∂ J,H := u s + J(u t + X H • u) = 0 subject to the boundary conditions lim s→±∞ (u(s, t)) = c ± (t). For this we have fixed a compatible almost complex structure J that is of 'contact type' outside of some compact set. This ensures that all Floer cylinders are contained in a compact set.
With u ∈ {1, −1} denoting the appropriate sign (see [Rit13,  Appendix B]), we set 1.2. Symplectic cohomology. The Floer cochain complex depends on the choice of H and J. We sometimes write CF
• (H, J) to indicate that dependence. In the compact case, one can show that Floer cohomology HF
• (M, ω) := H • (CF • (H, J)) depends only on the symplectic structure. This is done using 'continuation maps'. These are maps define by counting Floer cylinders where H and J also depend on s, and moreover, H s , J s agree with H ± , J ± for s near ±∞. In the non-compact case, these continuation maps
only exist if we increase the slope at infinity. One can then show that
is an invariant of (M, ω). Since taking homology commutes with direct limits this is indeed a tempting idea. Unfortunately, the homotopy type of lim − →H CF • (M, H) is not invariant under homotopies of the directed system (CF • (M, H)) {H} . For this reason it is not clear how to incorporate the perturbations necessary in Floer theory on the algebraic level. We therefore replace the direct limit of (1) by a homotopy invariant notion of direct limit, the homotopy colimit.
For a concrete chain level model, we follow [RS17] which is inspired by [AS07] . That is, we take the sum of Floer cochain complexes with respect to the family {k · H} k∈N of (admissible) Hamiltonians
with the natural differential. To incorporate the continuation maps κ into the differential, we take the mapping cone of the chain map id − κ :
Intuitively, every element x on the left hand copy of k≥1 CF • (kH) defines a homotopy between x and κ(x) both lying on the right hand side. So we could take
to be 'the' cochain complex of symplectic cohomology. This is what is done in the references given. We will use a slightly different model, namely we take
where k : k≥1 CF • (kH) → N is defined on generators by k(x c ) := k c and c ∈ P(k c · H). Since both cochain complexes have the same homotopy type, we are free to make this choice.
Instead of writing tuples to denote elements of SC • (M ), we sometimes write x c1 x r + x c2 . That is, we think of x r as a formal variable of degree −1.
Proof. First note that the map
i.e. the inclusion in the second factor, is a chain map. Hence there is an induced map on cohomology
This induced map is invariant under continuation, i.e. ι • κ = ι. To see this take
By the universal property of direct limits, this gives a unique morphism
We still have to show that φ is indeed an isomorphism. Surjectivity follows at once from the fact that k≥1 HF
with only finitely many λ c , µ c = 0 and d SC α = 0. To see what d SC α = 0 entails, we first consider the case in which α 1 is zero. Then α = α 2 ∈ k≥1 CF
• (kH) is just a linear combination of cocycles.
If α 1 = 0 then d SC α = 0 forces −dα 1 = 0, i.e. α 1 is a cocycle. Moreover k(id − κ)α 1 + dα 2 = 0, i.e. kidα 1 − dα 2 = kκα 1 . It follows that by choosing a different representative of [α], we may assume without loss of generality that α 1 = 0, and that α 2 ∈ CF
Hamiltonian Floer theory via SFT
Stable Hamiltonian structures are the most general setting in which the SFT compactness theorem holds. We recall the definition and give a detailed account of their relation to Hamiltonian Floer theory.
Definition 2.1 (Stable Hamiltonian structure). Let V be a closed 2n + 1 dimensional manifold. A stable Hamiltonian structure (SHS) H = (Ω, Λ) on V is a closed two form Ω ∈ Ω 2 (V ) that is maximally non-degenerate together with a one form Λ ∈ Ω 1 (V ) such that ker( Ω) ⊆ ker( dΛ).
The only difference between this definition and the one in [Wen16, Lecture 6.1] is that we use the dimension 2n + 1 instead of 2n − 1.
Definition 2.2 (Reeb vector field of a SHS). Given a SHS on V
2n+1 , there is a unique vector field R ∈ Γ(T V ) such that R Ω = 0 and Λ(R) = 1. This vector field is called the Reeb vector field.
2.1. The SHS induced by a Hamiltonian. Let (M 2n , ω) be a symplectic manifold equipped with a time dependent Hamiltonian H : R/Z × M → R. Then we have an induced SHS on V := R/Z × M given by Ω := pr * M ω + dt ∧ dH and Λ := dt. The Reeb vector field R H is given by
2.2. Reeb orbits in R/Z × M . Suppose we are given a parameterised Reeb orbit, i.e. a map γ : R/kZ → R/Z × M , for some k ∈ N, such thatγ = R • γ. Since we are only interested in Reeb orbits up to reparametrisation, we may insist that γ 1 (0) = 0. It follows thatγ
i.e. γ 2 is a k-periodic orbit of X H t . We now reparameterise γ 2 to get a map c : R/Z → M by defining c(t) := γ 2 (kt). Theṅ
i.e. c is a 1-periodic orbit of X kH kt . Definition 2.3. We write
to denote the set of 1-periodic orbits of X kH kt , and
where Z k acts by iγ := γ( + i), for the set of unparameterised Reeb orbits.
Lemma 2.4. The map
Proof. 
q.e.d.
Holomorphic curves in
To explain this, we need to introduce an almost complex structure. In the context of the symplectisation of a SHS, the right class of almost complex structures are cylindrical almost complex structures.
Definition 2.5 (cylindrical almost complex structures). Let V be equipped with a SHS H. Then the hyperplane distribution ξ := ker Λ over R×V carries a symplectic structure given by ω := Ω ξ . An almost complex structureJ on R×V is cylindrical, There is also a notion of energy in this context.
We say that (a, f ) is a finite energy curve, if both Ω-and Λ-energy, are finite.
We translate these notions to the context of interest. So suppose that (M, ω) is a symplectic manifold, H : R/Z × M → R is a strongly non-degenerate Hamiltonian 1 , J is a compatible almost complex structure, and H is the associated SHS. Then the associated cylindrical almost complex structure on R × R/Z × M is given bỹ
Note that we omit identification maps between X H and J as defined on M , R/Z × M , and R × R/Z × M here.
Lemma 2.7. LetΣ = Σ \ {z 1 , . . . , z n } be a connected Riemann surface, and let (h, u) : (Σ, j) → (R × R/Z × M,J) be a non-constant, finite energy, holomorphic curve without removable singularities. Then h :Σ → R × R/Z is a proper holomorphic map and deg h = E Λ (h, u).
In the proof, we need the following proposition.
Proposition 2.8 ([BEHWZ, Proposition 5.8]). In the situation of Lemma 2.7, the map (h, u) is asymptotically cylindrical near each puncture z i over an orbit
That is, there is a 'little disc' h zi :
converges to γ(T t) as s goes to ∞ or −∞. The sign indicates if z i is a positive or negative puncture.
Proof of Lemma 2.7. If (h, u) is a non-constant holomorphic map, then h is holomorphic, since the projection R × R/Z × M → R × R/Z is holomorphic. If h is constant, then u is a finite energy holomorphic curve in (M, ω, J). Since the Λ energy vanishes, every singularity would be removable, thus there are no singularities. Thus h is proper and of degree 0 = E Λ (h, u).
Now assume that h is not constant. Since we assume that no singularities are removable, every singularity is asymptotically cylindrical Proposition 2.8. In particular h 1 , thus h, is a proper map. It follows from removal of singularities, that h can be identified with a holomorphic map CP 1 → CP 1 . We calculate its Λ-energy.
Lemma 2.9. Let R × R/Z be equipped with the complex structure j given by j∂ s = ∂ t . Then a non-constant map
is (j,J)-holomorphic with finite energy if and only if h(s, t) = (s + s 0 , kt + t 0 ) and u satisfies the Floer equation
we can verify the equation (T (h, u)) 0,1 = 0 by showing that both components vanish. Since T pr R×R/Z •J = j, we see that h has to be (j, j)-holomorphic. Using the finite energy assumption it follows that h is proper, hence h(s, t) = (s + s 0 , kt + t 0 ).
For the second component we get
ds. This is zero if and only if it is zero when evaluated on ∂ t , i.e. if
2.4. Index theorems. We will need two index theorems. One for holomorphic curves with fixed complex structure, and one for varying complex structure.
Theorem 2.10 (Index theorem for fixed complex structure). Assume c 1 (M ) = 0, and suppose we are given pairwise distinct z 0 , . . . , z k ∈ CP 1 . Then the index of a holomorphic curve
This is [Wen16, Corollary 7.11] adapted to the situation at hand.
Theorem 2.11 (Index theorem with varying complex structure). If in the situation of Theorem 2.10 we allow the position of the punctures to move, the index increases by 2(k − 2), i.e. we have
2.5. Cylindrical contact cohomology.
Definition 2.12 (Cochain complex of cylindrical contact cohomology). As a vector space define CC
We choose to grade it by
The codifferential is given by linearly extending
denotes the moduli space of 'contact cylinders'. Two curves (h, u), (h , u ) are equivalent if they differ by an automorphism of the domain, or if there exists a t 0 ∈ R such that u( , ) = u ( , + t 0 ).
Note that to calculate ∂(x [γ + ] ) we count curves that have a 3-dimensional symmetry, two dimensions being the automorphism group of the cylinder, one being the R shift. It follows from (2) that
Remark 2.13. The grading on cylindrical contact cohomology differs from that on Floer cohomology by a shift of two
The reason for this is that we want the bracket to have degree 1, but it has degree −1 on symplectic cohomology.
The is almost the same chain complex of cylindrical contact homology as defined in [Fab19] . We have changed the degree of a Reeb orbit from n − 2 + µ CZ to n − 2 − µ CZ . Furthermore, we take positive punctures as inputs, and negative punctures as outputs of our operations.
The complexes CF
• are CC
• cyl homotopy equivalent. We will use a small part of the TQFT structure [Rit13, Section 6, Appendix 1] on symplectic cohomology to compare CF
• and CC
• cyl , namely, the chain map
It has two useful properties. First, on the chain level, it can be chosen to be ψ Z (x c ) = ±x c( +1/t) . Second it is chain homotopic to the identity.
Proposition 2.14. The map
is a quasi isomorphism with quasi inverse
We have used the notation from Lemma 2.4, that is we denote by [c] the unparameterised Reeb orbit associated with c, and by c γ the 1-periodic orbit associated with the parameterised, k-periodic Reeb γ. See § C.7 for an explanation of shifts and our conventions on graded vector spaces.
Proof. Let call the first map Φ, and the second one Ψ. It has been shown in [Fab19, Proposition 1.1] that Ψ is a chain map. The proof that Φ is a chain map is completely analogous to that one, and based on the fact that the differential in both complexes count the same underlying curves.
It remains to check that Φ • Ψ and Ψ • Φ induce isomorphisms on homology.
In the first case we get
i.e. the projection the subcomplex generated by good orbits, which induces an isomorphism on cohomology. in the second case, we have
which is homotopic to the identity, since Ψ Z is. q.e.d.
Continuation maps for CC
denote the continuation maps. We have defined earlier that
We want to replace this by an SFT moduli space. For that we need to construct a 'continuation' map κ SFT : CC
• cyl on cylindrical contact cohomology and use a similar mapping cone.
We use this opportunity to mention some generalities on mapping cones, that we will us implicitly from now on. Consider the category tr 1 with objects
and morphisms f → g ∈ Hom(f, g) by diagrams commutative up to chain homotopy
Writing (φ, H, ψ) for such morphisms, we define composition in the only reasonable way, namely by
It is easy to check that this actually is a morphism, that (id, 0, id) acts as an identity, and that composition is associative.
With this category at hand, we can define a functor from tr 1 to the category of cochain complexes over the same field of characteristic zero. 
where κ SFT is defined by
commutes up to homotopy. In particular, there is an induced morphism SC
We define
for a fixed branched cover h. It is worth noting that the index theorem for fixed complex structure (Theorem 2.10) gives index
We have abused notation slightly when evaluating the Conley-Zehnder index on a homogeneous cochain, i.e. in writing µ CZ (e H ). The equality follows since −(n − µ CZ (e H )) = 0, minus the Morse index of the minima of H. Taking the removed R-symmetry, and the fixed asymptotic markers into account, it follows that κ SFT is of degree zero.
Proof. We first replace the map κ by ψ P (e H , ). Here ψ P is the product of the TQFT structure on SH, and e H is the unit. In our graphical notation, we write the moduli spaces used to define the product ψ P as
As a first step, we note that 
commutes up to homotopy. We calculate what happens to x c + if we follow both paths. First
On the other path we get
thus the diagram commutes up to homotopy. q.e.d.
Corollary 2.16. The map
is a quasi isomorphism.
2.8. The pair of pants bracket on symplectic cohomology. There is a known bracket on symplectic homology. We define it here to relate our L ∞ structure to it. We use the definition from [Abo13] .
Definition 2.17 (bracket on symplectic cohomology). On k≥1 CF • (kH), define a bracket operation of degree −1 by
For this to make sense we have chosen fixed punctures z i and fixed cylindrical ends u i at z i . Since this Lie bracket of degree −1 respects continuation maps up to homotopy, it descends to a Lie bracket on lim − →k∈N
There is a different way to construct such a bracket. Consider the map h :
For convenience we have assumed in this formula that z 0 = 0, z 1 = 1 and z 2 = ∞. This S 1 family of branched covers gives rise to S 1 families of asymptotic markers at 0, 1, ∞. More precisely, we get k i markers at z i , i.e. nonzero vectors on T zi CP 1 , and k 0 = k 1 + k 2 markers at z 0 . We get these markers, by computing the preimage of specific vectors at 0, ∞ ∈ CP 1 . For concreteness, we choose those vectors to be tangent to the positive real numbers.
If we pick a specific asymptotic marker at each puncture and let θ vary, we would end up counting
represent some choice of right inverse of h near z i , i.e. locally h • h i = id. We always assume that such right inverses are holomorphic and extend to all of CP 1 . For later reference, note that there are k i choices for h i . The markers in this count still 'rotate simultaneously', but at different speeds. We can think of the permissible marker positions in (4) as the diagonal ∆ = [
3 ). In (5) on the other hand, the markers are on (
Choosing an appropriate cobordism between this weighted diagonal and k 0 , k 1 , and k 2 circles, we could interpolate between the two families of equations in question. A resulting chain homotopy would show that if we were to replace the count (4) by (5), we would have to divide by k 1 k 2 (k 1 + k 2 ) in order to get the same operation on homology.
Our goal is of course to relate (4) to a curve count on cylindrical contact homology. This is now immediate. Using the same type of arguments as before, we see
The choice of h −1 i is as above, and the k i possible choices correspond to the potential positions of the asymptotic marker.
Lemma 2.18. The map
induces a bracket preserving map on cohomology.
Proof. According to Proposition 2.14 the map under investigation is a quasi isomorphism combined with a degree shift. It therefore suffices to show that the following diagram is commutative.
This statement is also part of [Fab19, Proposition 2.7]. We sketch a proof by doing a calculation on the chain level up to homotopy. On the left path we get
The right path gives
Note that no 'decalage signs' show up, since we shift by an even amount.
Corollary 2.19 (Comparison of Lie brackets).
Suppose we are given a degree 1 chain map
and suppose the diagram
is commutative up to coboundaries.
Then m 2 induces a Lie bracket on cohomology. Moreover, the quasi-isomorphism from Lemma 2.15 induces a Lie algebra isomorphism
Proof. This is a direct consequence of Lemma 2.18, and the definition of the Lie bracket. Note that we do not claim that
L ∞ -algebras
Our goal is to construct an 'odd'
+'homotopies'. Before getting into the specifics, we define the algebraic structures abstractly.
3.1. Definition of L ∞ -algebras. An L ∞ -structure on a differential graded vector space g can be defined in multiple ways. The most elementary is in terms of higher brackets.
Definition 3.1 (L ∞ via higher brackets). An L ∞ -algebra on a graded vector space g is a sequence of brackets
for all n ∈ N, that are graded anti-symmetric and satisfy the strong homotopy Jacobi identity, i.e.
where (−1) σ (σ, v 1 , . . . , v n ) is the graded signature, i.e. the signature of the permutation multiplied with the appropriate Koszul sign.
The special permutations Sh i j ⊂ S i+j showing up in the definition are permutations σ with the property that the relative order of (1, . . . , i) and (i + 1, . . . , i + j) are preserved by σ, and are called (i, j)-unshuffles. They are a nice side effect of the fact that the higher brackets are defined on the exterior algebra of g: Instead of having to sum over all permutations, we can assume that the variables are ordered.
Our definition is the same as the one given in [LV12, Proposition 10.1.7] up to a change between homological and cohomological grading. It is literally the same as in [Del15, Definition 6.1]. Merkulov uses different definitions: in [Mer04] his higher brackets are of degree 3 − 2n, which is due to a degree shift in a weird direction. In [Mer00, Section 2.4] he uses the same definition as us.
We do not plan to construct an L ∞ -structure. Instead, we are interested in what is sometimes called an odd L ∞ -algebra. They are the result of taking an L ∞ algebra on g, and pulling it to g[−1]. All higher brackets will have different degrees (1 instead of 2 − n). Moreover, the signs are different.
By defining an odd L ∞ -algebra, we avoid doing the degree shift explicitly. That is, we define an odd L ∞ -algebra on Cone(kid − κ SFT ). Doing the shift in the opposite direction, we get an
for all n ∈ N, that are graded symmetric and satisfy the odd strong homotopy Jacobi identity, i.e.
i,j∈N i+j=n+1
where (σ, v 1 , . . . , v n ) is the Koszul sign.
As in the case of A ∞ -algebras, the L ∞ -relations can be stated in terms of a codifferential.
Definition 3.3 (odd L ∞ via codifferentials). An odd L ∞ -structure on a graded vector space V is a codifferential of degree 1 on S + (V ). That is, it is a map
that satisfies the co-Leibniz rule and satisfies Q • Q = 0.
See for example [Del15] for a proof that these definitions are equivalent. The co-Leibniz rule then demands that the diagram
To make sense of the co-Leibniz rule we have to specify a coproduct of S + (g). We of course mean the shuffle coproduct which is defined on homogeneous elements by
and extended linearly. Another way of phrasing this is by saying that the diagram
commutes for all n ≥ 2 and 1 ≤ i < n. This point of view nicely illustrates how the permutations are forced upon us: We can't just split up v 1 · · · v n at some point, because unlike the notation suggests, the term v i · · · v n is symmetric in the v i .
Remark 3.4. The motivation for coderivations is threefold. First, if V is finite dimensional, the there is no difference between derivations and coderivations. Thus we see a coderivation of S + (V ) as a derivation of S + (V ) * and interpret it as a vector field on Spec(S + (V ) * ). Note that S + (V ) * is not the same as S + (V * ), which is the algebra of polynomials with vanishing constant term on g. Instead, it is the ring of power series on that space in the finite dimensional case. In infinite dimensions it is even bigger. This is the second motivation for the dual picture: it takes care of all kinds of completions we would need to take otherwise. Not only do we have power series, but e.g. for x i ∈ V * , the expression i∈N x i defines an element of S + (V ) * . Finally, S + (V ) is a very pleasant object to work with, since (in characteristic zero) it is 'cofree' over V in the sense that a morphism from such a coalgebra to S + (V ) is already determined by its projection to the cogenerators V . The same holds true for coderivations.
We introduce some 'geometric' language, c.f. [Kon97, Section 4.1].
Definition 3.5. A formal pointed manifold is a coalgebra C which is isomorphic to S + (V ) for some graded vector space V . A degree 1 vector field on a formal pointed manifold S + (V ) is a coderivation of degree 1 of S + (V ). A cohomological vector field is a degree 1 vector field on a formal pointed manifold S + (V ) that is a codifferential.
Definition 3.6 (odd L ∞ -structures via formal geometry). An odd L ∞ -structure on V is a cohomological vector field on S + (V ).
3.2. The Weyl algebra and coderivations. Inspired by the algebraic structures of SFT [EGH] , we encode (co)derivations using Weyl algebras, i.e. using differential operators on polynomials. As an example consider polynomials in n variables k[x 1 , . . . , x n ]. Then a first order differential operator, say ∂ :
The reason the Weyl algebras play a role here is that their commutation relations model exactly the gluing behaviour of holomorphic curves. Thus we can use elements of the Weyl algebra as 'generating functions' for sets of holomorphic curves, and actions of the Weyl algebra, e.g. on polynomials, to create algebraic structures from curve counts.
The specific Weyl algebra, polynomial algebra, and action used here are defined in Appendix C. We use the notation from there. In particular, ρ denotes the action of the Weyl algebra on reduced polynomials. For concreteness, recall that our goal is to define an odd L ∞ structure on Cone(kid − κ SFT ). According to Definition 3.3, this is equivalent to specifying a square zero coderivation on S + (Cone(kid − κ SFT )) whose linear part agrees with the ordinary codifferential. Note that we are in a context in which we have the countable set R(H) of orbits. With each such orbit γ, we associate three variables x [γ] , q [γ] , p [γ] (with appropriate grading). Moreover we introduce three variables x r , q r , p r that correspond to the extra element needed to encode homotopies. In particular, we think of Cone(kid − κ SFT ) as a subset of
+ γ∈R(H) as graded vector sapces. We will encode the desired odd L ∞ -structure as an element X ∈ W with variables q γ , p γ , q r , p r . Algebraically speaking, we will have to prove two things:
is a degree one coderivation, and
Note that the latter reduces to showing that X 2 = 0 ∈ W . This will be a statement about compactness and regularity of holomorphic curves.
Going back to the general setting, we are interested in what kind of elements of a Weyl algebra act as coderivations. We first deal with the finite dimensional setting.
Lemma 3.7. A monomial + → x 1 , . . . , x n k , the map from coderivations to linear maps is given by
It has inverse
It suffices to check that sending ρ(w) through that map and back gives ρ(w). This on the other hand is equivalent to
for all n ∈ N. The right hand side is non-zero only if i = j 1 + · · · + j l . The identity holds tautologically if n = i. Induction over n proves the remaining cases. q.e.d.
This statement immediately generalises to the action of W .
be an element of the reduced Weyl algebra. Then
Proof. The defining property of being a coderivation is that the co-Leibniz rule holds, i.e.
This equality holds if and only if it is true for all elements. Since we are working on a direct limit, it suffices to check this equality on all monomials. By construction of the reduced Weyl algebra, the action of w on monomials only involves a finite part of W + . Thus we may assume without loss of generality that w ∈ W (N ) for some large N (depending on the monomial). But in such a finite part, we have proven the claim in Lemma 3.7.
With the last lemma, we are in the position to write down the element of W that will allow us to construct a degree 1 coderivation, namely
Some of the coefficients in this X are given by curve counts we have not defined yet. To check that this defined an odd L ∞ -structure, we only have to check that X 2 = 0. This will be done in the following sections. Definition 3.9. Suppose we are given odd L ∞ -structures on V and W , i.e. codifferentials Q V and Q W on S + (V ) and S + (W ), respectively. An L ∞ -morphism is a morphism of dg-coalgebras
We do not aim to explain or motivate the definition of L ∞ -morphisms, see [Mer04, Section 2.9] and the references given therein for an explanation.
Since (S + (W ), ∆) is cofree over W , there is a characterisation of L ∞ -morphisms in terms of the projection pr W • F =:
with σ·(x 1 . . . x n ) = (σ; x 1 , . . . , x n )x σ(1) . . . x σ(n) . With this we could indeed verify that F is a coalgebra morphism, i.e. that
We now reformulate this in terms of Weyl algebras. So suppose
+ i∈N . We refer to the corresponding Weyl algebras as W ∓ , Finally assume we are given odd L ∞ -structures X ∓ ∈ W ∓ . We can then specify a potential L ∞ -morphism, by specifying an element f ∈ D, see § C.6. This corresponds precisely to the family f from above. The Weyl algebra formalism begins to be useful in going from f i to F . In fact, F = Φ(exp(α · f )), i.e. Φ(exp(αf )) is a coalgebra morphism. Thus, to verify that we have actually specified an L ∞ -morphism, it suffices to show that Φ(exp(α · f )) is a chain map, i.e. that
Since Q V = ρ(X − ) and Q W = ρ(X + ), and using the compatibility of Φ and ρ this translates to
This formulation is a special case of the general SFT algebra, see [EGH] , [Wen16] , [CFL15] for more details.
Higher brackets and their homotopies
In order to construct an odd L ∞ -structure on Cone(kid−κ SFT ), we use two types of holomorphic curves which we symbolise as in Figure 1 4.1. Higher bracket. In § 2.8, we have defined the pair of pants bracket on symplectic cohomology. To do so we have removed three fixed points on CP 1 and imposed some conditions on the asymptotic markers at these punctures. The crucial difference in defining higher brackets is that the punctures are allowed to move around.
3 As before, we use branched covers to choose 'Floer data', i.e. asymptotic markers, cylindrical coordinates near the punctures, and an appropriate 1-form taking the role of dt in the Floer equation.
Definition 4.1. Given Reeb orbits [γ
∼ .
ByĊ P 1 we mean CP 1 \ {z −1 , z 1 , . . . , z s } for pairwise distinct points z i ∈ CP 1 .
Moreover, the (0, 1) part of (T (h, u)) is taken with respect to cylindricalJ as in Definition 2.5. We stress that the z i are not fixed.
The arrow in symbolises 'simultaneously rotating markers', see also [Fab19] . We now translate this into a Floer style equation. As in Lemma 2.9, h has to be (j, j)-holomorphic, hence a branched cover. The multiplicities of the Reeb orbits translate into the divisor of h, after we extend it holomorphically to CP 1 . That is, we get
This implies that h is determined uniquely by the punctures and there multiplicities, up to the obvious R × S 1 -action. Also using the calculation from Lemma 2.9, the map u has to satisfy the Floer style equation
Note that this time, the (0, 1) part is taken with respect to an almost complex structure J on M .
Homotopies for higher brackets.
One essential ingredient in the chain complex of symplectic homology, and in Cone(k · id − κ SFT ), is the continuation map. In order to construct an L ∞ -structure on the chain level, we must include the type of curves that arise from gluing continuation maps to (higher) brackets. Such spaces have been considered before in [AS07] and [RS17] . Both approaches are based on having a 'point' 4 move from a positive to negative end along a chosen lines. This is not possible in our setting, since there is no such choice of lines. If we rotate one positive puncture around another, such a line would change its endpoint.
Our solution to this problem is based on the following idea. We introduce a new positive puncture z 0 , which corresponds to the point in the approaches mentioned above. While we cannot cut down the dimension of the moduli space by constraining the location of z 0 , we can use it to fix the S 1 symmetry in the branched cover h. We then demand that our holomorphic curves are asymptotic to the (Morse) fundamental chain at that new puncture. In the case of two positive punctures, this 3 Alternatively we could let j vary. 4 Point is an understatement. What we actually mean is a location where we modify the one-form used to build a Floer style equation, in our case h * dt. corresponds precisely to representing the continuation map as the product with the unit.
We can still interpret this as a point moving along a line, fixed by the position of the asymptotic markers, as long as we fix the position of the remaining punctures z −1 , z 1 , . . . , z s .
To make things precise, we by introducing an extra marked point z 0 ∈ CP 1 . This extra marked point will be assumed to be asymptotic to the chain e H , i.e. the minima of H. Morally, it does not add an extra constraint, but allows the complex structure to vary more freely. We use this to construct the homotopies we need. As mentioned above, we get the wrong index and have to introduce a codimension 1 constraint on the complex structures onΣ := Σ \ {z −1 , z 0 , z 1 . . . , z s }, i.e. on the relative location of the special points. To do that we first explain how to enrich M 0,n with information about branched covers. Then we add a constraint on those. The result will be the homotopies we're after.
As before, we consider a branched cover h :
We assume that k 0 = 1. This gives rise to a ray R >0 · X ⊂ T z0 CP 1 , since T z0 h is invertible. That is, we pull back a fixed non-zero vector in T 0 CP 1 . Note that e iθ h is another branched cover as demanded, and that all such branched covers are of this form. We summarise this construction in the following lemma.
Lemma 4.2. There is a bijection between the set of branched covers
where (z −1 , . . . , z s ) are pairwise distinct, s ≥ 1, k 0 = 1, and asymptotic markers at z 0 , i.e. the set T z0 Σ \ {0} R >0 .
Consider the Deligne-Mumford spaceM 0,1+1+s of genus zero curves with 1+1+s marked points, i.e. with marked points (z −1 , z 0 , . . . , z s ). It comes equipped with the complex line bundle L 0 whose fibres (L 0 ) [u] are the tangent spaces of the curve Σ u at the marked point z 0 , see Appendix B for more details. Definition 4.3. We denote by A 0 →M 0,1+1+s ,
the S 1 principal fibre bundle of asymptotic markers at z 0 .
In view of Lemma 4.2, and after specifying multiplicities, we may identify the set of branched covers on the irreducible component of z 0 with (A 0 ) (Σ,{z−1,...,zs}) .
Remark 4.4. The bundle A 0 contains a very simple part of the moduli spaces of the symplectic field theory of S 1 . If we were interested in all of those moduli spaces it would not be sufficient to work with Deligne-Mumford spaces as we do, but we would have the including the information on how broken curves have to be glued together. This can be achieved by performing a symmetric blow-up along the boundary divisors inM 0,1+1+s . Since this divisor has crossing, we would have to work with a manifold with boundary with corners. For that reason we avoid it.
We are now ready to define the necessary codimension 1 constraint. Again, we used branched covers. We are still interested in (Σ, (z −1 , z 0 , . . . , z s )) with specified multiplicities k i . This time consider the branched cover f :
We now aim to construct a section of L * 0 that takes these co-vectors as values on M 0,1+1+s . Definition 4.5. Let [(Σ, (z −1 , . . . , z s ) )] ∈M 0,1+1+s be a possibly nodal Riemann surface, let Σ z0 denote the irreducible component of z 0 , and let z 0,i denote the marked point obtained from z i after collapsing all components of Σ except Σ z0 .
Let f : Σ 0 → CP 1 denote the branched cover with (f ) = k −1 z −1 − s i=1 k i z 0,i and f (z 0 ) = 1. We define the value of a section
Lemma 4.6. The map σ from Definition 4.5 is a smooth section.
Proof. We have defined σ on the level of sets and it is clear that π • σ = id. To show smoothness we show smoothness in a neighbourhood U of an arbitrary point
. In particular we use U = U j∞ as in Appendix B for some j ∈ {1 . . . s}. By definition, this is a trivializing neighbourhood of the bundle L 0 , thus of L * 0 . On U j∞ , the smooth functions w j0∞k have a special meaning, namely they denote the cross ratio (z j , z 0 ; z ∞ , z k ) after collapsing all irreducible components except for the one containing z 0 . Thus on U j∞ we can identify the irreducible component of z 0 with CP 1 , where the 'collapsed version' of the marked point z k is given by w j0∞k . Note in particular the new locations of z j , z 0 , and z ∞ : they become 0, 1, and ∞. Now consider the map
[u] dt) 1 under the canonical identification explained in Lemma B.3. Thus it suffices to show that f is smooth. For that we use the fact that each factor can be written as a cross ratio
and that this cross ratio is infinite if and only if 1 = w j0∞i or z = ∞, see [MS12, Section D.1]. Both cases are excluded. Thus the map is a product of smooth maps, hence smooth. q.e.d.
Proposition 4.7. The section σ induces a smooth function A 0 → R, which we also denote by σ, and zero is a regular value of that function.
is a rank 1 linear map restricted to e.g. a circle in a copy of C. Thus, we only need to check that all X ∈ (A 0 ) [u] are regular points if σ [u] = 0. Since being a regular value can be checked locally, we check it on each U j∞ . We also work in the trivialisations of L 0 , A 0 , and L * 0 used above. Our strategy now is to pick a curve γ : (− , ) → U j∞ and X ∈ T 1 C and to check that
The choice of the curve γ is geometric. Namely, we move the special point w j0∞j ([u] ). That is, we define
It is easy to check that γ(s) is indeed a smooth curve inM 0,1+1+s , and not only in
for some smooth function g independent of s, and some k ∈ N. Hence, choosing X = ∂ y ∈ T 1 C,
q.e.d. = 1, define
and write
for the count of such curves, where γ + 0 'ranges' over e H . Note that e H is a formal sum of Morse critical points of H, which we interpret as Reeb orbits in R/Z × M .
Compactness
In order to talk about compactness we recall the following characterisation of the topology ofM 0,n . We will actually use two different ones.
First of all, a sequence of stable nodal Riemann surfaces may Gromov converge to a stable nodal Riemann surface in the sense of [MS12, Definition D.5.1]. Secondly, let (z n i ) i∈{1,...,n} denote the collection of marked points in a sequence of stable nodal genus zero curves. Then there is a natural generalisation of the cross ratio of four (distinct) marked points, see [MS12, Lemma D.4 .1]. It turns out that these cross ratios are smooth functions onM 0,n , and that the collection of all of them defines a smooth embeddingM 0,n → CP N . This of course also characterises convergence of sequences inM 0,n . In particular this notion of convergence is the same as the one defined in [EGH, Sections 4.5, B.1]
We have not spelled out the definition of Gromov convergence, but note that it implies the following. Let Σ n → Σ be a Gromov convergent sequence inM 0,n . Then, for sufficiently large n, there exist surjective morphisms of the underlying labelled trees t n : T → T n and holomorphic maps φ n α between irreducible components f (α) and α of Σ n and Σ, respectively. These maps satisfy various compatibility conditions. In particular, they preserve marked points.
With this preparation at hand we can apply SFT compactness. Let (h i , u i ) i∈N be a sequence of higher brackets. By definition they form a sequence of holomorphic buildings F i of height 1 in R × S 1 × M . Assuming finite energy, we may conclude from [EGH, Theorem 10.1] that F i converges to a holomorphic building of some height k, if we can show a priori that the image of u i stays within a compact region of M . To see the latter, observe the maps satisfy equation (7). In particular they are Floer solutions in the sense of [Rit13] . To show that they stay within a compact region, we have to verify that d(h * dt) ≤ 0. This is true since d(h * dt) = 0. It is easy to check that every level consists only of trivial cylinders and higher brackets, which we refer to as broken higher brackets. We summarise this in the following theorem.
Theorem 5.2 (Higher bracket compactness).
A sequence of higher brackets with energy bounded from above has a subsequence that converges to broken higher brackets.
Since homotopies of higher brackets are also higher brackets, we already have a compactness result. The only thing that needs to be checked is that if homotopies of higher brackets break, there will be precisely one 'extra marked point' in the broken configuration, and that its component still satisfies σ(h) = 0.
Thus given a convergent sequence (Σ i ) i∈N ⊂M 0,1+1+s equipped with branched covers h i that satisfy σ(h i )=0, we want to show that the limit (Σ, h) satisfies σ(h) = 0 as well. To that end consider the component of Σ Remark 5.4. The moduli spaces under investigation are subspaces of the SFT moduli spaces. Thus a gluing statement complementing our compactness result follows from a regularisation of those spaces.
Cohomological vector field
This section is dedicated to the proof that the degree 1 vector field
is a cohomological vector field. The factor of 1/2 in front of the higher homotopies is there to ensure that for s = 1 the higher homotopy is homotopic to the continuation map from above. More precisely, the equation σ(h) = 0 has two solution for h defined on a three punctured sphere. Both are homotopic to the continuation map, but we can't pick a specific one. It plays no other role, in particular, if we drop it, we would still have a cohomological vector field. For brevity, we write X = I + II + III. Since |p r | has odd degree, it follows immediately that I · I, I · III, III · I, and III · III are zero.
All calculations are done by 'moving p-terms to the right and q-terms to the left'. We ignore every term that has more than one q since we are calculating graded commutators, and those terms cancel.
6.1. I · II + II · I = 0. This is purely algebraic. Indeed, we get
This shows I · II + II · I = 0. We use the sign ≈ to indicate that we're ignoring higher order q-terms.
6.2. II · II = 0. The term we get is
Using the fact that exchanging two Reeb orbits gives the same sign as permuting the corresponding variables, and fixing all asymptotic conditions, except for the one where breaking occurs, it suffices to show that
Note that there is no factor 1 κγ . This is since there is a Z κγ symmetry on both moduli spaces.
This identity corresponds to d 2 = 0 in full contact cohomology of the mapping torus, and has been proved in [Fab19] . We will use the same method to achieve transversality for other curves as in that paper, so this identity holds.
6.3. II · III + III · II. Using the same reordering trick as before, we have to check that the sum of
vanishes. We can achieve transversality for the dimension 1 moduli problem
, using domain dependent Hamiltonians, see Appendix A. This implies, using standard gluing techniques, and compactness as shown in Theorem 5.3, that the moduli space under investigation has boundary components of the form
.
If we compare the boundary orientation with the product orientation and count these components with signs, using coherent orientations as defined in [BM04] , we get II · III + III · II = 0.
Invariance and Applications
So far, the L ∞ -structure on C(H, J) := Cone(k·id−κ SFT ), depends on the choice of the Hamiltonian H and the almost complex structure J. To remedy this, we have to show that if we choose different Hamiltonians H 1 , H 2 with appropriate slopes at infinity and almost complex structures J 0 , J 1 , the quasi isomorphism we get as in the usual proof of invariance of symplectic cohomology, C(H 0 , J 0 ) → C(H 1 , J 1 ), extends to an L ∞ -morphism. This is in fact enough, since in our setting, an L ∞ -morphism is an L ∞ -isomorphism if and only if its linear part is a quasi isomorphism.
Assuming that 'continuation'-morphisms extend to L ∞ -morphisms for now, we prove invariance. To show that the data H i , J i induces the same L ∞ -isomorphism class of L ∞ -structures, we pick another Hamiltonian K with bigger slope at infinity than both H i , and an almost complex structure J. Then we get L ∞ -isomorphisms from φ i : C(H i , J i ) → C(K, J), and φ
It remains to show that 'continuation'-morphisms extend to L ∞ -morphisms as claimed. Using the description of L ∞ -morphisms in terms of Weyl algebras given in § 3.3, this boils down to finding an f ∈ D that satisfies the 'master equation' (6). This f is given by
Recall that the factor 1/2 is to ensure compatibility between the linear part of X and the classical continuation map. The lines through the symbols for holomorphic curves indicate that H and J depend on s, and that H(s, t) = H ± (t) and J(s, p) = J ± (p) for ±s 0. Here we need to assume that ∂ s H(s, t) ≤ 0 on the cylindrical end. Everything else remains unchanged. We now have to verify that (6) holds, i.e. that
Before expanding X ± we remark that the terms
interact with exp(α · f ) in the very same way as in § 6.1. We can therefore ignore them. This equation can be verified by checking that the moduli spaces We summarise our results in the following theorem.
Theorem 7.1. The cohomological vector field X induces an L ∞ -structure on
that satisfies the compatibility requirements of Corollary 2.19. This induces an L ∞ -structure on SC • (M ) and SH • (M ). This L ∞ -algebra structure is independent, up to L ∞ -isomorphism, of the Hamiltonian H and the almost complex structure J. Moreover, it extends the known Lie bracket.
An application of this result is the following theorem. Proof. Assume that there is no closed Reeb orbit on the contact type boundary. We follow the proof of [Fab19, Theorem 6.1] in a similar setting and show that the L ∞ -structure is trivial.
Since all critical points are in an area of M in which H can be assumed to be C 2 -small, we can assume, using the maximum principle, that all holomorphic curves stay in an area where H is C 2 -small. It now follows that all holomorphic curves of the form with three or more punctures come in S 1 -families, see [Fab06] . The crucial ingredient for this is that we can achieve transversality using a domain dependent, but S 1 -independent Hamiltonian. Therefore, they don't contribute to any counts in the definition of X. Thus, the L ∞ -structure is trivial.
Appendix A. Transversality
There are multiple ways to achieve the transversality results needed in the main body of this article. One of them would be to employ the polyfold approach due to Hofer, Wysocki, and Zehnder. We use the approach from [Fab19] , which we sketch here for completeness. This in turn is a generalisation of the first authors results from [Fab06] .
A general principle when it comes to transversality, is that curves that are somewhere injective can be made transverse by using generic almost complex structures. This is still true in the SFT setting, see [Wen14] for a modern reference. We achieve somewhere injectivity by making the Hamiltonians domain dependent. We only have to do this near orbits, since every curve passes there. In particular, we don't have to perturb in the cylindrical end. Thus we keep the monotonicity features for Floer curves, i.e. the maximum principle still holds. Moreover, this class of perturbations is large enough to achieve transversality using the SardSmale theorem.
There are two cases to consider: stable curves and semi-stable curves. By the latter we mean spheres, planes and cylinders.
A.1. The semi-stable case. Since we work in an exact manifold, there are no holomorphic spheres. Moreover, there are no holomorphic planes, since there are no branched covering maps from the plane to the cylinder.
As explained in § 2, contact cylinders in the mapping torus are in one to one correspondence with Floer cylinders. But for Floer cylinders it is a classical result, that taking a generic time dependent non-degenerate Hamiltonian gives transversality, see [FHS95] .
Thus if we take a non-degenerate 1-periodic Hamiltonian H, Floer cylinders will be cut out transversely. The issue is that we also need use cylinders of k · H k·t . Even if H is generic, this Hamiltonian will be 1/k periodic and therefore leads to multiply-covered cylinders. This problem can be resolved by taking a kvalued perturbation, or equivalently, k generic perturbations of k · H k·t , interpreted as a k-valued perturbation for H. Thus we achieve transversality using classical transversality in a multi-valued way, depending on the period k of the orbits.
A.2. Domain-stable holomorphic curves. From now on assume that the holomorphic curves have three or more punctures. In this case transversality can be shown using domain-dependent Hamiltonian perturbations, generalising the Hamiltonian perturbations used for the moduli spaces of holomorphic cylinders discussed above. Since there are no non-trivial automorphisms of the domain in this case, we can allow the Hamiltonian to depend on points of the punctured sphere. This, the fact that this class of perturbations is large enough to achieve transversality, and most importantly that all choices can be made coherently is shown in detail in [Fab06] and [Fab19] . By coherent we mean that the perturbations are compatible with compactness and gluing of moduli spaces, which also involves the moduli spaces of semi-stable holomorphic curves.
To achieve regularity and preserve the symmetries, we need to use multi-valued Hamiltonian perturbations which destroy all multiply-covered cylinders again, see [CMS03] for the precise definitions.
While we could stop here, we give a brief overview, similar to the one in [Fab19] , how the theory of [Fab06] can be applied in our setting.
Given a Riemann surfaceΣ, a domain dependent Hamiltonian is a mapΣ × M → R. Since our domain also varies, we need to rephrase this. The way to relate a stable curve [Σ, z] ∈M 0,n to its domain is to use the 'universal family' U 0,n →M 0,n . By definition, the fibre of this universal family is the domain of the base point. Moreover,Ū 0,n M 0,n+1 canonically, and the projection map is the map ft :M 0,n+1 →M 0,n , that forgets the last marked point. Then a domain dependent Hamiltonian is nothing but a map
This is not quite enough in our setting. In fact, we need a time-and domaindependent Hamiltonian. In order to also remember the 'time-data', we replace the moduli spaceM 0,n by the moduli space of branched covers over the cylinder up to R-translation.
The moduli spaces and have natural forgetful maps to the moduli space M( k) of holomorphic maps from (s + 1)-punctured sphere to the cylinder. Here k = (k 1 , . . . , k s ) is the ordered set of periods of the orbits and the map is defined by forgetting the map u :Σ → M . This story behaves well with respect to the Deligne-Mumford compactification. In particular, the compactified universal curvē
is again given by the same moduli space, but with an extra marked point.
As in [Fab06] , and as explained in the Deligne Mumford case above, we define a domain-dependent Hamiltonian as a map
Using the same scheme as in [Fab06] , we get coherent, multi-valued perturbations that achieve transversality.
Appendix B. Deligne-Mumford Space
Our goal in this appendix is to describe the bundles L i →M 0,n explicitly enough to prove smoothness of sections of them. We follow [MS12, Appendix D] . As in their exposition, we denote by SC 0,n the category with objects stable genus zero curves with n marked points. We denote the objects by e.g. u = (Σ u , {z 1 , . . . , z n }). The morphisms in SC 0,n are isomorphisms of stable curves. We also writeM 0,n := SC 0,n ∼ for the set of isomorphism classes. Finally, we recall that there is a complex submanifoldM 0,n ⊂ (CP 1 ) ( n 4 ) and a bijection
where w ijkl (u) denotes a generalised cross ratio between marked points. We use the smooth structure onM 0,n which is given by declaring the above bijection to be a diffeomorphism. Now consider the smooth map ft :M 0,n+1 →M 0,n which 'forgets' all components of w which are of the form w ijk(n+1) . Note that every ft −1 (w), where w ∈M 0,n , can canonically be equipped with the structure of a stable curve. The following result is implicit in [MS12] .
commutes.
This basically says that we get unique canonical representatives for u ∈ SC 0,n . Using these we can define the total spaces of the bundles L i on the level of sets. Definition B.2. As sets, we define L i →M 0,n by
where z i denotes the i-th marked points, together with the obvious projection map.
provides an explicit, according to Lemma B.1 functorial, isomorphism from the tangent space of Σ at z i to the the fibre of L i over [u] .
In order to equip L i →M 0,n with the structure of a complex line bundle, we construct another complex line bundle and show that it is fibrewise isomorphic. To that end we pick concrete sets L i →M 0,3 , namelȳ
The point of doing this is that the point [(CP 1 , (z 1 = 0, z 2 = 1, z 3 = ∞))], an equivalence class with preferred representative, has the 'right' relationship with the fibre over it.
Our strategy is now to construct a vector bundle 
There is a unique map U jk →M 0,3 , and we can pull back L 1 along that map. We are now in a position to define the cocycles of the bundle E i . Namely, we define
The reason for this definition is that, on U jk , we can choose coordinates on the irreducible component of z i by sending (z j , z i , z k ) to (0, 1, ∞). Similarly, we can 'trivialise part of the domain' on U lm . In both cases, z i is send to 1. Moreover, the transition map between both 'trivialisations of the domain' is precisely given by the unique extension of z → (w jikl ([u]), 1; w jikm ([u]), z) from a neighbourhood of 1 to CP 1 . Our cocycle is therefore the transition map on the level of tangent spaces. Obviously, the cocycles are smooth and satisfy the cocycle condition. We summarise this construction in the following lemma.
Lemma B.3. There is a complex line bundle E i →M 0,n with cocycles given by (9). Moreover, the fibres of E i are canonically isomorphic to those of L i .
Proof. We have already shown that E i is a vector bundle. For the second statement consider ft
there exists, according to Lemma B.1, a unique isomorphism φ u : u → ft −1 (w([u])) for some u ∈ [u]. Let Σ u,i denote the irreducible component of z i . Assuming u ∈ U jk , there exists a unique morphism φ u,i that makes the following diagram of stable curves commute.
The desired identification between (E i ) [u] and (L i ) [u] is now given by T 1 ι. Note that we have specified this identification in a vector bundle chart. But the cocycles are chosen precisely in such a way that this map is well defined. q.e.d.
Appendix C. Weyl algebras and their actions C.1. The 'big' Weyl Algebra.
Definition C.1. The n-th graded Weyl algebra W (n) over a field k is defined as k p 1 , q 1 , . . . , p n , q n /I where
Each variable q i is assigned a degree |q i | ∈ Z and we define |p i | by |p i | + |q i | = 0, and all commutators are graded commutators.
We are interested in the 'big Weyl algebra', i.e. in
For this inverse limit to make sense, we need to specify an inverse system. We have already defined the objects, the morphism f nm : W (m) → W (n), n ≤ m, is the natural projection map. On generators this means
It is easy to check that f nm vanishes on I and hence that it defines a morphism. Moreover, it is elementary to check that f nm • f mo = f no . This defines an inverse system. This inverse limit is taken in the category of graded k-algebras. One easily checks that W is the degree wise inverse limit, i.e. that
Before moving on, we describe the elements ofŴ i = lim ← −n∈N W (n) i . As in most concrete constructions of inverse limits, these homogeneous elements of degree i can be identified with sequences that are compatible with the inverse system. That is, every element of w ∈Ŵ i can be identified with a sequence (w n ) n∈N ∈ n∈N W (n) i subject to the condition that f nm (w m ) = w n .
Of course writing down such sequences is unpleseant, to instead we use the more common summation notation. Indeed, an element of W i can be identified with an expression I,J∈N (N) c I,J p I q J subject to the conditions that each monomial is of degree i,
and that the projection to finitely many variables is in the n-th Weyl algebra, i.e.
∀n ∈ N, # I, J|c I,J = 0, supp I ∪ supp J ⊂ {1, . . . , n} < ∞.
The notation N (N) is from [Bou98] and refers to maps N → N with finite support. Thus I and J are multiindices with |I|, |J| < ∞. Algebraic structures on these expressions can be defined by using the structures on W .
C.2. The n-th Weyl algebra acts on polynomials. The graded Weyl algebras act on polynomial algebras by 'derivation' and 'multiplication'. More precisely, there is a morphism
where |x i | = |q i |, which we will define in a moment. First note though that End(k[x 1 , . . . , x n ]) refers to the k algebra of endmorphisms of the k vector space k[x 1 , . . . , x n ], where multiplication is given by 'composition'.
To construct the morphism from above, recall we use two types of elements of End(k[x 1 , . . . , x n ]). First, we have left multiplication
second we have the 'formal graded derivative'
Both happen to be graded morphisms with |µ xi | = |x i | and |∂ xi | = −|x i |.
Note that ∂ xi can be defined inductively by declaring ∂ xi x j = δ ij and demanding that ∂ xi satisfies the graded Leibniz rule. I.e. we demand that that for homogeneous elements f, g ∈ End(k[x 1 , . . . , x n ]) we have
Now ρ n is defined on generators by
Since ρ n vanishes on the generators of I, it defines a morhpism of algebras. We would like to define an action ofŴ on polynomials in infinitely many variables. Note that this is the same, on the level of k-algebras, as taking the symmetric algebra of the k vector space generated by {x i } i∈N ,
k[x i ] i∈N = S( {x i } i∈N k ).
Since we are interested in L ∞ -algebras, we care about the reduced symmetric algebra S + ( {x i } i∈N k ). We think of elements of the reduced symmetric algebra as polynomials which vanish at zero, i.e. polynomials that don't have a constant term. We sometimes refert to S + ( {x i } i∈N k ) as the reduced polynomial algebra in infinitely many variables and write k[x i ] + i∈N instead of S + ( {x i } i∈N k ).
C.4. The big Weyl algebra does not act on reduced polynomials. Unfortunately, the actions ρ(n) of W (n) do not extend to an action ofŴ on S + ( {x i } i∈N k ). There are two obstructions.
The first one is illustrated by i∈N q i p 1 ∈Ŵ .
Indeed, letting this element act on x 1 , we should get the term i∈N x i , which is not a (reduced) polynomial in the above sense. To see the second obstruction, consider p 1 ∈Ŵ .
Since ρ n (p 1 ) = ∂ x1 , we see that
We therefore restrict to a subalgebra ofŴ . Condition (10) is sometimes phrased as 'w is a power series in p with coefficients in polynomials in q'. The technical meaning of this is that every nonzero monomial c · q I p I involving not more than s p-variables, which are contained in {p 1 , . . . , p k } has q-variables contained in {q 1 , . . . , q i s,k }. Note that this condition resolves the first issue. Together with (11) this shows that the action of every w ∈ W on a reduced polynomial is a reduced polynomial.
In the main body of this work, the p variables model positive asymptotic orbits, and q variables model negative asymptotic orbits. They come with periodicities k ∈ N, and the sum of the p-periodicities is the sum of the q-periodicities. Thus we have a priori knowledge that all q periodicities are bounded by the maximum of the p periodicities time the number of positive asymptotic orbits. This is what we model with this condition.
Note that W is indeed a subalgebra ofŴ . This follows since the conditions imposed are preserved under addition, multiplication, and scalar multiplication.
Since we only need W in this paper, we refer to it as 'the Weyl algebra'.
C.5. The Weyl algebra acts on reduced polynomials. The point in constructing W is that it acts on the reduced polynomial algebra. To see this note that End(k[ To calculate the value of ρ(w)f for w ∈ W and f ∈ k[x i ] + i∈N , note that f ∈ k[x 1 , . . . , x k ] + for some k. Let s denote the highest power of p-variables in f . It suffices, according to condition (10), to consider the part of w that lives in W (i k,s ). Thus we can calculate the action using ρ i k,s after including f in k[x 1 , . . . , x i k,s ].
C.6. Two bimodules. Suppose we are given two copies W ± of W , with generators p C.6.2. W − acts on DD. Since W − is a subalgebra of DD, there is an obvious action by left multiplication. Unfortunately, we need a different action. To see why, note that the role of α in DD is to count the number of connected components. If we multiply f ∈ DD from the left by an element w of W − , the compatibility conditions mentioned above ensure that Φ(w · f ) = ρ(w) • Φ(f ).
To get an action that fits with what the compactness theorem demands, we have to multiply by a negative power of α, accounting for reduction of the number of connected components if all positive punctures of the index 1 curve are filled in this by using a morphism that makes up for that sign. The second, more important observation, is that the shifted braiding, τ V,W [1][1], only operates on the elements, while τ V [1],W [1] also swaps ↑s. In the case of just swapping, this is a simple minus sign. If we were permuting more factors, we should multiply with the signature of the permutation. dec where σ ∈ S n is a permutation, and the operations of σ on V i are performed using τ repeatedly.
