The partial least squares (PLS) is a popular modeling technique commonly used in social sciences. The traditional PLS algorithm deals with variables measured on interval scales while data are often collected on ordinal scales: a reformulation of the algorithm, named ordinal PLS (OPLS), is introduced, which properly deals with ordinal variables. An application to customer satisfaction data and some simulations are also presented. The technique seems to perform better than the traditional PLS when the number of categories of the items in the questionnaire is small (4 or 5) which is typical in the most common practical situations.
Introduction
The partial least squares (PLS) technique is largely used in socio-economic studies where path analysis is performed with reference to the so-called structural equation models with latent variables (SEM-LV).
Furthermore, it often happens that data are measured on ordinal scales; a typical example concerns customer satisfaction surveys, where responses given to a questionnaire are on Likert type scales assuming a unique common finite set of possible categories.
In several research and applied works, averages, linear transformations, covariances and Pearson correlation coefficients are conventionally computed also on the ordinal variables coming from surveys. This practice can be theoretically justified by invoking the pragmatic approach to statistical measurement (Hand, 2009) . Namely according to this approach 'the precise property being measured is defined simultaneously with the procedure for measuring it' (Hand, 2012) , so when defining a construct, e.g. the overall customer satisfaction, the measuring instrument is also defined, and 'in a sense this makes the scale type the choice of the researcher' (Hand, 2009) .
A more traditional approach (see Stevens, 1946) would require appropriate procedures to be adopted in order to handle manifest indicators of the ordinal type. Within the well-known covariance-based framework, several approaches are suggested in order to appropriately estimate a SEM-LV model; in particular, Muthén (1984) , Jöreskog (2005) and Bollen (1989) make the assumption that to each manifest indicator there corresponds an underlying continuous latent variable, see Section 3.
Other approaches have been proposed to deal with ordinal variables within the Partial Least Squares (PLS) framework for SEM-LV: Jakobowicz & Derquenne (2007) base their procedure on the use of generalized linear models; Nappo (2009) and Lauro et al. (2011) on Optimal Scaling and Alternating Least Squares; Russolillo & Lauro (2011) on the Hayashi first quantification method (Hayashi, 1952) .
As observed by Russolillo & Lauro (2011) in the procedure by Jakobowicz & Derquenne (2007) a value is assigned to the impact of each explanatory variable on each category of the response, while the researcher may be interested in the impact of each explanatory variable on the response as a whole. The same issue characterizes the techniques illustrated in the Chapter 5 by Lohmöller (1989) . The present proposal goes in this direction: a reformulation of the PLS path modeling algorithm is introduced, see Section 6, allowing us to deal with variables of the ordinal type in a manner analogous to the covariance based procedures.
In this way we recall the traditional psychometric approach, by applying a method for treating ordinal measures according to the well-known Thurstone (1959) scaling procedure, that is assuming the presence of a continuous underlying variable for each ordinal indicator. The polychoric correlation matrix can be defined. We show that by using this matrix one can obtain parameter estimates also within the PLS framework.
When the number of points of the scale is sufficiently high the value of the polychoric correlation between two variables is usually quite close to that of the Pearson correlation; in these situations there would be no need to have recourse to polychoric correlations and the traditional PLS algorithm may be applied. However, to make the response of interviewed people easier, it is common practice to administer questionnaires whose items are measured on at most 4 or 5 point alternatives: in these circumstances the proposed modification of the PLS algorithm seems to be appropriate.
An application to customer satisfaction data and some simulations conclude the paper.
The Structural Equation Model with latent variables
A linear SEM-LV consists of two sets of equations (see Bollen, 1989) : the structural or inner model describing the path of the relationships among the latent variables, and the measurement or outer model, representing the relationships linking the latent variables, which cannot be directly observed, to appropriate corresponding manifest variables.
The inner model
The structural model is represented by the following linear relation
where η is an (m × 1) vector of latent endogenous random variables (dependent variables); ξ is an (n × 1) vector of latent exogenous random variables; ζ is an (m × 1) vector of error components, zero mean random variables. B and Γ are respectively (m × m) and (m × n) matrices containing the so-called structural parameters. In particular the matrix B contains information concerning the linear relationships among the latent endogenous variables: their elements represent the direct casual effect on each η i (i = 1, . . . , m) of the remaining η j (j = i). The matrix Γ contains the coefficients explaining the relationships among the latent exogenous and the endogenous variables: their elements represent the direct causal effects of the ξ components on the η i variables. When the matrix B is lower triangular or can be recast as lower triangular by changing the order of the elements in η (which is possible if B has all zero eigenvalues (see e.g. Faliva, 1992) ) and Ψ is diagonal, then the model (1) is said to be causal or of the recursive type, which excludes feedback effects. In the sequel we will assume B to be lower triangular.
The outer model
We consider only measurement models of the reflective type, which are adopted (see Diamantopoulos et al., 2008) when the latent variables 'determine' their manifest indicators, and are defined according to the following linear relationships
where the vector random variables x (q × 1) and y (p × 1) represent the indicators for the latent variables ξ and η, respectively. Each latent construct η i in η and ξ i in ξ is characterized by a set of indicators, Y ih , h = 1, . . . , p i for η i and X ih , h = 1, . . . , q i for ξ i . The assumption of uncorrelation among the error components and uncorrelation between the errors and the independent variables in relationships (1)- (3) is made. All latent variables and errors are usually assumed to be multivariate distributed according to a Normal random variable.
Measurement models of the formative and of the MIMIC type may also be defined (see Esposito Vinzi et al., 2010) but are not considered here.
It often happens that the indicators Y ih , X ih are measured on ordinal scales, e.g. the responses given by the respondents to a questionnaire are on Likert type scales that assume a unique common finite set of possible categories. In this instance appropriate procedures are adopted for parameter estimation in SEM-LV in order to treat manifest indicators of the ordinal type. In Muthén (1984) , Jöreskog (2005) Bollen (1989) and Bollen & MaydeuOlivares (2007) estimation procedures within a covariance-based framework are presented, which are based on the assumption that for each manifest indicator there corresponds a further underlying continuous latent variable, whose definition is here described in Section 3.
The PLS specification
Observe that the structural relationship (1) can be re-written in matrix notation as
and the reflective measurement model (2)-(3) as
In the initial works on PLS (Lohmöller, 1989; Wold, 1985 ) the same notation is used for endogenous and exogenous entities; thus the above relationships are re-written as
by having (re-)defined
The sub-matrix B, corresponding to the matrix B which appears in (1), is assumed to be lower triangular. The so-called Wold predictor specification, E(ζ i |η 1 , . . . , η i−1 ) = 0, i = 1, . . . , m, is made, giving rise to structural equation models of the causal type. The measurement model of the reflective type is named 'Mode A' in the PLS terminology.
Assumptions on the genesis of ordinal categorical observed variables
The set of responses are assumed to be expressed on a conventional ordinal scale. This type of scale requires, according to the classical psychometric approach, appropriate methods to be applied. Here we propose to adopt a traditional psychometric approach, by considering the existence of an underlying continuous unobservable latent variable for each observed ordinal manifest variable. Following the PLS notation (5) and (6) for structural equation models with latent variables, the set of responses gives rise to a K-dimensional random categorical variable, say X = (X 1 , . . . , X K ) , whose components may assume, for simplicity, the same I ordered categories, denoted by the conventional integer values i = 1, . . . , I. K is the dimension of X in (6), corresponding to q + p in (2)-(3), the sum of the dimensions of x and y.
Let P (X k = i) = p ki , with I i=1 p ki = 1, ∀k, be the corresponding marginal probabilities and let
be the probability of observing a conventional value x k for X k not greater than i. Furthermore assume that to each categorical variable X k there corresponds an unobservable latent variable X * k , which is represented on an interval scale with a continuous distribution function Φ k (x * k ). The distribution for the continuous K-dimensional latent random variable
where a k,1 , . . . , a k,I k −1 are marginal threshold values defined as a k,i = Φ −1 (F k (i)), i = 1, . . . , I k − 1, being Φ(·) the cumulative distribution function of a specific random variable, usually the standard Normal, Jöreskog (2005) ; I k ≤ I denotes the number of categories effectively used by the respondents; I k = I when each category has been chosen by at least one respondent.
We also set a k,0 = −4 and a k,I k = 4 and set to −4 or 4 threshold values respectively lower than −4 or larger than 4.
Appropriate covariance matrix in presence of ordinal categorical variables
We remember that covariance-based estimation procedures look for the parameter values minimizing the distance between the covariance matrix of the manifest variables, specified as a function of the parameters, and its sample counterpart. Since, in case of ordinal variables it is not possible to compute the covariance matrix, we have recourse to the polychoric correlation matrix or the polychoric covariance matrix (see Bollen, 1989) . For two generic ordinal categorical variables X h and X k , h, k ∈ {1, . . . , K}, the polychoric correlation is defined (see Drasgow, 1986; Olsson, 1979) , as the value of ρ maximizing the loglikelihood typically conditional on the marginal threshold estimates
where n ij is the number of observations for the categories ith of X h and jth of X k ,
being Φ 2 (·) the standard bivariate Normal distribution function with correlation ρ conditional on the threshold values, a h,i , a k,j , for X h and X k , respectively estimated by having recourse e.g. to the two marginal latent standard Normal variates according to the usual two step computation, a k,0 = −∞ and a k,I k = +∞. Later on we will assume that I k = I, that is each category has been chosen by at least one respondent, possibly substituting a negligible quantity, e.g. ε = 0.5, to the zero n ij s.
By considering the polychoric coefficients for each pairs X h and X k , h, k ∈ {1, . . . , K} we can obtain the polychoric correlation matrix (and also the covariance matrix, if appropriate location and scale values are assigned to the underlying latent variables X * k (Jöreskog, 2005) ), which, according to the covariance-based approach, is necessary for the parameter estimation of a structural model with manifest indicators of the ordinal type.
In case of manifest variables of generic type appropriate correlations should be computed (see Drasgow, 1986) ; in particular: a) polychoric correlation coefficients for pairs of ordinal variables, b) polyserial correlation coefficients between an ordinal variable and one defined on an interval or ratio scale, and c) Pearson correlation coefficients between variables defined on interval or ratio scales. However we will assume, later on, that only variables on ordinal scales are present.
Application within the PLS framework
In presence of manifest indicators of the ordinal type, we suggest a slightly modified version of model (5)- (6), where the manifest variables X in relationship (6) are in a certain sense 'replaced' by the underlying unobservable latent variables X * . We do not write explicitly the dependence between X and X * , since for the subject s = 1, 2, . . . , N the real point value x * ks for each indicator X * k is not known: we only assume that it belongs to the interval defined by the threshold values in (8) having as image the observed category x ks . It will be possible to obtain point estimates for the parameters in D and Λ, while only estimates of the threshold values will be directly predicted with regard to the scores of the latent variables Y j , j = 1, . . . , n + m.
The PLS algorithm structure typically adopted to obtain the PLS estimates in presence of standardized latent variables is briefly presented. Mode A (reflective outer model) is considered for outer estimation of latent variables and the centroid scheme for the inner estimation (Lohmöller, 1989; Tenenhaus et al., 2005) . Some linear algebra restatement of the algorithm is necessary, which renders the usual procedure apt to be applied with minor changes also in presence of manifest variables of the ordinal type.
The PLS algorithm
The PLS procedure obtaining the estimates of the parameters in (5)-(6) consists of a first iterative phase which produces the latent score estimates; subsequently the values of the vector θ, containing all the unknown parameters in the model (D, Γ etc.), are estimated, by applying the Ordinary Least Squares method to all the linear multiple regression subproblems into which the inner and outer models are decomposed.
Remember that the whole set of true latent variables (always measured as differences from their respective average values) is summarized by the vector
being the first n elements of the exogenous type and the remaining m endogenous. Observe that, since we are in presence of models of the causal type, the generic endogenous variable Y j , j = n + 1, . . . , n + m, may only depend on the exogenous variables Y 1 , . . . , Y n and on a subset of its preceding endogenous latent variables.
With reference to the inner model, a square matrix T, of order (n + m), indicating the structural relationships among latent variables may be defined: 
The generic element t jk of T is given unit value if the endogenous Y j is directly linked to Y k ; t jk is null otherwise. Then T may be defined as the indicator matrix of D in (5) by having set to 0 the elements on the main diagonal. The PLS algorithm follows an iterative procedure, which defines, at the rth generic step, the scores of each latent variable Y j , according the so-called 'outer approximation', as a standardized linear combination of the manifest variables corresponding to Y ĵ
with appropriate weights w
jpj summing up to 1 (see Lohmöller, 1989 ). In the PLS framework each latent variable is thus defined as a 'composite' of its manifest indicators.
Step 0. The starting step of the algorithm uses an arbitrarily defined weighting system that, for the sake of simplicity, may be set to
The initial scores of the latent variables Y j , j = 1, 2, . . . , n + m, are defined as linear combinations of the centered values of the corresponding manifest variables X jh , h = 1, 2, . . . , p j ; thus for the generic subject s, s = 1, 2, . . . , N , we have:
wherex jh , h = 1, 2, . . . , p j , denote the mean of the manifest variables X jh associated to the latent variable Y j . Observe that at step 0 the weights sum up to 1 by definition. The scores are then standardizedỹ
where
is an estimate of the variance ofŶ j , being N the number of available observations. We then setŷ js =ỹ js .
Iterative phases of the PLS algorithm
Step 1. Define for each latent variable Y j an instrumental variable Z j as a linear combination of the estimates of the latent variables
(remember that t jk is the generic element of the matrix T, used to specify the relationships in the inner model: t jk = 1 if the latent variable Y j is connected with Y k in the path model representation, t jk = 0 otherwise, see (9)) and
havingŶ j zero mean.
Step 2. In case of the so-called Mode A (reflective outer model), at every stage r of the iteration (r = 1, 2, . . .) update the vectors of the weights w
being
Step 3. Update the outer approximation:
and standardize as in (13)- (14).
Looping. Loop step 1 to step 3 until the following convergence stop criterion is attained
where ε is an appropriately chosen positive convergence tolerance value.
Ending phase of the PLS algorithm
Carry out the ordinary least squares estimation of the β jk coefficients linking Y k to Y j (for every inner submodel), the λ jh parameters (outer models, Mode A), specifying the linear relations between the latent Y j and the corresponding manifest X jh and the residual variances (having standardized the involved variables).
6 An equivalent formulation of the PLS algorithm and its implementation with ordinal variables
We now rewrite the PLS algorithm, by making extensive use of linear algebra notations, in order to avoid the reconstruction, at each step, of the latent scores. The procedure will be based on the covariance matrix of the observed manifest variables X jh or the polychoric correlation matrix in case of manifest variables of the ordinal type. Namely, in presence of ordinal indicators we substitute the categorical variables X jh with the underlying latent variables X * jh , see (8) , that are standardized and thus centered. Note that the components of X * are not observable, but in the algorithm we will only make use of variances and covariances defined on their linear transformations. These variances and covariances can be derived as a function of Σ XX , the covariance matrix of the vector random variable containing all the (p + q) manifest indicators X jh , of the metric/interval type, or their counterparts X * jh when the indicators are ordinal; in the latter case Σ XX is the polychoric correlation matrix defined across the ordered categorical variables.
Step 0. The outer approximation for the generic variable Y j is formally defined, see (10), aŝ
Later on we will omit the symbol, here (0) , specifying the iteration step of the algorithm. Relationship (10) may be written in matrix form aŝ
. . .
where C X are the centered manifest variables that, in presence of ordinal indicators, are set to C X ≡ X * .
It is now possible to define the N × (m + n) matrixŶ = Ŷ 1 , . . . ,Ŷ m+n containing the outer approximation values of the latent variables for the N subjects aŝ
being C X the N ×(p+q) matrix of the deviations of the manifest variables from their means, and W = [w 1 , . . . , w j , . . . , w n+m ] the square matrix containing the vectors w j as columns. Thus the covariance (17) betweenŶ j andŶ k can be expressed as
and the variance covariance matrix of the random vector Ŷ 1 , . . . ,Ŷ n+m as
The standardized version (13) ofŶ is
where * is the Hadamard element by element product, I the identity matrix, and
is a transformation of the original weights W, which for each group of manifest indicators sum up to 1, into a set of weights allowing the latent variables to be on a standardized scale. We then setŶ =Ỹ.
The covariance matrix across standardized Ŷ 1 , . . . ,Ŷ n+m can be re-defined as
so becoming a correlation matrix.
Iterative phases of the PLS algorithm
Step 1. The instrumental variables Z j , see (15), which are defined for each latent variable Y j as a linear combination of the estimates of the latent variables Y k linked to Y j in the path diagram may be expressed as
where τ j is the jth column of the matrix Υ with generic element τ jk defined, according to (15), as
being the elements of T equal to 0 or 1. With reference to the matrix C X of observable data the N × (m + n) matrix Z containing the values of the (n + m) instrumental variables Z 1 , . . . , Z n+m for the N subjects may be obtained as
Step 2. The covariance (19) between X jh and Z j is defined as
and Σ XZ the covariance matrix between all the manifest variables X jh and the instrumental variables Z j as
The covariance between X jh andŶ j is
and Σ XY the covariance matrix between all the manifest variables X jh and the compositeŝ Y j can be obtained as
Now define a (p + q) × (n + m) matrix C by the Hadamard product of the indicator matrix χ W of the matrix W and the covariance matrix between X and Z
it results in a block diagonal matrix with generic block
The matrix W with the updated weights is obtained from
where 1 is the (p + q) × 1 unitary vector, diag(·) is the operator transforming a vector in a diagonal matrix and ± is the vector defined as
Finally transformation (25) may be applied to obtain the standardizing weights S W.
We resume the sequence of steps defining the reformulation of the PLS algorithm, which has the characteristic of avoiding the determination, at each step, of the composites scoreŝ y j s and of the instrumental variables scores z j s. Ending phases of the PLS algorithm will be described later (see Sections 6.1 and 6.2).
Compute Σ XX (in case of ordinal items the polychoric correlation matrix) Define the starting weights W = [w 1 , . . . , w j , . . . , w n+m ] .
Iterative phase
Obtain S W see (25) Check if ||W − W TEMP || < ε
Ending phase of the PLS algorithm with manifest variables of the interval type
After convergence of the weights in W the score values can be determined aŝ
and OLS regressions carried out (on standardized variables) to obtain the estimates of the parameters in D and Λ and the variances of the error components as the residual variances of the corresponding regression models.
Parameter Estimation of the inner and outer relationships in presence of ordinal manifest variables
The estimates in the inner and outer regression models can also be obtained without having to reconstruct the score valuesŷ js , that cannot be estimated in presence of manifest variables of the ordinal type: their prediction may be obtained according to one of the procedures illustrated in Section 6.3. The parameter estimates make reference to the following linear regression models, defined on standardized variables,
where d < j and { RjŶ1 , . . . , RjŶd } is a subset of {Ŷ 1 , . . . ,Ŷ j−1 } defined according to the jth equation in (5).
The estimate of the vector j β = [ j β 1 , . . . , j β d ] , which contains the unknown elements of the m + j row of matrix D in (5), may be computed as
where Rj ΣŶŶ is the matrix obtained by extracting from ΣŶŶ = PŶŶ , the correlation matrix ofŶ, see (26), the rows and columns pertaining to the independent variables in the linear model (36) and j ΣŶŶ is the vector obtained by extracting from the jth column of ΣŶŶ the elements corresponding to correlations betweenŶ j and its covariates, according to relationship (36). Let now Σ XŶ be the correlation matrix between the manifest indicators X and the compositesŶ, which can be derived from (32). The estimate of parameter λ jh in the outer model
is given by the correlation coefficient between X jh andŶ j . The ending phase of the PLS algorithm, in presence of manifest variables of the ordinal type, can be then resumed in the following way:
In presence of manifest variables of the interval type the procedure gives, by having recourse to Pearson's correlations, the same results as the ending phase of the usual PLS algorithm presented in Section 6.1.
Only the 'covariance' or 'correlation' matrix of the manifest variables X is needed in order to determine the final weights and the inner and outer model parameter estimates. In presence of manifest indicators of the ordinal type we propose to use the polychoric correlation matrix. This is consistent with the so-called METRIC 1 option suggested by Lohmöller (1989) (see also Rigdon, 2012; Tenenhaus et al., 2005) performing the standardization of all manifest indicators.
Both polychoric covariance and correlation matrices must be invertible for the above procedure to work. However, constrained algorithms do exist whenever invertibility problems should arise for the polychoric correlation matrix. (For example the function hetcor, available in the R polycor package, makes it possible to require that the computed matrix of pairwise polychoric, polyserial, and Pearson correlations be positive-definite).
After having transformed the manifest variables according to (8) the threshold values related to the standard normal variables X * 1 , . . . , X * m+n are available. In this case we have Σ X * X * ≡ P X * X * , that is the polychoric covariance matrix between the underlying latent variables coincides with the polychoric correlation matrix.
The algorithm we have presented for ordinal manifest variables will be denoted as Ordinal Partial Least Squares (OPLS) from now on.
Prediction of Latent Scores
A point estimate of the composite continuous (latent) Y j cannot be determined in presence of ordinal variables for the generic subject; we can only establish an interval of possible values conditional on the threshold values pertaining the latent variables X * jh that underlie each ordinal manifest variable.
Since each underlying X * jh variable is assumed to be a standard Normal variate, the composite variableŶ j , defined by the outer approximation
will also be distributed according to a standard Normal variate.
A set of threshold values a Yj i , i = 1, . . . , I − 1, can be derived from the threshold values a X jh i referred to the variables X * jh , h = 1, . . . , p j , being I the common number of categories assumed by the variables X jh , as
Should some threshold values equal ±∞ they have to be replaced with ±4. Later we will also consider a In case subject s chooses the same category i for all the manifest indicators of Y j , that is x j1s = . . . = x jpj s = i with i ∈ {1, . . . , I}, the image will be of the type
which we will call 'homogeneous thresholds'.
Otherwise, see Fig. 1 , the set which is the image of all possible responses x jhs , will not correspond exactly to one subset A i . Let us denote this set with the threshold values corresponding to the category x jhs observed by subject s, that is the values defining the interval for X * jh to have x jhs as image according to (8) . In order to assign a category to subject s for the latent variable Y j we can use one of the following options:
1. Mode estimation. Compute, see Fig. 1 , the probabilities for C js to overlap each set A i defined by the 'homogeneous thresholds'
and, for subject s, select the set A i with maximum probability. To the set A i corresponds the assignment of category i as a score estimate for the latent variable Y j .
Median estimation. Compute the median of the variable
the category i pertaining the set A i to which M edian(Y j |Y j ∈ C js ) belongs, is assigned to subject s. (40) the category i pertaining the set A i to which E(Y j |Y j ∈ C js ) belongs, is assigned to subject s. Schneeweiss (1993) shows that parameter estimates obtained with the PLS algorithm are negatively biased for the inner model, (these estimates are related to the covariances or correlations across latent variables). The OPLS is based on the analysis of the polychoric correlation matrix, which is obtained by maximizing the correlation across the latent variables that generate, according to (8), the manifest variables. Especially in presence of items with a low number of categories, polychoric correlations are usually larger than the Pearson's ones as was also observed by Coenders et al. (1997) . Thus we may expect that the distribution of the inner model parameter estimates obtained with OPLS dominates stochastically that of the PLS algorithm, possibly reducing the negative bias of estimates based on Pearson's correlations.
Mean estimation. Compute the mean of the variable
Y j over the interval C js E(Y j |Y j ∈ C js ) = φ(α Yj s ) − φ(β Yj s ) Φ(β Yj s ) − Φ(α Yj s )
Bias effects of the OPLS algorithm
However, the reduction in the bias of the inner model parameter estimates for OPLS can have a drawback: a positive bias in the estimation of the parameters in the outer model. Fornell & Cha (1994) report, for the special case of identical correlation coefficients (say ρ) across all the manifest variables, the following relationship relating the bias of the PLS algorithm with respect to maximum likelihood estimates of the outer model λ parameters and the one referred to the common correlation across latent variables, upon which the inner model coefficients β are obtained:
An high value for bias(λ) corresponds to a low value of bias(ρ); we have observed this issue in the illustration presented in Section 7.2. Anyway, we have to observe that outer model parameters are not the most important target in a decision making procedure based on the PLS estimation of a structural equation model with latent variables: the main role is played by the inner model parameter estimates and by the weights w jh see (10) and (22), defining each PLS latent variable as a 'composite', that is a linear combination of its related manifest variables. The largest weights are related to the manifest variables which are supposed to have greater influence in driving the 'composite'; moreover, since the weights sum up to 1 they should not suffer of any dimensional bias problem.
Assessing reliability
Scale reliability can be assessed, for ordinal scales, by having recourse to methods based on the polychoric correlation matrix (see Gadermann et al., 2012; Zumbo et al., 2007 ) for Cronbach's α. The Dillon-Goldstein's rho (Chin, 1998) and methods presented for covariance based models (Green & Yang, 2009; Raykov, 2002) , which make reference to all relationships in the structural equation model (1)-(3), can also be implemented.
Figure 2: Path diagram for the mobile phone industry customer satisfaction model
Illustrative examples
The Partial Least Squares algorithm has been successfully applied to estimate models aimed at measuring customer satisfaction, first at a national level (Fornell, 1996; Fornell et al., 1996) and then also in a business context (Johnson & Gustafsson, 2000; Johnson et al., 2001) . A widespread literature on this field is available. The OPLS methodology is here implemented in R (R Core Team, 2012) and applied to a well-known data set describing the measure of customer satisfaction in the mobile phone industry (Bayol et al., 2000; Tenenhaus et al., 2005) . By means of this example we compare the behaviour of the PLS and OPLS in presence of a traditional questionnaire whose items are characterized by a high number of categories (say 10).
Some simulations are then reported to analyze the behaviour of the procedure when the number of points for each item is reduced.
The R procedures by Fox (2010) and Revelle (2012) are used to compute polychoric correlation matrices, with minor changes to allow polychoric correlations to be computed when the number of categories is larger than 8. We never needed the polychoric correlation matrix to be forced in order to comply with the positive definiteness condition.
The Mobile Phone Data Set
We applied the procedure to a classical example on mobile phone, presented in Bayol et al. (2000) and Tenenhaus et al. (2005) . Data (250 observations) are available e.g. in Sanchez & Trinchera (2012) . Data were collected on 24 ordered categorical variables with 10 categories; the observed variables are resumed by 7 latent variables.
The customer satisfaction model underlying the mobile phone data refers to a version of the European Customer Satisfaction Index with 1 exogenous latent variable, the Image (Y 1 ) with 5 manifest indicators, and 6 endogenous latent variables: Customer Expectations (Y 2 ), Perceived Quality (Y 3 ), Perceived Value (Y 4 ), Customer Satisfaction (Y 5 ), Loyalty (Y 6 ) and Complaints (Y 7 ), with respectively 3, 7, 2, 3, 1 and 3 manifest indicators. See Fig. 2 for the inner path model relationships. Table 1 in Tenenhaus et al. (2005) contains the structure of the questionnaire; it can be considered as a possible instrument for customer satisfaction measurement in the mobile phone industry. Table 1 reports the parameter estimates obtained both with the standard PLS algorithm and with the OPLS algorithm.
Surprisingly, results are quite similar but not so close. When the number of categories is sufficiently high, Pearson correlation coefficients are good approximations for their polychoric counterparts, but responses in customer satisfaction surveys do usually have skewed Schneeweiss, 1993) and it is also based on Pearson's correlations which underestimate real correlations when the ordinal manifest variables are measured on scales with a small number of categories. Figure 3 shows a comparison of the latent scores reconstructed with the two methodologies. Information about Y 6 is not reported since the variable is identical to its unique manifest indicator. Recall that according to the PLS algorithm the scores are weighted averages of the values expressed by the subjects on the proxies; the scores are thus generated on an interval scale. With the OPLS algorithm latent variable scores can only be predicted according to one of the procedures presented in Section 6.3 and their values are on the same ordinal scale common to the proxy variables (the procedure 'Mode estimation' was adopted to produce the graph). Table 2 shows the degree of coherency of the latent scores obtained with the traditional PLS algorithm and the 3 procedures presented in Section 6.3 for OPLS. Having rounded scores obtained with the PLS algorithm to integer values, percentages of exact concordance are reported on the first three lines, while in the remaining lines are percentages of concordance with a difference between rounded values not larger than 1. We have at least 70% exact concordance (except for latent variable Y 7 ); more than 90% of cases for all latent variables show a difference between rounded values lower than 1.
The weights w j , see relationships (18) or (34), play an important role in making decisions based on PLS estimation of structural equation model with latent variables. They establish which proxy variables drive a latent variable behaviour. Latent variables are defined as 'composite' variables in the PLS algorithm, that is weighted averages of their manifest indicators with weights w j . Figure 4 shows the comparison of the weights for the 7 latent variables obtained with the two algorithms. Points with the same number identify the weights assigned by the two algorithms to the manifest indicators of each latent variable 
Some Simulations
To compare the performance of the classical PLS algorithm with the OPLS for different number of points in the scale of manifest variables we considered some simulations from the following model η 1 = γ 11 ξ 1 + ζ 1 η 2 = β 21 η 1 + γ 22 ξ 2 + γ 23 ξ 3 + ζ 2 η 3 = β 32 η 2 + ζ 3 see Figure 5 . Measurement models of the reflective type were assumed, with 3 manifest ordinal reflective indicators for each latent variable
In order to take into account the presence of asymmetric distributions, latent variables ξ i , i = 1, 2, 3, were generated, in separate simulations, according both to the standard Normal distribution for all ξ i variables and Beta distributions with parameters (α = 11, β = 2) for ξ 1 , (α = 16, β = 3) for ξ 2 , (α = 54, β = 7) for ξ 3 which were then standardized. 
with extrema computed over the sample realizations, being npoints the desired number of points common to all items. Values were then rounded to obtain integer (ordinal) responses. Simulations were performed by considering 4, 5, 7 and 9 categories in the scales, which correspond to the situations commonly encountered in practice. We expect results from the PLS and the OPLS procedures to be quite similar in presence of 9 categories, since in this case polychoric correlations are close to their corresponding Pearson correlations. 500 replications for each instance, each with 250 observations were made. To compare the performance of the two procedures we considered the empirical distribution of the inner model parameter estimate biases, see Tables 3-10. As expected (see Schneeweiss, 1993) estimates obtained with the traditional PLS algorithm are negatively biased. Only for scales with 5, 7 and 9 categories we can observe about 5% trials with a small or negligible positive bias for Normal distributed latent variables. The bias gets more evident with decreasing number of scale points. The behaviour is common both to Normal and Beta situations. With the OPLS about 10% simulations always present positive bias. Most percentage points of the bias distribution for the OPLS procedure are closer to 0 than with traditional PLS. Averages biases are again closer to 0 for the OPLS algorithm.
Percentage points and average values are very close for the two estimation procedures in case of a 9 point scale.
The ratio between the absolute biases observed in each trial with OPLS and the traditional PLS was considered, to better compare the two procedures. The distribution of the ratios is shown in the third sections of Tables 3-10 giving evidence that over 90% trials have an absolute bias of the OPLS lower than the traditional PLS, when scales are characterized by 4 and 5 points. By comparing the 5% and 95% percentage points for the distributions of ratios of absolute biases in case of the Normal assumption with 4 point scales, we can observe the better behaviour of the OPLS: for parameter γ 22 we have 5% and 95% absolute ratios 0.0728 and 3.8032. According to the latter value 5% trials have an absolute bias in OPLS estimates larger more than 3.8 times that of traditional PLS. According to the former value 5% trials have an absolute bias of traditional PLS larger more than 1/0.0728 = 13.7 times than OPLS.
Geometric means have been computed to summarize ratios between absolute biases of OPLS and traditional PLS and in all situations (except for γ 11 , 9 points, Beta distribution) they are lower than 1. Their values increase with increasing number of scale points and get close to 1 in presence of scales with 9 points and asymmetric Beta distribution of the latent variables.
In Section 6.4 we reminded how the reduction in the bias attained by OPLS, pertaining the inner model parameter estimates, can have as a drawback an increase in the bias of the outer model λ parameter estimates. The bias is evident if we examine Figures 6-13 which report Box & Whiskers plots for the distribution of the bias of the coefficients estimates β ij and λ from their theoretical values and the distribution of the weights w ij under the Normal and Beta assumptions for scales with 4 and 9 points.
However, as we have already remarked, the role played by outer parameters is less important than that of the inner model parameters: when making decisions based on PLS results the weights w ij are used instead of outer parameters; we remember that PLS define each latent variable as a 'composite' of its manifest indicators, see (10) and (22), and the weights give information about the strength of the relationship of each 'composite' across its manifest indicators. According to the Box & Whiskers Plots the estimates of the weights seem to be always characterized by a lower variability (interquartile range) when obtained with the OPLS algorithm.
Conclusions and Final Remarks
A PLS algorithm dealing with variables on ordinal scales has been presented. The algorithm, OPLS, is based on the use of the polychoric correlation matrix and seems to perform better than the traditional PLS algorithm in presence of ordinal scales with a small number of point alternatives, by reducing the bias of the inner model parameter estimates.
A basic feature of PLS is the so-called soft modelling, requiring no distributional assumptions on the variables appearing in the structural equation model. With the OPLS algorithm the continuous variables underlying the categorical manifest indicators are considered multinormally distributed. This can appear a strong assumption but, as Bartolomew (1996) observes, every distribution can be obtained as a transformation of the Normal one, which can suit most situations: for instance, in presence of a manifest variable with a negative asymmetric distribution, points on the right side of a scale will have the highest frequency and the underlying latent variable should also be of an asymmetric type, but transformation (8) will work anyway assigning larger intervals to the classes defined by the thresholds to which the highest points in the scale correspond.
Furthermore polychoric correlations are expected to overestimate real correlations when scales present some kind of asymmetry, but this can be regarded as a positive feature for the OPLS algorithm. This may represent a correction of the negative bias characterizing PLS algorithms with regard to the estimates of the inner model parameters (which are in some way linked to correlations across manifest variables). The gain in the bias reduction is less evident for scales with an higher number of categories, for which polychoric correlation values are closer to Pearson's correlations. In these cases ordinal scales can be considered as they were of the interval type, possibly according to the so-called pragmatic approach to measurement (Hand, 2009) .
Increasing the number of the points of the scale can help the performance of the traditional PLS algorithm when the scale is interpreted as continuous, but it often happens that in presence of asymmetric distributions many points of the scale are characterized by a very low response frequency, since the number of points that respondents do effectively choose may be quite restricted. Thus the administered scale corresponds to a scale with a lower number of points and OPLS can anyway be useful in these situations.
Another important feature of the PLS predictive approach is the direct estimation of latent scores. With the OPLS algorithm we can estimate some thresholds for the latent variables, from which a 'category' indication for the ordinal latent variable follows according to one of the 3 estimation methods presented in Section 6.3.
Simulations have been carried out to assess the properties of the algorithm also in presence of asymmetric distributions for latent variables and the bias characterizing the inner model parameter estimates obtained with the traditional PLS algorithm was reduced.
Further research will consider a comparison with the Optimal Scaling techniques (Mair & de Leeuw, 2010 ) that were proposed within the PLS framework by Nappo (2009) and Lauro et al. (2011) .
