In this paper, we consider a stochastic heat equation with multiplicative bi-fractional Brownian sheet. Using the technique of Feynman-Kac formula and Malliavin calculus, we give an explicit formula of the weak solution and study the regularity.
Introduction
In recent years, there has been considerable interest in studying fractional Brownian motion (fBm) due to its interesting properties and wide applications in various scientific areas such as turbulence, telecommunications, finance, and image processing. Some surveys and complete literatures for fBm can be found in Alós et [] , and the references therein. On the other hand, many authors have proposed to use more general self-similar Gaussian processes and random fields as stochastic models. Such applications have raised many interesting theoretical questions about selfsimilar Gaussian processes and fields in general. Therefore, some generalizations of the fBm have been introduced. However, in contrast to the extensive studies on fBm, there has been little systematic investigation on other self-similar Gaussian processes. The main reason is the complexity of dependence structures for self-similar Gaussian processes that do not have stationary increments. Therefore, it seems interesting to study some extensions of fBm.
The bi-fractional Brownian motion B H,K with indices H ∈ (, ) and K ∈ (, ] is an extension of fBm with Hurst index H ∈ (, ), which was first introduced by Houdré and Villa [] . The bi-fBm B H,K with indices H ∈ (, ) and K ∈ (, ] is a zero-mean Gaussian process B = {B t , t ∈ R} such that B  =  and Clearly, if K = , then the process is an fBm with Hurst parameter H. The process B is HKselfsimilar, but it has no stationary increments. It has Hölder-continuous paths of order δ < HK , and its paths are not differentiable.
Definition . A bi-fractional noise with parameters H, H ∈ (, ), K, K ∈ (, ] is a Gaussian random field B = {B tx , t ≥ , x ∈ R} with B  = , EB tx = , and
E[B tx B sy ] = R H,K (t, s)R H ,K (x, y)
for all t, s ≥ . Moreover, the bi-fractional white noise with parameters H and K is a bifractional noise with parameters H, K and H =   , K = .
In order to expound our aim in this paper, we recall a classical result. Consider the stochastic heat equation 
In this paper, we extend the Feynman-Kac formula to the stochastic heat equation driven by a bi-fractional noise:
where B is a bi-fractional noise with parameters
, the stochastic integral is the Stratonovich integral, and ϕ is a bounded measurable function. The difference between (.) and (.) is that 
where δ denotes the Dirac delta function. The aim of this paper is to show that the process u(t, x) given by (.) is a weak solution of (.). If K = , then the process B is a fractional Brownian sheet, and the questions stated were first studied by Hu et al. [, ] . If K = , then this process is not a fractional Brownian sheet, and the questions stated were not studied and are not trivial. The main difficulty consists in the complexity of the dependence structure of a self-similar Gaussian process with nonstationary increments that does not have a representation based on the Wiener integral. This paper is organized as follows. In Section , we present some preliminaries for the bi-fractional noise. In Section , we show that the stochastic Feynman-Kac functional defined by
is well defined and exponentially integrable by using a suitable approximation of the Dirac delta function under some suitable conditions. In Section , we show that the process (.) is a weak solution to equation (.). In Section , we study the regularity of the weak solution. We show that the solution is Hölder continuous and the probability law of the solution admits a smooth density with respect to the Lebesgue measure.
Preliminaries
In this section, we briefly recall the definition and properties of the stochastic integral with respect to a bi-fractional noise. As we pointed out before, a bi-fractional noise B = {B tx ,  ≤ t ≤ T, x ∈ R} on a probability space ( , F , P) with indices H, H ∈ (, ) and K, K ∈ (, ] is a rather special class of selfsimilar Gaussian random fields such that B  =  and
where
In other words, B is a bi-fractional Brownian sheet with Hurst parameters H and K in the time variable and H and K in the space variable. Throughout this paper, we assume that HK, H K ≥ . Let H be the completion of the linear space E generated by the indicator functions  [,t] , t ∈ [, T], with respect to the inner product
where we assume that  [,x] = - [x,] if x < . The mapping ψ ∈ E → B(ψ) is an isometry from E to the Gaussian space generated by B, and it can be extended to H. We will denote this isometry by . Moreover, H denotes the class of measurable functions ψ on R + × R satisfying
Let us denote by S the set of smooth functionals of the form
given by 
where c is a constant depending only on u. We have also the following formula:
for any ψ ∈ H and any random variable F ∈ D , . The operator δ B is also called the Sko- 
The stochastic Feynman-Kac functional
Let W = {W t , t ≥ } be a standard Brownian motion independent of B, and
In this section, we study the stochastic Feynman-Kac functional
where δ denotes the Dirac delta function. We denote by
the expectation of a functional (B, W ) with respect to W (resp., with respect to B). We use E to denote the composition E B E W , which is a random variable depending only on B or W . For any ε >  and τ > , we define the functions p ε (x) and φ τ (t) by
Then φ τ (t)p ε (x) is an approximation of the Dirac delta function δ(t, x) as ε and τ tend to zero.
Lemma . Let ζ H,K be defined in Section , and let W = {W t , t ≥ } be a standard Brownian motion starting at zero. Then we have
Proof Recall that if (G  , G  ) is a Gaussian couple, then we can write
where η is a standard normal random variable independent of G  , and Var(·) denotes the variance. We then can write
in distribution, where ξ and η are two independent standard normal random variables, which implies that
Thus, an elementary calculation shows that
, and x, y ∈ R.
, and let ξ be a standard normal random variable. We then have (see Hu et al.
As a corollary, we have
Similarly, we also get (.). Let now HK =   . Then we have
On the other hand, for HK =   , we have
for all ε > , which gives
for all ε, ε >  and s, r > .
We obtain some approximations as follows:
is an approximation of the bi-fractional noise B(t, x); 
t,x belongs to the space H almost surely, we compute the inner product
by Lemma .. For all H K >  and t ≥ , we have
where ξ is a standard normal random variable. Similarly, for all H K =  and t ≥ , we also have
t,x belongs to the space H almost surely for all ε >  and τ > , which implies that the random variables V ε,τ (t, x) are well defined, and we get
It follows from the dominated convergence theorem that there exists a constant C depending only on t, H, K , H K such that
Finally, by a similar argument we obtain (.), and the proof is completed. Now, we show the exponential integrability of the random variable V (t, x) defined in Theorem ..
Theorem . Let the random variable V (t, x) be defined in Theorem
for any λ ∈ R.
Proof Let HK, H K ≥  and HK + H K > . Then HK >  and H K ≥ . Denote 
Case I: HK, H K >  and HK + H K > . We have
for all t ≥ . Then it suffices to show that the random variable  has exponential moments of all orders. This will be done in two steps.
Step . By the identity
DenoteB s = B t+s -B t for all t, s ≥ . Then we havẽ
It follows from triangular inequality and translation invariance that
for t  , t  > , where˜ t  is independent of { s ,  ≤ s ≤ t  } and has the same distribution as t  . Therefore, the process t is subadditive.
Step . By Theorem .. in [] we have
for any θ , t > , by the scaling property, where  ≤ (θ ) < ∞. It follows from the Chebyshev inequality that lim sup
Hence, there exists a >  such that
when t > N for some N > . Combining this with the fact that
for (y) = y  φ(x) dx + () and all random variables X ≥ , we get
. This gives the critical integrability
Thus, we have proved the theorem for HK, H K >  and HK + H K > . Case II: HK > , H K =  and HK + H K > . We have
for all t ≥ . Now the proof follows similarly to Case I. 
The Feynman-Kac formula

In this section, we give the Feynman-Kac formula of equation (.). Let us first recall the definitions of the Stratonovich integral and weak solution to (.). For any ε, τ > , we definė
B ε,τ (t, x) = t  R φ τ (t -s)p ε (x -y)B(
Definition . Let a random field
almost surely for all T > . We define the Stratonovich integral as
if the limit exists in probability.
Definition . We say that a random field u = {u(t, x), t ≥ , x ∈ R} is a weak solution of (.) if, for any C ∞ -function f with compact support on R, we have
almost surely for all t ≥ . In order to prove the theorem, we need some preliminaries. Consider the approximation of (.) given by the following stochastic heat equation driven by a random potential:
By Fubini's theorem and (.) we can write
where V ε,τ (t, x) is defined by (.). It follows from the classical Feynman-Kac formula that
where W x is a standard Brownian motion independent of B and starting at x.
Lemma . Let V (t, x) be given by (.). Define the process u(t, x)
Then we have
for all p ≥ , x ∈ R, and t ≥ .
Proof For all p ≥ , x ∈ R, and t ≥ , we have
On the other hand, we have
for all ε, τ > , which deduces, for any λ ∈ R,
Combining this with the fact that
in probability, by Theorem . we obtain the lemma.
Proof of Theorem . Let f be a smooth function with compact support. Then we have
almost surely for all t ≥ . Therefore, to end the proof, we only need to prove that
in probability as ε and τ tend to zero. It follows from Lemma . that the random variables of the right-hand side in (.) converges in L  to the random variable
as ε and τ tend to zero. Denote
converges to ϒ in probability as ε and τ tend to zero. So we have that u(s, x)f (x) is Stratonovich integrable and
Thus, to end the proof, we only need to show that
in L  as ε and τ tend to zero. Denote
for all ε, τ > , r ≥ , and z ∈ R and by δ B (ψ ε,τ ) = t  R ψ ε,τ (r, z)δB(r, z) the divergence or the Skorokhod integral ψ ε,τ . Then we have
for all ε, τ >  and t ≥ , and the theorem follows from the next lemmas.
Lemma . Let f be a smooth function with compact support. Then C ε,τ
 (t) converges to zero in L
 for all t ≥  as ε and τ tend to zero.
Proof For the process C ε,τ  , we estimate
by using the L  -estimate for the Skorokhod integral.
Step I. We first have
for all s, r ≥  and x, y ∈ R by Lemma .. We see that, as a consequence, the integrand on the right-hand side of (.) converges to zero as ε and τ tend to zero for any s, r ≥  and x, y ∈ R.
On the other hand, from the proof of Lemma . we have that
for any s, r ≥  and x, y ∈ R, which shows that the integrand on the right-hand side of (.) is bounded. Then, by the dominated convergence theorem we have that E( ψ ε,τ  H ) converges to zero as ε and τ tend to zero.
Step II. We next show that
as ε and τ tend to zero. Clearly, we have
Let W  and W  be two independent Brownian motions. Then 
for all t ≥  and x ∈ R. Then, from the previous results we have 
converges to zero as ε and τ tend to zero. Hence, C Proof Denote
for all ε, τ >  and t ≥ . Then we can decompose C ε,τ
for all ε, τ >  and t ≥ . Clearly, by Lemma . we have
is square integrable for all HK + H K > . In fact, we have
It follows from the dominated convergence theorem that C ε,τ
for all t ≥  as ε and τ tend to zero, which says that C has finite moments of all orders.
is a mild solution to SPDE (.) for any T >  if u(t, x) satisfies the integral equation
, where G(t -s; x, y) denotes the heat kernel, that is, the fundamental solution of the heat equation
Moreover, we say that the uniqueness of (.) holds if whenever u  and u  are any two solutions to (.) with the same initial value, then u  (t, 
Regularity of the weak solution
In this section, we give the Hölder continuity of the solution of (.) and show that the probability law of the solution admits a smooth density by using the Feynman-Kac formula established in the previous section. 
for all t ≥  and x ∈ R, where V (t, x) is given by (. Now, we show that the probability law of the solution u(t, x) of (.) has a smooth density with respect to the Lebesgue measure for any t and x. To simplify, we let ϕ(x) ≡ . 
