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Abstract
In literature, it is common to find problems which require a way to encode a finite
set of information into a single data; usually means are used for that. An important
generalization of means are the so called Aggregation Functions, with a noteworthy
subclass called OWA functions. There are, however, further functions which are able
to provide such codificationwhich do not satisfy the definition of aggregation functions;
this is the case of pre-aggregation and mixture functions.
In this paper we investigate two special types of functions: Generalized Mixture
and Bounded Generalized Mixture functions. They generalize both: OWA and Mix-
ture functions. Both Generalized and Bounded Generalized Mixture functions are de-
veloped in such way that the weight vectors are variables depending on the input vector.
A special generalized mixture operator,H, is provided and applied in a simple toy ex-
ample.
Keywords: Aggregation functions, Pre-aggregation functions,
OWA functions, Mixture functions, Generalized Mixture
functions, Bounded Generalized Mixture functions
1. Introduction
Several applications require the conversion of a finite collection of data (of same
type) into a single data [1, 2, 3, 4]. Some abstract tools which deal with that are the
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so called Aggregation Functions and Mixture Functions [5]. Yager [6] introduced a
special class of aggregation functions, called Orde Weighted Averaging - OWA, and
ever since several authors have proposed generalizations for them. Two generalizations
are: (1)Mixture functions [5] and (2) Generalized Mixture functions [7, 8, 9]. They are
not always aggregation functions, since some of them do not satisfy the monotonicity,
however they are also efficient in order to “codify” a set of information into a sigle one.
Some other extensions were also proposed and can be found in: [10, 11, 12, 13, 14].
In this paper we investigateGeneralizedMixture functions (GM), which are weighted
averaging means whose weights are dynamic; namely the weights are not fixed be-
forehand but depend on the input variables. This provides a more flexible usage of
weights which is not possible for functions like OWAs. The resulting functions do
not require the property of monotonicity, essencial in aggregations, instead they re-
quire diretional monotonicity[15]. Further we investigate the weakening of condition
n∑
i=1
wi = 1 to
n∑
i=1
wi ≤ 1, thereby obtaining another generalization of OWAs, called
Bounded Generalized Mixture - BGM functions. This paper ends with the proposal of
a special GM function, H, which have a wide range of properties like: idempotency,
symmetry, homogeneity and diretional monotonicity. It is applyied on a simple toy
example.
This work is structured in the following way: The next section provides the basic
concepts of Aggregation functions; section 3 introduces the concepts of Generalized
Mixture (GM) and BoundedGeneralized Mixture (BGM) operators, it shows properties,
constructions, examples and propose a particular GM function: H; section 4 presents
the final remarks and section 5 an illustrative application for GM.
2. Aggregation Functions
Aggregation functions are important mathematical tools for applications in various
fields, such as: Information fuzzy [2, 16, 17]; Decision making [3, 18, 19]; Image
processing [4, 20, 21] and Engineering [22].
Definition 1. An n-ary aggregation function is a mapping A : [0, 1]n → [0, 1], which
associates each n-dimensional vector x = (x1, . . . , xn) to a single value A(x) and
satisfies conditions of: (A1) mononicity (A2) Boundary:
(A1) If x ≤ y, i.e., xi ≤ yi, for all i = 1, 2, ..., n, then A(x) ≤ A(y);
(A2) A(0, ..., 0) = 0 and A(1, ..., 1) = 1.
Example 1. Given x = (x1, . . . , xn),
(a) Arithmetic Mean: Arith(x) =
1
n
(x1 + x2...+ xn)
(b) Minimum: Min(x) = min{x1, x2, ..., xn};
(c) Maximum: Max(x) = max{x1, x2, ..., xn};
(d) Product: Prod(x) =
n∏
i=1
xi;
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(e) Weighted Average: For w = (w1, · · · , wn) ∈ [0, 1]
n, with
n∑
i=1
wi = 1,
WAvgw(x) =
n∑
i=1
wi · xi.
Remark 1. From now on we will use the short term “aggregation" instead of “n-ary
aggregation function".
Aggregations can be divided into four distinct classes: Averaging, Conjunctive, Dis-
junctive and Mixed. A wider description about them can be found in [23, 24, 25]. In
this work, we only study averaging functions which satisfy the following property:
Definition 2. A function f : [0, 1]n −→ [0, 1] satisfies the averaging property, if for
all x ∈ [0, 1]n:
Min(x) ≤ f(x) ≤Max(x).
When aggregations satisfy the averaging property we say that they are averaging
aggregations. The functionsMin,Max,Arith andWAvg are examples of averaging
aggregations. Besides that, an aggregationA : [0, 1]n → [0, 1] can satisfy:
(1) Idempotency, i.e., A(x, ..., x) = x for all x ∈ [0, 1];
(2) Homogeneity of order k , i.e., for all λ ∈ [0, 1] and x ∈ [0, 1]n,
f(λx1, λx2, ..., λxn) = λ
kf(x1, x2, ..., xn). When A is homogeneous of order
1 we simply say that f is homogeneous;
(3) Shift-invariance, i.e., f(x1 + r, x2 + r, .., xn + r) = f(x1, x2, .., xn) + r,
for all r ∈ [−1, 1], x ∈ [0, 1]n, (x1 + r, x2 + r, ..., xn + r) ∈ [0, 1]n and
f(x1, x2, ..., xn) + r ∈ [0, 1];
(4) Monotonicity, i.e., f(x1, · · · , xn) ≤ f(y1, · · · , yn) whenever xi ≤ yi, for all
i ∈ {1, · · · , n};
(5) Strict monotonicity, i.e., f(x) < f(y) whenever x < y, i.e., x ≤ y and x 6= y,
where x = (x1, · · · , xn) and y = (y1, · · · , yn);
(6) Symmetry, i.e., its value is not changed under the permutations of the coordi-
nates of x, i.e.,
f(x1, ..., xn) = f(xσ(1) , · · · , xσ(n))
for all x and any permutation σ : {1, ..., n} → {1, ..., n};
(7) The existence of neutral element, i.e., there is e ∈ [0, 1], such that for t ∈ [0, 1]
at any coordinate of the input vector x, it has to be:
f(e, ..., e, t, e, ..., e) = t;
(8) The existence of absorbing element or (annihilator), i.e., there is a ∈ [0, 1],
such that
f(x1, ..., xi−1, a, xi+1, ..., xn) = a;
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(9) The existence of zero divisor, i.e., there is a ∈ ]0, 1[, such that for any x ∈]0, 1]n,
with a in one of its coordinates it is verified that f(x) = 0;
(10) The existence of one divisor, i.e., there is a ∈ [0, 1[, such that for any x ∈]0, 1]n,
with a in one of its coordinates it is verified that f(x) = 1.
Example 2.
(i) The functions: Arith,Min andMax are examples of idempotent, homogeneous,
shift-invariant and symmetric aggregations.
(ii) Min andMax have the elements 0 and 1 as its respective annihilators, whereas
Arith does not have annihiladors.
(iii) Min,Max and Arith does not have zero divisors and one divisors.
2.1. Ordered Weighted Averaging - OWA Functions
In the field of aggregations there is a very important kind of function in which the
aggregation behavior is provided parametrically; they are called: Ordered Weighted
Averaging or simply OWA [6].
Definition 3. Let be an input vector x = (x1, x2, . . . , xn) ∈ [0, 1]
n and a vector of
weights w = (w1, . . . , wn) ∈ [0, 1]
n, such that
n∑
i=1
wi = 1. Assuming a permutation
of x:
sort(x) = (x(1), x(2), . . . , x(n))
such that x(1) ≥ x(2) ≥ . . . ≥ x(n). The Ordered Weighted Averaging (OWA) function
with respect tow, is the function OWAw : [0, 1]
n → [0, 1] defined by:
OWAw(x) =
n∑
i=1
wi · x(i)
Remark 2. In what follows we removew from OWAw(x) and write only OWA.
Examples and properties of OWA functions can be found in [5]. Here is important
to note thatMin,Max, Arith andMedian (described bellow) are examples of OWA.
Example 3. Given a vector x and its ordered permutation sort(x) = (x(1), . . . , x(n)),
the Median function
Med(x) =
{
1
2 (x(k) + x(k+1)), if n = 2k
x(k+1), if n = 2k + 1
is an OWA function in which the vector of weights is defined by:
• If n is odd, then wi = 0 for all i 6=
n+1
2 and wn+12
= 1.
• If n is even, then wi = 0 for all i 6=
n
2 and i 6=
n+2
2 , and wn2 = wn+22
= 12 .
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In addition there are some special types of OWAs: centered OWA or cOWA[10].
The OWA functions are defined in terms of a predetermined vector of weights;
namely this vector of weights is fixed previously by the user. In the next section we
present a generalized form of OWA in order to relax this situation. The vector of
weights will be in function of the vector of inputs x = (x1, . . . xn). To achieve that we
replace, in the OWA expression, the vector of weights by a family of functions, called
weighted functions.
3. Weighted functions
As mentioned, the OWA functions are means with previously fixed weights. In the
literature we can find some kind of functions which overcome this situation, by provid-
ing variable weights. This functions are called here weighted functions. An important
example of that is the Mean of Bajraktarevic, presented in [23], and a particular case
called ofMixture function, which are functions that have the following form:
M(x) =
n∑
i=1
wi(xi) · xi
n∑
i=1
wi(xi)
(1)
Generally, the mixture functions are not aggregation functions, since they do not
always satisfy monotonicity, however the references [9, 26, 27] provide sufficient con-
ditions to overcome this situation.
Remark 3. Note at equation 1 that each weight wi(xi) is the value of single variable
function; namely the weight is the value of a function wi applied to the i-th position of
the input vector x = (x1, . . . , xn). However, this restriction can be relaxed in order
to obtain a weight wi(x), i.e., the weight is in function of the whole input. This gener-
alization of mixture operators was done by Pereira [7, 8] and the resulting functions
were called of Generalized Mixture Functions (GMF).
Although Pereira has introduced GMFs he did not provided a deep investigation
about them. In references [7, 8, 9] studied onlyGMF’s depending on a single variable,
that is, functions of the form W (x) =
n∑
i=1
wi(xi) · xi. In what follows we provide
some results about such GMFs; its relation to OWA’s, Mixture Functions and Pre-
aggregations. We finally generalize GMF‘s to the notion of Bounded Generalized
Mixture Functions (BGMF) and provide some relations to the notions of monotonicity,
directional monotonicity, Weak-dual and Weak-conjugate functions.
3.1. Weighted Averaging Functions
Definition 4. A finite family of functions Γ = {fi : [0, 1]
n → [0, 1] | 1 ≤ i ≤ n}
such that
n∑
i=1
fi(x) = 1 is called family of weight-functions (FWF). A Generalized
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Mixture Function or simply GM associated to a FWF Γ is a functionGMΓ : [0, 1]
n →
[0, 1] given by:
GMΓ(x) =
n∑
i=1
fi(x) · xi
Example 4.
1. The GM operator associated to Γ =
{
fi(x) =
1
n
| 1 ≤ i ≤ n
}
, GMΓ(x), is
Arith(x);
2. The function Minimum can be obtained from Γ = {fi | 1 ≤ i ≤ n}, where for
all x ∈ [0, 1]n, f(n)(x) = 1 and fi(x) = 0, if i 6= (n), where (·) : {1, · · · , n} →
{1, · · · , n} is a permutation such that sort(x) = (x(1), · · · , x(n));
3. Similarly, the function Maximum is also of type GM with Γ dually defined.
Theorem 1. For any vector of weightsw = (w1, w2, ..., wn), the function OWAw is a
GM function.
Proof. Define fi(x) = wp(i), where p : {1, 2, · · · , n} −→ {1, 2, · · · , n} is the inverse
permutation of q(i) = (i). Then,
GMΓ(x1, · · · , xn) =
n∑
i=1
fi(x1, · · · , xn) · xi
=
n∑
i=1
wp(i)xi
but as p is the inverse of q, it follows that q(p(i)) = i, that is, (p(i)) = i. Thus,
GMΓ(x1, · · · , xn) =
n∑
i=1
wp(i)x(p(i))
Making the necessary changes in this sum, we have:
GMΓ(x1, · · · , xn) =
n∑
i=1
wix(i)
= OWAw(x1, · · · , xn)
Example 5. Ifw = (0.3, 0.4, 0.3), then for x = (0.1, 1.0, 0.9)we have x1 = x(3), x2 =
x(1) and x3 = x(2). Thus, f1(x) = 0.3, f2(x) = 0.3, f3(x) = 0.4, and GM(x) =
0.3 · 0.1 + 0.3 · 1.0 + 0.4 · 0.9 = 0.69.
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Note that, by Theorem 1, any OWA function is GM. However, there are GM func-
tions which are not OWA:
Example 6. Let Γ = {sin(x) · y, 1 − sin(x) · y}. The respective GM function is
GM(x, y) = (sin(x) · y) · x+ (1− sin(x) · y) · y, which is not an OWA function.
Proposition 1. Mixture functions are a particular case of GM.
Proof. A mixture operatorM(x) can be see as a GM function, with weight-functions
given by fi(x) =
wi(xi)
n∑
i=1
wi(xi)
.
Remark 4. The GM function at Example 6 cannot be characterized as a mixture func-
tion, since w1 is not a function which depends only on variable x and w2 is not a
function which depends only on variable y.
Below, we propose a new generalized form of GM, which is obtained by relaxing
the condition
n∑
i=1
fi(x) = 1 to
n∑
i=1
fi(x) ≤ 1. This new family is called Bounded
Generalized Mixture functions.
Definition 5. A family of weak weight-functions (wFWF) is a finite family of func-
tions
Γ = {fi : [0, 1]
n → [0, 1]| 1 ≤ i ≤ n} such that:
(I)
n∑
i=1
fi(x) ≤ 1, and
(II)
n∑
i=1
fi(1, · · · , 1) = 1, for all i ∈ {1, 2, · · · , n}.
A Bounded Ganeralized Mixture (BGM) operator associated to a wFWF Γ is a
function BGMΓ : [0, 1]
n → [0, 1] given by:
BGMΓ(x) =
n∑
i=1
fi(x) · xi
Remark 5.
1. Since BGM is a generalized form of GM, then both OWAs and mixture functions
are instances of BGM. Moreover, GM functions are BGM operators subject to
the condition:
(III)
n∑
i=1
fi(x) = 1, for any x ∈ [0, 1]
n,
2. Let Γ =
{
fi(x, y) =
x
n
| 1 ≤ i ≤ n
}
. Then, BGMΓ(x) =
n∑
i=1
x2i
n
is not a GM
operator.
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3.2. Properties of GM and BGM functions
Although GM and BGM are generalized forms of OWA, we cannot always guaran-
tee that aBGM is an averaging function, althoughGM functions are averaging function.
The next proposition gives us a sufficient condition to achieve that.
Proposition 2. If Γ is a FWF, then GMΓ is averaging, i.e.:
Min(x) ≤ GMΓ(x) ≤Max(x)
Proof. For all x = (x1, ..., xn),
Min(x) ≤ xi ≤Max(x), ∀i = 1, 2, ..., n.
So,
n∑
i=1
fi(x) ·Min(x) ≤
n∑
i=1
fi(x) · xi ≤
n∑
i=1
fi(x) ·Max(x),
but as
n∑
i=1
fi(x) = 1, it follows that
Min(x) ≤
n∑
i=1
fi(x) · xi ≤Max(x)
Remark 6. Note that FWF cannot simply be replaced by wFWF, since for f1(x, y) =
x
2
and f2(x, y) =
y
2 , we have BGM(0.5, 0.5) = 0.25 < Min(0.5, 0.5), although we can
guarantee that:
BGMΓ(x) ≤Max(x)
Proposition 3. Let Γ be a wFWF. Then, the BGMΓ is idempotent if, and only, if
n∑
i=1
fi(x, · · · , x) = 1 for any x ∈ [0, 1].
Proof. If
n∑
i=1
fi(x) = 1 and x = (x, ..., x), then:
BGMΓ(x) =
n∑
i=1
fi(x) · x = x ·
n∑
i=1
fi(x) = x
Reciprocally, if BGMΓ is a idempotent function and
n∑
i=1
fi(x, · · · , x) < 1 for some
x ∈ [0, 1] we have to
BGMΓ(x) =
n∑
i=1
fi(x) · x < x · 1 = x.
Thus, the condition
n∑
i=1
fi(x, · · · , x) = 1 cannot be removed.
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Corollary 1. Any GM function is idempotent.
Remark 7. The BGM function described in Remark 6, is not idempotent, sinceBGM(0.5, 0.0) =
0.25. Thus, we cannot always guarantee that a BGM is idempotent
Proposition 4. If Γ is a FWF invariant under translations3, thenGMΓ is shift-invariant.
Proof. Let x = (x1, ..., xn) ∈ [0, 1]n and λ ∈ [−1, 1] such that y = (x1 + λ, x2 +
λ, ..., xn + λ) ∈ [0, 1]
n. then,
GMΓ(y) =
n∑
i=1
fi(y) · (xi + λ)
=
n∑
i=1
fi(y) · xi +
n∑
i=1
fi(y) · λ
=
n∑
i=1
fi(x) · xi + λ
= GMΓ(x) + λ
Remark 8. The condition FWF is also important to preserve shift-invariance, since if
we define f1(x, y) = f2(x, y) =
|x−y|
2 , for (x, y) 6= (1, 1), and f1(1, 1) = f2(1, 1) =
1
2 , then f1 and f2 are invariant under translations, but BGM(0, 0.1) = 0.005 and
BGM(0 + 0.1, 0.1 + 0.1) = 0.015 6= 0.005 + 0.1.
Proposition 5. If Γ is a wFWF and each fi ∈ Γ is homogeneus of order k, then
BGMΓ(x) is homogeneous of order k + 1.
Proof. The case λ = 0 is trivial. Now, to λ 6= 0 we have:
BGMΓ(λx1, ..., λxn) =
n∑
i=1
fi(λx1, ..., λxn) · λxi
= λ ·
n∑
i=1
λkfi(x1, ..., xn)xi
= λk+1 · BGMΓ(x1, ..., xn)
Remark 9. Note that if Γ is a FWF, i.e,
n∑
i=1
fi(x) = 1, then fi cannot be homogeneous
of order k > 0, since
1 =
n∑
i=1
fi(λx1, · · · , λxn) = λ
k
n∑
i=1
fi(x) = λ
k,
3This means that fi(x1 + λ, x2 + λ, ..., xn + λ) = fi(x1, x2, ...,
xn) for any x ∈ [0, 1]n, for i ∈ {1, 2, · · · , n} and λ ∈ [−1, 1] such that (x1 + λ, x2 + λ, ..., xn + λ) ∈
[0, 1]n.
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i.e., there are no GM’s homogeneous of order k > 1. However, if we remove this
restriction, then we can have Γ with homogeneous fis of order k > 0. For example,
fi(x) =
xi
n
is homogeneous of order 1, and so, according to Proposition 5, BGMΓ is
homogeneus of order 2.
The next example shows a GM function which is not a mixture operator, since fi
does not depend exclusively from xi. This GMΓ is idempotent, homogeneous and shift-
invariant, but is not monotonic, since GMΓ(0.5, 0.2, 0.1) = 0.375 and
GMΓ(0.5, 0.22, 0.2) = 0.368.
Example 7. The family Γ defined by
fi(x1, ..., xn) =


1
n
, if x1 = · · · = xn = 0
xi
n∑
j=1
xj
, otherwise
if a FWF and,
GMΓ(x) =


0, if x1, ..., xn = 0
n∑
i=1
x2i
n∑
i=1
xi
, otherwise
Proposition 6. TheN -dual4, with respect to stantard fuzzy negation5, of aGM function
is also a GM function.
Proof. If Γ is a wFWF, then
GM
N
Γ (x1, · · · , xn) = 1−
n∑
i=1
fi(1 − x1, · · · , 1− xn) · (1− xi)
= 1−
n∑
i=1
fi(1 − x1, · · · , 1− xn) +
n∑
i=1
fi(1 − x1, · · · , 1− xn) · xi
=
n∑
i=1
fi(1− x1, · · · , 1− xn) · xi
=
n∑
i=1
gi(x1, · · · , xn) · xi,
where gi(x1, · · · , xn) = fi(1− x1, · · · , 1− xn).
Remark 10.
4The N -dual of a function F : [0, 1]n −→ [0, 1] is FN (x1, · · · , xn) = N(F (N(x1), · · · , N(xn)),
whereN is a fuzzy negation, i.e., a decreasing functionN : [0, 1] −→ [0, 1] withN(0) = 1 andN(1) = 0.
5The standard fuzzy negation if N(x) = 1− x
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1. The N -dual of a BGM with respect to stantard fuzzy negation it will not be a
BGM function, but it will be of the form
BGM
N
Γ (x) = BGMΓ′(x) + h(x),
where h : [0, 1]n → [0, 1] is given by h(x) = 1−
n∑
1
fi(x).
2. The dual of a GM function will not always be a GM function, for example: If
N(x) = 1− xn, then
GM
N
Γ (x1, · · · , xn) =
n∑
i=1
fi(1− x
n
1 , · · · , 1− x
n
n) · x
n
i
=
n∑
i=1
(
fi(1− x
n
1 , · · · , 1− x
n
n) · x
n−1
i
)
· xi
and Γ′ =
{
gi(x) = fi(1 − x
n
1 , · · · , 1− x
n
n) · x
n−1
i | 1 ≤ i ≤ n
}
not is a FWF,
but is a wFWF. So, thisN -dual is a BGM function.
This provides a motivation to define the weak dual of a GM function, as follow:
Definition 6. If GMΓ is a generalized mixture function, then the weak dual of a GMΓ
with respect to fuzzy negationsN is the function:
GM
wN
Γ (x1, · · · , xn) =
n∑
i=1
fi(N(x1), · · · , N(xn)) · xi
It is obvious that the weak dual of a GM functions is a GM function. Futhermore,
we can define the weak dual of a BGM function, which is also a BGM function.
Example 8. The weak dual of GM defined in example 6 with respect to fuzzy negation
N(x) = 1− xα is
GM
wN
Γ (x1, · · · , xn) =


0, if x1, · · · , xn = 0
n−
n∑
i=1
(1−xi)
α·xi
n−
n∑
i=1
(1−xi)α
, otherwise
The construction of weak duals can be generalized, as follow:
Proposition 7. Let γ1, · · · , γn : [0, 1] −→ [0, 1] be functions. If GMΓ is a GM (or
BGM) function, then
GM
γ1,···,γn
Γ (x1, · · · , xn) =
n∑
i=1
fi(γ1(x1), · · · , γn(xn)) · xi
is a GM (or BGM) function.
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Proof. Straightforward.
When γ1 = · · · = γn = γ are automorphism we say that GM
γ1,···,γn
Γ is a weak
conjugate of GMΓ and we denote by GM
γ
Γ.
Proposition 8. If Γ = {f1, · · · , fn} is a wFWF, then Γ
R = {g1, · · · , fn}, whete
gi = fn−i+1, also is a wFWF. Besides that, BGM
R
Γ = BGMΓR
Proof. Sraightforward.
In Pereira [7, 8, 9] some criteria were considered to generate monotone GM. How-
ever, in this work wewill not give a deep exposition of monotonicity, instead we present
a brief discussion on a more weakened form, called weak monotonicity or directional
monotonicity.
3.3. Direcional Monotonicity
There are many n-ary functions that do not satisfy the monotonicity although, they
are monotone with respect to certain directions. In this sence, Wilkin and Beliakov
(in [28, 29]) introduceed the concept of weakly monotonicity, that was generalized by
Bustince et al. in [15], which define the notion of diretional monotonicity.
Definition 7. Let r = (r1, · · · , rn) be a nnt null n-dimentional vector. A function
F : [0, 1]n −→ [0, 1] is r-increasing if for all x = (x1, · · · , xn) and t > 0 such that
(x1 + tr1, · · · , xn + trn) ∈ [0, 1]
n, we have
F (x1, · · · , xn) ≤ F (x1 + tr1, · · · , xn + trn),
that is, F is increasing in the direction of vector r.
Definition 8. A function F : [0, 1]n −→ [0, 1] is an n-ary pre-aggregation function
(or simply pre-aggregation) if satisfies the boundary condition, F (0, · · · , 0) = 0 and
F (1, · · · , 1) = 1, and is r-increasing for some direction r ∈ [0, 1]n.
Lucca et al. [30] presented properties, constructions and application for pre-aggregations.
They show that the following functions are pre-aggregations:
Example 9.
1. Mode(x1, · · · , xn) is (1, 1)-increasing;
2. F (x, y) = x− (max{0, x− y})2 is (0, 1)-increasing;
3. The weighted Lehmer mean (with convention 0/0 = 0)
Lλ(x, y) =
λx2 + (1− λ)y2
λx + (1− λ)y
, where 0 < λ < 1
is (1 − λ, λ)-increasing;
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4.
A(x, y) =
{
x(1 − x), if y ≤ 3/4
1, otherwise
is (0, a)-increasing for any a > 0, but for no other direction;
5.
B(x, y) =
{
y(1− y), if x ≤ 3/4
1, otherwise
is (b, 0)-increasing for any b > 0, but for no other direction.
Remark 11. Any aggregation functions is also a pre-aggregation function.
Proposition 9. If BGMΓ is shift-invariant, is a pre-aggregation (k, · · · , k)-increasing.
Proof. Note that for all x = (x1, x2, · · · , xn) ∈ [0, 1]n and any t > 0 such that
(x1 + tk, x2 + tk, · · · , xn + tk) ∈ [0, 1] we have
BGMΓ(x1 + tk, · · · , xn + tk) = BGMΓ(x1, · · · , xn) + tk,
and so
BGMΓ(x1, · · · , xn) ≤ BGM(x1 + tk, · · · , xn + tk)
Corollary 2. If Γ is a FWF invariant under translations, i.e, fi(x1+λ, x2+λ, ..., xn+
λ) = fi(x1, x2, ..., xn), for i ∈ {1, 2, · · · , n}, for any x = (x1, · · · , xn) ∈ [0, 1]
n and
λ ∈ [0, 1] such that (x1 + λ, x2 + λ, ..., xn + λ) ∈ [0, 1]
n, then BGMΓ is a pre-
aggregation (k, · · · , k)-increasing.
Proof. By Proposition 5 BGMΓ is shift-invariant, and so, by Proposition 9, BGMΓ is
a pre-aggregation function (k, k, · · · , k)-increasing.
In fact, the conditions required by Corollary 2 are very strong. In the following
proposition, we relax these conditions:
Proposition 10. If Γ is a rFWF with fi(x1, · · · , xn) ≤ fi(x1 + λ, · · · , xi + λ), for
i ∈ {1, 2, · · · , n}, for any x = (x1, · · · , xn) ∈ [0, 1]
n and λ ∈ [0, 1] such that (x1 +
λ, x2+λ, ..., xn+λ) ∈ [0, 1]
n, then BGMΓ is a pre-aggregation function (k, k, · · · , k)-
increasing.
Proof. For any x = (x1, · · · , xn) ∈ [0, 1]n and λ ∈ [0, 1] such that y = (x1 + λ, x2 +
λ, ..., xn + λ) ∈ [0, 1]
n we observe that
BGMΓ(y) =
n∑
i=1
fi(y) · (xi + λ)
=
n∑
i=1
fi(y) · xi +
n∑
i=1
fi(y) · λ
≥
n∑
i=1
fi(x) · xi + λ
≥ BGMΓ(x)
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Example 10. Let Γbe the family of functions:
fi(x1, · · · , xn) =


1
n
, if x1 = · · · = xn
x(1)−xi
n∑
j=1
(x(1)−xj)
, otherwise .
We can easily prove that all those functions satisfy:
fi(x1 + λ, x2 + λ, · · · , xn + λ) = fi(x1, x2, · · · , xn).
More generally, for any α ≥ 1
fi(x1, · · · , xn) =


1
n
, if x1 = · · · = xn
x(1)−xi
n∑
j=1
(x(1)−xj)α
, otherwise
is such that
fi(x1, x2, · · · , xn) ≤ fi(x1 + λ, x2 + λ, · · · , xn + λ).
Thus, the corresponding BGM is (k, · · · , k)-increasing. In additon, note that, for α >
1, Γ = {fi} does not satisfies
n∑
i=1
fi(x) = 1.
We can also establish a criterion analogous to Proposition 10, by replacing the
vector (k, · · · , k) by direction r, as follow:
Proposition 11. IfΓ is a FWF such that there is a diretional vector r = (r1, r2, · · · , rn) ∈
[0, 1]n with fi(x1, · · · , xn) ≤ fi(x1+λ · r1, · · · , xi+λ · rn), for i ∈ {1, 2, · · · , n}, for
any x = (x1, · · · , xn) ∈ [0, 1]
n and λ ∈ [0, 1] such that (x1+λ ·r1, x2+λ ·r2, ..., xn+
λ · rn) ∈ [0, 1]
n, then BGMΓ is a pre-aggregation function r-increasing.
Proof. Similar to Proposition 10.
Corollary 3. If Γ is a wFWF such that there is a diretional vector r with ∂fi
∂r
(x) ≥ 0
for any fi ∈ Γ and x ∈ [0, 1]
n, then BGMΓ is a pre-aggregation function r-increasing.
Example 11. If fi = wi is constant, then BGMΓ is r-increaing for any direction r.
Now, given a direction r = (r1, · · · , rn) ∈ [0, 1]
n we can build a r-increasing BGM
function defining:
fi(x1, · · · , xn) =
{
0, if x(n) = 0
min
{
xi
ri
,1
}
n
, otherwise
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In what follows we propose a new GM function which will be investigated and
applied in this paper.
Example 12. Definition: Let Γ be the following family of functions:
fi(x) =


1
n
, if x = (x, ..., x)
1
n−1

1− |xi−Med(x)|n∑
j=1
|xj−Med(x)|

 , otherwise
Γ is a FWF, whose GM function, denoted by H. The computation of H can be per-
formed using the following expressions:
H(x) =


x, if x = (x, ..., x)
1
n−1
n∑
i=1

xi − xi|xi−Med(x)|n∑
j=1
|xj−Med(x)|

 , otherwise
An interesting property that function is that:
H(x) = OWA(f1(x),···,fn(x))(x)
In the next subsection we discuss others properties of the functionH.
3.4. Properties of H
In this part of paper we will discuss about the properties of operator H. It is easy
to check that
n∑
i=1
fi(x) = 1 for any x ∈ [0, 1]n and therefore, H is an idempotent
averaging function. Furthermore, its weight-functions are invariant under translations
and is also homogeneous of order 0, because:
1. For y = (x1 + λ, ..., xn + λ) we have Med(x′) = Med(x) + λ and for x 6=
(x, ..., x). So,
fi(y) =
1
n−1

1− |xi+λ−Med(y)|n∑
j=1
|xj+λ−Med(x′)|


= 1
n−1

1− |xi+λ−(Med(x)+λ)|n∑
j=1
|xj+λ−(Med(x)+λ)|


= 1
n−1

1− |xi−Med(x)|n∑
j=1
|xj−Med(x)|


= fi(x).
Therefore, (f1(y), ..., fn(y)) = (f1(x), ..., fn(x)).
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2. The case in which x = (x, ..., x) is immediate.
3. To check the second property, make y = (λx1, ..., λxn), note that Med(y) =
λMed(x) and for x 6= (x, ..., x)
fi(y) =
1
n−1

1− |λxi−Med(λx)|n∑
j=1
|λxj−Med(λx)|


= 1
n−1

1− |λxi−λMed(x)|n∑
j=1
|λxj−λMed(x)|


= 1
n−1

1− |λ|·|xi−Med(x)|
|λ|·
n∑
j=1
|xj−Med(x)|


= fi(x)
Therefore,(f1(x′′), ..., fn(x′′)) = (f1(x), ..., fn(x)) = f(x).
4. The case in which x = (x, ..., x) is also immediately. Note that the case in which
λ = 0 is obvious.
Corollary 4. H is shift-invariant and homogeneous.
In addition to idempotency, homogeneity and shift-invarianceH has the following
proprerties.
Proposition 12. H has no neutral element.
Proof. SupposeH has a neutral element e, find the vector of weight for x = (e, ..., e, x, e, ..., e).
Note that if n ≥ 3, thenMed(x) = e and therefore,
fi(x) =
1
n−1

1− |xi−Med(x)|n∑
j=1
|xj−Med(x)|


= 1
n−1

1− |xi−e|n∑
j=1
|xj−e|


= 1
n−1
(
1− |xi−e||x−e|
)
therefore,
fi(x) =
{
1
n−1 , if xi = e
0, if xi = x
, to n ≥ 3
i.e.,
f(x) =
(
1
n−1 , ...,
1
n−1 , 0,
1
n−1 , ...,
1
n−1
)
and
H(x) = (n− 1) ·
e
n− 1
= e
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But since e is a neutral element of H, H(x) = x. Absurd, since we can always take
x 6= e.
For n = 2, we haveMed(x) = x+e2 , where x = (x, e) or x = (e, x). In both cases
it is not difficult to show that f(x) = (0.5, 0.5) andH(x) = x+e2 . Thus, taking x 6= e,
again we haveH(x, e) 6= x.
Proposition 13. H has no absorbing elements.
Proof. To n = 2, we haveH(x) = x1+x22 , which has no absorbing elements. Now for
n ≥ 3 we have to x = (a, 0, ..., 0) withMed(x) = 0 therefore,
f1(x) =
1
n− 1
(
1−
a
a
)
= 0 and fi =
1
n− 1
, ∀i = 2, ..., n.
therefore,
H(a, 0, ..., 0) = 0 · a+
1
n− 1
· 0 + ...+
1
n− 1
· 0 = a⇒ a = 0,
but to x = (a, 1, ..., 1) we have toMed(x) = 1. Furthermore,
f1(x) =
1
n− 1
(
1−
1− a
1
− a
)
= 0
and
fi =
1
n− 1
para i = 2, 3, ..., n.
therefore,
H(a, 1, ..., 1) = 0 · a+
1
n− 1
· 1 + ...+
1
n− 1
· 1 = a⇒ a = 1.
With this we prove thatH does not have absorbing elements.
Proposition 14. H has no zero divisors.
Proof. Let a ∈ ]0, 1[ and consider x = (a, x2, ..., xn) ∈ ]0, 1]n. In order to have
H(x) =
n∑
i=1
fi(x) · xi = 0 we have fi(x) · xi = 0 for all i = 1, 2, ..., n. But as
a 6= 0 and we can always take x2, x3, ..., xn also different from zero, then for each
i = 1, 2, ..., n there remains only the possibility of terms:
fi(x) = 0 para i = 1, 2, ..., n.
This is an absurd, for fi(x) ∈ [0, 1] e
n∑
i=1
fi(x) = 1. like this, H has no zero divisors.
Proposition 15. H does not have one divisors
Proof. Just to see that a ∈ ]0, 1[, we have to H(a, 0, ..., 0) = f1(x).a ≤ a < 1.
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Proposition 16. H is symmetric.
Proof. Let P : {1, 2, ..., n} → {1, 2, ..., n} be a permutation. So we can easily see that
Med(xP (1), xP (2), ..., xP (n)) = Med(x1, x2, ..., xn)
for all x = (x1, x2, ..., xn) ∈ [0, 1]n. We also have to
n∑
i=1
|xP (i)−Med(xP (1), xP (2), ..., xP (n))| =
n∑
i=1
|xi−Med(x)|. Thus, it suffices to consider the case where y = (xP (1), xP (2), ..., xP (n)) 6=
(x, x, ..., x). But for y 6= (x, x, ..., x) we have to:
H(y) = 1
n−1
n∑
i=1

xP (i) − xP(i)|xP (i)−Med(y)|n∑
j=1
|xP(i)−Med(y)|


=
n∑
i=1
xP (i)
n−1
−
1
n−1
·
n∑
i=1
xP(i)|xP (i)−Med(x)|
n∑
j=1
|xP(i)−Med(x)|
=
n∑
i=1
xi
n−1
−
1
n−1
·
n∑
i=1
xP (i)|xP(i)−Med(x)|
n∑
j=1
|xi−Med(x)|
=
n∑
i=1
xi
n−1
−
1
n−1
·
n∑
i=1
xi|xi−Med(x)|
n∑
j=1
|xi−Med(x)|
= H(x).
Proposition 17. IfN : [0, 1] −→ [0, 1] is the standard fuzzy negation, thenHN = H.
Proof. If x = (x, · · · , x), then
HN(x) = 1−H(1− x, 1− x, · · · , 1− x)
= 1− (1− x) = x = H(x)
For x 6= (x, · · · , x) and y = (1− x1, · · · , 1− xn), we have:
HN (x) = 1− 1
n−1
n∑
i=1

1− xi − (1−xi)|1−xi−Med(y)|n∑
j=1
|1−xi−Med(y)|


= 1− 1
n−1
n∑
i=1

1− xi − (1−xi)|1−xi−1+Med(x)|n∑
j=1
|1−xi−1+Med(x)|


= 1− 1
n−1
n∑
i=1

1− xi − (1−xi)|−xi+Med(x)|n∑
j=1
|−xi+Med(x)|


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= 1− 1
n−1
n∑
i=1

1− xi − (1−xi)|xi−Med(x)|n∑
j=1
|xi−Med(x)|


= 1− 1
n−1

n− n∑
i=1

xi − xi|xi−Med(x)|n∑
j=1
|xi−Med(x)|

− n∑
i=1
|xi−Med(x)|
n∑
j=1
|xi−Med(x)|


= 1− 1
n−1

n− 1− n∑
i=1

xi − xi|xi−Med(x)|n∑
j=1
|xi−Med(x)|




= 1
n−1
n∑
i=1

xi − xi|xi−Med(x)|n∑
j=1
|xi−Med(x)|


= H(x)
Proposition 18. If k > 0, thenH is (k, · · · , k)-increasing.
Proof. AsH is shift-invariant, its follow thatH is (k, · · · , k)-increasing.
Corollary 5. H is a pre-aggregation function.
Therefore,H satisfies the following properties:
• Idempotency;
• Homogeneity;
• Shift-invariance;
• Symmetry;
• has no neutral element;
• has no absorbing elements;
• has no zero divisors;
• does not have one divisors;
• is self dual;
• is a preagregation (k, · · · , k)-increasing.
Aggregation functions are very important for Computer Science, since in many
applications the expected result is a single data, and therefore they usually use aggrega-
tion functions to convert this set of data into a unique output. In fact, pre-aggregation
can also be applied. In this sense, the Appendix contains a simple application which
apply GM functions on the problem of image reduction.
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4. Final remarks
In this paper we study two generalized forms of Ordered Weighted Averaging func-
tion and Mixture function, called Generalized Mixture and Bounded Generalized
Mixture functions. This functions are defined by weights, which are obtained dynam-
ically from of each input vector x ∈ [0, 1]n. We demonstrated, among other results,
that OWA and mixture functions are particular cases of GM and BGM functions, and
thus functions likes Arithmetic Mean, Median, Maximum, Minimum and cOWA are
also instances of GM function.
In the second part of this work, we present some properties as well as constructs
and examples of GM functions. In particular we define a special GM function, called
H. We show that H satisfies important properties like: Idempotency, symmetry, ho-
mogeneity, shift-invariance; it does not have neither zero and one divisors nor neutral
elements. We further prove thatH is a pre-aggregation (k, · · · , k)-increasing.
A illustrative application is presented in the Appendix. A further insight into the
applications of these functions will be addressed in future works.
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5. Appendix: Illustrative example of application (Image reduction)
In this part of our work we use the GM functionsMin,Max,Arith,Med, cOWA
and H to build image reduction operators. A broad discussion on this field of appli-
cation can be found in [31]. Here, we are just interested to shows a possibility of
application for our functions.
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5.1. Methodological process
The methodological process is the same as that used in [4], it consists of:
1. Reduce the input images using theMin,Max, Arith,Med, cOWA andH;
2. Magnify the reduced images to the original size using three different method:
(1) The nearest neighbor interpolation, (2) The bilinear interpolation and (2) the
bicubic interpolation (see [31, 32, 33, 34]) ;
3. Compare the output images with the original one using the measure PSNR.
We use ten original images, in grayscale, of size 512 × 512. The obtained results
are shown below (The bold value represents the high quality image, and the italic value
represents the second high quality image):
5.2. Results
USING 2 × 2 BLOCKS USING 4 × 4 BLOCKS
Min Max Med Arith cOWA H Min Max Med Arith cOWA H
Img 01 26,68848 26,60371 30,66996 30,89667 30,73823 30,75448 21,37117 20,83960 26,73708 27,07854 27,01270 27,07067
Img 02 33,50403 33,46846 37,51525 37,64240 37,57713 37,58138 19,70858 19,54290 23,92198 24,07786 24,05762 24,07478
Img 03 26,80034 26,74460 30,47904 30,55504 30,52128 30,51564 20,46198 20,82576 25,64113 26,16092 26,08186 26,14607
Img 04 28,90415 28,83284 32,88120 33,01225 32,94828 32,94146 22,59335 22,24354 27,94347 28,26449 28,19574 28,25700
Img 05 25,04896 25,04438 28,75582 28,85475 28,81506 28,79901 18,86628 19,55278 24,12507 24,68962 24,58713 24,67322
Img 06 38,10156 38,07248 42,08612 42,13003 42,12316 42,11653 29,48308 29,26559 34,89670 35,11481 35,09436 35,11023
Img 07 24,48520 24,38872 28,31229 28,45667 28,35114 28,37668 18,95771 18,72670 24,18918 24,55073 24,48373 24,54269
Img 08 23,69576 23,73464 27,41557 27,51579 27,46383 27,45864 17,71071 18,59348 23,11305 23,54332 23,43522 23,53119
Img 09 26,19262 26,09448 30,06427 30,22940 30,11893 30,13332 20,97846 20,44416 26,23824 26,53197 26,42064 26,52562
Img 10 21,48459 21,41350 25,37475 25,58054 25,43016 25,45073 16,47636 16,22205 21,89755 22,22614 22,10356 22,21825
Avg 27,49057 27,43978 31,35543 31,48735 31,40872 31,41279 20,66077 20,62565 25,87034 26,22384 26,14726 26,21497
Table 1: PSNR values of reconstruction of imagens by nn interpolation.
USING 2 × 2 BLOCKS USING 4 × 4 BLOCKS
Min Max Med Arith cOWA H Min Max Med Arith cOWA H
Img 01 27,25658 27,41249 31,70137 31,66148 31,64818 31,70944 21,84394 21,46624 28,12885 28,03911 28,13262 28,08806
Img 02 29,07393 29,09065 29,98667 30,00618 29,99790 29,99295 20,22210 19,99324 24,09349 24,09114 24,09696 24,10058
Img 03 28,07377 27,53953 31,96271 31,87901 31,87085 31,94673 21,36383 21,65788 27,34577 27,53279 27,57114 27,56163
Img 04 29,70934 29,78913 34,39128 34,28215 34,31414 34,37504 23,23057 22,96007 29,81717 29,65596 29,77096 29,71475
Img 05 26,30684 25,74955 30,17965 30,08193 30,05530 30,16533 19,54307 20,06159 25,32192 25,47922 25,51400 25,51442
Img 06 40,09734 39,94107 48,99047 48,55730 48,52986 48,86710 30,92215 30,60188 42,72668 41,77064 41,99358 41,97442
Img 07 25,10689 25,04408 28,93328 28,92340 28,89276 28,94254 19,43662 19,19604 24,96897 25,00413 25,05911 25,02899
Img 08 24,63619 24,10410 28,19100 28,17758 28,16818 28,19312 18,28578 18,86696 23,87169 24,09781 24,07356 24,10310
Img 09 26,60297 26,71398 30,54028 30,56126 30,52693 30,55733 21,32747 20,91360 27,09762 27,10526 27,16280 27,13073
Img 10 21,93973 21,90280 25,71329 25,74295 25,69402 25,73353 16,77848 16,57833 22,58040 22,61488 22,63949 22,63987
Avg 27,88036 27,72874 32,05900 31,98732 31,96981 32,04831 21,29540 21,22958 27,59525 27,53909 27,60142 27,58566
Table 2: PSNR values of reconstruction of imagens by bilinear interpolation.
USING 2 × 2 BLOCKS USING 4 × 4 BLOCKS
Min Max Med Arith cOWA H Min Max Med Arith cOWA H
Img 01 27,39667 27,45993 32,53367 32,62657 32,52946 32,58602 21,83423 21,39364 28,64265 28,74908 28,80893 28,78768
Img 02 30,06149 30,00816 31,28820 31,31873 31,30611 31,29877 20,20038 19,88701 24,49596 24,56989 24,56761 24,57359
Img 03 28,09952 27,62931 32,92967 32,90897 32,87767 32,93859 21,25132 21,55589 27,82091 28,31402 28,28961 28,32229
Img 04 29,92114 29,94430 35,70586 35,70361 35,68906 35,73313 23,22310 22,89860 30,47704 30,54773 30,60332 30,59348
Img 05 26,38597 25,93655 31,32017 31,30790 31,25508 31,33640 19,45423 20,06391 25,74518 26,18606 26,15139 26,20092
Img 06 40,05229 40,02173 51,35284 51,07478 51,01447 51,31081 30,81953 30,48357 44,31891 43,83439 44,03526 44,05492
Img 07 25,23188 25,16984 29,85564 29,93609 29,85733 29,89915 19,36949 19,11221 25,29211 25,49221 25,49999 25,50641
Img 08 24,72669 24,32047 29,10402 29,15066 29,11737 29,12822 18,21007 18,91559 24,17857 24,57330 24,49174 24,56575
Img 09 26,73252 26,79140 31,27454 31,38274 31,29368 31,32452 21,32252 20,85345 27,41366 27,56839 27,55860 27,58354
Img 10 22,04218 21,98136 26,39147 26,52171 26,41585 26,44659 16,76501 16,53815 22,82004 23,00025 22,96201 23,01459
Avg 28,06504 27,92630 33,17561 33,19318 33,13561 33,20022 21,24499 21,17020 28,12050 28,28353 28,29685 28,32032
Table 3: PSNR values of reconstruction of imagens by bicubic interpolation.
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