The hardware of computers, e.g. circuits, sequential circuits or VLSI chips, realizes Boolean functions. The design of efficient hardware is a fundamental issue in computer design. Because of the large cost for the physical construction of a new chip, the logical synthesis and the verification as well as the generation of test patterns have to be performed before the chip is built. For these purposes data structures for Boolean functions supporting operations like the evaluation on a given input, the satisfiability test, the synthesis of a representation for f = g @ h for some binary operator @ from representations for g and h are necessary tools. The corresponding state of the art data structure is the ordered binary decision diagram (OBDD). Efficient algorithms for the operations on OBDDs and the expressive power of OBDDs of polynomial size are discussed.
Introduction
Discrete mathematics is such a vivid area also because it has so many applications in computer science, in particular in areas like complexity theory, cryptography and design and analysis of efficient algorithms, data structures or VLSI circuits and because it takes up problems from these research areas.
Computers are concerned with Boolean finctions f : (0, l}" --f (0, l}". Circuit design is the task to design circuits of small size or area which evaluate a Boolean function on given inputs in short time. Boolean functions are related to hardware while data structures are important tools in algorithm design and therefore related to software. It seems to be an artificial problem to design data structures for Boolean functions. But such data structures are necessary in many situations in real-life computer science. Examples discussed in more detail in Section 2 are the logical synthesis process, the verification of circuits, the generation of test patterns, symbolic simulation, the analysis of circuits and automata, the computation of reset sequences for sequential circuits, functional testing, channel routing or Boolean unification. In Section 3 it is described which properties good data structures for Boolean functions should fulfil. It turns out that it is not possible to design data structures representing in polynomial size all Boolean functions which have polynomial size circuits or which are considered intuitively as simple.
In Section 4 it is investigated why well-known representations of Boolean functions like circuits, formulas, decision trees, branching programs and read-once branching programs are not suitable data structures for Boolean functions. These considerations lead to the state of the art data structure, the ordered binary decision diagram (OBDD) introduced by Bryant [12, 13] . OBDDs are defined in Section 5. Graph-driven BDDs, a generalization of OBDDs due to Sieling and Wegener [56] , are presented in Section 6.
In Section 7 the most important property of OBDDs and graph-driven BDDs is proved. For each Boolean function f and each ordering of the variables (for OBDDs) or each oracle graph (for graph-driven BDDs) there is up to isomorphisms a unique representation of f of minimal size called the reduced BDD. Furthermore, the reduced representation can be computed efficiently from any representation of f. In Section 8 efficient algorithms for the other required operations on representations of Boolean functions are presented. The size of the reduced representation may depend on the chosen ordering of the variables or the chosen oracle graph. This dependance is discussed in Section 9 where also algorithms for the computation of optimal or heuristically good orderings of variables are shortly summarized. The paper finishes with a list of open problems in Section 10.
Who needs data structures for Boolean functions?
Before designing data structures for Boolean functions a list of real-life computer science problems where data structures for Boolean functions are used nowadays should be presented.
(1) Symbolic verification. The physical construction of a new VLSI circuit for a Boolean function f is quite expensive; in particular, the construction of the first circuit, afterwards mass production may be cheap. Hence, it is necessary to verify the correctness of a circuit design before producing chips. For this purpose, it is necessary to have some verified representation for f. Let us denote the function realized by the new design by f'. The verification is the task to decide whether fl is equal to f. We should be able to translate our representations for f and fl into representations within the class of representations described by the chosen data structure such that the equality test can be performed efficiently. If f ~ f ' , we like to analyze the set of inputs a where f(a) ~ f '(a) . For the equality test, we may design a representation of g := f ® f~(® = exclusive-or or mod-2-sum). The equality test for f and f' is equivalent to the satisfiability test for g (test whether g -1 (1) is empty). If 9 -I (1) is not empty, the size of g--I (1) (satisfiability count) measures the number of inputs for which f' computes the wrong value. If ]g-l(1)] is small, it may be useful to list g-1 (1) (satisfiability all) in order to correct the new design (see e.g. [21, 44, 58] ).
(2) Test pattern generation. Produced chips may be faulty even if the design is verified. These failures are due to mistakes in the production process. Therefore, produced chips are tested on selected inputs which are chosen to cover a large number of possible failures. The computation of such a set of test patterns is supported by efficient data structures for Boolean functions (see e.g. [1, 5, 20, 59] ). (3) Symbolic simulation. In order to work with Boolean functions f before or without constructing a hardware device, a representation is needed which supports the very quick evaluation of f(a) on inputs a (see e.g. [31] ). (4) Logical synthesis. In order to build up representations for functions f described by circuits it is necessary to simulate all operations used in the description of the circuit. These operations are mainly the gates of the circuit. But regular circuits are often described hierarchically. Then variables describe the output of subcircuits and have to be replaced later by the functions computed by these subcircuits. Sequential circuits realize finite automata with output, usually called Mealy automata. Given some Boolean input vector x and some Boolean state vector s the output y and the successor state s p have to be computed. In order to synchronize the circuit s' is not computed directly. Instead of s' an input s" for some flip flops is computed such that the output of the flip flops equals s ~. The behavior of flip flops is described by Boolean equations which have to be solved to obtain a vector s" leading to s' and being easily computable from x and s. The algorithms for the solution of Boolean equations need succinct representations of the considered Boolean functions and efficient algorithms for operations like the computation of representations for f = g ® h(® some binary operation) or f'= glxi=h (replacement of xi by h) from representations for g and h (see e.g. [26, 44, 23] ).
(5) Computation of reset sequences. A sequential circuit is assumed to start in some initial state so. Since the last state s* reached during some application is usually not equal to so, short input sequences called reset sequences which force the system into state so are needed. The computation of such reset sequences is supported by data structures for Boolean functions (see e.g. [22, 50] used also in the reversed direction. They do not only support the verification of circuits but they are translated into designs of new circuits which turn out to be easily testable (see e.g. [7, 30] ).
This, not at all exhaustive, list of applications of data structures for Boolean functions should convince the reader that the subject investigated in this paper is interesting and important.
What do we expect from data structures for Boolean functions?
In general, a data structure should allow the succinct representation of objects of a specified class and should allow efficient algorithms for a given list of operations on these representations. The list of operations for data structures for Boolean functions is motivated by the applications discussed in Section 2.
(1) Evaluation problem. Given a representation G for some Boolean function f and an input a. Compute f(a).
(2) Satisfiability test. Given a representation G for some Boolean function f. Decide whether f(a) = 1 for some input a. Compute a representation G ~ for f within the class of representations described by the chosen data structure which has minimal size. If G' is unique (up to isomorphisms), the computation of G' is also called reduction of G. The number of Boolean functions f : {0, 1} n ~ {0, 1} equals 2 2". Therefore, it is impossible for a data structure to allow the representation of more than a small fraction of all Boolean functions in polynomial size. The problem we consider is made precise in the following way.
Under the restriction that the data structure has to allow efficient (polynomial time) algorithms for all operations listed above, we like to maximize the class of Boolean functions representable in polynomial size.
In the rest of this section we try to support the hypothesis that data structures allowing efficient algorithms for the discussed operations cannot allow a succinct representation of a Boolean function which we intuitively characterize as simple.
The Boolean function mul outputs the product z of two input numbers x and y. The function mulgraph (graph of the multiplication) works on three numbers x, y and z and decides whether xy = z. Buss [17] supports our intuitive feeling that mul and mulgraph are almost of the same complexity by proving that mul is AC°-reducible to mulgraph and vice versa. This result does not rule out the possibility that for some data structure one of the functions has a succinct representation while the other one has not.
The factorization problem is the problem to decide whether a given number z is prime and to compute in the negative case a nontrivial divisor. The conjecture that the factorization problem cannot be solved by efficient algorithms is well established. The most famous public-key cryptosystem, the RSA-system due to Rivest et al. [51] is based on this conjecture. Hence, the following result implies the conjecture that data structures for Boolean functions do not allow a succinct representation of mulgraph and also not of mul. Proof. Let z* be an n-bit number we like to factorize. We use a polynomial-size representation of muigraph with respect to the given data structure for n-bit numbers x and y and 2n-bit numbers z. The algorithm is nonuniform, since we cannot prove that this representation can be computed in polynomial time. Then we apply the operation replacement by constants and replace z by z* with leading zeros. The so-constructed representation describes the function which decides whether the product of the variable numbers x and y equals the constant number z*. The output of satisfiability count is 2 for prime numbers z* and larger than 2 for composite numbers z*. In the second case one of the first 3 members in the output list of satisfiability all contains a nontrivial divisor of z*. [] We conclude that we do not expect from our data structures that mulgraph or mul can be represented in polynomial size. Indeed, today nobody is able to verify multipliers for 32-bit numbers. Does this imply that our problem does not have any satisfactory solution? In hardware design multiplication is one of the hardest functions realized by circuits, most circuits realize much simpler functions. Hence, we do not have to give up but we have to admit that data structures allow a succinct representation only for a small subset of the class of Boolean functions representable by polynomial-size circuits.
Well-known representations of Boolean functions
Faced with a new problem one should first investigate whether well-known methods solve the new problem. Hence, we discuss why the known representations of Boolean functions do not have the properties we expect from data structures for Boolean functions. For basic notions and results from the complexity theory for Boolean functions, we refer to Wegener [63] .
(1) Value tables. This representation has exponential length for all Boolean functions. It is a good exercise to show that all operations can be performed in polynomial time with respect to the length of the representation. In particular, the representation is unique.
(2) Circuits. The class of Boolean functions representable by polynomial-size circuits seems to be the largest class of Boolean functions with succinct representations. The synthesis and the replacement problems can be solved in constant time. The evaluation problem is solvable in linear time with respect to the circuit size. Later, we discuss representations where the evaluation problem can be solved even in linear time with respect to the number of variables. Furthermore, the evaluation problem for circuits is P-complete [39] implying that an efficient parallelization is possible only if P = NC. All other operations lead to hard problems. Satisfiability test is NP-complete and the other satisfiability problems are NP-hard, satisfiability count is even #P-complete. The minimization problem is NP-hard and the corresponding decision problem is most probably not in NP [28] . The redundancy test is hard, since the satisfiability test can be solved by deciding whether the represented function depends essentially on at least one variable and evaluating the function on one input. The equality test is hard, since the satisfiability test is an equality test for the given function and the constant 0.
(3) Formulas. Formulas are circuits whose underlying graph is a tree after copying the inputs. Most probably, less functions can be represented succinctly by formulas than by circuits. The operations do not become simpler.
(4) Conjunctive normal forms. These are conjunctions of clauses which are disjunctions of literals. Already simple symmetric functions like the parity function (deciding whether the number of ones in the input is odd) can be represented only in exponential size. The shortest representation for f V g can be exponentially larger than the representation for f and g-The satisfiability test problem is NP-complete and the minimization problem is NP-hard.
(5) Disjunctive normal forms. These are disjunctions of monomials which are conjunctions of literals. The satisfiability test problem can be solved in linear time but the satisfiability count problem is #P-complete. Moreover, this representation shares the problems of the representation by conjunctive normal forms (with the exception of the satisfiability test).
(6) Branchin9 programs. A branching program is a directed acyclic graph with one source and at most two sinks labeled by 0 and 1. All nonsink nodes are labeled by Boolean variables and have two outgoing edges one labeled by 0 and the other by 1. The computation path for an input a starts at the source. At an inner node with label xf the outgoing edge with label ai is chosen. The branching program represents f if the computation path for each input a leads to the sink with label f(a). This representation has the advantage that for the evaluation problem only one path of the graph has to be considered. Since formulas can easily be simulated by branching programs, algorithmic problems which are hard for formulas are hard for branching programs. The problem for the satisfiability test is the existence of inconsistent paths which are not computation paths for any input, since they contain a 0-edge and a 1-edge leaving nodes with the same label.
(7) Read-once branchin9 proyrams. A branching program is called read-once if for each path and each variable xi there exists at most one node on this path labeled xi. This model has been considered already by Cobham [19] and Masek [45] and has been rediscovered independently by Wegener [62] and Z~ik [66] . For many functions it can be decided whether they can be represented in polynomial size. Lower-bound techniques like the cut and paste technique [64] are well established. For lower bounds for explicitly defined functions, see e.g. [3, 10, 38, 64, 66] . The data structures we discuss later will be restricted read-once branching programs and we may apply the efficient algorithms which work for read-once branching programs.
The evaluation problem can be solved in linear time with respect to the number n of variables, since the length of the computation path is bounded by the read-once restriction by n. The satisfiability test problem is only the problem to test whether the source is connected with the 1-sink. Again because of the read-once restriction each path is the computation path for some input. The problem satisfiability count can be solved in linear time with respect to the graph size due to the following observation. The number of inputs passing through the source equals obviously 2 n. If the computation path for a leads to the node v with label xi, the same holds for a ~ where a~ = 1 -ai and a~. = aj for j # i. This implies that half of the inputs reaching v leave this node via the 0-edge and the other half takes the 1-edge. We only have to compute the number of inputs leading to the 1-sink. The satisfiability all problem can be solved by a backtracking algorithm listing all paths from the source to the 1-sink. The kth output is computed in time O(kn) which is optimal. Also the problem replacement by a constant has a simple solution. Edges to nodes v with label xi have only to be replaced by edges to the c-successor of v.
For the other operations no efficient algorithms are known. The equality test problem is not known to be contained in P. [8] presents a probabilistic algorithm for the inequality test problem. Hence, the equality test problem is contained in co-RP. The test fl ~< f2 is co-NP-complete and the synthesis problem is NP-hard [24] . The problem replacement by a function is as hard as the synthesis problem, since a representation for f ® 9 may be obtained from a representation for f' := f ® z for a new variable z (the compu-tation of a representation for f' is easy for read-once branching programs) by replacing zbyg.
(8) Decision trees.
A decision tree is a branching program whose underlying graph is a tree after the sinks have been copied. General decision trees can easily be replaced by read-once decision trees. The class of Boolean functions representable by polynomialsize decision trees is very small. The parity function is a simple worst-case example.
Ordered binary decision diagrams
For the historical sources of the data structures discussed in the following, the papers of Akers [4] , Lee [41] and Moret [48] should be mentioned. The data structure ordered binary decision diagram (OBDD) has been introduced by Bryant [12, 13] and is nowadays the most often used data structure for Boolean functions. The so-called BDD packages with efficient implementations of all operations on OBDDs are available (see e.g. [9] ). Definition 1. The data structure OBDD (ordered binary decision diagram) is defined for an arbitrary fixed ordering of the variables denoted after renumbering by xl ..... xn. An OBDD representation of a Boolean function f is then a read-once branching program respecting the given ordering of the variables, i.e. if an edge leads from an xi-node to an xj-node the condition j > i has to be fulfilled.
Since the ordering of the variables is fixed, efficient algorithms for the operations on OBDDs have to work only under the assumption that all functions are represented by OBDDs respecting the same ordering of the variables. The importance of the choice of a good or even optimal ordering of the variables is discussed in Section 9.
OBDDs allow very efficient algorithms for all operations listed in Section 3 (see Section 8) and for a given ordering of the variables and a given Boolean function the OBDD representing f with minimal size is unique up to isomorphisms and can be computed efficiently (see Section 7). In Section 6 important and intuitively simple functions whose OBDD size even for the best ordering of the variables is exponential are presented. Here we list some functions which have succinct OBDD representations for at least one ordering of the variables. Addition or substraction of two n-bit numbers, addition of n n-bit numbers, comparison of two n-bit numbers, direct storage access functions, all symmetric functions (depending only on the number of ones in the input and not on the positions of the ones), simple arithmetical and logical units (ALUs) and most of the functions described as ISCAS benchmarks [11] .
In order to allow more succinct representations of Boolean functions many authors investigate generalized OBDDs. Minato et al. [47] introduce shared OBDDs (SBDDs) with m sources for functions with m outputs. It is also common to allow negation at edges. Lai and Sastry [40] allow even more general edge labels. By these generalizations the size of OBDDs can only be reduced by a polynomial amount.
Jeong et al. [34] introduce structural variables or in other words quantifiers. An unlimited use would lead to circuits. In order to maintain efficient algorithms they suggest to work only with a very limited number of structural variables. Ashar et al. [6] and Burch [15] propose to replace variables xi by copies xi,1 ..... xi,k which are then treated as independent variables. This allows much more succinct representations but the satisfiability test problem for the original function becomes NP-complete. Aborhey [2] discusses the use of more general tests at the nodes. One has to restrict the test set in order to ensure the depth bound n for these generalized BDDs and to keep the satisfiability test problem simple. Gergov and Meinel [29] consider various types of branching programs.
Graph-driven binary decision diagrams
In order to exceed the expressive power of OBDDs, Sieling and Wegener [56] have introduced the data structure graph-driven BDD which allows efficient polynomialsize representations of some important functions expressible for all orderings of the variables only by OBDDs of exponential size. OBDDs are driven by an ordering of the variables which may be described as a list of the variables. Therefore, OBDDs may be also called list-driven BDDs. These lists are now replaced by graphs which are called oracles to distinguish the graphs representing the Boolean functions from the graph describing the structural rules the BDDs have to fulfil. Definition 2. An oracle graph for a set of n Boolean variables is a directed acyclic graph with one source and one sink labeled "stop" fulfilling the following properties. Each nonsink node is labeled by one of the variables and has two outgoing edges (which may lead to the same node) one labeled by 0 and the other by 1. Each path from the source to the sink contains n inner nodes labeled by different variables (hence, by all variables).
An oracle graph is called a tree oracle or list oracle if the graph becomes a tree, resp., list if multiple edges between nodes are replaced by single edges and the sink and the edges leading to the sink are eliminated. Here we use the notion list for a graph consisting of a directed path only. Definition 3. The data structure LBDD (loosely structured graph-driven BDD) is defined for an arbitrary fixed oracle graph Go. An LBDD representation G of a Boolean function f is then a read-once branching program respecting the following rules described by Go. Let Go(a) be the ordering of the variables by Go for a, i.e. the order in which the labels appear if one runs through Go on input a as described for branching programs. Let G(a) be the ordered list how the variables are tested in G for input a. If xi is contained in G(a) before xj, the same has to hold for Go(a).
We obtain obviously OBDDs if we consider only list oracles. But the freedom for the design of LBDDs is much larger than for OBDDs.
In Sections 7 and 8 we present efficient algorithms for the operations on LBDDs. It turns out that we obtain sometimes more efficient algorithms if we restrict the data structure LBDD. Definition 4. An LBDD G = (V,E) with respect to the oracle graph Go = (V0,E0) is called well-structured (WBDD) if for each node v C V with label xi it holds that for all inputs for which v is reached in G the same node c¢(v) with label xi(~ : V ~ Vo) is reached in Go.
Note that OBDDs are always well structured, since list oracles contain only one node labeled xi. As example we consider an artificial ALU with one control variable y and n--m 2 data variables xij, 1 <~ i,j <~ rn, arranged as a quadratic matrix X. Let f(y, X) = 1 iff y = 0 and X contains a row consisting of ones only or y = 1 and X contains a column consisting of ones only. It is easy to prove that OBDDs need at least 2" nodes to represent f while a graph-driven BDD of linear size is possible for the following oracle tree. The source is labeled by y; for y = 0 the X-variables are listed in row-wise order and for y = 1 in column-wise order. This function may serve as a theoretical benchmark, since it is 'almost symmetrical' and nevertheless difficult for OBDDs. Bryant [14] has proved that OBDDs for HWB have size f~(2n/Sn-1/2). An exponential lower bound can be obtained also for graphdriven BDDs with tree oracles of polynomial size [53] . For the following graph oracle HWB can be represented by a graph-driven BDD of quadratic size. The source of the oracle is labeled by Xl. The 0-successor of an oracle node v is labeled by xi where i := max{j[xj is not tested on any path leading to v} and its 1-successor is labeled by xk where k := min{jlxj is not tested on any path leading to v}.
On each level all nodes v with the same label and the same set of variables tested on paths leading to v are merged. The oracle graph contains on each level at most two nodes labeled by the same variable. The size of the oracle is n 2 -n for n ~> 3. The construction of an efficient WBDD for HWB with respect to this oracle is left to the reader.
The uniqueness of BDDs of minimal size and reduction algorithms
If we like to verify a circuit design for the Boolean function f consisting of c gates the representation of f with respect to the considered data structure is synthesized from the simple data structures for the variables by simulating the c gates of the circuit. It is not only necessary to have an efficient synthesis algorithm but also to have an efficient algorithm to minimize the size of the constructed representations. Otherwise, it is possible to obtain representations of exponential size even for very simple functions. The crucial property of graph-driven BDDs and therefore also of OBDDs is the uniqueness of representations of minimal size if the oracle is fixed. Furthermore, these reduced representations can be computed very efficiently. The reduction algorithms are based on two simple reduction rules.
(R1) If the edges leaving some node v lead to the same node w, the node v can be eliminated by replacing the edges entering v by edges to the unique successor of v.
(R2) Let vc be the c-successor of v and we be the c-successor of w,c c {0, 1}. If v and w are labeled by the same variable and (v0, Vl ) = (w0, wl ), the nodes v and w can be merged.
It is obvious that the reduction rules can be applied without changing the function represented by a branching program. OBDDs and LBDDs remain valid. For WBDDs the application of (R2) is allowed only if ~(v) = ~t(w).

Theorem 3. For each function f and each oracle graph Go for the set of var&bles of f there is up to isomorphisms a unique Go driven WBDD Gw of minimal size and a unique Go driven LBDD GL of minimal size. The graphs Gw and GL can be described explicitly by properties of Go and f
Theorem 3 also holds for OBDDs which are list-driven WBDDs or LBDDs. The up to isomorphisms unique graph-driven BDDs of minimal size are called reduced. Theorem 3 implies that the reduction problem for graph-driven BDDs is well defined.
The proof of Theorem 3 is for graph-driven BDDs harder than for OBDDs. Tests in OBDDs serve only for the representation of the function. In graph-driven BDDs a test of variable xg may be necessary even if the considered function does not depend essentially on xi. Perhaps xj should be tested before Xk, if xi = 0, and xk should be tested before xj, if xi = 1. Then a test of xi is necessary to determine which variable has to be tested next.
Proof of Theorem 3. We start our discussion with WBDDs. Let w be a node of Go.
We like to describe the set of nodes v in Gw where ~(v)= w. By renumbering the variables we assume w.l.o.g, that w is labeled by xi and that on each path in Go from the source to w the variables x~,...,Xg are tested. There is exactly one successor w* of w which is topologically the first where all paths starting in w meet again. This follows since Go has a unique sink. Again by renumbering the variables we assume w.l.o.g, that the variables xi,...,xk are tested on each path from w to w* excluding the test at w*.
Let 
. ai-1) C
A(w) and g C T(w) the node w' has to be a proper successor of w and also a proper predecessor of w*. By the definition of w* there exists an input a which is a lengthening of (al ..... ai-i ) such that the path in Go corresponding to a does not run through w'. In contradiction to the definition of WBDDs, the computation path for a reaches the node v' where e(v') = w' does not lie on the path corresponding to a in Go.
Furthermore, it is easy to see that the nodes we have described are not only necessary but also sufficient for a Go driven WBDD. Each described node represents a subfunction of f and a node in the oracle graph. Let v be a node with label xi representing the subfunction 9 and the oracle node w. The 0-successor v0 of v has to represent 9Ix,=0. We look for the corresponding oracle node ~(v0). Let w0 be the 0-successor of w in Go. We have shown above that e(v0) is the unique topologically first node reachable from wo (including w0) for which the function 91xi-o has to be represented. Similar considerations hold for the 1-edge leaving v.
We still have to discuss LBDDs. We consider here LBDDs for many functions with perhaps many sources. For a node w of Go = (V0, Eo) we denote by U(w) the set of subfunctions of f which belong to partial assignments represented by w in Go. A Go driven LBDD for f has to contain for each subfunction f/E U(w), w E Vo, a Go(w) (the subgraph of Go with source w) driven LBDD. Let wl ..... Wm be a reversed topological ordering of the nodes of Go. We prove by induction on k that there is (up to isomorphisms) a unique Go driven LBDD Gk of minimal size for the functions in the union of U(Wl) ..
... U(wk). The node wj is the sink of Go and U(wl )
contains at most the two constant functions. Hence, the claim is trivial for k = 1. Let the claim be proved for k -1. We add the node wk E V0. Let fl ..... fr be the different subfunctions of f in U(wk) and let xi be the label of wk. Obviously, Gk has to contain the nodes of Gk-1. We add nodes vl ..... vr for fl ..... fr with label xi. The c-successor of vj is the node of Gk-i representing a Go(wk, c) driven LBDD for fjlx~=c where wk, c is the c-successor of wk and c E {0, 1 }. If the edges leaving vj lead to the same node v], vj can be eliminated and v~ is the source of a Go(w) driven LBDD for fj. If v: can be merged by (R2) with some node v:,l C j, or some node of Gk-1, this merging is done. The result is called Gk. Each node v of Gk not contained in Gk-1 is necessary, since the represented subfunction has for xi ---0 and xi = 1 different reduced G0(wk,0), resp., G0(wk, j) driven LBDDs. Hence, the test of xi is necessary. Proofi Again we start the discussion with WBDDs. We consider the nodes v of G with respect to a reversed topological ordering of the nodes a(v) of Go. We like to prove that G and Gw are isomorphic. For this purpose we search for v a node v* in Gw labeled by the same variable and representing the same subfunction and the same oracle node. Finally, we prove that we find different nodes v* for different nodes v. Let w with label xi be a last node of Go where we exclude the sink from our consideration. corresponding nodes. Finally, G does not contain two nodes representing the same node of Gw. Hence, G is isomorphic to Gw. Let G be a Go driven LBDD for f. If G has the same size as GL, G is isomorphic to GL due to Theorem 3. Hence, we can assume that G has more nodes than GL.
We identify the nodes w of GL with the set A(w) of partial assignments such that for Q E A(w) the node w is reached and that for no extension of 0 the node w is reached. Proof. In both cases we first eliminate by a depth first search procedure all nodes not reachable from the source.
For WBDDs we work bottom-up with respect to the nodes of Go, since only nodes representing the same oracle node may be merged. Let us consider all nodes v of G with ~(v) = w and let us assume that the reduction process has been executed for all v* where ~(v*) is a successor of w in Go. By Theorem 4 it is sufficient to apply (R1) and (R2) to the considered set of nodes. For each node it can be decided in constant time whether (R1) is applicable. For (R2) it has to be decided which nodes have the same ordered pairs of 0-successor and 1-successor. Sicling and Wegener [55] have shown how this can be done in linear time with linear storage place improving results of Bryant [13] .
For LBDDs the situation is a little bit more difficult, since it is not obvious in which order the nodes should be treated. There may be some path pl where the xi-test Vl, i is a successor of the xj-test /)l,j and another path P2 where the x/-test /)2,j is a successor of the xi-test 1)2, i. It may happen that vl,i is eliminated and that l)l, j and U2, j can be merged afterwards. Then it would be nice to treat Vl,i before v2,). But in a situation with exchanged roles it is better to treat vz, j before vl,i. We partition G dynamically into three parts, the bottom part which is already reduced and which is initialized with the sinks, the middle part containing all nodes whose successors are in the bottom part and the top part containing all other nodes (see Fig. 1 ). We use the reversed edges of G.
In the beginning the middle part is computed by investigating the reversed edges from the sinks to the other nodes. A node found this way is included in the middle part, if its other direct successor is contained in the bottom part. For a node v included in the middle part it is immediately decided whether (R1) can be applied. If v can be eliminated, also the reversed edges starting in v are investigated and it is decided whether other nodes can be included in the middle part. If no new node may enter the middle part, we know that the nodes of the middle part cannot be eliminated. Perhaps they can be merged with other nodes but they can be merged only with other nodes of the middle part. The reason is that nodes of the middle part have only successors in the bottom part, while the nodes of the top part have now at least one successor in the middle part and therefore will always have at least one successor which belongs now to the middle part. Now the technique of Sieling and Wegener [55] can be applied to decide in linear time with respect to the number of nodes in the middle part which nodes of this part can be merged.
Afterwards the remaining nodes of the middle part become members of the bottom part. The new middle part is searched looking at the reversed edges starting at the nodes of the former middle part. The total run time is linear, since each reversed edge is investigated twice and since each node is only for one phase a member of the middle part. []
Efficient algorithms for operations on BDDs Theorem 6. The evaluation problem can be solved for OBDDs, WBDDs and LBDDs G in time O(n). The satisfiability test and count problems can be solved in time O(]G[). The kth member in the output list for the satisfiability all problem can be computed in time O(kn). The satisfiability test problem jor reduced OBDDs, WBDDs and LBDDs is trivial, i.e. the answer is available in constant time.
Proof. The first statements have been proved in Section 4 even for read-once branching programs. The last statement follows from the fact that the reduced OBDD, WBDD and LBDD for the constant 0 consists of a 0-sink only. [] Together with the reduction algorithms of Section 7 we have presented very efficient algorithms for the first five problems of our list in Section 3. In the following OBDDs are considered as list-driven WBDDs. We start our investigations with the most fundamental synthesis problem. Proof. First we give an informal description of the ideas. The bits of some input a are tested in Go, Gi and G2 in the same order but some bits may not be tested in GI and/or G2. We run simultaneously through G1 and G2. If we have reached vl in G1 and v2 in G2, the nodes ~l(Vl) and ~2(v2) lie on the path for the input a in Go. Hence, ~l(Vl) is a successor of ~2(v2) in Go or ~2(v2) is a successor of ~l(U1) or 0~I(Vl) = ~2(V2). Using the information stored in the successor array we can decide in constant time which of the three cases occurs. In the first case we test the variable xi which is the label of ~2(v2) and follow the ai-edge leaving v2 in G2. In the second case we test the variable xj which is the label of 0~l(V 1 ) and follow the aj-edge leaving vl in G1. In the third case we test the variable xk which is the label of ~l(vj ) = ~2(v2) and follow the
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ak-edge leaving v 1 in G1 and the ak-edge leaving v2 in G2. By this procedure we test each variable at most once and the order is Go driven. Finally, we reach the cl-sink of G1 and the c2-sink of G2. Then we know that fl ® f2(a) = Cl ® c2. The Go driven WBDD G collects all these informations.
The node set V of G is a subset of Vl × V2. If Vl and v2 are sinks in G1, resp., G2 labeled cl, resp., e2, (vl,v2 ) is labeled by cl ® c2. All 0-sinks are merged as are all 1-sinks. If Vl is a sink and v2 is not a sink, we may test whether Cl ® x is a constant c, i.e. whether ca controls ®. Then (v~, v2 ) is also a c-sink. If cl does not control ®, the node (Vl, v2) is labeled by the label of ~2(v2 ) and ~(vl, v2) := ~2(v2). The symmetric case is handled similarly. Let vl and v2 be nonsinks. If they are labeled by the same variable, we have to consider the node (Vl,V2) only if ~1(vl)= ~2(v2). In this case (vl,v2) is labeled by the same variable as Vl and ~(v~,v2) := ~(vl). If vl and v2 are labeled by different variables, we have to consider the node (vl,v2) only if cq(vl) and c~2(v2) are connected in Go. We consider here only the case where 71(vl) is a predecessor of ~2(v2). Then (vl, v2) is labeled by the label of v¿ and c~(vl, v2) := cq(vl). We have also described above which nodes are the 0-successor and the 1-successor of (Vl,V2). In order to create no nodes not reachable from the source, we start the construction of G at its source which is the pair of the sources of G1 and G2. Then we create only the successors of the created nodes and ensure that no pair is created Again the source of G is the triple consisting of the sources of Go, G1 and G2. In order to avoid nodes not reachable from the source only sons of already created nodes are constructed and it is ensured that no triple is created twice. [] The algorithms described in the proofs of Theorem 7 and 8 do not create reduced BDDs. The application of BDDs in practice is more limited by restrictions of the available storage place than by restrictions of the available time. Hence, it is important to integrate the reduction into the synthesis process.
Therefore, the new Go driven WBDD or LBDD G is now constructed in depth first order where the 1-successor of a node is always constructed before its 0-successor. Again we start at the source of G. Backtracking is necessary if we reach a sink or if we backtrack to a node via its 0-edge. If we backtrack to some node v from its 0-successor, we try to apply the reduction rules to v. If no reduction rule is applicable, the node v is declared to be confirmed and will not be eliminated later. The algorithm ensures that nonconfirmed nodes have only one incoming edge.
Let v be a nonconfirmed node which we reach by a backtrack step from its 0-successor. It is easy to decide whether (R1) is applicable. In the affirmative case we backtrack to the only node from which an edge leads to v. This edge is replaced by an edge to the unique direct successor of v and v is eliminated. Otherwise we like to decide whether v can be merged with a confirmed node w. In the affirmative case we backtrack to the only node from which an edge leads to v. This edge is replaced by an edge to w and v is eliminated. We see that only confirmed nodes obtain further incoming edges. At the end we obtain a reduced WBDD or LBDD Groin. This is ensured by Theorem 4, since the successors of confirmed nodes are never changed.
The storage place for the actual nodes is bounded by O(IGminl + n), since there is at most one path of nonconfirmed nodes. This is not optimal only in the case IGminl -~-o(n). But in this case we have no problems with the storage place.
In order to discuss the total resource bounds we have to determine how we decide whether v may be merged with some confirmed node. This is the test whether there is some node with the same label, the same 0-successor and the same 1-successor. For WBDDs not driven by lists it has also to be ensured that the nodes have the same s-value.
The most time efficient test is to use a large array with positions for all combinations of informations and to mark the positions such that.a confirmed node with this information pattern exists. The array size is already for OBDDs O(nlG1121G212) which is totally impractical.
It is better to use some dynamic dictionary to store the confirmed nodes with respect to their information patterns. These dictionaries never contain more than IGminl nodes and need not place more than O(IGmi hI). Proofi Let Gj and G2 be read-once branching programs for which we like to test whether they represent the same function. We construct the read-once branching program G whose source v is labeled by a new variable z, the 0-successor of v is the source of Gl and the 1-successor of v is the source of G2. 
Proof. By the Shannon expansion, glx~=h = (glx,=O A/~) V (glx, t A h ) .
We construct BDDs for glx~=0 and glx~-l. Then we have to solve a synthesis problem for the BDDs for glxe=o, glx~=l and h and the ternary operation used in the Shannon expansion. The solution of this synthesis problem is a simple generalization of the synthesis algorithm for binary operations.
All operations have efficient algorithms for OBDDs. For WBDDs and LBDDs we only have to ensure that the redundancy test problem and the replacement problems affect only variables xi which are not branching variables for the considered oracle.
We add some remarks on probabilistic and parallel algorithms. We have already mentioned that Blum et al. [8] present a co-RP algorithm for the equality test problem for read-once branching programs. Jain et al. [33] try to test probabilistically the equality of circuits.
Due to the growing importance of parallel computers one might ask for parallel versions of the presented algorithms. Kimura and Clarke [37] investigate parallel algorithms for a 16 processors system, while Ochi et al. [49] consider pipelined computers. From a more theoretical point of view NC algorithms are of interest. Sieling and Wegener [54] present NC algorithms for all operations on OBDDs. It should be mentioned that Takenaga and Yajima [60] obtained independently some of these algorithms. Because of the well-known transitive closure bottleneck most of the NC algorithms are of theoretical interest only.
The computation of good variable orderings or oracles
In the previous sections we have assumed that the variable ordering or the oracle is given. For functions like the addition of two n-bit numbers it is quite obvious how to choose an appropriate ordering of the variables. With some knowledge about the structure of the considered functions (like in the Examples 1,2 and 3) suitable oracles or orderings of variables can be constructed. In many applications one knows only a circuit describing some Boolean function and nothing about the meaning of the variables or the whole function. In this situation general algorithms for the construction of optimal or good variable orderings or oracles are needed.
The best algorithm for the construction of an optimal ordering of the variables is a dynamic programming approach by Friedman and Supowit [25] which runs in time O(n23"). Hence, we cannot compute, in general, efficiently an optimal ordering of the variables. Fujita et al. [26] describe some quite special situations where the computation of an optimal ordering of the variables is possible in polynomial time.
Many other papers present heuristic algorithms for the computation of good orderings of the variables and discuss results of experiments. We mention the papers of Butler et al. [18] , Fujita et al. [27] , Jeong et al. [35] , Malik et al. [44] , Mercer et al. [46] , Ross et al. [52] and Touati et al. [61] . Ishiuara et al. [32] propose simulated annealing algorithms for the computation of good orderings of variables. Altogether orderings of variables can be computed which are good enough in many situations. But the quality of the computed orderings of variables has not been analyzed. From a theoretical point of view no satisfactory algorithm is known. Graph-driven BDDs have been introduced quite recently and even heuristic algorithms for the computation of good oracles are not known.
How good is the choice of a random ordering of the variables? For symmetric functions (the output depends only on the number of ones in the input and not on the positions of the ones) all orderings of variables are optimal. But for the fimction f ,~(x) = xlx2 V X3X 4 V ... V Xn_lXn, n even, the natural ordering of the variables leads to a reduced OBDD with n nonsink nodes while the ordering xj,x3, ..., Xn-l,X2,X4,...,Xn leads to a reduced OBDD with more than 2 ~/2 nodes. For this function it can be shown easily that only an exponentially small fraction of all orderings of the variables leads to reduced OBDDs of polynomial size. Which example is more typical? Definition 6. The sensitivity of a Boolean function f is the quotient of the size of a reduced OBDD for f with respect to a worst ordering of the variables and the size of a reduced OBDD for f with respect to an optimal ordering of the variables.
We have seen that the sensitivity of symmetric functions is equal to 1 while the sensitivity of fn is 9t(2n/2n -I ). Liaw and Lin [42] have shown that the sensitivity of almost all functions is bounded by 4 + e for ¢ > 0. This result has been improved [63] . 
I0. Open problems
Some open problems have already been mentioned in Sections 8 and 9. Since the number of further open problems is quite large, we list only some of them.
1. The behavior of heuristic algorithms for the computation of orderings of variables should be analyzed. 2. The complexity of computing an optimal ordering of variables should be determined. 3. Further methods (genetic algorithms, Fourier analysis) for the computation of good orderings of variables should be investigated. 4. Methods for the computation of good oracle graphs should be developed. 5. Fast parallel algorithms for the operation on BDDs which are efficient with respect to the product of parallel time and number of processors should be designed. 6. Many circuits follow a hierarchical design. Data structures and algorithms for such circuits may be much more efficient than general data structures and algorithms. 7. Optimal orderings of variables for important functions (e.g. multiplication)
should be determined.
