In this paper we propose a cultural algorithm, where different knowledge sources modify the variation operator of a differential evolution algorithm. Differential evolution is used as a basis for the population, variation and selection processes. The experiments performed show that the cultured differential evolution is able to reduce the number of fitness function evaluations needed to obtain a good aproximation of the optimum value in constrained real-parameter optimization. Comparisons are provided with respect to three techniques that are representative of the state-of-the-art in the area.
INTRODUCTION
Evolutionary computation is an increasingly popular discipline, mainly due to the successful results obtained in many types of optimization problems [1, 18] . However, evolutionary computation techniques are considered "blind heuristics" because they do not normally require information about the problem but only the assessment of the quality of the solutions produced (through the so-called "fitness function").
Cultural algorithms are evolutionary computation techniques that extract domain knowledge during the evolutionary process aiming to improve performance. In this work, we explore some of the benefits of this type of incorporation of domain knowledge when applied to constrained optimization problems.
The remainder of this paper is organized as follows. In Section 2, we provide some basic concepts related to cultural algorithms together with a brief review of the most important previous (related) work. In Section 3, we describe the basic differential evolution algorithm and we briefly review the most representative previous work on constrained optimization. In Section 4, we describe our proposed approach. In Section 5, we compare our approach with respect to techniques representative of the state-of-the-art in the area using a well-known benchmark. Finally, in Section 6, we draw our conclusions and provide some possible paths for future research.
CULTURAL ALGORITHMS
Cultural algorithms are techniques that add domain knowledge to evolutionary computation methods. They are based on the assumption that domain knowledge can be extracted during the evolutionary process, by means of the evaluation of each point generated [20] . This process of extraction and use of the information, has been shown to be very effective in decreasing computational cost while approximating global optima, in unconstrained, constrained and dynamic optimization [22, 4, 11, 24] .
Cultural algorithms consist of two main components: the population space, and the belief space [21] . The population space consists of a set of possible solutions to the problem, and can be modeled using any population-based technique, e.g. genetic algorithms [8] . The belief space is the information repository in which the individuals can store their experiences for the other individuals to learn them indirectly. In cultural algorithms, the information acquired by an individual can be shared with the entire population.
Both spaces (i.e., population space and belief space) are linked through a communication protocol, which states the rules about the individuals that can contribute to the belief space with their experiences (the acceptance function), and the way the belief space can influence to the new individuals (the influence function). Those interactions are depicted in Figure 1 . Originally, when cultural algorithms were applied to real parameter optimization, genetic algorithms were used as a population space [20] .
Later on, evolutionary programming appeared as a better choice [3] for the population space than genetic algorithms when dealing with unconstrained search spaces. The evolutionary programming algorithm was the most commonly used search engine in cultural algorithms [4, 11, 5] , until the advent of particle swarm optimization [12] in [10] , which shed light regarding the potential use of new evolutionary methods with better performance in real parameter optimization.
Differential evolution [19] is a recently developed evolutionary algorithm, focused on the solution of real paramenter optimization problems. Differential evolution has been found to be a very robust optimization technique [26] . However, to the authors' best knowledge, we are the first to propose the use of differential evolution as the population space of a cultural algorithm.
Previous Work
Reynolds et al. [22] and Chung & Reynolds [4] have explored the use of cultural algorithms for global optimization with very encouraging results.
Chung and Reynolds use a hybrid of evolutionary programming and GENOCOP [22] in which they incorporate an interval constraint-network to represent the constraints of the problem at hand.
In [4] , Chung and Reynolds use evolutionary programming with a mutation operator influenced by the best individual found so far, and the intervals where good solutions have been found. They call their approach "CAEP", or Cultural Algorithms with Evolutionary Programming.
In more recent work, Jin and Reynolds [11] proposed an ndimensional regional-based schema, called belief-cell, as an explicit mechanism that supports the acquisition, storage and integration of knowledge about non-linear constraints in a cultural algorithm. The idea of Jin and Reynolds' approach is to build a map of the search space which is used to derive rules about how to guide the search of the evolutionary algorithm (avoiding infeasible regions and promoting the exploration of feasible regions).
Using the same population space (evolutionary programming), Saleem proposes a cultural algorithm for dealing with dynamic environments [24] , which adds two more ways to incorporate domain knowledge to CAEPs, in addition to the existing Chung's and Jin's proposals. These knowledge sources are designed to extract patterns in environmental changes.
Using as a basis the work of Jin and Reynolds, an algorithm for constrained optimization was developed in [5, 6] , where a spatial data structure is incorporated to store the map of the feasible region, and also new rules are used in several phases of the algorithm.
In [10] , Iacoban et al. change the evolutionary programming algorithm of the population space for a particle swarm optimizer [12] . They make an analysis of the effects of the belief space over the evolutionary process, showing the similarities with the approach in which evolutionary programming is adopted, and identifying the phases of the search process with a belief space.
DIFFERENTIAL EVOLUTION
Differential evolution is an evolutionary algorithm originally proposed by Price and Storn [19, 25] , whose main design emphasis is real parameter optimization. Differential evolution is based on a mutation operator, which adds an amount obtained by the difference of two randomly chosen individuals of the current population, in contrast to most of the evolutionary algorithms, in which the mutation operator is defined by a probability function.
The basic algorithm of differential evolution is shown in Figure 2 , where the problem to be solved has n decision variables, F and CR are parameters given by the user, and xi,j is the i-th decision variable of the j-th individual in the population.
The authors of the differential evolution algorithm have suggested that by computing the difference between two individuals randomly chosen from the population, the algorithm is actually estimating the gradient in that zone (rather than in a point). This approach also constitutes a rather efficient way to self-adapt the mutation operator.
Another important feature of the differential evolution algorithm, is the local criterion of the selection operator, which is efficient and fast.
The version of differential evolution shown in Figure 2 , is called DE/rand/1/bin, and is recommended to be the first choice when trying to apply differential evolution to any given problem [19] . That is the reason why we adopted it for the work reported in this paper. However, there are some other versions of the differential evolution algorithm, and the modifications made here to the variation operator may have certain similarities with some of those versions.
Differential Evolution in Constrained Optimization
There have been very few approaches for handling constraints based on differential evolution. We will review next the most representative of them.
One of the original developers of differential evolution, Storn, proposed constraint adaptation [26] , in which all the constraints of the problem at hand are relaxed, so that all Generate initial population of size popsize Do For each individual j in the population Generate three random integers, r 1 , r 2 and r 3 ∈ (1, popsize), the individuals in the initial population become feasible. The constraints are reduced toward their original versions at each generation, but the individuals must always remain feasible (i.e., different relaxations are applied at each generation). The author says that this approach is not suitable for handling equality constraints, and one of its main applications is constraint satisfaction (where only constraint violation is important, and there is no objective function).
Another constraint handling technique is the one proposed by Lampinen [15] . He states some rules for the replacement made during the selection procedure, that can be summarized as follows:
• If both individuals are feasible, the one with a better value of the objective function always wins.
• If the newly generated individual is feasible, as his parent is infeasible, the new individual is used for the next generation.
• If both individuals are infeasible, the parent is replaced if the new individual has lower or equal violation for all the constraints.
The rest of the differential evolution algorithm remains the same. The experiments are done with 10 of the 11 test functions proposed in [13] . A previous version of this algorithm appeared in [14] , where the replacement rules were not as complete as in [15] , and less test problems were taken into account. Simultaneously to Lampinen, Lin et al. [16] proposed the use of an augmented Lagrangian function to guide the search, with a newly developed method to update the multipliers. In a first phase, the multipliers are constant and the problem is minimized. During a second phase, the multipliers are updated and the algorithm tries to maximize the dual function.
Lin et al. [16] called their approach hybrid differential evolution, because they add some new steps to the original algorithm. Such steps are acceleration and migration, and are used when the current population has either too much or no diversity.
OUR PROPOSED APPROACH
Our proposed approach uses differential evolution in the population space. A pseudo-code of our approach (called cultured differential evolution) is shown in Figure 3 . In the initial steps of the algorithm, a population of popsize individuals is created, as well as a belief space. For the offspring generation, the variation operator of the differential evolution algorithm is influenced by the belief space.
Since we want to solve constrained optimization problems, the objective function by itself does not provide enough information as to guide the search properly. To determine if a child is better than its parent, and, therefore, it can replace it, we use the following rules:
1. A feasible individual is always better than an infeasible one.
2. If both are feasible, the individual with the best objective function value is better.
3. If both are infeasible, the individual with less amount of constraint violations is better.
The amount of constraint violation is measured with normalized constraints, with the use of the following expression:
where gc(x) are the constr constraints of the problem, and gmaxc is the greatest violation found of the constraint gc(x) found so far. 
The Belief Space
In our approach, the belief space is divided in four knowledge sources, described next.
Situational Knowledge
Situational knowledge consists of the best exemplar E found along the evolutionary process. It represents a leader for the other individuals to follow.
To initialize the situational knowledge, it is necessary to have an initial population, so that we can find the best individual and store it.
The variation operators of differential evolution are influenced in the following way:
where Ei is the i-th component of the individual stored in the situational knowledge. This way, we use the leader instead of a randomly chosen individual for the recombination. This has the effect of pushing the children closer to the best point found.
This way of influencing the variation operator was previously proposed in [25] , and is called DE/best/1/bin (if the other mechanisms remain the same as in DE/rand/1/bin; in fact, the word "rand" or "best" indicates if the individual r3 is chosen at random or is the best of the population). The difference with that previous proposal is that we use several modifications of the variation operator, and not only one.
The update of the situational knowledge is done by replacing the stored individual, E, by the best individual found in the current population, x best , only if x best is better than E.
Normative Knowledge
The normative knowledge contains the intervals for the decision variables where good solutions have been found, in order to move new solutions towards those intervals. Thus, the normative knowledge has the structure shown in Figure 4 .
In Figure 4 , li and ui are the lower and upper bounds, respectively, for the i-th decision variable, and Li and Ui are the values of the fitness function associated with that bound. Also, the normative knowledge includes the values dmi, to influence the mutation operator adopted in differential evolution.
To initialize the normative knowledge, all the bounds are set to the intervals given as input data of the problem. Li and Ui are set to +∞, assuming a minimization problem, and dmi = ui − li, for i = 1, 2, . . . , n.
The following expression shows the influence of the normative knowledge on the variation operators:
We introduce the scaling factor
for the mutation to be proportional to the interval of the normative knowledge for the i-th decision variable. The values dmi are initialized with ui − li to have a null influence at the first generation.
The update of the normative knowledge is as follows: let xa1, xa2, . . . , xan accepted be the accepted individuals in the current generation, and xmin i and xmax i , with mini, maxi ∈ {a1, a2, . . . , n accepted }, be the individuals with minimum and maximum values for the parameter i between the accepted individuals, then
In words, the update will reduce or expand the intervals stored in the normative knowledge. An expansion takes place when the accepted individuals do not fit in the current interval, while a reduction occurs when all the accepted individuals lie inside the current interval, and the extreme values have a better fitness and are feasible.
If the values of li or ui are updated, the same must be done with Li or Ui.
The values dmi are updated with the largest difference |xi,r1 − xi,r2| found during the application of the variation operators at the previous generation.
Topographical Knowledge
The usefulness of the topographical knowledge is to create a map of the fitness landscape of the problem during the evolutionary process. It consists of a set of cells, and the best individual found on each cell. The topographical knowledge, also, has an ordered list of the best b cells, based on the fitness value of the best individual on each of them. For the sake of a more efficient memory management, in the presence of high dimensionality (i.e., too many decision variables), we use an spatial data structure, called k-d tree, or k-dimensional binary tree [2] . In k-d trees, each node can only have two children (or none, if it is a leaf node), and represents a division in half for any of the k dimensions (see Figure 5 ).
To initialize the topographical knowledge, we only create the root node, which represents the entire search space, and contains the best solution found in the initial population.
The influence function tries to move the children to any of the b cells in the list: The update function splits a node if a better solution is found in that cell, and if the tree has not reached its maximum depth. The dimension in which the division is done, is the one that has a greater difference between the solution 
History Knowledge
This knowledge source was originally proposed for dynamic objective functions, where it was used to find patterns in the environmental changes [24] . History knowledge records in a list, the location of the best individual found before each environmental change. That list has a maximum size w.
The structure of the history knowledge is shown in Figure 6 , where ei is the best individual found before the ith environmental change, dsi is the average distance of the changes for parameter i, and dri is the average direction if there are changes for parameter i. In our approach, instead of detecting changes of the environment, we store a solution if it remains as the best one during the last p generations. If this happens, we assume that we are trapped in a local optimum.
The expression of the influence function of the history knowledge is the following:
if rand(0, 1) < β rand (lbi, ubi) o t h e r w i s e where ei,1 is the i-th decision variable of the previous best e1 stored in the list of the history knowledge, dmi is the maximum difference for the i-th variable, stored in the normative knowledge, lbi and ubi are the lower and upper bounds of the variable xi, given as input for the problem, and rand(a, b) is a random number between a and b.
To update the history knowledge, we add to the list any local optima found during the evolutionary process. If the list has reached its maximum length w, the oldest element is discarded. The average distances and directions of change are calculated by:
where the function sgn(a) returns the sign of a.
Acceptance Function
The number of individuals accepted for the update of the belief space is computed according the design of a dynamic acceptance function proposed by Saleem [24] . The number of accepted individuals decreases as the generation number increases.
Saleem [24] suggests to reset the number of accepted individuals when an environmental change occurs. In our case, we reset the number of accepted individuals when the best solution has not changed in the last p generations.
We get the number of accepted individuals, n accepted , with the following expression:
where %p is a parameter given by the user, within the range (0, 1]; Saleem [24] suggests using 0.2. g is the generation counter, but is reset to 1 when the best solution has not changed in the last p generations.
Main Influence Function
The main influence function is responsible for choosing the knowledge source to be applied to the variation operator of differential evolution. At the beginning, all the knowledge sources have the same probability to be applied, %p ks = 1 4 , because there are 4 knowledge sources; but during the evolutionary process, the probability of the knowledge source ks to be applied is:
v ks v where v ks are the times that an individual generated by the knowledge source ks outperforms its parent in the current generation, and v are the times that an individual generated (by any knowledge source) outperforms its parent in the current generation. The lower bound of %p is the arbitrary value 0.1, to ensure that any knowledge source has always a probability > 0 to be applied. If v = 0 during a generation, %p ks = 1 4 , as in the beginning.
COMPARISON OF RESULTS
To validate our approach, we adopted the well-known benchmark originally proposed in [17] and extended in [23] which has been often used in the literature to validate new [23] .
The parameters used by our approach are the following: popsize = 100, maximum number of generations = 1000, the factors of differential evolution are F = 0.5 and CR = 1, maximum depth of the k-d tree = 12, length of the best cells list b = 10, the size of the list in the history knowledge w = 5, α = β = 0.45, and %p = 0.2. These parameters were derived empirically after numerous experiments. For each test function, we preformed 30 independent runs.
We compare our approach against three state-of-the-art approaches: the Homomorphous Maps (HM) [13] , Stochastic Ranking (SR) [23] and the Adaptive Segregational Constraint Handling Evolutionary Algorithm (ASCHEA) [9] . We do not include any differential evolution-based technique in this comparison, because the reported results do not allow us to do it. The only approach that uses the cited benchmark is the one by Lampinen [15] , but he does not report the complete benchmark, and his results were obtained with a variable number of fitness function evaluations. The best results obtained by each approach are shown in Table 2a .
The mean values provided are compared in Table 2b and the worst results are presented in Table 2c . The results provided by these approaches were taken from the original references for each method.
The results of HM were obtained with 1,400,000 evaluations of the fitness function, the results of SR required 350,000 evaluations, and the results of the ASCHEA technique were obtained with 1,500,000 evaluations of the fitness function. Our approach required only 100,100 evaluations.
From the results, we can say that SR is the most competitive constraint handling technique compared here. However, our approach reached the global optimum in ten problems, and SR did it in nine. Also, in most cases, the cultured differential evolution was more robust, showing a very low standard deviation, while performing less than one third of the total number of fitness function evaluations than stochastic ranking.
ASCHEA is also a very competitive technique, reaching the optimum in seven problems, but it requires the largest number of evaluations of the techniques compared here (the cultured differential evolution required less than a tenth part of the fitness function evaluations performed by ASCHEA). HM shows the worst results in this comparison, reaching the optimum in only three cases.
We can see that the approximations of the optimal values obtained by the cultured differential evolution are very competitive in most of the cases, and are obtained with a low number of fitness function evaluations. This can be attributed to a faster exploration of the influenced operators by the belief space. The robustness is a feature of the search engine (i.e. differential evolution), also increased by the knowledge sources that allows exploitation, such as the situational knowledge.
CONCLUSIONS AND FUTURE WORK
In this paper a cultural algorithm for constrained optimization was presented. This algorithm uses differencial evolution as a basis for its population space population. In a comparison with other three representative techniques of the state-of-the-art, and using a standard benchmark from the evolutionary optimization literature, best or equal best results were obtained in 10 of 13 benchmark problems, with the important aggregated value that a considerably smaller number of fitness funtion evaluations was required. This reduction was our main motivation in designing the belief space of the cultural algorithm.
Some directions of future work are the analysis of the impact of each knowledge source during the evolutionary process. Additionally, we want to explore the benefits of using a belief space in other types of problems. Specifically, we are interested in extending our approach so that it can deal with multiobjective optimization problems [7] . [23] and ASCHEA [9] . "-" means no feasible solutions were found. NA = Not Available. An result in bold font means that our approach obtained the same or a better value than any other of the techniques.
