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ON FINITELY ALIGNED LEFT CANCELLATIVE SMALL
CATEGORIES, ZAPPA-SZE´P PRODUCTS AND
EXEL-PARDO ALGEBRAS
ERIK BE´DOS, S. KALISZEWSKI, JOHN QUIGG, AND JACK SPIELBERG
Abstract. We consider Toeplitz and Cuntz-Krieger C∗-algebras asso-
ciated with finitely aligned left cancellative small categories. We pay
special attention to the case where such a category arises as the Zappa-
Sze´p product of a category and a group linked by a one-cocycle. As our
main application, we obtain a new approach to Exel-Pardo algebras in
the case of row-finite graphs. We also present some other ways of con-
structing C∗-algebras from left cancellative small categories and discuss
their relationship.
1. Introduction
By a category of paths we will mean a left cancellative small category with
no (nontrivial) inverses. As shown in [31], one may attach to each finitely
aligned category of paths a Toeplitz C∗-algebra and a Cuntz-Krieger C∗-
algebra, which generalize previously known constructions for graphs, higher-
rank graphs and quasi-lattice ordered groups.
The assumption that a category of paths has no inverses is quite restric-
tive and it is desirable to relax it. This has already been done in sev-
eral recent works on C∗-algebras associated to left cancellative monoids, see
e.g. [22, 24, 23, 7, 33, 8, 5, 6, 4, 1]. Our primary motivation for consid-
ering more general left cancellative small categories has been our desire to
provide a new approach to C∗-algebras associated with Exel–Pardo systems
[13, 2]. Our starting point is the observation that if (E,G,ϕ) is an Exel–
Pardo system, consisting of an action of a group G on a directed graph E
equipped with a 1-cocycle ϕ : E1 ×G → G satisfying certain compatibility
conditions (see Section 2), and E∗ denotes the category of finite paths of
E, then we may form the Zappa-Sze´p product E∗ ⋊ϕ G of the associated
system (E∗, G, ϕ). This gives us a left cancellative small category containing
nontrivial inverses (unless if G is trivial), and although it is possible to find
a certain subcategory of E∗ ⋊ϕ G which is a category of paths (cf. Propo-
sition 4.11), we believe it is better to work with E∗ ⋊ϕ G. In fact, we
may as well consider what we call a category system (C, G, ϕ), where C is a
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left cancellative small category, and form its Zappa-Sze´p product C ⋊ϕ G,
as we do in Section 4. The most tractable situation is when C is finitely
aligned. This notion is defined in a similar way as for categories of paths
[31]. An example of a finitely aligned (even singly aligned) left cancella-
tive small category is provided by the Zappa-Sze´p product E∗ ⋊ϕ G arising
from an Exel–Pardo system (E,G,ϕ). We also mention that singly aligned
left cancellative monoids have often been called right LCMs in the recent
literature.
In Section 3 we consider the Toeplitz algebra T (C) and the Cuntz-Krieger
algebra O(C) of a finitely aligned left cancellative small category C. They
may both be described as universal C∗-algebras generated by families of
partial isometries indexed by C satisfying certain natural relations, O(C)
being a quotient of T (C). Equivalently, T (C) is the universal C∗-algebra
for representations of C in C∗-algebras, while O(C) is universal for covariant
representations of C. A definition of T (C) and O(C) as groupoid C∗-algebras,
valid also in the case where C is not finitely aligned, will be discussed in an
article [32] by the fourth author. It should be noted that a different definition
has been proposed earlier by Exel in [11] (see also [10]), where he associates
a Cuntz-Krieger like C∗-algebra to any semigroupoid. As a left cancellative
small category C is an example of a semigroupoid, we compare in Section
3 our approach with Exel’s when C is finitely aligned. In particular, we
explain why our definition of a representation of C in a C∗-algebra involves
an extra condition and give an example showing that this condition does not
follow from Exel’s conditions. After adapting Exel’s notion of tightness for
representations of semigroupoids to our setting, we verify (using arguments
from [11]) that this notion is equivalent to our notion of covariance for
nondegenerate representations of C.
In Section 5 we consider a category system (C, G, ϕ). By a representation
(T,U) of (C, G, ϕ) in a C∗-algebra B we mean a nondegenerate representa-
tion T : C → B and a unitary homomorphism U : G→M(B) satisfying the
condition UgTα = TgαUϕ(g,α) for all g ∈ G,α ∈ C. Our main result (Theorem
5.2) says that if C is finitely aligned, and D denotes the Zappa-Sze´p product
C⋊ϕG, then there is a natural bijective correspondence between representa-
tions (T,U) of (C, G, ϕ) and nondegenerate representations S = T ×U of D,
having the property that S is covariant if and only if T is too (cf. Corollary
5.5). This means that T (D) (resp. O(D)) can loosely be described as a kind
of crossed product of T (C) (resp. O(C)) by (G,ϕ). This can be stated more
precisely by using the concept of C∗-blend recently introduced in [12] (see
Remarks 5.3 and 5.6).
When (E,G,ϕ) is an Exel–Pardo system, we apply our results to the
category system (E∗, G, ϕ) and show in Section 6 that the Toeplitz algebra
T (E∗ ⋊ϕG) is isomorphic to the Toeplitz C∗-algebra T (E,G,ϕ) associated
to the C∗-correspondence Y ϕ constructed from (E,G,ϕ) in [2] (see also [13]).
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Assuming that E is row-finite, we also show that the Cuntz-Krieger alge-
bra O(E∗⋊ϕG) is isomorphic to the Cuntz-Pimsner C∗-algebra O(E,G,ϕ)
associated to Y ϕ.
It appears that one may associate other C∗-algebras to a left cancellative
small category C. Indeed, in Section 7, we introduce the regular Toeplitz
algebra Tℓ(C) generated by the regular representation of C on ℓ
2(C), the
C∗-algebra C∗(ZM(C)) associated to the so-called zigzag inverse semigroup
ZM(C) of C, and the Li C∗-algebra C∗Li(C), analogous to the full C
∗-algebra
associated by Li [22] to a left cancellative monoid. These C∗-algebras are
connected by canonical surjective homomorphisms
C∗Li(C)→ C
∗(ZM(C))→ Tℓ(C).
When C is a finitely aligned, there also exist canonical surjective homomor-
phisms such that
C∗(ZM(C))→ T (C)→ Tℓ(C).
Adapting some results of Donsig and Milan in [9] about categories of paths to
our situation, we also note that one may identify T (C) with the C∗-algebra
that is universal for finitely join-preserving representations of ZM(C). More-
over, when C is finitely aligned, O(C) corresponds to the tight C∗-algebra of
ZM(C) introduced by Exel [10], which is universal for tight representations
of ZM(C).
2. Preliminaries
We recall a few definitions and conventions from [31] and [2]. See also
[32].
Small categories. If C is a small category, we refer to the objects in C as
vertices, and we write C0 for the set of vertices. We also use juxtaposition to
indicate composition of morphisms, and frequently (but not always) identify
the vertices with the identity morphisms. Thus, a small category may be
defined as a set C, a subset C0 ⊆ C, two maps r, s : C → C0, and a partially-
defined multiplication
(α, β) 7→ αβ,
defined if and only if s(α) = r(β), such that if s(α) = r(β) and s(β) = r(γ)
then
(i) r(αβ) = r(α) and s(αβ) = s(β);
(ii) α(βγ) = (αβ)γ;
(iii) r(v) = s(v) = v for all v ∈ C0;
(iv) r(α)α = αs(α) = α.
A subcategory of C is a subset E ⊆ C that is closed under r, s, and composi-
tion. It becomes a small category in the obvious way by setting E0 = C0∩E .
We assume that C0 is nonempty and sometimes write
C(2) = {(α, β) ∈ C × C : s(α) = r(β)}
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for the set of composable pairs. Note that C(2) = C × C if C0 is a singleton
(in which case C is a monoid).
If S, T ⊆ C, we write
ST = {αβ : α ∈ S, β ∈ T, s(α) = r(β)},
and similarly for finitely many subsets S1, . . . , Sn. If S = {α} is a singleton
we write αT = {α}T , and similarly for Sα. In particular, for v,w in C0, we
have r−1(v) = vC, s−1(w) = Cw, and r−1(v) ∩ s−1(w) = vCw. Note that an
element α ∈ C is a vertex if and only if αβ = β for all β ∈ s(α)C and βα = β
for all β ∈ Cr(α).
We will often (but not always) use the convention that when writing αβ
for α, β ∈ C, we tacitly assume that the product αβ is defined.
If α ∈ C then α is called invertible if there exists (a necessarily unique)
β ∈ C such that αβ and βα both belong to C0, in which case we often write
β = α−1. Clearly, any vertex in C is invertible. We say that the small
category C has no inverses if the set of invertible elements in C coincides
with C0.
We say a small category C has left cancellation, or is left cancellative, if
for any α, β, γ ∈ C such that s(α) = r(β) = r(γ) we have
αβ = αγ implies β = γ.
Right cancellation is defined in a similar way. Note that if C is left cancella-
tive then α ∈ C is a vertex if and only if there exists β ∈ Cr(α) such that
βα = β. Note also that when C is left cancellative, α ∈ C is invertible if and
only if there exists (a necessarily unique) β ∈ C such that αβ belongs to C0;
in particular, C has no inverses if and only if
αβ ∈ C0 implies α, β ∈ C0.
A category of paths is a left cancellative small category C with no inverses.
Remark 2.1. The definition of category of paths in [31] also requires right
cancellation, but this property is only used in a few places in [31], which
will not affect anything we do here.
Throughout the remainder of this section, C denotes a left cancellative
small category.
We define an equivalence relation on C by α ∼ β when there is an invertible
γ ∈ C such that β = αγ.
We say C is finitely aligned if for all α, β ∈ C there is a finite (possibly
empty) subset F ⊆ C such that
αC ∩ βC = FC =
⋃
γ∈F
γC,
and singly aligned if for all α, β ∈ C, either αC ∩ βC = ∅ or there is γ ∈ C
such that
αC ∩ βC = γC.
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If C is singly aligned and we have αC ∩ βC = γC as above, how unique is
the γ? Suppose
γC = ζC,
so that there are λ, µ ∈ C such that
γ = ζλ and ζ = γµ.
Then γ = γµλ, so by left cancellativity µλ = s(γ), and similarly λµ = s(ζ).
Thus µ = λ−1. In particular, we have γ ∼ ζ, and so γ is unique up to
equivalence. Note that this argument generalizes [7, Lemma 2.2] to our
context. Note also that if γ ∼ ζ, then one readily checks that γC = ζC;
hence we have γ ∼ ζ if and only if γC = ζC.
The finitely aligned case is only slightly more complicated: suppose
(2.1)
⋃
γ∈F
γC =
⋃
ζ∈L
ζC
for some nonempty subsets F,L ⊆ C. Then for all γ ∈ F there are ζ ∈ L, λ ∈
C such that γ = ζλ, and then there are γ′ ∈ F, λ′ ∈ C such that ζ = γ′λ′, so
that
γ = γ′λ′λ ∈ γ′C.
Now, if F is finite, we can replace it by a subset if necessary so that for all
distinct γ, γ′ ∈ F we have γ /∈ γ′C, in which case we say F is independent.
Similarly we can assume that L is independent. Then we conclude that
if F and L are both independent and satisfy (2.1), then for all γ ∈ F
there is ζ ∈ L such that γ ∼ ζ, and symmetrically for all ζ ∈ L there is
γ ∈ F such that ζ ∼ γ. When this happens we say that F is unique up to
equivalence. We will also consider the empty set as independent and unique
up to equivalence.
Remark 2.2. [31, Lemma 3.2] shows that when C is a finitely aligned cate-
gory of paths (so that C not only is left cancellative, but also has no inverses),
there is a unique independent subset F as above. But as we have seen, in
the general left cancellative case F is only unique up to equivalence.
When C is finitely aligned, by induction we see that for every finite subset
F ⊆ C there is a finite independent set L, that is unique up to equivalence,
such that ⋂
α∈F
αC =
⋃
γ∈L
γC,
and we will write
∨
F for any such choice of independent finite L, keeping
in mind that this is only determined up to equivalence. Thus, if L 6= ∅ and
for every γ ∈ L we choose γ′ ∼ γ, and let L′ = {γ′ : γ ∈ L}, then we also
have
∨
F = L′. When F = {α, β} we write α ∨ β = L. Note that this
convention is slightly different from that of [32], where
∨
F denotes the set
of all elements that are equivalent to an element of the set we denote by∨
F .
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If v ∈ C0 and F ⊆ vC, then F is exhaustive at v if for every α ∈ vC there
is β ∈ F with αC ∩ βC 6= ∅.
Later we will need the following elementary result:
Lemma 2.3. Let C be a left cancellative small category, let v ∈ C0, and let
F ⊆ vC be nonempty. For each α ∈ F let βα ∼ α, and let
F ′ = {βα : α ∈ F}.
Then F is exhaustive at v if and only if F ′ is.
Proof. By symmetry, it suffices to show that if F is exhaustive at v then so
is F ′. Let β ∈ vC. Since F is exhaustive at v, we can choose α ∈ F such
that αC ∩ βC 6= ∅. Since βα ∼ α, we have βαC = αC. Thus βαC ∩ βC 6= ∅.
This shows that F ′ is exhaustive at v. 
Cocycles. Let G denote a discrete group (with identity 1) and S a set. We
write G y S to mean that G acts on S by permutations, and we write the
action as
(g, x) 7→ gx : G× S → S.
A cocycle for an action G y S is a function ϕ : G × S → G satisfying the
cocycle identity
(2.2) ϕ(gh, x) = ϕ(g, hx)ϕ(h, x) for all g, h ∈ G,x ∈ S.
Plugging in h = 1 we get ϕ(g, x)1 = ϕ(g, x)ϕ(1, x), so
(2.3) ϕ(1, x) = 1 for all x ∈ S.1
One may also consider more general cocycles, taking their values in another
group than G, but we won’t need these in the present work. The cocycle
identity is exactly what is needed for G to act on S ×G via
g(x, h) =
(
gx, ϕ(g, x)h
)
for g, h ∈ G,x ∈ S.
Graph cocycles. We say G acts on a directed graph E = (E0, E1, r, s),
written Gy E, if G acts on the vertex set E0 and the edge set E1 by graph
automorphisms, i.e., Gy E0, Gy E1 and
r(ge) = gr(e) and s(ge) = gs(e) for all g ∈ G, e ∈ E1.
Definition 2.4. A graph cocycle for Gy E is a cocycle ϕ for the action of
G on the edge set E1 such that
(2.4) ϕ(g, e)s(e) = gs(e) for all g ∈ G, e ∈ E1,
and we call (E,G,ϕ) an Exel-Pardo system.
1Note that this only requires the left cancellative property of G; cf. Remark 4.9.
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Note that in [13] Exel and Pardo impose the stronger condition
ϕ(g, e)v = gv for all g ∈ G, e ∈ E1, v ∈ E0.
As we tried to make clear in [2], our weaker condition on sources allows
for greater flexibility. We note that in [19], where self-similar actions of
groupoids on the path spaces of finite directed graphs are considered, this
equivariance property of the source map is not necessarily satisfied (or even
meaningful).
3. C∗-algebras
Let C be a finitely aligned left cancellative small category. There are
various ways to associate C∗-algebras to C. We follow here the approach de-
veloped by the fourth author for categories of paths in [31], then generalized
to left cancellative small categories in [32], and consider the Toeplitz alge-
bra T (C) and the Cuntz-Krieger algebra O(C). We then compare these two
C∗-algebras with those we get by using Exel’s approach for semigroupoids
in [11]. In section 7, we discuss other constructions related to the work of Li
[22] on semigroup C∗-algebras and the work of Donsig-Milan [9] on inverse
semigroups and categories of paths.
We will approach the C∗-algebras via “universal representations”.
Definition 3.1. A representation of a finitely aligned left cancellative small
category C in a C∗-algebra B is a mapping T : C → B satisfying the axioms
in [31, Theorem 6.3]: for all α, β ∈ C,
(1) T ∗αTα = Ts(α);
(2) TαTβ = Tαβ if s(α) = r(β);
(3) TαT
∗
αTβT
∗
β =
∨
γ∈α∨β TγT
∗
γ ,
and a representation T is covariant if it satisfies one additional axiom:
(4) Tv =
∨
α∈F TαT
∗
α for every v ∈ C
0 and every finite exhaustive set F
at v.
When T is a representation of C in B, we will let C∗(T ) denote the C∗-
subalgebra of B generated by the range of T .
Remark 3.2. Note that (1) and (2) imply that Tv is a projection in B
for every v ∈ C0 and that Tα is a partial isometry in B for every α ∈ C.
Hence TαT
∗
α is a projection in B for every α ∈ C. Concerning condition
(3), the join
∨
γ∈α∨β TγT
∗
γ is a priori defined as a projection in B
∗∗. The
same comment applies also to the join
∨
α∈F TαT
∗
α in condition (4). We also
note that condition (3) is not ambiguous, as one immediately sees by using
Lemma 3.4. Finally, the reader should be aware that by convention the join
over an empty index set is defined to be zero. Thus condition (3) says in
particular that if v,w ∈ C0 and v 6= w, then TvTw = 0, i.e., the projections
Tv and Tv are orthogonal to each other.
Remark 3.3. It is also worth mentioning that condition (3) does not follow
from conditions (1), (2) and (4). We will illustrate this in Example 3.11.
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Lemma 3.4. Let C be a finitely aligned left cancellative small category, and
let T : C → B satisfy conditions (1) and (2) in Definition 3.1. If γ ∈ C is
invertible then Tγ−1 = T
∗
γ and TγT
∗
γ = Tr(γ). Moreover, if α ∼ α
′ in C, then
TαT
∗
α = Tα′T
∗
α′ .
Proof. If γ ∈ C is invertible, then
Tγ−1 = Ts(γ)γ−1 = Ts(γ)Tγ−1 = T
∗
γ TγTγ−1
= T ∗γTγγ−1 = T
∗
γTr(γ) =
(
Tr(γ)Tγ
)∗
= T ∗γ
and we get
TγT
∗
γ = TγTγ−1 = Tγγ−1 = Tr(γ).
Moreover, if α ∈ C and γ ∈ s(α)C is invertible, then
TαγT
∗
αγ = TαTγT
∗
γ T
∗
α
= TαTr(γ)T
∗
α
= TαTs(α)T
∗
α
= TαT
∗
α,
and the second assertion follows. 
The next lemma will be useful later.
Lemma 3.5. Let C be a finitely aligned left cancellative small category, and
let T be a representation of C. Let v ∈ C0, and let F be a finite subset of
vC. For each α ∈ F let βα ∼ α, and put
F ′ = {βα : α ∈ F}.
Then ∨
α∈F
TαT
∗
α =
∨
β∈F ′
TβT
∗
β .
Proof. This is an obvious consequence of Lemma 3.4. 
Definition 3.6. A Toeplitz algebra of a finitely aligned left cancellative
small category C is a pair (T (C), t), where T (C) is a C∗-algebra and t is
a representation of C in T (C) having the universal property that for every
representation T of C in a C∗-algebra B there is a unique homomorphism
φT : T (C)→ B such that
Tα = φT (tα) for all α ∈ C.
One readily checks that (T (C), t) is unique up to isomorphism in the
sense that if (B,T ) is any Toeplitz algebra of C then φT : T (C) → B is an
isomorphism. Thus we commit the usual abuse of referring to “the” Toeplitz
algebra, and also we note that T (C) = C∗(t).
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Definition 3.7. A Cuntz-Krieger algebra of a finitely aligned left cancella-
tive small category C is a pair (O(C), t˜ ), where O(C) is a C∗-algebra and
t˜ is a covariant representation of C in O(C) having the universal property
that for every covariant representation T of C in a C∗-algebra B there is a
unique homomorphism ψT : O(C)→ B such that
Tα = ψT (t˜α) for all α ∈ C.
Similarly to the Toeplitz case, (O(C), t˜ ) is unique up to isomorphism,
and O(C) = C∗( t˜ ). Note that since t˜ is a representation of C in O(C), the
associated homomorphism φ t˜ : T (C) → O(C) satisfies t˜α = φ t˜(tα) for all
α ∈ C. It follows that φ t˜ is surjective and we have φT = ψT ◦ φ t˜ for every
covariant representation T of C.
Remark 3.8. In [32] the approach to T (C) andO(C) is via certain groupoids
G and G|∂G, respectively. When C is finitely aligned [32, Theorems 9.8 and
10.15] show that T (C) is characterized by the universal properties (1)–(3),
and that O(C) is characterized by the universal properties (1)–(4), in Defi-
nition 3.1. (Moreover, it is shown in [32] that the hypothesis of amenability
in [31, Theorem 8.2] is unnecessary.) A similar groupoid approach may be
followed for any left cancellative small category, cf. [32]. We will sketch an
alternative approach in Remark 7.8.
Exel works in somewhat greater generality, namely he starts with a semi-
groupoid, which is not quite a small category because it is not assumed to
have identity morphisms. However, in [11, Section 7] he considers the spe-
cial case of small categories. We will always have a small category, so we
will interpret Exel’s definitions and results in that context. Exel studies a
version of O(C), and in particular when C is a row-finite higher-rank graph Λ
with no sources Exel recovers the familiar higher-rank-graph algebra C∗(Λ).
On the other hand, Exel does not actually investigate a version of T (C),
but he does at least hint at its definition in the paragraph following [11,
Proposition 4.7]. Exel defines what he calls representations of C, and his
“tight representations” satisfy an extra property that we will recall in Def-
inition 3.16. In the following theorem, (Exe 1)–(Exe 5) constitute Exel’s
definition of a representation of C [11, Definition 4.1]2; after the proof we
will explain our motivation for adding the last property (Exe 6). We should
point out that our numbering does not quite match Exel’s because he lists
the requirement (Exe 3) without a number.
Theorem 3.9. Let C be a finitely aligned left cancellative small category,
let B be a C∗-algebra, and let T : C → B. Then T is a representation of C in
the sense of Definition 3.1 if and only if it satisfies the following conditions:
(Exe 1) Tα is a partial isometry for every α ∈ C;
2where in (Exe 2) and (Exe 5) we have taken into account that C is a small category
and not just a semigroupoid
10 ERIK BE´DOS, S. KALISZEWSKI, JOHN QUIGG, AND JACK SPIELBERG
(Exe 2) for all α, β ∈ C, TαTβ =
{
Tαβ if s(α) = r(β),
0 otherwise;
(Exe 3) the family of initial projections {T ∗αTα : α ∈ C} commutes, as does
the family of final projections {TαT
∗
α : α ∈ C};
(Exe 4) TαT
∗
αTβT
∗
β = 0 if αC ∩ βC = ∅;
(Exe 5) T ∗αTα ≥ TβT
∗
β if s(α) = r(β);
(Exe 6) TαT
∗
αTβT
∗
β =
∨
γ∈α∨β TγT
∗
γ for all α, β ∈ C.
Proof. First assume that T is a representation of C in B. Then (Exe 1)
is satisfied, as we already pointed out in Remark 3.2. (Exe 2) is satisfied
because if s(α) = r(β) then TαTβ = Tαβ according to condition (2) in
Definition 3.1, while if s(α) 6= r(β) then Ts(α)Tr(β) = 0, cf. Remark 3.2, so
we get
(TαTβ)
∗TαTβ = T
∗
βTs(α)Tβ = T
∗
βTs(α)Tr(β)Tβ = 0,
hence TαTβ = 0. For (Exe 3), note that for α, β ∈ C, we have
T ∗αTαT
∗
βTβ = Ts(α)Ts(β) =
{
Ts(α) if s(α) = s(β),
0 otherwise,
from which it readily follows that the initial projections T ∗αTα commute. On
the other hand, condition (3) in Definition 3.1 clearly implies that the range
projections TαT
∗
α commute. (Exe 4) follows from condition (3) in Definition
3.1, because if αC ∩βC = ∅ then α∨β = ∅. To see that (Exe 5) is satisfied
we observe that if s(α) = r(β) then
T ∗αTαTβT
∗
β = Ts(α)TβT
∗
β = Tr(β)TβT
∗
β = TβT
∗
β .
Finally, (Exe 6) is exactly condition (3) in Definition 3.1.
Conversely, assume that T satisfies the conditions (Exe 1)–(Exe 6). In
[11, Proposition 7.1] Exel points out some consequences of (Exe 1)–(Exe
5) in the case that C is a small category. One of these is precisely condition
(1) in Definition 3.1. Indeed, after observing that Tv is a projection for each
v ∈ C0, he uses (Exe 2) and (Exe 5) to obtain that
T ∗αTα = T
∗
αTαs(α) = T
∗
αTαTs(α) = Ts(α)
for each α ∈ C. Next, it is clear that condition (2) in Definition 3.1 follows
from (Exe 2). Finally, condition (3) in Definition 3.1 is exactly (Exe 6). 
Example 3.10. As we mentioned before the statement of Theorem 3.9, the
condition (Exe 6) was not included in Exel’s [11, Definition 4.1]. Here we
show that this sixth condition is necessary. We consider the left cancella-
tive small category C (actually a 2-graph) with the following graph, and
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identification αγ = βδ:
u z
v
w
α
β
γ
δ
We will give a representation of C satisfying (Exe 1) – (Exe 5) but not (Exe
6). Let K be a fixed Hilbert space. (K may be taken to have dimension one;
we hope that our notation will make the construction easier to understand.)
Let
Hu =
4⊕
i=1
Hu,i, Hv =
3⊕
i=1
Hv,i, Hw =
3⊕
i=1
Hw,i,
where Hu,i, Hv,i, Hw,i, and Hz are isomorphic to K. We define a represen-
tation T : C → B(H), where H = Hu ⊕ Hv ⊕ Hw ⊕ Hz. For this we need
only define partial isometries Tα, Tβ , Tγ , Tδ with the above properties. For
a subspace M ⊆ H let PM denote the projection of H onto M .
T ∗αTα = PHv , TαT
∗
α = PHu,1⊕Hu,2⊕Hu,3
Tα(Hv,1) = Hu,1, Tα(Hv,2) = Hu,2, Tα(Hv,3) = Hu,3
T ∗γTγ = PHz , TγT
∗
γ = PHv,1
T ∗δ Tδ = PHz , TδT
∗
δ = PHw,1
T ∗βTβ = PHw , TβT
∗
β = PHu,1⊕Hu,2⊕Hu,4
Tβ|Hw,1 = TαTγT
∗
δ |Hw,1
Tβ(Hw,2) = Hu,2, Tβ(Hw,3) = Hu,4.
It is straightforward to verify (Exe 1) – (Exe 5). However,
TαT
∗
αHu = Hu,1 ⊕Hu,2 ⊕Hu,3
TβT
∗
βHu = Hu,1 ⊕Hu,2 ⊕Hu,4
TαT
∗
αHu ∩ TβT
∗
βHu = Hu,1 ⊕Hu,2
Tα∨βT
∗
α∨βHu = TαγT
∗
αγHu = Hu,1.
Therefore (Exe 6) does not hold for this representation.
We comment on the motivation for choosing to use (Exe 1) – (Exe 6),
instead of just (Exe 1) – (Exe 5) as Exel does. First we give an ad hoc
reason. In the case of a higher rank graph (e.g. in the above example),
the generally accepted definition of the Toeplitz C∗-algebra requires that
the last relation in the definition of the higher rank graph C∗-algebra ([29,
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Definition 2.5(iv)]) be relaxed from equality to a weak inequality (see [28,
Definition 4.1(iv)]). As mentioned in [31, Theorem 5.11], it is (Exe 6)
(i.e., condition (3) in Definition 3.1) that corresponds to this “Toeplitz-
Cuntz-Krieger” relation. Moreover, the results of [31, Section 5] show that
condition (Exe 6) is necessary in order that representations of C reflect the
basic Boolean ring structure corresponding to composition in C.
Example 3.11. One might ask whether a representation satisfying (Exe 1)
– (Exe 5) and which is tight, as in Definition 3.16, will automatically also
satisfy (Exe 6). In fact, Exel shows in [11, Theorem 8.7] that if C is a row-
finite higher-rank graph with no sources, then this is the case. However even
for C a finitely aligned higher-rank graph, (Exe 6) does not follow from the
other relations (and tightness). This can be seen using [29, Example A.3],
which we reproduce in a flattened version here:
xi yi
wi v b
ui a c
ηi
λ
β
δi
θi
ξi µ
γi ϕi
α
The index i varies through the positive integers, all vertices {ui, wi, xi, yi :
i ≥ 1} ∪ {v, a, b, c} are distinct, and the identifications are λα = µβ,
λϕi = γiηi for i ≥ 1, and µθi = δiξi for i ≥ 1. (The 2-graph structure
is obtained by letting the horizontal edges have degree (1, 0), and letting
the vertical edges have degree (0, 1).) The key point is that every nontrivial
finite exhaustive set at v (i.e., which does not contain v itself) must contain
both λ and µ, while at a and at b there are no nontrivial finite exhaus-
tive sets. Then it is possible that the projections Ta and Tb are strictly
larger than the (strong operator) sum of the range projections of the partial
isometries corresponding to edges with range at a or b. In this case, it is
possible for TλT
∗
λ and TµT
∗
µ to both dominate a common image of the dif-
ferences. We give an explicit example of such a representation T . We note
that λ ∨ µ = λα = µβ.
Let K be a fixed Hilbert space. We define Hilbert spaces at the vertices
of C.
Hv =
⊕
i∈Z
Hv,i ⊕H
′
v
Hb =
⊕
i≥0
Hb,i ⊕H
′
b
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Ha =
⊕
i≥0
Ha,i ⊕H
′
a,
where all the Hilbert spaces on the right hand sides are isomorphic to K.
Moreover, let Hc, Hui , Hwi , Hxi , Hyi be Hilbert spaces isomorphic to K.
Next we define the representation on edges of C. Since the initial space must
equal the Hilbert space at the source, it is enough to describe the final space;
we need specify the partial isometry explicitly only where it is necessary to
obey the commutation relations.
Tλ(Hb,i) = Hv,i, i ≥ 0,
Tλ(H
′
b) = H
′
v,
Tµ(Ha,i) = Hv,−i, i ≥ 0,
Tµ(H
′
a) = H
′
v,
Tα(Hc) = Hb,0,
Tβ = T
∗
µTλTα,
Tϕi(Hyi) = Hb,i, i ≥ 1,
Tηi(Hyi) = Hxi , i ≥ 1,
Tγi = TλTϕiT
∗
ηi
,
Tθi(Hui) = Ha,i, i ≥ 1,
Tξi(Hui) = Hwi, i ≥ 1,
Tδi = TµTθiT
∗
ξi
.
It is straightforward to check that T satisfies (Exe 1) – (Exe 5) and is tight.
(We note that by [11, theorem 7.4 (ii)], cf. Theorem 3.17, tightness follows
from covariance, which is easy to check in this case.) However TλT
∗
λTµT
∗
µ
equals the projection onto Hv,0 ⊕H
′
v, while Tλ∨µT
∗
λ∨µ equals the projection
onto Hv,0. Therefore T does not satisfy (Exe 6).
We also note that T is an example of a representation of C satisfying
conditions (1), (2) and (4) in Definition 3.1, but not (3), cf. Remark 3.3.
Indeed, it is clear from the proof of Theorem 3.9 that (Exe 1) – (Exe 5)
imply that conditions (1) and (2) in Definition 3.1 hold. Moreover, T is
covariant, that is, it satisfies (4) in Definition 3.1. As T does not satisfy
(Exe 6), it does not satisfy (3) in Definition 3.1.
Our next aim is to prove a “Cuntz-Krieger version” of Theorem 3.9. But
we will first introduce a notion of nondegeneracy for representations of C.
Definition 3.12. Let C be a finitely aligned left cancellative small category.
A representation T of C in a C∗-algebra B is nondegenerate if the series∑
v∈C0 Tv converges strictly to 1 in M(B).
Proposition 3.13. Let C be a finitely aligned left cancellative small cate-
gory, and let T : C → B be a representation. Consider T as a representation
of C in C∗(T ). Then T is nondegenerate.
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Proof. It follows from the proof of [31, Proposition 6.7] that
C∗(T ) = span{TαT
∗
β q : α, β ∈ C, q ∈ P},
where P is the set of finite products of range projections of the Tα. Since
the finite partial sums of the series
∑
v∈C0 Tv are projections, it suffices to
show that for any generator
a = TαT
∗
β q
the series ∑
v∈C0
Tva
converges in norm to a. Note that for all v ∈ C0,
TvTα =
{
Tα if v = r(α)
0 if v 6= r(α).
Thus the series
∑
v∈C0 Tva has only one nonzero term, and its sum is a. 
Since C∗(t) = T (C) and C∗( t˜ ) = O(C) we get:
Corollary 3.14. Let C be a finitely aligned left cancellative small category.
The universal representations t : C → T (C) and t˜ : C → O(C) are nondegen-
erate in the sense of Definition 3.12.
In light of Proposition 3.13, we will often restrict our attention to nonde-
generate representations of C in the sequel. As the following lemma shows,
this just means that we will work with nondegenerate homomorphisms of
the associated C∗-algebras.
Lemma 3.15. Let T : C → B be a representation, and let φT : T (C) → B
be the associated homomorphism. Then T is nondegenerate in the sense of
Definition 3.12 if and only if φT is nondegenerate in the usual sense that
span{φT (a)b : a ∈ T (C), b ∈ B} = B.
Moreover, if T is covariant, and ψT : O(C) → B denote the associated ho-
momorphism, then T is nondegenerate in the sense of Definition 3.12 if and
only if ψT is nondegenerate in the usual sense.
Proof. First, if T is nondegenerate in the sense of Definition 3.12, then for
any b ∈ B
span{φT (tv)b : v ∈ C
0} = B,
so φT is nondegenerate. Conversely, suppose φT is nondegenerate. Then
φT extends uniquely to a strictly continuous unital homomorphism, still
denoted by φT , from M(T (C)) to M(B). Thus the series∑
v∈C0
Tv =
∑
v∈C0
φT (tv)
converges strictly to 1M(B) by Proposition 3.14. The proof of the final
statement is similar and left to the reader. 
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In [11, Definition 4.5], Exel defines a notion of tightness for representations
of semigroupoids in unital C∗-algebras. His definition adapts to our context
as follows.
Definition 3.16. Let C be left cancellative finitely aligned small category.
If L ⊆ C then a subset H ⊆ L is called a covering of L if for every α ∈ L
there is β ∈ H such that αC ∩ βC 6= ∅. Next, for finite subsets F,K ⊆ C,
set
CF,K =
⋂
β∈F
s(β)C
 ∩
⋂
γ∈K
C \ s(γ)C
 .
Then a representation T : C → B in a C∗-algebra B is said to be tight if for
every pair of finite subsets F,K ⊆ C and for every finite covering H of CF,K
we have
(3.1)
∨
α∈H
TαT
∗
α =
∏
β∈F
T ∗βTβ
∏
γ∈K
(1− T ∗γTγ),
where 1 denotes the unit in M(B).
For nondegenerate representations, this notion is equivalent to covariance.
Theorem 3.17. Let C be a finitely aligned left cancellative small category,
and let T : C → B be a representation of C in a C∗-algebra B. If T is tight,
then it is covariant. On the other hand, if T is nondegenerate and covariant,
then it is tight.
Proof. The proof, which is essentially due to Exel, is an adaption of the
proofs [11, Proposition 7.3] and [11, Proposition 7.4] to our context.
1) Assume that T is tight. Let v ∈ C0 and let H ⊆ C be finite and
exhaustive at v. Setting F = v and K = ∅, it is clear that H is a finite
covering of CF,K . Thus we get∨
α∈H
TαT
∗
α =
∏
β∈F
T ∗βTβ
∏
γ∈K
(1− T ∗γ Tγ) = Tv .
Hence T is covariant.
2) Assume that T is nondegenerate and covariant. Let F,K ⊆ C be finite
and let H be a finite covering of CF,K. We will show that equation (3.1)
holds, thus proving that T is tight.
a) Assume that F 6= ∅. We consider two subcases.
i) Suppose that for all v ∈ C0 we have F 6⊆ Cv. Then we have
⋂
β∈F s(β)C =
∅, so CF,K = ∅ and equation (3.1) amounts to
(3.2)
∏
β∈F
T ∗βTβ
∏
γ∈K
(1− T ∗γ Tγ) = 0.
But, as we can then pick β1, β2 ∈ F such that s(β1) 6= s(β2), we get that∏
β∈F T
∗
βTβ =
∏
β∈F Ts(β) = 0, so equation (3.1) is satisfied.
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ii) Suppose that F ⊆ Cv for some v ∈ C0. Then
⋂
β∈F s(β)C = vC, so
CF,K = vC ∩
⋂
γ∈K
C \ s(γ)C
 = vC ∩
C \ ⋃
γ∈K
s(γ)C
 .
Assume first that v ∈ {s(γ) : γ ∈ K}. Then we have CF,K = ∅, so
equation (3.1) reduces to equation (3.2). Now, we have Tv(1−Ts(γ)) = 0 for
at least one γ ∈ K. Thus∏
β∈F
T ∗βTβ
∏
γ∈K
(1− T ∗γTγ) = Tv
∏
γ∈K
(1− Ts(γ)) = 0.
Hence equation (3.1) holds in this case.
Next, assume that v 6∈ {s(γ) : γ ∈ K}. Then we get CF,K = vC. Now H
is a finite covering of CF,K = vC, which means that H is exhaustive at v.
Since T is assumed to be covariant, we have
Tv =
∨
α∈H
TαT
∗
α.
As
∏
β∈F T
∗
βTβ = Tv and Tv(1− Ts(γ)) = Tv for all γ ∈ K, we get∏
β∈F
T ∗βTβ
∏
γ∈K
(1− T ∗γTγ) = Tv
∏
γ∈K
(1− Ts(γ)) = Tv =
∨
α∈H
TαT
∗
α.
Thus equation (3.1) is satisfied in this case too.
b) Assume that F = ∅. Then we have
C∅,K =
⋂
γ∈K
C \ s(γ)C = C \
⋃
γ∈K
s(γ)C.
We consider two subcases.
i) Suppose C∅,K = ∅. In other words, we have C =
⋃
γ∈K s(γ)C. This
implies that C0 = {s(γ) : γ ∈ K}, hence that C0 is finite. Since T is
nondegenerate by assumption, we have
∑
v∈C0 Tv = 1, which gives that∏
γ∈K(1− T
∗
γTγ) = 0. It follows readily that equation (3.1) is satisfied.
ii) Suppose C∅,K 6= ∅. Setting V = C0 \ {s(γ) : γ ∈ K} we have C∅,K =⋃
v∈V vC. Since H is a finite covering of C
∅,K , V has to be finite, so C0 =
V ∪{s(γ) : γ ∈ K} is finite. Since T is nondegenerate we have
∑
v∈C0 Tv = 1,
so we get∏
γ∈K
(1− T ∗γTγ) =
∏
γ∈K
(1− Ts(γ)) = 1−
∑
γ∈K
Ts(γ) =
∑
v∈V
Tv.
Since H ⊆ C∅,K =
⋃
v∈V vC, we have H =
⋃
v∈V Hv (disjoint union), where
Hv := H ∩ vC for each v ∈ V . Moreover, since H is a finite covering of
C∅,K, each Hv is a finite covering of vC, that is, each Hv is exhaustive at
v ∈ V . Using that T is covariant we get∨
α∈H
TαT
∗
α =
∨
v∈V
( ∨
α∈Hv
TαT
∗
α
)
=
∨
v∈V
Tv =
∑
v∈V
Tv =
∏
γ∈K
(1− T ∗γ Tγ).
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Thus equation (3.1) is satisfied in this case too. 
Using Theorem 3.17 we readily get:
Corollary 3.18. Let C be a finitely aligned left cancellative small category.
The universal covariant representation t˜ : C → O(C) is tight. Moreover,
(O(C), t˜ ) is universal for tight representations of C in C∗-algebras.
Remark 3.19. In [11, Definition 4.6], Exel insists that the universal tight
representation of C take values in a unital C∗-algebra. We suspect that the
only reason for this is so that he can extend representations of C to the
unitization C˜, which is a device he introduces in order to deal with the lack
of identity morphisms. Since we deal exclusively with small categories, we
can safely ignore Exel’s requirement of a unit.
4. Cocycles and categories of paths
Let C be a small category, and assume that a group G acts on the set C
by permutations in such a way that
(4.1) r(gα) = gr(α) and s(gα) = gs(α) for all g ∈ G,α ∈ C.
Observe that we do not assume that G acts by automorphisms of the cate-
gory — in fact, we will typically not want this! Note that for all g ∈ G and
v ∈ C0 we have gv = gr(v) = r(gv) ∈ C0. It follows easily that G y C0 by
restriction.
Definition 4.1. With the above notation, if ϕ : G× C → G is a cocycle for
the action of G on C as a set, we call ϕ a category cocycle for this action if
for all g ∈ G, v ∈ C0, and (α, β) ∈ C(2) we also have
(i) ϕ(g, v) = g;
(ii) ϕ(g, α)s(α) = gs(α);
(iii) g(αβ) = (gα)(ϕ(g, α)β); 3
(iv) ϕ(g, αβ) = ϕ
(
ϕ(g, α), β
)
,
and we call (C, G, ϕ) a category system. In the case where C is a category of
paths, we call (C, G, ϕ) a path system.
Remark 4.2. In (4.1), the first condition is crucial, but the second could be
dropped without altering our results in the sequel, provided that condition
(ii) in Definition 4.1 is replaced by the following condition:
(ii’) ϕ(g, α)s(α) = s(gα);
This would add somewhat more flexibility to the theory. We thank a referee
for this observation.
Example 4.3. A rather trivial way to get a category cocycle for an action
G y C is to define ϕ(g, α) = g for all g ∈ G,α ∈ C, and this is the only
case where we are guaranteed that G acts on C by automorphisms of the
category.
3Using property (ii), one easily sees that (gα,ϕ(g, α)β) ∈ C(2).
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Example 4.4. Suppose (E,G,ϕ) is an Exel-Pardo system. For n ≥ 2, we
let En denote the set of all paths in E of length n, and let E∗ =
⋃
n≥0E
n
denote the set of all finite paths in E. We will consider E∗ as a category
of paths, as defined in [31], composition being defined by concatenation of
paths whenever it makes sense.
In [13], Exel and Pardo consider countable groups and finite graphs with-
out sources. However, their proof of [13, Proposition 2.4] shows that without
any restriction on G and E, the action of G on E extends to an action of
G on the category of paths E∗, and also that the cocycle ϕ : G × E1 → G
extends uniquely to a category cocycle on E∗, also denoted by ϕ.
Their construction may roughly be described as follows: First, define ϕ
on G × E0 by (i). Next, as guided by (iii) and (iv), inductively define the
action of G on En+1 and the map ϕ on G × En+1 for each n ≥ 1: for each
g ∈ G, e ∈ E1, and α ∈ En such that eα ∈ En+1, set
g(eα) := (ge)(ϕ(g, e)α), ϕ(g, eα) := ϕ(ϕ(g, e), α).
Thus we obtain a path system (E∗, G, ϕ). Note that since we only assume
that equation (2.4) holds, while Exel and Pardo require that ϕ(g, e)v = gv
holds for all g ∈ G, e ∈ E1, and v ∈ E0, property (ii) above is weaker than
the corresponding one in [13].
Remark 4.5. Category systems have also recently been considered by H. Li
and D. Yang [21] in the case where C is a higher-rank graph; in their termi-
nology, a category cocycle is called a restriction map.
To a category system (C, G, ϕ) one may associate a small category that
we will call its Zappa-Sze´p product. Generalizing earlier works of Zappa,
Sze´p (and others) in the case where C is a group, such a product has been
introduced and studied by Brin in the context of more general multiplicative
structures, such as monoids and categories, see [3]. For the convenience of
the reader, we give below the details of this construction for a category
system.
Proposition 4.6. Let (C, G, ϕ) be a category system. Put D = C ×G and
D0 = C0 × {1}, and define r, s : D → D0 by
r(α, g) =
(
r(α), 1
)
and s(α, g) =
(
g−1s(α), 1
)
.
For (α, g), (β, h) ∈ D with s(α, g) = r(β, h), define
(4.2) (α, g)(β, h) =
(
α(gβ), ϕ(g, β)h
)
.
Then D is a small category. Moreover, if C is left cancellative then so is D.
Proof. Note first that if s(α, g) = r(β, h) then g−1s(α) = r(β), hence
r(gβ) = gr(β) = g(g−1s(α)) = s(α), so the expression on the right hand
side of (4.2) is well-defined. Next, let (α, g), (β, h), (γ, k) ∈ D with s(α, g) =
r(β, h) and s(β, h) = r(γ, k). Then
r
(
(α, g)(β, h)
)
=
(
r
(
α(gβ)
)
, 1
)
=
(
r(α), 1
)
= r(α, g),
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s
(
(α, g)(β, h)
)
=
((
ϕ(g, β)h
)−1
s
(
α(gβ)
)
, 1
)
=
(
h−1ϕ(g, β)−1s(gβ), 1
)
=
(
h−1ϕ(g, β)−1gs(β), 1
)
=
(
h−1s(β), 1
)
= s(β, h),
and
(α, g)
(
(β, h)(γ, k)
)
= (α, g)
(
β(hγ), ϕ(h, γ)k
)
=
(
α
(
g(β(hγ))
)
, ϕ
(
g, β(hγ)
)
ϕ(h, γ)k
)
=
(
α(gβ)
(
ϕ(g, β)(hγ)
)
, ϕ
(
ϕ(g, β), hγ
)
ϕ(h, γ)k
)
=
(
α(gβ)
(
ϕ(g, β)h
)
γ, ϕ
(
ϕ(g, β)h, γ
)
k
)
=
(
α(gβ), ϕ(g, β)h
)
(γ, k)
=
(
(α, g)(β, h)
)
(γ, k).
Moreover, for any (v, 1) ∈ D0 and (α, g) ∈ D , we have
r(v, 1) =
(
r(v), 1
)
= (v, 1),
s(v, 1) =
(
1−1s(v), 1
)
=
(
s(v), 1
)
= (v, 1),
r(α, g)(α, g) =
(
r(α), 1
)
(α, g)
=
(
r(α)(1α), ϕ(1, α)g
)
=
(
r(α)α, 1g
)
= (α, g),
and
(α, g)s(α, g) = (α, g)
(
g−1s(α), 1
)
=
(
α
(
g(g−1s(α))
)
, ϕ
(
g, g−1s(α)
)
1
)
=
(
αs(α), ϕ(g, s(g−1α))
)
= (α, g).
Thus D is a small category. Assume now that C is left cancellative, and
suppose that
(α, g)(β, h) = (α, g)(γ, k).
Then α(gβ) = α(gγ), so gβ = gγ since C is left cancellative, and hence
β = γ. Then we also have
ϕ(g, β)h = ϕ(g, γ)k = ϕ(g, β)k,
so h = k. Therefore (β, h) = (γ, k). Hence, D is left cancellative. 
Definition 4.7. If (C, G, ϕ) is a category system we will denote the small
category D defined above by C ⋊ϕ G, and call it the Zappa-Sze´p product of
(C, G, ϕ).
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Remark 4.8. If (C, G, ϕ) is a category system and C is a groupoid (so
every element of C is invertible), then one easily verifies that C ⋊ϕ G is a
groupoid. Moreover, if C is a group, then C ⋊ϕ G is also a group, as in the
original construction of the Zappa-Sze´p product. We note that the Zappa-
Sze´p product of topological groupoids has recently been studied in [6].
Remark 4.9. In our definition of a category system (C, G, ϕ), one may
instead assume that G is a monoid acting on the set C by permutations. For
each g ∈ G let σg denote the associated permutation of C, so σg(α) = gα
for all α ∈ C, and set g−1α := σ−1g (α) for all α ∈ C. The monoid G still acts
on C0 by restriction 4, so the definition of D = C ⋊ϕ G in Proposition 4.6
continues to make sense. It should be clear from our proof of this proposition
that we again get a small category, which is left cancellative if C and G are
both left cancellative.
If C is a left cancellative monoid, considered as a small category with
vertex set consisting of the identity element, and G is a left cancellative
monoid, the resulting Zappa-Sze´p product C ⋊ϕ G will also be a left can-
cellative monoid. We refer to [7] for many interesting examples illustrating
this special situation.
In the sequel, we will only consider category systems where G is a group.
Remark 4.10. Even if C has no inverses, it is possible for D = C ⋊ϕ G
to have inverses other than vertices, because if v ∈ C0 and g 6= 1 then
(v, g) /∈ D0, but it is not difficult to check that
(v, g)
(
g−1v, g−1
)
= (v, 1) ∈ D0 and(
g−1v, g−1
)
(v, g) = (g−1v, 1) ∈ D0,
so (v, g) is invertible in D.
However, we can find a large subcategory of D with no inverses, at least
when (C, G, ϕ) is a path system:
Proposition 4.11. Let (C, G, ϕ) be a path system. Define D as above. Then
the subset
E := {(α, g) ∈ D : α /∈ C0 or g = 1}
is a subcategory of D that is a category of paths.
Proof. First note that D0 ⊆ E . Suppose (α, g), (β, h) ∈ E and s(α, g) =
r(β, h). Then
(α, g)(β, h) =
(
α(gβ), ϕ(g, β)h
)
.
There are two cases to consider:
Case 1. α /∈ C0 or β /∈ C0. In the case β /∈ C0 we also have gβ /∈ C0. Thus
α(gβ) /∈ C0 since C has no inverses. Thus (α, g)(β, h) ∈ E in this case.
4 Indeed, let g ∈ G, v ∈ C0. Then, as for a group, we get gv ∈ C0. Moreover,
gr(g−1v) = r(gg−1v) = r(v) = v, so g−1v = r(g−1v) ∈ C0. It follows that σg restricts to
a permutation of C0.
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Case 2. α, β ∈ C0. Then g = h = 1, so
ϕ(g, β) = ϕ(1, β) = 1,
and hence (α, g)(β, h) ∈ E in this case also.
Note also that if we assume that (α, g)(β, h) ∈ D0, then we can conclude
that α, β ∈ C0 and g = h = 1.
Thus E is a subcategory of D with E0 = D0, and E is left cancellative
(using Proposition 4.6) and has no inverses. 
Definition 4.12. If (C, G, ϕ) is a path system we will denote the category
of paths E defined above by C ⋊ϕ0 G, and call it the restricted Zappa-Sze´p
product of (C, G, ϕ).
Let (C, G, ϕ) be a category system with C left cancellative. Arguing as in
the proof of Proposition 4.11, one sees that (α, g) is invertible in D = C⋊ϕG
if and only if α is invertible in C. It follows that for (α, g), (β, h) ∈ D, we
have
(α, g) ∼ (β, h) if and only if α ∼ β.
Proposition 4.13. Let (C, G, ϕ) be a category system with C left cancella-
tive. Write D = C ⋊ϕ G. Let α, β ∈ C and g, h ∈ G.
(i) (α, g)D ∩ (β, h)D = (αC ∩ βC)×G.
(ii) If C is finitely aligned, then so is D, and (α, g)∨(β, h) = (α∨β)×{1}.
(In particular, if C is singly aligned then so is D.)
Proof. (i) ⊆: Assume z ∈ (α, g)D ∩ (β, h)D. Then
z = (α, g)(γ, k) = (β, h)(δ, ℓ)
for some (γ, k), (δ, ℓ) ∈ D. Thus z = (α(gγ), ϕ(g, γ)k) = (β(hδ), ϕ(h, δ)ℓ),
hence in particular α(gγ) = β(hδ) ∈ αC ∩ βC. Therefore z ∈ (αC ∩ βC)×G.
⊇: Assume z ∈ (αC ∩ βC) × G. Then z = (ε,m) where ε ∈ αC ∩ βC
and m ∈ G. Write ε = αλ with λ ∈ C. Since (α, g) = (α, 1)(s(α), g) and
(s(α), g) is invertible, we have (α, 1) ∼ (α, g). So we get
z = (αλ,m) = (α, 1)(λ,m) ∈ (α, 1)D = (α, g)D,
and similarly z ∈ (β, h)D.
(ii) Suppose that C is finitely aligned. Let (α, g), (β, h) ∈ D. One easily
checks that γC ×G = (γ, 1)D for every γ ∈ C. Using (i) we get
(α, g)D ∩ (β, h)D = (αC ∩ βC)×G =
( ⋃
γ∈α∨β
γC
)
×G
=
⋃
γ∈α∨β
(
γC ×G
)
=
⋃
γ∈α∨β
(γ, 1)D
=
⋃
ζ ∈ (α∨β)×{1}
ζD.
Since α∨β is finite and independent, so is (α∨β)×{1}. Hence D is finitely
aligned and (α, g) ∨ (β, h) = (α ∨ β)× {1}. 
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Corollary 4.14. Let (E,G,ϕ) be an Exel-Pardo system. Then the result-
ing Zappa-Sze´p product E∗ ⋊ϕ G is a singly aligned left cancellative small
category.
Proof. Since E∗ is a singly aligned category of paths this follows from Propo-
sition 4.6 and Proposition 4.13. 
Later we will need the following elementary lemma:
Lemma 4.15. Let (C, G, ϕ) be a category system with C left cancellative,
and assume that C is finitely aligned. Let D = C ⋊ϕ G be the Zappa-Sze´p
product. Take any vertex (v, 1) of D, and let F ⊆ (v, 1)D. Put
H = {α ∈ vC : there is g ∈ G such that (α, g) ∈ F}.
Then F is exhaustive at (v, 1) if and only if H is exhaustive at v.
Proof. Since (α, 1) ∼ (α, g) for all α ∈ C and g ∈ G, we can use Lemma 2.3
to assume without loss of generality that
F = H × {1}.
First assume that F is exhaustive at (v, 1). To see that H is exhaustive at
v, let β ∈ vC. Then (β, 1) ∈ (v, 1)D, so we can choose (α, 1) ∈ F such that
(α, 1)D ∩ (β, 1)D 6= ∅. Since (α, 1)D = αC × G and (β, 1)D = βC × G, we
have αC ∩ βC 6= ∅. Since α ∈ H, we have shown that H is exhaustive at v.
Conversely, assume that H is exhaustive at v. To see that F is exhaustive
at (v, 1), let (β, g) ∈ (v, 1)D. Then β ∈ vC, so we can choose α ∈ H such
that αC ∩ βC 6= ∅. Since (β, g) ∼ (β, 1), we have
(α, 1)D ∩ (β, g)D = (α, 1)D ∩ (β, 1)D
= (αC ×G) ∩ (βC ×G)
= (αC ∩ βC)×G
6= ∅.
Since (α, 1) ∈ F , we have shown that F is exhaustive at (v, 1). 
Remark 4.16. Suppose that (C, G, ϕ) is a path system, and let E = C⋊ϕ0 G
be its restricted Zappa-Sze´p product. In this situation, finite alignment need
not pass from C to E .
For example, let α ∈ C\C0 and g1, g2 ∈ G. Let’s consider the set (α, g1)E∩
(α, g2)E . A typical element has the form (α, g1)(γ, k) = (α, g2)(δ, ℓ), for
which α(g1γ) = α(g2δ) and ϕ(g1, γ)k = ϕ(g2, δ)ℓ, and where at least one of γ
and δ is not in C0. By left cancellation in C we have g1γ = g2δ, and hence δ =
g−12 g1γ. Then we must have γ, δ 6∈ C
0, and ℓ = ϕ(g2, g
−1
2 g1γ)
−1ϕ(g1, γ)k =
ϕ(g−12 , g1γ)ϕ(g1, γ)k = ϕ(g
−1
2 g1, γ)k. Thus k ∈ G can be arbitrary, and we
have that (α, g1)E ∩ (α, g2)E = (αC \ {α}) × G. If αC \ {α} has infinitely
many independent elements, e.g. if C is the path category of a non row-finite
graph, then (α, g1)E ∩ (α, g2)E might not be a finite union of of sets of the
form εE with ε ∈ E .
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5. Representations of Zappa-Sze´p products
Let C be a finitely aligned left cancellative small category, and let (C, G, ϕ)
be a category system, as in Section 4, so that G is a discrete group acting
by permutations on the set C and ϕ : G × C → C is a category cocycle in
the sense of Definition 4.1. Let D = C ⋊ϕ G be the Zappa-Sze´p product as
in Definition 4.7. Then D is a left cancellative small category by Proposi-
tion 4.6, and moreover is finitely aligned by Proposition 4.13. In this section
we present a semidirect-product-type description of the C∗-algebras T (D)
and O(D).
Definition 5.1. A representation of the category system (C, G, ϕ) in a C∗-
algebra B is a pair (T,U), where T : C → B is a nondegenerate representa-
tion and U : G→M(B) is a unitary representation such that
UgTα = TgαUϕ(g,α) for all g ∈ G,α ∈ C.
Theorem 5.2. There is a bijective correspondence (T,U) 7→ R between
representations (T,U) of (C, G, ϕ) in B and nondegenerate representations
R of D in B, given as follows:
(i) If (T,U) is a representation of (C, G, ϕ) in B, then R : D → B is
defined by
R(α,g) = TαUg.
(ii) If R : D → B is a nondegenerate representation, then (T,U) is
defined by
Tα = R(α,1)
Ug =
∑
v∈C0
R(v,g),
where the series converges strictly in M(B).
Note: Later we will denote by T ×U the nondegenerate representation R of
D associated to a representation (T,U) of (C, G, ϕ).
Proof. Given a representation (T,U) of (C, G, ϕ) in B, define R : D → B by
R(α,g) = TαUg.
We need to show that R is a nondegenerate representation of D.
First we show that R satisfies (1) in Definition 3.1: for (α, g) ∈ D we have
R∗(α,g)R(α,g) = (TαUg)
∗TαUg
= Ug−1T
∗
αTαUg
= Ug−1Ts(α)Ug
= Tg−1s(α)Uϕ(g−1,s(α))Ug
= Tg−1s(α)Ug−1Ug
= Tg−1s(α)
= R(g−1s(α),1)
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= Rs(α,g).
Next we show that R satisfies 2 in Definition 3.1: for (α, g), (β, h) ∈ D, if
s(α, g) = r(β, h) then s(α) = r(gβ), so
R(α,g)R(β,h) = TαUgTβUh
= TαTgβUϕ(g,β)Uh
= Tα(gβ)Uϕ(g,β)h
= R(α(gβ),ϕ(g,β)h)
= R(α,g)(β,h).
Now we show that R satisfies 3 in Definition 3.1: for (α, g), (β, h) ∈ D,
R(α,g)R
∗
(α,g)R(β,h)R
∗
(β,h) = TαUgU
−1
g T
∗
αTβUhUh−1T
∗
β
= TαT
∗
αTβT
∗
β
=
∨
γ∈α∨β
TγT
∗
γ
=
∨
(γ,1)∈(α∨β)×{1}
TγU1U
∗
1T
∗
γ
∗
=
∨
(γ,1)∈(α,g)∨(β,h)
R(γ,1)R
∗
(γ,1),
where the equality at ∗ follows from Proposition 4.13. Thus R is a repre-
sentation of D in B.
We will now show that R is nondegenerate. Since the finite partial sums
of the series
∑
(v,1)∈D0 R(v,1) are projections, and since T is nondegenerate,
it suffices to show that for elements of the form
a =
∑
w∈F
Twb,
where F ⊆ C0 is finite and b ∈ B, the series∑
(v,1)∈D0
R(v,1)a
converges in norm to a. First note that for all v,w ∈ C0,
R(v,1)Tw = TvTw =
{
Tw if v = w
0 if v 6= w,
and so
R(v,1)a =
{
Tvb if v ∈ F
0 if v /∈ F.
Thus the series ∑
(v,1)∈D0
R(v,1)a
only has finitely many nonzero terms, and the sum is a.
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Conversely, suppose that R : D → B is a nondegenerate representation.
Define T : C → B and U : G→M(B) by
Tα = R(α,1),
Ug =
∑
v∈C0
R(v,g).
We will show that for g ∈ G the sum
Ug =
∑
v∈C0
R(v,g)
converges strictly to a unitary element of M(B), and the map g 7→ Ug is
a homomorphism. We will first show that for each g ∈ G the set of finite
partial sums of the series
∑
v∈C0 R(v,g) consists of partial isometries, hence
is norm bounded. Since each term R(v,g) is a partial isometry, it suffices to
show that the range projections of the family {R(v,g) : v ∈ C
0} are mutually
orthogonal and also the domain projections are mutually orthogonal. Let
v,w ∈ C0 with v 6= w. For the range projections,
R(v,g)R
∗
(v,g)R(w,g)R
∗
(w,g) =
∨
(γ,k)∈(v,g)∨(w,g)
R(γ,k) = 0
since (v, g) ∨ (w, g) = (v ∨ w)× {1} = ∅.
For the domain projections,
R∗(v,g)R(v,g)R
∗
(w,g)R(w,g) = Rs(v,g)Rs(w,g) = R(v,1)R(w,1) = 0
since (v, 1) and (w, 1) are distinct elements of D0.
Next we will show that for any element of the form
a =
∑
w∈F
R(v,1)b,
where F ⊆ C0 is finite and b ∈ B, the two series∑
v∈C0
R(v,g)a and
∑
v∈C0
R∗(v,g)a
converge in norm. First note that for all v,w ∈ C0,
R(v,g)R(w,1) = R(v,g)(w,1) = R(v(gw),ϕ(g,w) =
{
R(gw,g) if v = gw
0 if v 6= gw.
Thus with a =
∑
w∈F R(w,1)b as above, only finitely many terms of the series∑
v∈C0
R(v,1)a
are nonzero, so the series converges in norm. Similarly,
R∗(v,g)R(w,1) = (R(w,1)R(v,g))
∗ =
{
R∗(v,g) if w = v
0 if w 6= v,
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so with a as above only finitely many terms of the series∑
v∈C0
R∗(v,1)a
are nonzero, and hence the series converges in norm.
Thus we are now assured that for g ∈ G the series∑
v∈C0
R(v,g)
converges strictly in M(B), and its sum Ug is then a partial isometry.
For convenient reference, we record the following computations: for all
g ∈ G, (α, h) ∈ D,
UgR(α,h) =
∑
v∈C0
R(v,g)R(α,h)
= R(gα,ϕ(g,α)h) (need v = r(gα))
R(α,h)Ug =
∑
v∈C0
R(α,h)R(v,g)
= R(α,ϕ(h,h−1s(α))g) (need v = h
−1s(α))
= R(α,hg) (since h
−1s(α) ∈ C0).
Note that in the first of these, in the particular case that (α, h) = (v, 1) ∈ D0
we have
UgR(v,1) = R(gv,g)
since ϕ(g, v) = g because v ∈ C0.
Next we show that g 7→ Ug is a homomorphism. Let g, h ∈ G. It suffices
to check that the equation UgUh = Ugh holds in M(B) after multiplying on
the right by an element of the form R(v,1)b for v ∈ C
0 and b ∈ B:
UgUhR(v,1)b = UgR(hv,h)b = R(ghv,gh)b = UghR(v,1)b.
Since the representation R : C → B is nondegenerate, we have
U1 =
∑
v∈C0
R(v,1) =
∑
(v,1)∈D0
R(v,1) = 1.
It follows that each Ug is an invertible partial isometry, and hence is a
unitary. Thus U : G→M(B) is a unitary homomorphism.
Next we show that T : C → B is a nondegenerate representation. For 1 in
Definition 3.1, if α ∈ C then
T ∗αTα = R
∗
(α,1)R(α,1)
= Rs(α,1)
= R(s(α),1)
= Ts(α).
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For 2 in Definition 3.1, if α, β ∈ C with s(α) = r(β) then
s(α, 1) = (s(α), 1) = (r(β), 1) = r(β, 1),
so
TαTβ = R(α,1)R(β,1)
= R(α,1)(β,1)
= R(αβ,1)
= Tαβ .
For 3 in Definition 3.1, if α, β ∈ C then
TαT
∗
αTβT
∗
β = R(α,1)R
∗
(α,1)R(β,1)R
∗
(β,1)
=
∨
(γ,h)∈(α,1)∨(β,1)
R(γ,h)R
∗
(γ,h)
=
∨
(γ,1)∈(α∨β)×{1}
R(γ,1)R
∗
(γ,1)
=
∨
γ∈α∨β
TγT
∗
γ .
Next we show that T is nondegenerate, i.e., that the series
∑
v∈C0 Tv of
projections converges strictly to 1 in M(B). But this follows immediately
from nondegeneracy of R, since
D0 = C0 × {1}.
Thus we have a pair (T,U), where T : C → B is a nondegenerate repre-
sentation and U : G → M(B) is a unitary representation. To complete the
verification that (T,U) is a representation of (C, G, ϕ), let g ∈ G and α ∈ C.
Then
UgTα = UgR(α,1)
= R(gα,ϕ(g,α))
= R(gα,1)Uϕ(g,α)
= TgαUϕ(g,α).
Now we need to verify that we have a bijective correspondence between
representations of (C, G, ϕ) and nondegenerate representations of D. Start-
ing with a representation (T,U) of (C, G, ϕ) in B, and letting R be the
associated nondegenerate representation of D in B, and then in turn letting
(T ′, U ′) be the associated representation of (C, G, ϕ), for α ∈ C we have
T ′α = R(α,1) = TαU1 = Tα,
and for g ∈ G we have
U ′g =
∑
v∈C0
R(v,g)
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=
∑
v∈C0
TvUg
= 1M(B)Ug
= Ug.
Finally, starting with a nondegenerate representation R of D in B, and
letting (T,U) be the associated representation of (C, G, ϕ), and then in turn
letting R′ be the associated nondegenerate representation of D, for (α, g) ∈
D we have
R′(α,g) = TαUg = R(α,1)Ug = R(α,g). 
Remark 5.3. Consider a category system (C, G, ϕ) with C finitely aligned
and D = C⋊ϕG. Let rD : D → T (D) denote the universal representation of
D and let (tD, uD) denote the representation of (C, G, ϕ) in T (D) satisfying
rD = tD×uD, whose existence is guaranteed by Theorem 5.2. Thus we have
rD(α,g) = t
D
αu
D
g for all (α, g) ∈ D.
a) We first remark that the triple (T (D), tD, uD) is universal for repre-
sentations of (C, G, ϕ) in C∗-algebras: Suppose (T,U) is a representation of
(C, G, ϕ) in a C∗-algebra B. According to Theorem 5.2, T × U is a nonde-
generate representation of D in B, so Lemma 3.15 gives that the associated
homomorphism φT×U : T (D)→ B is nondegenerate. Moreover, we have
(5.1) φT×U ◦ t
D = T and φT×U ◦ u
D = U,
and φT×U is uniquely determined by these properties. Indeed, for α ∈ C and
g ∈ G we have
φT×U ◦ t
D
α = φT×U (r
D
(α,1)) = (T × U)(α,1) = Tα and
φT×U ◦ u
D
g = φT×U
( ∑
v∈C0
rD(v,g)
)
=
∑
v∈C0
φT×U (r
D
(v,g))
=
∑
v∈C0
(T × U)(v,g) =
∑
v∈C0
TvUg = 1M(B)Ug = Ug.
Moreover, if φ : T (D)→ B is also a homomorphism satisfying (5.1), then it
is clear that φ agrees with φT×U on the range of r
D. As this range generates
T (D) as a C∗-algebra, we get that φ = φT×U .
b) Next, we remark that T (D) may be described as a C∗-blend of T (C) and
C∗(G) in the sense of [12]: Set i := φtD : T (C)→ T (D), and let j : C
∗(G)→
M(T (D)) denote the integrated form of the unitary representation uD of G
in M(T (D)). Both i and j are homomorphisms. Moreover, let i ∗ j denote
the linear map defined on the algebraic tensor product T (C)⊙C∗(G), taking
values in M(T (D)) and satisfying
(i ∗ j)(a ⊗ b) = i(a)j(b)
for all a ∈ T (C) and b ∈ C∗(G). Then the range of i ∗ j is contained and
dense in T (D). In fact, this range is equal to T (D).
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Indeed, letting g 7→ ιg denote the canonical embedding of G in C
∗(G), we
have
(i ∗ j)(tα ⊗ ιg) = φtD (tα)j(ιg) = t
D
αu
D
g = r
D
(α,g)
for all α ∈ C, g ∈ G. It immediately follows that the range of i ∗ j is equal
to C∗(rD) = T (D). This shows that the quintuple
(T (C), C∗(G), i, j,T (D))
is a C∗-blend in the sense of [12].
c) Assume ϕ(g, α) = g for all g ∈ G,α ∈ C, so Gy C by automorphisms of
the category (cf. Example 4.3). We continue to use the notation introduced
in a) and b). It follows readily from the universality of (T (C), t) that there
exists an action β of G on T (C) such that
βg(tα) = tgα
for all g ∈ G,α ∈ C. Moreover, Theorem 5.2 gives that T (D) is isomorphic
to the full C∗-crossed product T (C) ⋊β G. This can be formulated more
precisely by saying that the triple (T (D), i, uD) is the full crossed product
in the sense of [26] of the C∗-dynamical system (T (C), G, β). Indeed, note
first that for all α ∈ C, g ∈ G we have
i(βg(tα)) = i(tgα) = t
D
gα = u
D
g t
D
α (u
D
g )
∗ = uDg i(tα) (u
D
g )
∗.
This clearly implies that (i, uD) is a covariant homomorphism of the system
(T (C), G, β) in M(T (D)). Moreover, we have
i(tα)j(ιg) = t
D
α u
D
g = r
D
(α,g)
for all α ∈ C, g ∈ G. Thus we see that the span of i(T (C))j(C∗(G)) is dense
in T (D). Finally, if (π,U) is a covariant representation of (T (C), G, β) into
M(B), we can then let T be the representation of C given by T = π◦t. Then
(T,U) is a representation of (T (C), G, ϕ) in M(D), and if we set φπ,U :=
φT×U : T (D)→M(D), we have
(φπ,U ◦ i) ◦ t = φT×U ◦ t
D = T = π ◦ t,
hence φπ,U ◦ i = π, and
φπ,U ◦ u
D = φT×U ◦ u
D = U.
In particular, it follows that i× uD is an isomorphism from T (C)⋊β G onto
T (D).
Definition 5.4. A representation (T,U) of a category system (C, G, ϕ) in
a C∗-algebra B is covariant if the representation T : C → B is covariant in
the sense of Definition 3.1.
Corollary 5.5. In Theorem 5.2, the representation (T,U) of the category
system (C, G, ϕ) is covariant in the sense of Definition 5.4 if and only if the
representation R = T × U of D is covariant in the sense of Definition 3.1.
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Proof. First suppose that (T,U) is covariant. Let (v, 1) ∈ D0, and let F ⊆
(v, 1)D be a finite exhaustive set at (v, 1). By Lemma 2.3 and Lemma 4.15,
we may assume without loss of generality that F = H × {1} for a finite
subset H ⊆ vC which is exhaustive at v. Then by Lemma 3.5,∨
(α,1)∈F
R(α,1)R
∗
(α,1) =
∨
α∈H
TαT
∗
α
= Tv
= R(v,1)
and we have verified that R is covariant.
Conversely, assume that R is covariant. Let v ∈ C0, and let H be a finite
exhaustive set at v. Let F = H × {1} ⊆ (v, 1)D, which by Lemma 4.15 is a
finite exhaustive set at (v, 1). Thus
Tv = R(v,1)
=
∨
(α,1)∈F
R(α,1)R
∗
(α,1)
=
∨
α∈H
TαT
∗
α,
and we have verified that T is covariant, and hence (T,U) is covariant. 
Remark 5.6. Consider a category system (C, G, ϕ) where C is finitely
aligned and D = C ⋊ϕ G. The Cuntz-Krieger algebra O(D) enjoys prop-
erties similar to those described in Remark 5.3. As these properties may be
proven in the same way, now using also Corollary 5.5, we only state these
below.
Let r˜D : D → O(D) denote the universal covariant representation of D
and let (t˜D, u˜D) denote the covariant representation of (C, G, ϕ) in O(D)
satisfying r˜D = t˜D× u˜D, whose existence is guaranteed by Theorem 5.2 and
Corollary 5.5. Then we have:
a) The triple (O(D), t˜D, u˜D) is universal for representations of (C, G, ϕ)
in C∗-algebras.
b) The quintuple (O(C), C∗(G), i˜, j˜,O(D)) is a C∗-blend in the sense of
[12], where i˜ := ψt˜D : O(C) → O(D) and j˜ : C
∗(G) → M(O(D)) is the
integrated form of the unitary representation u˜D of G in M(O(D)).
c) Assume ϕ(g, α) = g for all g ∈ G,α ∈ C, so Gy C by automorphisms
of C. Let β˜ denote the action of G on O(C) satisfying
β˜g(t˜α) = t˜gα
for all g ∈ G,α ∈ C. Then the triple (O(D), i˜, u˜D) is the full crossed product
in the sense of [26] of the C∗-dynamical system (O(C), G, β˜). In particular,
i˜× u˜D is an isomorphism from O(C)⋊
β˜
G onto O(D).
In connection with Remark 5.6 c), we note that certain actions of Zl
by automorphisms on a finitely aligned k-graph Λ are considered in [14].
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The authors construct a (k + l)-graph Λ ⋊ Zl and show that the Cuntz-
Krieger algebra of Λ ⋊ Zl is isomorphic to the full crossed product of the
Cuntz-Krieger algebra of Λ by the induced action of Zl. Since a higher-rank
graph is a category of paths we may regard the result in Remark 5.6 c) as a
generalization of their result to finitely aligned category systems.
6. Application to Exel-Pardo systems
Throughout this section, (E,G,ϕ) denotes a given (discrete) Exel-Pardo
system [13, 2]. So E = (E0, E1, r, s) is a directed graph [27], G is a discrete
group acting on E by automorphisms, and ϕ : G × E1 → G is a graph
cocycle, i.e., it is a cocycle for the action of G on the set of edges E1 that
also satisfies (2.4).
Let A = c0(E
0), and let X be the C∗-correspondence over A whose Cuntz-
Pimsner algebra OX is canonically isomorphic to the graph algebra C
∗(E),
as in [27, Example 8.13]. Let B = A⋊G be the crossed product by the action
of G on the vertices. [2, Section 3] introduced a C∗-correspondence Y ϕ over
B that is a kind of “twisted crossed product” of the graph correspondence
X by the action of G, where the cocycle ϕ provides the “twist”. The B-
correspondence Y ϕ is modelled on the correspondence M of [13, Section 10]
(although in [13] the graph is assumed to be finite and have no sources);
in fact, [2, Theorem 6.1] proves that these correspondences are isomorphic,
and hence the Cuntz-Pimsner algebra OY ϕ is isomorphic to the C
∗-algebra
that Exel and Pardo denoted by OG,E (and which we call the Exel-Pardo
algebra).
Let E∗ denote the (finite) path category of E. Then E∗ is singly aligned
and cancellative, and has no inverses, and in particular is a category of paths
in the sense of [31]. As we mentioned in Example 4.4, the cocycle extends
uniquely to a category cocycle, which we continue to denote by ϕ, for the
action of G on E∗, making (E∗, G, ϕ) a category system.
We need to relate representations of the Exel-Pardo system (E,G,ϕ) to
representations of the category system (E∗, G, ϕ). For this purpose, we want
to extend [2, Definition 5.1], as we explain below.
First we briefly review the Toeplitz algebra of the directed graph E. For
v ∈ E0 let δv denote the characteristic function of {v}, so that the com-
mutative C∗-algebra c0(E
0) is generated by the pairwise orthogonal family
of projections {δv : v ∈ E
0}. On the other hand, for e ∈ E1 let χe denote
the characteristic function of {e}, so that cc(E
1) is the vector space with
basis {χe : e ∈ E
1}. Then cc(E
1) is a pre-correspondence over c0(E
0) with
operations determined by
χeδv =
{
χ
e if v = s(e)
0 if v 6= s(e)
δvχe =
{
χ
e if v = r(e)
0 if v 6= r(e)
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〈χe, χf 〉c0(E0) =
{
δs(e) if e = f
0 if e 6= f.
Then the completion of this pre-correspondence is the C∗-correspondence
X(E) over c0(E
0). A Toeplitz representation (or just a representation; see
[17]) of X(E) in a C∗-algebra B is a pair (ψ, π), where ψ : X(E) → B is
a linear map and π : c0(E
0) is a homomorphism such that for ξ, η ∈ X(E)
and a ∈ c0(E
0),
ψ(ξa) = ψ(ξ)π(a)
ψ(aξ) = π(a)ψ(ξ)
π(〈ξ, η〉c0(E0)) = ψ(ξ)
∗ψ(η).
A Toeplitz E-family (or a Toeplitz-Cuntz-Krieger E-family ; see [30]) in B
is a pair (P, S), where P : E0 → B and S : E1 → B are maps such that
{Pv}v∈E0 is a family of pairwise orthogonal projections, S
∗
eSe = Ps(e) for all
e ∈ E1, and
∑
r(e)=v SeS
∗
e ≤ Pv for all v ∈ E
0 such that r−1({v}) is a finite
nonempty subset of E1.
The Toeplitz representations (ψ, π) of X(E) are in bijective correspon-
dence with the Toeplitz E-families (P, S) in B via Pv = π(δv) and Se =
ψ(χe), and also are in bijective correspondence with the representations T
of E∗ in B via P = T |E0 and S = T |E1 . Thus the Toeplitz algebra T (E
∗)
of the path category E∗, which by definition is generated by a universal
representation of E∗, can be characterized as the C∗-algebra, often denoted
by TX(E), generated by a universal Toeplitz representation of the c0(E
0)-
correspondence X(E). It can also be characterized as the C∗-algebra, some-
times denoted by T (E), generated by a universal Toeplitz E-family. TX(E)
is often called the Toeplitz algebra of the correspondence X(E), and T (E)
is sometimes called the Toeplitz-Cuntz-Krieger algebra of the graph E.
According to Definition 3.12, a representation T of E∗ in B is called
nondegenerate if the series
∑
v∈E0 Tv converges strictly to 1M(B), which by
Lemma 3.15 is equivalent to nondegeneracy of the associated homomorphism
φT : T (E
∗)→ B.
Definition 6.1. We call a Toeplitz E-family (P, S) in B nondegenerate if
the series
∑
v∈E0 Pv converges strictly to 1M(B).
It follows from the above discussion that a representation T of E∗ is
nondegenerate in the sense of Definition 3.12 if and only if the associated
Toeplitz E-family (P, S) is nondegenerate in the sense of Definition 6.1.
Returning to our Exel-Pardo system (E,G,ϕ), we extend [2, Defini-
tion 5.1] as follows:
Definition 6.2. A representation of (E,G,ϕ) in a C∗-algebra B is a triple
(P, S,U), where (P, S) is a nondegenerate Toeplitz E-family in B, U : G→
M(B) is a unitary homomorphism, and for all g ∈ G, v ∈ E0, and e ∈ E1
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we have
UgPv = PgvUg
UgSe = SgeUϕ(g,e).
(6.1)
We define the C∗-algebra C∗(P, S,U) associated to (P, S,U) to be the C∗-
subalgebra of B generated by the set
{PvUg : v ∈ E
0, g ∈ G} ∪ {SeUg : e ∈ E
1, g ∈ G}.
In [2, Definition 5.1] the nondegeneracy of (P, S) is replaced by the con-
dition that C∗(P, S,U) = B. But we now think that this latter condition is
too strong, as indicated by the following lemma:
Lemma 6.3. Let D = E∗ ⋊ϕ G be the Zappa-Sze´p product of the category
system (E∗, G, ϕ), and let R be a representation of D in a C∗-algebra B. Let
(T,U) be the representation of (E∗, G, ϕ) associated to R, and let (P, S) be
the Toeplitz E-family in B associated to the representation T of E∗. Then
the associated homomorphism φR : T (D) → B is surjective if and only if
C∗(P, S,U) = B.
Proof. Note that φR(T (D)) is generated as a C
∗-algebra by
{R(α,g) : (α, g) ∈ D},
and that
R(α,g) = TαUg.
By definition of the path category E∗, for every α ∈ E∗ the element Tα is
a finite product of elements of the form Pv and Se for v ∈ E
0 and e ∈ E1.
Thus φR(T (D)) coincides with the C
∗-subalgebra of B generated by
{PvUg : v ∈ E
0, g ∈ G} ∪ {SeUg : e ∈ E
1, g ∈ G},
and the lemma follows. 
The following theorem is analogous to [2, Theorem 5.2], but for represen-
tations of (E,G,ϕ) in the sense of Definition 6.2 rather than the sense of [2,
Definition 5.1].
Theorem 6.4. There is a bijective correspondence between representations
(P, S,U) of (E,G,ϕ) in a C∗-algebra B and nondegenerate representations
R of D in B, given as follows:
(i) If (P, S,U) is a representation of (E,G,ϕ) in B, then the Toeplitz
E-family (P, S) in B determines a nondegenerate representation
T : E∗ → B, and (T,U) is a representation of the category system
(E∗, G, ϕ) in B, which determines a nondegenerate representation
R = T × U : D → B.
(ii) If R : D → B is a nondegenerate representation, then letting (T,U)
be the associated representation of (E∗, G, ϕ) in B as in Theo-
rem 5.2, we let (P, S) be the Toeplitz E-family in B associated to
T , and then (P, S,U) is a representation of (E,G,ϕ) in B.
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Proof. By Definition 6.2, a representation (P, S,U) of (E,G,ϕ) in B is a
nondegenerate Toeplitz E-family (P, S) in B and a unitary homomorphism
U : G→M(B) that interacts with (P, S) as in (6.1). Letting T : E∗ → B be
the associated representation of the path category E∗, it is routine to check
that the conditions (6.1) imply that (T,U) is a representation of (E∗, G, ϕ)
in the sense of Definition 5.1, which by Theorem 5.2 determines a unique
nondegenerate representation R = T × U of D in B such that
R(α,g) = TαUg for every (α, g) ∈ D.
Conversely, suppose that R : D → B is a nondegenerate representation,
let (T,U) be the associated representation of (E∗, G, ϕ) in B as in Theo-
rem 5.2, and then let (P, S) be the Toeplitz E-family in B associated to the
nondegenerate representation T : E∗ → B. It follows from Definition 5.1
that (P, S,U) is a representation of (E,G,ϕ) as in Definition 6.2.
Finally, the bijective correspondence between nondegenerate representa-
tions T : E∗ → B and Toeplitz E-families (P, S) in B obviously gives a
bijective correspondence between representations (T,U) of (E∗, G, ϕ) and
representations (P, S,U) of (E,G,ϕ). Combining this with the bijective
correspondence between (T,U) and R finishes the proof. 
As an immediate consequence of Theorem 6.4 and [2, Theorem 5.2], we
get:
Corollary 6.5. Let (p, s, u) denote the representation of (E,G,ϕ) associ-
ated to the universal representation of D = E∗ ⋊ϕ G in its Toeplitz algebra
T (D). Then T (D) = C∗(p, s, u), and the pair
(
T (D), (p, s, u)
)
is universal
for representations of (E,G,ϕ) in C∗-algebras in the following sense:
Given a representation (P, S,U) of (E,G,ϕ) in B, there exists a unique
nondegenerate homomorphism φP,S,U : T (D)→ B such that
P = φP,S,U ◦ p , S = φP,S,U ◦ s , and φP,S,U ◦ u = U.
In particular, T (D) is isomorphic to the Toeplitz algebra TY ϕ of the C
∗-
correspondence Y ϕ associated to (E,G,ϕ) in [2].
Now we want to pass to the Cuntz-Krieger algebra O(D), and we pause
to briefly review the Cuntz-Krieger algebra of the directed graph E, see [27]
for more details.
We assume from now on that E is row-finite, i.e., r−1({v}) is a finite
subset of E1 for every vertex v ∈ E0. Let A = c0(E
0), and let X = X(E)
be the graph correspondence, which is a C∗-correspondence over A, and
identify the Toeplitz-Cuntz-Krieger algebra of E with the Toeplitz algebra
T (E∗) of the path category E∗. A Toeplitz E-family (P, S) in a C∗-algebra
B satisfies the Cuntz-Krieger condition, and (P, S) is called a Cuntz-Krieger
E-family, if for every vertex v that is not a source (i.e., r−1({v}) 6= ∅)
Pv =
∑
r(e)=v
SeS
∗
e .
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The Katsura ideal of c0(E
0) is
JX = span{δv : v ∈ r(E
1)},
and is the largest ideal of c0(E
0) on which the left-module homomorphism
φ : A→ K(X)
is injective. (Note that φ(A) ⊆ K(X) since E is row-finite.)
Every Toeplitz representation (ψ, π) of X in B uniquely determines a
homomorphism ψ(1) : K(X)→ B by
ψ(1)(θx,y) = ψ(x)ψ(y)
∗,
where θx,y is the (generalized) rank-one operator on X given by
θx,y(z) = x 〈y, z〉A
for x, y, z ∈ X. A Toeplitz representation (ψ, π) of X in B is Cuntz-Pimsner
covariant if
π(f) = ψ(1) ◦ φ(f) for all f ∈ JX .
The Toeplitz representation (ψ, π) of X associated to a Toeplitz E-family
(P, S) is Cuntz-Pimsner covariant if and only if (P, S) satisfies the Cuntz-
Krieger condition, equivalently the associated representation T of the path
category E∗ is covariant in the sense of Definition 3.1. Thus the Cuntz-
Krieger algebra O(E∗) of the path category E∗, which by definition is gen-
erated by a universal covariant representation of E∗, can be characterized
as the C∗-algebra, denoted by OX , generated by a universal Cuntz-Pimsner
covariant representation of the A-correspondence X, and can also be charac-
terized as the C∗-algebra, often denoted by C∗(E), generated by a universal
Cuntz-Krieger E-family. OX is called the Cuntz-Pimsner algebra of the cor-
respondence X, and C∗(E) is usually just called the C∗-algebra of the graph
E, or the graph algebra of E.
Now we return to our Exel-Pardo system (E,G,ϕ).
Definition 6.6. Assume E is row-finite. A representation (P, S,U) of
(E,G,ϕ) in a C∗-algebra B is covariant if (P, S) is a Cuntz-Krieger E-
family.
The following corollary is analogous to [2, Corollary 5.4], but for repre-
sentations of (E,G,ϕ) in the sense of Definition 6.2 rather than the sense
of [2, Definition 5.1].
Corollary 6.7. Assume E is row-finite. In Theorem 6.4, the representation
R of D is covariant if and only if the representation (P, S,U) of (E,G,ϕ)
is covariant.
Proof. Let (T,U) be the representation of the category system (E∗, G, ϕ)
associated to R as in Theorem 5.2. By Corollary 5.5, R is covariant if and
only if (T,U) is covariant, meaning, by Definition 5.4, that T is covariant,
which we mentioned above is equivalent to (P, S) being a Cuntz-Krieger
E-family. On the other hand, by Definition 6.6, to say that (P, S,U) is
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covariant means that (P, S) is a Cuntz-Krieger E-family. Thus the current
corollary is just a combination of these results and definitions. 
It follows now readily from Corollary 6.7 and [2, Corollary 5.4] that we
have:
Corollary 6.8. Assume E is row-finite. Let (p˜, s˜, u˜) denote the covariant
representation of the system (E,G,ϕ) associated to the universal covariant
representation of D = E∗ ⋊ϕG in O(D). Then O(D) = C∗(p˜, s˜, u˜), and the
pair
(
O(D), (p˜, s˜, u˜)
)
is universal for covariant representations of (E,G,ϕ)
in C∗-algebras in the following sense:
Given a covariant representation (P, S,U) of (E,G,ϕ) in B, there exists
a unique nondegenerate homomorphism ψP,S,U : O(D)→ B such that
P = ψP,S,U ◦ p˜ , S = ψP,S,U ◦ s˜ , and ψP,S,U ◦ u˜ = U.
In particular, O(D) is isomorphic to the Exel-Pardo algebra OY ϕ associated
to (E,G,ϕ) in [2].
Remark 6.9. As observed by Exel and Pardo in [13, Example 3.4], any
Katsura algebra [18] can be written as the Exel-Pardo algebra of an Exel-
Pardo system of the form (E,Z, ϕ) with E finite. Since the class of Katsura
algebras coincides with the class of Kirchberg algebras belonging to the UCT
class, it follows from Corollary 6.8 that any Kirchberg algebra in the UCT
class is isomorphic to some O(E∗ ⋊ϕ Z) with E finite. As E∗ ⋊ϕ Z is singly
aligned, we can conclude that the class of Cuntz-Krieger algebras associated
to singly aligned left cancellative small categories is vast.
Remark 6.10. In Corollary 6.8, if we try to remove the row-finiteness
assumption then we run up against a special case of the Hao-Ng problem (see
e.g. [15, 2, 16]), as we now explain. First, by the Hao-Ng problem, we mean
whether, given an action of a locally compact group G on a nondegenerate
C∗-correspondence X over a C∗-algebra A, OX⋊G is naturally isomorphic
to OX ⋊ G. (There is also a reduced version of this problem.) Hao and
Ng give a positive answer when G is amenable [15, Theorem 2.10], and in
[2, Theorem 5.5] the isomorphism is proved if G is discrete and the action
of G on A has Exel’s Approximation Property. Now suppose that we are
given an action of a discrete group G on a directed graph E. Then we have
an Exel-Pardo system (E,G,ϕ) with trivial cocycle ϕ, i.e., ϕ(e, g) = g for
all (e, g) ∈ E1 × G. Let X be the graph correspondence over c0(E
0), so
that C∗(E) ≃ OX . Then the crossed product correspondence X ⋊G is the
correspondence Y ϕ over c0(E
0)⋊G, for the trivial cocycle ϕ (see [2] for the
notation), and so OX⋊G = OY ϕ . On the other hand, the crossed product
OX⋊G is universal for covariant representations (P, S,U) of (E,G,ϕ). Thus,
the conclusion of Corollary 6.8 holds in the case where ϕ is trivial if and
only if the associated special case of the Hao-Ng problem OX⋊G ≃ OX ⋊G
has a positive answer.
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7. Relationships with other constructions
Throughout this section C denotes a left cancellative small category.
The regular Toeplitz algebra of C. We introduce in this subsection
the regular representation V of C on ℓ2(C) and define the regular Toeplitz
algebra Tℓ(C) as the C
∗-subalgebra of B(ℓ2(C)) generated by V . (See also
[32, Section 11].) Whenever X is a subset of C, we identify ℓ2(X) as a closed
subspace of ℓ2(C) in the canonical way and let PX denote the orthogonal
projection from ℓ2(C) onto ℓ2(X). In particular, we have ℓ2(∅) = {0} and
P∅ = 0. Moreover, we denote by idX the identity map from X into itself. In
particular, id∅ is the empty function having the empty set ∅ as its domain
and its range.
For each α ∈ C we let τα : s(α)C → αC denote the (right) shift map given
by
τα(β) = αβ for all β ∈ s(α)C.
Since C is left cancellative, each τα is a bijection from s(α)C onto αC, with
inverse σα : αC → s(α)C given by
σα(αβ) = β for all β ∈ s(α)C.
Definition 7.1. For each α ∈ C let Vα : ℓ
2(C) → ℓ2(C) be the linear con-
traction given by
(Vαξ)(γ) =
{
ξ
(
σα(γ)
)
if γ ∈ αC,
0 otherwise.
It is straightforward to check that each V ∗α is given by
(V ∗α η)(γ) =
{
η
(
τα(γ)
)
if γ ∈ s(α)C,
0 otherwise.
It follows that each Vα is a partial isometry with initial space ℓ
2
(
s(α)C
)
and
final space ℓ2
(
αC
)
. In other words, we have V ∗αVα = Ps(α)C and VαV
∗
α = PαC .
Note also that if v ∈ C0, then Vv = PvC . Thus we get that V
∗
αVα = Vs(α).
Moreover, letting {δγ}γ∈C denote the canonical basis of ℓ
2(C), we have
Vαδγ =
{
δαγ if γ ∈ s(α)C,
0 otherwise.
So if β ∈ C is such that s(α) = r(β), we get
VαVβδγ =
{
Vαδβγ if γ ∈ s(β)C,
0 otherwise
=
{
δαβγ if γ ∈ s(β)C,
0 otherwise
= Vαβδγ
for all γ ∈ C, so we have VαVβ = Vαβ.
We call V the regular representation of C in ℓ2(C) and define the regular
Toeplitz algebra Tℓ(C) as the C
∗-subalgebra of B(ℓ2(C)) generated by the set
{Vα : α ∈ C}.
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Proposition 7.2. Assume that C is finitely aligned. Then the map V : C →
Tℓ(C) sending each α to Vα is a representation of C in Tℓ(C) and the canonical
homomorphism φV from the Toeplitz algebra T (C) into Tℓ(C) is onto.
Proof. To show the first assertion, it only remains to check that V satisfies
property (3). Let α, β ∈ C. Then we get
VαV
∗
αVβV
∗
β = PαCPβC = PαC∩βC = P
⋃
γ∈α∨β γC
=
∨
γ∈α∨β
PγC =
∨
γ∈α∨β
VγV
∗
γ ,
as desired. Since the universal family {tα : α ∈ C} in T (C) generates T (C) as
a C∗-algebra and we have Vα = φV (tα) for each α ∈ C, the second assertion
is immediate from the definition of Tℓ(C). 
The inverse semigroup ZM(C). In this subsection we introduce the in-
verse semigroup ZM(C) consisting of zigzag maps on C, describe its semi-
lattice of idempotents and show that ZM(C) is isomorphic to an inverse
semigroup of partial isometries lying in Tℓ(C). For an introduction to the
theory of inverse semigroups, see for example [20].
We first recall that the symmetric inverse semigroup I(C) consists of all
partial bijections of C. The product in I(C) is the composition of maps
defined on the largest possible domain: if A,B,C,D are subsets of C, ϕ is
bijection from A onto B, and ψ is bijection from C onto D, then ψϕ ∈ I(C)
is the bijection from ϕ−1(B∩C) onto ψ(B∩C) given by (ψϕ)(γ) = ψ
(
ϕ(γ)
)
for each γ ∈ ϕ−1(B ∩ C) when B ∩ C 6= ∅, while ψϕ = id∅ otherwise. We
will often denote the domain of ϕ ∈ I(C) by dom(ϕ) and its range by ran(ϕ).
The inverse of a partial bijection ϕ : A→ B in I(C) is of course the inverse
map ϕ−1 : B → A. We then have ϕ−1ϕ = idA and ϕϕ
−1 = idB . Thus the
idempotent semilattice of I(C) is E(I(C)) = {idX | X ⊆ C}.
For each α ∈ C both τα and its inverse σα belong to I(C). One readily
sees that for α, β ∈ C we have τατβ = ταβ and σβσα = σαβ if s(α) =
r(β), while τατβ = id∅ = σβσα otherwise. Following [9] (where Donsig
and Milan consider the case where C is a category of paths in the sense of
[31]), we define ZM(C) to be the inverse subsemigroup of I(C) generated
by {τα}α∈C ∪ {id∅}. In other words, ZM(C) is the subsemigroup of I(C)
generated by {τα, σα}α∈C ∪ {id∅}
5. We may describe ZM(C) by introducing
so-called zigzag maps on C (cf. [32]). By a zigzag in C we will mean an even
tuple of the form
ζ = (α1, β1, . . . , αn, βn),
where n ∈ N, αi, βi ∈ C and r(αi) = r(βi) for i = 1, . . . , n, and s(βi) =
s(αi+1) for i = 1, . . . , n − 1. Letting ZC denote the set of all zigags in C
we define maps s and r from ZC into C
0 by s(ζ) = s(βn) and r(ζ) = s(α1)
5Note that if C0 consists of more than one element, and we pick v, w ∈ C0 with v 6= w,
then we have σvσw = idvC idwC = id∅, so we don’t need to specify that id∅ is included in
ZM(C).
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whenever ζ ∈ ZC is as above; we also define the reverse of ζ as
ζ = (βn, αn, . . . , β1, α1) ∈ ZC .
To each ζ = (α1, β1, . . . , αn, βn) ∈ ZC , we associate the zigzag map ϕζ in
ZM(C) defined by
ϕζ = σα1 τβ1 · · · σαn τβn .
Clearly, we have ϕζ = ϕ
−1
ζ . Thus, dom(ϕζ) = ran(ϕζ) and ran(ϕζ) =
dom(ϕζ). Note that if ζ, ζ
′ ∈ ZC satisfy that s(ζ) = r(ζ
′) and we let ζζ ′ ∈ ZC
be defined by concatenation in the obvious way, we have ϕζϕζ′ = ϕζζ′ . On
the other hand, if s(ζ) 6= r(ζ ′), we get ϕζϕζ′ = id∅. It follows that the
set S = {ϕζ : ζ ∈ ZC} ∪ {id∅} is closed under the product and the inverse
operation in I(C), hence that it is an inverse subsemigroup of ZM(C). Now,
if α, β ∈ C, then (α, r(α)) and (r(β), β) both belong to ZC and we have
ϕ(α,r(α)) = σα , ϕ(r(β),β) = τβ.
It follows that ZM(C) is contained in S. Thus we can conclude that they
are equal, that is, we have:
(7.1) ZM(C) = {ϕζ : ζ ∈ ZC} ∪ {id∅}.
Since ϕ−1ζ ϕζ = iddom(ϕζ) for every ζ ∈ ZC, we get from (7.1) that the
idempotent semilattice of ZM(C) is given by
(7.2) E(ZM(C)) = {iddom(ϕζ) : ζ ∈ ZC
}
∪ {id∅}.
To describe more precisely the domain and the range of a zigzag map, it will
be helpful to introduce some notation. Let α ∈ C and X ⊆ C. Then we set
αX := τα
(
s(α)C ∩X
)
,
α−1X := σα
(
αC ∩X
)
.
Note that αC has the same meaning as before, and that α−1C = s(α)C.
Moreover, we have αα−1X = αC ∩X and α−1αX = s(α)C ∩X. Let α, β ∈
C. One checks without difficulty that α(βX) = (αβ)X and β−1(α−1X) =
(αβ)−1X whenever s(α) = r(β), while we have α(βX) = β−1(α−1X) = ∅
otherwise. Moreover, we have
αβ−1C = τα
(
s(α)C ∩ β−1C
)
= τα
(
s(α)C ∩ s(β)C
)
.
Hence, αβ−1C = αC if s(α) = s(β), while αβ−1C = ∅ otherwise. On the
other hand, we have
β−1αC = σβ(βC ∩ αC) = dom(σατβ)
and
α−1βC = σα(αC ∩ βC) = ran(σατβ) .
If (α, β) 6∈ ZC , i.e., r(α) 6= r(β), then αC ∩ βC = ∅, so σατβ = id∅ and
β−1αC = α−1βC = ∅. But if (α, β) ∈ ZC , then ϕ(α,β) = σατβ, so we get
dom(ϕ(α,β)) = β
−1αC , ran(ϕ(α,β)) = α
−1βC .
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This may be generalized as follows:
Lemma 7.3. For ζ = (α1, β1, · · · , αn, βn) ∈ ZC we have
dom(ϕζ) = β
−1
n αn · · · β
−1
1 α1C and
ran(ϕζ) = α
−1
1 β1 · · ·α
−1
n βnC.
Proof. We have seen that the assertion holds when n = 1. So assume it
holds for some n ≥ 1. We first observe that if α, β ∈ C satisfy r(α) = r(β),
so (α, β) ∈ ZC , and X ⊆ C, then we have
(7.3) β−1αX = σβ(βC ∩ αX) = σβτα(α
−1βC ∩X)
Now, let ζ = (α1, β1, · · · , αn+1, βn+1) ∈ ZC . Then ϕζ = ϕζ′ ϕ(αn+1,βn+1),
where ζ ′ := (α1, β1, · · · , αn, βn) ∈ ZC .
Thus, using equation (7.3) with α = αn+1, β = βn+1 and X = dom(ϕζ′)
at the third step, and the induction hypothesis at the final step, we get
dom(ϕζ) = ϕ
−1
(αn+1,βn+1)
(
ran(ϕ(αn+1,βn+1)) ∩ dom(ϕζ′)
)
= σβn+1ταn+1
(
α−1n+1βn+1C ∩ dom(ϕζ′)
)
= β−1n+1αn+1 dom(ϕζ′)
= β−1n+1αn+1β
−1
n αn · · · β
−1
1 α1C.
This implies that ran(ϕζ) = dom(ϕζ) = α
−1
1 β1 · · ·α
−1
n βnα
−1
n+1βn+1C. 
For ζ = (α1, β1, · · · , αn, βn) ∈ ZC we set
(7.4) A(ζ) = β−1n αn · · · β
−1
1 α1C .
As Lemma 7.3 says that A(ζ) = dom(ϕζ), we get from (7.2) the following:
Proposition 7.4.
E(ZM(C)) = {idA(ζ) : ζ ∈ ZC
}
∪ {id∅}.
A useful consequence of this proposition is that the family of subsets of
C given by
J (C) :=
{
A(ζ) : ζ ∈ ZC
}
∪ {∅}
is closed under finite intersections.
Our next aim is to show that ZM(C) is isomorphic to a certain inverse
semigroup of partial isometries in Tℓ(C). We will use the notation introduced
in the previous subsection.
For ζ = (α1, β1, · · · , αn, βn) ∈ ZC , we define
Vζ = V
∗
α1
Vβ1 · · ·V
∗
αn
Vβn ∈ Tℓ(C).
It follows readily that for each η ∈ ℓ2(C) we have
(7.5) Vζ η = η ◦ ϕζ ∈ ℓ
2
(
A
(
ζ
))
⊆ ℓ2(C).
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Hence Vζ is a partial isometry with initial space ℓ
2
(
A(ζ)
)
and final space
ℓ2
(
A(ζ)
)
, i.e., V ∗ζ Vζ = PA(ζ) and VζV
∗
ζ = PA(ζ). Moreover, for ζ, ζ
′ ∈ ZC , we
get
VζVζ′ =
{
Vζζ′ if s(ζ) = r(ζ
′),
0 otherwise.
Note that if ζ, ζ ′ ∈ ZC satisfy that ϕζ = ϕζ′ , then (7.5) implies that Vζ = Vζ′ .
It follows that the map πℓ : ZM(C)→ Tℓ(C) defined by πℓ(id∅) = 0 and
πℓ(ϕζ) = Vζ
for each ζ ∈ ZC is well-defined. Note also that for ζ, ζ
′ ∈ ZC we have
πℓ(ϕζϕζ′) =
{
πℓ(ϕζζ′) if s(ζ) = r(ζ
′),
πr(id∅) otherwise
=
{
Vζζ′ if s(ζ) = r(ζ
′),
0 otherwise
= VζVζ′ = πℓ(ϕζ)πℓ(ϕζ′),
and
πℓ(ϕζ) = Vζ = V
∗
ζ = πℓ(ϕζ)
∗.
Let us make a digression and consider an inverse semigroup S. We recall
that a map π from S into a C∗-algebra B is called a representation of S in
B when π(st) = π(s)π(t) and π(s∗) = π(s)∗ for all s, t ∈ S; when S has a
zero element 0, we also require that π(0) = 0. It is well known that π(S)
is then an inverse semigroup with respect to the product and the adjoint
operation in B, which consists of partial isometries in B.
Now, as we have checked above, πℓ is a representation of ZM(C) in Tℓ(C).
Moreover, πℓ is injective:
Indeed, assume Vζ = Vζ′ for ζ, ζ
′ ∈ ZC . Then PA(ζ) = PA(ζ′), so A(ζ) =
A(ζ ′). Let γ ∈ A(ζ) = A(ζ ′). From (7.5) we get that
Vζ δγ = δγ ◦ ϕζ = δϕζ(γ),
and, similarly, Vζ′ δγ = δϕζ′ (γ). It follows that δϕζ(γ) = δϕζ′ (γ), so ϕζ(γ) =
ϕζ′(γ). Thus ϕζ = ϕζ′ , as desired.
As πℓ(ZM(C)) = {Vζ : ζ ∈ ZC} ∪ {0}, we get:
Proposition 7.5. {Vζ : ζ ∈ ZC} ∪ {0} is an inverse semigroup of partial
isometries in Tℓ(C) which is isomorphic to ZM(C).
The C∗-algebra C∗(ZM(C)). Let S be an inverse semigroup having a zero
element 0. By the full C∗-algebra C∗(S) of S we will mean the C∗-algebra
which is universal for representations of S in C∗-algebras. We stress that
we only consider zero-preserving representations of S and note that C∗(S)
is often denoted by C∗0 (S) in the literature. For completeness we recall how
C∗(S) is obtained from the Banach ∗-algebra ℓ1(S) naturally associated to
S (see e.g. [25]). Letting C∗
(
ℓ1(S)
)
denote the enveloping C∗-algebra of
ℓ1(S), we identify ℓ1(S) with its canonical copy in C∗
(
ℓ1(S)
)
. If δs denote
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the usual delta function at s, we have δsδ0 = δ0δs = δ0 for all s ∈ S, and it
follows that Cδ0 is a closed ideal of C
∗
(
ℓ1(S)
)
. So we can set
C∗(S) = C∗
(
ℓ1(S)
)
/Cδ0.
The map ι : S → C∗(S) given by s 7→ δs + Cδ0 is then an injective repre-
sentation of S in C∗(S) and we will often consider S as embedded in C∗(S)
via this map. It is now easy to verify that if π is a representation of S in a
C∗-algebra B, then π extends uniquely to a homomorphism π˜ from C∗(S)
into B, determined by
π˜(f + Cδ0) =
∑
s∈S
f(s)π(s)
for all f ∈ ℓ1(S).
Next we recall that an inverse semigroup S has a partial order (see e.g. [20]
or [25]) given by s ≤ t if and only if s = ss∗t. For e, f ∈ E(S), we then have
e ≤ f if and only if e = ef .
Following [9], we will say that a homomorphism θ : S → S′ from S into
an inverse semigroup S′ is finitely join-preserving if for every finite subset
C of S having a join ∨C in S, the join ∨θ(C) exists in S′ and is equal to
θ(∨C). As shown in [9, Proposition 3.2], this is equivalent to requiring that
the restriction of θ to E(S) is finitely join-preserving.
We will need another concept introduced by Donsig and Milan in [9],
closely related to Exel’s notion of tightness introduced [10]. Let a ∈ S. A
finite subset C of S is said to be a cover of a if c ≤ a for every c ∈ C
and if for every s ∈ S with s ≤ a there exists some c ∈ C and a nonzero
element b in S such that b ≤ s and b ≤ c. A homomorphism θ from S
into another inverse semigroup S′ is then called cover-to-join if, whenever
C is a cover of some a ∈ S, the join ∨θ(C) exists in S′ and is equal to
θ(a). Note that this property is stronger than requiring that θ be finitely
join-preserving. If π is a representation of S in a C∗-algebra B, and we
consider it as a homomorphism from S into the inverse semigroup π(S),
then it follows from [9, Corollary 2.3] that π is tight in Exel’s sense if and
only if it is cover-to-join.
We now consider a left cancellative small category C. It will be useful to
introduce the following conditions for a family {Tζ : ζ ∈ ZC} in a C
∗-algebra
B that were introduced in [32, Definition 9.1 and Lemma 9.2]:
(S1) Tζ Tζ′ = Tζζ′ if s(ζ) = r(ζ
′), while Tζ Tζ′ = 0 otherwise,
(S2) Tζ = T
∗
ζ ,
(S3) T ∗ζ Tζ =
∨n
j=1 T
∗
ζj
Tζj if A(ζ) =
⋃n
j=1A(ζj),
(S4) Tζ = T
∗
ζ Tζ if ϕζ = idA(ζ),
(S5) Tζ = Tζ′ if ϕζ = ϕζ′ .
We first note that if (S1) – (S3) are satisfied, then (S4) is equivalent to (S5)
(cf. [32, Lemma 9.2(iv)]). Next, we note that if (S1), (S2) and (S5) hold,
then one readily checks that the map π : ZM(C)→ B defined by π(id∅) = 0
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and π(ϕζ) = Tζ for each ζ ∈ ZC is a well-defined representation of ZM(C)
in B. In particular, this implies that each Tζ is a partial isometry in B.
Conversely, if π is a representation of ZM(C) in a C∗-algebra B and we set
Tζ = π(ϕζ) for each ζ ∈ ZC , then {Tζ : ζ ∈ ZC} is easily seen to satisfy
(S1), (S2) and (S5). Thus, setting t′ζ := ι(ϕζ) for each ζ ∈ ZC, we get that
C∗(ZM(C)) may be described as the universal C∗-algebra generated by a
family {t′ζ : ζ ∈ ZC} satisfying the relations (S1), (S2) and (S5).
Next, we characterize when a representation π of ZM(C) in a C∗-algebra
B is finitely join-preserving. In view of Proposition 7.4, we may identify
E(ZM(C)) as a semilattice with J (C) = {A(ζ) : ζ ∈ ZC} ∪ {∅}, the prod-
uct in being given by set-intersection and the partial order being given by
set-inclusion. Using Donsig and Milan’s result on finitely join-preserving
homomorphisms, we get that π is finitely join-preserving if and only if its
restriction to E(ZM(C)) is finitely join-preserving, if and only if the following
condition holds:
For any ζ, ζ1, . . . , ζn ∈ ZC such that A(ζ) =
⋃n
j=1A(ζj), we have
(7.6) π(idA(ζ)) =
n∨
j=1
π(idA(ζj)).
Since idA(ζ) = ϕζζ = ϕζϕζ , we have that π(idA(ζ)) = π(ϕζ)
∗π(ϕζ), and
similarly for the ζj. Thus Equation (7.6) is equivalent to (S3). As an
application of this characterization, let us show that the representation
πℓ : ZM(C)→ Tℓ(C) is finitely join-preserving:
Let ζ, ζ1, . . . , ζn ∈ ZC be such that A(ζ) =
⋃n
j=1A(ζj). Then
πℓ(idA(ζ)) = πℓ(ϕ
∗
ζϕζ) = V
∗
ζ Vζ = PA(ζ)
= P⋃n
j=1 A(ζj)
=
n∨
j=1
PA(ζj) =
n∨
j=1
πℓ(idA(ζj)).
Our next result, which relies heavily on arguments from [32] and [9], shows
that in the finitely aligned case, one may switch from representations of C
to finitely join-preserving representations of ZM(C), or vice-versa, whenever
convenient.
Theorem 7.6. Assume C is finitely aligned. Then for every representation
T of C in a C∗-algebra B there is a unique finitely join-preserving represen-
tation πT of ZM(C) making the following diagram commute:
C∗(ZM(C))
π˜T
//❴❴❴ B T (C)
φT
oo
ZM(C)
?
OO
πT
::t
t
t
t
t
C
T
OO
τ
oo
t
==④④④④④④④④
Moreover, the map T → πT gives a bijection between representations of C
and finitely join-preserving representations of ZM(C).
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Proof. Let T be a representation of C in a C∗-algebra B. By [32, Theorem
9.7], representations of C correspond with representations of T (C). For ζ =
(α1, β1, · · · , αn, βn) ∈ ZC , define Tζ ∈ B by
Tζ = T
∗
α1
Tβ1 · · · T
∗
αnTβn .
By [32, Theorem 9.4], we get that the family {Tζ : ζ ∈ ZC} satisfies the
conditions (S1) – (S4), hence also (S5). Thus the map πT : ZM(C) → B
given by πT (id∅) = 0 and πT (ϕζ) = Tζ for ζ ∈ ZC is a representation of
ZM(C). It follows that
πT (idA(ζ)) = πT (ϕζζ) = Tζζ = T
∗
ζ Tζ .
So if A(ζ) =
⋃n
j=1A(ζj), then by (S3)
πT (idA(ζ)) = T
∗
ζ Tζ =
n∨
j=1
T ∗ζjTζj =
n∨
j=1
πT (idA(ζj)).
Thus πT is finitely join-preserving (cf. (7.6)). Moreover, for each α ∈ C, we
have
πT (τα) = πT
(
ϕ(r(α),α)
)
= T(r(α),α) = T
∗
r(α)Tα = Tr(α)Tα = Tr(α)α = Tα.
Hence πT ◦τ = T , as desired to make the diagram commute. The uniqueness
of πT is immediate from this identity.
To prove the last assertion of the theorem, let π be a finitely join-preserving
representation of ZM(C) in a C∗-algebra B. For each ζ ∈ ZC set Tζ =
π(ϕζ) ∈ B. Then one readily checks the family {Tζ : ζ ∈ ZC} satisfies
the relations (S1) – (S4), hence define a representation of T (C). By [32,
Theorem 9.7], it follows that the map T : C → B defined for each α ∈ C by
Tα = π(τα) = π(ϕ(r(α),α))
is a representation of C in B. Since T = π ◦ τ we get that π = πT , showing
that the map T → πT is surjective. 
Assume C is finitely aligned. Note that by considering the universal rep-
resentation t : C → T (C), we get from Theorem 7.6 that there is a unique
finitely join-preserving representation πt : ZM(C) → T (C) making the fol-
lowing diagram commute:
C∗(ZM(C))
π˜t
// T (C)
ZM(C)
πt
88rrrrrrrrrr?
OO
C
t
OO
τ
oo
We note that π˜t is surjective (because T (C) = C
∗(t)). Moreover, the uni-
versal property of (T (C), t) can be reformulated as follows:
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Corollary 7.7. Assume C is finitely aligned and let π be a finitely join-
preserving representation of ZM(C) in a C∗-algebra B. Then there is a
unique homomorphism φπ : T (C) → B which makes the following diagram
commute:
C∗(ZM(C))
π˜t
// T (C)
φpi!

✤
✤
✤
ZM(C)
?
OO
πt
99rrrrrrrrrr
π
// B
Proof. By using Theorem 7.6 we may write π = πT for a unique repre-
sentation T of C in B. We may then set φπ := φT : T (C) → B. It is
straightforward to verify that (φπ ◦ πt) ◦ τ = π ◦ τ , and this implies that
φπ ◦ πt = π since τ(C) generates ZM(C). 
We also note that if C is finitely aligned, then the representation V : C →
Tℓ(C) satisfies that πV = πℓ (simply by comparing their definitions). Thus
we recover from Theorem 7.6 that the representation πℓ : ZM(C)→ Tℓ(C) is
finitely join-preserving. We also mention that π˜ℓ factors as follows:
π˜ℓ : C
∗(ZM(C))
π˜t
// T (C)
φV
// Tℓ(C).
Indeed, we have
(φV ◦ π˜t) ◦ τ = φV ◦ t = V = π˜V ◦ τ = π˜ℓ ◦ τ,
which implies that π˜ℓ = φV ◦ π˜t.
Remark 7.8. Assume C is finitely aligned. As mentioned in Remark 3.8 the
existence of T (C) (as a certain nontrivial groupoid C∗-algebra) is established
in [32]. An alternative way to proceed is to introduce the closed ideal of
C∗(ZM(C)) given by
JFJ :=
⋂
ker π˜ ,
the intersection being taken over all finitely join-preserving representations π
of ZM(C) in C∗-algebras. It is then straightforward to see that the quotient
C∗-algebra
C∗FJ(ZM(C)) := C
∗(ZM(C))/JFJ
is universal for finitely join-preserving representations of ZM(C). More pre-
cisely, letting ι : ZM(C)→ C∗(ZM(C)) denote the canonical embedding and
q : C∗(ZM(C))→ C∗FJ(ZM(C)) denote the quotient map, then one sees that
the pair C∗FJ(ZM(C)) and q◦ι play the same role as T (C) and πt in Corollary
7.7. So we could have chosen to define T (C) as C∗FJ(ZM(C)), and shown,
arguing as in the proof of Theorem 7.6, that this C∗-algebra is universal for
representations of C.
Recall from [32, Definition 5.13] that the Toeplitz algebra T (C) is defined
for an arbitrary left cancellative small category as a groupoid C∗-algebra,
and that by [32, Theorem 9.4] it is characterized by (S1) – (S4). Since the
definition of C∗FJ(ZM(C)) in Remark 7.8 also makes sense when C is not
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finitely aligned, it is equivalent to consider the Toeplitz algebra associated
to a left cancellative small category C as being defined by
T (C) := C∗FJ(ZM(C)).
The next result is essentially due to Donsig and Milan [9]:
Theorem 7.9. Assume that C is finitely aligned and let T be a representa-
tion of C in a C∗-algebra B. Then T is covariant if and only if the repre-
sentation πT of ZM(C) in B is cover-to-join.
Proof. The proof of [9, Theorem 3.7] adapts almost verbatim to our more
general situation, and we leave it to the reader to check this. 
When C is finitely aligned, we may for example consider the universal
covariant representation t˜ : C → O(C) and obtain that the associated repre-
sentation πt˜ : ZM(C)→ O(C) is cover-to-join. Moreover, we have:
Corollary 7.10. Assume that C is finitely aligned and let π be a cover-to-
join (= tight) representation of ZM(C) in a C∗-algebra B. Then there is a
unique homomorphism ψπ : O(C) → B which makes the following diagram
commute:
C∗(ZM(C))
π˜t˜
// O(C)
ψpi!

✤
✤
✤
ZM(C)
?
OO
πt˜
99rrrrrrrrrr
π
// B
Proof. By using Theorem 7.6 and Theorem 7.9 we may write π = πT for
a unique covariant representation T of C in B. We may then set ψπ :=
ψT : O(C)→ B. It is then straightforward to verify that ψ
π ◦ πt˜ = π. 
The essence of Corollary 7.10 is that if C is finitely aligned, then O(C) is
isomorphic to the tight C∗-algebra [10, 9] associated with the inverse semi-
group ZM(C). A similar result holds in the general case - see [32, Definition
10.8 and Theorem 10.10].
The C∗-algebra C∗Li(C). Let C be a left cancellative small category. We
will say that X ⊆ C is a right ideal of C if αβ ∈ X whenever α ∈ X and
β ∈ s(α)C. Note that we consider ∅ as a right ideal. Note also that if X is
a right ideal of C, then it is straightforward to check that αX and α−1X are
also right ideals of C. Thus it follows from (7.4) that A(ζ) is a right ideal of
C for every ζ ∈ ZC . In analogy with the terminology used by Li in [22] for
left cancellative monoids, we will call
J (C) = {A(ζ) : ζ ∈ ZC} ∪ {∅}
the family of constructible right ideals in C (and we note that this coincides
with Li’s definition when C is a monoid). As mentioned after Proposition
7.4, J (C) is closed under finite intersections. Note that for E = A(ζ) with
ζ ∈ ZC all elements of E have a common range, namely s(ζ). We denote
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this by r(E). Li also uses a larger collection of right ideals, which we adapt
as J (∪)(C), the set of all finite unions of elements of J (C).
In the paper quoted above, Li defines what he calls the full C∗-algebra
associated with a left cancellative monoid, as well as several variations on
this definition (see Definitions 2.2, 2.4, 3.2, and the remarks before section
3.1 in op. cit.). Since we are dealing with a small category instead of a
monoid, we must adapt the relations given in [22] to account for the presence
of multiple units. Thus we may define the C∗-algebra C∗Li(C) associated
with C as the universal C∗-algebra generated by a family {vα}α∈C of partial
isometries and a family {pX}X∈J (C) of projections satisfying the relations
(L1) v∗αvα = ps(α)C , (L2) vαvβ =
{
vαβ if s(α) = r(β),
0 otherwise,
(L3) p∅ = 0, (L4) pX pY = pX∩Y , (L5) vα pXv
∗
α = pαX
for α, β ∈ C and X,Y ∈ J (C).
Lemma 7.11. Assume {vα}α∈C is a family of partial isometries in a C
∗-
algebra B which satisfies (L2). Then vu is a projection for every u ∈ C
0.
Moreover, vαv
∗
β = 0 whenever α, β ∈ C and s(α) 6= s(β).
Proof. Let u ∈ C0. Then (L2) gives that v2u = vu. Since vu is a partial
isometry, this implies that vu is a projection. (This is surely well known, and
may be proven as follows. We can assume that B is faithfully represented
on a Hilbert space H. Since vu acts as the identity on its final space N , we
get that N ⊆ M , where M denotes the initial space of vu. Now the same
argument applies to the partial isometry v∗u. So we also get that M ⊆ N ,
hence thatM = N . It follows that vu is the orthogonal projection of H onto
M = N .) Next, consider α, β ∈ C. Using (L2) we get vα = vαs(α) = vαvs(α);
using also that vs(β) is self-adjoint, we get v
∗
β = (vβvs(β))
∗ = vs(β)v
∗
β. Now,
if s(α) 6= s(β), then (L2) gives vs(α)vs(β) = 0, and we therefore get
vαv
∗
β = vαvs(α)vs(β)v
∗
β = 0. 
Li also defines a variation compatible with unions. Thus we define C
∗ (∪)
Li (C)
as the universal C∗-algebra generated by a family {vα}α∈C of partial isome-
tries and a family {pX}X∈J (∪)(C) of projections satisfying the relations (L1)
– (L3), (L4)(∪), (L5)(∪), and (L6), where (L4)(∪) and (L5)(∪) are the same
as (L4) and (L5) but using ideals from J (∪)(C), and (L6) is the relation
(L6) pX∪Y = pX ∨ pY , for X, Y ∈ J
(∪)(C).
Since the projections {pX}X∈J (∪)(C) commute, by (L4)
(∪), the join in (L6)
is given by pX ∨ pY = pX + pY − pXpY (as in [22, Definition 2.4]).
In the case where C is a submonoid of a group, Li also defines an algebra
more directly related to the definition of constructible ideals. In fact, the
definition does not require in an essential way the ambient group, and we
adapt it to general left cancellative small categories as follows. We define
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C∗Li, s(C) as the universal C
∗-algebra generated by a family {vα}α∈C of partial
isometries and a family {pX}X∈J (C) of projections satisfying the relations
(L1) – (L3) and a new relation:
(L7) for ζ = (α1, β1, . . . , αn, βn) ∈ ZC , if ϕζ = idA(ζ) then
v∗α1vβ1 · · · v
∗
αnvβn = pA(ζ).
It is interesting to observe that (L7) implies (L1): for α ∈ C, ϕ(α,α) =
ids(α)C , hence by (L7) we have v
∗
αvα = ps(α)C . (However, (L1) does not
appear to be a consequence of (L2) – (L5).) We also note that if C is a
submonoid of a group, then C∗Li,s(C) reverts to the analogous algebra in [22].
Further, Li mentions, but does not explicitly define, a fourth algebra,
which we will find it convenient to have: C
∗ (∪)
Li,s (C) is the universal C
∗-
algebra generated by a family {vα}α∈C of partial isometries and a family
{pX}X∈J (∪)(C) of projections satisfying the relations (L1) – (L3), (L6), and
(L7).
Since the (∪)-versions are obtained from the other two by adding relation
(L6), it is clear that there are surjections π(∪) : C∗Li(C) → C
∗ (∪)
Li (C) and
ρ(∪) : C∗Li,s(C)→ C
∗ (∪)
Li,s (C) taking generators to generators. The following is
an analog of [22, Lemma 3.3].
Lemma 7.12. There is a surjective homomorphism πs : C
∗
Li(C) → C
∗
Li,s(C)
carrying generators to generators.
Proof. To show this we assume that (L1) – (L3) and (L7) hold for a family
{vα}α∈C of partial isometries and a family {pX}X∈J (C) of projections. By
the universal property of C∗Li(C), it suffices to deduce that they satisfy (L4)
and (L5). For ζ = (α1, β1, . . . , αn, βn) ∈ ZC we set vζ := v
∗
α1
vβ1 · · · v
∗
αn
vβn .
It is immediate that vζ = v
∗
ζ . Since ϕζζ = idA(ζ) = idA(ζζ), (L7) implies that
vζζ = pA(ζζ) = pA(ζ).
For ζ, ζ ′ ∈ ZC we also note that
vζvζ′ =
{
vζζ′ if s(ζ) = r(ζ
′),
0 otherwise.
The first case of this equality is obvious, while the second case follows readily
from the second assertion in Lemma 7.11. Let now ζ1, ζ2 ∈ ZC . Assume first
that s(ζ1) = r(ζ2). Then
ϕζ1ζ1ζ2ζ2 = ϕζ1ζ1ϕζ2ζ2 = idA(ζ1)idA(ζ2) = idA(ζ1)∩A(ζ2).
Thus
A(ζ1ζ1ζ2ζ2) = dom(ϕζ1ζ1ζ2ζ2) = A(ζ1) ∩A(ζ2),
and ϕζ1ζ1ζ2ζ2 = idA(ζ1ζ1ζ2ζ2). Thus, (L7) gives that
vζ1ζ1ζ2ζ2 = pA(ζ1ζ1ζ2ζ2),
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and we therefore get
pA(ζ1)pA(ζ2) = vζ1ζ1vζ2ζ2 = vζ1ζ1ζ2ζ2 = pA(ζ1ζ1ζ2ζ2) = pA(ζ1)∩A(ζ2).
Next, assume s(ζ1) 6= r(ζ2). Then s(ζ1ζ1) 6= r(ζ2ζ2), so
pA(ζ1)pA(ζ2) = vζ1ζ1vζ2ζ2 = 0.
Moreover, we have idA(ζ1)∩A(ζ2) = ϕζ1ζ1ϕζ2ζ2 = id∅, so A(ζ1) ∩ A(ζ2) = ∅.
Hence, (L3) gives that pA(ζ1)∩A(ζ2) = p∅ = 0, and we see that pA(ζ1)pA(ζ2) =
pA(ζ1)∩A(ζ2) in this case too. This shows that (L4) holds.
Similarly, let α ∈ C and ζ ∈ ZC . Assume first that s(α) = s(ζ). Then
(L2) and (L7) give
vαpA(ζ)v
∗
α = vr(α)vαvζζv
∗
αvr(α) = v(r(α),α)vζζv(α,r(α)) = v(r(α),α)ζζ(α,r(α))
= v
ζ(α,r(α))ζ(α,r(α)) = pA(ζ(α,r(α))).
But
A(ζ(α, r(α))) = dom(ϕζ(α,r(α))) = dom(ϕζσα) = τα(s(α)C ∩A(ζ)) = αA(ζ),
so we get vαpA(ζ)v
∗
α = pαA(ζ).
Next, assume that s(α) 6= s(ζ). Then s(α)C ∩ A(ζ) = ∅ (because
r(s(α)C) = s(α) while r(A(ζ)) = s(ζ)). So αA(ζ) = τα(s(α)C ∩ A(ζ)) = ∅,
hence pαA(ζ) = p∅ = 0. Moreover,
vαpA(ζ)v
∗
α = v(r(α),α)vζζv(α,r(α)) = 0
since s(ζζ) = s(ζ) 6= s(α) = r(α, r(α)). Thus we see that (L5) holds in this
case too. 
The same argument shows the following as well.
Lemma 7.13. There is a surjective homomorphism ρs : C
∗ (∪)
Li (C)→ C
∗ (∪)
Li,s (C)
carrying generators to generators.
Moreover we have the following result.
Lemma 7.14. There is a surjective homomorphism µ : C
∗ (∪)
Li,s (C) → T (C)
carrying generators to generators in the sense that each vα is mapped to
t(r(α),α), and each pA(ζ) is mapped to tζζ .
Proof. As pointed out after Remark 7.8, T (C) is generated by the family
{tζ : ζ ∈ ZC} which satisfy the relations (S1) – (S4), hence also (S5). We
will first show that the relations (L1) – (L3), (L6), and (L7) hold for certain
families {v′α}α∈C and {p
′
X}X∈J (∪)(C) in T (C).
For α ∈ C and ζ ∈ ZC we define v
′
α := t(r(α),α), p
′
∅ := 0, and p
′
A(ζ) := tζζ .
Note that if A(ζ) = A(ζ ′) then ϕζζ = ϕζ′ζ′ , so by (S5) we have tζζ = tζ′ζ′ ,
and p′
A(ζ) is therefore well-defined.
More generally, for X =
⋃m
i=1A(ζi), where ζ1, . . . , ζm ∈ ZC , we define
p′X :=
∨m
i=1 tζiζi . We must show that p
′
X is well-defined. Suppose that X =
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i=1A(ζi) =
⋃n
j=1A(ξj). Then A(ζi) =
⋃
j A(ζi) ∩ A(ξj) =
⋃
j A(ζiζiξjξj),
and similarly A(ξj) =
⋃
iA(ζiζiξjξj). By (S3), it follows that
∨m
i=1 tζiζi =∨
i(
∨
j tζiζiξjξj ) =
∨
j(
∨
i tζiζiξjξj ) =
∨
j tξjξj .
Let α ∈ C. By (S1) and (S2) we have
v′
∗
αv
′
α = t
∗
(r(α),α)t(r(α),α) = t(r(α),α)(r(α),α) = p
′
A(r(α),α) = p
′
s(α)C ,
verifying (L1).
Next, let α, β ∈ C. Assume that s(α) = r(β). By (S1) we have v′αv
′
β =
t(r(α),α)t(r(β),β) = t(r(α),α,r(β),β). We note that ϕ(r(α),α,r(β),β) = ϕ(r(α),αβ).
Using (S5) we get
v′αv
′
β = t(r(α),α,r(β),β) = t(r(α),αβ) = v
′
αβ .
On the other hand, if s(α) 6= r(β), then (S1) gives
v′αv
′
β = t(r(α),α)t(r(β),β) = 0.
Thus we have verified (L2). (L3) is satisfied by definition of p′∅. Our defini-
tion of p′X implies (L6), and (L7) follows immediately from (S4). Hence, by
the universal property of C
∗ (∪)
Li,s (C), we get that there is a homomorphism
µ : C
∗ (∪)
Li,s (C) → T (C) which maps each vα to v
′
α, and each pX to p
′
X . Since
each tζ belongs to the range of µ (as it may be written as a monomial in
the v′α and their adjoints), and T (C) is generated by the tζ , we get that µ is
surjective. 
Lemma 7.15. There is a surjective homomorphism g from C∗Li,s(C) onto
C∗(ZM(C)) carrying generators to generators in the sense that each vα is
mapped to t′(r(α),α) and each pA(ζ) is mapped to t
′
ζζ
.
Proof. For α ∈ C and ζ ∈ ZC we define Vα := t
′
(r(α),α), PA(ζ) := t
′
ζζ
(which
is independent of the choice of ζ by (S5)), and P∅ := 0. We will first verify
(L1) – (L3) and (L7) for Vα and PA(ζ). By definition of P∅, (L3) holds.
Suppose that ζ = (α1, β1, . . . , αn, βn) ∈ ZC . Then
V ∗α1Vβ1 · · ·V
∗
αn
Vβn = t
′∗
(r(α1),α1)t
′
(r(β1),β1)
· · · t′
∗
(r(αn),αn)t
′
(r(βn),βn)
= t′(α1,r(α1),r(β1),β1,...,αn,r(αn),r(βn),βn), by (S1) and (S2),
= t′ζ , by (S5).
Thus, if ϕζ = idA(ζ), that is, ϕζ = ϕζζ , then by (S5) we have
t′ζ = t
′
ζζ
= PA(ζ),
and we get V ∗α1Vβ1 · · · V
∗
αn
Vβn = t
′
ζ = PA(ζ) verifying (L7). As we observed
earlier (in the remarks before Lemma 7.12), (L7) implies (L1). Now let
α, β ∈ C. If s(α) = r(β) then
VαVβ = t
′
(r(α),α)t
′
(r(β),β)
= t′(r(α),α,r(β),β), by (S1),
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= t′(r(α),αβ), by (S5),
= Vαβ .
If s(α) 6= r(β), then s((r(α), α)) 6= r((r(β), β)), so (S1) gives that VαVβ =
t′(r(α),α)t
′
(r(β),β) = 0. Thus we have verified (L2). Finally we note that
each Vα is a partial isometry (since Vα = t
′
(r(α),α)) and that each PA(ζ)
is a projection (since PA(ζ) = t
′
ζζ
= t′∗ζt
′
ζ and t
′
ζ is a partial isometry).
Hence, by the universal property of C∗Li,s(C), we get that there is a homo-
morphism g : C∗Li,s(C) → C
∗(ZM(C)) such that g(vα) = Vα for each α ∈ C
and g(pA(ζ)) = PA(ζ) for each ζ ∈ ZC . If we set Tζ = v
∗
α1
vβ1 · · · v
∗
αn
vβn for
ζ = (α1, β1, . . . , αn, βn) ∈ ZC , we get that g(Tζ) = t
′
ζ . Since C
∗(ZM(C)) is
generated by the t′ζ , it follows that g is surjective. 
Using the previous lemmas, and letting q : C∗(ZM(C)) → T (C) denote
the canonical surjective homomorphism, which maps each tζ to t
′
ζ , it is not
difficult to see that we have established the commutativity of the following
diagram:
C∗Li(C) C
∗
Li,s(C)
C
∗ (∪)
Li (C) C
∗ (∪)
Li,s (C) T (C)
C∗(ZM(C))πs
ρs
π(∪) ρ(∪)
µ
g
q
Theorem 7.16. (i) g is an isomorphism.
(ii) µ is an isomorphism.
(iii) ρs is an isomorphism if C is finitely aligned.
(iv) π(∪), ρ(∪) and q are not generally one-to-one, even if C is finitely
aligned.
(v) πs is not generally one-to-one, even if C is finitely aligned.
Proof. (i): We will show that g has an inverse f : C∗(ZM(C)) → C∗Li,s(C).
For ζ = (α1, β1, . . . , αn, βn) ∈ ZC we set Tζ = v
∗
α1
vβ1 · · · v
∗
αnvβn ∈ C
∗
Li,s(C).
We are assuming (L1) – (L3) and (L7) for the vα and the pX with α ∈ C
and X ∈ J (C), and we are going to deduce (S1), (S2), and (S5) for the Tζ .
It follows readily from the definition of Tζ and Lemma 7.11 that (S1) and
(S2) hold. If ζ ∈ ZC , then ϕζζ = idA(ζ) = idA(ζζ), so using (L7) we get
T ∗ζ Tζ = Tζζ = pA(ζζ) = pA(ζ),
which implies that Tζ is a partial isometry. Next, suppose that ζ, ζ
′ ∈ ZC and
ϕζ = ϕζ′ . Then A(ζ) = A(ζ
′) and idA(ζ) = idA(ζζ) = ϕζϕζ = ϕζϕζ′ = ϕζζ′ .
52 ERIK BE´DOS, S. KALISZEWSKI, JOHN QUIGG, AND JACK SPIELBERG
Thus A(ζ) = A(ζζ ′) and ϕζζ′ = idA(ζζ′). Using (L7) we get
T ∗ζ Tζ′ = Tζζ′ = pA(ζζ′)
= pA(ζ) = T
∗
ζ Tζ
= pA(ζ′) = T
∗
ζ′Tζ′ .
Now, since ϕζ = ϕζ′ , we get from what we just have proved that we also
have T ∗
ζ
T
ζ′
= T ∗
ζ′
T
ζ′
, that is, TζT
∗
ζ′ = Tζ′T
∗
ζ′ . Since Tζ and Tζ′ are partial
isometries, we get that
Tζ = TζT
∗
ζ Tζ = TζT
∗
ζ′Tζ′ = Tζ′T
∗
ζ′Tζ′ = Tζ′ ,
verifying (S5). Hence it follows from the universal property of C∗(ZM(C))
that there is a homomorphism f : C∗(ZM(C))→ C∗Li,s(C) satisfying f(t
′
ζ) =
Tζ for every ζ ∈ ZC . Since g(Tζ) = t
′
ζ for every ζ ∈ ZC , we get that f is the
inverse of g.
(ii): We will construct a homomorphism inverse to µ. In C
∗ (∪)
Li,s (C) de-
fine {Tζ : ζ ∈ ZC} as follows: for ζ = (α1, β1, . . . , αn, βn) ∈ ZC let Tζ =
v∗α1vβ1 · · · v
∗
αnvβn . We are here assuming (L1) – (L3), (L6) and (L7) for the
vα and the pX with α ∈ C and X ∈ J
∪(C); from the universal property
of T (C) we see that it suffices to deduce (S1) – (S4) for the Tζ . It follows
from our definition of Tζ that (S1) and (S2) hold. We next claim that for
ζ ∈ ZC we have pA(ζ) = T
∗
ζ Tζ . This follows from (L7) just as in the previous
proof. Note also that by induction, (L6) holds for finite unions. Now if
A(ζ) =
⋃n
i=1A(ζi), then
T ∗ζ Tζ = pA(ζ) = p
⋃n
i=1A(ζi)
=
n∨
i=1
pA(ζi) =
n∨
i=1
T ∗ζiTζi ,
establishing (S3). Finally, (L7) is equivalent to (S4).
(iii): Suppose that C is finitely aligned. Using part (ii), it suffices to construct
a homomorphism inverse to µ ◦ρs. By the universal property of T (C) in the
finitely aligned case, we need only verify that the map T : C → C
∗ (∪)
Li (C) de-
fined by Tα = vα is a representation of C, i.e., satisfies (1) – (3) in Definition
3.1. Lemma 7.11 gives that vu is a projection for each u ∈ C
0, so it follows
from (L1) that vu = v
∗
uvu = puC . Now it follows that
T ∗αTα = v
∗
αvα = ps(α)C = vs(α) = Ts(α)
for each α ∈ C, proving (1). Next, (2) follows immediately from (L2).
Finally, let α, β ∈ C. Note that by (L1) and (L5) we have
vαv
∗
α = vα(v
∗
αvα)v
∗
α = vαps(α)Cv
∗
α = pαC .
Then
TαT
∗
αTβT
∗
β = vαv
∗
αvβv
∗
β = pαCpβC = pαC∩βC , by (L4),
= p⋃
γ∈α∨β γC
=
∨
γ∈α∨β
pγC , by (L6),
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=
∨
γ∈α∨β
TγT
∗
γ ,
verifying (3).
(iv): Let C be the following finitely aligned left cancellative small category
(actually a 2-graph):
y
u
v
xα
β γi
δi
where i = 1, 2, and αγi = βδi. We construct a representation {Vµ : µ ∈ C},
{pX : X ∈ J (C)} satisfying (L1) – (L5), but not (L6). We let all Hilbert
spaces not defined by the following equations be isomorphic to some fixed
Hilbert space (of arbitrary dimension, e.g. dimension one).
Hx := Hγ1 ⊕Hγ2 ⊕H
′
x
Hy := Hδ1 ⊕Hδ2 ⊕H
′
y
Hu := Hαγ1 ⊕Hαγ2 ⊕H
′
u.
For each edge µ in C we will let Vµ be a partial isometry with initial space
Hs(µ). Choose these so that
Vγi(Hv) = Hγi
Vδi(Hv) = Hδi
Vα(Hγi) = Hαγi
Vα(H
′
x) = H
′
u
Vβ|Hδi = VαVγiV
∗
δi
Vβ(H
′
y) = H
′
u
Vw = IHw , w ∈ C
0
Vαγi(= Vβδi) = VαVγi .
It is straightforward to check that VµVν = Vµν if s(µ) = r(ν), and equals
0 otherwise. Thus (L1) and (L2) are satisfied. In order to consider (L3) –
(L6) we must define the projections associated to constructible right ideals.
First we list all such ideals (apart from the empty set):
uC = {u, α, β, αγ1 , αγ2}
αC = {α,αγ1, αγ2}
βC = {β, αγ1, αγ2}
αα−1βC = {αγ1, αγ2}
αγiC = {αγi}
xC = {x, γ1, γ2}
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α−1βC = {γ1, γ2}
γiC = {γi}
yC = {y, δ1, δ2}
β−1αC = {δ1, δ2}
δiC = {δi}
vC = {v}.
For X = µC with µ ∈ C we let pX := VµV
∗
µ . We let p∅ = 0 (so that (L3)
holds), and for the remaining ideals we set
pα−1βC = Vx
pβ−1αC = Vy
pαα−1βC = Vu.
Note that VαV
∗
α = Vr(α) and VβV
∗
β = Vr(β). Using this it is straightforward
to verify (L4) and (L5). Also note that in this example, J (C) = J (∪)(C).
Moreover,
pγ1C + pγ2C = IHγ1⊕Hγ2 6= IHx = (T
−1
α Tβ)(T
−1
α Tβ)
∗ = pα−1βC = pγ1C∪γ2C ,
so that (L6) does not hold. Therefore π(∪) is not one-to-one for this example.
It is also straightforward to verify that if ζ ∈ ZC is such that ϕζ =
idA(ζ), and A(ζ) 6= ∅, then ζ must be a concatenation of zigzags from the
following list: (µ, µ) for µ ∈ C, (α, β, β, α), (β, α, α, β), (α, r(α), r(α), α),
(r(α), α, α, r(α)), and similarly for β. It is easily seen that Vζ = pA(ζ)
for these, and hence (L7) holds. Therefore ρ(∪) is not one-to-one for this
example. Since g and µ are isomorphisms, this implies that q is not one-to-
one for this example.
(v): Let C be the following finitely aligned left cancellative small category
(actually a 2-graph):
u1
y
v
x
u2
α1 α2
β1 β2
γi
δi
where 1 ≤ i ≤ n, n > 1, and with identifications αjγi = βjδi for all i, j. We
construct a representation {Vµ : µ ∈ C}, {pX : X ∈ J (C)} satisfying (L1) –
(L5), but not (L7). We let all Hilbert spaces not defined by the following
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equations be isomorphic to some fixed Hilbert space (of arbitrary dimension,
e.g. dimension one).
Hx :=
⊕
i
Hγi ⊕H
′
x
Hy :=
⊕
i
Hδi ⊕H
′
y
Huj :=
⊕
i
Hαjγi ⊕H
′
j , j = 1, 2.
For each edge µ in C we will let Vµ be a partial isometry with initial space
Hs(µ). Choose these so that
Vγi(Hv) = Hγi
Vδi(Hv) = Hδi
Vαj (Hγi) = Hαjγi
Vβj |Hδi = VαjVγiV
∗
δi
Vαj (H
′
x) = H
′
j
Vβ1(H
′
y) = H
′
j
Vβ2 |H′y = Vα2V
∗
α1
Vβ1U
∗,
where U ∈ U(H ′y) is a nontrivial (partial) unitary operator. Now we define
Vw := IHw for each vertex w ∈ C
0, and Vαjγi := VαjVγi and Vβjδi := VβjVδi .
It is straightforward to check that VµVν = Vµν if s(µ) = r(ν), and equals 0
otherwise. Thus (L1) and (L2) are satisfied. Also note that
V ∗β2Vα2Vα1V
∗
β1
|H′y = (UV
∗
β1
Vα1V
∗
α2
)Vα2V
∗
α1
Vβ1 = U,
while ϕ(β2,α2,α1,β1) = id{δi:1≤i≤n}. Thus (L7) does not hold. In order to
verify (L3), (L4), and (L5) we must define the projections associated to
constructible ideals. First we list all such ideals (apart from the empty set):
ujC = {uj , αj , βj , αjγ1, . . . , αjγn}
αjC = {αj , αjγ1, . . . , αjγn}
βjC = {βj , αjγ1, . . . , αjγn}
αjα
−1
j βjC = {αjγ1, . . . , αjγn}
αjγiC = {αjγi}
xC = {x, γ1, . . . , γn}
yC = {y, δ1, . . . , δn}
α−11 β1C(= α
−1
2 β2C) = {γ1, . . . , γn}
β−11 α1C(= β
−1
2 α2C) = {δ1, . . . , δn}
γiC = {γi}
δiC = {δi}
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vC = {v}.
For X = µC with µ ∈ C we let pX := VµV
∗
µ . We let p∅ = 0 (so that (L3)
holds), and for the remaining ideals we set
p
α−1j βjC
:= Vx
p
β−1j αjC
:= Vy
p
αjα
−1
j βjC
:= Vuj .
Note that VαjV
∗
αj
= Vr(αj ) and VβjV
∗
βj
= Vr(βj). Using this it is straightfor-
ward to verify (L4) and (L5).
(We mention that if n = 1, this example does not contradict (iii). The
reason is that in that case, α−11 β1C = {γ1} = γ1C, but pα−11 β1C
6= pγ1C . Thus
if n = 1 the operators pX are not well-defined.) 
Remark 7.17. When C is a submonoid of a group, Norling has shown in
[24, Proposition 3.26] that there is an isomomorphism from C∗Li,s(C) onto
C∗(Iℓ(C)). Since the left inverse hull Iℓ(C) coincides with ZM(C) in this
case, Theorem 7.16 (i) generalizes this result.
With a bit more work we may modify the examples exhibited in the proofs
of Theorem 7.16 (iv) and (v) to be submonoids of groups. We remark that in
the following, the monoids are submonoids of groups and have no inverses,
and thus are categories of paths.
Proposition 7.18. The maps π(∪), ρ(∪), q and πs are not generally one-
to-one even if C is a finitely aligned submonoid of a group.
Proof. We will modify the examples used in Theorem 7.16 (iv) and (v). We
use the amalgamation procedure from [31, Section 11] (all results except the
last in that section are valid for arbitrary left cancellative small categories
([32, Section 4]); however, these examples are 2-graphs, hence within the
literal scope of the reference [31]). We give a treatment that applies simul-
taneously to both of the examples. Let Λ be one of the 2-graphs appearing
in the proofs of Theorem 7.16(iv) and (v). We will make use of the represen-
tations constructed there. Let Λ˜ be obtained by identifying all vertices of Λ.
We will let u˜ denote the unique unit of Λ˜. By [31, Lemma 11.2] each element
of Λ˜ (other than u˜) has a unique normal form (µ1, . . . , µm) characterized by
the properties that µi ∈ Λ \ Λ
0 and s(µi) 6= r(µi+1). For µ ∈ Λ˜ and w ∈ Λ
0
let Hµ,w be a copy of Hw: H
µ,w = {ξµ,w : ξ ∈ Hw}. For µ = (µ1, . . . , µm)
(in normal form), ν ∈ Λ˜, ξ ∈ Hw, let
V˜µξ
ν,w =
{
(Vµnξ)
(µ1,...,µn−1),r(µn), if ν = u˜, µ 6= u˜, and s(µn) = w,
ξµν,w, otherwise.
We claim that V˜µV˜ν = V˜µν . We may as well assume that µ, ν 6= u˜. Let
µ = (µ1, . . . , µm) and ν = (ν1, . . . , νn) in normal form. Let η ∈ Λ˜, w ∈ Λ
0,
and ξ ∈ Hw. We consider several cases.
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Case (i). Suppose that η = u˜ and s(νn) = w. Then
V˜νξ
η,w = (Vνnξ)
(ν1,...,νn−1),r(νn).
There are two subcases. First, if n = 1 and s(µm) = r(ν1) then
V˜µV˜nuξ
η,w = V˜µ(Vνnξ)
u˜,r(νn) = (VµmVνnξ)
(µ1,...,µm−1),r(µm).
On the other hand µν = (µ1, . . . , µm−1, µmνn), and hence
V˜µνξ
η,w = (Vµmνnξ)
(µ1,...,µm−1),r(µm) = (VµmVνnξ)
(µ1,...,µm−1),r(µm)
since V is a representation. Second, if n > 1 or s(µm) 6= r(ν1), then
V˜µV˜νξ
η,w = V˜µ(Vνnξ)
(ν1,...,νn−1),r(νn) = (Vνnξ)
µ(ν1,...,νn−1),r(νn).
On the other hand, the normal form of µν has νn as its last piece, hence
V˜µνξ
η,w = (Vνnξ)
µ(ν1,...,νn−1),r(νn).
Case (ii). Suppose that η 6= u˜ or s(νn) 6= w. Then V˜νξ
η,w = ξνη,w. Also
νη 6= u˜, so V˜µV˜νξ
η,w = ξµνη,w. On the other hand, writing µν = (γ1, . . . , γk)
in normal form, we have that s(γk) = s(νn), and hence that η 6= u˜ or
s(γk) 6= w. Therefore V˜µνξ
η,w = ξµνη,w.
Now it is straightforward to see that the amalgamated versions exhibit
the same phenomena as the versions in the proof of Theorem 7.16. Since
Λ˜ has a single unit, it is a monoid. In fact Λ˜ is a submonoid of a (finitely
generated) free group. In the case of the example in the proof of Theorem
7.16(iv), let G be the free group with generators α, β, γ1, γ2. Then Λ˜ is
the submonoid generated by the four generators together with β−1αγ1 and
β−1αγ2. In the case of the example in the proof of Theorem 7.16(v), let
G be the free group with generators α1, α2, β1, γ1, . . ., γn. Then Λ˜ is
the submonoid generated by the n + 3 generators together with α2α
−1
1 β1,
β−11 α1γ1, . . ., β
−1
1 α1γn. 
Remark 7.19. The example used in Theorem 7.16 (v) can be enlarged by
letting n =∞ to give a nonfinitely aligned 2-graph. An analogous argument
to the one given there shows that ρs is not generally one-to-one if C is not
finitely aligned. Moreover, an argument analogous to the one in Proposition
7.18 shows that there is a nonfinitely aligned submonoid of a group for which
ρs is not one-to-one.
Remark 7.20. When C is a left cancellative monoid, a certain quotient C∗-
algebra Q(C) of C∗Li(C), called the boundary quotient of C
∗
Li(C), is introduced
in [7, Remark 5.5]. A similar quotient may be defined for a left cancellative
small category C. Recall from the beginning of Subsection 7 that every set
A(ζ) ∈ J (C) has a range in C0: r(A(ζ)) = s(ζ). We will write J (C)v =
{E ∈ J (C) : r(E) = v}. For v ∈ C0, let us say that a finite nonempty subset
F of J (C)v is a foundation set if for each Y ∈ J (C)v there exists X ∈ F
with X ∩ Y 6= ∅. (This coincides with the notion of boundary cover from
[32, Definition 10.6].) We may then define the boundary quotient Q(C) of
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C∗Li(C) as the universal C
∗-algebra generated by partial isometries {vα}α∈C
and projections {eX}X∈J (C) satisfying relations (L1) – (L5) and also∏
X∈F
(1v − eX) = 0 for all foundation sets F ⊆ J (C),
where 1v := evC . (Note that the above condition is equivalent to 1v =∨
X∈F eX , i.e. to condition (5) of [32, Definition 10.9].)
An interesting problem is whether Q(C) is isomorphic to O(C) when C is
finitely aligned (or even singly aligned). A result pointing towards a positive
answer is provided by [33, Theorem 3.7], where Starling shows that when
C is a singly aligned left cancellative monoid (i.e., is a right LCM in the
terminology used in [33]), then Q(C) is isomorphic to the tight C∗-algebra
of the left inverse hull of C, hence to O(C) by Corollary 7.10.
Remark 7.21. Given a finitely aligned left cancellative small category C,
there are many other natural questions to investigate in the future. We
mention a few here. What can be said about the nuclearity of any of the
C∗-algebras associated to C? What kind of conditions will ensure that (some
of) the canonical maps between the C∗-algebras associated to C are isomor-
phisms? When is O(C) simple? When is it simple and purely infinite? For
any of these questions, an answer valid only in the singly aligned case would
already be interesting.
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