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DISCOVERY LEARNING IN AN INTERDISCIPLINARY COURSE
ON FINITE FIELDS AND APPLICATIONS
CHRISTOPHER O’NEILL AND LILY SILVERSTEIN
Abstract. Math 148 at the University of California Davis covers finite fields and
combinatorial applications including block designs and error-correcting codes. Teach-
ing this course presents some unique challenges, as much of the content typically ap-
pears in a second course in abstract algebra, yet the students exhibit a wide range of
mathematical preparation. We describe our approach to teaching Math 148 using a
partially flipped classroom, with two lecture days and two discovery-learning-based
discussions each week. Discussions center around group activities that build intu-
ition for abstract concepts while avoiding excessive technical machinery. We describe
our partially-flipped model in detail, and reflect on some highlights and challenges
encountered in our two quarters of teaching it.
1. Introduction
Math 148 at the University of California Davis is an upper division mathematics
course that covers block designs and error-correcting codes, as well as several prereq-
uisite topics in abstract algebra (see Section 2 for a more thorough content overview).
The class is usually split roughly evenly between mathematics majors and computer
science majors. A prerequisite is proof-writing experience from a prior class, but the
students have highly varied mathematical backgrounds. Based on surveys at the start
of each course, about a quarter of the students have already taken abstract algebra,
while another quarter have never seen modular arithmetic. This variance means the
abstract algebra content must be rigorous enough for junior and senior math majors,
while simultaneously communicating enough intuition, motivating examples, and com-
binatorial applications to hold the interest of computer science majors.
We taught Math 148 together in two consecutive winter quarters, using a partially-
flipped classroom model where each class meeting is designated as either a “lecture day”
or a “discussion day.” Discussion days center around working in small groups, usually
at a chalk- or whiteboard, on active learning worksheets with open ended problems
designed to facilitate student discovery of new course material. Lecture days are more
traditional, with the instructor setting the pace while introducing new material and
preparing students for the discussion days.
As with a completely flipped classroom, active learning is a central part of our par-
tially flipped model. Students can take ownership of the material, discovering much of
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the content on their own rather than simply taking dictation. There is more oppor-
tunity for instructors to observe and interact, and to quickly correct misconceptions
on new material. Additionally, our partially flipped model has several benefits over a
fully flipped classroom.
• The expectations of UC Davis students are better addressed. UC Davis is a
large, public R1 university, and math courses with active discussion sections
are uncommon. Balancing active learning with lectures in a structured and
predictable manner preserves a level of familiarity for the students.
• The standard pace of the course is easier to maintain, so all necessary material
can still be covered. In fully flipped classroom models, it is sometimes necessary
to cover less material than a standard lecture course. By including some lecture
days and carefully choosing which material is covered in lectures vs. discussions,
instructors have more control over the pace of the course.
• The barrier to entry is lower for instructors with limited experience in flipped
classroom settings (including both authors prior to this course). At a large uni-
versity like ours, where flipped classrooms are rare, there is additional concern
that administration would be critical of any dissatisfaction with an “experimen-
tal” course design. Not only is the partially-flipped model less obviously exper-
imental, it provides some flexibility for adjusting the lecture-to-discussion ratio
as the course progresses, in case of difficulties. Although this wasn’t necessary
in our case, knowing that it was a possibility gave us greater confidence about
trying methods that are unusual at our school.
• The increased workload for both student and teacher is lower than for a fully-
flipped classroom. In some fully-flipped models, students are responsible for
completing much of the work outside of class, demanding considerably more
time than they may be used to in other courses. Additionally, teachers must
plan their classes further ahead and with extra care, an effort that is sometimes
not acknowledged or even visible to students who feel they are “doing all of
the work.” The partially-flipped classroom model sits comfortably between this
workload and that of a standard lecture class.
The rest of the paper goes into detail about our specific implementation of a partially-
flipped model. All course materials are freely available at the following webpages, and
some samples are included as figures in Sections 4.1 and 4.2.
https://cdoneill.sdsu.edu/teaching/w17-148/
https://cdoneill.sdsu.edu/teaching/w18-148/
After teaching the course twice, we conducted exit interviews with students on a
volunteer basis. Ultimately, we interviewed five students from the first class and seven
from the second. Student feedback was generally positive, and many of their comments
and suggestions, as well as feedback from anonymous course evaluations, are discussed
throughout the paper. Teaching the same course twice gave us the opportunity to
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make small adjustments to the course design and content. With this in mind, most
sections of the paper contain a subsection titled “Changes the second time,” where we
highlight the most useful changes.
Acknowledgements. The authors would like to thank Stephan Ramon Garcia for
his advice and support.
2. Course content
2.1. Content survey. An error-correcting code is a collection of codewords used to
represent messages in such a way that the recipient can reliably detect and/or correct
a minimum number of errors occurring in transmission. For example, if the message is
a series of bits, the code
0 7→ 000, 1 7→ 111
allows the recipient to correct an error where a single bit is transmitted incorrectly.
More specifically, if a transmission is received as
010 111 110 000,
then the recipient detects incorrect bits in the first and third letters, and correcting
each to the nearest valid codeword yields the intended message 0110.
The construction of space-efficient error correcting codes is one of the primary goals
in coding theory, and has countless applications in computer science and engineering.
One method of constructing highly space-efficient error-correcting codes (including
some so-called perfect codes) is using block designs, which are collections of sets of equal
size, called blocks, with certain intersection properties. For example, the collection
{1, 2, 3}
{4, 5, 6}
{7, 8, 9}
{1, 4, 7}
{2, 5, 8}
{3, 6, 9}
{1, 5, 9}
{2, 6, 7}
{3, 4, 8}
{1, 6, 8}
{2, 4, 9}
{3, 5, 7}
forms a block design in which every pair of elements appears together in exactly one
block. In addition to their use in constructing error-correcting codes, block designs are
used in statistics for experiment design and group testing.
Block designs and error-correcting codes are covered in the second half of Math 148,
with a focus on constructions using the algebraic and geometric properties of finite
fields. The first half of the course is spent introducing a collection of carefully chosen
prerequisite topics, starting with modular arithmetic, moving on to polynomial rings
and factorization, and concluding with finite fields. Topics are covered in enough depth
to understand the later material, but not as rigorously as in a standard abstract algebra
course. Students are introduced to the idea of block designs and error-correcting codes
on the first day of class, and throughout the first half of the course they are reminded
of these applications as motivation for the more abstract prerequisite topics.
Some homework problems are inspired by exercises and examples in the optional
course textbook Discrete Mathematics by Biggs [1].
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2.2. Minimizing technical machinery. Given the volume of algebraic material to
cover and the students’ varied algebra backgrounds, difficult vocabulary and technical
proofs are carefully avoided when they are unnecessary or unenlightening. Some con-
cepts, such as isomorphisms, do not play a central role in later topics and can simply
be conveyed with a couple of well-chosen examples rather than a formal definition.
Other concepts require more care to avoid, such as Galois groups, which, though not
essential to this course, are used in most proofs of the fundamental theorem of finite
fields. As such, the instructor must carefully choose which statements to prove formally
and which to convey using illustrative examples.
One of the more difficult topics to address is quotient rings, which students must use
explicitly in order to work with certain finite fields like F4 = Z2[z]/〈z2 + z + 1〉, the
field with 4 elements. Rather than introduce quotient rings in full generality, they are
introduced in a computational manner. For example,
F4 = Z2[z]/〈z2 + z + 1〉 = {0, 1, z, z + 1},
where the product of two elements is defined as its remainder from polynomial long
division by z2 + z + 1, e.g.,
(z + 1) · (z + 1) = z2 + 1 = 1 · (z2 + z + 1) + z ≡ z mod (z2 + z + 1).
Students can verify the field axioms using the fact that z2+z+1 is irreducible in Z2[z].
All quotient rings encountered in the course are presented this way, i.e., as a polynomial
ring in one variable modulo a single polynomial, so this computational lens is both
sufficient for subsequent course material and appealingly concrete for practical use.
2.3. Changes the second time. Several topics and problem styles were more chal-
lenging for our students than we anticipated. In hindsight, this tended to occur wher-
ever there were arguments that did not require much background knowledge (hence,
easy from the instructors’ point of view), but that did require a fair amount of abstract
thinking and reasoning (hence, hard from the students’ point of view).
2.3.1. Combinatorial reasoning. In the first year, several discussion/homework prob-
lems in Week 5 (Applications of Finite Fields) had a combinatorial flavor.
• For p prime, how many 1-dimensional linear subspaces does F2p have?
• How many 2-dimensional linear subspaces does F35 have?
• Find the number of bases of F2pr , a 2-dimensional vector space over Fpr .
For the first question, for example, we expected students to come up with an argu-
ment along the following lines. A 1-dimensional linear subspace is a line through the
origin. Every nonzero point in F2p uniquely determines such a line. And every line in
F2p contains exactly p − 1 nonzero points. So the number of nonzero points, p2 − 1,
divided by the number of nonzero points per line, p − 1, gives the number of unique
1-dimensional subspaces, (p2 − 1)/(p− 1) = p + 1.
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At first, we thought of this argument as containing only one non-trivial statement:
the span of a nonzero vector in F2p always contains p − 1 nonzero points. Since a
previous question on the worksheet was to show this, we expected the problem to be
straightforward. On closer examination, however, this proof requires some combinato-
rial sophistication. Counting lines by counting points that uniquely define them, and
counting points by over-counting and then dividing, are both nontrivial leaps for stu-
dents without practice at this sort of reasoning. We found it difficult to guide students
to discover these strategies on their own. In the second iteration of the course, we
omitted these particular questions.
2.3.2. Linear algebra review. The second half of the course uses basic concepts from
linear algebra to develop some families of error-correcting codes, which is why one
quarter of linear algebra is a prerequisite for the course. In our first winter, we expected
no difficulties using notions like basis, dimension, and subspace in our discussion of
vector spaces over finite fields. However, a first course in linear algebra typically
focuses on matrix operations, like row reduction and computing determinants. To these
students, dimension might mean “the number of pivot variables” more than it means
“the maximum number of linearly independent elements of a vector space.” Moreover,
knowing the definition of dimension for real and complex vector spaces doesn’t mean a
student will automatically abstract this definition to more general fields (in this case,
finite fields). Although we only use linear algebra concepts that were covered in the
prerequisite course, in the next course we spent more time reviewing linear algebra
concepts and emphasizing how they translate to vector spaces over finite fields.
2.3.3. Omitting some longer proofs from the lectures. The first time we taught Math 148,
one or two lectures were spent proving the fundamental theorem of finite fields. Our
goal was to illustrate how to work with finite fields in a mathematically rigorous way,
but this was a challenge, since (i) most proofs require the use of technical machinery
beyond the scope of this course (e.g., Galois groups), and (ii) the disproportionate
length and level of rigor felt out of place with the rest of the course. The second
time we taught the course, we opted for additional examples and discussion days in-
tended to convey the intuition behind the fundamental theorem, rather than covering
its mathematically rigorous development.
3. Course structure
Our partially-flipped model makes a rigid distinction between lecture days and dis-
cussion days. Math 148 met four days a week, and we usually held lectures on Mondays
and Wednesdays, and discussions on Thursdays and Fridays. We did occasionally de-
viate, but students were always notified ahead of time so that they knew what style
to expect. Discussion days provide many of the benefits of a flipped classroom setting,
but the alternation with lecture days helps maintain the pace of the course. Rather
than students discovering all of the course content on their own, discussion problems
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are hand-picked to be reasonably completed within the allotted time, leaving more
time-intensive topics to be covered in lecture.
One of the primary challenges in planning the course is deciding which content should
be introduced during lectures and which should be introduced during discussions. For
some topics, definitions and basic examples are introduced in lecture, leaving deeper
connections to be discovered in subsequent discussions. As an example, one lecture
states that the collection of lines in the 2-dimensional vector space F2q satisfies the
definition of a certain type of block design. Students then discover in the following
discussion that for F2q, each block design axiom follows from a geometric property (e.g.,
two points uniquely determine a line).
Other topics are first encountered in discussion, where students discover a theorem
in practice before seeing it formally. For example, after working with the field axioms
for several weeks, students are asked in discussion to use the axioms to fill in the
addition and multiplication tables for all possible fields of small (finite) size. One
of their primary tools is the “sudoku rule” which states that every element appears
exactly once in each row and column of the addition table, and each nonzero element
appears exactly once in each nonzero row and column of the multiplication table (these
are consequences of the respective invertibility axioms). Students soon discover that
there is only one way to fill in the 3× 3 and 4× 4 operation tables while satisfying all
field axioms, and that it is impossible to do this for the 6× 6 operation tables. These
facts are a consequence of the fundamental theorem of finite fields, which is covered
in the next lecture and states that (i) any finite field of a given size is unique up to a
relabeling of its elements, and (ii) the size of any finite field equals a prime power.
3.1. Discovery learning days. The flipped aspects of our model are concentrated in
discussion day activities. Discussion problems are often open-ended, prompting stu-
dents to formulate conjectures from examples rather than verifying existing claims.
Students are not required to submit their answers to the discussion questions, freeing
them to focus on exploring and discovering the material rather than on getting a good
grade on their writeup. In addition to acquiring experience with the process of mathe-
matical investigation, discovery learning questions give students a feeling of ownership
over the material, helping to build confidence in their mathematics skills. Indeed, as
the course progresses, many students become more willing to try out examples and see
what happens, without a concern for finding the right answer on the first try.
Some college students have learned to dread group assignments, due in part to the
sometimes unequal distribution of work. Another potential issue is unequal distribu-
tion of mathematical background: the better-prepared students are impatient to move
through questions quickly, while the less-prepared students are frustrated when the
conversation goes too fast to follow. We believe the best way to avoid reluctance and
frustration with group work is to clearly separate it from graded work. Discussion
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problems are never turned in for credit, eliminating the pressure to rush through prob-
lems or to forgo collaboration in a divide-and-conquer scheme. Moreover, students are
not expected to complete every discussion problem; the instructor can decide ahead of
time which parts are the most crucial, encouraging groups to ensure they get to these
and leaving the remaining parts as extra practice for groups that move quickly.
3.1.1. Preliminary problems. The day before each discussion, students are expected to
complete a short (at most 10 minutes) preliminary assignment that is computational
in nature (i.e., no proofs). For example, these were the preliminary problems assigned
before our first discussion of the quarter.
(P1) Fill in the multiplication table for Z5. [A table with row and column labels is
provided on the worksheet.]
(P2) Find all x ∈ Z7 that satisfy x2 = [4]7.
The preliminary problems force students to review their notes from the most recent
lecture, so they can hit the ground running on discussion days, and also help to tie
together the two classroom formats. Students are regularly reminded that preliminary
assignments are intended to be straightforward and short, and that the problems are
only checked for completeness at the beginning of discussion.
In the exit interviews, students were asked for their impressions of the preliminary
problems, both in terms of difficulty (i.e., “did they actually take under 10 minutes?”)
and their perceived benefit. Their responses were more or less unanimous, that the
preliminary problems were indeed short and low stress, but were just enough to force
everyone to look over their notes before the start of discussion. Several students also
mentioned feeling more prepared at the start of discussion due to having completed
the preliminary problems.
3.1.2. Enforcing attendance in discussions. Many math courses at UC Davis have dis-
cussion sections with a TA, but often they are optional and/or consist solely of review
of content or homework problems. In our partially-flipped model, students need to be
aware that discussions are a crucial part of the course, and not simply a review session.
In addition to offering a participation grade, we communicated this in several ways:
• briefly mentioning in each lecture something that would be covered in the up-
coming discussion, e.g., “you will prove this theorem in discussion on Thursday”;
• describing preliminary problems explicitly as preparation for discussions, and
checking them at the beginning of discussion;
• stating in the syllabus that we “reserve the right to deduct one additional full
letter grade if you miss too many classes, or if sufficient participation is not
demonstrated during problem sessions” and emphasizing this at the course onset;
• ensuring both TA and instructor were present during discussion days (in truth,
this was done so we could more readily visit groups and answer student questions,
but as a byproduct it conveyed an added importance of the discussion days); and
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• handing out weekly homework assignments on the same sheet as the week’s
discussion problems (even though homework assignments were also posted online,
this convention helps convey that discussions were not an add-on to the course,
but rather an integral part of it).
In the end, several students indicated in their exit interviews that they often did not
attend discussion sections in their other math courses, and that Math 148 was one of
the few that they consistently attended.
3.2. Changes the second time.
3.2.1. All group work done on the board. Our first time with this class, discussion
groups mainly worked at their desks, which were rearranged into small clusters at the
start of class. It wasn’t until Week 8, when we introduced the projective plane over
finite fields (see Section 4.2), that we took advantage of the many chalkboards in our
classroom by having each group work at one. We quickly discovered that this enhances
discussions in multiple ways:
• It’s fun! Almost every student who gave an exit interview used this word to
describe working at the boards instead of at desks.
• It is easier to see what everyone is writing, compared to everyone working on
paper at a cluster of desks, and the visbility creates some accountability. Groups
are more attentive to what each member is writing, and spend more time coming
to an agreement about what to display on the board.
• Groups are forced to cooperate more. They may have to take turns with the
chalk or markers, and edit and discuss each other’s work. At the board, it’s
much harder for one student to move to a new question on their own, as they
might do when sitting at a desk.
• Taking on a physical role that is usually only performed by instructors reinforces
the flipped nature of the discussion problems. Plus, a distinct physical setting
can break students out of their usual group work patterns.
It is worth pointing out that by having each group working on their own board space
simultaneously, the social anxiety that might accompany working in front of a class is
greatly reduced, while retaining the empowering and fun aspects of being at the board.
This seemingly small change had such a positive response that we made it an integral
aspect of the second course’s discussions. We encourage anyone implementing a similar
class to work with their college or university to schedule similar courses in rooms with
adequate board space.
3.2.2. Emphasizing that discussion worksheets did not need to be finished. Even though
we announced this policy the first time we taught Math 148, we later discovered some
confusion surrounding the policy. In particular, in exit interviews some students men-
tioned that even though discussion problems were never submitted from credit, some of
them contained material that was relevant to homework and exam problems. Because
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the students didn’t know a priori which problems were relevant, this created its own
pressure to get through the entire discussion worksheet.
The second time we taught the course, we addressed this issue by pointing discussion
groups to the most essential parts of each worksheet. For example, we might make an
announcement to the class after 25 of 50 minutes had passed: “If any groups are still
working on Discussion Problems 1 and 2, it’s okay to leave those unfinished, but please
move on to Problem 3. We want you to get through parts (a) and (b) of Problem 3,
since these will be useful to you on the next homework assignment.”
4. Sample discussion activities
4.1. Modular arithmetic discussion worksheet and homework assignment.
In Figures 1 and 2, we include the entire worksheet materials for the first week’s
activities. The discussion problems therein exhibit the discovery-learning aspects of
the course as well as the first mathematical topic: modular arithmetic. Many questions
are intentionally open-ended, e.g., problems (D1.c.ii) and (D1.c.iii), which can inspire
some creative answers.
(D1.c.ii) All x such that the fraction x/n is reduced.
(D1.c.iii) Reducing the fraction x/n to obtain p/q, the order of x modulo n is q.
If we take these responses as evidence that the members of the group were more com-
fortable with fractions and common factors than with terminology like relatively prime
and greatest common divisor, then these answers were inherently more useful to that
group. As instructors, we then see the “comfort zone” from which to define vocabulary
and guide them through a proof that their answers were equivalent to those displayed
on other groups’ boards. It is also worth noting that order is introduced here without
appeal to groups. Later in the course, after presenting the definitions of group and ring,
the general definition of order of a group element is introduced with familiar examples
already at hand.
The Week 1 discussion sheet also introduces a major theme of this class, namely
explicit computation of many small examples as a method for generating conjectures,
e.g., problems (D2.a) and (D2.b). This process is repeated throughout the course, and
we deliberately emphasize how many of the theorems “handed down from on high” in
mathematics courses were in fact discovered through this kind of exploration.
Although question (D2.b) does not ask for a proof of the supplied conjecture, this
provides a natural place to extend the material for any groups proceeding through
the worksheet quickly. Similarly, for the true/false statements from problem (D1.b),
a group could be asked to formally write a proof for the true statements, or asked if
they could generalize a particular counterexample to a family of counterexamples and
rigorously justify why every instance in the family would indeed be a counterexample.
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Winter 2018, Math 148: Week 1 Problem Set
Due: Wednesday, January 17th, 2018
Modular Arithmetic
Discussion problems. The problems below should be completed in class.
(D1) Modular addition and multiplication.
(a) Determine which of the following are true without using a calculator.
(i) 1234567 · 90123 ⌘ 1 mod 10.
(ii) 2468 · 13579 ⌘  3 mod 25.
(iii) 258 ⌘ 358 mod 5.
(iv) 1234567 · 90123 = 111262881711.
(v) There exists x 2 Z such that x2 + x ⌘ 1 mod 2.
(vi) There exists x 2 Z such that x3 + x2   x+ 1 = 1522745.
(b) Determine whether each of the following is true or false. Give an explanation for each
true statement, and a counterexample for each false statement. Assume throughout
that n   2 and x, y, z   0 are all integers.
(i) If x ⌘ y mod n, then xz ⌘ yz mod n.
(ii) If xz ⌘ yz mod n, then x ⌘ y mod n.
(iii) If xy ⌘ 0 mod n, then x ⌘ 0 mod n or y ⌘ 0 mod n.
(c) The order of an integer x 2 {0, . . . , n 1} modulo n is the smallest integer k such that
adding x to itself k times yields 0 modulo n, that is kx ⌘ 0 mod n.
(i) Find the order of each integer x = 0, . . . , 11 modulo n = 12.
(ii) For which n does every nonzero x have order n?
(iii) Find a formula for the order of x modulo n in terms of x and n. Briefly justify
your formula (you are not required to write a formal proof).
(D2) Multiplicative inverses. Two elements a, b 2 Zn are multiplicative inverses if a · b = [1]n.
An element a 2 Zn is invertible if it has a multiplicative inverse.
(a) Determine which elements of Z6, Z7 and Z8 have multiplicative inverses.
(b) What do you notice about your answer to part (a)? State your conjecture formally.
(c) Prove that [1]n is invertible in Zn. Prove that [0]n is not invertible in Zn.
(D3) Divisibility rules. In the last lecture, we saw (and proved!) a trick that let us to quickly
determine when an integer is divisible by 9.
(a) Prove that an integer x is divisible by 3 if and only if the sum of its digits (in base 10)
is divisible by 3.
(b) Using part (a), develop a criterion for when an integer is divisible by 15.
1
Figure 1. Week 1 discussion problems.
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Required problems. As the name suggests, you must submit all required problems with this
homework set in order to receive full credit.
(R1) Write the addition and multiplication tables for Z6. You can leave o↵ the [ ]6 notation
and simply denote the elements by 0, 1, 2, 3, 4, 5 2 Z6.
(R2) Determine whether each of the following statements is true or false. Justify your answer
(you are not required to give a formal proof). You may not use a calculator.
(a) 14323341327 is prime.
(b) There exists x 2 Z such that x2 + 1 = 123456789.
(R3) Find all x, y 2 Z7 that are solutions to both of the equations
x+ 2y = [4]7 and 4x+ 3y = [4]7
in Z7. Do the same for x, y 2 Z6 (where [4]7 is replaced with [4]6).
(R4) Prove that an integer x is divisible by 4 if and only if the last two digits of x in base 10
form a 2-digit number that is divisible by 4.
Selection problems. You are required to submit all parts of one selection problem with this
problem set. You may submit additional selection problems if you wish, but please indicate what
you want graded. Although I am happy to provide written feedback on all submitted work, no
extra credit will be awarded for completing additional selection problems.
(S1) (a) Suppose (xn · · ·x1x0)10 expresses x in base 10. Prove that
x ⌘ x0   x1 + x2   x3 + · · · + ( 1)nxn mod 11.
(b) Use part (a) to decide whether 1213141516171819 is divisible by 11.
(S2) The goal of this question is to prove that the “freshman’s dream” equation
(x+ y)p = xp + yp
holds for any x, y 2 Zp when p is prime.
(a) Recall that for any n, k   0, ✓
n
k
◆
=
n!
k!(n  k)!
is an integer. Prove that if p is prime and 1  k  p  1, then p divides  pk .
(b) Recall that for any x, y 2 R,
(x+ y)n =
nX
k=0
✓
n
k
◆
xkyn k.
Use this to prove the Freshman’s Dream equation for x, y 2 Zp.
Challenge problems. Challenge problems are not required for submission, but bonus points
will be awarded for submitting a partial attempt or a complete solution.
(C1) We saw in class that an integer x is divisible by 9 if and only if the sum of the digits
(base 10) of x is divisibile by 9, and you proved in discussion that the same holds for
divisibility by 3. Fix a base b. State and prove a characterization of the n for which the
following holds: an integer x is divisible by n if and only if the sum of the digits (base b)
of x is divisible by n. As an example, for b = 10, this only holds for n = 3 and n = 9.
2Figure 2. Week 1 homework problems.
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Winter 2018, Math 148: Week 8 Problem Set
Due: Wednesday, March 7th, 2018
Constructing More and More t-designs
Discussion problems. The problems below should be completed in class.
(D1) Designs from di↵erence sets. A subset A ⇢ Zn is a di↵erence set if each nonzero element
of Zn occurs the same number of times as x  y for distinct x, y 2 A.
(a) Determine whether each of the following is a di↵erence set. You may find it useful to
divide the work here!
{0, 2, 3, 4, 8} ⇢ Z11 {0, 1, 3, 11} ⇢ Z12
(b) For each set A ⇢ Zn in part (a) above, determine for which t the collection of sets
A+ i = {i+ x : x 2 A} for i 2 Zn form a t-design.
(c) Our goal for this discussion problem is to prove the following theorem.
Theorem. Given a di↵erence set A ⇢ Zn, the sets A+ i for i 2 Zn form a 2-design.
Assuming the theorem holds, find the parameters v, k, and r1 (i.e. the number of
blocks each j 2 Zn appears in), each in terms of |A| and n. Using general facts about
2-designs, find b and r2 (i.e. the number of blocks in which each pair j, j
0 2 Zn appear
together) in terms of |A| and n. Can you find a di↵erence set that produces a 2-design
with parameters (v, k, r2) = (7, 3, 2)? What about (v, k, r2) = (7, 3, 1)?
(d) Argue that each block A+ i is distinct. Prove that each j 2 Zn occurs in r1 blocks.
(e) Given distinct j, j0 2 Zn, argue that j   j0 = x  y has r2 solutions (x, y) for distinct
x, y 2 A. For each solution (x, y), find a value of i so that j, j0 2 A+ i.
(f) Conclude that the above theorem holds.
(g) If we replace Zn in both the definition of di↵erence set and the theorem above with Fq
for q a prime power, does the theorem still hold? In particular, does your proof break,
and if so, can you amend your argument to avoid this?
(D2) The projective plane over a finite field. The goal of this problem is to construct spaces in
which any 2 distinct lines intersect in exactly 1 point.
(a) (i) Draw the a ne plane F22. List all of the lines in F22.
(ii) For each pair L1, L2 of parallel lines, draw a new point “o↵ the edge of the plane”
and extend L1 and L2 to contain the new point. They might not be “straight”!
(iii) How many points does your space have? How many points does each line have?
(iv) Does every pair of distinct points still determine a line? Is there an easy way to
fix this while preserving your answers in part (c)?
(v) Using t-designs, what can you conclude about the lines in the resulting space?
(b) (i) Draw the a ne plane F23. What is the maximum number of non-parallel lines?
(ii) As in problem (D1), for each triple L1, L2, L3 of parallel lines, draw a new point
“o↵ the edge of the plane” and extend each line to contain the new point.
(iii) How many lines do you need to add in order to ensure every 2 points determine
a line? Do all of your lines contain the same number of points?
(iv) Using t-designs, what can you conclude about the lines in the resulting space?
(c) Pick a representation for F4 using polynomials. Repeat the construction from parts (a)
and (b) using the a ne plane F24. Do the set of lines form a t-design?
(d) Conjecture a general construction for the projective plane of Fq. Viewing the set of
lines in this space as blocks in a 2-design, what will the parameters (v, k, r) be?
1
Figure 3. Week 8 discussion problem (D2).
(a) (b) (c)
Figure 4. Depictions of the projective plane over F2 drawn in discussions.
4.2. Projective geometry discussion activity. Discussion problem (D2) in Week
8, included here as Figure 3, introduces projective planes over finite fields. Mathemat-
ically, the idea is to mimic the construction of the projective plane as the unioning of
the affine plane R2 and the line at infinity, but using Fq instead of R. The result is a
finite set of points with a prescribed set of “lines” satisfying (i) every line contains the
same number of points, and (ii) every pair of lines intersects exactly once.
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On the day of discussion, students are guided step by step to construct the projective
plane over F2, but not told initially what they are constructing (and most have not
seen projective geometry before). When students near the end of part (a), we give
the additional instruction to rearrange their drawing so the lines are “as straight as
possible”. The goal of this intentionally ambiguous instruction is to give students an
opportunity for open-ended exploration and to further internalize the geometric aspects
of this construction. As this discussion occurs late in the course, students are visibly
more willing to “just try things and see what happens” without a concern for finding
“the” right answer, something several students commented on in their exit interviews.
Surprisingly, most groups hit several of the same milestones. Usually, the first his-
torical drawing discovered (and arguably the most symmetric) is the one depicted in
Figure 4a, wherein all but one line is straight. When asked to further manipulate
their drawing so that “the least straight line is as straight as possible”, most groups
discover that the further away they draw the line added in part (iv), the straighter
the remaining lines become (Figure 4b). It is at this point that we point out this line
is called the line at infinity and represents where parallel lines meet at the horizon.
Some groups do deviate from this, for instance settling on the arrangement depicted in
Figure 4c (which arguably best satisfies the “lines as straight as possible” among the
three in Figure 4). This arrangment can be interpreted geometrically as having the
line at infinity drawn horizontally through the middle.
Around half way through class, students are instructed to move on to the remaining
parts of problem (D2). Most important are part (b), which repeats the construction
over F3, and part (d), which ties these constructions back to the current topic of block
designs. Part (c) is included to give extra practice with finite fields constructed as
quotient rings, but was often skipped in the interest of time in order to get to part (d).
In addition to the sense of discovery from the activity described above, this topic
is a fantastic opportunity to introduce students to the broader subject of projective
geometry, which, unlike some of the earlier material, is new to nearly every student.
The following day’s lecture includes a brief example-driven introduction to the projec-
tive plane over R and its use in algebraic geometry, where the solution sets of some
polynomial systems are more homogenous when viewed in projective space.
During their exit interviews, over half of the students listed this discussion day as
their favorite, citing the geometric and pictorial aspects. The first time this course was
taught, this discussion was the first one in which students worked at the board instead
of at desks (see Section 3.2), which likely helped it make an extra impression.
5. Assessment
In addition to the discussion participation points (see Sections 3.1.1 and 3.1.2),
grades are based on weekly homework, one midterm exam, and a final exam. Assess-
ment for the class is thus fairly traditional. This conforms to the usual expectations
of the university and the students, which, as mentioned in the introduction, is one of
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the features of the partially-flipped model. Like lecture days, exams help set a pace
to ensure covering the department syllabus. On the other hand, our students reported
that the discussions helped them retain the material more easily than in their other
classes, so when exam weeks came, they felt less need to “cram.”
5.1. Homework. Homework assignments are distributed on the discussion sheets and
contain three problem types: required problems, selection problems, and challenge prob-
lems (see Figure 2 for a sample).
• Required problems tend to be computational, and solvable by directly apply-
ing concepts from lecture and discussion. As the name suggests, students are
required to submit all of these problems.
• Selection problems are typically proofs, demanding a bit more creativity and/or
abstraction than the required problems. Due to the creative nature of proof
writing, well-prepared and -motivated students may still fail to find the right
“trick” for a proof. To avoid penalizing anyone for missing one particular trick,
we assign several proof problems and let the students choose one to submit—
hence the name. The intention is for students to think about all of the problems,
then choose the one they felt most confident about to write up for credit.
• Most homeworks include optional challenge problems which could earn extra
credit. These vary in difficulty, but generally require a higher degree of ab-
straction than selection problems. For instance, the challenge problem from the
first week’s homework generalizes a discussion problem about certain base ten
divisibility rules, asking for a characterization of analogous divisibility rules in a
general base b.
The distinction between required and selection problems is one design choice we do
not seem to have clearly explained to the students. In exit interviews, we discovered
that the distinction most students drew was that required problems were easy, while
selection problems were hard ; allowing a choice of what to submit was “to be nice”, or
“to make the homework easier”. More than one student reported having concerns about
making the right choice: would one of the problems be similar to an exam question?
Would one be a preview of an important upcoming topic, while the other was just a
curiosity? Additionally, some students reported being unsure whether the exams would
cover material from all of the selection problems, or only from required and discussion
problems.
5.2. Exams. In both classes, the midterm and final were traditional closed-book ex-
ams, mostly consisting of computational problems at or below the difficulty of the
required homework problems. There were also several fill-in-the-blank questions, e.g.,
The smallest number of times 1 ∈ F49 must be added to itself to get 0 is ,
prove/disprove questions, e.g.,
We can conclude x4+x2+4 is irreducible in Z5[x] since it has no roots in Z5,
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and one longer proof-writing question per exam.
5.3. Changes the second time. On homework and exams, proof-writing problems
were (unsurprisingly) the most difficult for students. We did see improvement between
the first and second time we taught the course, which we attribute primarily to more
explicit feedback and instructions about expectations for proofs.
For example, one homework problem is:
Fix two rings R1 and R2. Characterize the units of R1 × R2 in terms of
the units of R1 and the units of R2.
A common incomplete answer was to prove that when a ∈ R1 and b ∈ R2 are both
units, then (a, b) is a unit of R1 × R2, then conclude that the units of R1 × R2 are
exactly the elements of this form. At first, this submission would receive a comment
like, “You only proved one direction”, or, “How do you know these are the only units?”
With more experience, we realized that the proof-writing prerequisite for Math 148 was
actually fairly minimal. Those comments were unintentionally cryptic to students with
almost no practice writing if-and-only-if proofs. A better comment would have been,
“To prove your claim, you have to prove (i) if a ∈ R1 and b ∈ R2 are units, then
(a, b) ∈ R1×R2 is a unit, and (ii) if (a, b) ∈ R1×R2 is a unit, then a ∈ R1 and b ∈ R2
are both units. You only proved the first direction.” Switching to comments that
gave basic proof templates like this proved more helpful to students, and subsequently
improved homework submissions.
Similarly, proof questions on exams were reworded or expanded to tell students what
we expected. Below, for example, is a change we made to a final exam problem.
[2017] Suppose v, t ≥ 1. Prove there exists a t-design with parameters
(v, t, r) if and only if r = 1.
[2018] Suppose v, t ≥ 1. Prove there exists a t-design with parameters
(v, t, r) (that is, with k = t) if and only if r = 1.
Hint: remember to state your assumptions and what you intend to prove!
Hint: remember that an if and only if proof has 2 directions!
6. Conclusion
Our partially-flipped implementation of Math 148 was successful and fun for both
students and instructors. We strongly recommend this format for teachers, including
those who are new to flipped classrooms.
Below is a sample of positive student feedback from anonymous course evaluations.
• (2018) I particularly liked [the] style of guided discussion where we were shown
how to piece together some of the important bits of the course ourselves, which
helped each new theorem feel more meaningful and memorable.
• (2018) This my [sic] favorite math course I have taken at UC Davis [...] I truly
believe that that is the best approach to teaching mathematics.
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• (2018) Usually I dread discussions because I haven’t been properly trained to
think my thoughts out loud and ask questions to my peers [...] this really broke
that hurdle [...] It also helped me not be intimated to go to office hours and ask
questions.
• (2017) I felt that I got an in-depth understanding of course material by this
learn-by-doing approach.
The longer exit interviews we conducted with volunteers repeated these sentiments.
Moreover, most students from the first course (interviewed over a year after taking it)
reported having better retention than their other math courses, and attributed this to
discovering and constructing many of the results in discussion.
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