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Abstract—The coordinated activities of muscles during reach-
ing movements can be characterized by appropriate analysis
of simultaneously-recorded surface Electromyograms (sEMGs).
Many recent sEMG studies have analyzed muscle synergies using
statistical methods such as Independent Component Analysis,
which commonly assume a small set of inﬂuences upstream of
the muscles (e.g., originating from the motor cortex) produce
the sEMG signals. Traditionally only the amplitude of the
sEMG signal was investigated. Here we present a fundamentally
different approach and model sEMG signals after the effects
of amplitude have been minimized. We develop the framework
of Bayesian networks (BNs) for modelling muscle activities and
for analyzing the overall muscle network structure. Instead of
assuming that synergies may be independently activated, we
assume that neuronal activity driving a given muscle may be
conditionally dependent upon neurons driving other muscles. We
call the resulting interactions between muscle activity patterns
“dependent synergies”. The learned BN networks were explored
for the purpose of classiﬁcation across subjects based on hand
dominance or afﬂiction by stroke. Network structure features
were investigated as classiﬁcation input features and it was
determined that speciﬁc edge connection patterns of 3-node sub-
networks were selectively recruited during reaching movements
and were differentially recruited after stroke compared to normal
control subjects. The resulting classiﬁcation was robust to inter-
subject and within-group variability and yielded excellent classi-
ﬁcation performance. The proposed framework extends muscle
synergy analysis and provides a framework for thinking about
muscle activity interactions in motor control.
Index Terms—surface Electromyogram (sEMG), Bayesian net-
work, reaching movement, synergy, network analysis
I. INTRODUCTION
A
N important goal of motor control studies is to under-
stand how the central nervous system (CNS) selects and
co-ordinates the muscle activity patterns necessary to achieve a
variety of natural motor behaviors [1]. A key emerging concept
in motor control is the importance of synergies [1], or groups
of muscles that act together. Works on frogs have suggested
that a complex repertoire of movements can emerge from
the appropriate control and selection of only a few synergies
which each represent a primitive movement [2]. However,
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identifying muscle synergies from all possible muscle patterns
and efﬁcient decomposing of complex and variable motor
behaviors into meaningful synergies remain challenging prob-
lems. To address this goal, a necessary intermediate step is to
determine how muscles efﬁciently collaborate together during
movements. In this paper, we plan to infer muscle interaction
patterns from surface Electromyogram (sEMG) recordings
during reaching movements. Especially we are interested in in-
vestigating whether certain muscle interactions are selectively
recruited across subjects based on hand dominance or afﬂiction
by stroke.
A sEMG is a semi-stochastic signal whose properties de-
pend upon a number of factors including the anatomical
and physiological properties of the contracting muscles, the
amount of subcutaneous fat, and choice of electrodes [3]. Stan-
dard analytical methods, including frequency-based ones, may
be particularly sensitive to parameters difﬁcult to measure,
such as capacitive effects of muscles and subcutaneous tissue
[4]. Nevertheless, despite its limitations, the non-invasive
nature of sEMG makes it practical to record several muscles
simultaneously in humans, and hence allows the investigation
of synergies.
A sEMG signal can be modelled as a zero-mean wide-sense
stationary stochastic process (i.e. the so-called carrier signal)
modulated by the sEMG amplitude [5]. A common practice
in the sEMG literature is to focus only on the amplitude data,
i.e. doing rectifying and then low-pass ﬁltering the raw sEMG
signal, while the carrier data is generally ignored. Here we use
a fundamentally different approach and model sEMG carrier
signal after the effects of amplitude have been minimized.
During the last years, partially linear decomposition meth-
ods such as Principal Component Analysis (PCA), linear
Independent Component Analysis (ICA) [6] [7], and Non-
negative Matrix Factorization (NMF) [8] have been suggested
to infer synergistic action between muscles. For instance,
linear ICA was applied to noisy sEMG data and revealed
meaningful interactions between muscles [6]. These methods
are characterized by a number of latent variables and project
multi-channel sEMG signals to a subspace. They share a
common assumption that a small set of source signals are
upstream of the muscles and produce the sEMG signals. For
example, ICA assumes that the observations are combinations
of statistically independent components, and the goal of ICAThis article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
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is to ﬁnd the underlying sources.
Here we propose a different approach, the Bayesian network
(BN) modeling approach, to directly represent interactions
between muscles without using latent variables. Methods such
as P/ICA do not explicitly reveal interactions but implicitly
through underlying sources. Our BN framework provides
an alternative which captures the interactions directly from
the observed sEMG signals by detecting conditional depen-
dence/independence between muscle activities, i.e. whether the
activities of two muscles are associated given that of a third
muscle.
There are a number of biological and statistical reasons
that make the assumption of conditional dependence between
muscle activities plausible. Depending upon the neural context,
the same neurons participating in central pattern generators
can demonstrate remarkably dissimilar behaviors [9]. Activity
in muscles themselves may be modulated by Ia inhibitory
interneurons from antagonists or Renshaw cell activity in the
spinal cord that may project to other motor neurons in the
spinal cord. [10]. Ordinary coherence, often used to infer
connectivity coupling between muscles, cannot distinguish
whether two channels are directly connected or indirectly
connected via other channels suggesting that conditional de-
pendence may need to be considered [11]. In fact, failure
to identify potential conditional dependence between muscles
may lead to erroneous interpretations regarding the overall
interactions between muscles, necessitating the use of partial
coherence, often resulting in a distinctly different connec-
tion pattern [11]. A BN represents the conditional depen-
dence/independence through a graph of nodes and edges con-
nected according to rigorous statistical rules (see Sec. II-B),
so it is suitable to discover conditional interactions between
muscles.
There are a number of reasons why BNs, as opposed
to other choices of graphical models (such as Boolean net-
works), may be particularly well-suited for modeling muscle
interaction networks. First, BN models have a solid basis
in statistics, enabling them to deal with the stochastic and
nonlinear aspects of sEMG measurements in a natural way.
As a rigorous probabilistic model, a BN allows incorporation
of the stochastic nature of sEMG recordings that may be
caused by any number of biological factors along the cortex
→ spinal cord → peripheral nerve → neuromuscular junction
→ muscle pathway. Second, BN’s modular nature makes it
easily extensible to the task of modeling sub-networks of
sEMG signals. In BNs, conditional probability distributions
(CPD) are speciﬁed locally at each node to encode dependence
relationships between a node and its parents, so the whole
network can be decomposed into many small sub-networks.
Since a node is independent of its ancestors given its parents, a
simple conditional independence relationship between muscles
could be that the interaction between muscle-A and muscle-
B does not depends on the activity in muscle-C. Further, the
rich repertoire of techniques developed for network analysis
in other areas can be used for inferring muscle networks using
sEMG. Finally, BNs can be used when incomplete knowledge
is available, and can also deal with dynamical aspects of
muscle interactions through generalizations like dynamical
BNs.
Therefore, in this paper, we develop a BN modeling frame-
work to statistically capture the interactions between muscle
activity patterns directly. More speciﬁcally, we generalize the
muscle synergy idea into the concept of a muscle network,
deﬁned as a set of muscle activity patterns with probabilistic
and conditional interactions between them that are coordinated
to achieve speciﬁc motor behaviors. In our approach, we
ﬁrst model the overall muscle activity across several simul-
taneously recorded sEMG signals. From the learned muscle
network we then deﬁne muscle synergies as statistically sig-
niﬁcant sub-networks or network-motifs [12] and use the term
“dependent synergies” to refer to (conditionally) dependent
muscle (not necessarily pair-wise) interactions.
We also plan to tackle the problem of investigating con-
sistent muscle synergies across subjects within a certain
group. While there are many potential factors that may affect
muscle synergies and thus sEMG patterns during a reach-
ing movement, here we focus on the effects of stroke and
hand dominance. Hand dominance has been reported as an
important factor in motor control [13], and different muscle
activations between the dominant and non-dominant hands
have recently been observed during reaching movements [14].
Though hand dominance as a factor in motor and functional
performance has been studied in the literature, to the best of
our knowledge, no studies have investigated the impact of hand
dominance in healthy or stroke subjects in terms of muscle
association/interaction patterns.
The main contributions of this paper are as follows:
• To present a framework for learning the muscle interac-
tion networks during reaching movements based on the
BN modeling of sEMG data.
• To demonstrate how the trained BNs can then be probed
with network motif analysis to determine “dependent
synergies”.
• To demonstrate that some network structure features are
relatively robust across subjects, and thus can be used to
distinguish factors such as handedness and stroke status.
• To demonstrate that speciﬁc three-muscle synergies may
provide insights into the compensatory changes seen in
reaching movements after stroke.
• To indicate that the sEMG “carrier” signal (after the
amplitude information is estimated and removed) can
also be informative, even though it has been traditionally
ignored by sEMG analysis methods.
The paper is organized as follows. In Section II, we describe
the proposed BN framework for learning muscle networks and
analyzing the sub-network patterns. A real case study utilizing
sEMG recordings from stroke and healthy subjects, including
data from both dominant and non-dominant arms, is discussed
in Section III. Finally, we conclude our paper and suggest
some directions for future research.
II. METHODS
A. Framework and its components
Our Bayesian network (BN) framework includes three com-
ponents: BN modelling, graph structure analysis and classiﬁ-
cation. First, BNs are applied to multi-muscle sEMG signals,This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
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Fig. 1. An example of representing the stochastic interactions of sEMG
recordings of different muscles with a Bayesian Network. This particular
graph is only for illustrative purposes and does not have intrinsic biological
meaning. Each node represents a sEMG recording of a muscle and the whole
graph represents the interaction among the muscles in a movement. This
DAG encodes the independence relationships X1⊥X2 (but X1 / ⊥X2|X3) and
(X1,X2)⊥X4|X3 (but (X1,X2)/ ⊥X4). Nodes X1 and X2 do not have any
parent and they are associated with unconditional probability distributions.
Nodes X3 and X4 have parent(s) and they are associated with conditional
probability distributions. The joint probability distribution can be factorized
according to the DAG as: P(X) = P(X1)P(X2)P(X3|X1X2)P(X4|X3).
with directed acyclic graphs (DAG) encoding the overall in-
teractions between muscles. Researchers can choose different
types of BNs according to their interest and prior knowledge
about a speciﬁc application. For example, they can use a static
BN to model the invariant interactions, a dynamic BN [15] to
model the dynamics of muscles, or a BN with hidden nodes
[15] to model the unobserved neural signals which drive the
muscles.
Secondly, graph structure analysis is conducted on the
learned BNs to extract structural features which characterize
the interaction patterns among muscle activity patterns. Struc-
tural features can be the number of edges in or out from a
node (which is called “degree” in graph theory), or the length
of the shortest path from one node to another (which is called
“distance” in graph theory). To go beyond the node and edge
levels, but to a sub-network level, we employed the “network
motif” concept [12].
Thirdly, classiﬁcation is performed, based on the BNs.
As statistical models, BNs can be naturally extended to
statistical classiﬁers with the posterior probability criterion.
Alternatively, the DAGs of BNs can also be used as input
features to other classiﬁers such as classiﬁcation trees. In the
following sub-sections, we will elaborate on each of the three
components alluded to above.
B. Bayesian networks
a) Introduction: A Bayesian Network (BN) [16], also
referred as a ”Bayesian belief network” or simply ”belief
network”, is a graphical model that consists of a directed
acyclic graph (DAG) and a set of (conditional) probabil-
ity distributions. The DAG encodes the (conditional) depen-
dence/independence relationships among random variables,
and the probability distributions constitute the joint probability
distribution with Bayes’ rule. A BN, in short, is a represen-
tation of the joint distribution over random variables by indi-
cating the conditional dependence/independence relationships
with a DAG.
A DAG encodes a set of (conditional) independence re-
lationships between node variables with the concept of d-
separation [16]. For instance, let X1, X2 and X3 denote three
node variables. According to the global Markov property [16],
if X1 is d-separated from X2 by X3 in the DAG, then it is
said that X1 is conditionally independent of X2 given X3,
i.e. P(X1X2|X3) = P(X1|X3)P(X2|X3), and we denote it
as X1⊥X2|X3. The deﬁnition of conditional independence is
similar to that of unconditional independence P(X1X2) =
P(X1)P(X2) except that it is conditional on a third random
variable X3. Here we focus on two simpliﬁed but important
corollaries within the broader concept of d-separation. (1) If
X1 and X2 are connected (i.e. there is a path in the DAG from
X1 to X2 or vice versa), then X1 is not independent of X2
which we denote as X1/ ⊥X2. (2) If X1 precedes X2 (i.e. there
is at least a path from X1 to X2) and X3 blocks all the paths
from X1 to X2, then X1⊥X2|X3. Fig. 1 shows an example of
BN which represents a network of four muscles. (Note that this
ﬁgure is only for illustrative purposes and does not necessarily
represent any real muscle network.) According to the above
corollaries, this DAG encodes a set of relationships: X1⊥X2
(but X1/ ⊥X2|X3) and (X1,X2)⊥X4|X3 (but (X1,X2)/ ⊥X4).
This example also shows that conditional independence does
not imply unconditional independence, and vice versa.
If the joint probability distribution of a set of random
variables X is subject to the Markov property, it can be
factorized according to the DAG as
P(X) =
Y
pa[Xi] =∅
P(Xi|pa[Xi],θi)
Y
pa[Xi]=∅
P(Xi|θi), (1)
where the set θ = {θ1 ...θn} denotes the parameters used
in the probability distributions and pa[Xi] denotes parents of
Xi, i.e. nodes with an edge to Xi. If a node Xi has parent
nodes, i.e. pa[Xi]  = φ, it is associated with a conditional
probability distribution P(Xi|pa[Xi]). If a node Xi does
not have any parent, it is associated with an unconditional
probability distribution P(Xi). For example, the joint proba-
bility of the four-muscle network in Fig. 1 generally can be
decomposed as Eq. 2 according to the chain rule, and further as
Eq. 3 according to the (conditional) independence relationships
speciﬁed by the DAG.
P(X) =
4 Y
i=1
P(Xi|X1,...,Xi−1) (2)
= P(X1)P(X2)P(X3|X1X2)P(X4|X3). (3)
Using BNs to represent muscle interactions can be summa-
rized as follows. sEMG signals are regarded as a vector-valued
stochastic process X(t)=[X1(t), X2(t), ...Xn(t)]T where n
denotes the number of muscles and Xi(t) the observed signal
of the ith muscle at time t. A DAG with nodes X = {X1
...Xn} indicates the interactions between muscles. If a node
Xi is connected to another node Xj, then the corresponding
muscles are considered to interact. If Xi is d-separated from
Xj by another node Xk, then the muscles represented by
Xi and Xj do not interact conditionally on the activity of
the muscle Xk. Conditional and unconditional probability
distributions are associated with the nodes, describing howThis article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
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Fig. 2. An example of essential graphs (EGs). Both the directed and acyclic
graphs DAG 1 and DAG 2 represent the same set of conditional independence:
A⊥(C,D), B⊥D|C and B⊥D|(A,C). Since the edge between C and D
is reversible, its direction is removed in the EG. Directions in either the DAGs
or the EG do not necessarily imply causality.
the muscle activity patterns interact with each other. In this
study, we employed Gaussian BNs to model the multi-muscle
sEMG signals, i.e. we modelled each variable Xi as the sum
of a Gaussian noise and a linear combination of its parents
pa[Xi]. Gaussian BNs are not only applicable but also one of
the most popular BNs for modeling multi-channel continuous
variables.
It should be pointed out that before DAGs are analyzed to
reveal muscle interactions, it must be converted to an essential
graph (EG) [17] which is also referred as a completed acyclic
partially directed graph (CPDAG) in the literature. This is
because there are often several different DAGs representing
the same set of conditional independence relationships, while
there is only one EG uniquely encoding the set of conditional
independence relationships, as shown in Fig. 2. An EG has
the same edges as a DAG does except that some edges are
not directed. Algorithms to convert a DAG to an EG have
been proposed previously [17].
A directed graph, such as those that contain directed
edges of either a BN or an EG to encode conditional in-
dependence/dependence and independence/dependence, does
not necessarily imply causality but rather association. Hence
our model dose not conﬂict with the fact that the activities
of multiple muscles are often coupled by kinematics and
dynamics of the bones and joints. For further details on BNs,
EGs and d-separation, the reader is referred to Lauritzen’s
book (1996) [16] and Andersson’s paper (1997) [17].
b) Learning Bayesian networks: Learning a BN includes
two steps: (1) structure learning and (2) parameter learning.
Structure learning is to select an appropriate DAG among
many candidate DAGs. Parameter learning is to estimate the
parameters of the conditional and unconditional distributions
given the DAG. In structure learning, we attempted to select
the most probable DAG based on the observations according
to the maximum a posteriori (MAP) criterion. Let X denote
the observations and S the DAG, the best structure from the
view of Bayesian statistics is:
ˆ S = argmax
S
p(S|X), (4)
where according to Bayes’ rule, we have
p(S|X) =
p(X|S)p(S)
p(X)
, (5)
p(X|S) =
Z
p(X|θ,S)p(θ|S)dθ, (6)
where p(S) is the prior probability of the structure S and
p(θ|S) is the probability of the parameter θ given the structure
S. The MAP criterion has the advantage of allowing users
to incorporate their knowledge in the prior probability. As
the denominator in Eq. (5) does not depend on S, only
the numerator needs to be maximized. If p(S) (the prior
probability) is uniform over all the possible structures, only
p(X|S) in Eq. (6) (the conditional probability) needs to be
maximized. The uniform assumption is reasonable in practice
since we do not prefer any structure before we observe the
data. However, alternates to a uniform prior distribution may
be considered to enhance computationally efﬁciency [18].
The MAP approach can be implemented by selecting the
structure with the largest Bayesian Information Criterion (BIC)
score [19] which is deﬁned as
BIC(S) = sup
θ
logP(X|S,θ) − 0.5K logN, (7)
where N denotes the sample size of X and K denotes the
number of free parameters in θ. In the comparison between
two models S1 and S2, exp[BIC(S1)-BIC(S2)] asymptoti-
cally approximates the ratio of their posterior probability
P(S1|X)/P(S2|X) if the two models S1 and S2 have the same
prior probability, i.e. P(S1)=P(S2) and p(θ|S) is uniform
[19]. (For rigorous proof, please refer to Schwarz’s paper
in 1978.) The large sample size in our sEMG study, 1000
time points (see Sec. III-A), should satisfy the condition
of the asymptotical approximation. As shown in Eq. (7),
the BIC consists of two terms: the maximum log likelihood
term suplogP(X|S) and the penalty term −0.5K logN. The
penalty term prevents “over ﬁtting”, i.e. choosing a structure
which has too many edges compared with the data size.
Because a structure with more edges tends to have larger
likelihood, we will inevitably choose a fully connected DAG
if only the maximum likelihood criterion is used. Therefore,
a penalty term is needed in model selection. The BIC penalty
term is proportional to the number of free parameters (K),
and “punishes” structures with redundant edges.
After structure learning, we estimated the parameters of the
conditional and unconditional distributions via the maximum
likelihood criterion. Since the number of all the possible DAGs
is super-exponential to the number of nodes, it is impractical to
exhaustively search for the best DAG. To avoid local maxima
found by greedy algorithms, we employed the Markov chain
Monte Carlo algorithm (MCMC) [20] to learn the structure.
Our implementation of learning BNs was developed based
on the software Bayes Net Toolbox (BNT) [21] for Matlab.
C. Sub-network Patterns and Muscle Synergies
Milo and Shen-Orr [12] reported that in the networks of the
real world (for instance, gene regulation networks), certain
connection patterns of sub-networks appear more frequently
than would be expected from chance, and these patterns
(named “network motifs” by the authors) can be used to
characterize the networks. Since in the current case, sub-
networks represent the co-activation between muscles, we
adopt a similar idea to discover the muscle synergies from the
DAGs of BNs. However, in contrast to the original proposal
by Milo and Shen-Orr’s, where the goal was to determine
network motifs that appear more frequently in real graphsThis article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
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Fig. 3. Different ways that three muscles can interact within a BN framework.
The directed triple graph is ﬁrst converted to an undirected graph, and then
it is classiﬁed as one of the patterns. The four patterns are abbreviated as B,
L, V and T respectively.
than in randomized graphs, our goal is to identify network
motifs that distinguish a group of graphs from another group.
Speciﬁcally, the question of interest is that “given two groups
of muscle interaction graphs derived from sEMG recordings
(e.g. recordings of stroke and normal subjects), is it possible to
determine which network motif(s) distinguish one group from
the other?”
We propose the following way to detect network motifs
distinguishing between two groups of graphs. First, the oc-
currences of each possible connection pattern in each graph
is counted. As a result, the count of a particular connection
pattern in one group of graphs is a group of numbers. Then,
the two groups of numbers are compared with a hypothesis
test such as a t-test. Finally, patterns appearing signiﬁcantly
more frequently in one group than in the other are selected
as the feature network motifs of that group. We note that
patterns which are functionally important but not statistically
signiﬁcant could exist and could be missed by this approach.
In our sEMG study, we focus on triplet network motifs,
i.e. sub-networks with three nodes. Though sub-networks
with more nodes can be analyzed similarly without theoretic
difﬁculty, we did not pursue more than three in this exploratory
research due to limited computation power and the observation
that triplets have demonstrated our framework adequately. The
complete and detailed procedure of detecting and evaluating
triplets from two groups of graphs is as follows. First, DAGs
are converted to EGs because a EG uniquely determines the
dependence relationships among nodes (see Sec. II-B). Sec-
ondly, the appearing frequencies of triplet connection patterns
are counted. The possible triplet patterns are show in Fig. 3.
Thirdly, t-test is performed to evaluate whether a speciﬁc
connection pattern appears signiﬁcantly more often in one
group of EGs than in another. As a result, each triplet pattern
is associated with a level of signiﬁcance, or p-value. Forth, the
p-values are adjusted for the effect of multiple testings with
Sidak correction as in Eq. (8),
pa = 1 − (1 − p)h, (8)
where p is the original p-value, pa is the adjusted one and
h is the number of hypotheses tested simultaneously. In the
context, h equals the number of the interested connection
patterns. The effect of multiple testings can also be adjusted
with the false discovery rate (FDR) [22] which controls q-
values, i.e. the expected portion of falsely rejected hypotheses
among those rejected. Finally, connection patterns with the
adjusted p-values or q-values lower than 0.05 are selected as
network motifs.
While the above general network motifs provide information
on the overall connectivity patterns of the network, we are
also interested in speciﬁc muscle triplets because it is possible
that alterations between the interactions of a few particular
muscles may signiﬁcantly inﬂuence classiﬁcation of reaching
movements between groups. The identiﬁcation procedure is
similar to that of the general network motifs, except that the
connection patterns are counted for each combination of three
speciﬁc muscles individually. For n muscles, all the C3
n triplets
are exhaustively examined. Instead of a t-test, Fisher’s exact
test is employed to check whether a connection pattern of a
speciﬁc muscle triple appears signiﬁcantly more in a group of
graphs than in another. The effect of multiple testing is also
adjusted, but the number of simultaneous hypothesis tests h is
much larger. If there are n muscles and m patterns of interest,
the number h is mC3
n.
D. Classiﬁcation
BNs can be used for classiﬁcation purpose in two ways: (1)
as statistical models, they can be extended to be statistical
classiﬁers; (2) as graphical models, their structures can be
input as features to other classiﬁers.
BNs can be extended to be a statistical classiﬁer naturally
with the posterior probability criterion. Suppose M1 and M2
are the statistical models of the sEMG signals of two groups of
subjects respectively, e.g. a control group and a stroke group.
Given sEMG signals X, its model index can be predicted by
the posterior probability criterion as in Eq. (9). The more
p(M1|X) is larger than p(M2|X), the more likely that X
belongs to group 1, and vice versa. If the prior probabilities
p(M1) and p(M2) are equal, the ratio p(M1|X)/p(M2|X) is
the same as the ratio p(X|M1)/p(X|M2) according to Bayes’
rule. Suppose there are totally Ni subjects of group i and Mij
represents the BN model of the jth subject in group i. With the
assumption that each individual model of group i is equally
representative of the group, the group model Mi (i=1,2) can
be built by averaging the BN models trained from individual
subjects within the same group, as expressed in Eq. (10).
If
p(M1|X)
p(M2|X)
￿
> 1, then X belongs to group 1,
< 1, then X belongs to group 2; (9)
p(X|Mi) =
PNi
j=1 p(X|Mij)
Ni
,i = 1,2. (10)
Structure features of BNs can also be used as the input
to other classiﬁers in various ways. As we mentioned in
Sec. II-B, DAGs should be converted to EGs before used
to represent the interactions between muscles. An EG of n
nodes can be encoded as an n-by-n binary adjacent matrix
A = {aij} where aij = 1 indicates an edge from node
i to node j. Because an EG cannot have any edge which
circles from and to the same node, the diagonal elements
are all zeros, and they are uninformative. The elements off
the diagonal line can be lined up as a binary vector with
n(n − 1) elements and then used as input to a classiﬁcation
tree. We choose a classiﬁcation tree, but not other classiﬁers
such as the support vector machine (SVM) [23] because of
two reasons. First, classiﬁcation tree is especially suitable for
categorical data as an adjacent matrix is; secondly and alsoThis article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
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most importantly, it is easier to interpret since a classiﬁcation
tree explicitly gives the conditions of predicting the class.
In contrast, despite its popularity, SVM results are hard to
interpret, as the SVM algorithm implicitly maps features to
a high-dimensional imaginary space. Triple patterns derived
from a BN’s structure can also be used as input features to
a classiﬁcation tree. A graph of n nodes contains C3
n triples
which can then be converted to a categorical vector of C3
n
elements. In this study, n equals 7, resulting in 42-dimensional
classiﬁcation features for an EG and 35-dimensional features
for exploring triple patterns.
The performance of BN-based classiﬁers were evaluated
with both cross-subject validation and within-subject valida-
tion on a real sEMG data set containing repeated trials of arm
reaching movements. In cross-subject validation (Fig. 4), all
the trials of one arm side of one subject were kept aside as the
testing data, and all the other data were used to train a classiﬁer
which was then used to predict the stroke state and hand
dominance of the testing arm side. The stroke state and hand
dominance of each testing trial was predicted individually,
and then all the predictions voted on the state of the testing
arm side. In this way, all the trials of the arm being tested
were used to predict its group membership. This procedure is
repeated for each subject in a leave-one-out, cross-validation
manner. Cross-subject validation evaluates whether data of the
same group share common features while data of different
groups have distinguishing features. The strategy of within-
subject validation is shown in Fig. 5. One trial of a subject
was kept aside as the testing data, and all the other trials of
the same subject were used to train a classiﬁer which was
then used to predict the group membership of the testing trial.
This procedure was repeated and each time a different trial
was selected as the testing trial. Within-subject validation was
used to evaluate whether different trials of one arm from the
same subject were consistent, yet trials of the other arm from
the same subject were different.
The performance of the BN-based classiﬁcation trees ap-
plied to sEMG carrier was compared with that of a PCA-based
SVM applied to the sEMG amplitude [24]. The PCA-based
SVM approach includes two steps: 1) reduce the dimension
of sEMG amplitude with PCA. 2) input the dimension-reduced
data to SVMs for classiﬁcation. In our study, 6 principal com-
ponents (PC) were needed to explain 80% of the total variance.
The PC coefﬁcients of the seven muscles in our study were
then concatenated as input feature vectors to SVMs whose
length was 6 × 7 = 42. We constrained both classiﬁcation
trees and SVMs from using no more than three elements of
the input features to avoid over-ﬁtting. We tried to input all
the 35 or 42 features to the classiﬁers, but the corresponding
classiﬁcation error rates were as high as 30% to 50%, so
we set the constraint above to improve the performance.
All the combinations of no more than three features were
exhaustively searched, and ﬁnally the best performance was
selected. The results showed that this modiﬁed implementation
provided much better performance than using all the features
together. We think that the comparisons between the BN-based
classiﬁcation trees and the PCA-based SVMs are fair because:
they were subject to the same constraint; the best combination
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Fig. 6. A typical auto-correlation
graph of the “carrier” signal x(t)
of a muscle. x(t1) and x(t2) (t1
 = t2) are almost independent.
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Fig. 7. A typical histogram of the
time-distribution of the “carrier”
signal x(t) of a muscle. The distri-
bution of x(t) in the time domain
is almost Gaussian.
of features were enumeratively searched; and the classiﬁcation
trees were not provided with more features than the SVMs
were.
E. Modeling sEMG signals
A sEMG signal y(t) is usually considered as a zero-mean,
Gaussian, band-limited and wide-sense stationary stochastic
process x(t) modulated by the EMG amplitude a(t) [5], [25],
expressed as
y(t) = x(t)a(t), (11)
where t indicates time and x(t) is named by us as “carrier”,
a term borrowed from the ﬁeld of communication. Accepting
these assumptions and being consistent with what we observed
in this study, we assume
1) x(t) is wide-sense stationary;
2) x(t) follows a Gaussian process;
3) x(t) is approximately white;
4) x(t) is ergodic.
Fig. 6, a typical auto-correlation plot of x(t), shows that
x(t) is approximately white, i.e. x(t1) and x(t2) are approxi-
mately independent if t1  = t2. Fig. 7, a typical histogram of
the distribution of x(t), shows that x(t)’s distribution is almost
Gaussian in the time-domain. Since the distribution of x(t) is
suggested to be Gaussian both spatially and temporally, the
ergodicity assumption at least is not severely violated yet not
rigorously proved.
The four assumptions as a whole imply that a single-channel
“carrier” signal x(t) is independent identically-distributed (iid)
at different time points and the distribution is well approx-
imated as Gaussian. Therefore, we can model multi-channel
“carrier” signals with static Gaussian BNs by adding one more
assumption that the joint distribution of the multi-channel
signals follows a multivariate Gaussian distribution. Since
static models are used here, what we attempt to discover is
not the dynamics of the muscles’ activities, but the invariant
interaction patterns among the muscles during the reaching
movements.
Most of the existing literature on sEMG describes rectiﬁca-
tion and low-pass ﬁltering of the data and hence emphasizes
the amplitude a(t) [5] while x(t) the carrier is generally
abandoned. However, in contrast here we focus on the “carrier”
signals but not the amplitude, which will provide novel insightsThis article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
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Fig. 4. Cross-subject validation Fig. 5. Within-subject validation
into the underlying system. As supported by our analysis re-
sults reported in Sec. III, the “carrier” signal is also informative
and provides a robust way to deal with the challenging issue
of inter-subject variability in sEMG data.
III. RESULTS
A. Real sEMG Datasets
All research was approved by the University of British
Columbia Ethics Board. Thirteen stroke subjects and 9 healthy
subjects were recruited. In the experiment, subjects sat in a
chair with their hands on the thigh, and then reached to a
shoulder-height target as fast as they could for ﬁve to ten trials
with each arm. The sEMG of the following seven muscles
were collected: the deltoids (anterior and lateral), the triceps
(long and lateral heads), the biceps brachium, the latissimus
dorsi, and the brachioradialis. A bipolar montage was used
to minimize the effect of crosstalk. The seven-channel sEMG
signals were ampliﬁed, high-pass ﬁltered at 20 Hz to reduce
movement artifact, and then sampled at 600 Hz. (Please refer
to [26] for further details on the sEMG experiment procedure).
The amplitude of the sEMG was estimated with root-mean-
square (RMS), with a moving window of 0.1 second. As
EMG signal can be considered as a wide sense stationary
stochastic process modulated by the EMG amplitude [5], the
carrier stochastic process (see Sec. II-E) was also calculated by
dividing the sEMG signal by the estimated amplitude. Finally,
the sEMG signals (both the amplitude and carrier) of different
trials were resampled with cubic spline interpolation so that
the overall movement duration from reaching-start to target-
touching was exactly 1000 time points. This prevents the sub-
network analysis (see Sec. II-C) from being biased by the
unequal data length since a DAG learned from more time
points tend to include more connections than another learned
from less time points. Preliminary studies included testing the
effect of the moving window by stepwise increasing the width
from 20 ms to 300 ms. It was determined visually that 100 ms
gave the best estimation, as it yielded good amplitude estimate
and produced an approximately wide-sense stationary carrier
signal.
Since we were interested in the inﬂuence on sEMG patterns
of two factors, stroke condition and hand dominance, sEMG
recordings were grouped into four types of experimental
groups: healthy dominant hand (HD), healthy non-dominant
hand (HN), stroke more affected side involving the dominant
hand (SD) and stroke more affected side involving the non-
dominant hand (SN). To sharpen the contrast between the
stroke and healthy states, the less affected side of stroke
subjects was excluded because it may not be a valid com-
parison against the healthy state. Most individuals with stroke
have subtle deﬁcits on the non-paretic side due to a number
of factors, including the contribution of the small portion
of corticospinal tracts that do not decussate, and remain
ipsilateral. To focus on the effect of one factor at a time, we
ﬁxed the state of one factor and compared the two states of
the other factor in four group comparisons: HD v.s. HN, SD
v.s. SN, HN v.s. SN and HD v.s. SD.
B. Learned Bayesian Networks
Examples of the learned DAGs of the BNs are given in
Fig. 8, where the left side illustrates a typical DAG of the
dominant hand side of a healthy subject (i.e. a HD case) and
the right is for a typical DAG of the non-dominant hand side
of a stroke subject (i.e. a SN case). The two DAGs showed
different connection features. For example, the lateral deltoid
is connected to all the other six muscles in the DAG of the
HD case while it is completely isolated in the SN case. The
long head of the triceps is more connected with others in the
HD case than in the SN case. The biceps is connected to the
lateral, long heads of the triceps and the lateral deltoid in
the HD case while to the anterior deltoid, latissimus dorsi,
the brachioradialis and the lateral triceps in the SN case.
These differences between the two typical subjects suggest
that both stroke and hand dominance can affect the sEMG
muscle association patterns during reaching movements.
Comparisons between the DAGs of different hand domi-
nance are shown in Fig. 9. The width of the displayed edge is
proportional to the log odds ratio (LOR) of their appearance
rates in the two groups. First the DAGs were converted to EGs,
then the appearance rate of each edge in each group of the EGs
was calculated, and ﬁnally the rate was converted to LOR.
Only the edges whose LOR’s absolute value exceeded ln(2)
were shown in the ﬁgure. A solid edge means that it appears
more frequently in the ﬁrst group than in the second, and a
dashed edge means a higher appearing frequency in the secondThis article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
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Fig. 8. Examples of typical DAGs of subjects with different hand dominance
and different stroke state.
group. Sub-ﬁgures (a) and (b) compared the BNs learned from
dominant hand and non-dominant hand groups. We note that
networks from dominant hand groups have more connections
between the muscle pairs (biceps, triceps long head), (lateral
triceps, lateral deltoid) and (anterior deltoid, lateral deltoid).
Sub-ﬁgures (c) and (d) compared the BNs between healthy
subjects and stroke subjects. We note that healthy subject
group has more connections between the muscle pairs (triceps
long head, biceps) and (brachioradialis, lateral deltoid).
C. Triple Patterns
The learned BNs from different experimental groups
demonstrated different triple connection patterns, as shown in
Fig. 10. The V pattern (see Fig. 3) appears signiﬁcantly more
frequently in the HN group than in the SN group (p = 0.0002),
and more often in the SD group than in the SN group. The Line
pattern (see Fig. 3) appears signiﬁcantly more frequently in the
SN group than in the HN group (p = 0.0103), and also in the
SN group than in the SD group (p = 0.0077). In addition to
the general triple patterns, speciﬁc muscles triples also showed
signiﬁcantly different connection patterns across experiment
groups. Muscles involved in these triplets are deltoid (both
anterior and lateral), triceps and brachioradilis, as shown in
Table I. However, no signiﬁcant results were discovered about
the Blank pattern and the Triangle pattern (see Fig. 3).
Since the V pattern is the most efﬁcient pattern to connect
three muscles and a Line pattern only connects two muscles,
muscles of the HN and SD groups seem cooperate more
closely than those of the SN group. This observation coincides
with clinic experience, where the SN group typically have
the most difﬁculty in performing reaching movements. Lack
of normal cooperation between the muscles may explain this
empirical observation of the SN group’s demonstrating inferior
performance [27]. The importance of the deltoid (both anterior
and lateral) in these results is consistent with a previous tradi-
tional analysis of these data [26] where the deltoids’ activation
was found signiﬁcantly altered after stroke. The functional
connectivity between the brachioradilis and the deltoid that
we detected (Fig. 9 c-d) during reaching movements has
been suggested by previous studies. Lemon et al. [28] used
transcranial magnetic stimulation during reaching movements
in human subjects and found evidence of a strong cortical
drive to both the deltoid and brachioradialis throughout a
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HN vs. SN
t stat = 4.2422, df = 98
95% CI = 1.5955 ~ 4.4044
p = 0.0002
HN vs. SN
t stat = −3.0936, df = 98
95% CI = −3.2465 ~ −0.7091
p = 0.0103
SD vs. SN
t stat = −3.1905, df = 94
95% CI = −3.5533 ~ −0.8272
p = 0.0077
Fig. 10. Comparison of the count of appearances of connection patterns
in different types of experimental groups. The distribution of the number
of appearances is shown with box plot. The boxes have lines at the lower
quantile, median and the higher quantile. The whiskers are the extent of the
rest of the data and the plus symbols are the outliers. If the notches of two
boxes overlap, their medians differ signiﬁcantly with type I error rate less
than 5%. The means of the distributions are also compared with t-test and
signiﬁcant results are labeled with arrows. p-values are adjusted for multiple
comparisons with Sidak correction. Since the notches compare the medians
and the t-test compares the means, their results may differ from each other
when the distributions are skewed, for example in the comparison of pattern
“Line” between HN and SN. There are no statistical differences in the number
of edges between the above groups, and thus the statistically different results
between groups are not based on the number of edges.
reaching movement. The connectivity between the deltoid and
triceps found more prominently in the stroke subjects (Fig. 9
c-d) may suggest a more traditional stroke synergy, where
there is breakdown in the normal independent activation of
muscles involving the shoulder girdle and those involved in
movement of the elbow [29]. Probably because the reaching
task is sufﬁciently simple that healthy subjects mastered it
easily even with their non-dominant hands, no signiﬁcant dif-
ference between HD and HN groups was found. An alternative
explanation is that handedness may not be strongly contrasted
in individuals that exhibit forms of ambidexterity.
D. Classiﬁcation Performance
The across-subject classiﬁcation performances were re-
ported in Table II. The proposed methods, which use the
structure features of the BNs learned from the carrier signals,
provide very high classiﬁcation accuracy in the four classiﬁ-
cation tasks, and outperform the PCA-based SVM approach
applied to the amplitude signals. This excellent classiﬁcation
performance is unlikely related to over-ﬁtting because the
error rate was estimated with cross-subject validation and
the classiﬁers were provided with almost equal chances to
achieve good performance. Although most of current studies
on sEMG focus on the amplitude signals for classiﬁcation,
our classiﬁcation trees are based on the “carrier” signal (see
Sec. II-E) which is usually lost in the traditional process
of rectiﬁcation, smoothing and other preprocessing steps. In
addition to almost perfect classiﬁcations involving stroke, the
proposed methods also offer visible interpretations via way of
the classiﬁcation tree.
The BN-based classiﬁcation trees generally provided better
performance when the triple patterns were used as the inputThis article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
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Fig. 9. Mean differences of overall network structures as a function of condition. The labels under the sub-ﬁgures are the experimental conditions in
comparison. A solid edge means it appears more frequently in the ﬁrst type than in the second, and a dashed edge does vice versa. The width of an edge
is proportional to the contrast of the frequencies of its appearances. The contrast are measured with log odds ratio (LOR) which is deﬁned as LOR =
ln([f1/(1 − f1)]/[f2/(1 − f2)]) where f1 and f2 are the appearance frequencies of the edge in two types of experimental situations under contrast. If the
edge appears k times in n trials, the appearance frequency f is estimated as k + 1/(n + 2) with the Bayes estimator. The Bayes estimator is more robust
than MLE when k and n are small, and converges to MLE when k and n are large. Only edges whose absolute value of the LOR is greater than ln(2) are
shown in the ﬁgure.
TABLE I
SIGNIFICANT CONNECTION PATTERNS OF SPECIFIC TRIPLES.
Comparison Triple Pattern Count OR and 95% CI p-value q-value
HD vs. SD A. Deltoid, L. Deltoid and Tri. Lat. L 13/45 vs. 0/41 inf, (3.5052, inf) 0.0151 0.0076
L. Deltoid, Tri. Lat. and Tri. Long L 13/45 vs. 0/41 inf, (3.5052, inf) 0.0151 0.0076
HN vs. SN Brachior, L. Deltoid and Tri. Lat. L 10/45 vs. 34/55 0.1765, (0.0650, 0.4638) 0.0140 0.0141
SD vs. SN A. Deltoid, Brachior and Tri. Long B 24/41 vs. 9/55 7.2157, (2.5614, 21.0100) 0.0036 0.0036
A. Deltoid, L. Deltoid and Tri. Lat. L 0/41 vs. 14/55 0.0000, (0.0000, 0.3312) 0.0390 0.0157
The connection patterns of the speciﬁc muscle triples appears signiﬁcantly more/less frequently in a type of experimental groups than in
another type. Counts are in the form of (No. of appearance / No. of trials). OR and CI are short for “odds ratio” and “conﬁdence interval”.
p-values are originally calculated with Fisher’s exact test and are then adjusted for multiple comparisons with the Sidak correction or
converted to q-values with the FDR [22].
classiﬁcation features than when the adjacency matrices of
EGs were used. We think this is because an EG just encodes
pair-wise interactions but a triple involves three muscles. Figs.
11 and 12 showed the best classiﬁcation trees for the four
classiﬁcation tasks. These trees include interactions between
agonist-antagonist pairs (e.g. long head of triceps, biceps),
muscles with similar actions (e.g. biceps, brachioradialis), and
muscles with no obvious similarity of function but might be
part of larger synergies (e.g. brachioradialis and latissimus
dorsi).
As previously mentioned in Sec. II-D, in addition to using
their structure features, BNs by themselves can be extended
straightforwardly to a statistical classiﬁer. The BN statistical
classiﬁer separated the trials of the same subject perfectly
(i.e. the within-subject cross-validation error rate = 0%) but
performed poorly in cross-subject validation (i.e. the error rate
≈ 50%). Fig. 13 demonstrated the usage of a BN classiﬁer
for classifying healthy subjects’ dominant and non-dominant
hands. Although the BN classiﬁer showed high trial-to-trial
reliability, its across-subject classiﬁcation performance was
poor. We believe that the poor across-subject performance
of the BN statistical classiﬁers is not due to deﬁciencies in
the method, but rather reﬂective of the underlying biology.
We note that the likelihood function is very consistent acrossThis article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
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TABLE II
THE ERROR RATES OF CROSS-SUBJECT CLASSIFICATIONS
Signal Car. Car. Amp.
Feature EG Triple PCs
Classiﬁer CT CT SVM
HD vs. HN 0.0556 0.1111 0.1667
SD vs. SN 0.0000 0.0000 0.0769
HN vs. SN 0.0000 0.0000 0.1250
HD vs. SD 0.1333 0.0000 0.0667
“Car.” and “Amp.” are short for the carrier and the amplitude
respectively. “EG” and “Triple” are the essential graphs and the
triple patterns of the carrier’s Bayesian networks. “PC” is short for
principal component. “CT” and “SVM” are short for classiﬁcation
trees and support vector machines respectively. All the error rates
were estimated with the cross-subject validation procedure in Fig. 4.
Bold numbers are the best performance of the four classiﬁers.
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Fig. 13. Principal components of log likelihood of BNs trained from sEMG
data of the dominant (HD) and non-dominant (HN) arms in healthy subjects.
As demonstrated in Eqs. (9) and (10), a statistical BN classiﬁer is a function of
p(x|M) where x is the data of a trial and M is the BN model of another trial.
Thus, a trial is represented as a log likelihood vector composed of p(x|Mi)
where Mis are the models of many trials. To visualize the high dimension
vectors, we plot their ﬁrst two principal components. Note that trials of the
same arm tend to cluster together, which suggests that the BN represents the
reaching movement reliably and consistently. Trials of HD and HN are not
separated, which suggests that arms of the same type do not share a common
distinguishing pattern in their log likelihood, but each has a different pattern.
Since a statistical BN classiﬁer is based on log-likelihood, its cross-subject
performance is poor while its within-subject performance is excellent.
trials of the same subject, which suggests that it is robust to
various artifacts that may corrupt sEMG signals. Nevertheless,
there may be considerable variations between individuals
due to factors such as variance in genetics, developmental
environment, compensatory strategies, and ongoing plasticity
in response to environmental stressors. Thus a key result of
the present work is implication that most within-group, inter-
subject variability is not in the network structure (which itself
is sensitive to handedness and effects of stroke), but rather in
the parameters that specify the interactions within the network
structure.
IV. CONCLUSIONS AND DISCUSSIONS
In this paper, we have developed a Bayesian network (BN)
framework based for modeling muscle networks to represent
muscle co-ordinations in motor control. To demonstrate the
beneﬁts of the proposed approach, we applied this method
to multi-channel sEMG data simultaneously recorded during
reaching movements in healthy and stroke subjects. We noted
that dependent muscle synergies can be revealed by ﬁrst using
a BN to model the muscle interaction network and then
analyzing subnets of the derived BN. Further examination of
the muscle synergies (muscle association patterns) suggested
that stroke may particularly affect the interaction between a
few speciﬁc muscles, especially the deltoid, during reaching
movements. Classiﬁcation trees based on the BNs’ structure
features can effectively classify the reaching performed by the
healthy dominant, healthy non-dominant, stroke dominant and
stroke non-dominant arms across subjects. Classiﬁcation trees
provide the additional beneﬁt of providing a visible means to
view the classiﬁcation.
A key result of this study was that statistically signiﬁcant
differences between the sEMG recorded under different condi-
tions were noticed from analyzing the “carrier” signal, which
is obtained by estimating and removing the amplitude informa-
tion from the raw sEMG data. This is noteworthy observation,
since in many sEMG studies, only the amplitude is investigated
with the carrier signal discarded. Although not speciﬁcally
explored in this study, we believe that the widespread statistical
dependencies between the “carrier” of the sEMG signals
from different muscles may reﬂect widespread synchronization
between different cortical areas and muscles known to exist
during dynamic movements [30] [7]. We are intrigued that
the signiﬁcant features of the networks (Fig. 9 c-d) suggest
a signiﬁcant statistical interaction between the deltoid and
brachioradialis, consistent with previously-described cortical-
muscle interactions during reaching movements in normal
subjects [28].
Another promising result from this study is the ﬁnding that
the structure of BNs and their subsets are quite robust across
individuals within the same group, yet demonstrate enough
sensitivity to detect handedness and the effects of stroke. One
of the fundamental challenges in classiﬁcation of movements
after stroke is how to deal with the inherent subject-to-subject
variability in sEMG recordings, yet still be sensitive enough
to detect impairment. The overall BN models demonstrated
robustness to trial-to-trial variability within subjects (Fig. 13),
but were quite different across subjects within the same group.
However, the success of the classiﬁcation trees based on the
structure features of the subject-speciﬁc BNs suggests that
the BN structure is sensitive to the effects due to stroke or
handedness factor, but robust to inter-subject variability.
Although we suggest that our results demonstrate strong
evidence to support the use of BNs as a tool to study sEMG
signals, there are nevertheless shortcomings of the proposed
method. The BN model, as proposed here, assumes stationarity
of the muscle interactions. Yet there is evidence that muscle
interactions may be dynamically affected by a number of fac-
tors. For example, different heads of the gastrocnemius muscle
may be activated during walking as a function of activity in
sensory afferents [31], an observation with neuroanatomical
basis [32]. Presumably integrating the time-varying amplitude
information with a dynamic Bayesian network (DBN) in
addition to the carrier information for classiﬁcation of sEMG
data may be a fruitful avenue to explore in the future.
Each sEMG channel is a measure of the depolarization of
muscle ﬁbers, which is the end result of motor cortex activity,This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.
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(a) Healthy, Dominant vs. Non-dominant (b) Stroke, Dominant vs. Non-dominant
(c) Non-dominant side, Healthy vs. Stroke (d) Dominant side, Healthy vs. Stroke
Fig. 11. The best classiﬁcation trees by using EG structures as the classiﬁcation features. If two trees have equal cross-subject classiﬁcation error rates, the
one using fewer input edges is chosen. For each node, a label speciﬁes its group membership and its predicted value (in bold). For a branch, its label is the
decision rule. For the performances of these trees, please refer to Table II.
conduction along peripheral nerves, propagation across the
neuromuscular junction, and propagation within the muscles.
At each stage of motor propagation, there is the possibility for
temporal variability, for example, “neuromotor noise” in the
central nervous system which may be particularly important in
disease states, conduction velocity along the peripheral nerves,
which is a strong function of temperature, jitter at the neuro-
muscular junction and possible disease states in the muscles
themselves [33], [34]. However, successfully incorporating
these features in the future will additionally involve explicitly
modeling the dynamic temporal relationships between sEMG
recordings.
We do not suggest that the model is a biologically-accurate
description of the generative process of EMG activity. Nev-
ertheless, we note that both Renshaw cells and Ia inhibitory
interneurons have complex effects on the ﬁring of α motor
neurons in the spinal cord. Since these modulatory cells are
themselves activated by muscle activities [9], the ”dependent
synergies” proposed – where interactions between muscles are
inﬂuenced by the activity of other muscle(s) – are physio-
logical plausible. However, explicitly incorporating inhibitory
interneurons would require the addition of hidden nodes,
beyond the scope of the current proposed method.
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