Since its inception, partial least squares path modeling has suffered from the absence of a single optimization criterion for estimating component weights. A new estimation procedure is proposed to address this enduring issue. The proposed procedure aims to minimize a single least squares criterion for estimating component weights under both Mode A and Mode B. An alternating least squares algorithm is developed to minimize the criterion. This procedure provides quite similar or identical solutions to those obtained from existing Lohmöller's algorithm in real and simulated data analyses. The proposed procedure can serve as an alternative to the existing one in that it is well-grounded in theory as well as performs comparably in practice.
Introduction
Partial least squares path modeling (PLSPM) (Wold, 1966 (Wold, , 1973 (Wold, , 1982 Lohmöller 1989) is a long-standing approach to structural equation modeling. In parameter estimation, this approach adopts a strategy of estimating a latent variable as a component or weighted composite of indicators. In this regard, PLSPM can be considered a component-based approach to structural equation modeling (Tenenhaus, 2008) . It carries out two main stages sequentially to estimate parameters. The first stage estimates latent variables as components, which requires the estimation of component weights. This stage uses an iterative algorithm to estimate the component weights. The second stage estimates the remaining parameters in the measurement and structural models (i.e., path coefficients and/or loadings) by means of ordinary linear regression. That is, path coefficients are estimated by regressing each dependent latent variable on its explanatory latent variables, whereas loadings are estimated by regressing indicators on their corresponding latent variables. The second stage is thus non-iterative, which is based on the latent variables obtained from the first stage. Accordingly, the first stage is the most crucial estimation procedure in PLSPM (Hanafi, 2007) . Lohmöller's (1989) algorithm is best known for the first stage, and implemented into most software programs for PLSPM, including LVPLS (Lohmöller, 1984) , PLS Graph (Chin, 2001) , SmartPLS (Ringle et al., 2005) , and XLSTAT (Addinsoft, 2009 ). As will be explained in more detail in Section 2, this algorithm repeats two steps, called internal and external estimation.
In the internal estimation step, a so-called inner estimate or inner component is obtained for each latent variable under different schemes such as centroid, factorial, and path weighting. In the external estimation step, component weights for each block of indicators are estimated in two different ways called Mode A and Mode B.
It is not known which criterion the Lohmöller algorithm aims to optimize by repeating the two steps (e.g., Coolen & de Leeuw, 1987; Jöreskog & Wold, 1982) . A few attempts have been made to address this issue. For example, Hanafi (2007) presented association-maximization criteria for the centroid and factorial schemes under Mode B (also see Tenenhaus & Tenenhaus, 2011) . To our knowledge, nevertheless, no single optimization criterion is yet available for the algorithm, which includes both Mode A and Mode B as special cases. The lack of a single optimization criterion makes it difficult to evaluate the algorithm (McDonald, 1996) .
In this paper, we propose an alternative procedure for the first estimation stage of PLSPM.
The proposed procedure aims to minimize a single least squares criterion for estimating component weights under both Mode A and Mode B. An alternating least squares (ALS) algorithm is used to minimize the criterion, which repeats the same two steps used in the Lohmöller algorithm. A major difference is that the ALS algorithm updates the inner estimates and component weights optimally by minimizing the least squares criterion. Consequently, the proposed procedure is well-defined in a least squares sense.
The paper is organized as follows. In Section 2, we provide a brief description of the existing Lohmöller algorithm. In Section 3, we provide a detailed account of the proposed procedure. In Section 4, we investigate the performance of the proposed and extant procedures through the analyses of real and simulated data. In the final section, we discuss the implications of the proposed procedure.
Existing PLSPM Algorithm
We briefly describe the Lohmöller algorithm. Refer to Tenenhaus et al. (2005) for a fuller description of the algorithm.
Let ηj denote an N by 1 vector of the jth latent variable (j = 1,…,J), where N is the number of individuals. Let Xj denote an N by Pj matrix consisting of a block of indicators associated with ηj. Let wj denote a Pj by 1 vector of component weights assigned to Xj. In PLSPM, conventionally, both indicators and latent variables are assumed to be standardized, such that they have zero means and unit variances (e.g., ηj'ηj = N). However, they are to be normalized here, so that their length is equal to one (e.g., ηj'ηj = 1). This normalization makes the exposition of equations simpler while producing identical estimates of weights, path coefficients, and loadings. The individual scores of standardized latent variables can always be obtained by multiplying their normalized scores by √N.
The Lohmöller algorithm begins by choosing arbitrary initial values for wj and computing ηj = Xjwj. Then, it repeats the following two steps to estimate wj and ηj.
Step 1 (internal estimation): Update the inner estimate for ηj. The inner estimate, denoted here by fj, is a weighed composite of the latent variables connected to ηj in a given structural model. Such connected latent variables contain those affecting ηj as well as those being affected by ηj.
The inner estimate takes the general form as follows.
where e jq is a scalar value, called the inner weight, which is assigned to each of the Q j latent variables (η q 's) that are connected to η j . As shown in (1), updating the inner estimate amounts to updating its inner weights, given latent variables. Three different ways, so-called schemes, are available for the calculation of the inner weights: centroid (Wold, 1982) , factorial (Lohmöller, 1989) , and path weighting. In the centroid scheme, e jq 's are the signs of the correlations between η q 's and η j . In the factorial scheme, e jq 's are the correlations between η q 's and η j . In the path weighting scheme, e jq 's are the regression coefficients of η j on η q 's if η j is a dependent variable, whereas they are the correlations between η q 's and η j if η j is an explanatory variable. The path weighting scheme is recommended over the other schemes because it takes into account both directions and magnitudes of the relationships between latent variables (Esposito Vinzi et al., 2010) . (2)
As explained above, the inner weights for these inner estimates are calculated based on which scheme is chosen. For example, if the path weighting scheme is adopted, e 31 and e 32 are the regression coefficients of η 3 on η 1 and η 2 , because η 1 and η 2 are explanatory variables for η 3 , whereas e 34 are the correlation between η 3 and η 4 , because η 3 is an explanatory variable for η 4 .
All the other inner weight estimates are simply correlations between two connected latent variables, because all latent variables are normalized and the regression coefficient of one latent variable on the other is equivalent to the correlation between them. Tenenhaus et al., 2005) . Specifically, under Mode A, wj is updated by regressing Xj on fj, as follows.
(
Under Mode B, wj is updated by regressing fj on Xj, as follows.
Subsequently, ηj is updated by ηj = Xjwj, and normalized such that ηj′ηj = wj′Xj′Xjwj = 1. This normalization can be done by multiplying wj by (
, indicating that the effect of 1 ) ' (
− j j f f in (3) will be cancelled out. Consequently, under Mode A, wj can be updated simply by
The above steps are repeated until no substantial differences occur between the previous and current weight estimates for all J blocks of indicators. A summary of this algorithm is provided in the Appendix.
As stated earlier, it is unknown which optimization criterion the Lohmöller algorithm seeks to maximize or minimize under Mode A and Mode B. In the next section, we propose a single least squares criterion that is to be consistently minimized for estimating component weights under both modes.
The Proposed Estimation Procedure for PLSPM
Let Η = [η1, …, ηJ] denote an N by J matrix consisting of all J latent variables. Let εj denote a J by 1 vector consisting of Qj inner weights for the Qj latent variables connected to ηj, and of J -Qj zeros for the remaining unconnected latent variables. Then, let fj = Ηεj denote an N by 1 vector of the inner estimate for ηj. For example, in the prototype model depicted in Figure 1 ,
We propose a least squares criterion for estimating all weights under Mode A, as follows.
subject to ηj′ ηj = 1, where SS(M) = trace(M′M) for any matrix M. This criterion appears similar to a blockwise join loss function for principal component analysis (Gifi, 1990, p. 152) , where a vector of object scores is replaced by the inner estimate.
We propose a least squares criterion for estimating all weights under Mode B, as follows.
subject to ηj′ ηj = 1. Criterion (7) may be viewed as a blockwise meet loss version (Gifi, 1990, p. 167) of the covariance-maximization criterion for regularized generalized canonical correlation analysis (Tenenhaus & Tenenhaus, 2011) .
Let αj denote a binary value that indicates which mode is used for updating the component weights for the jth block of indicators. That is, αj = 1 if Mode A is used, and αj = 0 if Mode B is used. We then develop a single optimization criterion for the PLSPM algorithm by combining (6) and (7), as follows.
subject to ηj′ ηj = 1. This criterion subsumes (6) and (7) as special cases by setting all αj's to one or zero, respectively. Moreover, it can be used for estimating the weights for each block of indicators under either Mode A or Mode B by setting the corresponding αj to one or zero, respectively.
We develop an ALS algorithm to minimize (8). This algorithm begins by assigning arbitrary initial values to wj and obtaining ηj = Xjwj. Then, it alternates the following two steps.
Step 1 (internal estimation): Update fj for fixed wj. This step reduces to updating the inner weights in εj, given latent variables. It is equivalent to minimizing ).
Let ej denote a Qj by 1 vector consisting of non-zero inner weights only. Let Γj denote an N by Qj matrix formed by eliminating the columns of Η corresponding to any zero elements in εj. Then,
, the least squares estimate of ej is obtained as ( )
Then, fj is updated by fj = Ηεj, where εj is constructed from the estimate of ej.
Step 2 (external estimation): Update wj for fixed fj. This is equivalent to minimizing ).
Note that in (12), fj does not involve wj because ηj is not connected with itself. By solving
, the least squares estimate of wj is obtained as
where I is an identity matrix of size Pj. Subsequently, ηj is updated by ηj = Xjwj, and normalized.
We repeat the two steps until the difference in the values of (8) between the previous and current iterations decreases below a pre-determined threshold (e.g., .00001). A summary of the ALS algorithm is also presented in the Appendix.
A few remarks concerning the ALS algorithm are in order. First, it is easily seen that if Mode A is used or equivalently αj = 1, (13) reduces to (3) and (5), whereas if Mode B is used or αj = 0, (13) reduces to (4). This indicates that the algorithm deals with Mode A and Mode B as special cases. Second, in the first step, the estimates of the inner weights are obtained in such a way that they minimize a least squares criterion, conditionally upon the estimates of component weights. Thus, we may call the step the "least squares scheme." On the other hand, it is uncertain which criterion the existing schemes seek to optimize except for a few special cases (Hanafi, 2007; Tenenhaus & Tenenhaus, 2011) . Third, the ALS algorithm defines convergence as the decrease in the value of the optimization criterion (8) beyond a certain threshold, whereas the Lohmöller algorithm defines convergence as a sort of equilibrium, i.e., the point at which no substantial difference occurs between the previous and current estimates of weights, because it does not involve an optimization criterion. Lastly, at least in theory, a third type of mode can be considered by taking any value of αj between 0 and 1. For example, by specifying αj = .1, the second term of the criterion can have a greater influence on the estimation of component weights.
However, in practice, it is not yet clear what such types of mode connote and whether using them is sensible substantively.
Empirical Comparisons
In this section, we compare the proposed procedure to the extant procedure based on the Lohmöller algorithm, using real and simulated data.
Real Data Analysis
We applied the proposed and extant procedures to fit the American customer satisfaction index (ACSI) model (Fornell et al., 1996) 
Simulated Data Analysis
We further compared the performance of the proposed and extant procedures based on simulated data. In particular, we focused on how similarly the proposed and extant procedures would perform under two different models. Figure 3 displays the structural equation model considered in the first simulation study, along with its unstandardized and standardized parameter values. In this model, three latent variables were specified, each of which underlay three indicators. Individual-level multivariate normal data were drawn from N(0, Σ), where Σ is the implied population covariance matrix derived based on the unstandardized parameter values in the framework of covariance structure analysis (e.g., Jöreskog, 1970) . This indicates that the latent variables in the model were assumed to be equivalent to common factors.
Simulation 1

__________________________
Insert Figure 3 about here
___________________________
We considered three different levels of sample size (N = 25, 100, 400). Five hundred samples were generated at each sample size. We used the same initial values per sample for the proposed and extant procedures. In the model, all indicators were reflective, so that we used Mode A for both procedures. The path weighting scheme was employed for the extant procedure.
PLSPM provides standardized parameter estimates. Table 3 presents the bias, standard deviation, and mean square error of each standardized parameter estimate obtained from the two procedures. As shown in the table, the parameter estimates of both procedures shared the same properties. In general, their loading estimates were positively biased, whereas their path coefficients were negatively biased. As stated above, in this study, the simulated data were generated under the assumption that a latent variable was equivalent to a common factor. Under this assumption, PLSPM is known to yield biased estimates (e.g., Dijkstra, 2010) As discussed in Section 3, technically, the proposed procedure allows a compromise between Mode A and Mode B by taking the value of αj between 0 and 1. As a reviewer suggested, we have investigated the effect of adopting such a third type of mode on parameter estimation. Specifically, we applied the proposed procedure under αj = .5, so that Mode A and Mode B contributed simultaneously to obtaining estimates. As shown in 
Simulation 2
The first simulation study was useful to evaluate how similarly the proposed and extant procedures performed. Nonetheless, this study may be somewhat too simple in that it involved only three blocks of reflective indicators and assumed the same correlations among each block of indicators. Thus, we conducted another simulation study, which considered both formative and reflective indictors as well as different correlations among each block of indicators. Specifically, we used the model specified in Ringle et al. (2009) for the second simulation study. Figure 4 displays the model given in Ringle et al. (2009) , along with its parameter values. Ringle et al.
(2009) did not provide population residual variances. Instead, they provided the population correlation matrix of indicators, derived based on the specified model (see Table 5 in Ringle et al., 2009) . We generated multivariate normal data, using the correlation matrix.
As in the first simulation study, we considered three different levels of sample size (N = 25, 100, 400). Five hundred samples were generated at each sample size. We used the same initial values per sample for the proposed and extant procedures. Mode A was applied for estimating the weights for reflective indicators, whereas Mode B was used for estimating those for formative indicators. The path weighting scheme was employed for the extant procedure. 
Conclusion
We proposed an alternative estimation procedure for estimating component weights in PLSPM. From technical perspectives, this procedure has several advantages over the extant one.
First, it adopts a single optimization criterion to estimate the weights under both Mode A and Mode B. Thus, this addresses the enduring issue of lack of a single optimization criterion in PLSPM. Second, the proposed procedure applies an ALS algorithm to minimize the single criterion. This algorithm has been proven to converge (de Leeuw et al., 1976) . In contrast, convergence of the extant algorithm has not been fully proven except for the case of dealing with only one or two latent variables (Hanafi, 2007; Henseler, 2010) . Third, the proposed procedure estimates the inner weights optimally in a least squares sense. On the other hand, in the extant procedure, it is unclear how the existing schemes were derived and in what sense their estimates of the inner weights are optimal. Lastly, the least squares criterion (8) 
where λj is a blockwise ridge parameter. Moreover, (8) can be minimized in combination with optimal scaling (e.g., Gifi, 1990; Young, 1981) . This nonlinear extension can be of use in dealing with discrete indicators.
Besides these technical implications, the proposed procedure was found to provide quite comparable parameter estimates to those obtained from the extant one in a real data analysis. In addition, it resulted in virtually identical parameter estimates to those from the extant one in two simulation studies. Although the simulation studies were not exhaustive, they were of help in evaluating how similarly the proposed and extant procedures performed under different models at different sample sizes.
In sum, empirically the proposed procedure performs equally to the extant one, while technically it is well-founded in a least squares sense. Thus, the proposed procedure can serve as a substitute for the extant estimation procedure for PLSPM.
Appendix: A summary of the Lohmöller and ALS algorithms. 
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x 14 Figure 3 . The structural equation model specified for the first simulation study. Standardized parameters are given in parentheses. 
