Abstract. It is shown that every Frobenius algebra over a commutative ring determines a class of solutions of the quantum Yang-Baxter equation, which forms a subbimodule of its tensor square. Moreover, this subbimodule is free of rank one as a left (right) submodule. An explicit form of a generator is given in terms of the Frobenius homomorphism. It turns out that the generator is invertible in the tensor square if and only if the algebra is Azumaya.
Introduction
In this paper we show that for any associative Frobenius K-algebra A, there exists a class of solutions of the quantum Yang-Baxter equation (QYBE). This class is a subbimodule of A ⊗ K A under the operations a · (x ⊗ y) · b = ax ⊗ yb, a, b, x, y ∈ A, which is free of rank one with generator Q as left (right) A-submodule. If A is a free finitely generated K-module, then the property of A to be a Frobenius algebra is equivalent to the existence of such an element Q. Finally we show that Q is invertible if and only if A is an Azumaya algebra. The paper is a continuation of [1] and it is inspired by Drinfel'd's article [4] , where cases of quasi Frobenius and Frobenius Lie algebras over fields are considered. A connection between solutions of the classical Yang-Baxter equation (CYBE) and quasi Frobenius and Frobenius Lie algebras over fields was studied by Drinfel'd [4] and Stolin [12] and [13] . As far as we know no results about a connection between Frobenius algebras and solutions of QYBE have been obtained.
It is known that every Hopf algebra over a commutative ring K with trivial Picard group, which is a finitely generated projective K-module, is a Frobenius algebra (see [10] and [8] ). It turns out that this element Q plays an important role in the structure theory of Hopf algebras over commutative rings (see [1] ). We shall discuss the Hopf algebra case in a forthcoming paper.
In what follows K is an associative commutative ring with 1 and A an associative K-algebra with 1. Given any K-module M and R ∈ End(M ⊗ K M ), we shall say that R is a solution of the quantum Yang-Baxter equation (QYBE), if
where R 12 = R ⊗ id, R 23 = id ⊗ R, etc., in the standard way as maps
The reader is referred to [5] , [7] and [9] for a general discussion of QYBE.
Let R = n i=1 a i ⊗ b i ∈ A ⊗ K A. Then R acts on A ⊗ K A via left multiplication and
Now let L be a Lie algebra over K. 
The reader is referred to [5] , [12] and [13] for general discussion of CYBE. Let M be a K-module. We set M * = Hom K (M, K) and we shall write f, x for f (x), where f ∈ M * , x ∈ M . A bilinear form B : M × M → K is called surgenerate if the mapping ψ = ψ B : M → M * given by the rule ψ(x), y = B(y, x) for all x, y ∈ M is an isomorphism of K-modules (see [8, Lemma 2] ).
Recall that a Lie algebra L over K is said to be quasi Frobenius if L is a finitely generated projective K-module having a skew-symmetric surgenerate bilinear form
A Lie algebra L over K is called Frobenius if L is a finitely generated projective K-module and there exists φ ∈ L * such that the bilinear form B φ (x, y) = φ([x, y]), x, y ∈ L, is surgenerate. The mapping φ is called a Frobenius homomorphism of L. Analogously an associative K-algebra A is said to be Frobenius if A is a finitely generated projective K-module and there exists φ ∈ A * such that the bilinear form B φ (x, y) = φ(xy), x, y ∈ A, is surgenerate. Further an algebra A is called symmetric if A is Frobenius and φ(xy) = φ(yx) for all x, y ∈ A, where φ is a Frobenius homomorphism of A (see [6] ). Given a Frobenius (associative or Lie) algebra B with Frobenius homomorphism φ, we set ψ = ψ B φ .
Let A be a Frobenius algebra over K with Frobenius homomorphism φ. Since A is a finitely generated projective K-module, there exist elements e 1 , e 2 , . . . , e n ∈ A and f 1 , f 2 , . . . , f n ∈ A * such that
for all x ∈ A. In what follows we shall simply write x = f i (x)e i = f i , x e i . Setting e i = ψ −1 (f i ), i = 1, 2, . . . , n, we note that f i (x) = φ(xe i ) for all x ∈ A, i = 1, 2, . . . , n, and so x = φ(xe i )e i for all x ∈ A. We shall refer to e 1 , e 2 , . . . , e n , e 1 , e 2 , . . . , e n and to e 1 , e 2 , . . . , e n , f 1 , f 2 , . . . , f n as dual bases of A. Given any x ∈ A, there exists a unique element x ∈ A such that φ(yx ) = ψ(x ), y = φ(xy) for all y ∈ A. One can easily check that the mapping α : A → A given by the rule α(x) = x , x ∈ A, is an automorphism of the algebra A. The automorphism α is called the Nakayama's automorphism of A.
The following result, due to Drinfel'd [4] , is a starting point of the present paper. 
Preliminary Results
Lemma 2.1. Let M be a finitely generated projective K-module. Define the ho-
and its consequences. Then ρ M is an isomorphism.
Proof. Clearly ρ M is an isomorphism if M is free. Using localizations with respect to prime ideals of K, we complete the proof.
Proposition 2.2. Let M be a finitely generated projective K-module with surgenerate bilinear form B :
and its consequences. Further we define the mapping T r : End K (M) → K as follows:
Then:
The element Q does not depend on the choice of dual bases e i , e i , i = 1, . . . , n, of M ; (6) The mapping T r does not depend on the choice of the dual bases e i , e i , i = 1, . . . , n, of M;
Proof. (1) Since ψ is an isomorphism of K-modules M and M * , it is sufficient to show that
and so f = f (e i )f i , which proves (1).
and its consequences. It is well-known that τ is an isomorphism of K-modules.
, and so
, b) and its consequences. Obviously Λ is a well-defined homomorphism of K-modules and T r(λ) = Λ(Q). It follows from (5) that T r(λ) does not depend on the choice of the dual bases e i , e i , i = 1, 2, . . . , n, of M. (7) Suppose that M is a free K-module with free basis u 1 , u 2 , . . . , u m . Clearly
, and hence T r(λ) is the trace of λ.
Lemma 2.3. Let M be a finitely generated free K-module with surgenerate bilinear form B : M ×M → M and ψ = ψ B . Further let e 1 , e 2 , . . . , e n ∈ M be a free basis of M . Choose e 1 , e 2 , . . . , e n ∈ M such that B(e i , e j ) = δ ij for all i, j = 1, 2, . . . , n. We set Q = e i ⊗e i ∈ M ⊗ K M and write e i = n j=1 r ji e j , where r ij ∈ K, i = 1, 2, . . . , n.
Next we set
Proof. We see that
which proves (1). The last statement is obvious.
Here we close this section with following result (see [9, p. 15 
]).
Lemma 2.4. Let A be an associative K-algebra and Q ∈ A⊗ K A. Denote by T the twist map T : 
.2) and (1.3) if, and only if, B is skewsymmetric and satisfies (1.4) (i.e., L is quasi Frobenius).
Proof. The first two statements follows from Proposition 2.2 (4) and (5). Next suppose that Q satisfies CYBE. Then from (1.3) we see that
where T is the twist map. We claim that B is skew-symmetric. Indeed, let m be any maximal ideal of
where L m is the localization of L with respect to m. Clearly the bilinear form B induces the surgenerate bilinear form
Choosing
Since both sets u 1 , u 2 , . . . , u t and u 1 , u 2 , . . . , u t generate the K m -module L m , it follows that B m is skew-symmetric, and so B is skew-symmetric as well.
To complete the proof of the theorem it is enough to show that if B m is skewsymmetric, then the expression Θ = [Q 
and so Θ = 0 if, and only if,
The latter is equivalent to (3.1), which completes the proof.
Here we note that if L is a quasi Frobenius Lie algebra over a field F , then by Lemma 2.3, r ij e i ⊗ e j = e j ⊗ e j = −Q, and so −Q is the solution of CYBE from Theorem 1.1.
Given an algebra A, we set
We consider A⊗ K A as an A-A-bimodule under the multiplications a·(x⊗y) = ax⊗y and (
Proof. (1) We have that
From (1) we see that
The last statement is obvious. The proof is complete.
Recall that a K-algebra A is called separable if it is a projective right A ⊗ K A • -module, where A
• is the opposite algebra to A and x · (a ⊗ b) = bxa for all x, a, b ∈ A. According to [3, Proposition 1.1] A is separable if and only if there exists an idempotent e = a i ⊗ b i ∈ A ⊗ K A
• such that b i a i = 1 and e * (a⊗1−1⊗a) = 0 for all a ∈ A. Here * is the multiplication in A ⊗ K A
• . This element e is called a separability idempotent for A. Considering e as an element of A ⊗ K A we conclude that e(a ⊗ 1) = (1 ⊗ a)e for all a ∈ A, and therefore we have the following Corollary 3.3. Let A be a separable K-algebra with separability idempotent Q. Then Q satisfies the conditions (1) and (2) i , i = 1, 2, . . . , n, be dual bases of A. We set Q = e i ⊗ e i ∈ A ⊗ K A and denote by T the twist map T :
The element Q does not depend on the choice of dual bases e i , e i , i = 1, . . . , n, of A; Proof. The first two statements follow directly from Proposition 2.2 (4) and (5).
(3) According to Proposition 2.2 (2) we have
(4) Consider A ⊗ K A as an A-A-bimodule under the operation
x, y, a, b ∈ A. Given z ∈ A, the mapping λ z : A ⊗ A → A given by the rule λ z (a ⊗ b) = azb is a homomorphism of bimodules. By (3) it follows that
Defining x * (a ⊗ b) * y = ay ⊗ xb and λ z (a ⊗ b) = bza, one can prove the second equality. Equalities (5) and (6) follow from Lemma 3.2. The statement (7) follows from (6) and Lemma 2.4.
(8) According to Lemma 3.2 (3), Q(A) is a subbimodule of A ⊗ K A. Since A·Q = Q·α(A), it is enough to show that Q(A) is a free right A-submodule of A⊗ K A with basis Q. Suppose that Q · a = 0 for some a ∈ A. Consider a homomorphism τ : A ⊗ K A → A of right A-modules defined as follows:
i . Therefore a = 0, and it is enough to prove that Q(A) = Q · A. Localizations with respect to maximal ideals of K reduce the problem to the case when A is a free K-module. According to (2) we then may assume that e 1 , e 2 , . . . , e n is a K-basis of A. Now choose any Q ∈ Q(A). We claim that Q = Q · a for some a ∈ A. Indeed, write Q = n i=1 e i ⊗ b i , where
φ(e i xe j )b i and hence xb j = n i=1 φ(e i xe j )b i for all j = 1, 2, . . . , n, x ∈ A. Define a homomorphism σ : A → A of K-modules by the rule σ(e j ) = b j for all j = 1, 2, . . . , n. Then
φ(e i xe j )b i = xb j for all j = 1, 2, . . . , n. Therefore σ is a homomorphism of left A-modules, and so there exists an element a ∈ A such that σ(y) = ya for all y ∈ A. In particular b j = σ(e j ) = e j a for all j = 1, 2, . . . , n, and thus Q = Q · a. The proof is complete.
The next theorem is a converse of Theorem 3.4. Theorem 3.5. Let A be a K-algebra which is a free K-module with two bases e 1 , e 2 , . . . , e n and e 1 , e 2 , . . . , e n and Q = e i ⊗ e i ∈ A ⊗ K A. Then the following conditions are equivalent:
(1)
for all a ∈ A; (5) A is a Frobenius algebra with Frobenius homomorphism φ : A → K such that φ(e i e j ) = δ ij for all i, j = 1, 2, . . . , n.
Proof. First of all we shall prove that the conditions (1) -(4) are equivalent. In view of Lemma 3.2 it is enough to show that each of the conditions (1), (2), and (3) implies (4). We shall show that (3) ⇒ (4), since the others can be proved analogously. From (3) it follows that
and so j e j e i ⊗ e j = j e j ⊗ e i e j for all i = 1, 2, . . . , n, i.e., Q(e i ⊗ 1) = (1 ⊗ e i )Q for all i. Since e i , i = 1, 2, . . . , n, is a basis of the K-module A, the implication (3) ⇒ (4) is proved and so all the conditions (1) -(4) are equivalent.
Taking into account Theorem 3.4, we have only to prove that (4) implies (5). To this end we define a bilinear map B : A × A → K as follows: B(e i , e j ) = δ ij for all i, j = 1, 2, . . . , n. Since e 1 , e 2 , . . . , e n and e 1 , e 2 , . . . , e n are two bases of the K-module A, it follows that B is a well-defined surgenerate bilinear form. We claim that B(xy, z) = B(x, yz) for all x, y, z ∈ A. Indeed, it is enough to show that B(e j y, e i ) = B(e j , ye i ) for all i, j = 1, 2, . . . , n and y ∈ A. First of all we note that a = B(e i , a)e i = B(a, e i )e i for all a ∈ A. From (4) we see that e i ⊗ ye i = e j y ⊗ e j and hence e i ⊗ B(e j , ye i )e j = B(e j y, e i )e i ⊗ e j .
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Thus B(e j , ye i ) = B(e j y, e i ) for all i, j = 1, 2, . . . , n and y ∈ A. Setting φ(x) = B(1, x), we conclude that φ is a Frobenius homomorphism and φ(e i e j ) = B(1, e i e j ) = B(e i , e j ) = δ ij for all i, j = 1, 2, . . . , n. The proof is complete.
We recall that a Frobenius K-algebra A with Frobenius homomorphism φ : A → K is called symmetric if φ(xy) = φ(yx) for all x, y ∈ A. In this particular case the results obtained above for Frobenius algebras admit some refinements. We begin with the following lemma. Lemma 3.6. Let A be a K-algebra and
Proof. The first statement of (1) is proved in Lemma 3.2 and the second can be proved similarly. Let us deduce (2) . We have
The proof is complete.
Theorem 3.7. Let A be a symmetric algebra over a commutative ring K with
Frobenius homomorphism φ and let e i , e i , i = 1, 2, . . . , n, be dual bases of A. We set Q = e i ⊗ e i ∈ A ⊗ K A and denote by T the twist map T : Proof. Since A is symmetric, the Frobenius homomorphism satisfies the condition φ(xy) = φ(yx) for all x, y ∈ A. Therefore the corresponding Nakayama automorphism α is the identity mapping of A. It follows from Theorem 3.4 that
The last two statements follow immediately from Lemma 3.6.
The above theorem has a converse in the following sense. 
A is a symmetric algebra with Frobenius homomorphism φ : A → K such that φ(e i e j ) = δ ij for all i, j = 1, 2, . . . , n.
Proof. We have already proved in Lemma 3.6 that the fourth condition implies the first three conditions. One can prove that each of the first three conditions implies the fourth one in the same way as it was done in Theorem 3.5. In view of Theorem 3.7 we have only to prove that (4) implies (5). Let B : A × A → K be the bilinear map defined as follows: B(e i , e j ) = δ ij for all i, j = 1, 2, . . . , n. We already know from the proof of Theorem 3.5 that B is a surgenerate bilinear form satisfying B(xy, z) = B(x, yz) for all x, y, z ∈ A, and φ(x) = B (1, x) is a Frobenius homomorphism. Therefore it is sufficient to show that B (1, xy) = B(1, yx) for all x, y ∈ A. The last equality is equivalent to B(x, y) = B(y, x). Recall that z = B(z, e i )e i = B(e i , z)e i for all z ∈ A. From (4) we see that ae i ⊗ e i = e j ⊗ e j a for all a ∈ A. Therefore B(ae i , e j )e j ⊗e i = e j ⊗B(e i , e j a)e i , and so B(ae i , e j ) = B(e i , e j a) for all i, j = 1, 2, . . . , n, a ∈ A. Thus B(ax, y) = B(x, ya) for all x, y, a ∈ A. Setting x = 1 and recalling that B (1, ya) = B(y, a) , we conclude that B(a, y) = B(y, a) for all a, y ∈ A. The proof is complete.
Invertibility of Q and Azumaya Algebras
Recall that an algebra A over a commutative ring K is called an Azumaya algebra if A is a finitely generated projective K-module and the canonical homomorphism
is an isomorphism of K-algebras, where A • is the opposite algebra to A. It is well-known that a K-algebra A is Azumaya if and only if A is a separable K-algebra which is a faithful projective finitely generated K-module and whose center Z(A) equals K · 1 (see [11, Theorem 5.3 .24]). Let A be a finitely generated K-module. 
Proof. (1) ⇒ (2). Let m be a maximal ideal of K, A m a localization of the Kalgebra A with respect to m. We have only to prove that A m is Azumaya for all m. Clearly A m is a free K m -module. Therefore without loss of generality we can assume that A is a free K-module. In view of Theorem 3.4 (2) we can also assume that e i , e i , i = 1, 2, . . . , n, are free bases of A.
for all a ∈ A by Theorem 3.4, we conclude that
and so 1⊗x = n j=1 ψ(e j x)⊗e j , where
c j e j , where c j ∈ K for all j = 1, 2, . . . , n, we infer that ψ(e j x) = c j = 1 · φ(e j x) for all j = 1, 2, . . . , n, and hence ψ(x) = 1·φ(x) for all x ∈ A. Since A is a free K-module, φ(e i e j ) = δ ij for all i, j. Therefore ψ(e 1 e 1 ) = 1. Setting
By the above criteria A is an Azumaya algebra over Z(A). Finally, let c ∈ Z(A). Then
. Thus Z(A) = K, and A is an Azumaya algebra over K.
(2) ⇒ (1). It is enough to show that Q is right and left invertible. We show that Q is right invertible. The latter is equivalent to QA ⊗ A = A ⊗ A. Localizing with respect to a maximal ideal of K, we reduce our statement to the case when A is a free module over the local ring K. The left multiplication by Q in A ⊗ A is an endomorphism of the free module A ⊗ A. Therefore QA ⊗ A = A ⊗ A if and only if the determinant of this endomorphism is invertible. Factoring by mA, where m is the maximal ideal of the local ring K, we reduce the problem to the case when A is an Azumaya algebra over the field K. Tensoring by the algebraic closure of K, we may assume that A is a t × t matrix algebra over K for some natural number t. It is well-known that there exists an invertible element g ∈ A such that φ(x) = tr(gx) for all x ∈ A, where tr is the trace map in A = M t (K). Let {e ij | 1 ≤ i, j ≤ t} be a system of matrix units in A. Clearly, g −1 e ij , e ji , 1 ≤ i, j ≤ t, are dual bases of A with respect to φ. According to Theorem 3.4
and so it is enough to show that R = ij e ij ⊗ e ji is invertible. One can check that Re pq ⊗ e rs = e rq ⊗ e ps for all 1 ≤ p, q, r, s ≤ t. Hence R 2 = 1 ⊗ 1, and thus R is invertible. 
Then (1) =⇒ (2) ⇐⇒ (3) ⇐⇒ (4), and (3) implies that
A is a separable Kalgebra with separability idempotent e i ⊗ e i x. Furthermore, (1) implies that A is a symmetric K-algebra.
Proof. (1) =⇒ (3) . First of all we note that by Theorem 3.4(4) Φ is well-defined, i.e., Φ(x) ∈ Z(A) for all x ∈ A. Next we remark that u and Φ are independent of the choice of dual bases and yu = uα(y) for all y ∈ A. Let x ∈ A be the inverse element to u. Clearly xy = α(y)x for all y ∈ A, and so 1 = xe i e i = α(e i )xe i . Since φ(e i e j ) = φ(e j α(e i )) for all 1 ≤ i, j ≤ n, we conclude that e i , α(e i ), i = 1, 2, . . . , n, are dual bases of the K-module A, and hence Φ(x) = α(e i )xe i = 1. Therefore (1) implies (3).
(3) =⇒ (4) . Suppose that Φ(x) = 1 for some x ∈ A. We claim that A is a separable K-algebra with separability idempotent e = e i ⊗ e i x. Indeed, n i=1 (e i x)e i = Φ(x) = 1. Further by Theorem 3.4 (3) we have that (here we consider e as an element of the K-algebra A ⊗ K A
• with multiplication * )
and so e 2 = e. Finally, e * (a ⊗ 1 − 1 ⊗ a) = 0 for all a ∈ A by Theorem 3.4 (3). Therefore A is a separable K-algebra by [3, Proposition 1.1].
(4) ⇒ (2). By [11, Theorem 5.3 .24] A is an Azumaya algebra over Z(A). In particular A is a projective finitely generated Z(A)-module. According to [11, Proposition 5.3 .26] A is a finite direct sum t A t of Azumaya algebras A t of constant rank (as projective module over Z(A t )). Taking into account that Φ is independent of the choice of dual bases, we may assume without loss of generality that each e i belongs to some A t . Since every pair of distinct summands is orthogonal with respect to the bilinear form defined by φ, we conclude that the inclusion e i ∈ A t implies that e i ∈ A t . This observation reduces the problem to the case when A is a projective module of constant rank over Z(A). Making use of localization with respect to maximal ideals of K, we reduce the problem to the case when K is a local ring with a maximal ideal m and A is a free K-module with free basis e 1 , e 2 , . . . , e n and φ(e i e j ) = δ ij for all 1 ≤ i, j ≤ n. It follows from [2, Theorem 4.1] that Z(A) is a direct summand of the Z(A)-module A and so Z(A) is a free K-module of finite rank. As A is a separable K-algebra, Z(A) is a separable K-algebra and Z(A)/mZ(A) is a separable K/m-algebra by [3, Theorem 7.1] . Therefore Z(A)/mZ(A) is a finite direct sum of fields. Recalling that K is a local ring and Z(A) is a free K-module of finite rank, we conclude that the Jacobson radical J of Z(A) is equal to mZ(A) and Z(A) is a semi-local ring, i.e., has only a finite number of maximal ideals. Making use of Nakayama's Lemma, one can easily show that a projective module of constant rank over a commutative semi-local ring is free. Therefore A is a free Z(A) module. Let v 1 , v 2 , . . . , v s be a free basis of the Z(A)-module A and B = (Φ(v i v j )). Clearly Φ is surgenerate if and only if B is invertible in M s (Z(A)), i.e., det(B) is an invertible element of Z(A). The last condition is equivalent to the invertibility of det(B) + mZ(A) in the factor ring Z(A)/mZ(A). Hence we have reduced the problem to the case when K is a field. Tensoring by the algebraic closure of K, we then reduce the problem to the case when K is algebraically closed. Since A is a separable K-algebra, it is a finite direct sum of matrix rings over K. Therefore without loss of generality we may assume that A = M r (K) for some natural number r. Then there exists an invertible element y ∈ A such that φ(z) = tr(zy) for all z ∈ A. Now let {e ij | 1 ≤ i, j ≤ r} be a system of matrix units. We see that e ij , e ji y −1 , 1 ≤ i, j ≤ r, are dual bases and Φ(z) = ij e ji y −1 ze ij = tr(y −1 z)E for all z ∈ A, where E is the identity matrix. Therefore Φ is surgenerate.
(2) ⇒ (3). It is enough to show that if an algebra H is a Frobenius algebra over its center R with Frobenius homomorphism ψ, then ψ(H) = R. Localizing with respect to maximal ideals of R, we reduce the consideration to the case when H is a free R-module. Let h 1 , . . . , h n be a basis of H over R. Then there exists a homomorphism f : H → A of R-modules such that f (h i ) = 1 for all i = 1, 2, . . . , n. Since ψ is a Frobenius homomorphism, there exists h ∈ H such that f (x) = ψ(xh) for all x ∈ H. In particular 1 = f (h 1 ) = ψ(h 1 h) ∈ ψ(H), and so ψ(H) = R.
Finally, suppose that u is invertible. We set ψ(x) = φ(xu). Since u is invertible, ψ is a Frobenius homomorphism. Given a, b ∈ A, we have ψ(ab) = φ(abu) = φ(buα(a)) = φ(bau) = ψ(ba), because uα(a) = au and so ψ is symmetric. Thus A is symmetric. The proof is complete.
The following result is a corollary to the proof of the above theorem. Proposition 4.3. Let A be a Frobenius algebra over K with Frobenius homomorphism φ and dual bases e i , e i , i = 1, 2, . . . , n. We set u = e i e i . Suppose that the ring K contains the rational number field and A is a separable K-algebra. Then u is invertible.
Proof. Similarly to the proof of Theorem 4.2, we can reduce the problem to the case when K is a field and A is a matrix ring over K. Let, say, K = M r (K). Then it was shown in the proof of the above theorem that there exists an invertible element y ∈ A such that e ij , e ji y −1 , 1 ≤ i, j ≤ r, are dual bases of A, where {e ij | 1 ≤ i, j ≤ r} is a system of matrix units. We see that u = r i,j=1 e ij e ji y −1 = ry −1 . Since char(K) = 0, we conclude that u is invertible. The proof is complete.
