Abstract:We propose a method to test for the existence of low-value spatial clustering while accounting for the influence of high-value clustering and outliers. Although the method is in reference to the Tango test, it can be extended to other testing methods. The simulation results show that the proposed method can effectively detect low-value clustering with substantially lower rates of type I errors than those of the Tango test, while maintaining statistical power that is comparable to that of Tango test. A case study of leukemia in Minnesota shows that there is an overall tendency of low-value clustering of male leukemia mortality, and that the evidence for females is inconclusive.
Introduction
A spatial cluster, according to Marshall is a foci of particularly high incidence or a hot spot that is unlikely to happen by chance [11] . Marshall also pointed out that a low-value foci or a cool spot should be included in this definition. In spatial statistics, when a cluster exists, there is an overall tendency to cluster, which is normally a prerequisite for further study [3] . Many spatial epidemiologists have stressed the importance of identifying and quantifying spatial clustering of elevated risks, as they often provide etiological clues for disease treatment and prevention [4] . However, we can also look at the issues from the other side and identify low-value clustering. Questions relating to the existence of low-value clustering or cool spots may be: What makes people in a particular clustered area less likely to have a certain disease? Is it because the geographic area is immune to a specific disease? Is it because people in the community are genetically endowed with resistance? Properly detecting low-value clustering can also reveal that a prevention program may be at work in a set of communities [7] , which may provide lessons for other communities seeking to eliminae geographic inequality in health.
Even though testing for the existence of low-value clustering seems a straightforward application of general clustering tests, few spatial epidemiologists have undertaken it, and there are several conceptual and testing issues that need to be addressed. First, some spatial events may not necessarily have low-value clustering.
The West Nile virus, for instance, was originally concentrated along the coastal regions of the mid-Atlantic states in the U.S., but we cannot presume that other parts of the U.S. were all cool spots with low-value clustering. In this case, low-value clustering inherently does not exist. Second, some clustering methods have been expressly designed for identifying high value clustering, and, consequently, are not suitable for testing low-value clustering. The scan test of Kulldorff [6] , which tests the existence of one (high-value) cluster within a study area, is an example. Third, some general spatial clustering and autocorrelation tests, such as Moran's I, Tango's C G , cannot distinguish the existence of low-value clustering from that of high-value clustering. In this case, a one-sided clustering test would supplement these test statistics.
In this paper, we propose a one-sided testing method for detecting low-value spatial clustering. We first discuss some aspects of general low-value clustering and then provide a testing method based on the Tango test for rare diseases [15] . In Section 3, we use simulated data to compare type I errors and the statistical 2 powers between the proposed test method and the Tango test using simulated data. We then provide a case study of leukemia mortality in Minnesota in Section 4, which is followed by concluding remarks in the final section.
General Tests for High and Low-value Clustering
Unlike high-value clustering, which has no upper (value) limit, the lower limit of the disease rate is 0 or no occurrence. This difference has several implications. First, it is generally unnecessary to consider low-value outliers because there is no negative value involved. If there is a statistically significant cluster with a low disease rate, it is unlikely to be attributed to outliers, especially when dealing with a rare disease. Second, to avoid the situation in which there is no inherent low-value clustering, rare infectious diseases are not appropriate candidates for testing because they often have no chance of occurring in most study areas where people are not infected. Third, low-value disease clustering tends to be more sensitive to the influence of spatial outliers and high-value clustering. Consider a study area found to have a general tendency to lowvalue clustering. Upon further examination, however, it is found that a hot spot with a relative risk around 0.15% has a significant leverage on the mean or the average disease risk of 0.05%. If the hot spot, which certainly has not happened by chance, is deleted or replaced with values around the mean, the tendency of low-value clustering would be reduced to the point of statistical insignificance. This is essentially the problem of comparing means for overlapping groups, which also arises in a high-value clustering test. However, the potential impact of a low-value cluster on high-value clustering is generally less severe than that of a highvalue cluster on low-value clustering. To develop a robust low-value clustering test, it is necessary to first reduce the potential bias resulting from the influence of high-value clustering.
Following from Marshall's definition, the existence of geographically cool spots can be viewed as abnormally low-values clustered somewhere within the study area. If there was no abnormally high-value cluster or hot spot, the null hypothesis of no low-value clustering (or a constant disease risk across the study area)
would be appropriate for a low-value clustering test. However, hot and cool spots often co-exist within a single study area, which may lead to an upward bias of the relative risk from the null hypothesis of a spatially constant mean. Ord and Getis noticed this problem [12] , and they followed a common method of partitioning 3 means into nonoverlapping groups [2, 10] . In this case, the partitions are made within a distance range and the rest of the study area, but the influence of hot spots remains a potential problem. The unresolved issue is how to properly define the null hypothesis such that it incorporates both spatially constant risk and the potential existence of hot spots. Rather than partitioning means, we propose to "partition" the null hypothesis that distinguishes the null hypothesis of (a) no spatial clustering (or a spatially constant risk) from the null hypothesis of (b) the existence of a hot spot without a cool spot.
If we simply use the spatially constant mean or a as the null hypothesis, the existing test methods, such as Whittemore W [17] , Getis G [5] , Tango C G , may not be appropriate for detecting low-value clustering, because the mean events in a particular region may not be proportional to the population in the region.
With this distinction, the null hypothesis for testing cool spots becomes a ∪ b. When the null hypothesis of a ∪ b is rejected, for instance, the null distributions under a ∪ b should be adjusted for potential upward bias.
If there were only a few outliers, it simply may be easier to delete them. If there were hot spots, we may not know about them until a cluster test is implemented, and we normally cannot delete hot spots from testing anyway. Here, we propose a conditional replacement method to reduce the potential impact of hot spots or outliers. Although the proposed method is generally applicable to several testing methods, our discussion is based on Tango C G , as it is a general test that encompasses several test methods (e.g., Whittemore W, Oden I*, and Rogerson R) [13] .
Tango's spatial clustering test is an extention of his one-dimensional time-series clustering test [14] . Given a population size of ξ i and disease prevalence of N i (with observation n i for a total of n cases) for a study 
where V p = ∆(p) − p t p, and ∆(P) is the m × m diagonal matrix based on the vector p. Tango provides the general test statistic as
where A = (a ij ) is an m × m weight matrix, in which a ij = e −dij /τ , d ij is the distance between region i and region j, and τ is a constant. Tango also provides the null distribution to determine the critical value for the test-statistic by
where the incomplete Gamma I(x, φ) is defined by
and Tango T G , the standardized C G , is defined by
,
Like a Chi-squared test or a test similar to Moran's I, C G is a two-sided test. It can be used to detect both high-and low-value clustering, but there is no way to tell if a detected clustering tendency is attributable to a hot spot or a cool spot, or both [9] . To make it a one-sided test, we need to reduce any potential effect from the other side, in this case, potential hot spots. Assuming that the relative risks of normal regions are λ 0 , then, the relative risk in a hot spot is greater than λ 0 , and the expected value within the hot spot is greater than its population times λ 0 . Since the null hypothesis for low-value clustering does not exclude the presence of hot spots, it is necessary to eliminate the influence of hot spots when testing for the existence of cool spots.
As mentioned earlier, when the observed value n i at region i is greater than the known λ 0 ξ i , it could be due either to a random high within normal regions or to the clustered high within a hot spot. Since the clustered high is not normal, its effect should be reduced before testing for low-value clustering. It is difficult, however, to determine beforehand if high-value regions in a study area are clustered or not. One way to deal with this uncertainty is to use the known λ to generate random numbers to replace high-value regions. Theoretically, we can always generate a disease distribution that resembles the real disease pattern by using this λ. It turns out that if randomly high-values are replaced with a set of randomly high numbers, the overall effect in normal regions will remain the same; if the numbers in the clustered high regions are replaced with a set of randomly high numbers, the bias caused by high-value clustering could be reduced. In the presence of a hot spot, the test of low-value clustering consistently accepts the null hypothesis for all δs, with the acceptance rate being around 0.95. The acceptance rates of Tango's C G , however are at the acceptable level of 0.95 only if there is no hot spot or the strength of the hot spot is very small (δ is close to zero). As the strength of the high-value clustering increases, the acceptance rate for C G decreases rapidly;
it reaches almost 0 when δ is close to 1. There is little difference in type I errors after two or three hot spots are inserted. Hence, there is a clear inverse relationship between the strength of a hot spot and the type I error rate of C G . Apparently, if hot spots exist, the rejection rate of Tango C G is much greater than the test level if it were to be used to detect the low-value clustering.
Alternatively, we can evaluate the powers of these tests and their effectiveness in detecting low-value clustering ( Figure 2) . The results show that all of the clustering tests are very effective, having an acceptance rate of 0.95 when there is no clustering or δ = 0; the acceptance rates of the corresponding null hypotheses are all close to 0 when there is low-value clustering or δ is close to 1. The statistical powers increase slightly when two or three cool spots are inserted. In all cases, the statistical powers of C G and the low-value clustering test are almost identical, but the conclusion from the low value clustering test represents an important information gain, which unambiguously rejects the null hypothesis of no low-value clustering and, thus, concludes its existence. The proposed low-value clustering test is indeed supplementary to C G . Like C G , the low-value clustering test is likely to be significant in the presence of a cool spot; unlike C G , it is rarely significant if there is a hot spot only.
Finally, we simulated situations in which both cool and hot spots exist( Figure 3 ). The results from the Tango test consistently register a greater statistical power than does the low-value clustering test. This can be explained from two different perspectives. On one hand, the greater power of Tango's test is expected, because it considers the existence of either cool or hot spots as clustering while the low-value clustering test only considers the existence of cool spots. So the lower statistical power of the low-value clustering test is compensated for by greater information gain or less ambiguity. On the other hand, we can evaluate the power gap between the two tests for different δ values, and determine the area in which a false rejection of the null hypothesis may fall. In the case of one cool and one hot spot, C G rejects the null hypothesis of no clustering greater than 95% when δ is greater than 0.72, but the low-value clustering test does not reach this level until δ is greater than 0.91. This discrepancy means that between a weaker cool spot range (i.e., between 1.72 and 1.91 times of the relative risk), C G may signify significant clustering that may be due to the effects of high-value clustering. These two explanations together suggest that the low-value clustering test is an effective one-sided test that could be used as an alternative to C G when there is a need to reduce abnormal effects caused by hot spots and outliers.
Minnesota Leukemia Case Study
We chose leukemia as an example, because its etiological causes are largely unknown and because epidemiologists can learn ecological risk factors from both cool and hot spots. Extensive studies have related environ-9 mental factors and agrochemicals to leukemia incidence and mortality, but no conclusive geo-environmental leukaemogens have been reported [1, 16] . For our case study, we selected the five-year (1992-96) county-level leukemia-mortality data from the Minnesota Cancer Surveillance System, which records the number of deaths due to leukemia for males and females separately. According to the U.S. National Cancer Institute, the five year (1990-94) leukemia mortality rate for white males in Minnesota is the second highest in the U.S., or about 11% higher than the national average. The rate for white females is ranked the 23rd, or just slightly higher than the national average. The county-level populations for the state from the 1990 U.S.
Census were used to analyze leukemia mortality rates for both males and females. We compared the 1990
Census populations with the 1994 county estimates (the mid year of 1992-96), and found very small changes in population for most of the counties. For this reason, we decide to use the Census data rather than the estimates. We used Euclidean distance to measure geographic proximity and set τ = 35, which is the average distance between any two centroids of adjacent counties. In this example, λ 0 is unknown, making it necessary to estimate λ 0 as the true value in the proposed low-value clustering test. Given the emphasis of our study, we used a simple method to derive a less biased mean by a 10% trimmed mean (See Page 32, Devore [3] ) Because this method could still be biased from the true λ 0 , we assess the sensitivity of the p-values by extended our testing to a range of λ values 10% beloŵ λ. In other words, a range of downward λ values was used to correct any potential upward bias resulting Taking the male-and female-λ values to be the true values, the p-values of the low-value clustering test are computed repeatedly 10, 000 times. We considered the medians of those repeated p-values to be the most trustworthy, and they are displayed in Figure 6 in the natural log scale. Note that the smaller the p-value, that is, the more negative the value along the log scale, the greater is its significance. A log p-value greater than -3 would not be significant at the probability level of 0.05, and a log p-value greater than -4.6 would not be significant at the probability level of 0.01.
Overall, the p-values for males were very small, being less than 0.001 (e −8 = 0.0003) anywhere betweenλ and 10% lower. As the λ values decrease, the p-values of the low-value clustering test increase, and become less significant. Because a potential abnormally hot spot would cause an upward bias from the true λ 0 , a correction would lead to a less significant result. In any case, the influence of a potential biased mean in a 13 range of 10% upward, which is evaluated by a range 10% downward of λ, will not lead to a different outcome.
We, therefore, concluded that there is an overall tendency of low-value spatial clustering among males, who died from leukemia during the study period.
For females, however, the results were not significant at the 0.01 probability level anywhere from the estimated λ to 10% lower. In addition, the p-values are very sensitive to the shifts of λ values. When the λ falls within 8% of theλ value, the results are significant at the 0.05 level. When the λ value shifts beyond 8%
, the results are no longer significant at the 0.05 level. Since the sample was fairly large, and the estimated mean could easily be biased upward by 6 to 7%, we used a more conservative confidence level of 0.01. Thus, the existence of cool spots could not be concluded for females in general.
Concluding remarks
In this paper, we have provided a testing method for low-value spatial clustering. When the expected disease risk is known, the proposed conditional replacement method was effective in reducing a potential overestimate of the disease rate due to the presence of structurally high value regions. Although the simulations and the data example were in reference to the Tango test, the conditional replacement method can be applied to other clustering tests. In the presence of a hot spot, the type I error rate based on the null hypothesis of the low-value clustering test was much lower than that based on the Tango test. The powers of the two tests, however, were almost identical in the presence of a cool spot only. When both hot and cool spots coexisted, the Tango test had a greater statistical power, which also came with a loss of information. In this regard, the low-value clustering test can be used not only for testing tendency for low-value clustering, but also for supplementing other general clustering tests to reduce false alarms. This is especially the case when there is a suspicion of which clustering tendency (high or low) contributes more to a significant test result.
When λ is unknown, as in the case of leukemia mortality in Minnesota, we first estimated the true disease rate for normal regions by cutting off 10% from both sides. Because hot spots may appear according to our null hypothesis, this estimated disease rate for normal regions may be biased upward. This means that the true λ 0 may be less than the estimated value. For this reason, we evaluated a range of λ values. The existence of low-value clustering was concluded for males but not for females. Based on these results, one can further identify local clusters by using a focused test, which we currently are investigating.
Several issues warrant further investigation. First, even though the focus of our study is on low-value clustering, we can equally see its logical application in high-value clustering tests. Second, a better way to empirically derive an estimator that is sufficiently close to the true λ is needed. In addition, when the study area is part of a larger region, the risk at the regional level should not be ignored. In our empirical case, the male mortality due to leukemia is 11% higher than the national average; if there is a hot spot with a highly excessive mortality rate in the study area, we may want to deal with it first before estimating the true mean. Third, covariates may still be considered by using covariate-related statistics, such as the scan test [6] . Finally, how the critical region is bounded or affected by an estimated λ value should be investigated when extending the current method to other clustering tests.
