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ABSTRACT-Researchers in the field of protein secondary structure prediction use typical three states of 
secondary structures, namely: alpha helices (H) beta strands (E), and coils (C). The series of amino acids 
polymers linked together into adjacent chains are known as proteins. Protein secondary structure prediction 
is a fundamental step in determining the final structure and functions of a protein. In this work we developed 
a prediction machine for protein secondary structure. By investigating the amino acids benchmark data sets, 
it was observed that the data is grouped into two distinct states or groups almost 50% each. In this scheme, 
researchers classify any state which is not classified as helix or strands as coils. Hence, in this work a new way 
of looking to the data set is adopted. For this type of data, the Receiver Operating Characteristic (ROC) 
analysis is considered for analysing and interpreting the results of assessing the protein secondary structure 
classifier. The results revealed that ROC analysis showed similar results to that obtained using other non 
ROC classification methods. The ROC curves were able to discriminate the coil states from non-coil states by 
72% prediction accuracy with very small standard error. 
 
Keywords: Protein Secondary Structure Prediction, Receiver Operating Characteristics (ROC), Area Under Curve 
(AUC), Binary Classification, Bioinformatics. 
 
صلختسملا : رايتخلا تانايبلاوحن هجوم جهنةينبب ؤبنتلا بولسأ نيتوربلا ةيوناثلا :نوثحابلا لاجم يف ؤبنتلا ةينبب نيتوربلا ةيوناثلا نومدحتسي  ثلاث
لاكشا لكايهلا نم ،ةيوناثلا يهو: بلاوللا افلأ (H) اتيب (E)، تافوفلملاو (C.) ةلسلس ضامحلأا ةينيملأا يتلا اعم طبترت لسلاس يف ةرواجم فرعت 
 مسابتانيتوربلا .ةينبب ؤبنتلا نيتوربلا ةيوناثلا وه ةيساسأ ةوطخ ديدحت يف فئاظوو لكيه ةيئاهنلا نيتوربلا .مهلتسا نم لمعلا اذه ل ةبرجت ريوطتةلآ 
نيتوربلا ةينبب ؤبنتلا ةيوناثلا. قيقحتلا للاخ نم يف تانايب تاعومجم ةينيملأا ضامحلأا ، نأ ظحول تانايبلا نينثا نيتعومجم ىلإ مسقنت ابيرقت 05 ٪
امهنم لكل .يلاتلابو ،ينبت متي ةقيرط رظنلل ةديدج ىلإ تانايبلا ةعومجم. ةثلاث تسيلو ناتعومجم يلا مسقنت تانايبلا نا ثيحب عونلا اذهل.  مدختساو
(ROC )و ليلحتل ريسفتلاجئاتن .تفشكو نأ جئاتنلا ليلحتلا ROC  جئاتن رهظأ يتلا كلتل ةلثامم مادختساب اهيلع لوصحلا مت فينصتلا بيلاسأ 
 ريغ ىرخلأاROC.  تناكوROC ىلع ةرداق زييمتلا  ةبسنب27 ٪. 
 
INTRODUCTION 
Protein has three main structures: primary 
structure which is essentially the linear amino 
acid sequence. Secondary structures which are 
alpha helices, beta sheets, and coils which are 
formed when the sequences of primary 
structures tend to arrange themselves into 
regular conformations 
[1,2,3,4]
. The 3D structure 
and where secondary structures are elements 
that packed against each other in a stable 
configuration. The estimation of the global 
accuracy of a protein is usually conducted by a 
measure known as Q3. The Q3 is a measure of 
the overall percentage of predicted residues to 
the observed ones 
[5]
 and represented as: The 
summation of the number of residues 
identified in the (helix, strand, and coil) states 
effectively observed divided by the total 
number of residues. Segment Overlap measure 
or SOV is another measure that measures the 
quality of secondary structure prediction in 
percentage 
[6]. 
The Receiver Operating Characteristic (ROC) 
curve is a method for visualizing, organizing, 
and selecting classifiers based on their 
performance. ROC graphs have long been 
used in signal processing and detection theory 
to depict the trade-off between hit rates and 
false alarm rates of classifiers 
[7,8]
. ROC 
analysis has been extended for use in 
visualizing and analyzing the behavior of 
diagnostic systems 
[9]
. The ROC techniques is 
then used extensively in biological sciences 
and specifically clinical medicine 
[10,11,12].
The 
ability of a test to discriminate abnormal cases 
from normal cases is evaluated using the ROC 
curve analysis 
[10,11]
. ROC curves can also be 
used to compare the performance of two or 
21 
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more classifiers. ROC becomes popular in 
assessing a two-class or binary classifier and 
comparing many binary classifiers efficiently. 
ROC can be explained when you consider the 
results of a particular test in two populations, 
one population with abnormal cases, the other 
population with normal cases. For every 
possible cut- off point or criterion value you 
select to discriminate between the two 
populations. There will be some cases with the 
abnormal cases correctly classified as positive 
(true positive or TP), but some cases with the 
abnormal cases will be classified as negative 
(false negative or FN). On the other hand, 
some cases without the abnormal cases will be 
correctly classified as negative (true negative 
or TN), but some cases without the abnormal 
cases will be classified as positive (false 
positive or FP). 
Sensitivity and Specificity are two important 
terms in the ROC literatures which are defined 
as Sensitivity is the probability that a test result 
will be positive when the abnormal case is 
present (true positive rate) while Specificity is 
the probability that a test result will be 
negative when the abnormal case is not 
present (true negative rate).  
To measure the performance accuracy of a 
binary classifier, a common method is to 
calculate the area under the ROC curve, which 
is known as AUC 
[13]
.The AUC is a portion of 
the area of the unit square and hence its value 
will always be between 0 and 1. Since the 
random guess produces the diagonal line 
between (0; 0) and (1; 1), which has an area of 
0.5, no practical classifier have an AUC less 
than 0.5 (Explained in the next section in 
Figure 1). Moreover, the AUC has an 
important statistical property that the AUC of 
a classifier is equivalent to the probability that 
the classifier will rank a randomly chosen 
positive instance higher than a randomly 
chosen negative instance 
[14]
. 
Many researchers argue that dichotomous 
(binary) classification is convenient and 
powerful for decision making, while it may 
introduces distortions 
[15,16]
. However, the use 
of Receiver Operating Characteristic (ROC) 
curves which is mainly threshold-independent 
has received considerable attention in recent 
years. 
The ROC curves or graphs are useful 
techniques for assessing the performance of 
classifiers. The ROC curves are well known in 
Biology and Medical decision making and 
they are well used in dichotomous 
classification. They have been increasingly 
adopted as a tool for analysing and visualizing 
many aspects of machine learning algorithms 
or methods. The ROC curve is a plot of the 
true positive rate against the false positive rate 
for different possible cut points of a diagnostic 
test. 
The ROC curve illustrates the trade- off 
between sensitivity and specificity in the sense 
that any increase in sensitivity will be 
accompanied by a decrease in specificity. It 
also shows that the closer the curve follows 
the left-hand border and then the top border of 
the ROC space, the more accurate the test 
while the closer the curve comes to the 
diagonal of the ROC space, the less accurate 
the test. Further, the area under the curve 
(AUC) is a measure of the algorithm accuracy. 
Kloczkowski et al. 
[17]
 argued that, regularly, 
proteins contain about 30% helical structure 
(H), about 20% strands (E), and about 50% 
coil (C) structure.  
This means that even the most trivial 
prediction algorithm which assigns all 
residues to the coil (C) state would give 
approximately 50% correct prediction. This 
paper attempts to test the results of the 
prediction or classification task of a new 
protein secondary structure prediction method 
[18]
 while opening a discussion about the 
reliability of ROC curves analysis in 
predicting coils only states in a multi-class 
data set. In eight-to-three secondary structure 
reduction methods discussed in a previous 
work 
[19]
, one of the reduction methods 
showed that coils states composed 0.48 of the 
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whole data set. Several researchers in the 
protein secondary structure prediction reported 
similar ratio. Baldi et al. 
[20]
 reported coil only 
composed 0.4765 of the data set while others 
argued that 50% accuracy of an algorithm is 
not better than a random guess in protein 
secondary structure prediction. 
 
MATERIALS AND METHODS 
For the problem of secondary structure 
prediction, if we have an amino acid sequence 
of length n , then secondary structures 
corresponding to these sequences are the three 
states helix, strand, and coils which can be 
considered as di=d1 , d2, dn .. In the case of the 
dichotomy problem of two alternative classes, 
when predicting only one structural class, for 
instance: a coil versus non-coil, then, the di in 
general equals to 0 or 1 which is a binomial 
model of 0.5 probability for a di or non- di . In 
this work di corresponds to the coil states since 
it is equivalent to 0.5 of the data set. Helix and 
strand states together correspond to non-coil 
sate which is of course 0.5 of the whole 
dataset. So we can analyze the three class 
states as typically two states. 
The relation between sensitivity and 
specificity can be expressed as:  
Sensitivity = TP/(TP+FN)                  (1) 
Specificity = FP/(FP+TN)               (2) 
where N is the total sample size which defined 
as: 
N= T P + TN + F P + F N              (3) 
The four numbers of the equation (i.e. T P, 
TN, FP, and FN) can be arranged into a 2 x 2 
contingency or confusion matrix as shown in 
Table 1 to facilitate a straightforward analysis 
of these numbers. 
The ROC curve does not provide a rule for the 
classification of cases. However, there are 
strategies that may be used to develop 
decision rules. Two elements are required to 
identify the appropriate threshold; the first is 
the relative cost of FP and FN errors while the 
second is the prevalence of positive cases. 
Assigning values to these costs is complex, 
subjective and dependent upon the context 
within which the classification rule will be 
used 
[10]
. 
 
Table 1: The contingency table or confusion matrix 
for coil states prediction 
 Predicted 
O
b
serv
ed
 
 C  C  
1C
 
TP FN 
2C
 
FP TN 
1C  Coil  
2C  Not Coil 
 
As discussed earlier, the numbers TP, TN, FP 
and FN depend on how the threshold is 
selected. In most cases, there is a trade- off 
between the amount of false positives and the 
amount of false negatives produced by the 
algorithm or the classifier. The ROC 
summarizes such results by displaying 
threshold values within a certain range of 
sensitivity or specificity. In a typical ROC 
curve the hit rate (sensitivity) increases with 
the false alarm rate (specificity).  
Thus sensitivity can be defined as the 
probability of correctly predicting a positive 
example and the specificity is the probability 
that a positive prediction is correct. In biology 
and medical statistics, the word specificity is 
sometimes used in a different sense 
[20]
 which 
is beyond our discussion in this paper.  
The ROC curves usually show the distribution 
of the number of normal and NOT normal 
observations arranged according to the value 
of a test. This distributions overlap does not 
distinguish normal from not normal with 
100% accuracy. Further, the area of overlap 
indicates where the test cannot distinguish 
normal from not normal. In practice, a cut-
point (cut score) is chosen; above which the 
test will be considered as abnormal and below 
which the test will be considered as normal. 
The position of the cut point will determine 
the number of true positive, true negatives, 
false positives, and false negatives. Different 
cut points may be chosen if we wish to 
minimize one of the errors types of the test 
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results. This curve is discussed in the next 
section. 
The confusion matrix accuracy measures 
assume that data is real counts. The sensitivity 
of a test can be described as the proportion of 
true positives it detects of all the positives. All 
positives are the sum of (detected) true 
positives (TP) and (undetected) false negatives 
(FN). Sensitivity is therefore can be rewritten 
as: 
)/( FNTPTP       (4) 
While the specificity of a test can be described 
as the proportion of true negatives it detects all 
the negatives. Thus it is a measure of how 
accurately it identifies negatives. All negatives 
are the sum of (detected) true negatives (TN) 
and (miss-predicted) false positives (FP). 
Specificity is therefore can be rewritten as: 
)/( FPTNTN      (5) 
Finally, sensitivity and specificity represent 
the measures of accuracy of a certain 
diagnostic test or classification. In fact, the 
measurements have to be sensitive in order to 
detect differences that are important to the 
research question, and specific enough to 
show only the feature of interest. Hence, 
sensitivity describes how well a classification 
task classifies those observations in the right 
corresponding class (as in coils state here). 
Similarly, specificity describes how well a 
classification task classifies those observations 
that are not coils. Thus the definitions of 
sensitivity and specificity can be well depicted 
from equations above.  
Since a typical classifier generates a variable 
that has values within the range 0 -1, and all of 
the measures described in this section depend 
on the numbers in the confusion matrix, these 
numbers are obtained by application of a 
threshold criterion to a continuous variable 
generated by the classifier. A mid value 
between 0 and1 which is 0.5 is the threshold 
applied here. Thus, a continuous variable is 
converted into dichotomy variable in this case. 
If the threshold criterion is altered, then the 
values in the confusion matrix will change. 
Often, the raw scores are available so it is 
relatively easy to examine the effect of 
changing the threshold. If we have FN errors 
more serious than FP errors the threshold can 
be adjusted to decrease the FN rate at the 
expense of an increased FP error rate.  
The effect of the threshold on error rates can 
be explained by a cut-point of 0 where every 
case assigns as positive, while a cut-point of 1 
assigns every case as negative. Therefore, as 
the cut-point is moved from 0 to 1 the false 
positive frequency falls while the false 
negative frequency increases. The point where 
these two curves cross is the point with the 
minimum overall error rate. Thresholds can be 
amended to reflect different TP and FP rates 
according to different objectives (This is 
clearly illustrated in the next section in Table 
3). 
 
RESULTS 
Table 2 presents six classification methods for 
protein secondary structure prediction 
including our NN-GORV-I classifier which 
the core of the whole research.  
 
Table 2: Performance of NN-GORV-I and the other 
five prediction methods 
Prediction Method Q3 
NN-I 64.05 
GOR-IV 63.19 
GOR-V 71.84 
NN-II 73.58 
PR OF 75.03 
NN-GORV-I 79.22 
 
The primary results in this research revealed 
that our classifier NN-GORV-I reached an 
accuracy of 79.22% using the Q3 assessment 
method mentioned above and shown in Table 
2. 
The ROC curves provide an efficient way to 
display the relationship between sensitivity 
and specificity and the cut- off point for 
positive and negative tests 
[22, 23]
. The ROC 
curves describe the performance of a test used 
to discriminate between normal and abnormal 
cases based on a variable measured on a 
continuous scale.  
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The area under the ROC function (AUC) is 
usually taken to be an important index because 
it provides a single measure of overall 
accuracy that is not dependent upon a 
particular threshold 
[14,16]
. 
With reference to Figure 1, the results show 
that the value of the AUC is between 0.5 and 
1.0. If the value is 0.5, as in the diagonal line 
on the plot, the scores for two groups do not 
differ. A score of 1.0 indicates no overlap in 
the distributions of the group scores. 
 
Figure 1: Area under curve (AUC) for training data, 
test data, and chance performance or random guess 
 
Typically, values of the AUC will not achieve 
these limits. A value of 0.87 for the AUC 
means that for 87% of the time a random 
selection from the positive group will have a 
score greater than a random selection from the 
negative class. Usually the AUC for the 
training data is higher than that for the test 
data as shown in Figure 1. 
This is expected since most classification 
methods will perform best on the data used to 
generate the classification rule which is the 
training data set, and less on the test data set. 
Researchers argued that some caution is 
necessary when using ROC methods with 
biological data since biological cases may not 
be directly equivalent to the original 
definition. In particular, the original ROC 
model assumes that the group allocation is 
absolutely reliable and each signal is 
homogeneously presented and processed 
[24]
. 
In this work, the coil states consist 48% of the 
data when we use one of the reduction 
methods of the Define Secondary Structure of 
Proteins or DSSP definition 
[17,25,26]
. It can be 
seen clearly that the coils states constitutes 
approximately 0.5 of the data set. The ROC 
analysis is applied here to discriminate 
between coils and non-coils states. 
Nine cut scores of 10772 secondary structures 
outputs sample predicted by the new 
secondary structure prediction method under 
consideration 
[21]
. The true positive (TP) row 
represents the situation that coils states 
predicted by the prediction method as coils 
while the false positive (FP) represents the 
situation that NOT coils states predicted by 
the prediction method as coils. 
As discussed in a previous work 
[18]
, the total 
number of residues in the data base used in 
training and testing the algorithms is more 
than 80000 residues. The test sample used in 
this experiment was chosen from 10772 
secondary structure predicted states for its 
appropriate cut scores and convenience in 
calculations and representation. 
According to their respective cut scores, the 
true positive rate (TPR) which is the 
sensitivity of the test and the false positive rate 
which is (1- specificity) of the test are shown 
in Table 3 that shows the respective area for 
each cut score.  
Table 3: The cut scores, true positive rate (TPR), 
false positive rate (FPR), and area under ROC 
(AUC) for the coil state only prediction  
Cut Score TPR FPR Area 
1 1.0000 1.0000 0.0710 
2 0.9895 0.9287 0.0805 
3 0.9752 0.8467 0.1161 
4 0.9310 0.7249 0.1471 
5 0.8722 0.5618 0.2320 
6 0.4949 0.2224 0.0399 
7 0.3630 0.1293 0.0279 
8 0.1043 0.0097 0.0002 
9 0.0998 0.0073 0.0004 
10 0.0000 0.0000 0.0000 
AUC - - 0.7151 
SE - - 0.0057 
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The summation of the nine scores areas 
represents the area under the curve (AUC). 
This area under the curve measures the 
prediction accuracy. The AUC of this test as 
shown in the table is 0.7151 with standard 
error (SE) of 0.0057 as calculated from the 
nine cut scores.  
Figure 2 shows the ROC curve travels above 
the diagonal line and below the top left corner 
of the graph indicting that the area of this 
curve is above null guess 0.5 and of course 
below the perfect prediction 1.0. 
  
 
Figure 2: The area under ROC (AUC) for the 
prediction algorithm considering coil only 
classification. 
 
The computed AUC as shown in the figure 
and described in Table 3 is 0.72 and the 
standard error is 0.0057. This proves that the 
secondary structure prediction algorithm is 
able to discriminate the coils states from non-
coils with 72% prediction accuracy with a 
very minor experimental or standard error. 
Although there is a loss in the entropy in this 
procedure due to the 0.48 probability of the 
coils states in the database instead of 0.5, this 
result is in-line with what has been reported by 
Subair and Deris 
[18]
 using Q3 and SOV 
measures. Further this result shows a 
comparative agreement with the correlation 
coefficients reported by the same authors 
[18]
.  
In this work, the adoption of the receiver 
operating characteristics (ROC) analysis aims 
to determine the discriminative ability of the 
prediction algorithm to distinguish the coil 
states only since they constitute approximately 
0.5 of the data. This test might be 
controversial since it is conducted on a three-
class classifier and not a binary classifier. The 
nature of the data set that constitutes the three 
classes of secondary structure made the data 
set divided into two classes for the coil states 
that constitute half of the data set.  The ROC 
analysis test arrived at a conclusion that the 
prediction algorithm was able to distinguish 
between two classes (coils/not coils) at 72% of 
the times. 
 
CONCLUSIONS 
The protein secondary structure coils states are 
classified using the receiver operating 
characteristics ROC curve and analysis. The 
trade- off between the true positive rate 
(sensitivity) and the false positive rate was 
plotted in an ROC curve and the area under 
the curve (AUC) was estimated and found that 
the new prediction algorithm was able to 
correctly classify 72% of the coils states. 
Although this accuracy is less than the 
accuracy discussed in the previous work, when 
using other evaluation measures like Q3 and 
SOV 
[17]
, the results proved that ROC 
classification and analysis is reliable in the 
case of protein data. It is not unusual to find 
that the accuracy of ROC analysis here is less 
than  the accuracy obtained by the Q3 and 
SOV measure since there is loss in the entropy 
of the TP, FP, TN, and FN numbers as 
discussed earlier in the methodology section. 
In addition, describing the data set as coils and 
not coils in its discrete binary meaning is not 
accurately satisfied in this case. 
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