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resumo A presente tese e dedicada ao estudo da estabilidade de sistemas
denidos por famlias nitas de sistemas lineares invariantes e por
regras de comutac~ao que coordenam a comutac~ao entre eles. As-
sumimos que, em cada instante de tempo onde ocorre comutac~ao, a
trajectoria do estado do sistema possa sofrer um \salto"desencadeado
pela aplicac~ao de um reset. Estes sistemas s~ao, neste trabalho, des-
ignados por sistemas comutados com reset.
Os resets podem ser de dois tipos - totais ou parciais, dependendo se
a totalidade ou apenas uma parte das componentes do estado esta
disponvel para reset. Neste sentido, distinguimos sistemas comutados
com reset (total) e sistemas comutados com reset parcial.
Analisamos a estabilidade dos dois tipos de sistemas comutados referi-
dos a luz da teoria de Lyapunov e sob duas perspectivas; por um lado
determinamos sob que condic~oes um sistema comutado com reset e
estavel e por outro, identicamos resets que, quando aplicados, asse-
guram a estabilidade do sistema. Neste ultimo ponto, a escolha dos
resets adequados a aplicar pode por si so revelar-se insuciente para
obter estabilidade, especialmente se apenas parte das componentes
do estado estiver disponvel para reset (caso de reset parcial).
keywords Switched Systems, Reset Matrix, Common Lyapunov Quadratic Func-
tion, Stability
abstract This thesis deals with the stability of systems which are dened by
a nite family of time invariant linear systems together with some
switching laws. The switching laws determine how the invariant sys-
tems commute among themselves. We assume that for each commu-
tation time instant the state trajectory may change discontinuously
due to reset application. In this thesis, these systems are designed by
reset switched systems.
Two types of resets are considered - total and partial, depending if all
state components or only part of them are available for reset. In this
sense, we distinguish (total) reset switched systems and partial reset
switched systems.
We analyze the stability of reset switched systems, using Lyapunov
theory, under two perspectives. Not only we determine some condi-
tions according to which a reset switched system is stable, but also
we identify some resets that, when applied, assure the stability of sys-
tem. We conclude that, for total reset, it is always possible to choose
adequately the resets in order to obtain stability. However, that is not
always possible if partial reset is in question.
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Introduc~ao
Motivac~ao
Em diversas areas como a Fsica, a Engenharia, a Economia entre outras, a abor-
dagem a determinados problemas passa pelo estabelecimento de modelos matematicos
representativos dos fenomenos em estudo. Muitos desses problemas ou fenomenos s~ao
representados por sistemas de equac~oes diferenciais, e como tal n~ao se pode descurar
o facto do modelo matematico ter de satisfazer determinadas propriedades, nomeada-
mente a da existe^ncia, a da unicidade e a da continuidade da soluc~ao para as condic~oes
iniciais dadas. Porem, para certos casos, pode ser difcil explicitar essa soluc~ao, o que
compromete a vericac~ao das propriedades referidas, bem como o comportamento da
mesma quando o tempo t tende para innito. Para analisar a ultima propriedade, que
esta relacionada com a estabilidade de um sistema de equac~oes diferenciais, houve nece-
ssidade de criar um metodo directo que n~ao pressupusesse o conhecimento da soluc~ao do
sistema. Este metodo foi criado pelo matematico Aleksander Mikhailovitch Lyapunov
(1857 - 1918), que consiste em determinar uma Func~ao de Lyapunov para o sistema.
Enquanto que a estabilidade de um sistema linear invariante e equivalente a existe^ncia
de uma Func~ao de Lyapunov Quadratica (FLQ), a mesma simplicidade n~ao caracteriza
o estudo da estabilidade dos sistemas variantes no tempo, no a^mbito dos quais se insere
os sistemas que vamos tratar - os sistemas lineares comutados.
Um sistema linear comutado e um sistema denido por uma famlia nita de sistemas
lineares invariantes (banco de comutac~ao) e por uma regra que coordena a comutac~ao
entre eles (sinal de comutac~ao), e, portanto, e um sistema variante no tempo com uma
dina^mica constante por pedacos. Para este tipo de sistemas admite-se que a trajectoria
do estado e uma func~ao contnua, isto e, sem \saltos"nos instantes de tempo.
Na ultima decada, a estabilidade dos sistemas comutados e um assunto que tem
merecido inumeras atenc~oes. Te^m-se traduzido, por exemplo, em varios artigos que
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sintetizam os principais avancos, [10, 27, 38] e em livros, [26, 45]. Alguns problemas se
colocam no estudo da estabilidade de sistemas comutados, [10, 26]: encontrar condic~oes
que garantam que o sistema comutado e estavel para qualquer sinal de comutac~ao,
identicar as classes de sinais de comutac~ao para as quais o sistema comutado e estavel
e construir um sinal de comutac~ao que garanta a estabilidade do sistema comutado.
Algumas situac~oes onde se coloca o primeiro problema, e que inuenciou a abordagem
adoptada na presente tese, ocorre no controlo de processos que te^m um comportamento
n~ao-linear, variante no tempo e modelados de forma inexacta, como aqueles que se
encontram, por exemplo, na infus~ao de farmacos, [24]. Os sistemas utilizados nestes
casos s~ao, segundo [15], sistemas comutados, a que lhes esta associado um banco de
controladores nito e uma regra de comutac~ao que dene qual o controlador activo
em cada instante do tempo. Estes sistemas s~ao designados por sistemas de controlo
comutado. Ainda no trabalho citado, e contemplada a possibilidade de, em cada instante
tk em que um controlador ca activo, ocorrer reposic~ao da trajectoria do estado x(t),
traduzida pela condic~ao:
x(tk) = R(q;p)x(t
 
k ); (0.0.1)
onde q; p tomam valores num conjunto de ndices nito P e x(t k ) := lim t!tk
t<tk
x(t). As
matrizes R(q;p) s~ao designadas por matrizes de reset. Com efeito, reconhecemos que
a teoria dos sistemas comutados e util na analise dos sistemas de controlo comutado
com a condic~ao (0.0.1), mas julgamos que essa analise possa ser sustentada, de forma
mais natural, por uma classe mais geral de sistemas comutados, onde a continuidade do
estado do sistema n~ao seja exigida, como acontece com os sistemas comutados (quando
em cada instante de comutac~ao R(q;p) e igual a matriz identidade). Daqui surgiu a
designac~ao de sistemas comutados com reset e o objectivo de estudar a estabilidade,
para sinal de comutac~ao arbitrario, destes sistemas. E sabido que para este problema,
uma condic~ao necessaria, mas n~ao suciente para que um sistema comutado seja estavel,
e que cada sistema invariante do banco de comutac~ao seja estavel, ou, possua uma FLQ.
No entanto, a existe^ncia de uma mesma FLQ para todos os sistemas invariantes, isto e,
a existe^ncia de uma Func~ao de Lyapunov Quadratica Comum e uma condic~ao suciente
de estabilidade, independente do sinal de comutac~ao considerado, [10].
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Objectivos
Os objectivos principais desta dissertac~ao s~ao:
 estabelecer condic~oes de existe^ncia de FLQC para um sistema comutado;
 denir sistemas comutados com reset (total) e sistemas comutados com reset par-
cial, tendo em conta se ha ou n~ao total liberdade na aplicac~ao de resets nas compo-
nentes do estado do sistema. Nesta ultima situac~ao, caso as ultimas z componentes
do estado estejam \livres"ent~ao, em (0.0.1), as matrizes R(q;p) s~ao do tipo
R(q;p) =
"
In z 0
R
(q;p)
21 R
(q;p)
22
#
; (0.0.2)
onde In z e a matriz identidade de ordem n   z e R(q;p)22 e uma matriz invertvel
de ordem z.
 averiguar se, para alem dos sistemas de controlo comutado, para qualquer sistema
comutado e tambem possvel garantir a respectiva estabilidade atraves da aplicac~ao
de matrizes de reset (total) adequadas; identicar famlias destas matrizes de reset
que garantem a estabilidade do sistema. Note-se que, em [15] apenas e referido
que e possvel garantir a estabilidade dos sistemas de controlo comutado atraves
da aplicac~ao de matrizes de reset (total) adequadas;
 averiguar quando e que e possvel obter estabilidade de um sistema comutado
atraves da aplicac~ao de matrizes de reset do tipo (0.0.2); identicar famlias destas
matrizes de reset que garantem a estabilidade do sistema;
 identicar classes de sistemas comutados cuja estabilidade pode ser obtida associ-
ando uma famlia de resets parciais.
Estrutura
Esta dissertac~ao esta dividida em cinco captulos. No primeiro captulo, denimos
sistema linear comutado e revemos algumas das condic~oes que garantem a existe^ncia de
uma func~ao de Lyapunov quadratica comum (FLQC) para um sistema comutado e, ao
mesmo tempo, garantem que este seja estavel, para sinal de comutac~ao arbitrario.
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No segundo captulo, estabelecemos outras condic~oes de existe^ncia de uma FLQC
para um sistema comutado, em que as matrizes associadas ao banco de comutac~ao se
encontram particionadas em blocos ou podem ser transformadas, por uma mesma trans-
formac~ao de semelhanca, em matrizes triangulares em blocos (propriedade de triangu-
larizac~ao simulta^nea em blocos). Ainda nesta parte do trabalho, aplicamos os resultados
obtidos a analise da estabilidade de sistemas comutados interconectados em serie, em
paralelo e por realimentac~ao.
No terceiro captulo, denimos sistema linear comutado com reset e estabelecemos
dois criterios de estabilidade para este tipo de sistemas, baseados respectivamente numa
analise das trajectorias do sistema e numa analise directa das FLQs que o sistema
comutado possui. Na parte nal deste captulo, mostramos que existem famlias de
resets que associadas a um sistema comutado garantem a respectiva estabilidade.
No quarto captulo, alargamos o estudo efectuado para sistemas comutados com reset
(total) ao estudo da estabilidade de sistemas comutados para os quais apenas parte das
componentes do estado ca disponvel para reset. Designaremos estes sistemas por
sistemas comutados com reset parcial e conduziremos o estudo da estabilidade destes
sistemas seguindo os mesmos passos do Captulo 3. Mais concretamente, iremos esta-
belecer quando e que um sistema comutado com reset parcial e estavel e determinar em
que condic~oes e possvel obter estabilidade de um sistema comutado atraves da aplicac~ao
de resets parciais adequados. Concluiremos que essas condic~oes est~ao relacionadas com
os complementos de Schur das FLQs do sistema comutado considerado.
No quinto captulo, analisaremos quando e que essas condic~oes s~ao satisfeitas por
determinadas classes de sistemas comutados, nomeadamente os sistemas comutados de
2a e 3a ordens, sistemas comutados positivos, sistemas triangulares em blocos e alguns
sistemas simultaneamente triangularizaveis em blocos. A estabilizac~ao por reset parcial
dos sistemas mencionados e, em particular, dos sistemas de controlo comutado decorrera
directamente das condic~oes estabelecidas.
Por m, apresentam-se as conclus~oes e as perspectivas para trabalhos futuros.
Captulo 1
Sistemas comutados
Neste captulo revemos alguns conceitos e resultados sobre a estabilidade de sistemas
lineares comutados, baseados na teoria de Lyapunov. Apos uma breve introduc~ao aos
sistemas lineares variantes no tempo, denimos um sistema linear comutado como um
caso particular dos primeiros, com a particularidade de a variac~ao dos para^metros ser
ditada por uma lei de comutac~ao. Mais concretamente, um sistema comutado e descrito
por uma famlia de sistemas invariantes no tempo e uma regra que coordena a comutac~ao
entre estes. A existe^ncia de uma func~ao de Lyapunov quadratica comum (FLQC) para
todos os sistemas invariantes que constituem o banco de comutac~ao garante a estabil-
idade do sistema comutado, independentemente da regra de comutac~ao considerada.
Neste sentido, porque no estudo da estabilidade dos sistemas considerados neste tra-
balho n~ao se imp~oe qualquer restric~ao no processo de comutac~ao, comecamos por rever
alguns conceitos e resultados fundamentais que convira ter presentes adiante.
1.1 Conceitos fundamentais
Consideremos o seguinte sistema de equac~oes lineares
_x(t) = A(t)x(t) +B(t)u(t)
y(t) = C(t)x(t) +D(t)u(t);
(1.1.1)
onde x(t) 2 (IRn)IR e o vector de estado e as suas componentes x1(t); : : : ; xn(t) as
variaveis de estado, IRn e o espaco de estados, u(t) 2 (IRm)IR e o sinal de entrada e
y(t) 2 (IRp)IR e o sinal de sada. As matrizes A(t), B(t), C(t) e D(t) s~ao matrizes de
dimens~oes IRnn, IRnm, IRpn e IRpm, respectivamente.
2 Captulo 1. Sistemas comutados
Diz-se que o sistema linear (1.1.1) e invariante no tempo se os coecientes das ma-
trizes s~ao constantes, caso contrario diz-se que o sistema e variante no tempo.
Este trabalho e dedicado ao estudo de um tipo particular de sistemas variantes no
tempo, os sistemas comutados, que passamos a denir.
Sejam P = f1; : : : ; Ng um conjunto de ndices nito e uma famlia P = fp; p 2 Pg
de sistemas lineares invariantes
p :=

_x(t) = Apx(t) +Bpu(t)
y(t) = Cpx(t) +Dpu(t)
; p 2 P :
A famlia P , associada ao conjunto de matrizes f(Ap; Bp; Cp; Dp) ; p 2 Pg, chama-se
banco de comutac~ao.
Denamos ainda um sinal de comutac~ao em P como uma func~ao do tempo, cons-
tante por pedacos ou seccionalmente constante, contnua a direita,  : [t0;+1[ ! P .
Mais concretamente,
 : [t0;+1[  ! P
t 7 ! (t) = ik; para t 2 [tk 1; tk[ ; k 2 N;
onde os instantes de tempo tk, k 2 N, tais que t0 < t1 < : : : < tk 1 < tk : : : ; s~ao pontos
de descontinuidade de , designados por instantes de comutac~ao. O conjunto de todos
os sinais de comutac~ao em P denotamos por SP .
Dene-se um sistema comutado como um triplo X = (P ;P ;SP), que se interpreta
no seguinte sentido. Cada sinal de comutac~ao () 2 SP da origem a um sistema variante
no tempo da forma (1.1.1) com A(t)  A(t); B(t)  B(t); C(t)  C(t) e D(t)  D(t),
mais precisamente da origem a um sistema
 :=

_x(t) = A(t)x(t) +B(t)u(t)
y(t) = C(t)x(t) +D(t)u(t)
; para todo o t  t0; (1.1.2)
tal que x0 := x(t0) e em cada instante de comutac~ao, tk,
x(tk) = x(t
 
k ) := limt!tk
t<tk
x(t); (1.1.3)
isto e, em cada instante de comutac~ao o estado e uma func~ao contnua. Ao sistema 
da-se o nome de sistema -comutado.
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Convem salientar que, em geral, num sistema comutado os sinais de comutac~ao s~ao
produzidos por um mecanismo supervisor de acordo com determinados objectivos. No
entanto, tal mecanismo n~ao e aqui considerado por estarmos interessados em analisar a
estabilidade de um sistema comutado para sinal de comutac~ao arbitrario.
Tomemos a entrada u(t) = 0, para todo o t 2 IR, e consideremos o sistema linear
variante no tempo dado pela equac~ao linear de estado
_x(t) = A(t)x(t): (1.1.4)
O resultado que se segue garante a existe^ncia e unicidade de soluc~ao da equac~ao
linear de estado (1.1.4), ver por exemplo ([18], p. 101).
Teorema 1.1.1 Fixado um instante t0 2 IR e uma condic~ao inicial x(t0) = x0 2 IRn, a
equac~ao linear de estado (1.1.4), com A(t) seccionalmente contnua, admite uma unica
soluc~ao
x(t) = (t; t0)x0;
onde (; t0) e uma func~ao matricial de ordem n, contnua e seccionalmente diferen-
ciavel.
A matriz (t; t0) e designada por matriz de transic~ao, uma vez que transforma o
estado no instante t0, no estado no instante t.
Observac~ao 1.1.2 Para o caso de um sistema linear invariante no tempo, dado pela
equac~ao linear de estado
_x(t) = Ax(t); x(t0) = x0; (1.1.5)
a soluc~ao e dada por
x(t) = (t; t0)x0;
onde
(t; t0) = e
A(t t0) :=
+1X
k=0
1
k!
Ak(t  t0)k:
Quando a entrada u e n~ao-nula, verica-se que
x(t) = eA(t t0)x0 +
Z t
t0
eA(t )Bu()d;
4 Captulo 1. Sistemas comutados
o que implica que a sada y seja dada por
y(t) = CeA(t t0)x0 +
Z t
t0
CeA(t )Bu()d +Du(t):
Note-se que um sistema -comutado pode ser encarado como um sistema invariante
por pedacos, ja que a sua dina^mica coincide com a de um sistema invariante entre dois
instantes de comutac~ao. Tendo em conta esta particularidade, mostraremos mais tarde,
no Captulo 3, que a soluc~ao de um sistema -comutado , descrito por _x(t) = A(t)x(t),
para uma dada condic~ao inicial x0 pode ser escrita como
x(t; t0; x0; ) = (t; t0)x0;
onde (t; t0), que representa a matriz de transic~ao do sistema , e dada por
(t; t0) = e
Aim (t tm)
1Y
k=m
eAik 1 (tk tk 1)x0; para t 2 [tm; tm+1[ : (1.1.6)
Por simplicidade, usamos x(t) para denotar uma trajectoria do sistema , sempre
que n~ao houver ambiguidade sobre os correspondentes instante inicial e estado inicial.
Denic~ao 1.1.3 O sistema correspondente a equac~ao linear de estado (1.1.4) diz-se
uniformemente e exponencialmente estavel se existirem constantes positivas nitas ; 
tais que, para quaisquer t0 2 IR e x0 2 IRn, a soluc~ao de (1.1.4) satisfaz
kx(t)k  e (t t0)kx0k; t  t0:
Daqui em diante, referir-nos-emos ao termo estabilidade com o sentido de estabili-
dade exponencial uniforme.
A estabilidade dos sistemas invariantes e variantes no tempo pode ser estudada com
base na existe^ncia de func~oes de Lyapunov que exibem um comportamento particular
ao longo das soluc~oes do sistema. Denimos em primeiro lugar esta classe de func~oes
para um sistema com descric~ao do tipo _x(t) = f(x(t)), [47].
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Denic~ao 1.1.4 A func~ao V (x) diz-se uma func~ao de Lyapunov para o sistema _x(t) =
f(x(t)) se verica as seguintes condic~oes:
i) V (x) > 0; para todo o x 6= 0 e V (0) = 0;
ii) V (x) e uma func~ao C1;
iii) limkxk!1 V (x) = +1;
iv) _V (x) = rV (x)  f(x) < 0; para todo o x 6= 0,
onde rV (x) e o vector gradiente de V e  denota o produto escalar. Se, alem disso,
V (x) for uma func~ao quadratica, isto e, V (x) = xTPx; onde P e uma matriz simetrica,
diz-se que se trata de uma func~ao de Lyapunov quadratica (FLQ).
Note-se que toda a func~ao quadratica xTPx, com P simetrica e denida positiva,
pode ser encarada como a dista^ncia de x a origem numa nova metrica associada a matriz
P . O facto de V (x) = xTPx ser uma func~ao de Lyapunov signica ent~ao que, na metrica
associada a P , a dista^ncia a origem decresce ao longo das trajectorias do sistema.
1.1.1 Estabilidade de um sistema invariante no tempo
Como e sabido, a estabilidade de um sistema linear invariante no tempo pode ser
caracterizada em termos dos valores proprios da matriz do sistema, de acordo com o
proximo resultado.
Teorema 1.1.5 [35] O sistema correspondente a equac~ao linear de estado (1.1.5) e
estavel se, e so se, Re() < 0, para todo o valor proprio  da matriz A.
Uma matriz A 2 IRnn em que todos os seus valores proprios te^m parte real negativa
diz-se estavel.
Decorre da Denic~ao 1.1.4 que uma func~ao quadratica V (x) = xTPx, onde P 2 IRnn
e uma matriz simetrica e denida positiva, e uma FLQ para o sistema _x(t) = Ax(t) se,
e so se,
ATP + PA < 0: (1.1.7)
Neste caso, dizemos abreviadamente que P e uma FLQ de A.
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A relac~ao entre a existe^ncia de uma FLQ para A e os valores proprios desta matriz
e estabelecida no teorema que se segue.
Teorema 1.1.6 [19, 35] A matriz A 2 IRnn e estavel se, e so se, se verica a seguinte
condic~ao: para cada matriz simetrica, denida positiva Q 2 IRnn existe uma unica
soluc~ao de
ATP + PA =  Q; (1.1.8)
sendo essa soluc~ao simetrica e denida positiva.
Observac~ao 1.1.7 Dada uma matriz estavel A e uma matriz simetrica Q, a unica
soluc~ao da equac~ao de Lyapunov (1.1.8) e dada por, [35]:
P =  
Z 1
0
eA
T tQeAtdt: (1.1.9)
O proximo resultado relaciona o efeito de uma transformac~ao de semelhanca em A
com uma transformac~ao de congrue^ncia sobre as soluc~oes da correspondente equac~ao de
Lyapunov (1.1.8).
Proposic~ao 1.1.8 [19] Seja A 2 IRnn uma matriz estavel e T 2 IRnn uma matriz
invertvel. Ent~ao, P 2 IRnn e uma FLQ de A se, e so se, T TPT e uma FLQ de
T 1AT .
1.1.2 Estabilidade de um sistema -comutado
No caso variante no tempo, em particular para um sistema -comutado, n~ao e possvel
dar uma caracterizac~ao da estabilidade em termos de valores proprios da matriz A(t) do
sistema. No entanto, a teoria de Lyapunov permite estabelecer uma condic~ao suciente
de estabilidade de um sistema variante onde a matriz A(t) e contnua ou seccionalmente
contnua, ([18], p. 273).
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Teorema 1.1.9 O sistema (1.1.4) e estavel se existir uma func~ao matricial continua-
mente diferenciavel P (t), denida para t  t0, com P (t) 2 IRnn simetrica e denida
positiva, para todo o t  t0; tal que
In  P (t)  In (1.1.10)
e
A(t)TP (t) + P (t)A(t) + _P (t)   In; (1.1.11)
onde ;  e  s~ao constantes positivas.
Facilmente reconhecemos que, quando P (t)  P; para todo o t  t0, com P simetrica
e denida positiva, a condic~ao (1.1.10) e satisfeita. Adicionalmente, se em (1.1.11)
considerarmos A(t)  A(t), para todo o t  t0 e (t) 2 SP , tem-se que V (x) = xTPx
e uma FLQ para cada sistema p, ou, para cada matriz Ap; p 2 P . Daqui decorre o
criterio que se segue, [10].
Corolario 1.1.10 (Criterio de Lyapunov) Seja fAp; p 2 Pg um conjunto de matrizes
estaveis. O sistema -comutado _x(t) = A(t)x(t) e estavel para todo o sinal de comutac~ao
 se existir uma matriz simetrica denida positiva P tal que
ATp P + PAp < 0; para todo o p 2 P: (1.1.12)
Denic~ao 1.1.11 Uma func~ao V (x) = xTPx, sendo P uma matriz simetrica e denida
positiva, diz-se uma func~ao de Lyapunov quadratica comum (FLQC) para o sistema
-comutado _x(t) = A(t)x(t) ou uma func~ao de Lyapunov quadratica comum para o
conjunto de matrizes (estaveis) fAp; p 2 Pg se a matriz P satisfaz (1.1.12).
De referir que, atendendo a Proposic~ao 1.1.8, um conjunto de matrizes estaveis
A = fAp; p 2 Pg em IRnn possui uma FLQC real se, e so se, bA = fT 1ApT; p 2 Pg
possui uma FLQC real, para alguma matriz invertvel T 2 IRnn. Contudo, pode ser
conveniente averiguar antes se o conjunto bA possui uma FLQC complexa. Na verdade,
caso exista uma FLQC complexa para bA ent~ao, tambem existe uma FLQC real para
esse conjunto e, portanto para A, que e obtida da primeira tomando a sua parte real.
Formalizamos este resultado na proposic~ao que a seguir apresentamos.
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Proposic~ao 1.1.12 Um conjunto de matrizes estaveis fAp; p 2 Pg  IRnn possui uma
FLQC em Rnn se, e so se, fT 1ApT; p 2 Pg possui uma FLQC em Cnn, para alguma
matriz invertvel T 2 Cnn.
Demonstrac~ao: Suponhamos que existe uma matriz invertvel T 2 Cnn tal que o
conjunto fT 1ApT; p 2 Pg possui uma FLQC P 2 Cnn. Ent~ao, para todo o p 2 P ,
(T 1ApT )P + PT 1ApT < 0:
Multiplicando ambos os membros da desigualdade anterior por   (T 1) a esquerda e
por  T 1 a direita, obtem-se por congrue^ncia (Teorema B.0.7),
 ATp (T 1)PT 1   (T 1)PT 1Ap > 0: (1.1.13)
Denamos as matrizes complexas bQp e bP por:bQp := ATp (T 1)PT 1 + (T 1)PT 1ApbP := (T 1)PT 1 (1.1.14)
e provemos que a parte real da matriz bP e uma FLQC em IRnn para as matrizes
Ap; p 2 P . De (1.1.14), temos
bQp = ATp bP + bPAp; para todo o p 2 P : (1.1.15)
Mas,
bQp = Re( bQp) + Im( bQp)ibP = Re( bP ) + Im( bP )i;
pelo que (1.1.15) e equivalente a
ATp

Re( bP ) + Im( bP )i+ Re( bP ) + Im( bP )iAp = Re( bQp) + Im( bQp)i; (1.1.16)
para todo o p 2 P. Logo,
ATpRe( bP ) +Re( bP )Ap = Re( bQp); (1.1.17)
para todo o p 2 P . Donde, se Re( bQp) e Re( bP ) s~ao matrizes simetricas e denidas
positivas, podemos concluir que Re( bP ) e uma FLQC em IRnn para as matrizes Ap;
1.1 Conceitos fundamentais 9
com p 2 P. Verica-se facilmente que bP e uma matriz hermtica e Re( bP ) e uma matriz
simetrica. Alem disso, como bP > 0 ent~ao, para todo o x 2 IRn n f0g, temos
0 < xT bPx = xTRe( bP )x+ xTIm( bP )x i: (1.1.18)
Mas, xTIm( bP )x e um escalar, pelo que xTIm( bP )x = xTIm( bP )xT ; isto e,
xTIm( bP )x = xT (Im( bP ))Tx:
Como Im( bP ) e uma matriz anti-simetrica, temos
xTIm( bP )x =  xTIm( bP )x;
o que e equivalente a
xTIm( bP )x = 0:
Logo, por (1.1.18), xTRe( bP )x > 0; para todo o x 2 IRnnf0g. Analogamente, conclumos
que Re( bQp) > 0.
A outra implicac~ao e conseque^ncia da Proposic~ao 1.1.8. 
Denic~ao 1.1.13 Um sistema comutado X = (P ;P ;SP) diz-se estavel se para cada
 2 SP o correspondente sistema -comutado e estavel.
De acordo com a Denic~ao 1.1.11, V (x) = xTPx e uma FLQC de X se V (x) for uma
FLQC de qualquer dos sistemas -comutados associados a X. Isto equivale a dizer que,
V (x) = xTPx e uma FLQC para a famlia de sistemas P .
Assim, o Criterio de Lyapunov (Corolario 1.1.10) pode ser reescrito como:
Corolario 1.1.14 Seja X = (P;P ;SP) um sistema comutado tal que as matrizes
Ap; p 2 P ; do banco de comutac~ao P s~ao estaveis. O sistema X e estavel se exis-
tir uma matriz simetrica denida positiva P tal que
ATp P + PAp < 0; para todo o p 2 P: (1.1.19)
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A nalizar esta secc~ao, salientamos alguns aspectos a ter em considerac~ao no estudo
da estabilidade de um sistema comutado X = (P ;P ;SP):
i) a existe^ncia de uma FLQC para um sistema comutado X, e uma condic~ao suciente
para que este seja estavel, Corolario 1.1.14. No entanto, o recproco n~ao e valido, ou
seja, um sistema comutado pode ser estavel mesmo sem possuir uma FLQC, [40];
ii) a estabilidade de todos os sistemas invariantes p, da famlia P , e uma condic~ao
necessaria para que o sistema comutado seja estavel. De facto, se o sistema in-
variante p for instavel, o sistema X sera instavel se se considerar (t) = p, para
todo o t 2 [t0;+1[. O recproco n~ao e valido, ou seja, o facto de todos os sistemas
invariantes serem estaveis n~ao implica que o sistema X tambem o seja, [1, 3].
1.2 Algumas condic~oes sucientes de estabilidade
Estabelecido o que deve entender-se, no a^mbito deste trabalho, por sistema linear
comutado e visto qual a importa^ncia da existe^ncia de uma FLQC para a analise da
estabilidade de um sistema comutado (Criterio de Lyapunov), debrucar-nos-emos no
problema da existe^ncia de uma FLQC. Apesar de nos ultimos anos, muitos autores terem
contribudo para a resoluc~ao deste problema, e ao mesmo tempo reconhecido que esses
contributos est~ao longe do esperado. A prova disso esta em n~ao existirem condic~oes
necessarias e sucientes mais faceis de serem testadas do que a propria denic~ao de
FLQC, [1], salvo em casos bastante particulares como os que apresentamos na proxima
secc~ao.
1.2.1 Condic~oes necessarias e sucientes para alguns casos es-
peciais
Para o problema da existe^ncia de FLQC para sistemas comutados de ordem 2, pode-
mos encontrar algumas condic~oes necessarias e sucientes em [40, 42]. Uma condic~ao
necessaria e suciente, facilmente vericavel, para a existe^ncia de uma FLQC para um
sistema comutado cujo banco de comutac~ao e constitudo por dois sistemas invariantes
de ordem 2, e dada no seguinte teorema.
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Teorema 1.2.1 Seja X = (P ;P ;SP) um sistema comutado, com P = f1; 2g, tal que
as matrizes A1; A2 2 IR22 do banco de comutac~ao f1;2g s~ao estaveis. Ent~ao, o
sistema comutado X possui uma FLQC se, e so se, A1A 12 e A1A2 n~ao te^m nenhum
valor proprio real negativo.
Existem sistemas comutados que possuem uma FLQC com uma forma particular-
mente simples, como seja V (x) = xTx. E facil de reconhecer que, a func~ao V (x) = xTx
e uma FLQC para o sistema comutado X se, e so se,
ATp + Ap < 0; para todo p 2 P : (1.2.1)
Algumas classes de matrizes, designadamente as matrizes simetricas e as matrizes nor-
mais, vericam a condic~ao anterior.
Teorema 1.2.2 Seja X um sistema comutado cujo banco de comutac~ao esta associado
a um conjunto de matrizes fAp; p 2 Pg  IRnn tal que,
Ap = A
T
p ou ApA
T
p = A
T
pAp;
para todo o p 2 P. O sistema X possui V (x) = xTx como FLQC se, e so se, as matrizes
Ap s~ao estaveis para todo o p 2 P.
Demonstrac~ao: Atendendo ao Teorema 1.1.6, e obvio que se a condic~ao (1.2.1) e sa-
tisfeita ent~ao, as matrizes Ap s~ao estaveis, qualquer que seja o p 2 P .
Reciprocamente, seja A = fAp; p 2 Pg  IRnn um conjunto de matrizes estaveis e
simetricas, associado a uma famlia de sistemas P .
Seja A 2 A, qualquer. Se A e estavel e simetrica, ent~ao A e denida negativa e,
portanto, AT tambem o e. Como a soma de matrizes denidas negativas e denida
negativa, ent~ao A + AT < 0. Como A e uma matriz qualquer do conjunto A, ent~ao
a condic~ao (1.2.1) e satisfeita. Se A e uma matriz normal ent~ao, atendendo a ([20],
p. 105), existe uma matriz ortogonal O 2 IRnn tal que OAOT e uma matriz diagonal
em blocos da forma diag(B1; : : : ; Bk), onde cada bloco Bi e um escalar bi 2 IR ou uma
matriz 2 2 do tipo
Bi =

i i
 i i

; p 2 P ; (1.2.2)
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cujos valores proprios s~ao i  i; i; i 2 IR: Com efeito, os valores proprios de A s~ao
os valores proprios dos blocos B1; : : : ; Bk. Como A e uma matriz estavel, os valores
proprios de A te^m parte real negativa. Logo,
bi < 0 e i < 0:
Ent~ao, O
 
A+ AT

OT < 0 e, por congrue^ncia (Teorema B.0.7), A+AT < 0: Novamente,
como A e uma matriz qualquer do conjunto A, ent~ao a condic~ao (1.2.1) e satisfeita.
Para qualquer dos casos, o sistema comutado X possui V (x) = xTx como FLQC. 
1.2.2 Sistemas simultaneamente triangularizaveis
Um sistema comutado cujo banco de comutac~ao e constitudo por sistemas cujas
matrizes Ap; p 2 P , s~ao triangulares superiores (ou inferiores) e conhecido por sistema
comutado triangular. Um sistema deste tipo possui sempre uma FLQC, V (x) = xTDx;
onde D e uma matriz diagonal denida positiva, que pode ser determinada como e
sugerido em [4, 7, 52].
E ainda de salientar que alguns sistemas comutados, apesar de n~ao serem triangu-
lares, podem ser simultaneamente triangularizaveis. E o caso, quando os respectivos
bancos de comutac~ao s~ao constitudos por sistemas cujas matrizes Ap; p 2 P, podem
ser transformadas em matrizes triangulares superiores (ou inferiores ) por uma trans-
formac~ao de semelhanca associada a uma matriz complexa invertvel, T . Sempre que
para cada p exista uma matriz T nessas condic~oes tal que T 1ApT e uma matriz triangu-
lar superior (inferior)1, diz-se que as matrizes Ap s~ao simultaneamente triangularizaveis.
Um sistema comutado simultaneamente triangularizavel possui uma FLQC, como arma
o seguinte teorema.
Teorema 1.2.3 [25, 39] Seja X um sistema comutado cujo banco de comutac~ao esta
associado a um conjunto de matrizes estaveis e simultaneamente triangularizaveis
fAp; p 2 Pg  IRnn. Ent~ao, o sistema X possui uma FLQC.
1Como e sabido, toda a matriz real e triangularizavel por uma transformac~ao de semelhanca com-
plexa (basta tomar uma transformac~ao que a reduza a sua forma canonica de Jordan complexa), mas
nem sempre e triangularizavel atraves de uma transformac~ao de semelhanca real, da se considerar a
triangularizac~ao simulta^nea por matrizes complexas.
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De facto, se D for uma FLQC para as matrizes T 1ApT , atendendo a Proposic~ao
1.1.12, Re (T DT 1) e uma FLQC para as matrizes Ap; p 2 P .
1.2.3 Condic~oes sucientes de triangularizac~ao simulta^nea
Uma vez que a triangularizac~ao simulta^nea de matrizes estaveis e uma condic~ao
suciente de existe^ncia de FLQC, as condic~oes sucientes de triangularizac~ao simulta^nea
fornecem condic~oes sucientes de estabilidade para sistemas comutados.
Um dos resultados mais conhecidos sobre triangularizac~ao simulta^nea diz respeito as
famlias de matrizes que comutam duas a duas, [20, 23].
Teorema 1.2.4 Seja A = fAp; p 2 Pg um conjunto de matrizes em IRnn tal que
ApAq = AqAp; p; q 2 P : (1.2.3)
Ent~ao, A constitui um conjunto de matrizes simultaneamente triangularizaveis.
Se as matrizes do conjunto A, alem de comutarem duas a duas, forem matrizes
estaveis, ent~ao um sistema comutado com um banco de comutac~ao associado a A possui
uma FLQC, [32].
O teorema anterior sugere que determinadas condic~oes satisfeitas pelo comutador de
matrizes:
[Ap; Aq] := ApAq   AqAp; p; q 2 P
podem determinar a propriedade de triangularizac~ao simulta^nea.
A condic~ao de comutatividade (1.2.3) corresponde ao anulamento da caracterstica
do comutador de duas matrizes: se rank ([A1; A2]) e nula, o comutador e nulo, A1 e A2
comutam e, portanto, estas matrizes s~ao simultaneamente triangularizaveis.
Outra condic~ao em termos da caracterstica do comutador e estabelecida no proximo
resultado.
Teorema 1.2.5 [23] Seja fA1; A2g  IRnn. Se rank ([A1; A2]) = 1, ent~ao as matrizes
A1 e A2 s~ao matrizes simultaneamente triangularizaveis.
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Note-se que, dado um conjunto A = fAp; p 2 Pg, o anulamento do comutador
([Ai; Aj]) ; i; j 2 P , ou seja a comutatividade das matrizes de A duas a duas, implica que
a algebra de Lie gerada por A seja soluvel, veja-se Ape^ndice A. A solubilidade de uma
algebra de Lie gerada por um conjunto de matrizes constitui uma condic~ao suciente
para triangularizac~ao simulta^nea dessas matrizes, ([21], p. 16). Como tal, o Teorema
1.2.4 ca contemplado no teorema que se segue.
Teorema 1.2.6 Seja g = fAp; p 2 PgAL a algebra de Lie gerada pelas matrizes Ap.
Se g e soluvel ent~ao, as matrizes Ap s~ao simultaneamente triangularizaveis para todo o
p 2 P.
Adicionalmente, se as matrizes do conjunto A forem estaveis, ent~ao um sistema
comutado com um banco de comutac~ao associado a A possui uma FLQC, [25].
Captulo 2
Sistemas comutados denidos em blocos
Como tivemos oportunidade de ver no captulo anterior, a estabilidade de um sis-
tema comutado e garantida se o mesmo possui uma FLQC. Um dos objectivos deste
captulo e estender o Teorema 1.2.3, que evoca a propriedade de triangularizac~ao si-
multa^nea, ao caso em que as matrizes dos sistemas invariantes do banco de comutac~ao
s~ao simultaneamente triangularizaveis em blocos, estabelecendo condic~oes sucientes de
existe^ncia de uma FLQC para este tipo de sistema comutado. Outro objectivo e estudar
o caso geral denindo condic~oes sobre os blocos das matrizes envolvidas que garantam a
existe^ncia de uma FLQC. Por ultimo, analisamos a estabilidade de sistemas comutados
interconectados em serie, em paralelo e por realimentac~ao, recorrendo aos resultados
obtidos.
2.1 Sistemas comutados triangulares em blocos
Consideremos as matrizes triangulares inferiores em r  r-blocos:
Ap =
266664
Ap11
Ap21 A
p
22 0
...
...
. . .
Apr1 A
p
r2 : : : A
p
rr
377775 ; (2.1.1)
onde, para cada i = 1; : : : ; r e para todo o p 2 P , os blocos diagonais Apii s~ao matrizes
quadradas e te^m o mesmo tamanho.
Um sistema comutado X = (P ;P ;SP) cujo banco de comutac~ao P esta associado a
um conjunto de matrizes triangulares inferiores (ou superiores) denidas em rr-blocos,
diz-se um sistema comutado triangular em r  r-blocos.
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Prova-se em [9] que, um sistema comutado deste tipo possui uma FLQC se, e so
se, cada conjunto de blocos diagonais fApii; p 2 Pg de (2.1.1) possui uma FLQC. Aqui
enunciamos apenas a condic~ao suciente de existe^ncia de FLQC, para a qual apresen-
tamos uma demonstrac~ao distinta. Esta demonstrac~ao e construtiva e permite, no caso
da hipotese do teorema se vericar, identicar um conjunto innito de FLQCs diago-
nais em blocos. Este facto permitir-nos-a estabelecer, na proxima secc~ao, uma condic~ao
suciente de existe^ncia de FLQC para o caso em que as matrizes poder~ao n~ao ser trian-
gulares em blocos.
Outra nalidade desta secc~ao e mostrar que, mesmo que as matrizes associadas ao
banco do comutac~ao do sistema n~ao sejam triangulares em blocos, mas triangularizaveis
por uma transformac~ao de semelhanca T de tal forma que se possam tomar conjuntos
de blocos diagonais que possuem FLQCs, respectivamente, tambem e possvel garantir
a existe^ncia de uma FLQC para esse sistema.
Teorema 2.1.1 [4] Seja A = fAp; p 2 Pg  IRnn um conjunto de matrizes estaveis,
triangulares em r  r-blocos. Se cada conjunto de blocos diagonais fApii; p 2 Pg, i =
1; : : : ; r, possui uma FLQC ent~ao, o conjunto A possui uma FLQC, diagonal em blocos.
Demonstrac~ao: Provemos que e possvel escolher de forma adequada os escalares i 2
IR+; i = 1; : : : ; r; tais que P = diag (P1; 2P2; : : : rPr) seja uma FLQC para as matrizes
Ap; p 2 P , isto e,
 ATp P   PAp > 0; p 2 P: (2.1.2)
Seja Mp :=  ATp P   PAp; p 2 P . Ent~ao, tendo em conta a estrutura triangular em
blocos das matrizes Ap e P , obtemos
Mp =
2666664
Qp1  2Ap21TP2 : : :  rApr1TPr
 2P2Ap21 2Qp2 : : :  r (Apr2)T Pr
...
...
. . .
...
 rPrApr1  rPrApr2 : : : rQpr
3777775 ;
onde Qpi := ApiiTPi   PiApii > 0, para i = 1; 2; : : : ; r.
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Consideremos a seguinte seque^ncia de submatrizes de Mp:
M (1)p = Q
p
1
M (2)p =
"
M
(1)
p  2 (Ap21)T P2
 2P2Ap21 2Qp2
#
...
M (r 1)p =
"
M
(r 2)
p  r 1
 
V pr 1
T
 r 1V pr 1 r 1Qpr 1
#
M (r)p := Mp;
onde
V pr 1 =

Pr 1A
p
r 11 : : : Pr 1A
p
r 1r 3 Pr 1A
p
r 1r 2

:
Como M
(1)
p > 0 ent~ao, pelo Teorema B.0.3, Mp > 0 se as demais submatrizes principais
tambem s~ao denidas positivas, qualquer que seja p 2 P. Isto e, se para k = 2; : : : ; r,
M (k)p =
"
M
(k 1)
p  k (V pk )T
 kV pk  kQpk
#
> 0; para todo o p 2 P; (2.1.3)
onde V pk =

PkA
p
k1 : : : PkA
p
kk 2 PkA
p
kk 1

eM
(k 1)
p e a submatriz deM
(k)
p que contem
as primeiras k  1 linhas de blocos e as primeiras k  1 colunas de blocos de Mp. Deste
modo, suponhamos que os valores 2; : : : ; k 1 s~ao tais queM
(k 1)
p > 0. Mostremos como
escolher k tal que (2.1.3) seja satisfeita. Sendo M
(k 1)
p invertvel ent~ao, atendendo
ao Teorema B.0.10, para cada k = 2; : : : ; r; as matrizes M
(k)
p s~ao denidas positivas,
qualquer que seja o p 2 P , se
min [Q
p
k] > kmax
h
V pk
 
M (k 1)p
 1
(V pk )
T
i
:
Ora, se para p 2 P , V pk = 0 ent~ao, k pode tomar qualquer valor positivo. Se para
p 2 P , V pk 6= 0, ent~ao k tem que satisfazer:
k <
min [Q
p
k]
max

V pk

M
(k 1)
p
 1
(V pk )
T
 :
Em conclus~ao, M
(k)
p > 0; para todo o p 2 P, se
k 2 ]0; sk[ ; k = 2; : : : ; r; (2.1.4)
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onde
sk =
8>>>><>>>>:
+1; V pk = 0; para todo o p 2 P
min
V
p
k
6=0
p2P
2664 min [Qpk]
max

V pk

M
(k 1)
p
 1
(V pk )
T

3775 ; caso contrario. (2.1.5)

Observac~ao 2.1.2 Seja A um conjunto constitudo pelas matrizes triangulares superi-
ores em r  r-blocos
Ap =
266664
Ap11 A
p
12 : : : A
p
1r
Ap22 : : : A
p
2r
0
. . .
...
Aprr
377775 ;
onde os blocos da diagonal satisfazem as condic~oes do Teorema 2.1.1. Usando os
mesmos argumentos da prova do teorema citado, facilmente conclumos que a matriz
P = diag(P1; 2P2; : : : ; rPr) e uma FLQC para as matrizes Ap; p 2 P; se,
kmin [Q
p
k] > max

V
p
k

M
(k 1)
p
 1  
V
p
k
T
; para todo o p;
isto e, se
k 2 ]mk;+1[ ; k = 2; : : : ; r; (2.1.6)
com
mk =
8>><>>:
0; V
p
k = 0; para todo o p 2 P
max
V
p
k
6=0
p2P
24max
h
V
p
k
 
M
p
(k 1)
 1  
V
p
k
Ti
min [Q
p
k]
35 ; caso contrario, (2.1.7)
onde M
(1)
p = Q
p
1 e
M
(k)
p =
24M (k 1)p    V pkT
 V pk kQpk
35
V
p
k =
h
(Ap1k)
T P1 2 (A
p
2k)
T P2 : : : k 1
 
Apk 1k
T
Pk 1
i
;
para k = 2; : : : ; r:
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Corolario 2.1.3 Seja A = fAp; p 2 Pg um conjunto de matrizes estaveis em IRnn,
triangulares em r  r-blocos. Se, para cada i = 1; : : : ; r, os blocos diagonais Apii s~ao
simultaneamente triangularizaveis, para todo o p 2 P, ent~ao o conjunto A possui uma
FLQC.
Corolario 2.1.4 [4] Seja A = fAp; p 2 Pg um conjunto de matrizes estaveis em IRnn.
Se as matrizes Ap s~ao simultaneamente triangularizaveis em blocos, por uma trans-
formac~ao de semelhanca complexa T , em que para cada conjunto de blocos diagonais
das matrizes T 1ApT; p 2 P, existe uma FLQC ent~ao, o conjunto A possui uma FLQC.
Demonstrac~ao: Suponhamos que as matrizes Ap s~ao simultaneamente triangulari-
zaveis em blocos, por uma transformac~ao de semelhanca complexa T tal que cada con-
junto de blocos diagonais das matrizes T 1ApT; p 2 P possui uma FLQC. Ent~ao, pelo
Teorema 2.1.1, existe uma FLQC real P para o conjunto fT 1ApT; p 2 Pg, ou equiva-
lentemente, T PT e uma FLQC complexa para o conjunto A = fAp; p 2 Pg. Logo,
atendendo a prova da Proposic~ao 1.1.12, Re(T PT ) e uma FLQC real para o conjunto
A. 
Observac~ao 2.1.5 Notemos que no corolario anterior os blocos podem ser de ordem
1. Nesse caso, as matrizes Ap; p 2 P, satisfazem as condic~oes do Teorema 1.2.3 e,
portanto, este e um caso especial do Teorema 2.1.1. Se Pi := pi = 1; i = 1; : : : ; r e
Apii := a
p
ii, temos
apiipi + pia
p
ii = 2Re(a
p
ii) < 0;
porque os apii; i = 1; : : : ; r, s~ao os valores proprios das matrizes estaveis Ap; p 2 P.
Do Teorema 2.1.1 e dos seus corolarios obtem-se o seguinte resultado:
Corolario 2.1.6 [4] Um sistema comutado X cujo banco de comutac~ao esta associado
a um conjunto de matrizes A = fAp; p 2 Pg que satisfaz as condic~oes do Corolario 2.1.3
ou as condic~oes do Corolario 2.1.4, e estavel.
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2.2 O caso geral
Nesta secc~ao analisamos a existe^ncia de FLQC para o conjunto de matrizes Ap 2
IRnn, denidas em r  r-blocos, n~ao necessariamente triangulares em blocos,
Ap := [A
p
ij]
p2P
i;j=1;:::;r =
266664
Ap11 A
p
12 : : : A
p
1r
Ap21 A
p
22 : : : A
p
2r
...
...
. . .
...
Apr1 A
p
r2 : : : A
p
rr
377775 ; (2.2.1)
onde cada conjunto de blocos diagonais fApii; p 2 Pg possui uma FLQC Pi, isto e,
  (Apii)T Pi   PiApii = Qpi > 0; i = 1; : : : ; r: (2.2.2)
Apresentaremos duas abordagens e faremos uma analise a possvel relac~ao entre elas.
Na primeira abordagem, recorremos ao estudo do caso triangular e tomaremos o caso
mais geral onde o numero de blocos considerado e arbitrario. Na segunda, trataremos,
por uma quest~ao de simplicidade, o caso dos sistemas denidos em 22-blocos, utilizando
um metodo alternativo.
2.2.1 Reduc~ao ao caso triangular
Consideremos as matrizes (2.2.1) escritas como:
Ap = Lp + Up;
onde
Lp =
266664
1
2
Ap11
Ap21
1
2
Ap22 0
...
...
. . .
Apr1 A
p
r2 : : :
1
2
Aprr
377775 e Up =
266664
1
2
Ap11 A
p
12 : : : A
p
1r
1
2
Ap22 : : : A
p
2r
0
. . .
...
1
2
Aprr
377775 ;
para p 2 P . Ora (2.2.2) e equivalente a
 1
2
(Apii)
T Pi   Pi1
2
Apii =
1
2
Qpi > 0;
isto e, Pi; i = 1; : : : r; e uma FLQC de cada conjunto de blocos diagonais das matrizes
Lp e Up; p 2 P . Logo, tendo em conta a demonstrac~ao do Teorema 2.1.1, as matrizes Lp
admitem uma FLQC do tipo:
diag(P1; 2P2; : : : ; rPr)
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se
i 2 ]0; si[ ; i = 2; : : : ; r; (2.2.3)
com
si =
8>>>><>>>>:
+1; V pi = 0; para todo o p 2 P
min
V
p
i
6=0
p2P
2664 min [Qpi ]
2max

V pi

M
(i 1)
p
 1
(V pi )
T

3775 ; caso contrario, (2.2.4)
onde M
(1)
p = 12Q
p
1 e
M (i)p =
"
M
(i 1)
p  i (V pi )T
 iV pi i2Qpi
#
V pi =

PiA
p
i1 : : : PiA
p
ii 2 PiA
p
ii 1

;
para i = 2; : : : ; r: Por sua vez, usando as notac~oes da Observac~ao 2.1.2, as matrizes Up
admitem uma FLQC do tipo:
diag(P1; 2P2; : : : ; rPr)
se
i 2 ]mi;+1[ ; i = 2; : : : ; r; (2.2.5)
com
mi =
8>><>>:
0; V
p
i = 0; para todo o p 2 P
max
V
p
i
6=0
p2P
242max
h
V
p
i
 
M
p
(i 1)
 1  
V
p
i
Ti
min [Q
p
i ]
35 ; caso contrario, (2.2.6)
onde M
(1)
p =
1
2
Qp1 e
M
(i)
p =
24M (i 1)p  V pi T
V
p
i
i
2
Qpi
35
V
p
i =
h
(Ap1i)
T P1 2 (A
p
2i)
T P2 : : : i 1
 
Api 1i
T
Pi 1
i
;
para i = 2; : : : ; r:
Assim, faz sentido estabelecer o seguinte resultado:
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Teorema 2.2.1 Seja A =
n
Ap = [A
p
ij]
p2P
i;j=1;:::;r
o
um conjunto de matrizes em IRnn: Se
cada conjunto de blocos diagonais fApii; p 2 Pg possui uma FLQC e
mi < si; i = 1; : : : ; r;
com mi e si denidos com em (2.2.3)-(2.2.4) e (2.2.5)-(2.2.6), respectivamente, ent~ao o
conjunto A possui uma FLQC, diagonal em blocos.
Demonstrac~ao: Sejam mi e si denidos com em (2.2.3)-(2.2.4) e (2.2.5)-(2.2.6), re-
spectivamente. Se, para i = 1; : : : ; r, mi < si ent~ao
]0; si[\]mi;+1[6= ;:
Seja i 2]0; si[\]mi;+1[; para i = 1; : : : ; r. Ent~ao,
P = diag(P1; 2P2; : : : ; rPr)
e uma FLQC para as matrizes Lp e Up; p 2 P e, por conseguinte, P e uma FLQC para
as matrizes Ap; p 2 P . 
Observac~ao 2.2.2 Caso se considere no teorema anterior P = f1g, este resultado
fornece uma condic~ao suciente de existe^ncia de FLQ diagonal em blocos (e em parti-
cular, diagonal) para uma dada matriz A. Outras condic~oes foram tambem recentemente
estabelecidas, por exemplo em [43]. Veja-se de seguida esta situac~ao analisada no caso
2 2 (em que os blocos s~ao escalares). Seja A 2 IR22 uma matriz denida por
A =

a b
c d

; a; b; c; d 2 IR:
A condic~ao de existe^ncia de FLQC para os blocos diagonais degenera, neste caso, no
seguinte: os elementos diagonais s~ao negativos, isto e, a; d 2 IR .
Tomando P1 := p1 = 1, P2 := p2 = 1, A11 := a, A12 := b, A21 := c e A22 := d,
V2 := p2c = c, V 2 := bp1 = b;M
(1) = M
(1)
= a e Q2 = 2d, as condic~oes do teorema
anterior traduzem-se por
a2d2 > b2c2 ^ a < 0 ^ d < 0; (2.2.7)
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com b; c 2 IR n f0g. Ora, a2d2 > b2c2 e equivalente a
ad  bc > 0 ^ ad+ bc > 0 (2.2.8)
ou
ad  bc < 0 ^ ad+ bc < 0: (2.2.9)
Mas, a2d2 > b2c2 e equivalente a ad > jbcj, porque ad > 0. Como jbcj > bc ent~ao,
ad  bc > 0;
isto e, det(A) > 0. Logo, (2.2.9) n~ao se verica. Assim, (2.2.7) e equivalente a
det(A) > 0 ^ a < 0 ^ d < 0 ^ ad+ bc > 0: (2.2.10)
No caso de b e c terem o mesmo sinal, a condic~ao anterior reduz-se a
det(A) > 0 ^ a < 0 ^ d < 0; (2.2.11)
que e uma condic~ao necessaria e suciente para a existe^ncia de uma FLQ diagonal
para uma matriz 2  2, [33]. Podemos constatar que, comparando (2.2.10) e (2.2.11),
a condic~ao do Teorema 2.2.1 e mais restritiva para o caso 2  2. No entanto, como
adiante se vera, revela-se um resultado util para matrizes e blocos de ordem superior.
2.2.2 Algoritmo
Com base na demonstrac~ao do Teorema 2.2.1, apresentamos o algoritmo que se segue,
que permitira em alguns casos concluir se existe uma FLQC (diagonal em blocos) para
conjuntos de matrizes tambem elas denidas em blocos.
Dados:
 Ap = [Apij]p2Pi;j=1;:::;r: matrizes estaveis em IRnn, denidas em r  r-blocos;
 P1; P2; : : : ; Pr s~ao FLQCs de Ap11; Ap22; : : : ; Aprr; p 2 P; respectivamente.
Objectivo: Determinar o valor dos escalares positivos 2; : : : ; r tais que a matriz
P = diag(P1; 2P2; : : : ; rPr) seja uma FLQC das matrizes Ap; p 2 P .
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Passo de inicializac~ao: k = 2, M
(1)
p =M
(1)
p =  12 (Ap11)T P1   12P1Ap11
1. Passo 1: Para todo o p 2 P , construir as matrizes
Qpk =   (Apkk)T Pk   PkApkk
V pk =

PkA
p
k1 : : : PkA
p
kk 2 PkA
p
kk 1

V
p
k =
h
(Ap1k)
T P1 2 (A
p
2k)
T P2 : : : k 1
 
Apk 1k
T
Pk 1
i
2. Passo 2:
2.1 Calcular, para todo o p 2 P ,
pk :=
2max
h
V
p
k
 
M
p
(k 1)
 1  
V
p
k
Ti
min [Q
p
k]
;
2.2 Calcular:
k := max
p2P
[pk ] ;
3. Passo 3: Se V pk = 0, para todo o p 2 P, ent~ao, escolher qualquer k 2 ]k;+1[ :
Sen~ao,
3.1 calcular, para todo o p 2 P , tal que V pk 6= 0,
pk :=
min [Q
p
k]
2max

V pk

M
(k 1)
p
 1
(V pk )
T
 ;
3.2 calcular
k := min
V
p
k
6=0
p2P
[pk] ;
3.3 se k > k, parar e escrever \nada se pode concluir sobre a existe^ncia de FLQC".
Sen~ao, escolher um qualquer k 2 ]k; k[.
4. Passo 4: Se k + 1 > r, efectuar o Passo 7. Caso contrario, efectuar o Passo 5.
5. Passo 5: Considerar k := k + 1 e construir as matrizes:
M (k 1)p =
"
M
(k 2)
p  k 1
 
V pk 1
T
 k 1V pk 1 k 12 Qpk 1
#
M
(k 1)
p =
24M (k 2)p    V pk 1T
 V pk 1 k 12 Qpk 1
35 :
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6. Passo 6: Voltar ao Passo 1.
7. Passo 7: Escrever \As matrizes Ap te^m uma FLQC". Sada:
P = diag(P1; 2P2; : : : ; rPr):
Exemplo 2.2.3 Consideremos as matrizes denidas em 2 2-blocos:
A1 =
24 20 1 11  1 5
4 0  16
35 e A2 =
24 20 0  0:15  10 0:5
0 0:8  6
35 :
Denotemos por Apij; i = 1; 2; os blocos das matrizes A1 e A2 de acordo com o tipo de
partic~ao indicada. As matrizes P1 = diag(2; 1) e P2 = 1 s~ao FLQCs dos blocos A
1
11 e
A211, A
1
22 e A
2
22, respectivamente. Ent~ao,
M
(1)
1 =  
1
2
 
A111
T
P1 + P1A
1
11

=

40  1:5
 1:5 1

M
(1)
2 =  
1
2
 
A211
T
P1 + P1A
2
11

=

40  2:5
 2:5 10

V 12 =
h
P2A
1
21
i
=

4 0

; V 22 =
h
P2A
2
21
i
=

0 0:8

V
1
2 =
h
(A112)
T
P1
i
=

2 5

; V
2
2 =
h
(A212)
T
P1
i
=

 0:2 0:5

:
Alem disso,
Q12 =  
 
A122
T
P2 + P2A
1
22

= 32 e Q22 =  
 
A222
T
P2 + P2A
2
22

= 12:
Assim,
12 =
min [Q
1
2]
2max

V 12

M
(1)
1
 1
V 12
T
 12 = 2max

V
1
2

M
(1)
1
 1
V
1
2
T

min [Q12]
= 37:75  1:7119
22 =
min [Q
2
2]
2max

V 22

M
(1)
2
 1
V 22
T
 22 = 2max

V
2
2

M
(1)
2
 1
V
2
2
T

min [Q22]
 92:2852  0:0042.
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Ent~ao, max f12 ; 22g  1:7119 < min f12; 22g = 37:75. Tomando, 2 = 8;
P = diag(P1; 8P2) = diag(2; 1; 8)
e uma FLQC de A1 e A2.
Exemplo 2.2.4 Veriquemos que as matrizes denidas em 3 3-blocos
A1 =
266664
 6 0 0:5 0:5 0
1  20  1 0  1
1  1  2 1 0
0 0:1  1  5  1
1 4 0:5 1  24
377775 e A2 =
266664
 8  1  0:4 0:4 1
 2  100  0:1 0:5  1
 1 1  10 1  0:5
0 1 1  7  1
1 0:3 0:5 1  150
377775
possuem uma FLQC.
Denotemos por Apij; onde i; j = 1; 2; 3 e p = 1; 2; os blocos das matrizes A1 e A2 de
acordo com a partic~ao indicada. As matrizes P1 = diag(2; 1), P2 =

120 2
2 20

e P3 = 1
s~ao FLQCs dos blocos A111 e A
2
11, A
1
22 e A
2
22 e, A
1
33 e A
2
33, respectivamente. Com o auxlio
do algoritmo anterior e do programa MATLAB , vejamos que e possvel determinar os
escalares 2; 3 tais que P = diag(P1; 2P2; 3P3) e uma FLQC das matrizes A1 e A2.
Seja k = 2. Ent~ao,
M
(1)
1 =  
1
2
 
A111
T
P1 + P1A
1
11

=

12  0:5
 0:5 20

M
(1)
2 =  
1
2
 
A211
T
P1 + P1A
2
11

=

16 2
2 100

V 12 =
h
P2A
1
21
i
=

120  119:8
2 0

; V 22 =
h
P2A
2
21
i
=

 120 122
 2 22

V
1
2 =
h
(A112)
T
P1
i
=

1  1
1 0

; V
2
2 =
h
(A212)
T
P1
i
=

 0:8  0:1
0:8 0:5

:
Sejam
Q12 =  
 
A122
T
P2 + P2A
1
22

=

484  86
 86 196

Q22 =  
 
A222
T
P2 + P2A
2
22

=

2396  106
 106 276

:
Assim,
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12 =
min [Q
1
2]
2max

V 12

M
(1)
1
 1
V 12
T
 12 = 2max

V
1
2

M
(1)
1
 1
V
1
2
T

min [Q12]
 0:0463  0:0022
22 =
min [Q
2
2]
2max

V 22

M
(1)
2
 1
V 22
T
 22 = 2max

V
2
2

M
(1)
2
 1
V
2
2
T

min [Q22]
 0:1242  0:0005.
Ent~ao, max f12 ; 22g  0:0022 < min f12; 22g  0:0463. Tomemos,
2 = 0:0243:
Seja k = 3. Ent~ao,
M
(2)
1 =
"
M
(1)
1  2 (V 12 )T
 2V 12  22 Q12
#

2664
12  0:5  2:9118  0:0485
 0:5 20 2:9069 0
 2:9118 2:9069 5:8721  1:0434
 0:0485 0  1:0434 2:3780
3775
M
(2)
2 =
"
M
(1)
2  2 (V 12 )T
 2V 12  22 Q12
#

2664
16 2 2:9118 0:0485
2 100  2:9603  0:5338
2:9118  2:9603 29:0695  1:2860
0:0485  0:5338  1:2860 3:3486
3775
M
(2)
1 =
264M (1)1  

V
1
2
T
 V 12  22 Q12
375 
2664
12  0:5  1  1
 0:5 20 1 0
 1 1 5:8721  1:0434
 1 0  1:0434 2:3780
3775
M
(2)
2 =
264M (1)2  

V
1
2
T
 V 12  22 Q12
375 
2664
16 2 0:8  0:8
2 100 0:1  0:5
0:8 0:1 29:0695  1:2860
 0:8  0:5  1:2860 3:3486
3775
V 13 =
h
P3A
1
31 P3A
1
32
i
=

1 4 0:5 1

V 23 =
h
P3A
2
31 P3A
2
32
i
=

1 0:3 0:5 1

V
1
3 =
h
(A113)
T
P1 2 (A
1
23)
T
P2
i
 0  1  0:0485  0:4853 
V
2
3 =
h
(A213)
T
P1 2 (A
2
23)
T
P2
i
 2  1  1:5044  0:5096 
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Q13 =  
 
A133
T
P3   P3A133 = 48 Q23 =  
 
A233
T
P3   P3A233 = 300
Assim,
13 =
min [Q
1
3]
2max

V 13

M
(2)
1
 1
V 13
T
 13 = 2max

V
1
3

M
(2)
1
 1
V
1
3
T

min [Q13]
 16:9512  0:0069
23 =
min [Q
2
3]
2max

V 23

M
(2)
2
 1
V 23
T
 23 = 2max

V
2
3

M
(2)
2
 1
V
2
3
T

min [Q23]
 395:9787 = 0:0028.
Ent~ao, max f13 ; 23g  0:0069 < min f13; 23g  16:9512. Tomando 3 = 1, obtemos uma
FLQC de A1 e A2:
P =
266664
2 0 0 0 0
0 1 0 0 0
0 0 2:9118 0:0485 0
0 0 0:0485 0:4853 0
0 0 0 0 1
377775 :
2.2.3 Abordagem alternativa para sistemas denidos em 2 2-
blocos
Na seque^ncia da subsecc~ao anterior, vamos estabelecer outra condic~ao suciente de
existe^ncia de uma FLQC, mas para matrizes particionadas em 2 2-blocos cujos blocos
(2,1) s~ao n~ao-nulos. Note-se, caso contrario, as matrizes seriam triangulares em blocos,
situac~ao essa que foi analisada na Secc~ao 2.1.
Comecemos por estabelecer o seguinte resultado auxiliar.
Lema 2.2.5 Seja A = [Aij]i;j=1;2 uma matriz em IR
nn, com A21 6= 0: Se P1 e P2 s~ao
FLQs de A11 e A22, respectivamente, isto e,
AT11P1 + P1A11 =  Q1 < 0 e AT22P2 + P2A22 =  Q2 < 0
tais que
min(Q1) > 4 kP1A12ks
AT21P2s Q 12 s (2.2.12)
ent~ao, existe  > 0 tal que diag(P1; P2) e uma FLQ de A.
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Demonstrac~ao: Sejam P1 e P2 s~ao FLQs de A11 e A22, respectivamente, tais que
AT11P1 + P1A11 =  Q1 < 0; AT22P2 + P2A22 =  Q2 < 0
e
min(Q1) > 2M; (2.2.13)
com M := 2 kP1A12ks
AT21P2s Q 12 s.
Determinemos  > 0 tal que P = diag(P1; P2) seja uma FLQ de A =
"
A11 A12
A21 A22
#
; isto
e,
 ATP   PA =
"
Q1  
 
P1A12   AT21P2

   P1A12   AT21P2T Q2
#
> 0:
Para tal  tem que satisfazer a desigualdade
min(Q1) >
1

W (); (2.2.14)
com W () :=
 
AT21P2 + P1A12

Q 12
 
AT21P2 + P1A12
T  0; para todo o  > 0. Por
conseguinte,  tem que satisfazer
min(Q1) > max [W ()] :
Mas, kW ()ks > max [W ()] o que signica que, se existir  > 0 tal que
min(Q1) > kW ()ks ;
ent~ao, (2.2.14) e satisfeita. Por outro lado,
kW ()ks 
P1A12 + AT21P2s Q 12 s  P1A12 + AT21P2Ts ;
o que e equivalente a
kW ()ks 
P1A12 + AT21P22s Q 12 s ;
porque sendo kks a norma espectral, temos
T
s
= kks, ([20], p. 309). Logo,
kW ()ks 
h
2
AT21P22s + 2 AT21P2s kP1A12ks + kP1A12k2si Q 12 s :
Assim, se  for tal que
min(Q1) >
h
2
AT21P22s + 2 AT21P2s kP1A12ks + kP1A12k2si Q 12 s (2.2.15)
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ent~ao, (2.2.14) verica-se. Assim, como por hipotese, min(Q1)   2M > 0,  pode ser
tomado no intervalo ]L1; L2[, com
L1 =
min(Q1) M  
p
[min(Q1)  2M ]min(Q1)
2 kAT21P2k2s
Q 12 s
e
L2 =
min(Q1) M +
p
[min(Q1)  2M ]min(Q1)
2 kAT21P2k2s
Q 12 s :
Notemos que, L1 e L2 est~ao bem denidos, ja que se verica (2.2.13) e, alem disso,
]L1; L2[ IR+. De facto,
L1 =
p
min(Q1)  2M  
p
min(Q1)
2
4 kAT21P2k2s
Q 12 s
L2 =
p
min(Q1)  2M +
p
min(Q1)
2
4 kAT21P2k2s
Q 12 s :

Estamos agora em condic~oes de mostrar que para um conjunto de matrizes Ap =
[Apij]
p2P
i;j=1;2 2 IRnn, com Ap21 6= 0, para todo o p, e possvel determinar uma FLQC se os
conjuntos de blocos diagonais
Bi = fApii; p 2 Pg ; i = 1; 2;
possurem FLQCs tais que, para cada p, elas satisfazem uma relac~ao do tipo (2.2.12) e
os intervalos ]L1; L2[ considerados para cada p, n~ao forem disjuntos, isto e,
\p2P ]Lp1; Lp2[6= ;;
com
Lp1 =
min(Q
p
1) Mp  
p
(min(Q
p
1)  2Mp)min(Qp1)
2
(Ap21)T P22
s
(Qp2) 1
s
Lp2 =
min(Q
p
1) Mp +
p
(min(Q
p
1)  2Mp)min(Qp1)
2
(Ap21)T P22
s
(Qp2) 1
s
;
(2.2.16)
onde
Mp := 2 kP1Ap12ks
(Ap21)T P2
s
(Qp2) 1
s
:
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Teorema 2.2.6 Seja A =
n
Ap = [A
p
ij]
p2P
i;j=1;2; A
p
21 6= 0;8p
o
 IRnn um conjunto de ma-
trizes 2 2 em blocos, tal que P1; P2 s~ao FLQCs de B1 e B2, respectivamente, isto e,
(Ap11)
T P1 + P1A
p
11 =  Qp1 < 0 e (Ap22)T P2 + P2Ap22 =  Qp2 < 0:
Se, para cada p 2 P,
min(Q
p
1) > 4 kP1Ap12ks
Ap21TP2
s
(Qp2) 1
s
e \p2P ]Lp1; Lp2[ 6= ;
ent~ao, o conjunto A possui uma FLQC.
Demonstrac~ao: Suponhamos que Lp1 e L
p
2 s~ao denidos de acordo com (2.2.16) e que
\p2P ]Lp1; Lp2[ 6= ;. Seja  2 \p2P ]Lp1; Lp2[. Ent~ao, pelo lema anterior, P = diag(P1; P2)
e uma FLQC para as matrizes Ap; p 2 P . 
Exemplo 2.2.7 As matrizes
A1 =
24 4 0  21  10 0
1 4  5
35 e A2 =
24 80  1 0 2  1  1
1 4  5
35
possuem uma FLQC. Consideremos a partic~ao em blocos indicada e representemos cada
bloco por Apij; i; j = 1; 2, respectivamente.
Veriquemos que as condic~oes do teorema anterior s~ao satisfeitas. Uma FLQC para
os blocos A111 e A
2
11 e P1 = diag(2; 1), e P2 = 1 e uma FLQ de A
1
22 = A
2
22. Ent~ao,
Q11 =

16  1
 1 20

; min(Q
1
1)  15:7639
Q21 =

320 4
4 2

; min(Q
2
1)  1:9497
Q12 = Q
2
2 = 10:
Seja Mp := 2 kP1Ap12ks
Ap21TP2
s
(Qp2) 1
s
. Ent~ao,
M1  3:2985; L11  0:1307; L12  7:2019; M2  0:8246; L21  0:1058; L22  0:5560:
Como 
L11; L
1
2
 \ L21; L22 =]0:1307; 0:5560[6= ;
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e
min(Q
1
1) > 2M
1  6:5970; min(Q21) > 2M2  1:6492
ent~ao, vericam-se as condic~oes do teorema anterior. Tomando  2]0:1307; 0:5560[, por
exemplo  = 0:3, obtem-se uma FLQC P para A1 e A2 dada por:
P = diag(P1; 0:3P2) = diag(2; 1; 0:3):
Observac~oes 2.2.8
1. A condic~ao do Teorema 2.2.1 n~ao e satisfeita para as matrizes consideradas no
exemplo anterior. De facto, tem-se:
M
(1)
1 = M
(1)
1 =
1
2
Q11 =

8  0:5
 0:5 10

M
(1)
2 = M
(1)
2 =
1
2
Q21 =

160 2
2 1

V 12 = V
2
2 =
h
P2A
1
21
i
=

1 4

V
1
2 =
h
(A112)
T
P1
i
=

 4 0

V
2
2 =
h
(A212)
T
P1
i
=

0  1

:
Ora, atendendo as express~oes (2.2.3)-(2.2.4) e (2.2.5)-(2.2.6), isto e,
s2 = min
V
p
2 6=0
p2P
2664 min [Qp2]
2max

V p2

M
(1)
p
 1
(V p2 )
T

3775  min f1:4040; 0:1537g = 0:1537
m2 = max
V
p
2 6=0
p2P
242max
h
V
p
2
 
M
p
(1)
 1  
V
p
2
Ti
min [Q
p
2]
35  max f0:8025; 0:4103g = 0:8025:
Como m2 > s2, a condic~ao do teorema referido n~ao se verica. Isto mostra que,
em situac~oes onde n~ao se aplica o Teorema 2.2.1, se consegue usar o teorema
anterior com sucesso.
2. O Exemplo 2.2.3 corresponde a situac~ao contraria, isto e, nesse exemplo as ma-
trizes dadas satisfazem as condic~oes do Teorema 2.2.1, mas n~ao satisfazem as do
teorema anterior. Na verdade, a matriz A1 desse exemplo n~ao satisfaz a condic~ao:
min(Q
1
1) > 4
P1A112s A121TP2s  Q12 1s ;
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uma vez que
min(Q
1
1) =
1
2
min

M
(1)
1

 1:884
e
4
P1A112s A121TP2s  Q12 1s  2:692:
Ate este ponto, neste captulo, estabelecemos condic~oes para a existe^ncia de uma
FLQC para um conjunto de matrizes denidas em blocos. Como iremos ver na proxima
secc~ao, esses resultados s~ao uteis no estudo da estabilidade da interconex~ao de sistemas
comutados.
2.3 Estabilidade de sistemas comutados interconec-
tados
Aqui estudam-se alguns tipos particulares de sistemas comutados obtidos a partir da
interconex~ao em serie, em paralelo e por realimentac~ao de outros sistemas comutados
estaveis. Ver-se-a que, nas interconex~oes em serie e em paralelo, a estrutura das matrizes
que constituem os respectivos bancos de comutac~ao e aquela que as matrizes do Teorema
2.1.1 exibem, enquanto que a interconex~ao por realimentac~ao conduz a uma estrutura
matricial do tipo considerado no Teorema 2.2.1 (para 22-blocos) ou no Teorema 2.2.6.
2.3.1 Interconex~ao em serie e em paralelo
Consideremos os sistemas comutados X1 = (P1;P1 ;SP1) e X2 = (P2;P2 ;SP2) ;
sendo P1, P2 conjuntos de ndices nitos e Pi =

ipi ; pi 2 Pi
	
os respectivos bancos
de comutac~ao. O sistema comutado
X1 uS X2 =
 P1  P2;uSP1P2 ;SP1P2 ;
onde uSP1P2 =

ii uS jj : (i; j) 2 P1  P2
	
, e designado por interconex~ao em serie de
X1 e X2. Por sua vez, o sistema comutado
X1 uP X2 =
 P1  P2;uPP1P2 ;SP1P2 ;
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onde uPP1P2 =

ii uP jj : (i; j) 2 P1  P2
	
, e designado por interconex~ao em paralelo
de X1 e X2. Em cada tipo de interconex~ao, cada sinal de comutac~ao
 : [t0;+1[  ! P1 P2
t 7 ! (1(t); 2(t))
da origem a interconex~ao em serie ou em paralelo de dois sistemas 11 e 
2
2
, um sistema
1 comutado e o outro 2 comutado, respectivamente.
Sejam ii sistemas i  comutados representados por:
ii 

_xi(t) = Aiix
i(t) +Biiu
i(t)
yi(t) = Ciix
i(t)
; i = 1; 2; (2.3.1)
onde xi(t) 2 (IRni)IR+0 , ui(t) 2 (IRmi)IR+0 yi(t) 2 (IRpi)IR+0 e Aii ; Bii ; e Cii s~ao matrizes
reais com dimens~oes adequadas. A interconex~ao em serie e em paralelo dos sistemas
1 comutado e 2 comutado, 11 e 22 , pode ser representada pelos seguintes diagra-
mas:
____

uS
 :=
1
1
uS22_____ ____




u1 //







 11
y1=u2
22
y2 //
____ _____ ____




Figura 2.1: Ligac~ao em serie







 ___

uP
 :=
1
1
uP22____ _____ ____








u1 // 11
y1
uuP //  yuP //
u2 // 22
y2
OO






 ___ ____ _____ ____








Figura 2.2: Ligac~ao em paralelo
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Os sistemas -comutados obtidos da interconex~ao em serie e em paralelo dos sistemas
11 e 
2
2
s~ao denotados por uS e 
uP
 . Os smbolos uS e uP indicam o tipo de conex~ao
efectuada entre os sistemas. O output do sistema uP , yuP , e a soma dos outputs y
1 e
y2 dos sistemas 11 e 
2
2
, respectivamente.
Sendo as situac~oes descritas anteriormente facilmente generalizadas para mais de
dois sistemas, vamos vericar que as matrizes associadas quer ao banco de comutac~ao
uSP1P2 , quer ao banco de comutac~ao 
uP
P1P2 possuem uma estrutura triangular em
blocos especca, as quais permitem usar o Teorema 2.1.1 para concluir que os sistemas
s~ao estaveis, para qualquer sinal de comutac~ao .
Teorema 2.3.1 [4] Sejam Xi = (Pi;Pi ;SPi) ; i = 1; : : : ; r; sistemas comutados, sendo
cada Pi um conjunto de ndices nito. Se cada sistema Xi possui uma FLQC, ent~ao
a interconex~ao em serie e em paralelo dos sistemas comutados Xi; i = 1; : : : ; r, s~ao
sistemas comutados estaveis.
Demonstrac~ao: Seja  : [t0;+1[  ! P1  P2  : : :  Pr tal que  = (1; : : : ; r) e
considere-se os seguintes sistemas i comutados
11 :=

_x1(t) = A11(t)x
1(t) +B11(t)u
1(t)
y1(t) = C11(t)x
1(t)
... (2.3.2)
rr :=

_xr(t) = Arr(t)x
r(t) +Brr(t)u
r(t)
yr(t) = Crr(t)x
r(t)
;
com xi(t) 2 (IRni)IR+0 , ui(t) 2 (IRmi)IR+0 yi(t) 2 (IRpi)IR+0 , Aii(t) 2 IRl
ini , Bii(t) 2 IRl
imi
e Cii(t) 2 IRp
ini ; i = 1; : : : r.
A interconex~ao em serie dos sistemas 11 ;
2
2
; : : : ;rr obtem-se fazendo em (2.3.2)
ui+1 = yi; para todo o i = 1; : : : ; r   1, e da qual resulta o sistema -comutado
uS :=
8>>>>><>>>>>:
_x1(t) = A11x
1(t) +B11u
1(t)
_x2(t) = A22x
2(t) +B22C
1
1
x1(t)
...
_xr(t) = Arrx
r(t) +BrrC
r 1
r 1x
r 1(t)
yr(t) = Crrx
r(t)
:
Considerando X =
h
(x1)
T
(x2)
T
: : : (xr)T
iT
e Y =
h
(y1)
T
(y2)
T
: : : (yr)T
iT
, as
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equac~oes anteriores podem ser escritas como:
_X = FX +Bu
1
Y = CX;
onde  = (1; : : : ; r) e
F =
266664
A11
B22C
1
1
A22 0
0
. . . . . .
BrrC
r 1
r 1 A
r
r
377775 ; B = B11 e C = 0 : : : 0 Crr :
Para a interconex~ao em paralelo dos sistemas 11 ;
2
2
; : : : ;rr obtemos um sistema
-comutado uP , representado matricialmente pelo seguinte sistema de equac~oes:
_X = LX +MU
Y = NX;
onde L = diag
 
A11 ; : : : ; A
r
r

; M = diag
 
B1r ; : : : ; B
r
r

, N =

C11 : : : C
r
r

e
U =
h
(u1)
T
; (u2)
T
: : : (ur)T
iT
. Notemos que as matrizes
Fp =
266664
A1p1
B2p2C
1
p1
A2p2 0
0
. . . . . .
BrprC
r 1
pr 1 A
r
pr
377775 ;
e
Lp = diag(A
1
p1
; A2p2 ; : : : ; A
r
pr)
com p 2 P1  : : :  Pr, possuem uma estrutura triangular tal como no Teorema 2.1.1.
Alem disso, por hipotese, existe uma FLQC para cada conjunto

Aipi ; pi 2 Pi
	
. Ent~ao,
pelo teorema citado, conclumos que existe uma FLQC para os sistemas comutados
obtidos de cada tipo interconex~ao e, portanto, s~ao estaveis. 
Exemplo 2.3.2 Seja  : [t0;+1[  ! P1  P2 tal que P1 = P2 = f1; 2g e (t) =
(1(t); 2(t)). Consideremos os sistemas 1 comutado e 2 comutado representados
como em (2.3.4), tais que para o sistema 1 comutado, 11,
A11 =

 5 0
 4  4

; A12 =

 8  1
 1  4

; C11 =

1 1

; C12 =

0 1

;
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e para o sistema 2 comutado, 22,
A21 =
24 4 1 01  1 0
0 1  3
35 ; A22 =
24 10  1  4 2  1 0
 1 0  7
35 ; B21 =
2421
1
35 ; B22 =
2401
1
35 :
Notemos que, segundo a Proposic~ao A.0.2, as matrizes A11 e A
1
2 n~ao s~ao simultaneamente
triangularizaveis porque a matriz A11A
1
2  A12A11 n~ao e nilpotente (os valores proprios de
A11A
1
2   A12A11 s~ao n~ao-nulos). Por outro lado, V1(x) = xTP1x e V2(x) = xTP2x com
P1 =

2 1
1 1

e P2 =
241 0 10 2 0
1 0 3
35
s~ao FLQCs para os sistemas 11 e 
2
2
, respectivamente. Da que, pelo Teorema 2.1.1,
a interconex~ao em serie ou em paralelo destes sistemas e um sistema comutado estavel.
De facto, usando os argumentos da demonstrac~ao desse teorema, e mesmo possvel iden-
ticar uma FLQC quer para a ligac~ao em serie quer para a ligac~ao em paralelo.
Para o sistema comutado obtido por ligac~ao em serie uma FLQC pode ser determi-
nada do modo que se segue. As matrizes associadas ao banco de comutac~ao do sistema
interconectado em serie s~ao dadas por:
F(p1;p2) =
"
A1p1 0
B2p2C
1
p1
A2p2
#
; (p1; p2) 2 P1  P2:
Alem disso, V
(p1;p2)
2 = P2B
2
p2
C1p1 6= 0, qualquer que seja (p1; p2) 2 P1  P2. Assim, pelo
Teorema 2.1.1 e respectiva prova, P = diag (P1; 2P2) e uma FLQC para as matrizes
F(p1;p2) se
2 2]0; s2[ e s2 = min
(p1;p2)2P1P2
2664 min
h
Q
(p1;p2)
2
i
max

V
(p1;p2)
2

Q
(p1;p2)
1
 1 
V
(p1;p2)
2
T
3775 ;
onde Q
(p1;p2)
2 :=  (A2p2
T
P2+P2A
2
p2
) e

Q
(p1;p2)
1
 1
:= ( A1p1
T
P1 P1A1p1) 1. Calculemos
esse valor. Temos,
Q
(1;1)
2 = Q
(2;1)
2 =
24 8  4 7 4 4  4
7  4 18
35 ; min hQ(1;1)2 i = min hQ(2;1)2 i  1:5195
Q
(1;2)
2 = Q
(2;2)
2 =
2422 5 245 4 1
24 1 50
35 ; min hQ(1;2)2 i = min hQ(2;2)2 i  1:5943
:
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Para W (p1;p2) := V (p1;p2)

Q
(p1;p2)
1
 1 
V
(p1;p2)
2
T
resulta:
W (1;1) 
241:6364 1:0909 2:72731:0909 0:7273 1:8182
2:7273 1:8182 4:5455
35 ; max W (1;1)  6:9091
W (2;1) 
242:6609 1:7739 4:43481:7739 1:1826 2:9565
4:4348 2:9565 7:3913
35 ; max W (2;1)  11:2348
W (1;2) 
240:1818 0:3636 0:54550:3636 0:7273 1:0909
0:5455 1:0909 1:6364
35 ; max W (1;2)  2:5455
W (2;2) 
240:2957 0:5913 0:88700:5913 1:1826 1:7739
0:8870 1:7739 2:6609
35 ; max W (2;2)  4:1391:
Ent~ao, 2 < min

1:5195
11:2348
; 1:5195
6:9091
; 1:5943
2:5455
; 1:5943
4:1391
	
= 1:5195
11:2348
 0:1352. Logo podemos
tomar, por exemplo, 2 = 0:13.
2.3.2 Interconex~ao por realimentac~ao
Consideremos os sistemas comutados X1 = (P1;P1 ;SP1) e X2 = (P2;P2 ;SP2) ;
sendo P1, P2 conjuntos de ndices nitos e Pi =

ipi ; pi 2 Pi
	
os respectivos bancos
de comutac~ao. O sistema comutado
X1 uF X2 =
 P1  P2;uFP1P2 ;SP1P2 ;
onde uFP1P2 =

ii uS jj : (i; j) 2 P1  P2
	
, e designado por interconex~ao por reali-
mentac~ao de X1 e X2. Para cada sinal de comutac~ao
 : [t0;+1[  ! P1 P2
t 7 ! (1(t); 2(t))
da origem a interconex~ao por realimentac~ao de 1 e 2 , um sistema 1  comutado e
o outro 2 comutado, respectivamente.
Sejam ii os sistemas i  comutados representados por:
ii 

_xi(t) = Aiix
i(t) +Biiu
i(t)
yi(t) = xi(t)
; i = 1; 2; (2.3.3)
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onde xi(t) 2 (IRni)IR+0 , ui(t) 2 (IRmi)IR+0 yi(t) 2 (IRpi)IR+0 e Aii , Bii s~ao matrizes reais
com dimens~oes adequadas. A interconex~ao por realimentac~ao dos sistemas 11 e 
2
2
pode ser representada segundo o diagrama:







 ___

uF
 :=
1
1
uF22____ ____ ___








u1=x2 // 11
y1=x1 //
oo y
2=x2
22
u2=x1oo







 ___ ____ ____ ___




Figura 2.3: Ligac~ao por realimentac~ao
Neste tipo de interconex~ao, as matrizes associadas ao banco de comutac~ao uFP1P2
possuem uma estrutura em 2  2-blocos. Seja  : [t0;+1[  ! P1  P2 tal que
P1 = P2 = f1; 2g e (t) = (1(t); 2(t)). Consideremos os sistemas 1 comutado e
2 comutado representados, respectivamente, por:
11 :=

_x1(t) = A11(t)x
1(t) +B11(t)u
1(t)
y1(t) = x1(t)
e (2.3.4)
22 :=

_x2(t) = A22(t)x
2(t) +B22(t)u
2(t)
y2(t) = x2(t)
;
com xi(t) 2 (IRni)IR+0 , ui(t) 2 (IRmi)IR+0 yi(t) 2 (IRpi)IR+0 , Aii(t) 2 IRl
ini e Bii(t) 2
IRl
imi ; i = 1; 2. Tomando em (2.3.4) u1 = x2 e u2 = x1 obtem-se a interconex~ao por
realimentac~ao dos sistemas 11 e 
2
2
, da qual resulta o sistema descrito pelas seguintes
equac~oes:
uF :=

_x1(t) = A11x
1(t) +B11x
2(t)
_x2(t) = A22x
2(t) +B22x
1(t);
:
Considerando X =
h
(x1)
T
(x2)
T
iT
, podemos escrever matricialmente as equac~oes an-
teriores como
_X = FX;
onde
F =
"
A11 B
1
1
B22 A
2
2
#
: (2.3.5)
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As matrizes Fp; p 2 P = P1P2, possuem uma estrutura em 22-blocos, em que neste
contexto os blocos n~ao-diagonais s~ao n~ao nulos. Se para estas matrizes as condic~oes do
Teorema 2.2.1 forem vericadas ent~ao, a estabilidade do sistema X1 uF X2 e garantida.
Assim, denindo
Lp1 =
min(Q
p1
1 ) Mp  
p
(min(Q
p1
1 )  2Mp)min(Qp11 )
2
 B2p2T P22
s
(Qp22 ) 1
s
Lp2 =
min(Q
p1
1 ) Mp +
p
(min(Q
p1
1 )  2Mp)min(Qp11 )
2
 B2p2T P22
s
(Qp22 ) 1
s
;
(2.3.6)
com
Qpii :=  
 
Aipi
T
Pi   PiAipi ; i = 1; 2;
Mp : = 2
P1B1p1s  B2p2T P2s (Qp22 ) 1s ;
p := (p1; p2) 2 P1  P2;
do Teorema 2.2.1 obtemos uma condic~ao suciente de estabilidade interconex~ao por
realimentac~ao de dois sistemas.
Teorema 2.3.3 Sejam X1 = (P1;P1 ;SP1) e X2 = (P2;P2 ;SP2) dois sistemas comu-
tados. Se X1 e X2 possuem FLQCs, P1 e P2, respectivamente, tais que
min(Q
p1
1 ) > 4
P1B1p1s  B2p2T P2s (Qp22 ) 1s (2.3.7)
e
\p2P1P2 ]Lp1; Lp2[ 6= ;
ent~ao, o sistema X1 uF X2 e estavel.
Demonstrac~ao: Basta notar que, se condic~ao deste teorema for satisfeita ent~ao, aten-
dendo ao Teorema 2.2.6, existe uma FLQC para o sistema comutado X1 uF X2 e, por
conseguinte, este sistema e estavel. 
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Exemplo 2.3.4 Seja  : IR+  ! P1  P2 tal que P1 = f1; 2g ;P2 = f1g e (t) =
(1(t); 2(t)). Consideremos os sistemas 1 comutado e 2 comutado, 11 e 22, re-
presentados como em (2.3.4). Para o sistema 1 comutado, 11, assumamos que:
A11 =

 4 0
1  10

; A12 =

 80  1
 2  1

; B11 =

 2 0
T
; B12 =

0  1
T
:
Para o sistema 2 comutado, 22, assumamos que:
A21 =  5; B21 =

1 4

:
A interconex~ao por realimentac~ao dos dois sistemas e um sistema -comutado cujo
banco de comutac~ao esta associado, por (2.3.5), ao conjunto de matrizes
F =
(
Fp =
"
Ap11 B
p1
1
Bp22 A
p2
2
#
; p = (p1; p2) 2 P1 P2
)
;
onde
F(1;1) =
24 4 0  21  10 0
1 4  5
35 e F(2;1) =
24 80  1 0 2  1  1
1 4  5
35 :
Estas matrizes satisfazem as condic~oes do Teorema 2.2.6, (veja-se o Exemplo 2.2.7).
Logo, vericam-se as condic~oes do teorema anterior e, portanto, o sistema comutado
X1 uF X2, onde X1 = (P1;P1 ;SP1) e X2 = (P2;P2 ;SP2), e estavel.
Por m, e de notar que podemos tentar recorrer a reduc~ao ao caso triangular para
averiguar se o sistema cujo banco de comutac~ao esta associado ao conjunto de matrizes
F =
(
Fp =
"
Ap11 B
p1
1
Bp22 A
p2
2
#
; p = (p1; p2) 2 P1 P2
)
;
onde os blocos n~ao-diagonais s~ao n~ao-nulos, possui uma FLQC. Adoptando a mesma
notac~ao usada no Teorema 2.2.1, ou seja,
Qpii =   (Apii )T Pi   PiApii ;
enunciamos no teorema que se segue uma condic~ao suciente de estabilidade, que e a
aplicac~ao directa do Teorema 2.2.1 ao banco de matrizes F .
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Teorema 2.3.5 Sejam X1 = (P1;P1 ;SP1) e X2 = (P2;P2 ;SP2) dois sistemas comu-
tados tais que X1 e X2 possuem FLQCs, P1 e P2, respectivamente, e m < s com
s = min
(p1;p2)2P1P2
24 min [Qp22 ]
4max
h
P2B
p2
2 (Q
p1
1 )
 1 (Bp22 )
T P2
i
35
m = max
(p1;p2)2P1P2
244max
h
(Bp11 )
T P1 (Q
p1
1 )
 1 P1B
p1
1
i
min [Q
p2
2 ]
35 :
Ent~ao, o sistema X1 uF X2 e estavel.
Captulo 3
Sistemas comutados com reset
A generalizac~ao do conceito de sistema linear comutado que introduzimos neste
captulo contempla, ao contrario do que ate aqui foi considerado, a possibilidade de
ocorrerem descontinuidades do estado durante o processo de comutac~ao. Essas des-
continuidades do estado que admitimos poderem vir acontecer, s~ao desencadeadas pela
aplicac~ao de resets nos instantes de comutac~ao e, que aqui, n~ao conduzem o estado do
sistema a zero, como e considerado em [13]. Neste trabalho, aos sistemas comutados
com tais caractersticas no processo de comutac~ao designamo-los por sistemas comuta-
dos com reset, como em [15, 16]. Ja alguns autores utilizam a designac~ao alternativa de
sistemas comutados com impulsos, [24, 48, 49].
Neste captulo conclumos que, um sistema comutado com reset X e estavel se para
cada sinal de comutac~ao em SP , o correspondente sistema -comutado com reset e
estavel. Quanto a estabilidade de um sistema -comutado com reset conclumos que,
sob determinadas condic~oes, depende da estabilidade do sistema obtido apos a reduc~ao
da dina^mica do sistema inicial a uma outra sem reset. Alternativamente, o estudo da
estabilidade de um sistema comutado com reset podera recorrer a uma analise directa
que consiste em comparar os valores que as FLQs, do respectivo banco de comutac~ao,
tomam com aplicac~ao de resets no momento anterior e posterior a comutac~ao.
Na ultima parte deste captulo, mostramos que e sempre possvel garantir a esta-
bilidade de um sistema comutado desde que lhe seja associado uma famlia de resets
apropriada, seleccionada segundo determinados criterios aqui estabelecidos.
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3.1 Conceitos fundamentais
Consideremos um conjunto de ndices nito P = f1; : : : ; Ng, um conjunto de sinais
de comutac~ao SP = f : [t0;+1[  ! P :  e seccionalmente constanteg, uma famlia
de sistemas lineares invariantes P = fp; p 2 Pg e uma famlia de matrizes invertveis
R = R(q;p) 2 IRnn : (q; p) 2 P  P; q 6= p	.
Dene-se sistema comutado com reset como um quadruplo XR = (P ;P ;SP ;R)
que se interpreta do seguinte modo. Cada sinal de comutac~ao () 2 SP da origem a
um sistema variante no tempo da forma:
R :=

_x(t) = A(t)x(t) +B(t)u(t)
y(t) = C(t)x(t) +D(t)u(t)
; para todo o t  t0; (3.1.1)
tal que x := x(t0) e em cada instante de comutac~ao, tk, k 2 N; com t0 < t1 < : : : <
tk 1 < tk < : : :,
x(tk) = R(ik 1;ik)x(t
 
k ); (t) = ik para t 2 [tk 1; tk[ ; (3.1.2)
onde x(t k ) := limt!tk t<tk
x(t) e, para cada k, R(ik 1;ik) e uma matriz invertvel em IR
nn.
O sistema R diz-se ser um sistema -comutado com reset.
Denic~ao 3.1.1 A reposic~ao do estado num instante de comutac~ao, dada pelas ma-
trizes R(q;p) 2 R, com q; p 2 P , e designada por reset. As matrizes de R da-se o nome
de matrizes de reset, ou simplesmente, resets.
Observac~oes 3.1.2
1. Se, num instante de comutac~ao, a matriz de reset R(q;p) aplicada e diferente da
matriz identidade ent~ao, nesse instante, a continuidade de x(t) n~ao esta garantida;
2. As matrizes de reset R(q;p) s~ao determinadas pelos sistemas lineares invariantes
activos antes e depois da comutac~ao; n~ao dependem do instante de comutac~ao.
Seja  2 SP um sinal de comutac~ao. Representemos por R o conjunto das matrizes
de reset associadas a um sistema -comutado. Ent~ao,
R  R =

R(q;p) 2 IRnn : (q; p) 2 P  P; q 6= p
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e portanto, quando P = f1; : : : ; Ng, o conjunto R tem quando muito N(N   1) resets.
Assim, observe-se que, quando R = fIng, isto e, quando todas as matrizes R(q;p), s~ao a
matriz identidade, o sistema R , denido por (3.1.1) e (3.1.2) e um sistema -comutado,
tal como se deniu no Captulo 1.
Daqui em diante, assumimos que R 6= fIng.
Considerando u  0 e a condic~ao inicial x(t0) = x0, a soluc~ao do sistema R e dada
por:
x(t) = (t; t0;)x(t0); t; t0 2 IR; (3.1.3)
onde (t; t0;) denota a matriz de transic~ao de 
R
 e e denida por
(t; t0;) = e
Aim (t tm)
1Y
k=m
R(ik 1;ik)e
Aik 1(tk tk 1); (3.1.4)
para t 2 [tm; tm+1[. De facto, porque x(tk) = Rckx(t k ), onde ck := (ik 1; ik), tem-se
para t 2 [t0; t1[ ; x(t) = eAi0(t t0)x(t0);
para t 2 [t1; t2[ ; x(t) = eAi1(t t1)x(t1)
= eAi1(t t1)Rc1x(t
 
1 )
= eAi1(t t1)Rc1e
Ai0 (t t0)x(t0);
para t 2 [t2; t3[ ; x(t) = eAi2(t t2)x(t2)
= eAi2(t t2)Rc2x(t
 
2 )
= eAi2(t t1)Rc2e
Ai1 (t2 t1)Rc1e
Ai0 (t1 t0)x(t0);
...
para t 2 [tm; tm+1[ ; x(t) = eAim (t tm)
1Y
k=m
R(ik 1;ik)e
Aik 1 (tk tk 1)x(t0);
onde ft1; : : : ; tmg s~ao os instantes de comutac~ao de  no intervalo [t0;+1[.
Observac~ao 3.1.3 Quando todas as matrizes de reset s~ao a matriz identidade ent~ao,
a matriz de transic~ao (t; t0;) coincide com a express~ao dada em (1.1.6).
Algumas das propriedades da matriz de transic~ao do sistema -comutado com reset
R podem ser encontradas em [15].
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De acordo com a Denic~ao 1.1.3, o sistema -comutado com reset R , dado por
(3.1.1) e (3.1.2), e estavel, se existirem constantes positivas ;  tais que para algum t0
e x0 a soluc~ao correspondente satisfaz
kx(t)k  e (t t0)kx0k; para todo o t  t0;
isto e, tendo em conta (3.1.3), k(t; t0;)k  e (t t0); para todo o t  t0:
Denic~ao 3.1.4 Um sistema comutado XR = (P ;P ;SP ;R) diz-se estavel se para cada
 2 SP o correspondente sistema -comutado com reset R e estavel.
3.2 Criterios de estabilidade
Nesta secc~ao, analisamos quando e possvel concluir que um sistema comutado com
reset X e estavel. Essa analise e efectuada segundo duas abordagens. A primeira con-
siste em determinar se para cada sinal de comutac~ao  2 SP o correspondente sistema
-comutado R e estavel. A segunda abordagem consiste em averiguar se o sistema
comutado X possui um conjunto de FLQs com determinadas caractersticas.
Uma vez que se pretende estudar a propriedade de estabilidade interna, considere-se
em (3.1.1) u  0. Assim, para o sinal de comutac~ao , o sistema -comutado com reset
correspondente e representado por:
R := _x(t) = A(t)x(t); (3.2.1)
e esta associado aos instantes de comutac~ao t1; : : : ; tk 1; tk; : : : tais que t0 < t1 < : : : <
tk < : : : ; k 2 N; onde
x(tk) = R(ik 1;ik)x(t
 
k ); (t) = ik para t 2 [tk 1; tk[ ; (3.2.2)
onde R(ik 1;ik); k 2 N, e uma matriz invertvel em IRnn.
3.2.1 Reduc~ao a uma dina^mica sem reset
Aqui relacionamos as trajectorias do estado de um sistema -comutado com reset
com a trajectoria de um sistema linear variante sem reset, isto e, sem \saltos"no estado.
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Este sistema linear variante sem reset e, em certos casos, um sistema -comutado (sem
reset). Estabelecemos ainda um criterio de estabilidade, no qual a estabilidade desse
sistema variante e uma das condic~oes sucientes para que o sistema -comutado seja
estavel. A trajectoria para essa nova dina^mica sera denotada por ex(t). Para simplicar
a notac~ao, denimos ck = (ik 1; ik); k 2 N.
Lema 3.2.1 [5] Seja R o sistema -comutado denido de acordo com (3.2.1) e (3.2.2).
O sistema linear variante no tempo
_ex(t) = eA(t)ex(t); (3.2.3)
onde
eA(t) = Ai0 ; para t 2 [t0; t1[
eA(t) =  1Y
m=k
Rcm
! 1
Aik
1Y
m=k
Rcm ; para t 2 [tk; tk+1[ ; k 2 N
ex(tk) = ~x(t k );
e tal que
x(t) =
0Y
m=k
Rcmex(t); para t 2 [tk; tk+1[ ; k 2 N0:
Por convenc~ao, Rc0 = In.
Demonstrac~ao: Para t 2 [t0; t1[, tem-se _x(t) = Ai0x(t), o que e equivalente a
_ex0(t) = eA(t)ex0(t); ex0(t0) = x(t0);
com ex0(t) = x(t) e eA(t) = Ai0 : (3.2.4)
Para t 2 [t1; t2[, tem-se
_x(t) = Ai1x(t); x(t1) = Rc1x(t
 
1 ):
Ent~ao,
R 1c1 _x(t) = R
 1
c1
Ai1Rc1R
 1
c1
x(t); R 1c1 x(t1) = x(t
 
1 ): (3.2.5)
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Mas, por (3.2.4), x(t 1 ) = ex0(t 1 ). Logo,
R 1c1 _x(t) = R
 1
c1
Ai1Rc1R
 1
c1
x(t); R 1c1 x(t1) = ex0(t 1 ): (3.2.6)
Tomando ex1(t) = R 1c1 x(t); (3.2.7)
e considerando (3.2.6), obtem-se
_ex1(t) = eA(t)ex1(t); ex1(t1) = ex0(t 1 ); (3.2.8)
para t 2 [t1; t2[ e eA(t) = R 1c1 Ai1Rc1 :
Para t 2 [t2; t3[,
_x(t) = Ai2x(t); x(t2) = Rc2x(t
 
2 ):
Assim, por (3.2.7), temos Rc1ex1(t 2 ) = x(t 2 ) e consequentemente
x(t2) = Rc2Rc1ex1(t 2 ):
Por conseguinte,
R 1c1 R
 1
c2
_x(t) = R 1c1 R
 1
c2
Ai2Rc2Rc1R
 1
c1
R 1c2 x(t); R
 1
c1
R 1c2 x(t2) = ex1(t 2 ): (3.2.9)
Tomando ex2(t) = R 1c1 R 1c2 x(t);
(3.2.9) pode escrever-se como
_ex2(t) = eA(t)ex2(t); ex2(t2) = ex1(t 2 );
para t 2 [t2; t3[ e eA(t) = R 1c1 R 1c2 Ai2Rc2Rc1 :
Continuando o processo anterior, obtem-se, para t 2 [tk; tk+1[
_exk(t) = eA(t)exk(t); (3.2.10)
onde exk(tk) = ~xk 1(t k )
eA(t) =  kY
m=1
R 1cm
!
Aik
1Y
m=k
Rcm
exk(t) =  kY
m=1
R 1cm
!
x(t);
(3.2.11)
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com k 2 N.
Considerando ex(t) = exk(t); para t 2 [tk; tk+1[ ; k 2 N0, as equac~oes (3.2.10) e (3.2.11)
podem ser escritas como
_ex(t) = eA(t)ex(t); (3.2.12)
onde
eA(t) = Ai0 ; para t 2 [t0; t1[
eA(t) =  1Y
m=k
Rcm
! 1
Aik
1Y
m=k
Rcm ; para t 2 [tk; tk+1[ ; k 2 N;
e ex(tk) = ~x(t k ). Da terceira equac~ao de (3.2.11), tem-se que
x(t) =
0Y
m=k
Rcmex(t); para t 2 [tk; tk+1[ ; k 2 N0:

De modo a simplicar algumas das express~oes matematicas envolvidas no lema an-
terior, usaremos a seguinte notac~ao:
R;0 := In
R;k :=
1Y
m=k
Rcm
= R(ik 1;ik)R(ik 2;ik 1) : : : R(i0;i1):
Note-se que, na prova anterior associamos ao sistema -comutado com reset um
sistema variante no tempo com uma dina^mica linear e invariante por pedacos. Essa
dina^mica e determinada pelo seguinte o conjunto de matrizes
eA = nAi0 ; R 1;1Ai1R;1; R 1;2Ai2R;2; : : :o :
Enquanto que o numero de matrizes de reset e nito, o conjunto eA pode ser innito.
Neste caso, o sistema variante (3.2.12) n~ao esta de acordo com a denic~ao de sistema
-comutado. No entanto, se o conjuntoQ
 :=

R;k : tk instante de comutac~ao de 
	
;
e nito, ent~ao eA tambem e nito. Pelo que, (3.2.12) pode ser considerado um sistemae-comutado (sem reset), associado a correspondente famlia nita de sistemas invarian-
tes e a um sinal de comutac~ao e que coordena a comutac~ao entre esses sistemas. De
facto, suponhamos que
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Q
 =
nbRl : l 2 L = f0; : : : ; Tgo :
Ent~ao, ex(t) corresponde a uma trajectoria de um sistema comutado cujo banco de co-
mutac~ao eA pode ser tomado do seguinte modo:
eA = n eA(p;l) = bR 1l Ap bRl : (p; l) 2 Qo
para um dado sinal de comutac~ao
e : [t0;+1[! Q;
onde Q  P  L. Mais, este sinal de comutac~ao, e, tera instantes de comutac~ao no
mesmo conjunto dos instantes de comutac~ao de .
Exemplo 3.2.2 Consideremos o sistema -comutado com reset R := _x(t) = A(t)x(t)
associado ao sinal de comutac~ao , com instantes de comutac~ao t1 < : : : < tk < : : : ; k 2
N; e tomando valores em P = f1; 2g. Suponhamos que as matrizes de reset s~ao:
R(q;p) =

R; se p = 1
R 1; se p = 2
;
sendo q e p os valores que  toma nos instantes de comutac~ao tk 1 e tk, k 2 N, respec-
tivamente. Assim, R(2;1) = R e R(1;2) = R
 1. Logo, se (t) = 1; para t 2 [t0; t1[ ent~ao,
R;0 = In, R;1 = R(1;2) = R
 1, R;2 = R(2;1)R(1;2) = RR 1 = In; : : :.
Ent~ao, 
R;k : k 2 N0
	
=

I; R 1
	
e nito e, portanto, o sistema variante no tempo que se obtem do sistema inicial e um
sistema -comutado (sem reset) cujo banco de comutac~ao esta associado ao conjunto de
matrizes nito
eA1 = nAi0 ; R 1;1Ai1R;1; R 1;2Ai2R;2; : : :o = n eA1; eA2o ;
onde eA1 = A1 e eA2 = RA2R 1. Este sistema esta associado ao mesmo sinal de co-
mutac~ao do sistema inicial, .
Analogamente, supondo que (t) = 2; para t 2 [t0; t1[ obtem-se um sistema -
comutado (sem reset) cujo banco de comutac~ao esta associado ao conjunto de matrizes
nito eA2 = n eA1; eA2o
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onde eA1 = R 1A1R e eA2 = A2. Este sistema esta associado ao mesmo sinal de co-
mutac~ao do sistema inicial, .
Exprime-se no proximo teorema um resultado que estabelece que, quando o sistema
variante no tempo sem reset (3.2.12) e estavel, o mesmo acontece com o sistema co-
mutado com reset inicial, desde que a sucess~ao de produtos em norma
 R;kk2N,
com R;1 = kRc1kR;2 = kRc2Rc1k
...R;k = kRck : : : Rc2Rc1k ; k 2 N
...
seja limitada superiormente, ou equivalentemente, desde que o conjunto dos termos da
sucess~ao
 R;kk2N, R;k ; k 2 N	, seja limitado superiormente.
Teorema 3.2.3 Seja R := _x(t) = A(t)x(t) um sistema -comutado com reset, denido
de acordo com (3.2.1) e (3.2.2), para o qual
R;k ; k 2 N	 e um conjunto limitado
superiormente. Se o sistema variante (3.2.12) e estavel, ent~ao o sistema Re estavel.
Demonstrac~ao: Sejam R := _x(t) = A(t)x(t) um sistema -comutado com reset e
t1 < : : : < tk < : : : os instantes de comutac~ao de  : [t0;+1[  ! P . Suponhamos,
ainda, que
x(tk) = Rckx(t
 
k ); k 2 N;
para determinadas matrizes invertveis Rck , com ck = (ik 1; ik) e (t) = ik para t 2
[tk 1; tk[ ; k 2 N. Pelo Lema 3.2.1,
exk(t) = ex(t) e (tk) = (t); para qualquer t > t0;
onde ex(t) e a trajectoria do sistema (3.2.12), isto e, _ex(t) = eA(t)ex(t). Ent~ao, para
qualquer t > t0, existe k 2 N tal que
ex(t) = R 1;kx(t):
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Por conseguinte, para cada t > 0,
kx(t)k  R;k kex(t)k; para algum k 2 N:
Mas, por hipotese,
R;k : k 2 N	 e limitado superiormente, logo existe L > 0 tal queR;k < L. Consequentemente, kx(t)k  Lkex(t)k e, portanto, o sistema -comutado
com reset R e estavel. 
Observac~ao 3.2.4 Adicionalmente, se
nR;k 1 ; k 2 No for limitado superiormente,
ent~ao a condic~ao suciente do teorema e tambem necessaria. Em particular, isto acon-
tece quando o conjunto das matrizes R;k; k 2 N, e nito.
Por outro lado, para determinadas famlias de resets, o conjunto
R;k ; k 2 N	
e limitado superiormente, n~ao so para um sinal de comutac~ao que se xe como para
qualquer outro.
Exemplo 3.2.5 Seja X = (P ;P ;SP) um sistema comutado cujo banco de comutac~ao
esta associado as matrizes
A1 =
 0:05 2
 1  0:05

e A2 =
 0:05 1
 2  0:05

:
Ent~ao, o sistema comutado X e instavel, [37]. No entanto, se a este sistema for associada
uma famlia de resets R constituda pelas matrizes R(2;1) e R(1;2) dadas por
R(2;1) = R(1;2) =

0 1
1 0

ent~ao, o sistema comutado com reset XR e estavel. Seja R := R(2;1) = R(1;2). Ent~ao,
R 1 = R. Mais,
R;k = R, pelo que nR;k 1 ; k 2 No e um conjunto limitado supe-
riormente. Por outro lado, qualquer que seja o sinal de comutac~ao em SP considerado,
digamos 1 ou 2, os sistemas correspondentes 
R
1
e R2 s~ao estaveis. A estabilidade
destes sistemas decorre do facto de existir uma FLQC para cada sistema sem reset obtido
respectivamente de R1 e 
R
2
. De facto, se denotarmos por 1 e 2 os sistemas sem
reset obtidos ent~ao, tendo em conta o Exemplo 3.2.2, o banco de comutac~ao do sistema
1 esta associado as matrizes
eA1 = A1 e eA2 = RA2R 1 =  0:05  2
1  0:05

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e o banco de comutac~ao do sistema 2 esta associado as matrizes
eA1 = R 1A1R =  0:05  1
2  0:05

e eA2 = A2:
Como, para cada um dos sistemas, os produtos de matrizes eA1 eA2 e eA1 eA 12 n~ao te^m
valores proprios reais negativos ent~ao, pelo Teorema 1.2.1, existe uma FLQC para o
sistema 1 e uma FLQC para o sistema 2.
Em suma, vericam-se as condic~oes do Teorema 3.2.3 e, portanto, o sistema XR e
estavel.
O exemplo anterior sugere que pode ser possvel obter a estabilidade de um sistema
comutado com a aplicac~ao de resets apropriados. Mais a frente, debrucar-nos-emos sobre
este assunto indicando como essa escolha pode ser feita, isto e, identicando famlias de
matrizes de reset R com as quais um sistema comutado XR = (P ;P ;SP ;R) e estavel.
Antes, introduzimos outro criterio de estabilidade.
3.2.2 Abordagem directa
E possvel estudar a estabilidade de um sistema comutado com reset usando uma
abordagem diferente e possivelmente mais vantajosa do que a que vimos na secc~ao
anterior. Este criterio e proposto em [15] e compara os valores que as FLQs dos sistemas
do banco de comutac~ao assumem no instante anterior e posterior a comutac~ao, tendo
em conta o reset aplicado nesse instante de comutac~ao. Aqui, esse criterio e formulado
a luz de um conceito que introduzimos na denic~ao que se segue.
Denic~ao 3.2.6 Sejam XR = (P ;P ;SP ;R) um sistema comutado com reset e P =
fPp; p 2 Pg um conjunto de matrizes simetricas e denidas positivas. P diz-se um con-
junto de FLQs R contractivo de XR se:
C1 ATp Pp + PpAp < 0
C2 RT(q;p)PpR(q;p)  Pq, para todo o p; q 2 P,
onde R(q;q) := In:
54 Captulo 3. Sistemas comutados com reset
Teorema 3.2.7 Se um sistema comutado com reset XR possui um conjunto de FLQs
R contractivo ent~ao, o sistema XR e estavel.
Demonstrac~ao: Suponhamos que P = fPp; p 2 Pg e um conjunto de FLQs R con-
tractivo de XR. Ent~ao, existe uma constante positiva suciente pequena  tal que
ATp Pp + PpAp   2Pp; p 2 P :
Seja  : [t0;+1[  ! P um sinal de comutac~ao com instantes de comutac~ao t1; t2; : : : ;
tk; : : : ; k 2 N, tal que t0 < t1 < : : : < tk < tk+1 < : : : e
(t) = ik; t 2 [tk; tk+1[ ; k 2 N0;
Assim, para t 2 [tk; tk+1[,
_Vik(x(t)) = x
T (t) (AikPik + PikAik)x(t)
 =  2Vik(x(t));
para  2 IR+, sucientemente pequeno. Isto e, Vik e decrescente em [tk; tk+1[ e
Vik(x(t))  Vik(x(tk))e 2(t tk): (3.2.13)
Mas, Vik(x(tk)) = x
T (tk)Pikx(tk) e, como fPp; p 2 Pg e um conjunto de FLQs R con-
tractivo de XR, temos que
Vik(x(tk))  xT (t k )Pik 1x(t k ) = Vik 1(x(t k )): (3.2.14)
Atendendo a (3.2.13) e a ultima desigualdade, obtemos
Vik(x(t))  Vik 1(x(t k ))e 2(t tk): (3.2.15)
Como x(t k ) = x(tk 1) ent~ao, (3.2.15) e equivalente a
Vik(x(t))  Vik 1x(tk 1)e 2(t tk); (3.2.16)
para t 2 [tk; tk+1[; k 2 N.
Procedendo de igual modo para Vik 1(x(t)), para t 2 [tk 1; tk[, e assim sucessiva-
mente, conclumos que:
Vik(x(t))  Vi0(x(t0))e 2(t t0): (3.2.17)
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Atendendo ao Teorema B.0.4, temos
min (Pik) kx(t)k2  Vik(x(t)) (3.2.18)
e
Vi0(x(t0))e
 2(t t0)  max (Pi0) e 2(t t0) kx(t0)k2 : (3.2.19)
Logo, de (3.2.17)-(3.2.19) resulta
min (Pik) kx(t)k2  max (Pi0) e 2(t t0) kx(t0)k2 :
e, portanto,
kx(t)k 
s
max(Pi0)
min(Pik)
kx(t0)k e (t t0);
para t 2 [tk; tk+1[; k 2 N. Tomando
c = max
(s
max(Pq)
min(Pp)
; p; q 2 P
)
(3.2.20)
obtem-se
kx(t)k  ce (t t0) kx(t0)k ; t  t0:

Observac~ao 3.2.8 O valor da constante c pode ser dado como em [15], isto e, por
c = c, sendo:
c := max
nq
kPqkkP 1p k; p; q 2 P
o
:
De facto, (3.2.20) e o mesmo que:
c = max
nq
max(Pq)max(P 1p ); p; q 2 P
o
e tendo em conta que o maior dos valores proprios de uma matriz e menor ou igual ao
valor da sua norma, resulta max(Pq)  kPqk e max(P 1p )  kP 1p k. Logo c  c.
Observac~ao 3.2.9 Quando R = fIng, ou seja, quando n~ao existem resets, dizer que P
e um conjunto de FLQs R contractivo de um sistema comutado com reset XR, equivale
a dizer que o sistema XR possui uma FLQC. De facto, quando todas as matrizes de reset
s~ao a matriz identidade, a condic~ao C2 da Denic~ao 3.2.6 e equivalente a Pp  Pq, para
todo o p; q 2 P, pelo que todas as FLQs para o sistema XR coincidem.
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3.3 Obtenc~ao de estabilidade por escolha dos resets
Como ja tivemos oportunidade de ver, aquando o Exemplo 3.2.5, a escolha pre-
via e adequada dos resets a aplicar, pode vir a assegurar a estabilidade de um sistema
comutado. Assim, sempre que seja permitido escolher as matrizes de reset, e importante
conhecer as formas de fazer essa escolha. A este assunto dedicamos esta secc~ao.
Teorema 3.3.1 Seja XR = (P;P ;SP ;R) um sistema comutado com reset, para o qual
P = fPp; p 2 Pg e um conjunto de FLQs. Se R for uma famlia de matrizes de reset
simetricas R(q;p) que satisfazem
0 < max
 
R(q;p)
 s min(Pq)
max(Pp)
; para todo p; q 2 P
ent~ao, o sistema XR e estavel.
Demonstrac~ao: Sejam XR um sistema comutado com reset, para o qual
R = R(q;p) : RT(q;p) = R(q;p); q; p 2 P	
e P = fPp; p 2 Pg e um conjunto de FLQs. Ent~ao, a condic~ao C2 da Denic~ao 3.2.6
verica-se e, portanto,
max
 
RT(q;p)PpR(q;p)
  max  RT(q;p)max(Pp)max  R(q;p)
= 2max
 
R(q;p)

max(Pp)
 min(Pq)
max(Pp)
max(Pp)
= min(Pq):
Logo, RT(q;p)PpR(q;p)  Pq; p; q 2 P ; o que signica que P e um conjunto de FLQs
R contractivo de XR. Assim, pelo Teorema 3.2.7, conclui-se que XR e estavel. 
Corolario 3.3.2 Seja XR = (P ;P ;SP ;R) um sistema comutado com reset, para o
qual P = fPp; p 2 Pg e um conjunto de FLQs. Se R for uma famlia de matrizes de
reset do tipo
R(q;p) = (q;p)In e 0 < (q;p) 
s
min(Pq)
max(Pp)
(3.3.1)
ent~ao, o sistema XR e estavel.
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Outra possibilidade de seleccionar as matrizes de reset a aplicar decorre das trans-
formac~oes de semelhanca que garantem a existe^ncia de uma FLQC para o sistema co-
mutado dado.
Comecemos por mostrar que dada uma famlia de matrizes estaveis e uma matriz
simetrica denida positiva qualquer, P , existe um conjunto de matrizes semelhantes as
dadas que admite P como FLQC.
Lema 3.3.3 [5] Seja fAp; p 2 Pg  IRnn um conjunto de matrizes estaveis e P 2
IRnn uma matriz simetrica e denida positiva. Ent~ao, existe um conjunto de matrizes
invertveis fWp; p 2 Pg tais que Ap =WpApW 1p , para p 2 P e
Ap
T
P + PAp < 0; p 2 P:
Demonstrac~ao: Suponhamos que P = P T > 0 e fAp; p 2 Pg e um conjunto de
matrizes estaveis. Ent~ao, existe uma matriz invertvel M tal que P =MTM . Por outro
lado, como Ap, p 2 P , e uma matriz estavel, existe Pp = P Tp > 0 tal que
ATp Pp + PpAp < 0; p 2 P :
Mas, para cada p 2 P , Pp =MTp Mp, para alguma matriz invertvel Mp. Assim,
ATpM
T
p Mp +M
T
p MpAp < 0; p 2 P:
Multiplicando a ultima desigualdade a esquerda porM Tp e a direita por (Mp)
 1, resulta
M Tp A
T
pM
T
p +MpApM
 1
p < 0; p 2 P :
Consequentemente,
MT
 
M Tp A
T
pM
T
p +MpApM
 1
p

M < 0; p 2 P :
Como In =MM
 1, a ultima desigualdade pode ser escrita como
MTM Tp A
T
pM
T
p M
 TMTM +MTMM 1MpApM 1p M < 0; p 2 P ;
ou seja,
MTM Tp A
T
pM
T
p M
 TP + PM 1MpApM 1p M < 0; p 2 P :
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Tomando Wp :=M
 1Mp e Ap :=WpApW 1p , tem-se que
Ap
T
P + PAp < 0;
qualquer que seja o p 2 P: 
Com o auxlio do lema anterior, estabelecemos outra forma de seleccionar as matrizes
de reset adequadas para obter estabilidade de um sistema comutado.
Teorema 3.3.4 [5] Sejam XR = (P ;P ;SP ;R) um sistema comutado com reset. Sejam
fAp; p 2 Pg  IRnn o conjunto de matrizes associado ao banco de comutac~ao P e
fSp; p 2 Pg  IRnn um conjunto de matrizes invertveis tal que existe uma FLQC para
o conjunto

SpApS
 1
p ; p 2 P
	
. Se R for uma famlia de matrizes de reset do tipo
R(q;p) = S
 1
p Sq (3.3.2)
ent~ao, o sistema XR e estavel.
Demonstrac~ao: Suponhamos que as matrizes Ap = SpApS
 1
p ; p 2 P , possuem uma
FLQC, digamos P . Ent~ao,
A
T
p P + PAp < 0; para todo o p 2 P:
Pela Proposic~ao 1.1.8, a condic~ao anterior e equivalente a
ATp S
T
p PSp + S
T
p PSpAp < 0; para todo o p 2 P :
Ent~ao, Pp := S
T
p PSp e uma FLQ de Ap; p 2 P : Atendendo a (3.3.2), temos
RT(q;p)PpR(q;p) = S
T
q S
 T
p S
T
p PSpS
 1
p Sq
= STq PSq
= Pq; para todo o p; q 2 P :
Logo, P e um conjunto de FLQs R contractivo de XR e, portanto, pelo Teorema 3.2.7,
o sistema comutado XR e estavel. 
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Observac~ao 3.3.5 O teorema anterior providencia um criterio facil de selecc~ao das
matrizes de reset adequadas, se identicarmos as matrizes Sp; p 2 P, nas condic~oes
do teorema anterior. De acordo com o Lema 3.3.3, para cada p 2 P, o factor Sp
pode ser escolhido como na decomposic~ao de Cholesky de uma qualquer FLQ de Ap; p 2
P, respectivamente. Alem disso, se for possvel identicar matrizes reais invertveis
Sp tais que SpApS
 1
p ; p 2 P ; s~ao matrizes triangulares, o reset pode ser tomado como
no caso anterior. Um caso em que isto e possvel, e quando as matrizes Ap possuem
exclusivamente valores proprios reais negativos.
No exemplo que se segue, ilustramos por aplicac~ao de resets do tipo (3.3.2) como se
obtem a estabilidade de um sistema comutado instavel.
Exemplo 3.3.6 Seja X = (P ;P ;SP) com P = f1; 2g e P = f1;2g. Sejam, ainda,
A1 =

 0:05 2
 1  0:05

e A2 =

 0:05 1
 2  0:05

as matrizes dos sistemas 1 e 2, respectivamente. Como ja foi referido no Exemplo
3.2.5, o sistema X e instavel. Mas, aplicando resets da forma sugerida no resultado
anterior, e possvel transforma-lo num sistema comutado (com reset) estavel.
As matrizes P1 = diag(10; 20) e P2 = diag(20; 10) s~ao FLQs de A1 e A2, respectiva-
mente, as quais admitem a seguinte decomposic~ao de Cholesky:
P1 = S
T
1 S1; com S1 = diag(
p
10; 2
p
5)
P2 = S
T
2 S2; com S2 = diag(2
p
5;
p
10):
Ent~ao, as matrizes S1A1S
 1
1 e S2A2S
 1
1 possuem uma FLQC, a matriz identidade. De-
namos as matrizes de reset como
R(1;2) = S
 1
2 S1 = diag

1p
2
;
p
2

e
R(2;1) = S
 1
1 S2 = diag
p
2;
1p
2

:
Ent~ao, pelo teorema anterior, o sistema XR e estavel.
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3.4 Considerac~oes nais
A noc~ao de reset ou reposic~ao do estado de um sistema comutado, assume parti-
cular importa^ncia no contexto dos sistemas de controlo comutado, onde se destacam
os trabalhos [15, 16]. Sem qualquer pretens~ao de exaustividade sobre estabilizac~ao de
um sistema de controlo comutado, vamos apresentar as ideias principais desse estudo,
analisando-as a luz dos nossos resultados.
Considere-se uma planta  (processo a controlar) com dina^mica associada as matrizes
(A;B;C;D), isto e, 
_x = Ax +Bu
y = Cx +Du
(3.4.1)
e um banco de controladores K = fKp; p 2 Pg, sendo o controlo de  efectuado por
comutac~ao entre os elementos do banco K de acordo com uma lei de comutac~ao .
Este esquema de controlo comutado, da origem a um multicontrolador C(), variante
no tempo, como esquematizado na Figura 3.1
(t)

r(t)
+ // eT (t) // C() u(t) //  y(t) //
 
OO
Figura 3.1: Esquema de controlo comutado
onde u(t) e a entrada da planta, y(t) e a sua sada, r(t) e um sinal de refere^ncia limitado
e eT (t) := r(t)   y(t). Assumindo que a dina^mica de cada controlador Kp e descrita
pelas matrizes (Fp; Gp; Hp; Jp) ; p 2 P , isto e,
_xC = FpxC +GpeT
uC = HpxC + JpeT
; (3.4.2)
onde xC e o estado do controlador, a conex~ao da planta  com o multicontrolador C()
e um sistema comutado
	 = (P ;P ;SP) ;
cujo estado e x =

x
xC

, o banco de comutac~ao e constitudo por sistemas lineares
invariantes em malha fechada p; p 2 P , cujas matrizes da dina^mica s~ao:
Ap =
"
A BJpC BHp
 GpC Fp
#
; Bp = 0; Cp = C e Dp = D: (3.4.3)
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Se admitirmos reset no estado dos controladores, em cada instante de comutac~ao tk,
associado a matrizes RC(q;p) ent~ao, o sistema em malha fechada 	 e um sistema comutado
com reset, tal que
x(tk) = R(q;p)x(t
 
k ); (3.4.4)
sendo
R(q;p) =

InP 0
0 RC(q;p)

; q; p 2 P : (3.4.5)
Prova-se em [15] que, considerando determinadas realizac~oes para a planta e para
os controladores, se obtem um sistema comutado com reset, cujo banco de comutac~ao
esta associado a um conjunto de matrizes Ap; p 2 P , que verica a propriedade de
triangularizac~ao simulta^nea em blocos, em que um bloco diagonal das matrizes TApT
 1
varia consoante p 2 P , mas corresponde a matrizes com FLQC. Portanto o sistema 	 e
estavel. Nesse caso, arma-se em [15] que n~ao ha necessidade de submeter o estado dos
controladores a resets para obter estabilidade, isto e, pode-se tomar todas as matrizes
RC(q;p) iguais a matriz identidade, sendo apenas necessario escolher adequadamente, a
priori, as realizac~oes da planta e dos controladores de acordo com o metodo a proposto.
Note-se, no entanto, embora a n~ao necessidade de efectuar reset possa parecer uma
vantagem, de facto o processo anterior, baseado na escolha das realizac~oes, e equivalente
a utilizac~ao de resets tal como descrito no Teorema 3.3.4.
Finalmente, e ainda de evidenciar outro aspecto importante da abordagem reali-
zada por J. P. Hespanha e A. S. Morse, em [15], que merece tambem ser analisado com
detalhe neste trabalho. Esta relacionado com a possibilidade da estabilidade do sistema
de controlo comutado 	 poder ser assegurada com matrizes de reset R(q;p) denidas
como em (3.4.5), que alteram parcialmente as componentes do estado (so actuando no
estado do controlador). A este assunto e dedicado o proximo captulo, no qual o estudo
a realizar seguira os mesmos tracos deste captulo.
Captulo 4
Sistemas comutados com reset parcial
No captulo anterior, consideramos sistemas comutados com reset, ou seja, sistemas
comutados nos quais cada componente do estado podia estar sujeita a uma reposic~ao.
Na analise efectuada, n~ao se colocou qualquer restric~ao sobre as matrizes de reset,
admitindo-se que todas as componentes do estado pudessem estar sujeitas a um re-
set no momento de comutac~ao. Porem, como ja foi mencionado na Secc~ao 3.4, em certas
situac~oes, n~ao existe total liberdade no reset do estado, que esta antes sujeito a determi-
nadas restric~oes. Dito de outra forma, pode ser exigido que n~ao ocorra reposic~ao numa
parte das componentes do estado cando apenas a outra disponvel para reset. Deste
modo, a reposic~ao do estado e designada por reset parcial.
Tal como zemos no captulo anterior para o caso dos sistemas comutados com
reset total, neste captulo propomos-nos denir sistema comutado com reset parcial,
estabelecer quando e que um sistema comutado com reset parcial e estavel e, por ultimo,
descrever famlias de resets parciais que, quando associadas a um sistema comutado,
permitem obter estabilidade. Ao contrario do que conclumos para a situac~ao mais geral
( a de reset total), e de prever que, para esta nova situac~ao, uma selecc~ao apropriada dos
resets parciais por si so n~ao seja suciente para assegurar a estabilidade de um sistema
comutado.
4.1 Conceitos fundamentais
Seja XR = (P ;P ;SP ;R) um sistema comutado com reset, onde P = f1; : : : ; Ng
e um conjunto de ndices nito, P = fp; p 2 Pg e uma famlia de sistemas lineares
invariantes, SP = f : [t0;+1[  ! P :  e seccionalmente constanteg e um conjunto
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de sinais de comutac~ao e R = R(q;p) 2 IRnn : (q; p) 2 P  P; q 6= p	 e uma famlia de
matrizes invertveis. Se as matrizes R(q;p) do conjunto R s~ao do tipo:
R(q;p) =
"
In z 0
R
(q;p)
21 R
(q;p)
22
#
(4.1.1)
diz-se que XR e um sistema comutado com reset parcial e representa-se por
XRP =
 P ;P ;SP ;RP  ;
onde RP representara a famlia de matrizes de reset do tipo (4.1.1).
Denic~ao 4.1.1 A reposic~ao do estado num instante de comutac~ao dada pelas matrizes
R(q;p) 2 RP , com q; p 2 P , e designada por reset parcial. Se n for a dimens~ao do estado,
x, e n z a dimens~ao da matriz identidade em R(q;p) diz-se que o reset parcial e de ordem
z. As matrizes de RP da-se o nome de matrizes de reset parcial, ou simplesmente, resets
parciais.
Observac~ao 4.1.2 A denic~ao de sistema comutado com reset parcial inclui o caso
em que se exige que determinadas combinac~oes lineares das componentes do estado se
mantenham constantes e se permite que as outras se alterem nos instantes de comutac~ao.
Esta situac~ao traduz-se pela condic~ao:
Lx(tk) = Lx(t
 
k ); (4.1.2)
onde tk e um instante de comutac~ao e L e uma matriz com caracterstica de linha plena.
Seja U uma matriz invertvel tal que LU =

I 0

. Ent~ao (4.1.2) e equivalente a
LUU 1x(tk) = LUU 1x(t k )
ou seja, 
I 0
 ex(tk) =  I 0  ex(t k );
com ex = U 1x. Donde, se ex(t) = " ex1(t)ex2(t)
#
, resulta
ex1(tk) = ex1(t k ):
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Uma vez que nada se exige em relac~ao a ex2, pode alterar-se esta parte da variavel no
instante de comutac~ao atraves de uma lei do tipo
ex2(tk) = R(q;p)21 ex1(t k ) +R(q;p)22 ex2(t k );
com q; p 2 P : Isto conduz a
ex(tk) = " I 0
R
(q;p)
21 R
(q;p)
22
# ex(t k );
que e a situac~ao da denic~ao, a menos de uma mudanca de coordenadas.
4.2 Criterio de estabilidade
Sendo um sistema comutado com reset parcial um caso particular de um sistema
comutado com reset tal como foi denido no Captulo 3, e evidente que os criterios
de estabilidade estabelecidos nos Teoremas 3.2.3 e 3.2.7, permanecem validos no es-
tudo da estabilidade desta nova classe de sistemas comutados. Deste modo, e natural
que se possa ponderar a utilizac~ao desses resultados e respectivas abordagens no es-
tudo da estabilidade de um sistema comutado com reset parcial. No que diz respeito
a primeira abordagem, usada na Secc~ao 3.2.1, vericou-se que a sua transposic~ao para
o contexto do reset parcial n~ao traz aparentemente qualquer vantagem adicional. Ja a
abordagem adoptada na Secc~ao 3.2.2, a qual arma que a estabilidade de um sistema
comutado com reset XR = (P ;P ;SP ;R) ca garantida pela existe^ncia de um con-
junto de FLQs R-contractivo, Teorema 3.2.7, permite obter alguns resultados adicionais
quando se consideram resets parciais. De facto, se a famlia de resets R for antes um
conjunto de resets parciais, digamos uma famlia de resets parciais RP , a propriedade
de RP -contractividade imp~oe sobre as matrizes Pp uma propriedade relacionada com os
respectivos complementos de Schur, quando particionadas de modo correspondente.
Comecemos por recordar o conceito de complemento de Schur numa matriz, [12, 51].
Para o efeito, consideremos uma matriz P em IRnn particionada em blocos da seguinte
forma:
P =
"
P11 P12
P21 P22
#
; (4.2.1)
sendo P22 uma matriz quadrada invertvel de ordem z.
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Denic~ao 4.2.1 O complemento de Schur de ordem n  z de P e a matriz
P11   P12P 122 P21 (4.2.2)
que se denota por Cn z(P ):
Inumeras propriedades do complemento de Schur de uma matriz podem ser encon-
tradas em [22, 46, 50, 51]. Entretanto, outras propriedades ser~ao estabelecidas ao longo
deste captulo.
Denic~ao 4.2.2 Diz-se que um conjunto fPp; p 2 Pg de matrizes simetricas e deni-
das positivas de ordem n, particionadas como em (4.2.1), tem complemento de Schur
comum de ordem n z se existir uma matriz simetrica e denida positiva de ordem n z
tal que Cn z(Pp) = C. Abreviadamente, escrever-se-a que fPp; p 2 Pg e um conjunto
com (n  z)  CSC.
Observac~ao 4.2.3 Quando a ordem do complemento de Schur comum e igual a n,
ent~ao Cn z(Pp) = C = Pp e, portanto, a existe^ncia de um conjunto de FLQs com n-CSC
para uma dada famlia de matrizes A = fAp; p 2 Pg e equivalente a existe^ncia de uma
FLQC.
A proposic~ao que se segue permite identicar uma transformac~ao de congrue^ncia que
preserva o complemento de Schur.
Lema 4.2.4 Sejam G =
"
G11 G12
0 G22
#
e P =
"
P11 P12
P21 P22
#
matrizes em IRnn cujos blocos
G11; G22 e P22 s~ao invertveis. Ent~ao,
Cn z(GPGT ) = G11Cn z(P )GT11:
Demonstrac~ao: Atendendo as estruturas das matrizes G e P , obtemos:
GPGT =
"
G11P11G
T
11 +K G11P12G
T
22 +G12P22G
T
22
G22P21G
T
11 +G22P22G
T
12 G22P22G
T
22
#
;
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com K := G12P21G
T
11 +G11P12G
T
12 +G12P22G
T
12.
Sendo G22 e P22 matrizes invertveis ent~ao,
Cn z
 
GPGT

=
G11P11G
T
11 +K   (G11P12GT22 +G12P22GT22)(G22P22GT22) 1
 (G22P21GT11 +G22P22GT12);
o que e equivalente a
Cn z
 
GPGT

= G11P11G
T
11 +K   (G11P12P 122 +G12)(P21GT11 + P22GT12)
= G11P11G
T
11 +K  G11P12P 122 P21GT11  K;
pelo que, simplicando a express~ao do segundo membro, resulta
Cn z
 
GPGT

= G11P11G
T
11  G11P12P 122 P21GT11;
isto e,
Cn z
 
GPGT

= G11Cn z(P )GT11:

Outra propriedade que importa estabelecer esta relacionada com a \monotonia".
Lema 4.2.5 Se P  Q > 0 ent~ao, Cn z(P )  Cn z(Q) > 0.
Demonstrac~ao: Se P e Q s~ao matrizes denidas positivas ent~ao, pelo Teorema B.0.10,
2., Cn z(P ) = P11   P12P 122 P T12 > 0 e Cn z(Q) = Q11   Q12Q 122 QT12 > 0. Suponhamos
que P  Q. Ent~ao, pelo Teorema B.0.9, 2.,
Q 1   P 1  0:
Mas, pelo Teorema B.0.6, os blocos (1,1) de Q 1 e P 1 s~ao iguais a (Cn z(Q)) 1 e
(Cn z(P )) 1, respectivamente. Logo,
(Cn z(Q)) 1   (Cn z(P )) 1  0;
o que novamente pelo Teorema B.0.9, 2., e equivalente a,
Cn z(P )  Cn z(Q):

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Podemos enunciar agora uma condic~ao necessaria para que um dado conjunto de
FLQs seja RP -contractivo.
Proposic~ao 4.2.6 Seja XRP =
 P ;P ;SP ;RP  um sistema comutado com reset parcial
de ordem z. Se P e um conjunto de FLQs RP -contractivo do sistema XRP ent~ao, P e
um conjunto de FLQs com (n  z)-CSC.
Demonstrac~ao: Sejam XRP =
 P ;P ;SP ;RP  um sistema comutado com reset par-
cial de ordem z e P um conjunto de FLQs RP -contractivo do sistema XRP . Ent~ao as
matrizes Pp s~ao FLQs para as matrizes associadas ao banco de comutac~ao P , respec-
tivamente, e
RT(q;p)PpR(q;p)  Pq; para todo o p; q 2 P :
Como, para quaisquer p; q 2 P, as matrizes RT(q;p)PpR(q;p) e Pq s~ao simetricas e denidas
positivas ent~ao, pelo Lema 4.2.5,
C(n z)
 
RT(q;p)PpR(q;p)
  Cn z(Pq); para todo o q; p 2 P: (4.2.3)
Por outro lado, RT(q;p)PpR(q;p) e Pp s~ao matrizes congruentes e a transformac~ao de con-
grue^ncia em causa satisfaz as condic~oes do Lema 4.2.4 com o bloco (1,1) igual a matriz
identidade. Logo,
Cn z
 
RT(q;p)PpR(q;p)

= Cn z (Pp) ; para todo o q; p 2 P:
Por conseguinte, (4.2.3) e equivalente a
Cn z(Pp)  Cn z(Pq); para todo o q; p 2 P :
Deste modo,
Cn z(Pp) = Cn z(Pq); para todo o q; p 2 P:

Observac~ao 4.2.7 A recproca da Proposic~ao 4.2.6 n~ao e valida para qualquer tipo de
resets, ou seja, a existe^ncia um conjunto de FLQs com o mesmo complemento de Schur
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de ordem n z n~ao garante que a propriedade de RP -contractividade seja satisfeita para
qualquer famlia de resets parciais RP . Seja P o conjunto constitudo pelas matrizes
P1 =

2 1
1 4

e P2 =

7
4
0
0 4

:
O conjunto P e um conjunto de matrizes simetricas e denidas positivas, com 1-CSC,
igual a 7
4
, mas n~ao e um conjunto RP -contractivo de um sistema comutado XRP se uma
das matrizes de reset de RP for R(2;1) = I2: De facto,
RT(2;1)P1R(2;1)   P2 = P1   P2
e
P1   P2 =

1
4
1
1 0

;
n~ao e uma matriz semi-denida negativa.
Tendo em conta a proposic~ao anterior realcamos que, um sistema comutado com reset
parcial XRP =
 P ;P ;SP ;RP  n~ao pode admitir um conjunto de FLQs RP -contractivo
se, a partida, esse sistema n~ao admitir um conjunto de FLQs Pp com complemento de
Schur comum, independentemente da famlia RP considerada.
4.2.1 Um caso particular
Se um sistema comutado com reset parcial XRP =
 P;P ;SP ;RP  de ordem z possui
um conjunto de FLQs diagonais em blocos com (n  z)-CSC, o mesmo e dizer que esse
sistema possui um conjunto de FLQs diagonais em blocos, com o bloco (1,1) comum de
ordem n   z. Adicionalmente, se as matrizes de reset parcial que constituem a famlia
RP s~ao do tipo diag

In z; R
(q;p)
22

ent~ao, o Teorema 3.2.7 pode exprimir-se no resultado
que se segue.
Corolario 4.2.8 Seja XRP =
 P ;P ;SP ;RP  um sistema comutado com reset parcial
de ordem z tal que
RP =
n
diag

In z; R
(q;p)
22

; q; p 2 P
o
:
Ent~ao, o sistema XRP e estavel se existir uma famlia de matrizes simetricas e denidas
positivas Pp = diag(P; P
p
22), sendo a matriz P de ordem n  z, que satisfaz as seguintes
condic~oes:
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C1 ATp Pp + PpAp < 0
C2

R
(q;p)
22
T
P p22R
(q;p)
22  P q22, para todo o p; q 2 P.
Demonstrac~ao: Suponhamos que Pp = diag(P; P
p
22), onde P e uma matriz de ordem
n   z, s~ao FLQs das matrizes Ap; p 2 P, respectivamente. Consideremos ainda as
matrizes de reset parcial denidas, para todo o q; p 2 P, como
RP(q;p) = diag

In z; R
(q;p)
22

tais que 
R
(q;p)
22
T
P p22R
(q;p)
22  P q22; q; p 2 P :
Ent~ao,
diag

0;

R
(q;p)
22
T
P p22R
(q;p)
22

 diag (0; P q22) ;
o que e equivalente a
diag

I;

R
(q;p)
22
T
diag (P; P p22) diag

I; R
(q;p)
22

 diag (P; P q22) ;
isto e, a  
RP(q;p)
T
PpR
P
(q;p)  Pq; para todo o q; p 2 P :
Logo, segundo o criterio de estabilidade - Teorema 3.2.7, o sistema XRP e estavel. 
E de referir que, embora a existe^ncia de um conjunto de FLQs diagonais em blocos
com (n z)-CSC seja, em princpio, uma condic~ao mais exigente que a existe^ncia de outro
tipo de conjunto de FLQs com (n   z)-CSC, vamos dedicar-nos adiante a este assunto
n~ao so por uma quest~ao de simplicidade mas tambem porque em algumas classes de
sistemas faz sentido considerar FLQs diagonais em blocos. Na realidade, a analise da
existe^ncia de tais conjuntos revela-se ser difcil quer num caso quer noutro.
4.3 Obtenc~ao de estabilidade por escolha dos resets
parciais
A semelhanca do que foi feito no Captulo 3 para o caso de reset total, contem-
plamos agora a possibilidade de escolher as matrizes de reset parcial por forma a obter
estabilidade.
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Denic~ao 4.3.1 Um sistema X = (P;P ;SP) diz-se um sistema comutado estabilizavel
por reset parcial de ordem z se existe uma famlia de resets parciais de ordem z
RP =
("
In z 0
R
(q;p)
21 R
(q;p)
22
#
; (q; p) 2 P  P
)
tal que o sistema comutado com resets parciais XRP =
 P ;P ;SP ;RP  e estavel.
Convem referir que, se um sistema comutado e estabilizavel por reset parcial de
ordem z, tambem o e para resets de ordem t > z, (t  n). Porem, e de esperar que
encontrar uma famlia de resets parciais de ordem z ou mesmo de ordem t > z com a
qual um sistema comutado seja estavel, possa n~ao ser possvel. Enquanto que, no caso
de reset total, a estabilidade de um sistema comutado e imediatamente assegurada com
a escolha adequada da famlia de resets R, para o caso de reset parcial e natural que
tal n~ao suceda. Nesta perspectiva, vamos estabelecer alguns criterios de escolha das
matrizes de reset parcial pressupondo que o sistema comutado admite um conjunto de
FLQs com (n  z)-CSC.
O lema que se segue juntamente com o Teorema 3.3.4 permitira estabelecer o primeiro
criterio de escolha.
Lema 4.3.2 Um conjunto de matrizes estaveis fAp; p 2 Pg  IRnn possui um conjunto
de FLQs com (n  z)-CSC se, e so se, existem matrizes invertveis do tipo
Sp =
"
In z 0
Sp21 S
p
22
#
tais que o conjunto

S 1p ApSp; p 2 P
	
possui uma FLQC.
Demonstrac~ao: Sejam Ap; p 2 P ; matrizes estaveis e fPp; p 2 Pg um seu conjunto de
FLQs. Tomem-se as matrizes Pp particionadas de tal modo que os blocos (1,1) sejam
de ordem n  z:
Pp =
"
P p11 P
p
12
P p12
T P p22
#
; p 2 P : (4.3.1)
Ora as matrizes Pp podem ser escritas como, [6],
Pp =
"
In z P
p
12 (P
p
22)
 1
0 Iz
#"
Cn z(Pp) 0
0 P p22
#"
In z 0
(P p22)
 1 (P p12)
T Iz
#
: (4.3.2)
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Sendo as matrizes Pp > 0 ent~ao, pelo Teorema B.0.10, os blocos P
p
22 s~ao invertveis e
(P p22)
 1 = VpV Tp para alguma matriz invertvel Vp. Assim, substituindo em (4.3.2), P22
por V  Tp V
 1
p , resulta
Pp = S
T
p
"
Cn z(Pp) 0
0 Iz
#
Sp; p 2 P ; (4.3.3)
com
Sp :=
"
In z 0
0 V  1p
#"
In z 0
VpV
T
p (P
p
12)
T Iz
#
=
"
In z 0
(P p12Vp)
T V  1p
#
;
onde Vp e tal que P
p
22 = V
 T
p V
 1
p :
Mas, por hipotese, as matrizes Pp te^m o mesmo complemento de Schur de ordem
n  z. Suponhamos que Cn z(Pp) = C; para todo o p 2 P . Ent~ao, (4.3.3) e equivalente
a
Pp = S
T
p diag (C; Iz)Sp; p 2 P:
Assim, pela Proposic~ao 1.1.8, diag (C; Iz) e uma FLQ para as matrizes S
 1
p ApSp, qual-
quer que seja o p 2 P .
Em sentido inverso, suponhamos que existe um conjunto de matrizes invertveis Sp
tais que S 1p ApSp; p 2 P ; possuem uma FLQC. Seja P uma FLQC desse conjunto de
matrizes. Ent~ao, novamente pela Proposic~ao 1.1.8,

S Tp PS
 1
p ; p 2 P
	
e um conjunto
de FLQs de fAp; p 2 Pg. Alem disso, pelo Lema 4.2.4,
Cn z
 
S Tp PS
 1
p

= Cn z(P ):
Tomando Pp := S
 T
p PS
 1
p , conclumos que existe um conjunto de FLQs para o conjunto
A, com o mesmo complemento de Schur. 
Teorema 4.3.3 (Criterio de escolha) Seja XRP =
 P ;P ;SP ;RP  um sistema co-
mutado com reset parcial de ordem z para o qual P =
n
[P pij]
p2P
i;j=1;2 : P
p
21 = (P
p
12)
T
o
e
um conjunto de FLQs com (n  z)-CSC. Se a famlia de resets RP for constituda por
matrizes do tipo
R(q;p) =
"
In z 0
Vp [P
q
12Vq   P p12Vp]T VpV  1q
#
; (4.3.4)
onde P p22 = V
 T
p V
 1
p , para alguma matriz invertvel Vp; p 2 P ; ent~ao o sistema XRP e
estavel.
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Demonstrac~ao: Considere-se cada matriz P p22; p 2 P ; factorizada do seguinte modo:
P p22 = V
 T
p V
 1
p ;
para alguma matriz invertvel Vp; p 2 P: Tome-se, para cada p 2 P ,
Sp :=
"
In z 0
(P p12Vp)
T V  1p
#
tal como na demonstrac~ao do lema anterior. Atendendo a esse mesmo lema, as matrizes
S 1p ApSp; p 2 P; possuem uma FLQC. Assim, escolhendo
R(q;p) = S
 1
p Sq;
com p; q 2 P , e recorrendo ao Teorema 3.3.4 tem-se que o sistema XRP e estavel. Para
terminar a demonstrac~ao basta notar que
S 1p Sq =
"
In z 0
Vp [P
q
12Vq   P p12Vp]T VpV  1q
#
; q; p 2 P:

Caso P seja um conjunto de FLQs diagonais em blocos com (n   z)-CSC ent~ao, de
acordo com os Teoremas 3.3.2 e 4.3.3, as matrizes de reset parcial podem ser escolhidas
de acordo com o corolario que se segue.
Corolario 4.3.4 Seja XRP =
 P ;P ;SP ;RP  um sistema comutado com reset parcial
de ordem z que possui um conjunto de FLQs Pp = diag(P; P
p
22); p 2 P. O sistema XRP
e estavel se a famlia de resets RP for constituda por matrizes do tipo
1. R(q;p) = diag(In z; VpV  1q ) com P
p
22 = V
 T
p V
 1
p , para alguma matriz invertvel
Vp; p 2 P;
2. R(q;p) = diag

In z; R
(q;p)
22

com R
(q;p)
22 = (q;p)Iz e (q;p) =
s
min(P
q
22)
max(P
p
22)
; q; p 2 P :
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Exemplo 4.3.5 O sistema comutado X, do Exemplo 3.3.6, e estabilizavel por reset
parcial de ordem 1. Vimos nesse exemplo que, considerando as matrizes invertveis
S1 = diag(
p
10; 2
p
5) e S2 = diag(2
p
5;
p
10) ent~ao, S1A1S
 1
1 e S2A2S
 1
2 te^m a matriz
identidade como FLQC. Mas, se considerarmos S1 =
1p
10
S1 e S2 =
1
2
p
5
S2, isto e,
S1 = diag

1;
2p
2

e S2 = diag
 
1;
p
2
2
!
ent~ao, S1A1S
 1
1 =
1
10
S1A1S
 1
1 e S2A2S
 1
2 =
1
2
p
5
S2A2S
 1
2 continuam a ter a matriz
identidade como FLQC. Desta forma, pelo Lema 4.3.2, existe um conjunto de FLQs
diagonais P com 1-CSC. Um desses conjuntos e constitudo pelas matrizes
P1 = S
T
1 S1 e P2 = S
T
2 S2;
isto e, pelas matrizes
P1 = diag (1; 2) e P2 = diag

1;
1
2

:
Escolhendo as matrizes de reset parcial de acordo com o corolario anterior, obtemos
R(1;2) = S
 1
2 S1 = diag (1; 2) e R(2;1) = S
 1
1 S2 = diag

1;
1
2

tem-se que o sistema comutado dado com reset parcial (de ordem 1) e estavel.
Observac~ao 4.3.6 No exemplo anterior, P =

diag (1; 2) ; diag
 
1; 1
2
	
e um conjunto
RP  contractivo do sistema X com RP = diag (1; 2) ; diag  1; 1
2
	
, pois
RT(1;2)P2R(1;2) = diag (1; 2) = P1 e R
T
(2;1)P1R(2;1) = diag

1;
1
2

= P2:
Alem disso, P e um conjunto de FLQs com complemento de Schur comum, neste caso
de ordem 1.
Com o proximo teorema, estabelecemos que a existe^ncia de um conjunto de FLQs
P com (n   z)-CSC para um sistema comutado X = (P ;P ;SP) n~ao e apenas uma
condic~ao necessaria como tambem uma condic~ao suciente de existe^ncia de uma famlia
de resets parciais RP tal que P e um conjunto de FLQs RP  contractivo do sistema
XRP =
 P ;P ;SP ;RP .
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Teorema 4.3.7 Seja X = (P ;P ;SP) um sistema comutado e P = fPp; p 2 Pg um con-
junto de matrizes simetricas e denidas positivas de ordem n. As seguintes armac~oes
s~ao equivalentes:
1. Existe uma famlia RP de resets parciais de ordem z para a qual P e um conjunto
de FLQs RP  contractivo de XRP =  P ;P ;SP ;RP .
2. P e um conjunto de FLQs com (n  z)-CSC.
Demonstrac~ao: Seja X = (P ;P ;SP) um sistema comutado e P = fPp; p 2 Pg um
conjunto de matrizes simetricas e denidas positivas de ordem n.
Suponhamos que existe uma famlia RP de resets parciais de ordem z para a qual
P e um conjunto de FLQs RP  contractivo de XRP =  P ;P ;SP ;RP  ent~ao, pela
Proposic~ao 4.2.6, P e um conjunto de FLQs com (n  z)-CSC.
Reciprocamente, suponhamos que P = fPp; p 2 Pg e um conjunto de FLQs com
(n  z)-CSC. Considerem-se as matrizes Pp denidas por
Pp =
"
P p11 P
p
12
(P p12)
T P p22
#
tais que para cada bloco P p22 existe alguma matriz invertvel Vp; p 2 P ; tal que P p22 =
V  Tp V
 1
p . Considerando a famlia RP de resets parciais denidos de acordo com o
Teorema 4.3.3, isto e,
RP =
(
R(q;p) =
"
In z 0
Vp [P
q
12Vq   P p12Vp]T VpV  1q
#
; q; p 2 P
)
temos que
R(q;p) = S
 1
p Sq;
com
Sp :=
"
In z 0
(P p12Vp)
T V  1p
#
; p 2 P :
Desta forma, P e um conjunto de FLQs RP contractivo do sistema XRP , veja-se a prova
do Teorema 3.3.4. 
Atendendo a Denic~ao 4.3.1, reformulamos o ultimo teorema como se segue.
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Corolario 4.3.8 Se um sistema comutado X possui um conjunto de FLQs com (n z)-
CSC ent~ao, X e estabilizavel por reset parcial de ordem z.
4.4 Considerac~oes nais
Para um dado sistema comutado X = (P ;P ;SP), saber quando existe uma famlia
de FLQs com (n z)-CSC e um problema de difcil resoluc~ao, devido n~ao so a existe^ncia
de uma diversidade de FLQs para cada um dos sistemas que constituem o banco de
comutac~ao P , mas sobretudo porque n~ao nos e possvel obter uma caracterizac~ao de
um conjunto de FLQs para cada um desses sistemas. Por esta raz~ao, e conveniente tratar
esta quest~ao optando por uma abordagem que contemple as caractersticas que o banco
de comutac~ao do sistema comutado possa apresentar, como a ordem e a natureza das
matrizes a ele associadas. Desta forma, estabelecemos condic~oes de existe^ncia de FLQs
com o mesmo complemento de Schur para classes de sistemas comutados distintas e, ao
mesmo tempo, identicamos nessas classes de sistemas, os sistemas que s~ao estabilizaveis
por reset parcial de determinada ordem. E esta a nalidade do captulo subsequente.
Captulo 5
Existe^ncia de FLQs com complemento de Schur
comum e estabilizac~ao
Se um sistema comutado X = (P ;P ;SP) possui uma famlia de FLQs com (n  z)-
CSC e possvel, recorrendo a um reset parcial de ordem maior ou igual a z, obter a
estabilidade do sistema associado XRP , Teorema 4.3.8. Neste sentido, caso z < n, o
sistema X diz-se um sistema comutado estabilizavel por reset parcial de ordem z. Por
sua vez, caso z = n, estamos perante uma estabilizac~ao por reset total, em que a condic~ao
\X possui uma famlia de FLQs com (n z)-CSC"degenera em \X possui uma famlia de
FLQs com 0-CSC", que e interpretado como exigindo apenas que as matrizes associadas
ao banco de comutac~ao sejam estaveis. Este caso foi estudado no Captulo 3.
Neste captulo, procuramos identicar classes de sistemas comutados que possu-
am famlias de FLQs com complementos de Schur comuns de determinada ordem.
Comecamos por reformular o problema de existe^ncia de FLQs com complemento de
Schur comum e mostrar que nem toda a transformac~ao de semelhanca preserva o com-
plemento de Schur de uma matriz. Debrucamo-nos de imediato nos sistemas comu-
tados de ordem 2, mostrando que estes sistemas admitem sempre FLQs com 1-CSC.
De seguida, estabelecemos uma condic~ao suciente que garante, no caso dos sistemas
comutados de ordem 3 na forma companheira, a existe^ncia de famlias de FLQs com
a propriedade mencionada. Por m, direccionamos o nosso estudo, sobre estabilizac~ao
por reset parcial, para a classe de sistemas comutados que admitem FLQs diagonais
em blocos. Destacamos os sistemas comutados triangulares em blocos e os sistemas
comutados positivos; os primeiros porque temos oportunidade de dar continuidade ao
estudo iniciado no Captulo 2 sobre estabilidade; e os sistemas comutados positivos, pela
sua importa^ncia na resoluc~ao de problemas nas areas de Ecologia, Biologia, Economia
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e outras, [8].
5.1 Outra interpretac~ao e invaria^ncia por transfor-
mac~oes de semelhanca
Comecemos por dar uma outra interpretac~ao para o problema da existe^ncia de um
conjunto de FLQs com complemento de Schur comum.
Lema 5.1.1 Seja A 2 IRnn uma matriz estavel. A matriz C e o complemento de Schur
de ordem n   z de uma FLQ de A se, e so se, C 1 e o bloco (1,1) de ordem n   z de
uma FLQ de AT .
Demonstrac~ao: Seja P uma FLQ de A. Ent~ao, pela Proposic~ao B.0.11, P 1 e uma
FLQ de AT . Mas, atendendo ao Teorema B.0.6, o bloco (1,1) de P 1 e igual ao
(Cn z(P )) 1. Como, Cn z(P ) e igual a C, conclui-se que AT possui uma FLQ cujo
bloco (1,1) e de ordem n  z e igual a C 1.
Em sentido inverso, suponhamos que AT possui uma FLQ Q = [Qij]i;j=1;2 cujo bloco
(1,1), de ordem n   z, e igual a Q11. Provemos que Q 111 e o complemento de Schur de
uma FLQ de A. Ora, se Q e uma FLQ de AT ent~ao, ainda pelo Teorema B.0.6, Q 1 e
uma FLQ de A. Provemos ent~ao que Q 111 e o complemento de Schur de ordem n  z de
Q 1. Atendendo a que os blocos diagonais de Q, Q11 e Q22, s~ao invertveis ent~ao,
Q 1 =
"
Q 111 +Q
 1
11 Q12W
 1QT12Q
 1
11  Q 111 Q12W 1
 W 1QT12Q 111 W 1
#
; (5.1.1)
onde W = Q22  QT12Q 111 Q12, ([51] p. 11). Logo, facilmente conclumos que
Cn z
 
Q 1

= Q 111 +Q
 1
11 Q12W
 1QT12Q
 1
11  Q 111 Q12W 1WW 1QT12Q 111
= Q 111 :

Como conseque^ncia deste lema, a quest~ao da existe^ncia de complemento de Schur
comum pode reformular-se de acordo com o resultado que se segue.
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Teorema 5.1.2 Seja A = fAp; p 2 Pg  IRnn um conjunto de matrizes estaveis.
Ent~ao, A admite um conjunto de FLQs com (n   z)-CSC se, e so se, ATp ; p 2 P	
possui um conjunto de FLQs com o bloco (1,1), de ordem n  z, comum.
A reformulac~ao do problema de existe^ncia de complemento de Schur comum n~ao
parece torna-lo mais facil, mas e possvel tirar partido desta reformulac~ao em alguns
casos n~ao triviais. No entanto, na maior parte deste captulo usamos FLQs diagonais
em blocos em que a noc~ao de (n z)-CSC coincide com a noc~ao de bloco (1,1), de ordem
n  z, comum.
Como ja referimos no Captulo 1, Proposic~ao 1.1.12, a existe^ncia de uma FLQC para
um dado conjunto de matrizes e invariante sob qualquer transformac~ao de semelhanca.
Isto e, se A = fAp; p 2 Pg possui uma FLQC ent~ao, eA = fT 1ApT; p 2 Pg tambem
possui uma FLQC, qualquer que seja a matriz complexa invertvel T . Contudo, e de
referir que o mesmo n~ao sucede relativamente a propriedade de existe^ncia de FLQs com
complemento de Schur comum. Efectivamente, dado A = fAp; p 2 Pg que admite um
conjunto de FLQs com (n   z)-CSC e uma matriz complexa invertvel T , nem sempreeA = fT 1ApT; p 2 Pg possui um conjunto de FLQs com (n  z)-CSC.
Exemplo 5.1.3 Consideremos duas matrizes estaveis em IR44, com estrutura diagonal
em blocos:
Ap =
"
 I2 0
0 Ap22
#
; p = 1; 2;
onde I2 representa a matriz identidade de ordem 2 e A
p
22; p = 1; 2; s~ao matrizes estaveis
de ordem 2. Do Captulo 2, sabemos que existem 1; 2 2 IR+ tal que as matrizes A1; A2
possuem FLQs diagonais em blocos do tipo
diag (I2; pPp) ; p = 1; 2;
onde I2 e uma FLQ para os blocos (1,1) e Pp s~ao FLQs para os blocos A
p
22; p = 1; 2,
respectivamente. Por conseguinte, o conjunto das matrizes dadas possui um conjunto
de FLQs com 2-CSC (igual a matriz identidade de ordem 2). Considerando a matriz
invertvel
T =
"
0 I2
I2 0
#
;
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resulta, tendo em conta que T 1 = T ,
T 1ApT =
"
Ap22 0
0  I2
#
; p = 1; 2:
Mas, pelo Teorema 5.1.2, para que o conjunto destas matrizes possua um conjunto de
FLQs com 2-CSC tem que o conjunto das respectivas matrizes transpostas admitir um
conjunto de FLQs com bloco (1,1) comum, de ordem 2,"
P P p12
(P p12)
T P p22
#
; p = 1; 2;
respectivamente. Nestas condic~oes, e necessario que P seja uma FLQC para os blocos
(Ap22)
T ; p = 1; 2, o que equivale a dizer que, e necessario que P 1 seja uma FLQC para
os blocos Ap22; p = 1; 2, o que nem sempre acontece. Veja-se, por exemplo, o caso em que
nas matrizes A1 e A2, os blocos A
p
22, p = 1; 2, s~ao:
A122 =

 0:05 2
 1  0:05

e A222 =

 0:05 1
 2  0:05

:
Estes blocos n~ao possuem FLQC, pois o sistema comutado cujo banco de comutac~ao
associado a A122 e A
2
22 e instavel (ver Exemplo 3.2.5).
Porem, para certas transformac~oes de semelhanca e possvel garantir a preservac~ao
da propriedade de existe^ncia de (n  z)-CSC, de acordo com a proxima proposic~ao.
Proposic~ao 5.1.4 Sejam A = fAp; p 2 Pg  IRnn um conjunto de matrizes estaveis,
particionadas em 2 2-blocos, cujos blocos (1,1) s~ao de ordem n  z, e G um conjunto
de matrizes invertveis em Cnn tal que
G =
(
Gp =
"
G11 0
Gp21 G
p
22
#
; G11 2 C(n z)(n z) e p 2 P
)
:
O conjunto A possui um conjunto de FLQs com (n z)-CSC se, e somente se, o conjunto
G 1p ApGp; p 2 P
	
possui um conjunto de FLQs com (n  z)-CSC.
Demonstrac~ao: Basta atender a Proposic~ao 1.1.12 (Pp s~ao FLQs de Ap se, e so se,
GpPpGp s~ao FLQs de G
 1
p ApGp; p 2 P) e ao Lema 4.2.4. 
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Reunindo a proposic~ao anterior com o Corolario 4.3.8 podemos enunciar o seguinte
resultado.
Corolario 5.1.5 Sejam X = (P ;P ;SP) e eX = P ; eP ;SP sistemas comutados cujos
bancos de comutac~ao est~ao associados aos conjuntos de matrizes estaveis fAp; p 2 Pg e
T 1p ApTp; p 2 P
	
, respectivamente, onde
Tp =
"
T11 0
T p21 T
p
22
#
; p 2 P ;
s~ao matrizes complexas invertveis. Se o sistema eX possui um conjunto de FLQs com
(n  z)-CSC ent~ao, o sistema X e estabilizavel por reset parcial de ordem z.
Observac~ao 5.1.6 O corolario anterior foi obtido usando exclusivamente argumentos
algebricos. No entanto, o que nele se estabelece e perfeitamente natural a luz daquilo
que se entende por reset parcial de um sistema comutado e da forma como se podem
obter matrizes de reset parcial a custa das matrizes Tp. Efectivamente, tomando resets
do tipo T 1p Tq; p; q 2 P, estes s~ao resets parciais de ordem n  z.
5.2 Sistemas comutados de ordem 2 e de ordem 3
Excepcionalmente, o caso que a seguir apresentamos e de facil abordagem.
Proposic~ao 5.2.1 Se A = fAp; p 2 Pg  IRnn for um conjunto de matrizes estaveis
ent~ao, existe um conjunto de FLQs com 1-CSC.
Demonstrac~ao: Se A = fAp; p 2 Pg  IRnn for um conjunto de matrizes estaveis
ent~ao, existe um conjunto de FLQs, L = fPp; p 2 Pg, tais que C1(Pp) := Cp 2 IR+; p 2
P . Mas, se Pp e uma FLQ para Ap; p 2 P , ent~ao 1CpPp tambem o e. Logo
L =

1
Cp
Pp; p 2 P

e um conjunto de FLQs de A obtido de um conjunto de FLQs qualquer, L, e com 1-CSC.

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Da proposic~ao anterior obtem-se:
Teorema 5.2.2 Qualquer sistema comutado de ordem 2 e estabilizavel por reset parcial.
Mais, qualquer sistema comutado de ordem n e sempre estabilizavel por reset parcial de
ordem n  1.
De facto, como existe sempre um conjunto de FLQs com complemento de Schur
comum de ordem 1, ent~ao e possvel obter a estabilidade de um sistema comutado com
reset parcial de ordem n   1. E claro que, com resets parciais desta ordem, apenas
uma componente do estado permanece inalterada. Por este motivo, e importante que
prossigamos o nosso estudo sobre o problema da existe^ncia de complemento de Schur
comum de ordens superiores, procurando saber como estabilizar um sistema a custa de
resets parciais que permitam manter livre um maior numero de componentes do estado.
Vamos de seguida analisar o caso dos sistemas comutados de ordem 3 em que as matrizes
associadas ao banco de comutac~ao s~ao matrizes companheiras.
Um sistema X = (P ;P ;SP) diz-se um sistema comutado de ordem 3 na forma
companheira se o banco de comutac~ao P esta associado a um conjunto de matrizes
reais Ap denidas por:
Ap =
24 ap1  ap2  ap31 0 0
0 1 0
35 ; p 2 P: (5.2.1)
Estas matrizes s~ao designadas por matrizes companheiras.
E facil de vericar que os polinomios caractersticos das matrizes (5.2.1) s~ao dados
por:
P p(s) := s3 + ap1s
2 + ap2s+ a
p
3 = 0; p 2 P;
respectivamente. Segundo o Criterio de Routh-Hurwitz, ([2], p. 150), uma condic~ao
necessaria e suciente para que Ap seja estavel e:
ap2 >
ap3
ap1
e api 2 IR+; (5.2.2)
onde i = 1; 2; 3 e p 2 P. A seguir mostramos que, quando o menor dos valores de ap2
for superior ao maior dos valores de
ap3
ap1
, as matrizes Ap; p 2 P ; possuem um conjunto de
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FLQs com 2-CSC, o que permitira obter a estabilidade do sistema X atraves da aplicac~ao
de resets que alteram apenas a terceira componente do estado do sistema.
Teorema 5.2.3 Seja X um sistema comutado de ordem 3 na forma companheira, cujo
banco de comutac~ao esta associado a um conjunto de matrizes estaveis (5.2.1). Se, para
p 2 P,
min
p2P
[ap2] > max
p2P

ap3
ap1

(5.2.3)
ent~ao, X e estabilizavel por reset parcial de ordem 1.
Demonstrac~ao: Consideremos o conjunto A constitudo pelas matrizes Ap; p 2 P ,
denidas como em (5.2.1) tal que o menor dos valores de ap2 e superior ao maior dos
valores de
ap3
ap1
, com p 2 P. Pretendemos mostrar que, o sistema comutado associado a A
e estabilizavel por reset parcial de ordem 1. Para o efeito, provemos que A possui um
conjunto com FLQs com 2-CSC ou, atendendo ao Teorema 5.1.2, provemos que existe
um conjunto de FLQs com bloco (1,1) comum para as transpostas das matrizes Ap:
ATp =
264 a
p
1 1 0
 ap2 0 1
 ap3 0 0
375 ; p 2 P : (5.2.4)
Consideremos matrizes simetricas Pp; p 2 P , particionadas em blocos:
Pp =
264 b c p
p
13
c d pp23
pp13 p
p
23 p
p
33
375 ; p 2 P:
Seja Qp :=  ApPp   PpATp ; p 2 P . Ent~ao,
Qp =
264 2 (a
p
1b+ a
p
2c+ a
p
3p
p
13) a
p
1c+ a
p
2d+ a
p
3p
p
23   b ap1pp13 + ap2pp23 + a3pp33   c
ap1c+ a
p
2d+ a
p
3p
p
23   b  2c  d  pp13
ap1p
p
13 + a
p
2p
p
23 + a3p
p
33   c  d  pp13  2pp23
375:
Tomando para cada p 2 P :
pp13 =  d
pp23 =
1
ap3
(b  ap1c+ ap2pp13)
pp33 =
1
ap3
(c  ap1pp13   ap2pp23) ;
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obtemos
Qp = diag

2 (ap1b+ a
p
2c  ap3d) ; 2c; 
2
ap3
(b  ap1c  ap2d)

; p 2 P :
Como as matrizes Ap s~ao estaveis, mostrando que e possvel escolher b; c; d e as restantes
entradas de Pp em func~ao destes, tais que Qp > 0; ent~ao Pp e necessariamente denida
negativa. Desse modo, provamos que existe um conjunto de FLQs com bloco (1,1)
comum de ordem 2.
Considere-se, por uma quest~ao de simplicidade, c =  1, pois na realidade podemos
tomar para c qualquer valor negativo. Assim, tem que ser possvel escolher b e d tais
que
1
ap1
(ap3d+ a
p
2) < b <  ap1 + ap2d; para todo o p 2 P ;
ou seja, tais que
max
p2P

1
ap1
(ap3d+ a
p
2)

< b < min
p2P
[ ap1 + ap2d] : (5.2.5)
Para tal ser possvel, e necessario que exista d tal que
max
p2P

1
ap1
(ap3d+ a
p
2)

< min
p2P
[ ap1 + ap2d] : (5.2.6)
Tome-se
d >
 minp2P [ ap1] + maxp2P
h
ap2
ap1
i
minp2P [a
p
2] maxp2P
h
ap3
ap1
i ; para todo o p 2 P : (5.2.7)
Note-se que, por hipotese, minp2P [a
p
2] maxp2P
h
ap3
ap1
i
> 0 e, portanto, existe d 2 IR+ em
tais condic~oes. Alem disso, pelo mesmo motivo,
min
p2P
[ap2] max
p2P

ap3
ap1

d >  min
p2P
[ ap1] + max
p2P

ap2
ap1

;
ou, equivalentemente,
max
p2P

ap3
ap1

d+max
p2P

ap2
ap1

< min
p2P
[ ap1] + min
p2P
[ap2] :
Por outro lado, pela Proposic~ao C.0.12,
max
p2P

1
ap1
(ap3d+ a
p
2)

 max
p2P

ap3
ap1

d+max
p2P

ap2
ap1

e
min
p2P
[ ap1] + min
p2P
[ap2]  min
p2P
[ ap1 + ap2d] :
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Logo, (5.2.6) e satisfeita para a escolha de d feita em (5.2.7). Para concluir, b devera ser
escolhido de acordo com (5.2.5), depois de se ter xado um determinado d (satisfazendo
(5.2.7)). 
Exemplo 5.2.4 Seja X um sistema comutado cujo banco de comutac~ao esta associado
as matrizes:
A1 =
24 3  2  11 0 0
0 1 0
35 e A2 =
24 1:5  3  21 0 0
0 1 0
35 :
Mostremos que X e estabilizavel por reset parcial de ordem 1. Em primeiro lugar, note-
mos que as matrizes dadas s~ao estaveis e n~ao possuem nenhuma FLQC (A1A2 possui
valores proprios reais negativos), [41]. Como
min
p2P
[ap2] = min f2; 3g > max
p2P

ap3
ap1

= max

1
3
;
4
3

ent~ao, o sistema X possui um conjunto de FLQs com 2-CSC e, por conseguinte, e esta-
bilizavel por reset parcial de ordem 1.
5.3 Sistemas comutados com FLQs diagonais em
blocos
Para os sistemas comutados com FLQs diagonais em blocos do tipo diag (P1; P2),
procurar-se-a identicar, se possvel, conjuntos de FLQs deste tipo, mas com comple-
mento de Schur comum. E evidente que, estas FLQs te^m o bloco (1,1) comum, pois
coincide com o complemento de Schur de cada uma delas. Dentre essa classe de sis-
temas dedicar-nos-emos, mais adiante, em especial aos sistemas comutados triangulares
em blocos e aos sistemas comutados positivos. Em primeiro lugar, e importante notar
que, se um sistema comutado possui um conjunto de FLQs diagonais em 2 2  blocos
ent~ao, os blocos diagonais das matrizes do sistema, que se encontram igualmente parti-
cionadas, s~ao estaveis. Em particular, se tais FLQs forem do tipo diag(P; P p22); p 2 P,
tem-se:
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Lema 5.3.1 Se um conjunto de matrizes estaveis

Ap = [A
p
ij]i;j=1;2; p 2 P
	  IRnn
possui um conjunto de FLQs diagonais em blocos com (n  z)-CSC igual a P ent~ao, P
e uma FLQC para o conjunto fAp11; p 2 Pg, e as matrizes Ap22; p 2 P ; s~ao estaveis.
Demonstrac~ao: Consideremos as matrizes Ap e as respectivas FLQs Pp dadas por
Ap =
"
Ap11 A
p
12
Ap21 A
p
22
#
e Pp =

P 0
0 P p22

; p 2 P :
Notemos que, as matrizes Pp te^m complemento de Schur comum, igual a P . Ent~ao,
 ATp Pp   PpAp =
24 ( Ap11)T P   PAp11 
   (Ap22)T P p22   P p22Ap22
35
e uma matriz simetrica denida positiva, qualquer que seja o p 2 P . Consequentemente,
  (Ap11)T P   PA11 > 0 e   (Ap22)T P p22   P p22Ap22 > 0;
isto e, P e uma FLQC para as matrizes Ap11 e P
p
22 s~ao FLQs para as matrizes A
p
22; p 2 P ;
respectivamente. 
Identicadas as condic~oes necessarias para a existe^ncia de FLQs diagonais em blocos
com (n   z)-CSC vamos, sob tais condic~oes, estabelecer condic~oes sucientes. Para o
efeito, vamos admitir que as matrizes do banco de comutac~ao do sistema comutado s~ao
dadas por
Ap =
"
Ap11 A
p
12
Ap21 A
p
22
#
; (5.3.1)
onde Ap11 2 IR(n z)(n z) e que existem FLQs, P p22, para os blocos (2,2) das matrizes Ap,
respectivamente, e uma FLQC, P , para o conjunto dos blocos (1,1) tais que:
(Ap11)
T P + PA11 =  Qp1 < 0; para todo o p 2 P ;
(Ap22)
T P p22 + P
p
22A
p
22 =  Qp2 < 0; p 2 P ;
(5.3.2)
respectivamente.
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Teorema 5.3.2 Seja X um sistema comutado cujo banco de comutac~ao esta associado
a um conjunto de matrizes estaveis particionadas em 22 blocos de acordo com (5.3.1)
e que satisfazem as condic~oes (5.3.2). Se, para cada p 2 P,
16max
h
(Ap12)
T P (Qp1)
 1 PAp12
i
max
h
P p22A
p
21 (Q
p
1)
 1 (Ap21)
T P p22
i
< (min [Q
p
2])
2
ent~ao, o sistema X possui um conjunto de FLQs diagonais em blocos com (n  z)-CSC.
Mais, o sistema X e estabilizavel por reset parcial de ordem z.
Demonstrac~ao: Seja A = Ap = [Apij]i;j=1;2; p 2 P	 um conjunto de matrizes estaveis
em IRnn. Suponhamos que P e uma FLQC para as matrizes Ap11, P
p
22 s~ao FLQs para
as matrizes Ap22, respectivamente, e
16max
h
(Ap12)
T P (Qp1)
 1 PAp12
i
max
h
P p22A
p
21 (Q
p
1)
 1 (Ap21)
T P p22
i
< (min [Q
p
2])
2 ; (5.3.3)
para todo o p 2 P .
Se A for um conjunto de matrizes diagonais (Ap12 = 0 e Ap21 = 0, para todo o
p 2 P) ent~ao, tendo em conta que A satisfaz as as condic~oes (5.3.2), facilmente se
conclui que fPp = diag(P; P p22); p 2 Pg e um conjunto de FLQs diagonais em blocos com
complemento de Schur comum para A.
Consideremos agora o caso em que A e um conjunto de matrizes triangulares em
blocos (ou Ap12 = 0 ou A
p
21 = 0, para todo o p 2 P). Se Ap12 = 0, para todo o p 2 P , e
Ap21 6= 0, para algum p 2 P, ent~ao, considerando a abordagem adoptada na Secc~ao 2.1,
e possvel identicar um conjunto de FLQs do tipo diag (P; pP
p
22), onde
0 < p <
min [Q
p
2]
max
h
P p22A
p
21 (Q
p
1)
 1 (Ap21)
T P p22
i : (5.3.4)
Analogamente, se Ap21 = 0, para todo o p 2 P , e Ap12 6= 0, para algum p 2 P , ent~ao, e
possvel identicar um conjunto de FLQs do tipo diag (P; pP
p
22), onde
p >
max
h
(Ap12)
T P (Qp1)
 1 PAp12
i
min [Q
p
2]
: (5.3.5)
Doutro modo, suponhamos que A e um conjunto de matrizes em que Ap12 6= 0 e
Ap21 6= 0, qualquer que seja o p 2 P . Com base na abordagem adoptada na Secc~ao 2.2,
consideremos as matrizes Ap escritas como:
Ap =
"
1
2
Ap11 0
Ap21
1
2
Ap22
#
+
"
1
2
Ap11 A
p
12
0 1
2
Ap22
#
; p 2 P: (5.3.6)
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Denotemos por Tp e por Wp a primeira e a segunda parcelas de (5.3.6). Ent~ao, tendo
em conta os casos anteriores, para as matrizes Tp, diag (P; tpP
p
22) s~ao FLQs se:
0 < tp <
min

1
2
Qp2

max
h
P p22A
p
21
 
1
2
Qp1
 1
(Ap21)
T P p22
i
=
min [Q
p
2]
4max
h
P p22A
p
21 (Q
p
1)
 1 (Ap21)
T P p22
i
e para as matrizes Wp, diag (P;wpP
p
22) s~ao FLQs se:
wp >
max
h
(Ap12)
T P
 
1
2
Qp1
 1
PAp12
i
min

1
2
Qp2

=
4max
h
(Ap12)
T P (Qp1)
 1 PAp12
i
min [Q
p
2]
:
Ora, (5.3.3) e equivalente a
4max
h
(Ap12)
T P (Qp1)
 1 PAp12
i
min [Q
p
2]
<
min [Q
p
2]
4max
h
P p22A
p
21 (Q
p
1)
 1 (Ap21)
T P p22
i ;
o que permite escolher, para cada p 2 P, tp = wp. Obtem-se assim, para cada Ap uma
FLQ do tipo diag (P; pP
p
22) com p := tp = wp, p 2 P .
Em suma, o sistema comutado X possui um conjunto de FLQs diagonais em blocos
com (n z)-CSC de ordem igual a ordem de Ap11; p 2 P e, por conseguinte, e estabilizavel
por reset parcial de ordem igual a ordem das matrizes Ap22; p 2 P . 
Exemplo 5.3.3 As matrizes
A1 =
2664
 2  1 1  1
 0:5  2 0:5 2
 1 1  6  9
 1  2 9  6
3775 e A2 =
2664
 100 0  2 1
1  120  1 0
1 0  10  11
 1 1 150 0
3775
possuem FLQs com 2-CSC. Notemos em primeiro lugar que os blocos (1,1), A111 e A
2
11,
possuem uma FLQC
P =

1  0:2
 0:2 1

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e os blocos (2,2) s~ao estaveis (mas n~ao possuem uma FLQC, pois os valores proprios do
produto desses blocos s~ao reais negativos). Sejam
P 122 = diag(0:08; 0:08) e P
2
22 =

0:7 0:04
0:04 0:05

FLQs dos blocos (2,2), respectivamente. Ent~ao,
Q11 =

3:8 0:7
0:7 3:6

; Q21 =

200:4  45
 45 240

e
Q12 = diag(0:96; 0:96)
 
min

Q12
2  0:9216;
Q22 =

2 0:6
0:6 0:88
  
min

Q22
2  0:3835:
Vejamos que as condic~oes do teorema anterior se vericam:
 para p = 1:
16max
h 
A112
T
P
 
Q11
 1
PA112
i
max
h
P 122A
1
21
 
Q11
 1  
A121
T
P 122
i
 0:3248 <  min Q122
 para p = 2:
16max
h 
A112
T
P
 
Q11
 1
PA112
i
max
h
P 222A
2
21
 
Q21
 1  
A221
T
P 222
i
 0:0008 <  min Q222 :
Ent~ao, pelo Teorema 5.3.2, as matrizes A1 e A2 possuem FLQs com 2-CSC e, portanto,
o sistema comutado de ordem 4, cujo banco de comutac~ao esta associado as matrizes
dadas, e estabilizavel por reset parcial de ordem 2.
O resultado que exprimimos no proximo teorema e uma aplicac~ao directa do Lema
2.2.5 e obtem-se usando os mesmos argumentos da prova do Teorema 2.2.6 do Captulo
2. Este resultado permitira nalguns casos identicar sistemas comutados que admitem
um conjunto de FLQs diagonais em blocos com (n  z)-CSC.
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Teorema 5.3.4 Seja X um sistema comutado cujo banco de comutac~ao esta associado
a um conjunto de matrizes estaveis particionadas em 22 blocos de acordo com (5.3.1)
e que satisfazem as condic~oes (5.3.2). Se, para cada p 2 P,
min(Q
p
1) > 4 kPAp12ks
Ap21TP p22
s
(Qp2) 1
s
(5.3.7)
ent~ao, o sistema X possui um conjunto de FLQs diagonais em blocos com (n  z)-CSC.
Mais, o sistema X e estabilizavel por reset parcial de ordem z.
5.4 Sistemas comutados triangulares em blocos
Nesta secc~ao, analisamos em que condic~oes os sistemas triangulares em blocos satis-
fazem a propriedade de existe^ncia de complemento de Schur comum e mostramos que a
estabilizac~ao via reset parcial pode ser bem sucedida sem que este tipo de sistemas nece-
ssite de satisfazer esta propriedade. Comecamos por estabelecer uma condic~ao necessaria
e suciente para a existe^ncia de um conjunto de FLQs com (n z)-CSC para um sistema
comutado cujo banco de comutac~ao esta associado a um conjunto de matrizes com uma
estrutura triangular superior em 2 2-blocos.
Teorema 5.4.1 Seja X = (P ;P ;SP) um sistema comutado cujo banco de comutac~ao
esta associado ao conjunto de matrizes estaveis em IRnn(
Ap =
"
Ap11 A
p
12
0 Ap22
#
: Ap11 2 IR(n z)(n z); p 2 P
)
: (5.4.1)
As seguintes proposic~oes s~ao equivalentes.
i) X possui um conjunto de FLQs com (n  z)-CSC.
ii) X possui um conjunto de FLQs diagonais em 2 2-blocos com (n  z)-CSC.
iii) X1 = (P ;1P ;SP) cujo banco de comutac~ao esta associado ao conjunto dos blocos
(1,1) das matrizes Ap, fAp11; p 2 Pg, possui uma FLQC.
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Demonstrac~ao: ii)) i) E obvio.
i) ) iii) Suponhamos que o sistema X possui um conjunto de FLQs com (n   z)-
CSC. Ent~ao, pelo Teorema 5.1.2, o conjunto das transpostas das matrizes Ap possui um
conjunto de FLQs com o bloco (1,1) comum, digamos,(
Pp =
"
P P p12
(P p12)
T P p22
#
; p 2 P
)
:
Ent~ao, tendo em conta a estrutura das matrizes Ap e Pp,
 ApPp   PpATp =

 Ap11P   PAp11T 
 

> 0; para todo o p 2 P ;
o que implica que
 Ap11P   P (Ap11)T > 0; para todo o p 2 P :
Assim, P e uma FLQC para as matrizes (Ap11)
T ; p 2 P : Pela Proposic~ao B.0.11, P 1
e uma FLQC para o conjunto fAp11; p 2 Pg. Logo, o sistema comutado cujo banco de
comutac~ao esta associado a este conjunto de matrizes, possui uma FLQC.
iii) ) ii) Suponhamos que o sistema comutado X1 = (P;1P ;SP), cujo banco de co-
mutac~ao esta associado ao conjunto fAp11; p 2 Pg, possui uma FLQC. Ent~ao, o sistema X
cujo banco de comutac~ao esta associado ao conjunto (5.4.1) satisfaz as condic~oes do Teo-
rema 5.3.2. Logo, o sistema comutado X possui um conjunto de FLQs com (n  z)-CSC
(que s~ao diagonais em 2 2-blocos). 
Observac~ao 5.4.2 De forma analoga se estabelece o resultado do teorema anterior para
um sistema comutado cujo banco de comutac~ao esta associado a um conjunto de matrizes
com uma estrutura triangular inferior em 2 2-blocos.
Como ja foi referido a propriedade de existe^ncia de complemento de Schur comum
n~ao e preservada por qualquer transformac~ao de semelhanca (veja-se o Exemplo 5.1.3),
a menos que seja do tipo
Tp =
"
T11 0
T p21 T
p
22
#
; T11 2 C(n z)(n z); (5.4.2)
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onde T11, T
p
22 s~ao matrizes invertveis e T11 n~ao depende de p, Proposic~ao 5.1.4.
Caso as matrizes Ap associadas ao banco de comutac~ao de um sistema comutado
forem triangularizaveis por transformac~oes de semelhanca complexas invertveis do tipo
(5.4.2), a existe^ncia de um conjunto de FLQs com (n  z)-CSC para um sistema comu-
tado, cujo banco de comutac~ao esta associado as matrizes Ap, e equivalente a existe^ncia
de um conjunto de FLQs com (n  z)-CSC para o sistema comutado cujo banco de co-
mutac~ao esta associado as matrizes T 1p ApTp; p 2 P, Proposic~ao 5.1.4. Por sua vez, como
este sistema e triangular em blocos, atendendo ao Teorema 5.4.1, a ultima condic~ao e
equivalente a existe^ncia de uma FLQC para os blocos (1,1), de ordem n z, das matrizes
T 1p ApTp; p 2 P: Deste modo obtemos o resultado do seguinte teorema.
Corolario 5.4.3 Seja X = (P ;P ;SP) um sistema comutado cujo banco de comutac~ao
esta associado a um conjunto de matrizes Ap; p 2 P; denidas como em (5.4.1), estaveis
e triangularizaveis em blocos por transformac~oes de semelhanca Tp do tipo (5.4.2). O
sistema X possui um conjunto de FLQs com (n   z)-CSC se, e so se, o conjunto de
blocos (1,1), de ordem n  z, das matrizes T 1p ApTp; p 2 P; possui uma FLQC.
Ent~ao, resulta do Teorema 5.4.1 e do Teorema 4.3.8:
Corolario 5.4.4 Seja X = (P ;P ;SP) um sistema comutado cujo banco de comutac~ao
esta associado a um conjunto de matrizes Ap; p 2 P; denidas como em (5.4.1), estaveis
e triangularizaveis em blocos por transformac~oes de semelhanca Tp do tipo (5.4.2). Se
o conjunto de blocos diagonais (1,1) das matrizes T 1p ApTp possui uma FLQC ent~ao, o
sistema X e estabilizavel por reset parcial de ordem z.
E de salientar que e possvel estabelecer uma condic~ao menos forte do que a condic~ao
iii) do Teorema 5.4.1 que garanta a estabilizac~ao por reset parcial de ordem z. Na
verdade, para que um sistema comutado triangular em blocos seja estabilizavel por
reset parcial de ordem z e suciente que o sistema comutado cujo banco de comutac~ao
esta associado ao conjunto fAp11; p 2 Pg seja estavel, sem ser necessario que possua uma
FLQC. Vamos estabelecer este resultado para um sistema comutado triangular superior
em 2 2-blocos, podendo enunciar-se um resultado analogo para um sistema comutado
triangular inferior em 2 2-blocos.
5.4 Sistemas comutados triangulares em blocos 93
Teorema 5.4.5 Seja X = (P ;P ;SP) um sistema comutado cujo banco de comutac~ao
esta associado a um conjunto de matrizes estaveis:(
Ap =
"
Ap11 A
p
12
0 Ap22
#
: Ap11 2 IR(n z)(n z); p 2 P
)
:
Se o sistema comutado X1 = (P ;1P ;SP), cujo banco de comutac~ao esta associado ao
conjunto fAp11; p 2 Pg, e estavel ent~ao, o sistema X e estabilizavel por reset parcial de
ordem z.
Demonstrac~ao: Suponhamos que o sistema comutado X1 = (P ;1P ;SP) ; cujo banco
de comutac~ao esta associado ao conjunto fAp11; p 2 Pg, e estavel. Ent~ao, por denic~ao,
para cada  2 SP o correspondente sistema -comutado, 1, e estavel.
Seja  2 SP , qualquer. Consideremos o sistema -comutado 2, cujo banco de
comutac~ao esta associado ao conjunto fAp22; p 2 Pg, e para o qual se permite reposic~ao
do estado, x2.
Provemos que o sistema  cujo banco de comutac~ao esta associado ao conjunto
fAp; p 2 Pg e estabilizavel por reset parcial de ordem z. Seja x =
h
(x1)T (x2)T
iT
tal
que:
x(tk) = R(q;p)x(t
 
k );
com
R(q;p) = diag

In z; R
(q;p)
22

; (5.4.3)
onde as matrizes R
(q;p)
22 s~ao escolhidas de acordo com o Corolario 4.3.4. Ent~ao, o sistema
-comutado 2 com reset e estavel.
Seja z =

x1
z2

. O sistema variante no tempo obtido do sistema -comutado , com
resets parciais (5.4.3), e dado por:
RP :=
 _x1(t) = A11(t)x1(t) + A12(t)z2(t)
_z2(t) = eA22(t)z2(t) ; (5.4.4)
ao qual est~ao associados os sistemas variantes no tempo estaveis
1 :=
_x1(t) = A11(t)x
1(t) + A12(t)z
2(t) e 2 :=
_z2(t) = eA22(t)z2(t);
onde A11(t) := (A11)
(t) e A12(t) := (A12)
(t). Pretendemos ent~ao provar que o sistema
variante no tempo RP e estavel.
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Denotemos por  a matriz de transic~ao associada a 1. Ent~ao, de acordo com a
Denic~ao 1.1.3, como o sistema 1 e estavel, existem constantes positivas  e  tais que
k(t; 0)k  e t; para todo o t  0; (5.4.5)
ou, por ([35], p. 95), existem constantes positivas  e  tais que
k(t; )k  e (t ); para todo t;  tais que t  : (5.4.6)
Ora, kz(t)k  kx1(t)k+ kz2(t)k e, porque
x1(t) = (t; 0)x1(0) +
Z t
0
(t; )A12()z
2()d;
obtem-se
kz(t)k  k(t; 0)kkx1(0)k+
Z t
0
k(t; )kkA12()kkz2()kd + kz2(t)k: (5.4.7)
Ent~ao, por (5.4.6), tem-se
kz(t)k  e tkx1(0)k+ e t
Z t
0
ekA12()kkz2()kd + kz2(t)k: (5.4.8)
Por outro lado, como 2 e estavel ent~ao, existem constantes positivas  e  tais que
kz2(t)k  e tkz2(0)k; para todo o t  0: (5.4.9)
Ent~ao, de (5.4.8), temos
kz(t)k  e tkx1(0)k+kz2(0)ke t
Z t
0
e( )kA12()kd + e tkz2(0)k: (5.4.10)
Seja
 () := e( )kA12()k: (5.4.11)
Assim, (5.4.10) e equivalente a
kz(t)k  e t

kx1(0)k+ kz2(0)k
Z t
0
 ()d

+ e tkz2(0)k: (5.4.12)
Ora, sendo z =

(x1)T (z2)T
T
e (x1)2  (x1)2 + (z2)2, resulta que kx1k  kzk. Da
mesma forma, kz2k  kzk. Logo, de (5.4.12) resulta
kz(t)k 

e t

1 + 
Z t
0
 ()d

+ e t

kz(0)k : (5.4.13)
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Como  () e uma func~ao limitada e positiva ent~ao,
1 + 
Z t
0
 ()d > 0:
Considere-se assim, a constante positiva
 := 

1 + 
Z t
0
 ()d

:
Tendo em conta (5.4.13), existem constantes positivas ;  e  tais que
kz(t)k   e t + e t kz(0)k : (5.4.14)
Mas,
 
e t + e t
  e Nt + e Nt;
com N = min f; g. Isto e,  e t + e t  ( + )e Nt: Assim,
 
e t + e t
  Me N ;
onde M =  +  e N = min f; g. Ent~ao, para estas constantes temos, atendendo a
(5.4.14),
kz(t)k Me Nt kz(0)k ;
pelo que o sistema -comutado RP , com os resets parciais dados em (5.4.3), e estavel.
Como  2 SP e qualquer, ent~ao X = (P ;P ;SP) e estabilizavel por reset parcial de
ordem z. 
5.5 Sistemas comutados positivos
Em determinadas areas, como a Biologia, a Biomedicina ou a Economia, surgem
problemas que requerem uma restric~ao de n~ao-negatividade do tipo x(t)  0; para t  0;
sobre as variaveis de estado, ou seja, e necessario impor que todas as componentes do vec-
tor de estado x(t) sejam n~ao-negativas em cada instante t. E este o caso, quando as com-
ponentes do estado correspondem a concentrac~oes ou quantidades de certas substa^ncias
(por exemplo, farmacos), no organismo.
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Um sistema cuja trajectoria de estado tem incio numa condic~ao inicial n~ao-negativa
e permanece n~ao-negativa nos instantes de tempo subsequentes, e chamado sistema
linear invariante positivo. E conhecido que, um sistema linear invariante _x(t) = Ax(t)
e positivo se, e so se, todas as entradas n~ao-diagonais da matriz A s~ao n~ao-negativas,
[11]. Estas matrizes s~ao conhecidas por matrizes de Metzler.
Em [14] e referido que, algumas aplicac~oes recentes em determinadas areas conduzi-
ram a uma extens~ao da teoria dos sistemas lineares invariantes positivos aos sistemas
lineares variantes no tempo, em particular aos sistemas lineares comutados positivos,
isto e, aos sistemas comutados cujos bancos de comutac~ao s~ao constitudos por sistemas
lineares invariantes positivos, veja-se por exemplo [8]. O estudo da estabilidade desta
classe de sistemas comutados tem sido fundamentalmente direccionado para o que muitos
autores chamam de estabilidade diagonal e que consiste na analise da existe^ncia de uma
FLQC diagonal para este tipo de sistemas comutados, veja-se [28, 30] e as respectivas
refere^ncias.
A nalidade desta secc~ao e, de uma forma breve, determinar em que condic~oes um
sistema comutado positivo possui um conjunto de FLQs diagonais com as primeiras n z
entradas diagonais comuns. Nestas condic~oes, garantimos a existe^ncia de um conjunto
de FLQs com (n  z)-CSC e, por conseguinte, a estabilidade deste tipo de sistemas via
reset parcial. A abordagem aqui adoptada toma como ponto de partida o facto de um
sistema positivo estavel admitir sempre uma FLQ diagonal, que pode ser determinada a
custa das componentes de certos vectores positivos. Comecamos por denir um sistema
comutado positivo.
Um sistema X = (P ;P ;SP) diz-se um sistema comutado positivo se o banco de
comutac~ao P , esta associado a um conjunto de matrizes de Metzler.
Teorema 5.5.1 [19] Seja A 2 IRnn uma matriz de Metzler. Ent~ao, as seguintes
armac~oes s~ao equivalentes:
1. A e estavel.
2. Existe um vector v  0 em IRn tal que  Av  0.
3.  A 1 e n~ao-negativa.
4. Existe uma matriz diagonal denida positiva D tal que ATD +DA < 0:
5.5 Sistemas comutados positivos 97
E facil reconhecer que, se A 2 IRnn e uma matriz de Metzler estavel ent~ao, AT
tambem e uma matriz de Metzler estavel. Por conseguinte, decorre do resultado anterior
que, sendo A uma matriz de Metzler, existem sempre vectores positivos em IRn tais que
 Av  0 e   ATw  0: (5.5.1)
Daqui em diante, designamos os vectores positivos v e w que vericam (5.5.1) por
vectores de Lyapunov a direita de A e AT , respectivamente.
O resultado anterior permite ainda concluir que, para um conjunto de matrizes de Metz-
ler estaveis existe sempre um conjunto de FLQs diagonais. Segundo o proximo resultado,
cada uma dessas FLQs pode ser determinada atraves dos vectores de Lyapunov de cada
matriz e da sua transposta, respectivamente.
Teorema 5.5.2 [44] Seja A 2 IRnn uma matriz de Metzler estavel. Se v e w s~ao
vectores positivos em IRn tais que
 Av  0 e   ATw  0
ent~ao, A possui uma FLQ diagonal
D = diag

w1
v1
;
w2
v2
; : : : ;
wn
vn

;
onde wi e vi; i = 1; : : : ; n; s~ao as componentes dos vectores v e w, respectivamente.
Com base neste teorema, enunciamos agora uma condic~ao suciente de existe^ncia de
um conjunto de FLQs diagonais do tipo Dp = diag(P; P
p
22); p 2 P .
Proposic~ao 5.5.3 Seja X = (P ;P ;SP) um sistema comutado cujo banco de comuta-
c~ao esta associado ao conjunto de matrizes de Metzler estaveis fAp; p 2 Pg. Se, para
cada p, existirem vectores de Lyapunov a direita de Ap e A
T
p , vp e wp com componentes vpi
e wpi; i = 1; : : : ; n; respectivamente, tais que as primeiras n  z componentes satisfazem:
wp1
vp1
= d1; : : : ;
wpn z
vpn z
= dn z (5.5.2)
ent~ao, X possui um conjunto de FLQs diagonais com (n  z)-CSC, denidas por
Dp = diag
 
d1; d2; : : : ; dn z; d
p
n z+1; : : : ; d
p
n

;
onde dpi =
wpi
vpi
, para i = n  z+1; : : : ; n: Mais, o sistema comutado X e estabilizavel por
reset parcial de ordem z.
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Observac~ao 5.5.4 Dizemos que v  0 e w  0 s~ao vectores de Lyapunov a direita
comuns para Ap e A
T
p , respectivamente, se para todo o p 2 P,
 Apv  0 e   ATpw  0:
Se, em particular, os vectores de Lyapunov vp e wp do resultado anterior forem con-
stantes, isto e, vp  v e wp  w, para todo o p 2 P, ent~ao e obvio que se verica a
condic~ao (5.5.2) da Proposic~ao 5.5.3. Consequentemente, no a^mbito da estabilidade dos
sistemas comutados, o resultado que estabelecemos na proposic~ao anterior, generaliza um
resultado ja conhecido, [34], que arma que, a existe^ncia de vectores de Lyapunov a di-
reita comuns para Ap e A
T
p assegura a existe^ncia de uma FLQC diagonal para o sistema
comutado associado e, portanto, a respectiva estabilidade.
Exemplo 5.5.5 Seja X = (P ;P ;SP) um sistema comutado cujo banco de comutac~ao
esta associado ao conjunto constitudo pelas matrizes de Metzler estaveis
A1 =
24 16 0 116  10 0
100 0  200
35 e A2 =
24 3 0 33  5 0
5 0  6
35 :
Vejamos que X possui um conjunto de FLQs diagonais com 2  CSC.
Consideremos, para cada p = 1; 2, os pares de vectores positivos
v1 =

1 2 2
T
e w1 =
h
1 1
10
1
20
iT
v2 =
h
1 2 9
10
iT
e w2 =
h
1 1
10
51
100
iT
Ent~ao,
w11
v11
=
w21
v21
= 1 e
w12
v12
=
w22
v22
=
1
10
2
e
 A1v1 =

14 4 300
T  0 e  AT1w1 = 9:4 1 9 T  0
 A2v2 =

0:3 7 0:4
T  0 e  AT2w2 = 0:15 0:5 0:06T  0:
Logo, pela Proposic~ao 5.5.3, D1 = diag

1;
1
10
2
;
1
20
2

, D2 = diag

1;
1
10
2
;
51
100
9
10

s~ao FLQs
diagonais de A1 e A2, respectivamente. Note-se que, as matrizes A1 e A2 n~ao possuem
nenhum vector de Lyapunov comum, pois a matriz
A 11 A2 
240:1919 0  0:19160:0071 0:5  0:3066
0:0710 0  0:0658
35
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tem uma coluna de entradas negativas, ([17], p. 22).
Observac~oes 5.5.6
1. Os vectores vp e wp; p = 1; 2, indicados no exemplo anterior, foram determinados
como a seguir explicamos. Consideram-se vectores quaisquer, v1 =

x1 y1 z1
T
,
w1 =
h
l1 m1 n1
iT
, v2 =

x2 y2 z2
T
e w2 =
h
l2 m2 n2
iT
e escolhem-se as
respectivas componentes tais que  A1v1  0,  A2v2  0,  AT1w1  0 e  AT2w2 
0, isto e, tais que
(16x1   z1;  16x1 + 10y1;  100x1 + 200z1)  0
(16l1   16m1   100n1; 10m1;  l1 + 200n1)  0 (5.5.3)
(3x2   3z2;  3x2 + 5y2; 5x2 + 6z2)  0
(3l2   3m2   5n2; 5m2;  3l2 + 6n2)  0 (5.5.4)
Tomando, por exemplo, l1 = x1 = 1; (5.5.3) verica-se se
(16  z1;  16 + 10y1;  100 + 200z1)  0
(16  16m1   100n1; 10m1;  1 + 200n1)  0 :
Donde,
z1 2

1
2
; 16

; y1 2

16
10
;+1

; n1 2

1
200
;
16  16m1
100

; com m1 2

0;
31
32

:
Tomando, por exemplo, l2 = x2 = 1; (5.5.4) verica-se se
(3  3z2;  3 + 5y2;  5 + 6z2)  0
(3  3m2   5n2; 5m2;  3 + 6n2)  0 :
Donde,
z2 2

5
6
; 1

; y2 2

3
5
;+1

; n2 2

1
2
;
3  3m2
5

; com m2 2

0;
1
6

:
Escolhendo m1 = m2 = 0:1 e y1 = y2 = 2; faz-se a escolha dos valores das
restantes componentes;
2. As matrizes do exemplo anterior n~ao vericam a condic~ao (5.3.7) do Teorema
5.3.4, para a escolha (obvia) de P1 = I e P
p
22 = 1; p = 1; 2. De facto, a matriz
identidade e uma FLQC para os blocos (1,1) e os blocos (2,2) s~ao estaveis. Ent~ao,
Q11 =  
 
A111
T
P1   P1A111 =

32  16
 16 20

; min
 
Q11
  8:9120
Q21 =  
 
A211
T
P1   P1A211 =

6  3
 3 10

; min
 
Q21
  4:3944
Q12 =  
 
A122
T
P 122   P 122A122 = 400
Q22 =  
 
A222
T
P 222   P 222A222 = 12:
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Apesar de,
min
 
Q11

> 4
P1A112s  A121T P 122s  Q12 1s = 1;
n~ao se verica a outra condic~ao do teorema referido, pois
min
 
Q21

< 4
P1A212s  A221T P 222s  Q22 1s = 5:
5.6 Considerac~oes nais
Em geral, obter a estabilidade de um sistema comutado por meio da aplicac~ao de
resets apenas numa parte das componentes do estado do sistema pode revelar-se, ao
inves do caso em que existe total liberdade na aplicac~ao de resets, uma tarefa difcil
de executar. Exploramos a resoluc~ao deste problema analisando a existe^ncia de FLQs
com complemento de Schur comum. Apesar da identicac~ao destes conjuntos de FLQs
constituir um problema tambem delicado, quando feita conseguimos determinar famlias
de resets parciais com as quais garantimos a estabilidade do sistema comutado associado.
Neste captulo, analisamos em que condic~oes um sistema comutado satisfaz a pro-
priedade de existe^ncia de FLQs com complemento de Schur comum, estabelecendo
criterios que zeram intervir explicitamente as caractersticas das matrizes associadas
aos bancos de comutac~ao de algumas classes de sistemas comutados. Especicamente,
contemplamos os casos em que as matrizes est~ao na forma companheira, em que as ma-
trizes s~ao de Metzler e em que as matrizes s~ao triangulares em blocos ou transformaveis
em matrizes triangulares em blocos por transformac~oes de semelhanca complexas in-
vertveis de determinado tipo. As conclus~oes retiradas para a ultima classe de sistemas
comutados referida permite-nos agora acrescentar mais algumas considerac~oes aos sis-
temas de controlo comutado considerados em [15, 16]. Considerac~oes estas, que con-
vergem para algumas das conclus~oes apontadas nos trabalhos citados e que reectem
uma das aplicac~oes da teoria de sistemas comutados com reset parcial erguida nesta
tese. Como ja tivemos oportunidade de referir, considerando sistemas de controlo comu-
tado tal como foram apresentados na Secc~ao 3.4 do Captulo 3, e tomando determinadas
realizac~oes para a planta e para os controladores, obtem-se um sistema de controlo co-
mutado em que as matrizes Ap; p 2 P ; associadas ao respectivo banco de comutac~ao s~ao
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simultaneamente triangularizaveis em blocos. De facto, de acordo com ([15], p. 1912),
a transformac~ao de semelhanca
T =
24 I 0 0I 0 I
0 I 0
35 ;
triangulariza em blocos todas as matrizes Ap transformando-as em matrizes do tipo
Ap =
2664
A11  
0 A
p
22 
0 0 A33
3775 ;
para as quais o bloco A11 e comum e de ordem n  z. Como T preserva a propriedade
de existe^ncia de complemento de Schur comum ent~ao, pelo Corolario 5.4.4, conclui-se
que o sistema de controlo comutado e estabilizavel por reset parcial de ordem z.
Conclus~oes
Nesta tese, um dos objectivos principais foi estabelecer condic~oes que garantissem a
possibilidade de obter a estabilidade de um sistema comutado, a custa de uma escolha
de resets adequados.
Sendo a arbitrariedade do sinal de comutac~ao uma premissa na dina^mica dos sistemas
estudados, a existe^ncia de uma FLQC e uma condic~ao suciente para garantir a respec-
tiva estabilidade. Consequentemente, procuramos, no Captulo 2, acrescentar algumas
respostas as ja dadas para o problema da existe^ncia de tal func~ao. Com esse proposito
e tendo tambem em vista os objectivos propostos nesta tese estabelecemos criterios de
estabilidade baseados numa analise em blocos. Concretamente, consideramos as matrizes
associadas ao banco de comutac~ao particionadas em blocos e obtivemos criterios de
estabilidade em func~ao desses blocos. Em primeiro lugar, abordamos o caso triangular
em blocos. Ja era conhecido, [9], que um sistema comutado deste tipo tem uma FLQC
se os blocos diagonais situados na mesma posic~ao nas respectivas matrizes associadas ao
banco tiverem tambem uma FLQC. Produzimos uma prova alternativa que e construtiva.
Esta prova permitiu estabelecer uma condic~ao suciente para a existe^ncia de FLQC para
sistemas comutados com bancos de comutac~ao constitudos por matrizes denidas em
blocos, n~ao necessariamente com estrutura triangular.
Ainda no Captulo 2, estabelecemos outros criterios de existe^ncia de FLQC para
sistemas comutados n~ao-triangulares denidos em blocos. Os resultados que obtivemos
foram importantes para o problema da existe^ncia de FLQC para um sistema comutado e
para o estudo da respectiva estabilidade, particularmente no que concerne a estabilidade
dos sistemas comutados interconectados em serie, em paralelo e por realimentac~ao. A
utilidade desses resultados sobressaiu tambem no a^mbito da estabilizac~ao dos sistemas
comutados via reset parcial, estudada no Captulo 5.
No Captulo 3, introduzimos o conceito de sistema linear comutado com reset para o
qual nos instantes de comutac~ao, admitimos a hipotese de ocorrerem descontinuidades do
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estado do sistema. Esta situac~ao ja tinha sido contemplada no estudo da estabilidade
de um sistema de controlo comutado, no trabalho de de J. P. Hespanha e Morse em
[15]. Do estudo realizado neste captulo, constatamos que o metodo adoptado por estes
autores para a obtenc~ao da estabilidade deste tipo de sistema comutado, que consistiu na
escolha das realizac~oes adequadas para os controladores n~ao evidencia, aparentemente,
nenhuma vantagem de se abdicar da aplicac~ao de resets.
As principais quest~oes colocadas no terceiro captulo, quanto a estabilidade de um
sistema comutado com reset e quanto a estabilizac~ao destes sistemas, foram as mes-
mas que colocamos no Captulo 4, com a restric~ao de permitir que os resets a aplicar
afectassem apenas uma parte das componentes do estado do sistema. Porem, ao impor
esta condic~ao, outras quest~oes se levantaram. Na verdade, neste quadro era de esperar
que houvesse necessidade de impor condic~oes adicionais. Neste a^mbito destacamos a
seguinte conclus~ao do trabalho realizado: a existe^ncia de uma famlia de FLQs com
complemento de Schur comum de ordem n   z e uma condic~ao suciente para que um
sistema comutado seja estabilizavel por reset parcial de ordem z. De facto, o problema
da existe^ncia de uma FLQC esta para a estabilidade de um sistema comutado assim
como o problema da existe^ncia de FLQs com complemento de Schur comum esta para
a estabilizac~ao por reset parcial desse sistema.
Apos termos concludo que um sistema comutado e estabilizavel por reset parcial
desde que o mesmo possua um conjunto de FLQs com o mesmo complemento de Schur e
reconhecida as diculdades inerentes a esta quest~ao, no Captulo 5 identicamos dentre
algumas classes de sistemas comutados, sistemas que possuem um conjunto de FLQs
com tal propriedade e que, consequentemente, s~ao estabilizaveis por reset parcial.
Uma vez que a estabilidade de um sistema comutado (sem reset) n~ao e facil de testar
e que existem ainda muitas quest~oes em aberto relativas a existe^ncia de FLQC, n~ao era
de esperar grandes facilidades no estudo da estabilidade de um sistema comutado com
reset. Na realidade, com esta tese contribumos com a identicac~ao de algumas classes de
sistemas com reset estaveis e conseguimos propor em alguns casos estrategias de escolha
de resets parciais que tornam um sistema comutado estavel. Todavia, muitas outras
classes cam por identicar. Deste modo, uma das linhas de orientac~ao de trabalho
futuro, que podera vir a ser frutuosa, e a da identicac~ao dessas outras classes de sistemas
comutados. Essa pesquisa podera prosseguir usando as tecnicas utilizadas nesta tese,
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mas, sob uma perspectiva geometrica, associada a geometria dos cones convexos, [29],
ou podera envolver a introduc~ao de novos processos.
Outros problemas que poder~ao ser contemplados em trabalho futuro relacionam-se
com outras propriedades estruturais tais como a controlabilidade e a observabilidade.
Ape^ndice A
Algebras de Lie
Aqui apresenta-se uma breve sntese sobre algebras de Lie, em grande parte baseada
em [21, 36, 37].
(i) Uma algebra de Lie g e um espaco vectorial de dimens~ao nita munido do operador
comutador ou pare^ntesis de Lie, que e uma func~ao bilinear, anti-simetrica [:; :] :
g g! g que satisfaz a identidade de Jacobi
[a; [b; c]] + [b; [c; a]] + [c; [a; b]] = 0:
(ii) Dada uma famlia de matrizes fAp; p 2 Pg  IRnn, dene-se a algebra de Lie
gerada por estas matrizes e representamo-la por
g = fAp; p 2 PgAL
como sendo a menor algebra de Lie com pare^ntesis [A;B] = AB BA que contem
as matrizes dadas.
(iii) Se g1 e g2 s~ao subespacos lineares de uma algebra de Lie g, ent~ao [g1; g2] representa
o espaco linear gerado por todos os produtos [g1; g2] com g1 2 g1 e g2 2 g2; e
denimos a seque^ncia g(k) como:
g(1) := g
g(k+1) := [g(k); g(k)]  g(k):
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Por exemplo, se g e uma algebra de Lie gerada por duas matrizes A e B, isto e,
g = fA;BgAL, ent~ao
g(1) = g1 = g = span fA;B; [A;B]; [A; [A;B]]; : : :g
g(2) = g2 = span f[A;B]; [A; [A;B]]; : : :g
g(3) = span f[[A;B]; [A; [A;B]]]; : : :g  g3 = span f[A; [A;B]]; [B; [A;B]]; : : :g
e assim sucessivamente.
(iv) Se existir k tal que g(k) = 0 para um k  k, ent~ao g diz-se soluvel. Por exemplo, se
as matrizes do conjunto fAp; p 2 Pg comutarem aos pares, ent~ao ApAq AqAp = 0,
o que e equivalente a [Ap; Aq] = 0; p; q 2 P . Logo, a algebra de Lie gerada pelas
matrizes Ap e soluvel.
Exemplo A.0.1 [37] A algebra de Lie gerada por todas as matrizes triangulares supe-
riores 2 2 e soluvel. De facto, a algebra de Lie gerada por estas matrizes, g, e
g = span ft1; t2; t3g ;
onde t1 =

1 0
0 0

, t2 =

0 1
0 0

e t3 =

0 0
0 1

. Ent~ao, por denic~ao de para^ntesis de Lie,
temos [t1; t2] = t2, [t1; t3] = 0 e [t3; t2] =  t2. Assim,
g(1) = g = span ft1; t2; t3g
g(2) := [g(1); g(1)] = span f[t1; t2]; [t1; t3]; [t3; t2]g = span ft2g
g(3) = [g(2); g(2)] = span f[t2; t2]g = 0;
pelo que g e soluvel com k = 3.
Proposic~ao A.0.2 Sejam A;B duas matrizes em IRnn. Se A e B s~ao simultaneamente
triangularizaveis, ent~ao [A;B] e nilpotente.
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Demonstrac~ao: Suponhamos que existe uma matriz complexa invertvel T tal que
A = T eAT 1 e B = T eBT 1, sendo
eA =
266664
ea11ea21 ea22 0
...
...
. . .ean1 ean1 : : : eann
377775 e eB =
2666664
eb11eb21 eb22 0
...
...
. . .ebn1 ebn1 : : : ebnn
3777775 :
Ent~ao,
[A;B] = AB  BA = T eAT 1T eBT 1   T eBT 1T eAT 1
= T [ eA; eB]T 1 (A.0.1)
e [ eA; eB] e uma matriz triangular do mesmo tipo que eA e eB, mas com valores proprios
nulos, isto e,
[ eA; eB] =
26664
0
 0 0
...
...
. . .
  : : : 0
37775 :
Logo, eA eB  eB eA e uma matriz nilpotente com ndice de nilpote^ncia igual a ordem dessa
matriz, ou seja,
([ eA; eB])n = 0: (A.0.2)
Mas, atendendo a (A.0.1), temos
([A;B])n = T ( eA eB   eB eA)T 1T ( eA eB   eB eA)T 1 : : : T [ eA; eB]T 1
= T ([ eA; eB])nT 1;
o que, por (A.0.2), e equivalente a
([A;B])n = 0:

Ape^ndice B
Matrizes simetricas denidas positivas
Uma matriz hermtica P em Cnn (ou simetrica, quando P e uma matriz em IRnn)
diz-se denida positiva (semi-denida positiva) e denota-se por P > 0 (P  0) se
xPx > 0 (xPx  0); para todo o vector n~ao-nulo x 2 Cn (ou IRn):
Teorema B.0.3 ([12], p. 52) Seja P uma matriz hermtica. As seguintes propriedades
s~ao equivalentes:
1. P e denida positiva;
2. Todos os valores proprios da matriz P s~ao positivos;
3. Todos os valores proprios das submatrizes principais de P s~ao positivos;
4. Existe uma matriz invertvel C tal que P = CC;
5. Existe uma matriz unitaria U (uma matriz ortogonal U , quando P e uma matriz real)
e uma matriz diagonal D com os elementos diagonais positivos tais que P = UDU.
Teorema B.0.4 (Desigualdade de Rayleigh-Ritz) ([20], p. 176) Para qualquer
vector em IRn e qualquer matriz simetrica P em IRnn ,
min(P ) kxk2  xTPx  max(P ) kxk2 :
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Teorema B.0.5 [31] Sejam A e B duas matrizes simetricas em IRnn. Ent~ao,
1. min(A) + min(B)  min(A+B);
2. max(A+B)  max(A) + max(B);
3. min(A)min(B)  min(AB);
4. max(AB)  max(A)max(B).
Teorema B.0.6 ([20], p. 472) Seja P uma matriz simetrica e denida positiva tal que
P =
"
P11 P12
P T12 P22
#
:
Ent~ao, P 1 > 0 e
P 1 =
24  P11   P12P 122 P T12 1 P 111 P12  P T12P 111 P12   P22 1 
P T12P
 1
11 P12   P22
 1
P T12P
 1
11
 
P22   P T12P 111 P12
 1
35 :
Teorema B.0.7 ([12], p. 56) Seja G 2 Cnn uma matriz invertvel. Se P e uma matriz
denida positiva ent~ao, GPG e denida positiva.
Observac~ao B.0.8 Note-se que o recproco do teorema anterior e valido. De facto, se
G uma matriz invertvel e GPG e uma matriz denida positiva ent~ao,
xGPGx > 0; para todo o x 2 Cn n f0g:
Como xGPGx = (Gx)P (Gx) ent~ao,
(Gx)P (Gx) > 0;
para toda a matriz invertvel G e para todo o x 2 Cn n f0g. Logo, P e uma matriz
denida positiva.
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Teorema B.0.9 Se P e Q s~ao matrizes simetricas e denidas positivas com a mesma
ordem, ent~ao
1. P +Q > 0, ([20], p. 398 );
2. P  Q > 0 se, e so se, Q 1   P 1 > 0, ([20], p. 471);
3. P  Q  0 se, e so se, min(P )  max(Q), ([20], p. 471).
Teorema B.0.10 Considere-se a matriz hermtica
P =
"
P11 P12
P T12 P22
#
tal que P22 e uma matriz quadrada invertvel (P11 e uma matriz quadrada invertvel).
As seguintes condic~oes s~ao equivalentes:
1. P > 0;
2. P22 > 0 e P11 > P12P
 1
22 P
T
12 (P11 > 0 e P22 > P
T
12P
 1
11 P12), ([20], p. 472)
3. min(P22) > 0 e min(P11) > max(P12P
 1
22 P
T
12)
(min(P11) > 0 e min(P22) > max(P
T
12P
 1
11 P12))
Proposic~ao B.0.11 Sejam A 2 IRnn uma matriz estavel e P 2 IRnn uma matriz
simetrica e denida positiva. Ent~ao, ATP + PA < 0 se, e so se, P 1AT + AP 1 < 0:
Demonstrac~ao: Sejam A 2 IRnn uma matriz estavel e P 2 IRnn uma matriz sime-
trica e denida positiva.Suponhamos que
ATP + PA < 0; (B.0.1)
isto e,
PP 1ATP + PAP 1P < 0
o que e equivalente a
P (P 1AT + AP 1)P < 0:
Logo, pelo Teorema B.0.7 e pela Observac~ao B.0.8, a condic~ao anterior e equivalente a
P 1AT + AP 1 < 0: (B.0.2)

Ape^ndice C
Outro resultado
Proposic~ao C.0.12 Sejam x1; x2; : : : ; xN ; y1; y2; : : : ; yN 2 IR:
1. max [x1 + y1; x2 + y2; : : : ; xN + yN ]  max [x1; x2; : : : ; xN ] + max [y1; y2; : : : ; yN ]
2. min [x1; x2; : : : ; xN ] + min [y1; y2; : : : ; yN ]  min [x1 + y1; x2 + y2; : : : ; xN + yN ] :
Demonstrac~ao: Como, para todo o i = 1; : : : ; N ,
max [x1; x2; : : : ; xN ]  xi e max [y1; y2; : : : ; yN ]  yi
ent~ao,
max [x1; x2; : : : ; xN ] + max [y1; y2; : : : ; yN ]  xi + yi; para todo o i = 1; : : : ; N: (C.0.1)
Mas,
max [x1 + y1; x2 + y2; : : : ; xN + yN ] = xi + yi; para algum i = 1; : : : ; N:
Ent~ao, por (C.0.1), resulta
max [x1 + y1; x2 + y2; : : : ; xN + yN ]  max [x1; x2; : : : ; xN ] + max [y1; y2; : : : ; yN ] :
Provemos 2.. Como, para todo o i = 1; : : : ; N ,
min [x1 + y1; x2 + y2; : : : ; xN + yN ] =  max [ x1   y1; x2   y2; : : : ; xN   yN ]
e, por 1.,
 max [ x1   y1; x2   y2; : : : ; xN   yN ]
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  max [ x1; x2; : : : ; xN ]  max [ y1; y2; : : : ; yN ],
resulta
min [x1 + y1; x2 + y2; : : : ; xN + yN ]
  max [ x1; x2; : : : ; xN ] max [ y1; y2; : : : ; yN ] :
Mas,
 max [ x1; x2; : : : ; xN ] = min [x1; x2; : : : ; xN ]
e
max [ y1; y2; : : : ; yN ] = min [y1; y2; : : : ; yN ] :
Logo,
min [x1; x2; : : : ; xN ] + min [y1; y2; : : : ; yN ]  min [x1 + y1; x2 + y2; : : : ; xN + yN ] :

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