Abstract. Many situations in complex systems require quantitative estimates of the lack of information in one probability distribution relative to another. In short term climate and weather prediction, examples of these issues might involve the lack of information in the historical climate record compared with an ensemble prediction, or the lack of information in a particular Gaussian ensemble prediction strategy involving the first and second moments compared with the non-Gaussian ensemble itself. The relative entropy is a natural way to quantify this information. Here a recently developed mathematical theory for quantifying this lack of information is converted into a practical algorithmic tool. The theory involves explicit estimators obtained through convex optimization, principal predictability components, a signal/dispersion decomposition, etc. An explicit computationally feasible family of estimators is developed here for estimating the relative entropy over a large dimensional family of variables through a simple hierarchical strategy. Many facets of this computational strategy for estimating uncertainty are applied here for ensemble predictions for two "toy" climate models developed recently: the Galerkin truncation of the Burgers-Hopf equation and the Lorenz '96 model.
Introduction.
Complex systems with many spatial degrees of freedom arise in environmental science in diverse contexts such as atmosphere/ocean general circulation models (GCMs) for climate or weather prediction [7] , pollution models, and models for the spread of hazardous biological, chemical, or nuclear plumes. These nonlinear models are intrinsically chaotic over many time scales with sensitive dependence on initial conditions. In this paper, such models are represented discretely as a large system of ODEs for a vector X ∈ R N given by d X dt = F ( X, t), (1.1) with N 1. Given both the uncertainty in a deterministic initial condition, X 0 , as well as the intrinsic chaos in solutions of (1.1), it is natural instead to consider an ensemble of initial data characterized by a probability density, p 0 ( X), satisfying p 0 ≥ 0, p 0 = 1 and with mean given by X 0 , i.e. ( 1.2)
The idea is to utilize the ensemble of solutions of (1.1) drawn from the initial data p 0 ( X) to quantify the uncertainty and measure the confidence interval and predictive power of the deterministic solution beginning at X 0 . Theoretically, this is straightforward because it is easy to establish that the initial probability density, p 0 ( X), evolves to a new probability density, p t ( X), at later times which satisfies the Liouville equation, The Liouville equation is a linear PDE in a very large spatial dimension, R N , with N 1, and is impractical to solve directly. In practice, instead a finite ensemble of individual solutions of (1.1), { X r t , 1 ≤ r ≤ R}, is constructed by sampling the initial distribution, p 0 ( X). Then p t ( X) is approximated by the empirical probability distribution for ensemble prediction (1.4) where δ X0 ( X) is the Dirac delta measure at X 0 . The probability density in (1.4) is an explicit solution of the Liouville equation in (1.3).
The empirical ensemble prediction in (1.4) is the central probability measure of interest in this paper. How can one quantify and estimate the uncertainty in such a prediction? In the remainder of this introduction, some of the important scientific issues associated with empirical ensemble prediction are discussed as well as the potential use of information theory [6] in quantifying many aspects of uncertainty. The rest of the paper focuses on demonstrating the fashion in which a recently developed mathematical framework [17] can be converted into a practical tool for assessing uncertainty in complex systems.
The first practical issue to confront is that the empirical ensemble size, R, in (1.4) is often very small in environmental science, on the order of R ≤ 50 for weather prediction and short term climate prediction in GCMs [25, 21] while, for example, R = 500 for intermediate models for predicting El Niño [11, 12] . This is due to the computational cost in these extremely complex systems in an operational setting requiring real time prediction. Furthermore, the idealized ensemble distribution, p 0 ( X), is also unknown in practice. Thus, in this paper we intentionally focus on the empirical distribution, p E t , rather than perfect predictability scenarios. In the perfect predictability scenario, the initial distribution, p 0 ( X) from (1.3), is known exactly and the approximation by an ensemble R 1 is the main emphasis. These studies in idealized systems are very useful in determining the features governing predictability in a given system [8, 9] .
What is available to quantify the uncertainty from the empirical ensemble prediction p E t and readily evaluated are some of the moments,
with X α = X α1 1 . . . X αN N [7] , |α| = α i . Of course, in practice only the low order moments, where L = 2 or 4, are utilized for a judicious restricted set of variables
(1.6) C) In a given dynamical system in (1.1), which subsets of variables, X 1 . . . X M , are more predictable that the others? How can this be quantified? (1.7) D) For long term climate prediction, when is an ensemble prediction useful at all beyond the historical climate record? How can one estimate the lack of information in the climate record beyond the ensemble prediction? What features control the variation of this predictive utility in a given dynamical system? E) What features characterize the rare ensemble predictions with more than typical information beyond the climate record? All of the above issues involve the lack of information in one probability distribution, Π( X), compared with another probability distribution, p( X), over some subset of variables, X 1 . . . X M . In information theory, this lack of information content is quantified by the relative entropy,
(See [6] ). Recently, in an important paper, Kleeman [8] has suggested the use of relative entropy to address the issue in (1.7) D) for long term climate prediction. In this case, Π is the historical record climate distribution on a given set of variables, while p = p E t is the empirical ensemble prediction, so P (p E t , Π) should be estimated. The main issues in (1.7) D) were raised earlier by Anderson and Stern [4] . In the situation in (1.7) A), monitoring only the first and second moments of the prediction as is usually done in practice [25, 7] leads to the Gaussian prediction, p G ; so in this case P (p E t , p G ) should be estimated. Recently, Roulston and Smith [22] have suggested a similar use of information theory as a "score" or predictability measure for ensemble forecasts. Below we show how to develop rigorous computationally feasible tests for bimodality to address (1.7) B) through non-Gaussian estimators for the empirical prediction ensemble. As regards (1.7) C), for the special case when both p and Π are Gaussian distributions, Schneider and Griffies [23] have developed the idea of principal predictability components utilizing the entropy difference; this interesting concept has been generalized by Majda, Kleeman, and Cai [17] to one typical practical situation where Π is Gaussian while p is non-Gaussian with (1.8) as the more precise measure of lack of information in Π. Finally, to address the important issue in (1.7) E) for long term prediction as well as the key factors that determine variability in predictive utility, Kleeman [8] has introduced and applied the concept of the signal/dispersion decomposition for the special case when both Π and p are Gaussian distributions. Recently, Kleeman, Majda, and Timofeyev [10] have determined the controlling factors of this facet of predictability in a simple model with statistical features of the atmosphere in a Gaussian setting. This decomposition for suitable non-Gaussian measures, p and Π, has been developed by Majda, Kleeman and Cai in [17] , and Section 2.3 below contains a new, more precise, decomposition into a signal, dispersion, and cross-term. Both the signal and cross-term are directly and cheaply evaluated from the moments of p. Thus, they are readily available in determining variations in utility in a given dynamical system.
With the background discussion presented above, once one adopts the relative entropy in (1.8) as the theoretical tool for addressing the important issues in (1.7), the following practical issues arise: A) How can one numerically compute or approximate the relative entropy, P (p, Π), for a complex system with many degrees of freedom and a subset of variables with M 1? (1.9) B) Are there computationally feasible and mathematically rigorous strategies to estimate P (p, Π) from below, i.e. P (p, Π) ≥ P (p * , Π), where P (p * , Π) can be evaluated either analytically or by a rapid numerical procedure? The objective of the present paper is to illustrate computationally feasible strategies to address the practical issues in (1.9) so that the rigorous mathematical theory developed recently [17] can be applied to address the important practical questions for quantifying uncertainty in (1.7). Section 2 contains an overview of these computational strategies for estimating (1.8) as well as a brief summary of the key theoretical results [17] . Two different toy models for statistical features of the atmosphere [14, 15, 18, 19] and the statistical properties of the climate distribution are introduced in Section 3 for an interesting range of parameters. These toy models are used to illustrate in a simple context how the tools discussed in this paper can be applied in more practical situations.
A Rigorous Computational Framework for Estimating Predictive
Information Content. Here we develop a mathematically rigorous and computationally feasible framework for estimating the relative entropy in (1.8) which we also call the predictive utility or utility. This framework addresses the key computational issues listed in (1.9) in a straightforward fashion. The material presented below summarizes the mathematical theory developed recently by Majda, Kleeman, and Cai [17] in a convenient fashion for applications; the interested reader can consult that paper for the rigorous proofs. In Section 4 of this paper, we address all of the issues listed in (1.7) for quantifying uncertainty by applying this computational framework to "toy" climate models.
The relative entropy in (1.8) for the probability measures, p and Π, has several attractive features listed below: A) P (p, Π) measures the average lack of information in Π compared with p; B) P (p, Π) > 0 unless p ≡ Π, with P (Π, Π) ≡ 0; (2.1) C) P (p, Π) remains unchanged through an arbitrary nonlinear change of variables. Often a Gaussian measure is utilized as an estimate of an ensemble prediction as in the application in (1.7) A). Somewhat surprisingly, in many applications in atmospheric science [24] as well as in simplified dynamical models for geophysical flows [20] , the probability distribution for the climate of a suitable collection of variables is essentially Gaussian. Thus, for all the diverse applications to estimating predictive utility listed in (1.7), it is interesting to consider the important special case of studying P (p, Π) when Π is a Gaussian measure. Recall that for such a Gaussian distribution,
where¯ X ∈ R M is the mean,
and C = (C ij ) is the positive definite, C > 0, symmetric, M × M covariance matrix,
Since the predictive utility in (1.8) is invariant under changes of variables, for a Gaussian measure Π, defined above in (2.2)-(2.4), consider the change of variables
In (2.5), C 1/2 , is the square root of the positive definite matrix C; the matrix C 1/2 is also symmetric and positive definite, commutes with C, and satisfies C 1/2 C −1 C 1/2 = I. Since C is positive definite symmetric, there is an orthonormal basis, { e M i=1 }, called empirical orthogonal functions (EOFs) in the atmosphere/ocean community and corresponding positive eigenvalues,
(2.6)
The eigenvectors, e 1 , is called the first EOF, etc. With (2.6), the matrix C 1/2 is defined by
From (2.2) it follows that in the coordinate system defined by (2.5), the Gaussian distribution Π has the simplified form
With (2.5), given p( X), one gets the transformed distribution,
Thus, without loss of generality, we assume below that the Gaussian measure, Π( X), has the canonical form
(2.10)
Explicit Estimators for Predictive Utility.
For simplicity in exposition, here we assume one dimensional probability distributions to avoid cumbersome notation. All of the results presented below extend immediately to multi-variable distributions with more complex notation. We assume a given prior distribution Π(λ), for a scalar variable which is centered so that it has zero mean,
We consider the PDF from an ensemble prediction, p(λ). As discussed in the introduction, it is a reasonable strategy in practice to measure some moments of the ensemble prediction distribution, p(λ),
For retaining statistical significance in an ensemble prediction, one usually measures only the first two or four moments in practice so that L = 1 or L = 2 in (2.12b).
With the moment information from the ensemble prediction in (2.12), it is natural to define p * as the probability measure with the least bias which retains the information in (2.12). To do this, we introduce the set of probability measures which satisfy the 2L constraints in (2.12), P M 2L . Since −p ln p Π is a concave function of p, we define p * via the maximum entropy principle [13] S(p 13) where S(p, Π) = −P (p, Π). The usual Lagrange multiplier calculation yields the explicit formula for p * ,
where α j , 0 ≤ j ≤ 2L are the Lagrange multipliers for the 2L constraints. With (2.12) and (2.13), p * provides a rigorous predictability estimator for the ensemble prediction
Furthermore, with (2.12) and (2.14), there is an explicit formula for the predictive utility, 
One important advantage of the construction outlined above is that it leads to both an explicit probability distribution p * (λ) and the explicit estimates for the predictive utility in (2.15), (2.16) even for small ensembles, R ∼ = 50. Extracting meaningful predictive information from direct sampling in this context is extremely difficult with the small sample size. This explicit distribution also allows for both quantitative and direct visual identification of bimodal behavior in ensemble prediction from (1.7) B).
Another important practical feature of the constrained optimization problem in (2.13) is that it can be recast as an unconstrained convex optimization of the Lagrangian function in the dual space of Lagrange multipliers (see the SIAM Review article [26] ). This dual problem is solved readily by modified Newton methods provided the dimension of the constraint set is not too large. In Sections 3 and 4 of this paper we apply such an algorithm in low dimensions with at most five moment constraints, L = 2, and M = 1 or 2. For a fixed number of moment constraints, 2L, the dimension of the space of Lagrange multipliers grows like O(M 2L ) so an alternative computationally feasible strategies are needed for large M and are described below in Section 2.2.
The Case with Gaussian Π( X). For the special case when Π( X) is Gaussian and the trace of second moments of p( X) coincides with those of Π, i.e. (2.19b) where S(p) is the Shannon entropy,
The Shannon entropy measures the average lack of information in a probability measure p. In this special case p * 2L is calculated alternatively through the maximum entropy principle
Following Jaynes, p * 2L is the least biased probability distribution given the information in (2.12). The solution of (2.21) when only the mean and second moments are specified, p * 2 , is the Gaussian distribution, p * 2 = p * G , with this mean and second moments. For L = 2, so that the first four moments of a probability distribution are specified, 
In Figure 2 .1 we graph the probability distributions, p * 4 and p * G for zero mean, variance one, and varying skewness and flatness. The bimodal and skewed behavior of the probability distribution p * 4 compared with the Gaussian is clearly evident. This is useful for the issues in (1.7) B). 
A Hierarchical Approach for Estimating Predictive Utility with
Large M . Here we consider the important special case when Π( X) is Gaussian, so without loss of generality, Π( X) has the form in (2.10). The interested reader can consult section 4 of Majda, et al. [17] for a generalization when Π( X) is a product of factors in some basis. The objective here is to develop a hierarchical computational strategy for estimating P (p, Π) when the dimension M is large.
The first step in the hierarchy is to calculate the Gaussian estimator, p 
where D is the positive diagonal matrix with non-zero diagonal entries, γ i > 0. Consider the new variable
Since O is a rotation matrix, it follows that the Gaussian measure Π( Z) retains the same normalized form in (2.10).
In this coordinate system, as a consequence of (2.25), the Gaussian distribution p * G ( Z) assumes the factored form
while the distribution Π( Z) retains the factored form
In (2.27),Z i is the mean of p( Z) in the i-th coordinate. In the Z variables, with (2.27) and (2.28), the Gaussian estimator for the predictability splits into a sum of one dimensional principal predictability factors
These variables obviously can be ordered into a ranked list such as according to the highest predictability component and so on. These variables are called the Principal Predictability Components and are a first practical step in understanding the issue from (1.7) C). This procedure involves only the numerical diagonalization of a symmetric matrix, a well-known and reasonably efficient computational task. An Identity for Predictive Utility. The important ingredient in developing further non-Gaussian estimators for information content is the following identity: in any coordinates X where Π(
where p j (X j ) is the j-th marginal one-dimensional probability distribution of p, i.e. p j is obtained from p by integrating over all variables except X j . The First Non-Gaussian Estimator. By using the fact that P (p, M j=1 p j ) ≥ 0 in the principal predictability components (2.25), it follows easily that for any L ≥ 1
with p * j,2L being the 2L-dimensional estimator discussed in Section 2.1 for the marginal distribution p j (Z j ) in the j-th predictability component with Π j (Z j ) given in (2.27). Thus, already the sum of M one-dimensional non-Gaussian estimators in the proper coordinates improves over the Gaussian estimate of predictive utility. To further improve the estimate for predictive utility, one needs to find a computationally efficient lower bound for the first term on the right-hand side of (2.30) involving p alone.
be a multivariable estimator defined by a subset of all the moments of order 2L to be specified later which includes all the 2L-moments of the one-dimensional marginals, p j (Z j ), in the principal predictability coordinates. By using (2.30) for p * 2L , we have
(2.32)
Let p j,l (Z j , Z l ) denote the two-dimensional marginal distribution obtained by integrating p over all variables except j and l. Assume for simplicity that M is odd, then it is shown in section 4 of [17] that the first term on the right-hand side of (2.32) is estimated rigorously from below by a sum of M − 1 two-dimensional marginals, i.e.
Efficient evaluation of the right-hand side of (2.33) combined with (2.32) leads to an improved estimate of utility. Each of the individual terms in (2.32) can be estimated rapidly by the methods of Section 2.1 by an optimization with only five additional constraints if L = 2. From the first non-Gaussian estimator in (2.31), the probability
where the constraints in (2.34) define C * 2L . This involves a ten-dimensional unconstrained optimization problem for L = 2. Furthermore, these can be generated separately for any of the two-dimensional marginals needed in (2.33). This avoids the computational catastrophe for M 1 described in the last paragraph of Section 2.1 by sampling special mixtures of mixed moments and estimating them cheaply.
Remark. The two non-Gaussian estimators for utility can be applied in any coordinate system X where Π( X) splits into one-dimensional factors. In a given situation, some other basis rather than the principal predictability components might be more useful.
The Generalized Signal-Dispersion Decomposition.
Here we assume that the probability distribution Π(λ) is given as the least-biased distribution generated by the moment optimization problem in (2.21), so that
where, as in (2.22), α n are the Lagrange multipliers for the moment constraints, and α 0 depends on α 1 . . . α 2N as
For the probability distribution p * 2L we impose the 2L-moment constraints,
As in Section 2.1, we have
(2.39) To simplify the integrand in (2.39), we make the linear change of variables
where
With this change of variables we obtain the following expression for the utility:
where γ 0 depends on γ 1 . . . γ max(2L,2N ) as in (2.37). In our constraint framework, where all information comes from measured means and moments, we can distinguish two sources of predictive utility: one coming from the difference in mean between p * 2L and Π, which determines the distance between the PDFs, and the higher moments, which govern the shapes of the PDFs for p * 2L and Π. Thus it is natural to split the relative entropy into three parts: the first part, the signal, is contributed by distance between the means, the second part, the dispersion, is contributed by the ensemble variance and higher moments, and the third part, the cross-term, comes both from the means and the moments.
This approach has been first introduced by Kleeman [8] for Gaussian constraints (only signal and dispersion, because the cross-term is zero for these constraints), and later developed for more general situations by Majda et al. [17] . The signal, dispersion, and cross-term provide basic building blocks from which practical predictability measures can be constructed. The role of the cross-term (2.42d) is viewed as the fine-tuning of a practical predictability measure, since it has contributions from both the means and the moments, but involves only the non-Gaussian contributions from Π through n, 3 ≤ n ≤ 2N in (2.36). The signal, dispersion, and cross-term possess the following important properties:
• In the case of a Gaussian Π(λ) the cross-term is identically zero.
• Both the signal and the cross-term do not depend on the ensemble Lagrange multipliers. That makes them both very attractive measures of the variation of predictive utility which can be evaluated rapidly in terms of the known moments for both Π and p.
• The dispersion, like the total utility, is non-negative. The reason for that is that, by definition,
43) where
• The signal, cross-term, or the sum of both can be both positive or negative, which also implies that the dispersion can be greater than the total predictive utility. For example, for Π(λ) with zero mean, unit variance, zero skewness and flatness Flat = 2, and for the ensemble with the mean Mean = −0.2, unitary variance, skewness Skew = 0.5 and flatness Flat = 2, the total predictive utility is P = 8.645 · 10 −2 , whereas the dispersion is D = 1.284 · 10 −1 , i.e. the dispersion exceeds the total utility by 48.5%. Moreover, both the signal and the cross-term for this set of constraints are negative, S = −1.082 · 10
−2 , which means that combining the cross-term either with signal or with dispersion will not make all components of the total information content positive definite. However, this is a pathological example and for the vast majority of cases encountered here the sum of the signal and the cross-term is positive. In models with a highly non-Gaussian climate, this phenomenon happens more readily [5] . Here we propose the generalized signal
Since the sum of generalized signal (2.44) and dispersion (2.42c) is the predictive utility, the advantages and disadvantages of the generalized signal are somewhat opposite to dispersion: it is cheap to compute (because prediction Lagrange multipliers are not needed), it largely relies upon difference between prediction and prior means (because the signal is incorporated), weakly relies upon the prediction and climate shapes (because the cross-term depends on prediction moments), and it can be negative (which may be inconvenient in certain situations). The fact that the sum of generalized signal and dispersion equals relative entropy is also the reason we pick these two measures for testing in this paper. We apply them in Section 4 for the practical issue from (1.7) E).
Important technical remarks.
• Formula (2.43) can be confusing for a reader not acquainted with convex optimization, in particular the following question may arise: how, minimizing the utility, could one end up with a part of it being the maximum? It follows from convex optimization theory, that the constrained maximization of a functional S(p) (in our case it is −P (p, Π)) is equivalent to the unconstrained minimization of a Lagrangian function
where F m (p) are the expressions for moments in (2.38), and f m are the constraints to satisfy, such that for optimal p * we have
The θ m are the Lagrange multipliers. Explicit calculation yields that the dispersion from (2.42c) is
Since the Lagrangian is found as the unconstrained minimum, then it follows from (2.45) that the dispersion is the unconstrained maximum in the space of Lagrange multipliers γ. For more extensive information see [26] .
• It is clear from the structure of (2.45) that the sets of Lagrange multipliers γ and α (for p * and Π, respectively) can be found independently by optimizing Shannon entropies S(p) and S(Π) in (2.20), which allows an independent rescaling of the constraints for p * and Π to have unit variance. This eliminates machine-dependent arithmetic range problems and facilitates convergence of modified Newton iterations in cases where Var(p) Var(Π) or vice versa as well as tailors the optimization algorithm for parallel execution. We again emphasize that in the current paper the role of utility is not viewed only as a relative information content in the ensemble beyond that of the climate (where Π has to be evaluated once), but also as a suitable metric for estimating differences between two ensembles with a different number of constraints (in this case Π has to be evaluated as often as p). The latter application is greatly facilitated by independent computation of γ and α.
Two Simplified Models with Statistical Features of the Atmosphere:
Climate Statistics. Here we introduce two simplified models developed recently, which have important features in common with the atmosphere in a vastly simpler setting. When damping and forcing are neglected, both models are suitable discrete truncations of the Burgers-Hopf equation,
in the periodic setting. For both models, the statistical behavior of the discrete system is the object of interest rather than their use as numerical approximations to (3.1). In fact both discrete systems are rather poor numerical methods for (3.1) in the continuum limit.
The Galerkin Truncation of the Burgers-Hopf Equation.
One of the models is the Fourier-Galerkin truncation of (3.1), introduced recently by Majda and Timofeyev [18] 
the correlation function of either the real or imaginary par of the k-th Fourier mode, these correlations decay exponentially with time; with C k being the associated correlation time, they satisfy the scaling law,
i.e. the larger spatial scales de-correlate more slowly than the smaller spatial scales; this is a key statistical feature of TBH in common with the atmosphere [18, 19, 2] . The features in (3.2) B) document the "climatology" of TBH. It is worth remarking here that there are other discrete finite difference approximations to Burgers-Hopf equation with similar statistical features as listed in (3.2), as well as other energyconserving finite difference schemes sharing same of the above statistical features but also having interesting discrepancies [19] . There also are interesting systematic finite difference truncations of the Burgers-Hopf equation with a non-Gaussian statistical "climatology" [3] . In (3.2) and elsewhere in this paper, statistical features are deter- where T 0 is a suitable startup time and T is a long-time averaging window. These parameters for TBH are well documented in the above references. They will be listed below for the second toy climate model which we describe next.
The Lorenz '96
Model. The damped forced Lorenz '96 model (L96) is the spatially discrete family of equations given by
with periodic boundary conditions, u 0 = u j . The term −u j in (3.4) represents damping (with a unit time scale of 5 days) while F represents constant "solar forcing" (see [14, 15] ). The model in (3.4) is designed to mimic midlatitude weather and climate behavior, so periodic boundary conditions are appropriate. The unit spatial scale between discrete nodes is regarded as a nondimensional midlatitude Rossby radius ≈ 1000 km; and the discrete system size is set to be J = 40 nodes. In midlatitude weather systems, the main "weather waves", the Rossby waves have westward (toward negative x) phase velocity, but from out own anecdotal experience, weather systems collectively move eastward (toward positive x) with unstable behavior. The models in (3.4) have analogous behavior. To see this, note that u j ≡ F defines a steady state solution of (3.4); in standard fashion [15] linearized stability analysis has been done at this steady state. The modes of the system are discrete Fourier modes with wavenumbers k ranging −20 < k ≤ 20. Associated with each spatial wavenumber is a phase velocity and growth/decay rate as well as a group velocity. The phase and group velocities as well as the growth/decay rates for all the wavenumbers are depicted in Figure 3 .1 for the representative values F = 4, 6, 8 utilized in this paper. Note from Figure 3 .1 that there are bands of unstable waves in all these cases centered about the wavenumber |k| = 8 with westward phase velocities and overall eastward group velocities, analogous to real weather systems. The growth rate of these linearized instabilities increases as F increases, but has been normalized in Figure 3 .1. The instability wavelength band around spatial wavenumber |k| = 8 is even a reasonable value for large scale baroclinic instability in the atmosphere. The reader interested in a mathematical introduction to geophysical flows can consult [16] . The statistical behavior listed in (3.6) B) is documented in the tables and figures presented below.
The Climatology for L96 and IL96
. The statistical steady state, i.e. the climatology, for L96 and IL96 with J = 40 is calculated below by numerical integration of (3.4) and (3.5) through the sixth order explicit Adams-Bashforth method with time step ∆t = 10 −3 . This statistical behavior of solutions is calculated through time averaging an individual solution with random initial data with an averaging window T = 10 5 with PDFs calculated by standard bin counting procedures [2] . For TBH and IL96, the energy is conserved within 10 −8 % by this numerical procedure. Below, we summarize statistical features of the climatology for L96 with the three parameter values F = 4, 6, 8 while the climatology for IL96 is denoted by F = 0 on the figures below.
In Table 3 .1 we show the mean climate by calculating the time mean of each discrete node, u j , in (3.3), which is independent of j and denoted byū F ; we also present the energy of this mean state compared with the mean energy of fluctuations, i.e. utilizing f = variance around wavenumber k = 8, the most unstable wavenumber, for F = 4, 6, 8. This peak diminishes as F increases and for F = 4, there is a pronounced second peak at k = 16 indicating strong subharmonic instability. Since both L96 and IL96 are translation invariant, the Fourier modes are the EOFs and the covariance matrix, (u i −ū F )(u j −ū F ) = C |i−j| , is a discrete convolution operator in the statistical steady state. To get insight into the statistical dynamics, the correlation times of individual Fourier modes are depicted in Figure 3 tremely slow decay of correlations for k = 8, 16. In Figure 3 .4, we plot the covariance matrix in physical space for the four cases. For F = 0 we get essentially uncorrelated behavior as predicted in (3.6) B)1) while the correlation matrix is successively less localized as F decreases through the values, F = 8, 6, 4.
Mean Climate Mean Energy Energy of the Mean Climate
The structure of the correlations in Table 3 .2. Note that the mode, k = 0, corresponds to the mean climate. On the other hand, for F = 4, the PDFs (not depicted here) are highly non-Gaussian and bimodal which is an indication of the weakly chaotic behavior observed here. Also the PDF of an individual spatial node is skewed and non-Gaussian for F = 8 with skewness Skew = 9.309 · 10 −2 and flatness Flat = 2.483. In Figure 3 .6 we graph this PDF as well as the statistical estimator using the first four moments calculated through the maximum entropy principle from Section 2.2.
Principal predictability components from Section 2.2 require a Gaussian climate in the form (2.10), so it is important to know how close is the actual climate to the Gaussian. We define the two-mode third and fourth order non-dimensional moments as We construct the joint probability density function for the two-dimensional phase space {k = 0, k = 8} by maximizing the absolute lack of information from (2.20) according to the strategy given in Section 2.2 subject to all moment constraints in Tables 3.2 Figure 3 .7 we show the "actual" PDF determined by a straightforward bincounting routine from the long time series of the climate [2] with bin size 0.07. The profound similarity of the two PDFs demonstrates the success of the optimization approach in Section 2.2 in determining the information content through recorded moments for a two-dimensional phase space. The PDF determined through the bincounting (right plot in Figure 3 .7) looks jagged because of the finite size of the bins, whereas the optimized PDF on the left plot of Figure 3 .7 is a smooth function of the phase space variables by construction. The skewness in the Fourier (EOF) mode k = 0 affects the shape of the optimized PDF, which is significantly skewed in that direction.
Quantifying the Information in Ensemble Predictions.
Here we apply the theory developed in Section 2 to ensemble prediction in the L96 and IL96 models with the climatology described in Section 3 above for varying F = 0, 4, 6, 8. We also briefly mention some non-Gaussian aspects of ensemble prediction for TBH to compare and contrast these with L96 and IL 96. We refer the reader to [10] for the Gaussian predictability theory in TBH. In all of the predictability studies reported here we take a long time series for the climate and at a given time, T k , we generate a 100 member ensemble of initial data by sampling a Gaussian distribution with mean given by the value of the climate record at T and variance, σ 2 of each spatial node, u j , given by σ 2 = 10 −2 . This low order ensemble with R = 100 in (1.4) is utilized to mimic real predictions in complex systems with small sample size. In order to understand the variability of predictive utility in a given system, a 100 member ensemble of ensembles is utilized with each of the 100 members generated by the above procedure at 100 different times, T k , in the climate records which are sufficiently spaced to guarantee independence [8] .
The Temporal Behavior of Predictive Utility.
Here we get the first crude insight into the behavior of predictive utility, P (p, Π c ) ≥ P (p * 4 , Π c ) by measuring the lack of information in the climate through four moment estimators. In Figure 4 .1, we graph the mean of predictive utility with time over the 100 member ensemble of ensembles for F = 0, 4, 6, 8 and the three Fourier (EOF) modes, k = 0, 3, 8. Recall from Section 3 that k = 0 is the mean climate mode, while k = 8 is a linearly unstable mode for F = 4, 6, 8 with k = 3, a linearly stable mode. In each ensemble, the predictive utility is calculated through the first four moments of the prediction ensemble as described in Section 2.1. It is apparent that the case F = 4 is nearly integrable with weak chaotic dynamics, which results in non-decaying predictive utility (marked as dotted line in Figure 4.1) . On the contrary, the regimes F = 0, 6, 8 are dynamically robust chaotic systems, as observed in Figure 4 .1, with the decay of mean predictability essentially the same for the three different Fourier modes. Clearly, for L96 with forcing F = 8 there is the most rapid decay of this mean predictive utility (typical decay time is about t = 5), whereas the regimes F = 0 and F = 6 have more moderate predictability (typical decay time t = 10).
While the graphs in Figure 4 .1 give some insight into the predictive utility as F varies, they are somewhat misleading for a fixed value of F because the distribution of predictive utility over the 100 member ensemble of ensembles typically has a rather wide spread. To demonstrate this, in Figure 4 .2 we present the histograms of predictive utility generated by bin counting for the 100 member ensemble of ensembles as time evolves for F = 8 for both the mean climate mode, k = 0, and the unstable mode, k = 8. We observe that predictability histograms can be quite broad for both k = 0 and k = 8 (time t = 2 is a good example in Figure 4.2) . Thus, the graphs in Figure 4 .1 need to be interpreted within the context of behavior like that in Figure  4 .2. A conventional wisdom says that usually the decay of time correlation functions governs the predictive utility, and it is true in most of the cases. However, in Figure  4 .3 we plot the predictive utility for a typical ensemble prediction and the correlation function for the linearly stable Fourier mode k = 3 and F = 4. It is evident that the correlation function (left panel) decays much more rapidly in time than the predictive utility (right panel) in this weakly chaotic regime. Thus, this case serves as a counterexample to the conventional wisdom in the applied literature. All the graphs in Figure 4 .1 also provide a somewhat less powerful counterexample. From Figure  3 .3 there is a large difference in the correlation time for mode k = 8 compared with k = 0, 3 for F = 6, 8. Yet from Figure 4 .1 the mean predictive utility does not depend on the wavenumber for these cases.
Non-Gaussian Bimodal and Skewed Behavior for Individual Prediction Ensembles.
Here we address and summarize the important issues in (1.7) A), B) for the L96 and IL 96 models. According to the results in Section 2.1, for a single variable the information content in the ensemble prediction beyond a Gaussian estimator is bounded from below by the predictive utility P (p * 4 , p G ), where p * 4 is the estimator utilizing four moments of the prediction. Large values of P (p * 4 , p G ) will reflect a large tendency toward a skewed and/or bimodal prediction ensemble.
In Figure 4 .4 we plot the mean of the distribution of P (p * 4 , p G ) over the 100 member ensemble of ensembles for the four cases, F = 0, 4, 6, 8 and the three Fourier (EOF) modes, k = 0, 3, 8. Here the regime F = 4 has the least amount of predictability, which is the strong evidence that its ensembles are close to Gaussian, and follows from the fact that the initially generated Gaussian ensemble simply propagates undisturbed by essentially linear dynamics of F = 4. Regimes F = 0 and F = 6 are the most predictable, and the regime F = 8 jumps back and forth between the other three. It is evident that the ensembles in cases F = 0 and F = 6 are more skewed and bimodal than those for F = 4 and F = 8. Figure 2 .1 with the associated tabulated values of P (p * 4 , p G ) from Table 2 .1 is useful in interpreting highly non-Gaussian behavior in Figure 4 .4. Recalling Table 2 .1, the mean content of skewness and flatness in the ensembles for F = 0 and F = 6 can be estimated as ±0.1-0.3 for skewness and about 2 for flatness (which means significant skewness and bimodality, according to Figure 4 .5 we plot the histograms of P (p * 4 , p G ) for selected times for ensemble prediction of the change in the mean climate, k = 0, for F = 6 and F = 8. The peak of mean utility at the time t = 4 for the regime F = 6 is confirmed by especially big spread on the histogram for the same time snapshot in Figure 4 .5, where the utility in rare cases achieves 0.9 (900% of its mean value). For the regime F = 8 there is a distinct decrease in statistical spread scale in Figure 4 .5 as well as for its mean in Figure 4 The bimodality and skewness in the histogram of the 100 member ensemble prediction is typically estimated quite accurately by the four moment estimator, p * 4 . Good examples are the plots for the regime F = 6, t = 4, and F = 8, t = 3. In the first example the four moment estimator follows the two peaks and a valley in between very well, whereas the Gaussian estimator bluntly produces a single peak where there is no actual trace of it. In the second example the skewness, as well as bimodality, is reproduced by the four moment estimator. The Gaussian estimator in the second example is as bad as in the first: that is, a single peak with no trace of observed skewness is exactly where it is least expected. These non-Gaussian ensembles in Figure  4 .7 are clearly predicted by the peaks of utility in Figure 4 .6 at corresponding times.
Next we consider quantifying the lack of information in the non-Gaussian climate compared with an ensemble prediction for a single spatial node for L96 with F = 8. The plot of the predictive utility estimator P (p * 4 , Π c ) for a typical ensemble prediction given in Figure 4 .8. Here Π c has been estimated from the first four moments of the climate distribution through (2.22) as in Figure 3 .6. The Gaussian estimator P (p G , Π c ) is also plotted on this graph to compare the difference of the two estimators information content. The difference between the two is rather small, which suggests that the ensembles are close to Gaussian in this case. 
The Relative Importance of Signal and Dispersion for Atypical
Events where the Climate Lacks Information. Here, following [8] and [10] , we utilize the generalized signal/dispersion decomposition of the relative entropy, P (p * 4 , Π c ), to quantify the important issue in (1.7) E), i.e. how to assess the atypical rare events where the climate lacks large information relative to the ensemble prediction at a given prediction time? For a given dynamical system such as TBH, L96 or IL96, does the signal or dispersion or both control the lack of information in the climate in these rare events? Recall that Π c is the climate distribution estimated from four moments and p * 4 is the estimator for the ensemble prediction utilizing four moments. Here for a given dynamical system, the rare ensemble predictions with large utility relative to the climate are given by those ensembles where
where the mean of the utility,P , for the ensemble of ensembles has been presented in Figure 4 .1 for illustrative examples. The number, α > 1, is a threshold parameter; here we set α = 1.5 to define the atypical "rare" events. Then given each of these rare events, we use the generalized signal/dispersion decomposition to measure the percentage of the utility given the signal and dispersion. A histogram for the percentage of the utility given by the signal or dispersion is generated by bin counting over a given time interval. If this histogram shows significant dominance of high percentage events by the signal (dispersion), then the signal (dispersion) controls the predictive utility for these rare events over that time interval. This use of the signal/dispersion decomposition is illustrated first for Fourier (EOF) mode, k = 5, for the TBH model. The above procedure was applied to the two time intervals, 0 ≤ t ≤ 2, and 3 ≤ t ≤ 5 to represent short and long times for the ensemble prediction with significant utility. The histograms for the signal and dispersion for the two time intervals for this case are depicted in Figure 4 .9. For the latter time interval it is evident that the signal controls the utility for TBH for the rare events where the climate has a significant lack of information, while there is equal importance of both signal and dispersion over the former time interval. This result is a different confirmation of the trend first reported in [10] that the signal controls variations in this predictive utility for TBH. In Figures 4.10 and 4 .11, we apply the same test as described above for TBH to L96 with F = 8 for the climate mode, k = 0, and the unstable mode, k = 8, respectively. The cases where the contribution of the generalized signal clearly dominates that of the dispersion are k = 0 and k = 8, both for the regime F = 8 and the second time interval, 3 ≤ t ≤ 5, when the mean utility is small (see Figure 4 .1). The general trend here is that the dispersion is more important at short times, while the signal is more important at later times.
The same test, illustrated above and applied to the climate models TBH and L96 
-No such events, dispersion always dominates
Remark. The signal/dispersion decomposition is also useful for other predictability issues as discussed in (1.7) A), B). For example, one can use this decomposition to measure the lack of information in small member ensemble predictions, R ∼ = 100, compared with perfect ensemble predictions, R 100, in idealized systems, to decide whether the signal or the dispersion is the principal source of the lack of information 
Hierarchical Estimators for Utility in Several Variables.
Here we utilize the hierarchical approach from Section 2.2 to build the improved predictability estimators from practical predictability components. The Tables 3.2, 3 .3, and 3.4 in Section 3.4 provide sufficient evidence of climate Gaussianity up to the 4-th order moments. As a first approximation, we assume this in the discussion presented next. The relation
where X are the Fourier (EOF) modes, and Z are the principal predictability components given by (2.26), obviously follows from (2.31) and the fact that the prediction covariance matrix is diagonal in Z-basis, which is given in (2.25). It is important to know the advantage of an improved predictability estimator over its predecessor for evaluating the minimum error provided by the latter in estimating the predictability. In Figure 4 .12 we show the three successive predictability estimators from (4.1) for the L96 model with F = 8 and for the subspace of Fourier (EOF) modes 0-9:
) (shown as dashed line), and P (p * 4 ( Z), Π G ( Z)) (shown as solid line). Figure 4 .12 shows that the relative error between P (p G ( Z), Π G ( Z)) and P (p G ( X), Π G ( X)) grows roughly linearly with time, approximately 10% error per time unit, whereas the difference between
is not so significant (no more than 5% until Left:
is not useful, because it shows nearly zero utility, whereas the "actual" utility P (p, Π G ) should be at least 2-3 (no less than P (p * 4 ( Z), Π G ( Z)) anyway). According to the trends shown on Figure 4 .12, the advantage of
is great, and highlighted by the fact that it is achieved through modest additional cost of covariance matrix diagonalization (no optimization problem has to be solved for both
On the other hand, in this example the additional diagonal third and fourth moments in P (p *
) by between 15 and 20% for times longer than t = 5.
On Figure 4 .13 we demonstrate the improved non-Gaussian estimator from (2.32) and (2.33), which takes into account joint two-dimensional PDFs of a given phase space. Two sampled phase spaces are studied: the three-dimensional space of principal predictability components {Z 1 , Z 2 , Z 3 } defined in (2.26) for the Fourier (EOF) modes k = 0, 3, 8, and one two-dimensional subspace spanned by the pair {Z 1 , Z 2 }. Note that for a two-dimensional phase space the lower bound in (2.33) becomes an identity, and so the only lack of information comes from the fact that the set of measured moments in (2.34) is finite (L = 2). The same optimization routine was used here and in Figure 3 .7, where it was able to recreate significantly skewed two-dimensional climate PDF for the Fourier (EOF) modes k = 0, 8 in the forcing regime F = 6. Here we take a typical ensemble for the regime F = 8 (snapshots are shown on Figure  4 .7). The picture in the upper-left corner of Figure 4 .13 demonstrates the difference between the straightforward sum of one-dimensional estimators
One can see a lot of improvement over the sum of one-dimensional estimators (dashed line over solid line), namely, the predictive utility of improved twodimensional estimator is on average twice that of the direct sum invariant under general re-ordering of phase space variables, and therefore all three possible permutations of triads {Z 1 , Z 2 , Z 3 } are shown as dashed lines on the plots in the upper-right, lower-left and lower-right corners of Figure 4 .13. Solid lines denote the direct sum of one-dimensional estimators
, which is, in accordance with the theory in (2.32) and (2.33), always equal to or below any of the other three. One can see that different estimators are more important for different times, such as dashed line on the lower-left plot is above the rest at the time t = 3, dashed line on the upper-right plot -at the time t = 5, and dashed line on the lower-right plot -at the time t = 6.25. Since all dashed lines on the plots are different lower bounds on the same information content, clearly the best estimate is the maximum of the three dashed curves in the appropriate three panels in Figure  4 .13. However, while in this low-dimensional phase space all possible permutations Figure 4 .13), such an approach is not computationally feasible in the moderateand high-dimensional phase spaces. Instead, a suitable ordering strategy, based on individual utility of each phase space variable, has yet to be developed, allowing to choose the best estimate with high probability without directly evaluating it.
One can interpret Z-variables as the principal predictability directions in the Fourier (EOF) space, arranged in descending order by their predictability at a given time. Figure 4 .14 shows the time evolution of the direction with the best predictability. Most of the time the direction with best predictability is aligned with the Fourier mode k = 8, with the exception for the time t = 2, when k = 3 is dominant. Statistically, one should expect the linearly unstable mode k = 8 to be predictable more often than the others because of the strong influence of linear, less chaotic, part of the dynamics. The bottom row of the Figure 4 .14 show the time evolution of the direction with the least predictability. The trajectory of the least predictability direction lies entirely in the {k x = 0, k y = 3} plane, which is essentially a consequence of the fact that the best predictability direction is aligned with k = 8 (perpendicular to the {k x = 0, k y = 3} plane). The spread of the least predictability direction is about uniform in the {k x = 0, k y = 3} plane, i.e. directions k = 0 and k = 3 are statistically equally unpredictable. The intermediate predictability direction is roughly uniformly scattered in time between all three Fourier modes without any particular trends. It is remarkable that the direction of best predictability is aligned with the linearly unstable Fourier mode. The reason for this is that the unstable linear part of dynamics in the mode k = 8 contributes more ordered dynamical behavior which results in good utility, whereas nonlinear interactions dominate in the modes k = 0 and k = 3, bringing more chaos to the dynamics of those modes and reducing their predictability.
Concluding Discussion.
A mathematically rigorous, computationally feasible hierarchical strategy for estimating the lack of information in one probability distribution relative to another for many degrees of freedom in complex systems has been developed here. Many facets of this strategy have been tested in the context of ensemble prediction with small ensemble sizes in two "toy" climate models, the Galerkin truncated Burgers-Hopf model and the Lorenz '96 model in a wide range of parameter regimes. Additional more realistic applications of those ideas are underway for quantifying the uncertainty in geostrophic turbulent flows for both the atmosphere and ocean [9] , and for the low frequency variability of the atmosphere [1] . In particular, for a perfect predictability scenario, statistical estimators for the lack of information due to finite large sample size effects in ensemble prediction are quantified for the moment estimator strategies used in the present paper.
