We study the sample-based k-median clustering objective under a sequential setting without substitutions. In this setting, the goal is to select k centers that approximate the optimal clustering on an unknown distribution from a finite sequence of i.i.d. samples, where any selection of a center must be done immediately after the center is observed and centers cannot be substituted after selection. We provide an efficient algorithm for this setting, and show that its multiplicative approximation factor is twice the approximation factor of an efficient offline algorithm. In addition, we show that if efficiency requirements are removed, there is an algorithm that can obtain the same approximation factor as the best offline algorithm.
Introduction
Clustering is an important unsupervised task used for various applications, including, for instance, anomaly detection [23] , recommender systems [30] and image segmentation [28] . The k-median clustering objective is particularly useful when the partition must be defined using centers from the data, as in some types of image categorization [12] and video summarization [17] . While clustering has been classically applied to fixed offline data, in recent years clustering on sequential data has become a topic of ongoing research, motivated by various applications where data is observed sequentially, such as detecting communities in social networks [3] , online recommender systems [27] and online data summarization [5] .
Previous work on clustering sequential data [e.g., 16, 4, 2] has typically focused on cases where the main limitation is memory; the clustering needs to be done on massive amounts of data, and so it cannot be kept in memory in full. In this work, we study sequential k-median clustering in a different setting, which we call the no-substitution setting. In this setting, centers need to be selected from the sequence of examples immediately when they are observed, and cannot be substituted later. This setting captures instances of clustering where the selection of a center involves an immediate action in the real world on the observed example. For instance, consider selecting a small set of users who will receive an expensive promotional gift, out of users that arrive to a shopping web-site. The goal is to find the users who will be the most effective in spreading the word about the product. This can be formalized as a k-median objective, with respect to a metric defined by connections between users.
We study the no-substitution setting in a general metric space, under the assumption that the data sequence is an i.i.d. sample from an unknown distribution, and the goal is to minimize the distribution risk of the selected centers. We provide an efficient algorithm, called SKM, which uses as a black box a given clustering algorithm for fixed data sets. We show that the multiplicative approximation factor obtained by SKM is twice the factor that can be obtained by an offline algorithm for sample-based clustering that uses the same black box. In addition, we provide an algorithm, called SKM2, that obtains the same approximation factor as the best (not necessarily efficient) offline algorithm. However, this algorithm has a computational complexity which is exponential in k. Whether there exists an efficient no-substitution algorithm with the same approximation factor as an efficient offline algorithm, is an open problem which we leave for future work.
Related Work [7] studied sample-based k-median clustering in the offline setting. In this setting, the entire set of sampled data points is observed, and then the k centers are selected from this sample. For the case of a general metric space, [7] provides uniform finite-sample bounds on the convergence of the sample risk to the distribution risk of any choice of centers from the sample.
Algorithms studying clustering on sequential data have mainly assumed a fixed data set and an adversarial ordering, under bounded memory. In this setting, the approximation is measured against the best possible clustering of the data set. [16] proposed the first single-pass constant approximation algorithm for the k-median objective with bounded memory. [4, 11, 2] develop algorithms for this setting using coreset constructions. [10] design algorithms based on the facility-location objective, using a procedure proposed in [26] . The latter also studies facility location under a random arrival order. [9] suggests a space-efficient technique to extend any sample-based offline coreset construction to the streaming (bounded-memory) model. [20] considers the streaming k-median problem under random arrival order. The different approaches obtain different trade-offs between memory and approximation guarantees. Unlike the no-substitution setting, these algorithms can repeatedly change their selection of centers, or simply select a center that has appeared sometime in the past.
[24] studies the online k-means objective with an arbitrary arrival order, in a setting where each observed point must either be allocated to an already-defined cluster or start a new cluster. This setting can be seen as a variant of the no-substitution setting, since a chosen center cannot be discarded later. However, the proposed algorithm selects O(k log m) centers, where m is the sample size, and it is shown that in this adversarial setting, one must select more than k elements to obtain a bounded approximation factor. [22] proposes an online k-median algorithm which maintains a constant approximate solution at any point in time, while minimizing the number of necessary recalculations of a clustering.
The no-substitution setting bears a resemblance to the secretary problem under a cardinality constraint. In this setting, a set of limited cardinality must be selected with no substitutions from a sequence of objects, so as to optimize a given objective. [6, 14, 19] study this setting when the objective is monotone and submodular. [5] suggest reformulating the k-median objective as a submodular function. However, this reformulation does not preserve the approximation ratio of the k-median objective. It also requires access to an oracle for function value calculations, which is not readily available in the sample-based sequential clustering setting. [29] study a more general problem of converting an offline algorithm to a no-substitution algorithm in an interactive setting.
Setting and Preliminaries
For an integer i, denote [i] := {1, . . . , i}. Let (X , ρ) be a bounded metric space, and assume ρ ≤ 1. For c ∈ X , r ≥ 0 let Ball(c, r) := {x ∈ X | ρ(c, x) ≤ r}. Assume a probability distribution P over X . Below, the random variable X is always assumed to be drawn according to P , unless explicitly noted otherwise.
. A k-clustering is a set of k points T = {t 1 , . . . , t k } ⊆ X which represent the centers of the clusters. Given a probability distribution P ∈ P, the k-median risk of T on P is R(P, T ) := E[min i∈ [k] ρ(X, t i )]. For a finite set S ⊆ X , R(S, T ) is defined as the risk of T on the uniform distribution over S. We will generally assume an i.i.d. sample S ∼ P m . For convenience of presentation, we treat S as both a sequence and as a set interchangeably, ignoring the possibility of duplicate examples in the sample. These can be easily handled by using multisets, and taking the necessary precautions when selecting an element from S. When a minimization with respect to ρ is performed, we assume that ties are broken arbitrarily.
Denote by OPT ∈ argmin T ∈X k R(P, T ) a specific optimal solution of the k-median clustering problem, where the minimization is over all possible k-clusterings in X ; we assume for simplicity that such an optimizer always exists. Denote by OPT S ∈ argmin T ∈X k R(S, T ) a specific solution that minimizes the risk on S using centers from X . In the no-substitution k-median setting, the algorithm does not know the underlying distribution P . It observes the i.i.d. sample S ∼ P m in a sequence, and selects k elements from S as centers, to form the k-clustering T .
The centers can only be selected immediately after they are observed, before observing the next element in the sequence. Moreover, the centers cannot be substituted later. The objective is to obtain a small R(P, T ), compared to the optimal R(P, OPT). An offline k-median algorithm A takes as input a finite set of points S from X and outputs a k-clustering T ⊆ S. We say that A is a β-approximation offline k-median algorithm, for some β ≥ 1, if for all input sets S, R(S, A(S)) ≤ β · R(S, OPT S ).
For a non-negative function f (k, m, δ), we denote by O(f (k, m, δ)) a function which is upper-bounded by C · f (k, m, δ) for some universal constant C, for any integer k and δ ∈ (0, 1), and for all sufficiently large m.
An Efficient Algorithm: SKM
The first algorithm that we propose, called SKM, is designed to use an efficient offline k-median algorithm as a black box and is in itself efficient. SKM works in two phases. In the first phase, the incoming elements are observed and no element is selected. In the second phase, elements are selected based on the information gained in the first phase. This structure is similar to that of algorithms for the classical secretary problem [15, 13] , in which one tries to select a single element with a maximal value. 
T out ← T out ∪ {x j }.
8:
end if 9: end for 10: return T out SKM receives as input a confidence parameter δ, the number of clusters k, the sequence size m, and access to a black-box offline k-median algorithm A. The main challenge in designing SKM is to define a selection rule for elements from the second phase, based on the information gained in the first phase. This information needs to have uniform finite-sample convergence properties so that the error of the solution can be bounded, and k centers need to be found with a high probability. SKM constructs this rule by combining the solution of A on the examples of the first phase with information on the distribution estimated from these examples.
Denote the set of elements observed in the first phase by S 1 , and those observed in the second phase by S 2 . Elements from S 2 are selected as centers if they are close to the centers selected by A. Importantly, closeness is measured relative to the distribution of distances in S 1 : An element from S 2 is selected as a center if its distance to one of the centers selected by A from S 1 is smaller than all but at most a q fraction of the points in S 1 . For x, y ∈ S, define B(x, y) := P[Ball(x, ρ(x, y))]. This is the probability mass of points whose distance from x is at most the distance of y. For a set of points S and x, y ∈ S, letB S (x, y) be the fraction of the points in S \ {x, y} that are in Ball(x, ρ(x, y)).
For q ∈ (0, 1), let qp S (x, q) be some point y ∈ argmin{ρ(x, y) | y ∈ S,B S (x, y) ≥ q}. Denote the ball in X with center x and radius determined by qp S (x, q) by qball S (x, q) := Ball(x, ρ(x, qp S (x, q))). SKM is listed in Alg. 1. The guarantee on SKM is provided in the following theorem.
Theorem 3.1. Suppose that SKM is run with inputs k ∈ N, m ≥ max(2k, 12), δ ∈ (0, 1) and A, where A is a β-approximation offline k-median algorithm. For any γ ∈ (0, 1 2 ) and any distribution P over X , with a probability at least 1 − δ,
Theorem 3.1 gives a range of trade-offs between additive and multiplicative errors, depending on the value of γ. In particular, by setting γ = k log(m/δ) m and noting that R(P, OPT) ≤ 1, we get
This guarantee can be compared to the guarantees of an offline algorithm that uses the same k-median algorithm A as a black box. As shown in [7] , for S ∼ P m , with a probability at least 1 − δ, for every k-clustering T ⊆ S and for T = OPT,
Since we also have R(P, A(S)) ≤ R(S, A(S))+ǫ o , it follows that R(P, A(S)) ≤ βR(P, OPT)+βǫ o . Therefore, the additive errors of both guarantees have a similar dependence on m, k, δ and β. When m → ∞, the additive errors go to zero, and we remain with the approximation factor of SKM, which is twice that of the offline algorithm.
To prove Theorem 3.1, we first prove that with a high probability, SKM succeeds in selecting k centers from S 2 . This requires showing that the estimate of the mass of qball S1 (c i , q) using S 1 is close to its true mass on the distribution. We use the following lemma, proved in the appendix using the empirical Bernstein's inequality of [25] :
This result is used in the proof of the following lemma. For readability, we denote the sizes of S 1 and S 2 by m 1 , m 2 respectively.
Proof. For x, y ∈ S 1 , denoteB :=B S1 (x, y). Apply Lemma 3.2 by letting Y 1 , . . . , Y n stand for the indicators I[z ∈ B(x, y)] for z ∈ S 1 \ {x, y}, n = m 1 − 2,μ =B, µ = B(x, y). It follows that with a probability at least 1 − δ, ifB ≥ 16 ln( 3) . By a union bound on the pairs in S 1 , we have that with a probability of 1 − δ/4, for all pairs x, y ∈ S 1 ,B S1 (x, y) ≥ 16 ln(
In particular, this holds for x = c i and y = y i := qp S1 (c i , q), where c 1 , . . . , c k are the centers returned by A in SKM. DenoteB i =B S1 (c i , y i ). By definition of y i , for all i ∈ [k],B i ≥ q. In addition, by definition of B(·, ·) and qball, we have that P[qball S1 (c i , q)] = B(c i , y i ).
Since m 1 ≥ 6, we have m 1 −3 ≥ m/2. Therefore,B i ≥ q = 64 ln(4m/δ)/m ≥ 16 ln(8m
Therefore, with a probability at least 1 − δ/4, S 1 satisfies that for all
=: η, where we used m 1 ≥ k. If this event holds for S 1 , then the probability over S 2 ∼ P m2 that S 2 ∩ qball S1 (c i , q) = ∅ is at most (1 − η) m2 ≤ exp(−m 2 η). By a union bound, the probability that less than k centers were selected from S 2 is at most k exp(−m 2 η) ≤ δ/4.
Combining the two events, we conclude that the probability of selecting k centers during SKM is at least 1 − δ/2.
We now bound the risk of the output of SKM, under the assumption that indeed k centers have been successfully selected.
The condition in step 6 of the algorithm guarantees that all the selected centers are in the qball around the centers returned by A. The following two lemmas bound the risk that the selected centers induce compared to the original centers. The lemmas are formulated more generally to apply to a general distribution. The first lemma considers a single center. For a distribution Q over X and c, t
Proof. Denote r := ρ(t, c). Using the triangle inequality, and letting X ∼ Q, we have
To upper-bound r, note that by the conditions on t,
It follows that r ≤ R(Q, {c})/(1 − τ ), which completes the proof.
The lemma above provides a multiplicative upper bound on the risk obtained when replacing a center c i with another center t i . However, this upper bound is only useful if τ is small. In the general case, an additive error term cannot be avoided. For instance, suppose that the optimal clustering has a risk of zero, and there is at least one very small cluster. In this case, the algorithm might not succeed in choosing a good center for this cluster, and some additive error will ensue. The following lemma bounds the overall risk of the clustering when all centers are replaced. Lemma 3.5. Let τ ∈ (0, 1) and let Q be a distribution over X . Let O = {c 1 , . . . , c k } ⊆ X , and
Q (c i , t i )/β i , and let Q i be the conditional distribution of X ∼ Q given X ∈ C i . Distinguish between two types of clusters. If q i ≥ γ, then γ ≤ q i ≤ τ /β i , where the second inequality follows from the assumption on t i . Thus
Therefore, Lemma 3.4 holds for τ := γ, Q := Q i , t := t i and c := c i , implying that R( 
We thus have
which completes the proof.
Using the results above, Theorem 3.1 can now be proved.
Proof of Theorem 3.1. Recall that S 1 , S 2 are independent i.i.d. samples of size m 1 , m 2 drawn from P . By Hoeffding's inequality and the fact that ρ ≤ 1 we have that for any fixed k-clustering T , P[|R(P,
. By a union bound on all the k-clusterings in S 2 and on T = OPT, we get that with a probability 1 − δ/2, all such clusterings T satisfy
where we used m 1 = m 2 = m/2. In addition, by Lemma 3.3, with a probability at least 1 − δ/2, SKM selects k centers from S 2 . The two events thus hold simultaneously with a probability at least 1 − δ. Condition below on these events and let t 1 , . . . , t k be the selected centers, ordered so that t i ∈ qball S1 (c i , q). 
By the assumptions on A and by Eq. (3.1),
In addition, R(P, T out ) ≤ R(S 1 , T out ) + ǫ 1 . Combining the inequalities and noting that m 1 = m/2, we get
The theorem follows by setting q as defined in SKM.
We have thus shown that SKM obtains an approximation factor at most twice that of an offline algorithm. If the black-box algorithm A is efficient, SKM is also efficient. In the next section, we show that if efficiency limitations are removed, there is an algorithm for the no-substitution setting that obtains the same approximation factor as an optimal (possibly also inefficient) offline algorithm.
Obtaining the Optimal Approximation Factor: SKM2
If efficiency considerations are ignored, the offline algorithm can use a β-approximation algorithm with the best possible β. It is well known [see, e.g., 16 ] that for any data set S ⊆ X , R(S, argmin T ∈S k R(S, T )) ≤ 2R(S, OP T S ), and that this upper bound is tight. Therefore, the lowest possible value for β in a general metric space is 2. Using the bound of [7] discussed in Section 3, this gives the following guarantee for the offline algorithm:
We now give an algorithm for the no-substitution setting, which obtains the same approximation factor of 2, and a similar additive error to that of the offline algorithm. The algorithm, called SKM2, is listed in Alg. 2. It receives as input the confidence parameter δ, the number of clusters k, and the sequence size m. Similarly to SKM, it also works in two phases, where the first phase is used for estimation, and the second phase is used for selecting centers. The first phase is further split to sub-sequences S 0 , S 1 , . . . , S k . The second phase is denotedS.
The main challenge in designing SKM2 is to make sure that elements are selected as centers only if it will later be possible, with a high probability, to select additional centers so that the final risk will be near-optimal. To this end, we define a recursive notion of goodness. For a set of size k, we say that it is good if its risk on S 0 is lower than some threshold. For a set of size less than k, it is good if there is a sufficient probability to find another element to add to this set, such that the augmented set is good. The following definition formalizes this. • For Z of size k, Z is (r, q)-good (or simply r-good) if R(S 0 , Z) ≤ r.
• For Z of size j ∈ {0, . . . , k − 1}, defineψ r,q (Z) :
The algorithm sets the value of q depending on the input parameters, and finds a value for r such that ∅ is (r, q)-good. It then iteratively gets the examples, and adds the observed example as a center if the addition preserves the goodness of the solution collected so far. We show below that if ∅ is (r, q)-good for q as defined in Alg. 2, then with a high probability SKM2 will succeed in selecting k centers with a risk at most r on S 0 , and that this will result in a near-optimal k-clustering. Get the next sample x j .
6:
If |T out | < k and
We prove the following result for SKM2. Theorem 4.2. Suppose that SKM2 is run with inputs k, m ∈ N and δ ∈ (0, 1). For any γ ∈ (0, 1 2 ) and distribution P over X , with a probability at least 1 − δ,
By setting γ = k 3 log(m)+k 2 log(1/δ) m and noting the R(P, OPT) ≤ 1, we get
As discussed above, this is the same multiplicative approximation factor as the optimal offline algorithm. The additive error is larger by a factor of k. We now prove Theorem 4.2. Note that by definition of goodness for Z of size k, it follows that if SKM2 succeeds in selecting k centers, then the solution it finds has a risk of at most r on S 0 . We thus need to show that indeed k centers are selected with a high probability, that r is close to the optimal achievable risk, and that the risk on S 0 is close to the risk on P . We use the following lemma, proved in the appendix based on Bernstein's inequality. Proof. Let Υ = {β m (1 + β m ) n | n ∈ N} ∩ (0, 1) be the possible values of r examined by the algorithm which are smaller than 1. Note that since exp(x/2) ≤ 1 + x for x ∈ (0, 1), the largest n such that
2 and a union bound, with a probability at least 1 − δ/4, for any r ∈ Υ, j ∈ {0, . . . , k − 1}, and T ⊆S of size j,
Condition below on this event. Let r be the value selected by SKM2, let T i be the set of points collected by the algorithm until iteration i, and let j = |T i | < k. If T i = ∅, then it is (r, q)-good by the definition of r. Otherwise, it is (r, q)-good by the condition on line 6. Therefore, by definition,ψ r,q (T i ) ≥ 2q. This implies the LHS of the implication above, hence
Therefore, conditioned on the event above, the probability that the next sample x j satisfies that T i ∪{x j } is (r, q)-good is at least q. Since this holds for all iterations until there are k centers in T i , the probability that the algorithm collects less than k centers is at most the probability of obtaining less than k successes inm = m/2 independent experiments with a probability of success q. Letŝ be the empirical fraction of successes on m/2 experiments. By Lemma 4.3, since q ≥ 10 log(4/δ)/(m/2), with a probability 1 − δ/4, s ≥ q/2. Since q ≥ 2k/m, we haveŝ ≥ k/m. Therefore, taking a union bound, we get that with a probability of at least 1 − δ/2, the algorithm selects k centers.
We now show that the value of r selected by SKM2 is close to the optimal risk. By Hoeffdings's inequality and a union bound over the possible choices of T , for all T ⊆ S \ S 0 of size k, with a probability Proof. Let j ∈ {0, . . . , k}. For sets D 1 , . . . , D j , denote byD j the collection of all sets of size j that include exactly one element from each of D 1 , . . . , D j . We start by showing that with a high probability, there exist sets
By Lemma 4.3, since B i ≥ 4q ≥ 10 ln(4k/δ)/m i , we have that with a probability at least 1 − δ/4, for all i ∈ [k], |D i |/|S i | ≥ 2q, as required.
We now show that max Z∈D k R(S 0 , Z) ≤ r 0 . By the definition of α i , for any
o is defined before Lemma 3.4. Therefore, the conditions of Lemma 3.5 hold with Q := P , O := OPT, T := Z and τ := 4q. Hence, for γ ∈ (0, 1 2 ), R(P, Z) ≤ (2 + 2γ)R(P, OPT) + 4qk/γ.
Lastly, we show that the existence of D 1 , . . . , D k implies an upper bound on the value of r set by the algorithm. First, we show that ∅ is (r 0 , q)-good. This can be seen by induction on the definition of goodness: For |Z| = k, all Z ∈D k are (r 0 , q)-good since R(S 0 , Z) ≤ r 0 . Now, suppose that all sets Z ∈D j for some j ∈ [k] are (r 0 , q)-good, and let Z ′ ∈D j−1 . Then, since for all x ∈ D j we have Z ′ ∪ {x} ∈D j , it follows thatψ
Therefore, by definition, Z ′ is (r 0 , q)-good. By induction, we conclude that ∅ ∈D 0 is also (r 0 , q)-good. Clearly, ∅ is also (r 1 , q)-good for any r 1 ≥ r 0 . Since the value r selected by SKM2 is set to the smallest value β m (1 + β m ) n such that n is natural and ∅ is (r, q)-good, and since r 0 ≥ ǫ 2 ≥ β m , we conclude that r ≤ r 0 (1 + β m ), as required.
The proof of Theorem 4.2 is now immediate.
Proof of Theorem 4.2.
Assume that E 0 holds, as well as the events of Lemma 4.4 and Lemma 4.5. This occurs with a probability at least 1 − δ. By Lemma 4.4 the algorithm selects T out which is of size k and is (r, q)-good. Thus, by the definition of goodness, R(S 0 , T out ) ≤ r. By E 0 , it follows that R(P, T out ) ≤ r + ǫ 2 . By Lemma 4.5, r ≤ (1 + β m )((2 + 2γ)R(P, OPT)+ 4qk/γ + ǫ 2 ). The theorem follows by plugging in the values of β m , q, ǫ 2 and simplifying.
Discussion
In this work, we showed that an approximation factor which is twice that of the sample-based offline algorithm can be obtained by an efficient no-substitution algorithm. We further showed that removing the efficiency requirement allows obtaining the same approximation factor as the best offline algorithm. It is an open question whether there is an efficient no-substitution algorithm with the same approximation factor as the best efficient offline algorithm.
The essential property of SKM2 that allows obtaining an improved approximation factor is the requirement that only centers which allow many possible choices of other centers are selected. In other words, the center choice should not be very sensitive to a small number of points in the sample. This type of stability, or robustness, has been previously studied for clustering algorithms in other contexts [see, e.g., 21, 1]. More generally, stability of algorithms is known to be an essential property in learning algorithms [8] . Thus, the relationship between stability of algorithms and success in the no-substitution setting is an interesting open problem. 
A Bernstein and empirical Bernstein inequalities

