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Zusammenfassung
In dieser Arbeit werden zwei Aspekte eindimensionaler wechs lwirkender Quantenvielteilchen-
systemen untersucht. Das erste Thema ist die Auswirkung expliziter antiferromagnetischer
Austauschwechselwirkungen auf die Quantenphasenüberg¨ange eines eindimensionalen itiner-
anten Elektronensystems. Das zweite Thema ist die Untersuchung des Dekohärenzverhaltens
eines an ein eindimensionalen Quantenspinsystem gekoppeltes Quantenbits (Qubit).
Quantenphasenübergänge entstehen als Folge der Konkurre z zwischen verschiedenen
Arten von Wechselwirkungen in Vielteilchensystemen. Sie spi len eine zentrale Rolle in der
Physik kondensierter Materie und stehen im Zusammenhang mit wesentlichen Mechanismen
vieler neuartiger Phänomene, die in niedrig-dimensionale Systemen der kondensierten Ma-
terie wie zum Beispiel Hochtemperatursupraleitung erscheinen. Eindimendionale Quanten-
systeme bieten eine ideale Spielwiese für die Untersuchung vo Quantenphasenübergänge.
Dies liegt daran, dass der Effekt der Wechselwirkung eine wesentlich größere Rolle als in
ihren hörerdimensionalen Pendants spielt. In eindimensionalen Systemen sind nur Kollekti-
vanregungen möglich, im Gegensatz zu zwei-und dreidimensionalen Systemen, wo sowohl
kollektive wie Quasiteilchen-Anregungen erscheinen können. Noch wichtiger ist es, dass
die kollektiven Anregungen von eindimensionalen Systeme in zwei verschiedene Zweige
aufgeteilt werden können: ein nur Spin und keine Ladung tr¨a t (Spinon), der zweite trägt
nur Ladung und kein Spin trägt (Holon). Dieses Phänomen wird Spin-Ladungs-Trennung
genannt. Bekannte analytische Methoden, die Bethe Ansatz und die Bosonisierung, sowie
eine leistungsfähige numerische Methode, die Dichtematrix-Renormierungsgruppe (DMRG),
ermöglichen detaillierte Untersuchungen verschiedeneri dimensionalen Modelle. Das Muster-
modell eines eindimensionalen wechselwirkenden Elektronensystems ist das eindimensionale
Hubbard-Modell (aucht - U-Modell genannt), das aus einem mitt parametrierten kinetischen
Energie-Beitrag und einer mitU parameterisierten Elektron-Elektron-Coulomb-Wechselwirkung
U besteht. Bei halber Bandfüllung befindet sich der Grundzustand des eindimensionalen
Hubbard-Modells in einer Spindichtewellen-Phase für alle positiven Werte der Wechselwirkung
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U. Dieses einfache Modell kann in vielen möglichen Weisen, die das Grundzustandphasendi-
agramm beeinflussen, erweitert werden. Einen Satz von Wechselwirkungen, die interes-
sant sind, sind explizit antiferromagnetische Austauschwechselwirkungen der nächsten Nach-
barn, J1 und der übernächsten Nachbarn,J2. Ein auf diese Weise erweitertes Hubbard-
Modell, das alst-U-J1-J2-Modell bezeichnet wird, wird ausführlich in dieser Arbeit unter-
sucht. Es wird allgemein vermutet, dass dieJ1-Wechselwirkung die Stärke der Supraleitung
in zweidimensionalen Systemen wesentlich steigern kann. Zudem wird vorhergesagt, dass sie
eine Bond-Ordnungswellen-Phase im halbgefüllten Systeminduziert. Allerdings zeigen un-
sere DMRG-Rechnungen der Spin- und Ladungslücken und des Bond-Ordnungsparameters,
die auf endlichen Gittern berechnet und anschliessend zum thermodynamischen Limes ex-
trapoliert wurden, dass dieJ1-Wechselwirkung nicht zu einer Frustration des Nächst-Nachb r-
Austausches führt. Das heißt, dass der Grundzustand des halbgefüllten t-U-J1-Modells aus
einer Spindichtewelle-Phase ohne jeglicher Phasenübergang besteht. Zudem zeigt eine Boson-
isierungsrechnung, die im Schwachkopplungsbereich gültig is , dass der Grundzustand in
einer Spin-Dichte-Wellen-Phase ist. Dieses Ergebnis motivier e uns, eine zusätzliche frus-
trierte J2-Wechselwirkung hinzuzufügen. Weitere numerische und analytische Rechnungen
für einen endlichenJ2 zeigen uns, dass eine Bond-Ordnungs-Wellen-Phase für einen pos-
itiven kritischen Wert vonJ2 erscheint, der von den Werten vonU und J1 abhängt. Für
bestimmte größere Werte vonJ2 finden wir eine metallische Luther-Emery-Phase, das heißt,
eine Spinlücke öffnet sich.
Ein weitere grundlegende Fragestellung in Quantensystemen beschäftigt sich mit dem
klassischen Grenzfall: wie entwickelt sich die klassischeMechanik aus der Quantenmechanik?
In den frühen Tagen der Entwicklung der Quantenmechanik, hat man versucht diesen,Übergang
durch Anwendung des Ehrenfest-Theorems und des Bohrschen Korrespondenzprinzips zu
erklären. Allerdings stoßen solche Zugänge auf fundamental Grenzen und liefern kein ein-
deutiges Bild. Ein weiterer Ausgangspunkt ist es, das System nicht als isoliert zu betrachten,
sondern als an seine Umgebung, d.h. an ein Bad, gekoppelt. DiZeitentwicklung des Sys-
tems mitsamt Umgebung, d.h. ein Gesamtsystem in einem reinen Zustand, wird von der
Schrödinger-Gleichung beschrieben. Der zeitentwickelte Zustand kann durch eine Entwick-
lung in klassischen Konfigurationen der Subsysteme dargestellt werden. Man kann System
und Bad in unterschiedlichen Weisen konfigurieren, um das Dekohärenzverhalten zu unter-
suchen. Der offensichtliche erste Schritt, die Dekohärenz zu untersuchen, ist der Fall eines an
ein Bad gekoppelten einzelnen Qubits zu betrachten. Vorherige Arbeiten haben die Fälle eines
nicht wechselwirkenden Bads und eines wechselwikendes Bad, das sich anfangs in seinem
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Grundzustand befindet, betrachtet. In dieser Arbeit behandeln wir den realistischeren Fall,
wo das Bad durch einen Quantenquench präpariert wird. Solche Systeme können durch die
zeitabhängige DMRG und in einigen Fällen auch analytischbe andelt werden. Hier wenden
wir die adaptive zeitabhängige DMRG mit einer Suzuki-Trotter Zerlegung zweiter Ordnung
an, um die Dekohärenz eines mit einem eindimensionalen XXZ-Spinbad gekoppelten Qubits
(mittels des sogenannten “Loschmidt-Echos”) zu berechnen. Als Vergleich betrachtet wir
auch ein Bad, das aus einem Ising-Modell in einem transversalen Feld besteht. Für dieses
System kann die vollständige Zeitentwicklung analytischberechnet werden. Wir betrachten
sowohl den Fall eines Grundzustandes als Anfangszustand des Bads, was eine Nachprüfung
vorherigerer Arbeiten entspricht, wie den Fall eines durcheinen Quantenquench präparierten
Anfangszustands. Wir finden, dass das Kurzzeitverhalten des Loschmidt-Echos für beide
Fälle einer Gaußfunktion folgt. Ob das Langzeitverhaltenzur vollständigen Dekoheränz des
Zustands des Qubits folgt oder nicht, hängt hingegen von der Art des Anfangszustands des
Bads ab: ein durch einen Quantenquench präpariertes Bad f¨uhrt allgemein zu vollständiger
Dekohärenz, für einen Grundzustand ist dies aber für diemeisten Werte der Parameter des
Bad-Hamiltonoperators nicht der Fall.
Abstract
In this thesis, we investigate two aspects of one-dimensional interacting quantum systems.
The first one is the effect of explicit antiferromagnetic exchange interactions othe quan-
tum phase transitions of a one-dimensional itinerant electron system. The second one is the
decoherence of a qubit coupled to a one-dimensional quantumspin system.
Quantum phase transitions arise as a result of competition between different types of inter-
actions in many-particle systems. They play a central role in condensed matter physics and are
related to the essential mechanisms of many novel phenomenathat ppear in low-dimensional
condensed matter systems such as high-Tc superconductivity. One-dimensional systems are
ideal playgrounds for studying quantum phase transitions because the effects of the interac-
tions play a more major role than their higher-dimensional counterparts. In one-dimensional
systems, the excitations are collective ones, in contrast to two- and three-dimensional sys-
tems when single-particle and collective excitations are both possible. More importantly, the
collective excitations of one-dimensional systems can be split into two different branches:
one carrying only spin without charge (spinon) and the othercar ying only charge without
spin (holon). This phenomena is termed spin-charge separation. Well-established analytic
methods, the Bethe ansatz and bosonization, as well as a powerful numerical method, the
density matrix renormalization group (DMRG), make possible detailed studies of various
one-dimensional models. The prototype of a one-dimensional nteracting electron system is
the one-dimensional Hubbard (t-U) model, which consists of a kinetic energy parameterized
by t and an on-site electron-electron Coulomb interactionU. At half-filling, the ground state
of the one-dimensional Hubbard model is in a spin-density-wave phase. This simple model
has many possible extensions which influence the ground-state phase diagram. One inter-
esting set of interactions to consider are explicit antiferromagnetic exchange interactions of
nearest-neighbors,J1, and next-nearest-neighbors,J2. A Hubbard model extended in this way
is called thet-U-J1-J2 model. This model has been extensively studied in this thesis. TheJ1
term is thought to significantly enhance the superconductivity in a two-dimensional system.
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It was predicted to induce a bond-order-wave phase in a half-filled system. However, our
DMRG calculations of the spin gap, the charge gap, and the bond-order-wave parameter on
finite lattices when extrapolated to the thermodynamic limit ndicate thatJ1 does not frustrate
U. Thus, the ground-state phase diagram of the half-filledt-U-J1 model consists of a spin-
density-wave phase without any phase transitions. We have also c rried out a bosonization
calculation in the weak-coupling region of this model, which also confirms that there is only
a spin-density-wave phase. This result motivated us to consider an additional frustratingJ2
term. Additional numerical and analytical calculations for n nzeroJ2 ascertain that a bond-
order-wave phase appears at a positive critical value ofJ2 related to the values ofU andJ1.
For some specific larger values ofJ2, we find a spin-gapped, metallic Luther-Emery phase.
Another fundamental problem in quantum systems is how the classical limit emerges in
quantum systems. In other words, how does classical mechanics rise from quantum mechan-
ics? In the early days of quantum mechanics, applications ofthe Ehrenfest theorem and the
Bohr correspondence principle try to explain how classicalmechanics arises from quantum
mechanics. However, such attempts have intrinsic limitations and are ambiguous. Another
idea is to consider the fact that a system, in general, is not isolated, but interacts with its
surroundings, i.e. a bath. In fact, by including the system and bath and considering the
composite system to evolve through the Schrödinger equation, we find that the initial wave
function of the whole composite system will evolve into a wave function expanded by a clas-
sical configuration of subsystems. We can choose diff rent configurations of the system and
the bath to study decoherence. Clearly, the first step to study decoherence is to consider the
decoherence of a single qubit coupled to a bath. Previous work has considered the cases of a
noninteracting bath and an interacting bath initially in a ground state. We consider here a more
realistic bath, a quantum quenched bath. These system can betreat d by the time-dependent
DMRG and, in some cases, can be treated analytically. In thiss udy, we apply the adaptive
time-dependent DMRG with a second-order Suzuki-Trotter decomposition to calculate the
decoherence (by means of the Loschmidt echo) of a qubit coupled to a one-dimensional XXZ
spin bath. For comparison, we also treat a bath that is a one-dim nsional transverse-field
Ising model analytically. The initial state of the spin bathis taken to be either a ground state
(reexamining previous work) or a quantum quenched state. Thresults for these two models
confirm that the short-time behaviour of the Loschmidt echo is a Gaussian for a bath that
is initially in a ground state or a quantum quenched state. Wefind that an initial quantum
quenched bath state always leads to more generic behavior, i.e., complete decoherence of the
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qubit, whereas complete decoherence of the state of the qubit does not occur in general when
the bath is initially in a ground state.
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Interacting electron systems have been extensively studied since the 1950s. For about 30
years, the main method of this area was dominated by the Landau Fermi liquid theory [1, 2],
which describes the normal low-energy behavior of a two- or three-dimensional interacting
electron system that is continuously connected with the freel ctron system, i.e. consists
of free quasi-particles. Starting from the 1980s, a number of novel phenomena were dis-
covered in the interacting electron systems in the low-energy and low-dimension limit, such
as the integer and fractional quantum Hall effects and high-temperature superconductivity.
Accompanying new concepts have emerged to describe interacting electron systems, such
as Luttinger liquid theory [3, 4, 5] of one-dimensional systems, edge states, and composite
fermions [6] in quantum Hall states, and high-Tc superconductivity of two-dimensional sys-
tems. These concepts are beyond the scope of Landau Fermi liquid theory, and make the study
of these kinds of interacting electron systems (strongly correlated systems) one of the fron-
tiers in physics. In particular, Landau Fermi liquid theoryis no longer suitable for describing
the low-energy properties of one-dimensional systems simply because the low-energy exci-
tations in a one-dimensional system are collective excitations rather than weakly interacting
quasi-particle excitations. It is also known that one-dimensional electron systems are closely
related to one-dimensional quantum spin systems.
In strongly correlated systems, a system in which all the intractions between electrons are
considered is impossible to solve. Only some simplified models, such as the one-dimensional
Hubbard model (considering only the on-site electron interactionU) [7] and the one-dimensional
t − J model (strong-coupling limit of the Hubbard model) at the supersymmetric point [8, 9],
are exactly solvable. When additional electron-electron interaction are present, these models
cannot be solved exactly no matter how weak the interactionsare. Fortunately, a comprehen-
sive picture of one-dimensional strongly correlated system can be obtained within the frame-
works of bosonization [10] and the density-matrix renormalization group (DMRG) [11, 12,
13]. One-dimensional strongly correlated systems undergoquantum phase transitions [14],
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such as metal-insulator transitions, which are driven by quant m fluctuations at zero temper-
ature, rather than normal phase transitions caused by thermodynamic fluctuations. In par-
ticular, one-dimensional extended Hubbard models undergovari us quantum phase transi-
tions. In Chapter 2, we investigate the ground-state phase di gram of a half-filled Hubbard
chain with explicit antiferromagnetic exchange interactions between nearest neighbors, and
between next-nearest neighbors by bosonization and DMRG. As a result, we find that the
ground state of this model has three different phases: spin-density-wave, bond-order-wave,
and metallic Luther-Emery phase.
In recent years, the number of experimental studies of nonequilibrium properties in low-
dimensional systems has increased rapidly. In particular,in the scope of quantum optical
experiments, developments in the technology of ultra-coldatomic gases has made it possible
to construct low-dimension strongly correlated systems [15]. One can artificially manipulate
the strength of the electron-electron interaction in theseconstructed systems. This feature of
ultra-cold atomic gases has made possible the investigation of many nonequilibrium problems
in strongly correlated systems in which the interactions are time-dependent. A particular
example of these kinds of nonequilibrium phenomena is that of quantum quenches [15, 16,
17, 18, 19, 20], in which the strength of interactions of the system is suddenly changed.
From the theoretical point of view, the recently developed time-dependent DMRG [21, 22] is
well-suited to investigate nonequilibrium phenomena in one-dimensional systems, especially
quantum quench problems. These developments, in both experiment and in theory, allow us to
study one of the most fundamental problems in quantum mechanics, decoherence [23, 24, 25].
The theory of decoherence describes the loss of intrinsic entanglement of a quantum system
when it is coupled to a bath. In Chapter 3, we investigate the decoherence of a qubit induced
by coupling to the ground state or to a quenched state of a one-dim nsional spin bath. In
the cases we treat in this chapter, we find that a quenched initial bath state always leads to
more generic behavior, i.e., to complete decoherence of thequbit. For quenched states of the
transverse-field Ising chain, the short-time Gaussian decay parameterα(T0) always slowly
oscillates around a time-averaged value ¯α after a long waiting timeT0 after which the bath
becomes quasi-stationary. For quenched states of an XXZ chain, α(T0) tends to a maximum
value of 0.01 for the qubit-bath coupling strengthǫ = 0.2 for the majority of quenches.
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Structure of the Thesis
The thesis is structured into two main parts. The first part, contained in Chapter 1, focuses
on the description of the static DMRG and the time-dependentDMRG. The second part,
consisting of Chapters 2 and 3, describes our results.
In Chapter 1, we describe the density matrix renormalization group method, which is
our main numerical tool including a description of the static DMRG, at the beginning of the
chapter followed by descriptions of the various different kinds of time-dependent DMRG. The
adaptive time-dependent DMRG with the second-order Suzuki-Trotter decomposition, which
is the main method used in this thesis, is discussed in detail.
Chapter 2 describes an application of the static DMRG. We invstigate the effect of two ad-
ditional interaction terms on the phase diagram of the half-filled Hubbard (t-U) chain, namely,
explicit antiferromagnetic exchange interactions between n arest neighbors,J1, and between
next-nearest neighbors,J2. We describe bosonization calculations for the weak-coupling re-
gion at the beginning and then present our DMRG results. Bothb sonization and the DMRG
calculations indicate that a bond-order-wave phase is not present forJ2 = 0; the system is in
a spin-density-wave phase forall positiveJ1 andU. We show that a bond-order-wave phase
can be induced by turning onJ2 positively, with the critical value required depending onU
and J1. At larger values ofJ2, we find additional phases, including a spin-gapped metallic
phase which we identify as a Luther-Emery phase.
In Chapter 3, we describe an application of the the second-order Suzuki-Trotter adaptive
time-dependent DMRG. We first revisit the decoherence (in terms of the Loschmidt echo)
of a qubit coupled to a ground state bath (a XXZ chain) with twoypes of qubit-bath in-
teractions: an Ising coupling and a Heisenberg coupling. Wethen consider the case where
the initial state of the bath (treated as an XXZ chain and as a transverse-field Ising chain)
is out of equilibrium: a quenched state. After a waiting timeT0, the qubit is coupled to the
quenched bath after the quench with an Ising coupling. For comparison, we also show some
analytical results for the transverse-field Ising chain bath. In Appendix A, we give the details
of the analytical method used to calculate the Loschmidt echo for the transverse-field Ising
chain. In Appendix B, we analyse the numerical error in the adaptive time-dependent using
second-order Suzuki-Trotter decomposition DMRG calculations of the Loschmidt echo. In
Appendix C, we analyse the finite-size effects in the results for the Loschmidt echo.
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Publications
Some parts of this thesis were already published or are beingprepared for publication. The
chapters related to each publication are:
Chapter 2
Phase diagram of thet-U-J1-J2 chain at half filling
Xiao-Xuan Huang, Edina Szirmai, Florian Gebhard, Jenö Sólyom, and Reinhard M. Noack,
Phys. Rev. B 78, 085128 (2008).
Chapter 3
Decoherence of a qubit coupled to a spin-1/2 chain following a quantum quench
Xiao-Xuan Huang, Salvatore Manmana, and Reinhard M. Noack,
in preparation.
Chapter 1
Density matrix renormalization group
This chapter is devoted exclusively to the introduction of the real-space density matrix renor-
malization group (DMRG). It is organized as follows: First,the numerical renormalization
group algorithm (NRG) will be introduced by analyzing its success in treating quantum im-
purity systems and its breakdown when treating other strongly correlated systems (such as the
Heisenberg, Hubbard andt − J models). Second, the standard DMRG, which overcomes the
above-mentioned difficulties encountered in the NRG, will be discussed, explaining its break-
through ideas (i.e., the density matrix projection) and details of the algorithm (the infinite-
system and finite-system DMRG algorithms). The standard DMRG currently provides the
most powerful, accurate, and eff ctive simulations of one-dimensional strongly correlated
quantum lattice systems. In particular, the static properties of the ground state and a few low-
lying excited states can be very accurately evaluated. Third, we will briefly discuss how to
apply a variety of extensions of the DMRG method to study time-dependent phenomena in
strongly correlated systems. Some of the early extensions were ere proven to be incomplete
or lack efficiency. The schemes in which the Hilbert space is adaptivelyadjusted are the most
practical and applicable. Finally, in the last section, themost efficient method, the Suzuki-
Trotter adaptive time-dependent DMRG (t-DMRG), will be presented. We will introduce the
most frequently-used scheme based on the second-order Suzuki-Trotter decomposition and
make a short discussion of useful schemes based on first- and fourth-order Suzuki-Trotter
decompositions.
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1.1 Standard renormalization-group approach
Impurity models, spin lattice models and itinerant-electronic models have been long central,
important subjects in theoretical condensed matter physics. On the one hand, some relatively
simple models, such as the one-dimensional Heisenberg model an the one-dimensional Hub-
bard model were exactly solved using the Bethe ansatz by the 1970s. On the other hand, in
the early 1970’s, Wilson invented a nonperturbative method(the NRG) to give a quantita-
tive solution of the Kondo model [26], which was later extendd to the Anderson model by
Krishna-murthy, Wilkins, and Wilson [27].
Here we describe the main points of the NRG. By discretizing the conduction band log-
arithmically using the discretization parameterΛ (Λ > 1), Wilson mapped the Kondo model
to a semi-infinite fermionic chainH, with fermion operatorsf ′n and fn which create and anni-
hilate electrons at then-th site of chain. This discretization procedure allows oneto take all
the conduction-band energies into account and leads to an expon ntial decay of the typical
hopping energy scale at the n-th site (tn ∝ Λ−n/2).
To proceed with the iterative renormalization group calculations below, the semi-infinite
chainH can be regarded as the limit of a finite size latticeHN whenN →∞. One defines
H = Λ−(N−1)/2HN ←→ HN = Λ(N−1)/2H, (N → ∞). (1.1)
The factorΛ(N−1)/2 cancels theΛ dependence oftN−1 in the limit of largeN and facilitates the
renormalization group analysis. The remaining task is to construct the semi-infinite chainHN
by iteratively adding a site and reducing the Hilbert space through a renormalization group
procedure, see Fig. 1.1. The first step is to construct a finiteinitial block A with Hamiltonian
HN, which contains N sites, including a impurity at the first site, and which is small enough
to be exactly diagonalized numerically. The fermion operators f †nσ, fnσ, and other related
operators must be represented in the basis ofHN. The second step is to employ full exact
diagonalization method to obtain the full energy spectrum of HN. In the third step, we truncate
the high-energy eigenstates, keeping the low-energy eigenstates to form a basis transformation
operatorO (the rows ofO are the eigenstates kept,|ms〉). The initial block HamiltonianHN is
then transformed to a new HamiltonianH′N in the reduced basis using the transformationH
′
N =
OHNO†. The HamiltonianH′N is diagonal in the reduced basis. The fermion operatorsf
†
nσ and
fnσ can be transformed into the same reduced basis using the transfo mation f
′†
nσ = O f
†
nσO†.
This procedure is called the renormalization group transformation. The last step is adding a
site to the blockA to form a new larger blockA + S. The enlarged block HamiltonianHN+1
1.1. Standard renormalization-group approach 7









( f †Nσ fN+1σ + H.c.). (1.3)
Here HN+1 contains the rescaled HamiltonianΛ1/2H′N of the old blockA and the rescaled
Hamiltonian of the hopping termsΛN/2HtN between the last siteN of old blockA and the new
added site. The typical energy scale is decreased by a factorΛ1/2 at each step in this procedure
(tN−1 → tN). We then repeat the second step, starting by replacingHN with HN+1, until the










Figure 1.1: Enlarging the chain by adding one site in one stepof the numerical renormaliza-
tion group iteration. The fist circle (shaded) is the impurity site of the chain. The amplitude
of the hopping term between the impurity site and the next site i τ.
The success of the NRG in the Kondo and Anderson models encouraged people to study
other models. However, all attempts to apply the idea of truncati g the eigenstate space in
NRG to other models failed. For example, people applied the NRG idea to calculating the
ground state of the one-dimensional Hubbard model, enlargig the system through doubling
its size at each step [28], and also to the one-dimensional Heisenberg model, enlarging the
system by adding a site at each step [29]. In these calculations, the results are not numerically
exact even when hundreds of states are kept on very small lattice sizes (less than 20 sites),
One should note that, in the NRG calculation for the Kondo model, the exponential decay
of the hopping amplitudetN ∝ Λ−N/2 ensures that the energy scales of different iterations can
be well separated. Thus, the Kondo model can be solved by keeping only a few hundred low-
lying eigenstates. However, in the Heisenberg model and theHubbard model, the amplitude
of the coupling strength between different sites is a constant. The energy scales of different
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Figure 1.2: A schematic diagram of a superblockALAR assembled from two smaller blocksAL
andAR for the one-dimensional single-particle tight-binding model. Simply keeping several
lowest energy eigenstates (curves) of the blockAL andAR to form the ground state (the curve)
or other low-lying states of the superblockALAR leads to large inaccuracies.
iterations cannot be separated well. Because of this, one must keep almost all the eigenstates
of the Hamiltonian in every iteration to get good results.
Even for the simplest model, the one-dimensional single-particle tight-binding model, the




(|i〉〈i + 1| + H.c.), (1.4)
whereci is a fermion operator. White and Noack [30] illustrated the difficulties in this model
in a simple way, see Fig. 1.2. For the limit of continuum model, this is just a particle-in-a-box
problem. Starting with a small blockAL, one enlarges the system by adding a reflected block
AR, and one finds that all states of the blockALAR constructed from the smaller blocksAL and
AR have a kink in the middle, as the open boundary conditions caue the wave functions of
the smaller blocks to vanish at the boundaries, see Fig. 1.2.But actually, the ground state of
the larger system has a maximum amplitude in the middle, the large curve in blockALAR in
Fig. 1.2. Therefore, any truncation in the small blockAL or AR leads to an incomplete basis.
To solve this problem, one needs to generalize the boundary of the small blocks. One
can apply a combination of boundary conditions to each boundary of the blocksAL andAR.
For example, one can apply fixed and free boundary conditionso either boundary of block
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AL andAR to get a set of Hamiltonians. Then, following the standard reno malization group
approach, one keeps a proportion of the low energy eigenstats of each of these Hamiltonians
after diagonalizing them. These states are generally not mutually orthogonal. However, one
can orthonormalize them explicitly and use the new basis obtained to form an enlarged sys-
tem. This scheme works much better than the other attempts mention d above; it calculates
the ground state and low-lying states with high accuracy. However, this scheme cannot be
easily extended to interacting systems, such as the Heisenberg model and the Hubbard model.
In the many-particle system, the behavior of an individual particle within the many-particle
wave function is complicated. Therefore, a mixed set of boundary conditions does not lead
to general boundary conditions for every particle. Anotherm thod introduced in Ref. [30],
called the superblock method, avoids the difficulties of choosing the set of boundary condi-
tions. The idea is to consider the blockAL as the system block that we are interested in, to be
surrounded by the extra several blocks, called environmentblocks, such as the blockAR. (If
theAR is the only surrounding block, this method reduces to the original Wilson approach.).
The extra blocks form the environment of the blockAL. Together with the blockAL, all these
blocks compose a “superblock”, i.e.,AL . . .AR. The accuracy becomes better and better as
more blocks are added to the superblock. As we will see, the DMRG applies a variant of
the superblock scheme, projecting out unimportant densitymatrix states in order to get an
appropriate and effective basis.
1.2 Static DMRG
The first applications of DMRG were to the calculation of the ground-state properties of
some typical one-dimensional interacting lattice models.The prototype of these methods is
the original DMRG papers of White [11], which calculates theground state energies and
ground state spin-spin correlations of the Heisenberg model f r both spin-1/2 and spin-1. In
order to distinguish from the DMRG methods used for solving the time dependent problem in
one-dimensional systems, (see Sec. 1.3), we call the original DMRG method for the ground
state property calculations “Static DMRG”.
1.2.1 Density matrix projection
From a mathematical point of view, a natural way to decomposea quantum system in a pure
state is the Schmidt decomposition, which expresses the wavfunction of the whole system as
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tensor products of density matrix eigenvectors of two subsystems. This mathematical idea was
introduced into the superblock method [30] to implement more reasonable relations between
the system block and the environment block. From the renormalization group viewpoint, an
effective cut-off of most unrelated states is the essence of getting the groundstate or some
low-lying exited states.
A pure-state wave function|ψ〉, such as the ground state of a closed system, can be ex-
pressed as a tensor product of states|i〉 and| j〉, where{|i〉} and{| j〉} are arbitrary orthonormal
bases of the system block S and the environment block E, respectively. The general expression




ψi j |i〉| j〉, (1.5)
where theψi j are elements of the matrixψ, i.e., a representation of the wave function|ψ〉. The
singular value decomposition (SVD) of a matrixψ is given by
ψ = uσvT , (1.6)




mm = 1 andσmm > 0). Here the
dimension ofσ, saym, cannot be larger than the number of states either of the systm block
S or of the environment block E. The matricesu andv are orthogonal (uuT = 1, vvT = 1).













vm j| j〉, (1.9)
and
λm = σmm, (1.10)
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(the Schmidt decomposition), where the number of states in the sets{|mS〉} and{|mR〉} are the
same,mS = mE = m.
It is easy to obtain the reduced density matrix of the system block S and the environment
block E from Eq. (1.11). The reduced density matrix of the system block S is




and, similarly, the reduced density matrix of the environmet block E is




wheretrE andtrS denote the trace over the degree of freedom of the environment block S and
the system block S, respectively. Obviously, the vectors|mS〉 and |mE〉 are eigenvectors of
the reduced density matrix of the system block S and the enviro ment block E, respectively.
The reduced density matricesρS andρE have the same eigenvalues,λ2m. One can also show
that, in general,tr(ρ2S) = tr(ρ
2
E) 6 1, whentr(ρ
2
S) < 1, the states of block S and block E are
mixed states. Now we can see a more physical meaning for the orogonal matricesu andv.
The columns of the two matricesu andv are the eigenvectors (|mS〉 and|mE〉) of the reduced
density matricesρS andρE, respectively.
The essential task here is to find an effective approximation, saỹ|ψ〉, to the exact wave
function |ψ〉. It requires a minimization of the quadratic deviation betwen them,
S = | ˜|ψ〉 − |ψ〉|2. (1.14)
The key to the approximation in the DMRG is to keep them′ (m′ < m) density matrix eigen-
states with the largest reduced density matrix eigenvalueswithin the set of{|mS〉}. This pro-
cedure results a reduced basis{|m′S〉}. Note that, the same number (m′) of the states will be
kept in the set of{|mE〉}, m′S = m′E = m′. Therefore, the effective wave function˜|ψ〉 is given
by




This procedure is essentially different in the DMRG and in the NRG. In the DMRG, the
most relevant states are identified by the biggest eigenvalues of the reduced density matrix
of one state (or the reduced matrices of a set of states, whichare called target states). In the
NRG, however, the truncation criterion is to keep the energyi enstates of the Hamiltonian
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with the lowest eigenvalues. In the DMRG, the truncated basis {|m′S〉}, which containsm′
wave vectors, will be used to construct the new basis of the next enlarged system, see below.
The truncation of the space of the reduced density matrix in the DMRG is more general and
can also be used to generalize the NRG [31].
We will represent ˜|ψ〉 as a matrix represented in the reduced basis. Similar to the Eq. (1.6),
it is
ψ̃ = ũσ̃ṽT (1.16)




ũim′σ̃m′m′ ṽm′ j . (1.17)
Hereũ, σ̃, andṽ are truncated matrices represented in the reduced bases. The matrices̃u and
ṽ are still orthogonal (̃uũT = 1, ṽṽT = 1). In this case, the reduced density matrixρS of the







ψ̃i j ψ̃i′ j. (1.18)
This expression can be simplified to
ρ̃S = ũσ̃ṽTṽσ̃TũT = ũσ̃2ũT, (1.19)
clearly showing that the eigenvalues ofρ̃S areλ2m′. The set of density-matrix eigenvalues{λ2m′}










While the truncated weightP is a good measurement of truncation errors in one step of the
DMRG iteration, it is not a good criterion for analyzing the total DMRG error because accu-
mulated truncation errors from previous DMRG steps are neglected. The performance of the
truncation is related to the decay of the eigenvalue spectrum {λ2m}. For example,{λ2m} decays
more slowly in the one-dimensional Hubbard model than in theon -dimensional Heisenberg
model. To obtain a given small truncated weight, one must keep hundreds of states in a
one-dimensional Hubbard lattice with one hundred lattice stes, while one only needs to keep
dozens of states on an one-dimensional Heisenberg lattice of the same size. Moreover, the
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decay of{λ2m} generally behaves differently in the different phases of a model. In order to get
an accurate solution, one must carefully control the numberof the states keptm′.
It is necessary to mention that the DMRG cannot be applied to-dimensional strongly
correlated systems withd > 1. The brief explanation is that the eigenvalue spectrum{λ2m} of
the reduced density matrix decays very slowly in such models. Keeping only few states could
lead to a large truncation error. Thus, one may need to keep many st tes in the calculation.
When the lattice is large, the truncation error becomes verylarge, and the DMRG simulation
becomes inaccurate. From the view point of quantum information theory, this behavior is
related to the entanglement, which can be characterized by the von Neumann entropy of the
system block (which is the same as that of the environment block),






Typically, the ground state of strongly correlated system is entangled. The behaviour of the
block entanglement entropy of spin lattice models was extensiv ly studied [32, 33, 34, 35]. If
the one-dimensional system is in a noncritical phase, the entropy S(ρS) is proportional to the
logarithm of the correlation lengthξ, (S(ρS) ∝ logξ). Because of the short correlation length
ξ in the gapped region,S(ρS) will grow logarithmically for small block sizeL (L < ξ) and
then saturate to a constant finite value (∝ logξ) above a certain sizeL (L > ξ), even when the
block size tends to thermodynamic limit (L → ∞). If the one-dimensional system is in the
critical phase,S(ρS) will grow logarithmically with L, S(ρS) ∝ logL. Thus the DMRG has
the ability to treat systems with a small entropyS(ρS) for a big lattice size accurately. For
this reason, the DMRG works better in the noncritical regionthan in the critical region. For
a d-dimensional system withd > 1, calculation of the entropyS(ρS) shows it diverges like
Ld−1 (area law [36, 37]). For a two-dimensional model, one must keep many more states as
L becomes larger. Thus, the DMRG calculation loses its effici ncy and the accuracy breaks
down in such cases.
Consider the case of calculating then lowest-lying states of the lattice. By summing
over the reduced density matrices of all of then nergy eigenstates with equal probability,
the resulting block basis, obtained from the total reduced density matrix, will also be a good












i′ j , (1.22)









whereWn is the probability of each state,Wn = 1/n. Note that this choice of the values ofWn
ensures thattrE(ρS) = 1.
In formulating the DMRG algorithm, another important issueis how to enlarge the su-
perblock. In the traditional DMRG algorithm, two sites, saythe site blocksl and l + 1, are
inserted at the positionsl andl + 1, respectively, between the system block and environment
block to construct a superblockmSl−1 • •mEl+2, where the symbol• denotes a single site, see











where the density matrix eigenstates|mSl−1〉 and |mEl+2〉 denote the bases of the system block
and the environment block, respectively, and the|σl〉 are theσl local states of site blockl.
The product states{|mSl−1〉|σl〉} are the bases of the blockmSl−1• composed of the system block
S and the site blockl. Similarly, the product states{|σl+1〉|mEl+2〉} represent the block•mEl+1.
In the procedure for calculating the reduced density matrices for the next DMRG step, one
should consider the superblock to be still constructed out of tw blocks,mSl−1• and•mEl+2. This
means one should trace over the degrees of freedom of the environment block together with
the site blockl + 1 (|σl+1〉|mEl+2〉) to obtain the reduced density matrix of new systemmSl−1•,





















Notice that in Eq. (1.25) and (1.26), (σl+1mEl+2) is the index of the product states|mEl+2σl+1〉.
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〈mEl+1|mEl+2σl+1〉 = λm. (1.28)
Here we have defined
|mSl−1σl〉 ≡ |mSl−1〉|σl〉, |mEl+2σl+1〉 ≡ |σl+1〉|mEl+2〉. (1.29)
For a more detailed description, one can replace|i〉 and | j〉 in Eq. (1.5) by |mSl−1σl〉 and
|σl+1mEl+2〉, respectively, and replace the matrix form of the wave functio ψi j by ψmSl−1σlσl+1mEl+2
(mSl−1σl by i andσl+1m
E
l+2 by j). By following the discussion above [starting from Eq. (1.5)],
the detailed DMRG procedure can be worked out. However, in practical DMRG algorithms,
one does not need to directly carry out the SVD on the matrix form f the wave function,
ψ. Instead, one diagonalizes the reduced density matrixρS of the system, which is in the
basis{|mSl−1σl〉}, to obtain the eigenvectors|mSl 〉 and the eigenvaluesλ2m directly. It is not
necessary to diagonalize the reduced density matrixρE of the environment or to truncate the
corresponding basis{|mEl 〉}. In practical DMRG algorithms, one does not actually calculate
the reduced density matrixρE in general. The environment block can be just a reflection
the system block (in the infinite-system DMRG algorithm, Sec. 1.2.2), or it can be obtained
from previous DMRG iterations by exchanging the status of the system and the environment
(in the finite-system DMRG algorithm, Sec. 1.2.3). These special methods are employed to
avoid doing this extra work, see below.
1.2.2 Infinite-system DMRG algorithm
The infinite-system DMRG algorithm is devised to build up theinitial quantum lattice with
a desired size ofL. The lattice grows by adding sites in the middle, usually twosites at a
time, see Fig. 1.3. The lattice size will grow step by step. Initeration l − 1 (assumel ≥ 2),
one adds two sites atl and l + 1 between the system block S (with the HamiltonianHl−1S )
and the environment block E (with the HamiltonianHl+2E ) to form the superblock in the basis
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{|mSl−1〉|σl〉|σl+1〉|mEl+2〉}. The formal superblock Hamiltonian is constructed usingHl−1S , Hl+1E ,





























where the system HamiltonianHl−1S and the operator ˆσl−1 are represented in the reduced
basis{|mSl−1〉}, while the environment HamiltonianHl+1E and the first site operator ˆσl+2 are
in the reduced basis{|mEl+1〉}. The operators ˆσl and σ̂l+1 are exactly represented in the ba-
sis {|σl〉} and {|σl+1〉}. The resulting Hamiltonian is represented in the superblock basis
{|mSl−1〉|σl〉|σl+1〉|mEl+2〉}.
It is important to describe how to multiply the Hamiltonian by the wave function in the
DMRG. For the sake of convenience, we rewrite Eq. (1.30) by replacingmSl−1σl andσl+1m
E
l+2
with i and j respectively, yielding
[H] i j,i′ j′ = [H
l
S] ii ′δ j j ′ + δii ′ [H
l+1
E ] j j ′ + [σ̂l] ii ′ · [σ̂l+1] j j ′ , (1.31)
whereHlS = H
l−1
S + σ̂l−1 · σ̂l andHl+1E = σ̂l+1 · σ̂l+2 + Hl+2E . Multiplication with the wave
function in the current superblock basis can be carried out using
[Hψ] i j =
∑
i′ j′




([HlS] ii ′ψi′ j + ψi j ′ [H
l+1
E ] j j ′ + [σ̂l] ii ′ψi′ j′ [σ̂l+1] j j ′)





Note that we transpose the Hamiltonian rather than transposing the wave function. This mul-
tiplication is carried out at every DMRG iteration to obtainthe eigenstates. It can be applied
to any DMRG algorithm as a standard procedure.
∗For simplicity, we only consider spin models, such as the Heisenberg model here. For itinerant electron
models, such as the Hubbard model, one needs to consider the signs of the resulting Hamiltonian elements,
which are due to theanti-commutation relations of the electrons.

















Figure 1.3: Diagrammatic sketch of one iteration of the infinte-system DMRG algorithm.
Assuming the lattice has reflection symmetry, one can form the environment block by re-
flecting the system block. Notice that the assumption of reflection symmetry is not necessary;
it is possible to generalize the infinite-system DMRG algorithm to lattices with no reflection
symmetry by building up the system and the environment blockin turn.
The infinite-system DMRG algorithm for a reflection symmetric lattice consists of the
following steps:
1. Construct a superblock ofL = 4 from four initial site blocks within the basis{|mS1σ2〉|σ3mE4 〉}
representing the block HamiltonianH1S, H
4
E, and other related operators, such as ˆσ2 and
σ̂2, in matrix form.
2. Diagonalize the superblock Hamiltonian using Davidson or Lanczos exact diagonaliza-
tion to find the target stateψmSl−1σl ,σl+1mEl+2, wherel = L/2. Usually,ψmSl−1σl ,σl+1mEl+2 is the




. If the desired final size is reached, stop the iteration here.
3. Form the reduced density matrixρS of the system block{|mSl−1σl〉} using











, see also Eq. (1.18). Diagonalize
the reduced density matrixρS using full diagonalization. One can obtain at mostmSl−1σl
eigenvectors|mSl 〉. KeepmSl eigenvectors|mSl 〉 corresponding to the largest eigenvalues.
The basis of the new system block is now{|mSl 〉}.
4. Form the truncated new system block HamiltonianH′Sl from the transformationH
′S
l =
OHlO†, where the columns of the matrixO (mSl−1σl × mSl ) are the eigenvectors of the
reduced density matrixρS. Also carry out the same transformation on other needed op-
erators of the new system block, such as the site operator ˆσ′l = Oσ̂lO
† on the boundary
site l.
18 Chapter 1. Density matrix renormalization group
5. Replace the old environment block{|mEl+2σl+1〉} with the reflection of new system block
{|mSl 〉}. Rename the environment block{|mEl+3〉}.
6. Insert two new site blocks between the new system block{|mSl 〉} and the new environ-
ment block{|mEl+3〉} on sitesl + 1 andl + 2, respectively, see Fig. 1.3. Construct a new
superblock of sizeL + 2. Represent the new superblock Hamiltonian in the new basis
{|mSl σl+1σl+2mEl+3〉}, see Eq. (1.30).
7. RenameL + 2 to L. Go to step 2.
Even if the lattice is not reflection symmetric, one can stillapply the main parts of above
infinite-system DMRG steps. One possible way to do this effici ntly is to construct an envi-
ronment block of fixed size instead of using the reflection of the system block in step 5. Only
the system block then grows at every DMRG step. Another way todo this is to carry out the
RG blocking on the environment block as well as on the system block. The system block and
the environment can then have unequal sizes.
The ground state (or some low-lying exited states) that are approximately calculated in the
infinite-system DMRG algorithm are usually not numericallyexact. Aside from the effects of
truncation errors accumulated in every infinite-system DMRG iteration step, the inaccuracy
of this algorithm originates in the poor representation of the block basis. The basis of a small
system block, constructed in an earlier infinite-system DMRG iteration, does not get updated
in later steps when the lattice has been enlarged. Equivalently, o e can consider the actual en-
vironment of a small system block to be enlarged. Therefore,in general, the previously con-
structed blocks are not consistent with the current wave functio . This problem comes about
primarily when one state or only a few states are targeted. Thus, high-energy states of a small
system cannot contribute to the basis of a larger system. Onepossible way to overcome this
difficulty is to target many energy eigenstates, taking, e.g.,ρ =
∑
i ρi = trE
∑n
i (1/n) |ψi〉〈ψi |,
Clearly this is not efficient. The solution to this problem is the finite-system DMRGalgorithm,
in which every block basis is updated by sweeping through superblocks of fixed size. In other
words, the sweeping procedure improves the self-consistency between the wave function and
each block basis by picking up contributions from previously discarded states.
1.2.3 Finite-system DMRG algorithm
After obtaining the approximate block representations fora lattice of desired sizeL built up
by the infinite-system DMRG algorithm, application of the finite-system DMRG algorithm
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Figure 1.4: Depiction of the finite-system DMRG algorithm.
provides high accuracy results. Each block basis is optimized by sweeping two exactly repre-
sented site blocks through a lattice of fixed sizeL. Because the size of the lattice is fixed, the
system block grows, while the environment block shrinks (see Fig. 1.3). The reduced trans-
formation only takes place on the system block, while the enviro ment block is transformed
by using previously stored environment blocks. In each stepof a particular sweep, the basis
of the system block is optimized.
For the consistency with the discussion of the infinite-system DMRG algorithm, Sec. 1.2.2,
we assume that the lattice has reflection symmetry. One then only needs to do sweeps through
a half of the lattice. The finite-system DMRG algorithm of a reflection symmetric lattice con-
sists of the following steps:
1. After the desired lattice size L is reached in the second step of the infinite-system
DMRG algorithm, one has obtained the superblock basis{|mSl−1σlσl+1mEl+2〉}.
2. Switch the roles of system block and the environment, see Fig. 1.4 and steps 2-4 in
the infinite-system DMRG algorithm. Construct the new reduced basis{|mEl+1〉} of the
system block.
20 Chapter 1. Density matrix renormalization group
3. Use a stored block of appropriate size as an environment block to form the new su-
perblock in the basis{|mSl−2σl−1σlmEl+1〉}, see Fig. 1.4.
4. Repeat steps 2-3 above until the environment block shrinks to only one site. The su-
perblock is now in the basis{|σ1σ2σ3mE4 〉}. Note that every system block is stored at
each step above. Here a right-to-left half-sweep is finished.
5. Switch the roles of system block and the environment. Repeat st ps 2-3 above, until
the starting point superblock with the basis{|mSl−1σlσl+1mEl+2〉} is reached. Here a left-to-
right half-sweep is finished. These two half-sweeps make up one sweep in finite-system
DMRG algorithm.
6. Repeat steps 2-5, until convergence of the ground state energy is obtained.
7. Carry out the measurements.
Notice that the assumption of reflection symmetry is not necessary; it is possible to general-
ize the finite-system DMRG algorithm to lattices with no reflection symmetry by sweeping
through the whole lattice. In addition, in some cases, simultaneously targeting a few of energy
eigenstates may improve the convergence of the ground state.
To improve the efficiency of the calculations, one usually fixes the quantum number of the
superblock, drastically shrinking the basis. For example,th z-component of total spinSz is
fixed in the calculation of the ground state of the Heisenbergmodel; thez-component of total
spin Sz and the total electron number are fixed in the calculation of the ground state of the
Hubbard model. Besides usingU(1) symmetry of the Hamiltonian, other symmetries are also
can be applied in the DMRG calculations, e.g.,S U(2) symmetry [38].
The measurements are usually performed after several finite-syst m DMRG sweeps have
been carried out. By representing the operatorA in the superblock basis, the expectation value
of the operatorA, 〈ψ|A|ψ〉, can be directly calculated, where the current wave functiohas the
representation|ψ〉 ≡ ψmSl−1σlσl+1mEl+2. We take the Heisenberg model as an example. For a local













and similarly for other local operators. This formula givesa exact evaluation of〈ψ|A|ψ〉 with
the approximate wave functionψmSl−1σlσl+1mEl+2. The only error comes from the reduced basis.
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For the expectation value of two operators on two different sites, such as the spin-spin
correlation function〈ψ|SzjSzk|ψ〉, how to keep track of these two operators depends on whether
j andk are located on the different block or not. Ifj andk are on different blocks,〈ψ|SzjSzk|ψ〉

















where one keeps track of [Szj]mSl−1m′Sl−1 and [S
z
k]mEl+2m′El+2 independently. Ifj andk are on the same















where one does not keep track of [Szj]mSl−1m′′Sl−1 and [S
z












|m′′Sl−1〉〈m′′Sl−1| ≈ 1 for the truncated basis
{|m′′Sl−1〉}.
The other important operator that must be evaluated is the Hamiltonian operator. By




i ji ′ j′
ψ∗i j [H] i j,i′ j′ψi′ j′
=
∑
i ji ′ j′
(ψ∗i j [H
l
S] ii ′ψi′ j + ψ
∗
i jψi j ′ [H
l+1
E ] j j ′ + ψ
∗
i j [σ̂l] ii ′ψi′ j′ [σ̂l+1] j j ′).
(1.36)
One can also increase the efficiency by applying the so-called wave function transfor-
mation in the finite-system DMRG algorithm [39]. A approximate wave function generated
from the previous sweep step using the wave function transformation can reduce the number
of Davidson steps or Lanczos steps substantially. For the sak of simplicity, we will not in-
clude any truncations in the basis transformation procedure, which means
∑
m |m〉〈m| = 1. We
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|mEl+1〉〈mEl+1| = 1 into Eq. (1.37). Step 3 of the finite-system DMRG algo-





















These two steps shift the positions of the single sites one place from right to left.
The wave function transformation can be generized to the MPSalgorithm, which was











where the matrixAl[σl] was used to treat the fixed point (i.e., a site independentA[σ]) to

































l [σl] = 1. (1.47)
One can carry out a recursion step to obtain|mSl−2〉 expressed in terms of|mSl−3〉 using Eq. (1.44).
One stops the recursion at siteN when the left block basis|mSN〉 = |σ1 . . . σN〉 in the dimension






























l−1 [σl−1]|σ1 . . . σl−1〉. (1.48)






























M−1 [σM−1]|σl+2 . . . σL〉, (1.49)
where the recursion is stpped at siteM, and the small right blockM has the basis{|mEM〉} of
the dimension ofD, where|mEM〉 = |σM . . . σL〉.










AN+1[σN+1] . . .Al−1[σl−1]ψ[σlσl+1]Al+2[σl+2] . . .AM−1[σM−1]
]mSNm
E
M |σ1 . . . σL〉.
(1.50)
The procedure in the finite-system DMRG sweeps can be recognized again in Eq. (1.50). The
wave function coefficientsψ[σlσl+1] are updated at every step in a right to left sweep. Fur-
thermore, a new optimized matrixAl+2[σl+2] is obtained by using the updated wave function
to form the reduced density matrixρl+2E . Note that, the matricesAl[σl] andAl+1[σl+1] are not
needed to represent the current DMRG wave function. However, th y will be generated in the
next steps. From this view of point, the DMRG can be viewed as an optimization procedure
for a variational matrix-product wave function.
The finite-system DMRG algorithm is also important for the Suzuki-Trotter adaptive time-
dependent DMRG (see sec.1.3.2). In the Suzuki-Trotter adaptive time-dependent DMRG, one
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directly applies the time-evolution operator to the two site blocksl andl +1 in a finite-system
sweeping procedure to advance the wave function one time step.
1.3 Time-dependent DMRG
The density matrix renormalization group (DMRG) currentlyprovides one of the most power-
ful, accurate, and effective simulations of one-dimensional correlated quantumlattice systems
for calculating the static properties of the ground state and few low-lying excited states. It
has also been generalized to calculate frequency-dependent sp ctral functions via the correc-
tion vector method [41] or the more efficient “dynamical DMRG” method [42]. However, the
most significant recent development in extending the DMRG isthe stimulation of the real-
time evolution of a quantum system. It allows us to evaluate anumber of dynamic properties
of a system, such as transport properties, nonequilibrium behavior after a perturbation, and
frequency-dependent spectral functions via Fourier transformation.
Let us revisit the time-dependent problem in quantum mechani s. The evolution of a




|ψ(t)〉 = H(t)|ψ(t)〉, (1.51)
whereH(t) is the (in general time-dependent) Hamiltonian, and|ψ(t)〉 is the time-dependent
wave vector of the system at timet. The basic task is to study the time evolution of the wave
vector:
|ψ(t0)〉 −→ |ψ(t)〉. (1.52)
Here |ψ(t0)〉 is the wave function at initial timet0. At first glance, one might try to integrate
the Schrödinger equation (1.51) directly. In most cases, it i very difficult construct explicit
solutions analytically. Here we will construct a formal solution of the Schrödinger equation.
We assert that the wave vector|ψ(t)〉 is propagated from|ψ(t0)〉 by a unitary operator which is
called the time evolution operatorU(t, t0):
|ψ(t)〉 = U(t, t0)|ψ(t0)〉, (1.53)
where
U†(t, t0)U(t, t0) = 1, U
†(t, t0) = U
−1(t, t0) = U(t0, t). (1.54)
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For an intermediate timet1, we have
U(t, t1) = U(t, t1)U(t1, t0), (t > t1 > t0). (1.55)





U(t, t0)|ψ(t0)〉 = H(t)U(t, t0)|ψ(t0)〉. (1.56)





U(t, t0) = H(t)U(t, t0). (1.57)
This is the Schrödinger equation for the time evolution operatorU(t, t0). The formal solution
of Eq. (1.57) is










whereT is the time-ordering operator. We consider three different cases of the behavior of
the system HamiltonianH(t). If H(t) is independent of time, i.e,H(t) remains unchanged for
all time t, the time evolution operatorU(t, t0) can be simplified to
U(t, t0) = exp [−iH(t)(t − t0)] . (1.59)
It is easy to check that solution (1.59) satisfies the Schrödinger equation (1.51). If the sys-
tem HamiltonianH(t) is time-dependent and the Hamiltonians at different times{H(ti)} all
commute, then the time evolution operatorU(t, t0) is given by








The time-ordering operator dose not appear.
If the system Hamiltonian set{H(ti)} at different time do not commute, we must expend
the time evolution operator in a Dyson series,
















dt2 · · ·
∫ tn−1
t0
dtnH(t1)H(t2) · · ·H(tn) + · · · . (1.61)
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which has the form of time-dependent perturbation theory. Obviously Eq. (1.60) is a special
case of Eq. (1.61).
However, from a numerical viewpoint, if the time-dependentHamiltonianH(t) does not
drastically change over time andH(ti) at different time all commute, one can directly integrate
the Schrödinger equation (1.51) by treating the instantaneous HamiltonianH(t + ∆t) as a
constant value in a very small time interval∆t around timet. This scheme was applied within
the DMRG to treat transport problem [21, 43].
We will focus on time operatorsU(t, t0) (1.59) in whichH(t) only changes at timet0 = 0
and keeps in a constant valueHQ at timet > 0. The time evolution wave function|ψ(t)〉 will
then be fully determined by the time evolution operatorU(t, t0) = e−iH
Qt. Thus, one can write
down the formal solution of the time-dependent Schrödinger equation (1.51) as





where the coefficientsdn = 〈n|ψ(0)〉 are time-independent, and the complete basis{|n〉} and
the eigenvaluesEn are solutions of the eigenvalue problem
HQ|n〉 = En|n〉. (1.63)
In the cases below, the initial wave function|ψ(0)〉 is given by
H(0)|ψ(0)〉 = E|ψ(0)〉 (1.64)
whereH(0) is the initial Hamiltonian at timet = 0, andE is the corresponding eigenvalue. In
DMRG simulation,|ψ(0)〉 is typically calculated as the ground state of the HamiltonianH(0).
More general, the initial wave function|ψ(0)〉 can be an arbitrary known state.
A time-dependent observableO(t) can be evaluated as







The form on the right-hand side of Eq. (1.65), however, is of limited usefulness because it is
hard to obtain all the exited states of the HamiltonianHQ. Except for the overlap between two
ground statesd0 = 〈0|ψ(0)〉, the state overlapsdn (n > 0) in Eq. (1.62) are not easy to obtain.
Thus this method can only be applied to very small systems within full exact diagonalization
methods which can calculate all the excited states. One way to overcome this difficulty is to
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construct an effective approximation to the Hilbert space{|n〉} at an arbitrary timet. In the
last several years, There has been much progress in finding such an effective approximate
Hilbert space in the DMRG simulation of time-dependent problems. Several different time-
dependent DMRG methods have been developed that can simulate systems for a relatively
long time before the accumulated numerical errors become significant.
1.3.1 Historical development of algorithms
The first DMRG approach to time-dependent quantum many-bodyproblems was formulated
by Cazalilla and Marston [43]. They studied quantum tunneling through a quantum dot in
the Kondo regime and quantum tunneling effects at the junction between two Luttinger liq-
uids. They first calculate the ground state|ψ(0)〉 of the initial HamiltonianH(0) using the
static infinite-system DMRG algorithm. The initial Hamiltonian H(0) is then represented
in the truncated DMRG space asH′(0), and the additional time-dependent perturbationh(t)
is represented in the truncated space ash′(t), resulting in the time-dependent Hamiltonian




|ψ(t)〉 = (H′(t) − E0)|ψ(0)〉 = H̃(t)|ψ(0)〉, (1.66)
whereE0 is the ground-state energy of the initial state. It is important to reduce the value
of the diagonal elements ofH′(t) in order to weaken the amplitude of the transport current
oscillations. Cazalilla and Marston numerically integrated he time-dependent Schrödinger
equation (1.66) using the fourth-order Runge-Kutta algorithm [44], † which is compactly
written in terms of the four vectors
|k1〉 = −i∆tH̃(t)|ψ(t)〉,
|k2〉 = −i∆tH̃(t + ∆t/2)(|ψ(t)〉 + 1/2|k1〉),
|k3〉 = −i∆tH̃(t + ∆t/2)(|ψ(t)〉 + 1/2|k2〉),
|k4〉 = −i∆tH̃(t + ∆t)(|ψ(t)〉 + |k3〉). (1.67)
†The Runge-Kutta algorithm violates the unitarity of the time evolution. This shortfull can be avoided by
using the Crank-Nicholson algorithm [44], which can be implemented by writing the time evolution operator
e−iH∆t in Cayley form:
e−iH̃(t)∆t ≃ 1− iH̃(t)∆t/2
1+ iH̃(t)∆t/2
.
It is a unitary and second-order method for the time evolution.
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The wave function|ψ(t + ∆t)〉 at timet + ∆t is then given by












Their calculations showed that this method works well for relatively short times (t . 20).
However, for a longer time evolution, they found that the transport current deviated from the
exact solution with a systematic oscillation even when 500 state were kept. This numerical
error is due to the fact that, during the time evolution, the state |ψ(t)〉 is constrained to be
in the static ground-state Hilbert space of|ψ(0)〉. The overlap between the eff ctive Hilbert
space of|ψ(t)〉 and that of|ψ(0)〉 is large only for short times. For a longer time evolution,
the effective Hilbert space of|ψ(t)〉 deviates from the ground state space, introducing large
numerical errors in some measurements.
An improved method was introduced by Luo, Xiang, and Wang [45]. In principle, in a
small time interval∆t, |ψ(t + 2∆t)〉 ≈ c1|ψ(t)〉 + c2|ψ(t + ∆t)〉, with an error less thanO(∆t2).
This means that|ψ(t+2∆t)〉 has an effective space which is the linear combination of the space
of |ψ(t)〉 and |ψ(t + ∆t)〉. This fact motivated the authors to use multiple target state in the
DMRG calculation to retain as many relevant states as possible in the time evolution. They
proposed simultaneously targeting time-evolved wave functio s at several different timesti.
Thus, the reduced density matrix is formed asρS = trE
∑N
i=0 pi |ψ(ti)〉〈ψ(ti)| with
∑n
i=0 pi = 1,
so that tr(ρS) = 1. The final timetn is equally divided inton intervals (t0, t1, . . . , tn). They
applied the infinite-system DMRG algorithm to construct thesystem. For the first step of
infinite-system DMRG algorithm, they evaluated every|ψ(ti)〉 (in their calculationsn ≥ 6) of
a small system of sizeL0 using a Hamiltonian that contains the time-dependent perturba ion
h(ti). Simultaneously, they constructed a larger system using the basis obtained in the first
DMRG step from the reduced density matrixρL0S . Every |ψ(ti)〉 andρS was treated in every
DMRG iteration. This method overcomes the problem with erroneous oscillations in transport
current. Cazalilla and Marston’s method, which only targets the initial state, i.e., the ground
state wave function|ψ(t0)〉, is a limiting case of Luo et al.’s method. However, Luo et al.’s
method is very time consuming, because every|ψi〉 and density matrixρS must be calculated
in every DMRG step.
Alternately to directly solving the time-dependent Schrödinger equation as above, an-
other approach is to directly treat the formal solution|ψ(t)〉 = e−iHt |ψ(0)〉, assumingH does
not depend on time explicitly. Schmitteckert calculated the time evolution of a Gaussian wave
packet on a spinless Fermi chain by directly computing e−iH∆t|ψ(0)〉 by mapping it onto the
Krylov space expanded by{|ψ(0)〉,H|ψ(0)〉,H2|ψ(0)〉, . . . ,Hn|ψ(0)〉} [46]. Here the initial state
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|ψ(0)〉 is the ground state of the perturbed Hamiltonian consistingof H plus a Gaussian po-
tentialδH. Moreover, rather than applying the infinite-system DMRG algorithm to construct
the approximation solution, the initial state|ψ(0)〉 is improved using the finite-system DMRG
algorithm. As in Lanczos diagonalization, the Hermitian Hamiltonian H is tridiagonalized
using a Gram-schmidt orthonormalization process:
|vi+1〉 = H|vi〉 − αi |vi〉 − β2i |vi−1〉, (1.69)











β0 = 0, and the Lanczos vectors|v−1〉 = 0 and|v0〉 = |ψ(0)〉. Here |vn〉 is constructed to be
orthogonal to all of the previous vectors|v0〉, |v1〉, . . . , |vn−1〉. Notice that|v0〉 can be taken to
be normalized or unnormalized. In the above iteration,|vn〉 (n > 1) are unnormalized. At step
n, one can stop the recursion using the criterion
∑2
i=1〈vn+i |vn+i〉 < 10−9. The HamiltonianH is
















Thus, the time-evolution operator e−iH∆t can be represented as e−iVTV
T∆t, whereV is a column-
orthonormal matrix whose columns are the Lanczos vectors|vi〉. One small time evolution
step e−iH∆t|ψ(0)〉 is given by the first column of e−iVTV T∆tV = Ve−iT∆t. As in Luo et al’s [45]
method, the whole time interval is targeted. In order to get th wave functionψ(t + ∆t), one
applies
ψ(t + ∆t) = e−iH∆tψ(t). (1.72)
When there is only a small perturbation, the author also targe s the ground and low-lying
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A few finite-system DMRG sweeps are needed to build up the self-consistency between the
reduced density matrixρS and the targeted states. The resulting truncated Hilbert space is
thus a good approximation for the whole time evolution. Herethe error is mainly determined
by the DMRG truncation errorǫ. Since the method forms a Hilbert space for the whole time
evolution, it is quite time-consuming.
More efficient methods to treat time evolution adapt the Hilbert space as the procedure is
carried out. We will first describe the adaptive method develop d by Feiguin and White [47],
which is related to the above methods except that it targets several states at different time
intervals within the fourth-order Runge-Kutta algorithm.The adaptive scheme can be used
with a number of time propagation methods such as the Lanczos-vector-based time evolu-
tion or Schmitteckert’s method introduced above. We will discuss a more efficient adaptive
method, the adaptive time-dependent DMRG using a Suzuki-Trotter decomposition, in the
next section.
By targeting a small number of time intervals around a particular time rather than targeting
the whole evolution time, Feiguin and White’s method [47] shows better performance, con-
suming less CPU time and memory. They applied the fourth-order Runge-Kutta algorithm to
calculate wave fuctions at four targeted times,|ψ(t)〉, |ψ(t + ∆t/3)〉, |ψ(t + 2∆t/3)〉, |ψ(t + ∆t)〉.
Using Eqs. (1.67), one can obtain the wave functions at time+ ∆t/3 andt + 2∆t/3:
|ψ(t + ∆t/3)〉 ≈ |ψ(t)〉 + 1
162
(31|k1〉 + 14(|k2〉 + |k3〉) − 5|k4〉) +O(∆t4), (1.74)
|ψ(t + ∆2t/3)〉 ≈ |ψ(t)〉 + 1
81
(16|k1〉 + 20(|k2〉 + |k3〉) − 2|k4〉) +O(∆t4). (1.75)
The reduced density matrix of the system block is then formedby targeting these four wave
functions:ρS = trE
∑3
j=0 1/4 |ψ(t+ j∆t/3)〉〈ψ(t+ j∆t/3)|. This procedure applies to every step
of the finite-system DMRG sweep. Generally, for every Runge-Kutta iteration, the four tar-
geted wave functions and the corresponding reduced densitymatrixρS are not self-consistent.
Therefore, some sweeps are needed to build up the self-consiste cy between the four targeted
wave functions and the reduced density matrixρS in order to get a well-adapted reduced
Hilbert space. In practice, they updated|ψ(t + ∆t/3)〉, |ψ(t + 2∆t/3)〉, |ψ(t + ∆t)〉 using four
renewed Runge-Kutta vectors|k1〉, |k2〉, |k3〉, |k4〉 obtained from|ψ(t)〉 (see Eq. (1.67)) at every
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step of a finite-system DMRG half-sweep without advancing the time. In a standard DMRG
truncation procedure, the Hilbert space of these wave functio s at four different time inter-
vals is updated at every step of a half-sweep. A half-sweep isusually sufficient to obtain the
self-consistency between wave functions and the reduced density matrixρS. At the last step
of a half-sweep, one obtains an effective wave function|ψ(t + ∆t)〉 and can then move to the
next time step. If necessary, additional sweeps can be carried out in order to further converge
the reduced Hilbert space before evolving to the next time step. Except for the error from
the Runge-Kutta iterations, the truncation errorP f om every step in the finite-system DMRG
sweeps should accumulate gradually. Because of the adaptive djustment of the Hilbert space,
this method is generally more eff ctive than full Hilbert space time-evolution methods. How-
ever, the sweeps needed to build the self-consistancy between the wave functions and the
density matrix still costs a lot of additional time, especially for a very large reduced Hilbert
Space.
In the context of quantum information physics, Vidal introduced a method called the time-
evolving block decimation (TEDB) [48, 49], which is formulated in terms of a matrix product
state (MPS), to simulate time-dependent problems of one-dimensional systems with near-
neighbor interactions. As the TEDB and the DMRG both use the Schmidt decomposition and
an identical truncation procedure, White et al. [21] and Daley et al. [22] were able to express
a TEDB-like algorithm in the traditional DMRG language. Then w algorithm in the DMRG
context is called the “Suzuki-Trotter adaptive time-dependent DMRG”.
1.3.2 Suzuki-Trotter adaptive time-dependent DMRG
The key to this algorithm is the Suzuki-Trotter decompositin of the time-evolution operator
e−iH∆t. The Suzuki-Trotter decomposition has been extensively used in the area of quantum
Monte Carlo simulations. A HamiltonianH only containing nearest-neighbor interactions can
be split into two parts





whereHi,i+1 are the two-site local bond Hamiltonians operating on the odd bonds connecting
the sitesi and i + 1 (i odd), or on the even bonds connecting the sitesi and i + 1 (i even).
Although, in general,HA does not commute withHB, all the local bond HamiltoniansHi,i+1
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within each sumHA or HB commute with each other. Therefore, the corresponding time-









e−iH i,i+1∆t = e−iH2,3∆te−iH4,5∆te−iH6,7∆t . . . . (1.79)
For a small time interval∆t, the time-evolution operator e−iH∆t can be expanded in the second-
order Suzuki-Trotter decomposition as
e−iH∆t = e−iHA∆t/2e−iHB∆te−iHA∆t/2 +O(∆t3). (1.80)
Thus, all the local time-evolution operators e−iH i,i+1∆t in e−iHA∆t or e−iHB∆t can be directly applied
to the wave function simultaneously, or repeatedly appliedto the wave function one by one.
After performing this proceduret/∆t times to evolve a total timet, the error is of the order of
t∆t2. The first scheme, introduced by Vidal [49], constructs the wave function in MPS form.
It can be made very efficient by applying all the local time-evolution operators onthe wave
function simultaneously. However, here we will only discuss the second scheme [21, 22],
which is much easier to implement in the framework of the standard DMRG algorithm by
applying a corresponding local time-evolution operator tothe wave function at each step of a
finite-system DMRG sweep.
As we know, in the finite-system DMRG algorithm, see Sec. (1.2.3), a initial wave func-
tion |ψ(0)〉, which is the ground state of a specific Hamiltonian, can be expressed in the su-
perblock basis, which is a product of the system block, two single sites, and the environment





where|mSl−1〉 is the basis of the system block,|σl〉 and |σl+1〉 are the states of the sitel and
l + 1, respectively, and|mEl+2〉 is the basis of the environment block. After some finite-system
sweeps, the wave function|ψ(0)〉 becomes a good approximation to the true wave function,
and all the blocks become self-consistent with the wave functio |ψ(0)〉. We can then apply
the time-evolution operator e−iH∆t to the wave function|ψ〉 iteratively.
Since the Hilbert spaces of the two sitesl andl + 1 are usually quite small, one can apply

















Figure 1.5: A typical sweep in the Suzuki-Trotter time-depend nt DMRG
the local time-evolution operators e−iH i,i+1∆t to the wave function|ψ〉 exactly in one step of the
finite-system DMRG sweep to get the updated wave function, see Fig. (1.5). The updated































, one can diagonalize the local HamiltonianHl,l+1 to first get a
















whereE0, . . . ,En are the eigenvalues ofHl,l+1. The diagonal matrix (1.84) can then be trans-
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where the columns ofV (a column orthogonal matrix) are the eigenvectors ofHl,l+1.
As in the standard DMRG finite-system sweeps for calculatingthe ground state, both of
these two active single sitesl and l + 1 should be moved to the next site by transforming
the updated wave function e−iH l,l+1∆t|ψ〉. For example, we can shift these two sites leftwards,














Afterwards, the next local time-evolution operator e−iH l−1,l∆t can be applied and so forth until
all the local time-evolution operators have been applied. In order to evolve through a total
time t, this procedure must be performedt/∆t times. The error is quadratic, of the order of
t∆t2. The difference here to the standard finite-system DMRG sweep is that the Hamiltonian
diagonalization for getting the eigenstates does not need to be performed. In addition, since
the application of e−iH l−1,l∆t to the wave function is exact, one does not need to make additional
sweeps to improve the basis as in other adaptive time-dependnt DMRG methods [47, 50].
It is important to mention that the time evolution is sensitive to the accuracy of the initial
state in some problems. Thus, before one carries out the timeevolution, one should perform
enough finite-system DMRG sweeps to get an initial state, usually a ground state, which is as
accurate as possible.
Using the second-order Suzuki-Trotter decomposition, Eq.(1.80), one can apply the bond
time-evolution operators e−iHA∆t/2 on the odd-numbered bonds during the first half-sweep,
keeping the even-numbered bonds unperturbed and then applythe even-numbered bond time-
evolution operators e−iHB∆t during the reversed second half-sweep. During the third half-
sweep, for the sake of efficiency, one can apply e−iHA∆t, which merges the e−iHA∆t/2 of the next
time step, instead of applying e−iHA∆t/2. Then e−iHB∆t and e−iHA∆t/2 can be applied to complete
the second time step. Finally, measurements can be performed. Thus, the wave function is
calculated every two time steps. This method, however, is not as efficient as possible because
an average of 2.5 sweeps are needed to advance one time interval∆t.
An alternate way to perform the second-order Suzuki-Trottedecomposition time evolu-
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tion is to modify it to adapt to the DMRG sweeps, i.e., to use
e−iH∆t = e−iH1,2∆t/2e−iH2,3∆t/2 . . .e−iH2,3∆t/2e−iH1,2∆t/2 +O(∆t3). (1.88)
This form gives the same order of errorO(∆t3) as the usual second-order Suzuki-Trotter de-
composition (1.80) and is more efficient because it evolves every bond (even and odd) with
the corresponding local time-evolution operator e−iH i,i+1∆t/2 at the first sweep and every bond
again at the second, reversed half-sweep. The error is of therder oft∆t2 for evolving a time
t after performing this proceduret/∆t times. This means that observables can be measured at
every time step, and only two sweeps are needed to advance onetime interval∆t. Here one
does not need to carry out additional sweeps to achieve the self-consistancy between the wave
function and the reduced density matrix because every application of e−iH i,i+1∆t/2 to the wave
function is exact.
It is also useful to mention two other often-used Suzuki-Trotter decompositions. The
first-order Suzuki-Trotter decomposition of the time evoluti n operator e−iH∆t is
e−iH∆t = e−iHA∆te−iHB∆t +O(∆t2). (1.89)
By applying e−iHB∆t to the wave function during first half-sweep and e−iHA∆t during the second
half-sweep, the wave function evolves by the time interval∆t. For evolving a total timet,
it requires performing this proceduret/∆t times. The error is of the order oft∆t rather than
the quadratic error in the second-order Suzuki-Trotter decomposition. Therefore, about 1/∆t
times more half-sweeps (or time steps) are necessary to get the required accuracy.
A more precise method can be implemented by making use of the fourth-order Suzuki-











with λ = 1/(2 − 21/3) ≈ 1.35120719. Here, seven half-sweeps must be performed to evolve
by a time interval∆t. The error is of the order oft∆t4 for evolving a timet after performing
this proceduret/∆t times. Since the error decreases as the fourth power,∆t4, the number of
time steps required to reach a given accuracy is reduced by about 1/∆t times compared to the
second-order Suzuki-Trotter decomposition.
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The Hubbard chain is the archetype of one-dimensional strongly correlated electron systems.
At half-filling and for all values of the Hubbard interactionU, it exhibits insulating spin-
density-wave (SDW) behavior, marked by a critical behaviorof the spin correlations. In a
weak-coupling picture, this insulating behavior is generated by Umklapp scattering, while in
strong coupling, the opening of the Mott-Hubbard gap leads to behavior of the spin degrees of
freedom governed by an eff ctive Heisenberg chain. These perturbative results are reinfo ced
by the exact Bethe ansatz solution [54]. Hubbard-type models are relevant to a wide variety
of one-dimensional materials, such as polymers [55], cuprates [56], or TTF-TCNQ [57].
One important experimental question is to what extent the spin correlations remain critical
when additional interactions are present. It is well known that a nearest-neighbor Coulomb
repulsion [58, 59], an alternating local potential [60, 61], or a second-neighbor hopping [62,
63] can lead to a spin gap.
The Hubbard model with a nearest-neighbor antiferromagnetic exchange in two dimen-
sions is of interest in the context of the high-Tc cuprates. In particular, spin liquid states [64]
and superconductivity [65] at and near half-filling have been proposed as necessary precur-
sors to high-temperature superconductivity at higher doping. Since it is not clear whether
such states are present in sufficient strength and for sufficiently wide parameter regimes in
37
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half-filling
the pure Hubbard ort-J models, additional interactions, including a spin exchange, have been
proposed to be relevant [66].
In this chapter, we investigate the effect of two additional terms on the phase diagram
of the half-filled (average electron occupation〈n〉 = 1) Hubbard chain, namely explicit an-
tiferromagnetic exchange interactions between nearest neighbors and between next-nearest


















wherec†i,σ (ci,σ) creates (annihilates) an electron with spinσ at sitei, ni,σ = c
†
i,σci,σ, andSi is








σ,σ′ci,σ′ . The indexα = x, y, z, andσ̂
α
σ,σ′ are the
Pauli matrices. Heret is the hopping amplitude (we sett = 1 for simplicity in the remainder
of this chapter) andU the strength of the on-site Coulomb interaction. The antiferromagnetic
Heisenberg parametersJ1 andJ2 correspond to nearest- and next-nearest-neighbor exchange,
respectively.
The unfrustrated (J2 = 0) version of this model has previously been investigated both
analytically and numerically. In particular, a generalized model with an anisotropic Heisen-
berg coupling was investigated in Ref. [67] using bosonization. While this work concentrated
primarily on the case of ferromagnetic exchange, isotropicantiferromagnetic exchange was
included in a phase that is marked as ‘dimer long-range order’, which corresponds to a bond-
order-wave (BOW) in our notation; see below. The phase diagram f om bosonization of the
isotropic antiferromagnetic exchange was considered explicitly in Refs. [68] and [69], sup-
ported by numerical calculations using the transfer-matrix renormalization group (TMRG)
[68] and exact diagonalization [69]. The phase diagram found contains two phases: a BOW
phase at sufficiently smallU for all J1, and a SDW at largerU. The critical value ofUc goes
to zero at small and largeJ1 and reaches a maximum valueUc/t ≈ 0.35 at intermediateJ1.
The above picture of the eff cts of an antiferromagneticJ1 disagrees with the mechanism
in which J1 originates from the Coulomb repulsionU in the strong-coupling limit (U ≫ t).
Therefore, high-precision numerical DMRG calculations, which allow us to explore the phase
diagram numerically are needed to verify the correctness ofprevious studies. However, our
DMRG results show that there is no bond-order phase for any positiveU andJ1 for the t-U-
J1 model. This intimated a reexamination of the bosonization treatment of this model in the
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weak-coupling regime, carried out in collaboration with E.Szirmai F. Gebhard, J. Sólyom,
and R. Noack [70]. This reexamination includes the renormalization of the coupling constants
within the mean-field approximation, which was not considere previously. The revised ana-
lytical results conclude that there is no bond-order phase.In this chapter, we first give a de-
tailed discussion (Sec. 2.2) of the revised bosonization treatment, also considering the effect
of an additional frustrating exchangeJ2, which allows us to explicitly induce the bond-order
phase and to make contact with the known phase diagram of the frustrated Heisenberg chain
at largeU. We then present the results of the DMRG calculations, (see Sec. 2.3). Both the
revised bosonization and the DMRG calculations indicate that a BOW phase is not present for
J2 = 0; the system is in a SDW phase forall positiveJ1 andU. We show that a BOW phase
can be induced by turning onJ2 positively, with the critical value required depending onU
and J1. At larger values ofJ2, we find additional phases, including a spin-gapped metallic
phase which we identify as a Luther-Emery phase. Finally, weconclude in Sec. 2.4.
2.2 Weak-coupling theory: bosonization, renormalization
group analysis and mean-field approximation
We start our investigation with an analytical treatment of our model for small couplings,
U, J1, J2 ≪ t. In one dimension, the Fermi surface consists only of two points, k = ±kF.
Around the Fermi points, the spectrum can be linearized and one can introduce left-moving
and right-moving fermions corresponding to the states near−kF and+kF, respectively, For
the half-filled system,kF = π/2a, wherea is the lattice constant. We utilize the standard
weak-couplingg-ology approach [71, 72] to get the scattering matrix elements: g1⊥ = U −
J1/2− 3J2/2,g2⊥ = U + J1/2− 3J2/2, g3⊥ = U + 3J1/2− 3J2/2, g4⊥ = U − 3J1/2− 3J2/2,
g1‖ = −J1/2+ J2/2, g2‖ = J1/2+ J2/2, g3‖ = −J1/2+ J2/2, andg4‖ = J1/2+ J2/2. We then
apply the bosonization method by introducing the continuous chiral fermion fieldsψσ,±(x) by
making the replacementci,σ/
√
a→ ψσ,±(x) in the Hamiltonian (2.1). The bosonization of the
on-site interaction is straightforward. Using Abelian bosonization, we introduce the chiral







whereF± are the so-called Klein factors which ensure the anti-commutation relations of the
fermion fields. The symmetric and antisymmetric combination of the spin-dependent boson
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fields,φc,± = (φ↑,± + φ↓,±)/2 andφs,± = (φ↑,± − φ↓,±)/2, correspond to the collective charge
and spin modes, respectively. In order to bosonize the non-local processes, one must expand
the fermion fields with respect to the lattice constant. The bosonized form of theg-ology
Hamiltonian density corresponding to Hamiltonian (2.1), up to first order in the expansion





































whereφc/s = φc/s,+ + φc/s,− are the total phase fields. The renormalized velocities arevρ =
2t + (g4‖ + g4⊥ − g1‖)/2π andvσ = 2t + (g4‖ − g4⊥ − g1‖)/2π. The Luttinger couplings of the
charge and spin sectors are given bygρ = g2⊥+g2‖ −g1‖ andgσ = g2⊥−g2‖+g1‖, respectively.
The couplingsgc andgs correspond to the Umklapp and the backward scattering of opposite
spins, respectively, given bygc = g3⊥ andgs = g1⊥, while the couplinggcs is also Umklapp
scattering, but of parallel spins, given bygcs = g3‖. The other coupling constants are given by
gcσ = gρs = gρσ = −J1/2+ J2/2. The couplinggρs andgρσ come from the backward scattering
with opposite and parallel spins, respectively, while the couplinggcσ is related to Umklapp
scattering with opposite spins. Here and in the following, we use the lattice constant as the
unit for the coupling constants as well as for the Fermi velocities. The SU(2) symmetry of the
spin sector assuresgs = gσ, gcs = gcσ, andgρs = gρσ. Therefore, there are five independent
couplings which we choose to begρ, gc, gs, gcs, andgρs. We note that the renormalization
of the Fermi velocities, which is a secondary effect, will not be taken into account in the
following.
The HamiltonianH(x) (2.3) cannot be solved exactly. However, a renormalization group
(RG) analysis permits the investigation of the relative importance of the various couplings. In
the RG procedure, the couplings are considered to be a function of some scaling parameter
y, e.g., the logarithm of the effective bandwidth. As the scaling parameter is taken to infinity,
the flow of the couplings shows which of them are important andwhich can be ignored,
depending on whether or not they tend to zero, to a finite value, or to infinity. For example,
when all couplings but the forward scattering terms tend to zer , the HamiltonianH describes
a Luttinger liquid with freely propagating charge and spin degrees of freedom.
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The one-loop RG equations for our five dimensionless runningcoupling constants ˜gx(y) ≡
gx(y)/4πt read [68, 73]
dg̃ρ(y)
dy





= 2g̃ρg̃c − g̃sg̃cs− g̃csg̃ρs, (2.4b)
dg̃s(y)
dy
= − 2g̃2s − g̃cg̃cs− g̃2cs, (2.4c)
dg̃cs(y)
dy
= − 2g̃cs+ 2g̃ρg̃cs− 4g̃sg̃cs− 2g̃cg̃s
− 2g̃cg̃ρs− 4g̃csg̃ρs, (2.4d)
dg̃ρs(y)
dy
= − 2g̃ρs+ 2g̃ρg̃s− 4g̃cg̃cs− 4g̃2cs
− 4g̃sg̃ρs , (2.4e)
with initial valuesg̃x(y = 0) = gx/4πt. From these equations, it follows that there is only
a single line of weak-coupling fixed points, namelygc = gs = gcs = gρs = 0. In order to
show this, we note that we have started our analysis assumingthat there is neither a charge
gap nor a spin gap. This implies that a weak-coupling fixed point corresponds togc = gs =
0. Equations (2.4) immediately imply thatgcs = gρs = 0 also, and that onlygρ remains
undetermined.
A linear stability analysis of the fixed-point line shows that it is stable against small per-
turbationsgcs andgρs, that it is marginally stable against small perturbationsgs andgρ, and
that its stability with respect to perturbationsgc depends on the sign of the fixed-point value
gρ (stable forgρ < 0, unstable forgρ > 0). Therefore, in order to determine the weak-coupling
regime, it is convenient and sufficient to consider the RG equations without the spin-charge









= − 2g̃2s (2.5c)
in the vicinity of the weak-coupling fixed-point line.
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This simpler problem is readily analyzed. The trajectory for the spin coupling ˜gs(y) flows
to infinity if gs < 0. In this case, a gap opens in the spin spectrum. Ifgs > 0, this coupling is
marginally irrelevant, i.e., the spin mode remains soft. Inthe charge sector,gρ = gc initially,
and this relation remains valid under the RG flow. Therefore,it is sufficient to consider
Eq. (2.5a). It is seen that forgc > 0 the charge mode becomes gapped because ˜gc(y) flows to
infinity, otherwise the charge excitations remain gapless.
The simplified equations show that a fully gapless Luttinger-liquid phase,gc = gs = 0, is
not possible for our model. The initial couplings would haveto fulfill gc < 0 andgs > 0 which
requiresJ2 > 2U/3 + J1 for gc < 0 andJ2 < (2U − J1)/3 for gs > 0. These two conditions
cannot be fulfilled simultaneously with positive bare couplingsU, J1, andJ2. Consequently,
we must redo our RG analysis under the assumption that at least one of the two modes is
gapped.
When one of the fields is gapped, the spin-charge coupling processes become relevant [10,
73]. Their contribution will be considered on the mean-fieldl vel. In this picture, the gapped
field is locked to a value which optimizes the interaction energy.
When there is a gap in the charge sector, the charge fieldφc is locked atφc = 0 modπ
because the initial value of the couplinggc is positive. Neglecting the fluctuations of the
field φc in thegcσ term of the Hamiltonian (2.3), the terms proportional togρs andgρσ do not
contribute, and cos(2φc) can be replaced by its weak-coupling mean-field value,cos(2φc) = 1.
Due to this substitution, the interaction terms proportional to gcs andgcσ become marginal
because their scaling dimensions reduce toxcs = xcσ = 2. On the mean-field level, the spin-
coupling term proportional togcs is of the same form as the interaction term proportional to
gs. Therefore, the spin fieldφs fluctuates in the modified potentialg∗s cos(2φs) with the new
couplingg∗s,
g∗s = gs − gcs = U − 2J2. (2.6)
Analogously, the interaction term proportional togcσ combines with the interaction term pro-
portional togσ to produce the new couplingg∗σ, with
g∗σ = gσ − gcσ = U − 2J2. (2.7)
This equation shows that the SU(2) spin symmetry is preserved on the mean-field level.
In the presence of a charge gap and the SU(2) spin symmetry, weonly have to analyze a
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single equation for ˜gs instead of the five RG equations (2.4), namely
dg̃s(y)
dy
= −2g̃2s , (2.8)
with the initial valueg̃s(y = 0) = g∗s/4πt. It is readily seen that the spin mode becomes gapped
if g∗s < 0, i.e.,J2 > U/2, independently of the value of the nearest-neighbor interac ionJ1.
When there is a gap in the spin sector, the spin fieldφs is locked atφs = 0 modπ because
the initial value of the couplings is negative. Neglecting the fluctuations of the fieldφs in the
gρs term of the Hamiltonian (2.3), the terms proportional togρσ andgcσ do not contribute and
cos(2φs) can be substituted by its weak-coupling mean-field value,cos(2φs) = 1. Due to this
substitution, the interaction terms proportional togcs andgρs become marginal because their
scaling dimensions reduce toxcs = xρs = 2. On the mean-field level, the charge-coupling term
proportional togcs is of the same form as the interaction term proportional togc. Therefore,
the charge fieldφc fluctuates in the modified potentialg∗c cos(2φc) with the new couplingg
∗
c,
g∗c = gc + gcs = U + J1 − J2. (2.9)
Using similar reasoning, the new couplingg∗ρ becomes
g∗ρ = gρ − gρs = U + 2J1 − 2J2. (2.10)
Note that these new initial couplings arenot equal, so we must analyze the two-dimensional






= 2g̃ρg̃c , (2.11b)
given the initial values ˜gc(y = 0) = g∗c/4πt and g̃ρ(y = 0) = g
∗
ρ/4πt. The flow diagram is
shown in Fig. 2.1. The conditions for a gapped charge mode areith rg∗ρ > 0 or (g
∗
ρ < 0 and
|g∗c| > |g∗ρ|). This leads to the result that a gapped charge mode exists ifJ2 < 2U/3+ J1.
In general, we find three regions where either the charge gap or the spin gap or both are
finite. It is interesting to analyze the dominant correlations in the various gapped phases. The
order parameters for density waves in the charge (CDW), spin(SDW), bond-charge (BCDW),
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Figure 2.1: Scaling curves for the charge-coupling parametersg̃c andg̃ρ in the presence of a
spin gap.
and bond-spin (BSDW) require the calculation of correlation functions using the operators
Oi,CDW = (−1)i(ni,↑ + ni,↓), (2.12a)
Oi,SDW = (−1)i(ni,↑ − ni,↓), (2.12b)
Oi,BCDW = (−1)i(c†i,↑ci+1,↑ + c
†
i,↓ci+1,↓ + h.c.), (2.12c)
Oi,BSDW = (−1)i(c†i,↑ci+1,↑ − c
†
i,↓ci+1,↓ + h.c.) , (2.12d)
written in terms of the lattice fermions. These order parameters become
OCDW(x) ∝ sinφc(x) cosφs(x), (2.13a)
OSDW(x) ∝ cosφc(x) sinφs(x), (2.13b)
OBCDW(x) ∝ cosφc(x) cosφs(x), (2.13c)
OBSDW(x) ∝ sinφc(x) sinφs(x) (2.13d)
in bosonized form. When the charge mode is gapped, the fieldφc is locked atφc = 0 modπ.
When the spin mode is gapped, the fieldφs is locked atφs = 0 modπ. Therefore, in the regime
where both of the fields are gapped, we find that the BCDW order parameter is maximal. The
model thus describes a phase with bond ordering (BOW) for∆c , 0 and∆s , 0.
When only the charge mode is gapped, the spin field is a free field. However, upon in-
creasing the scaling parameter (y) of the renormalization group procedure, the initially neg-
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Figure 2.2: Field-theory prediction for the half-filledt-U-J1-J2 model. The solid lines give
the phase boundaries between the fully gapped regime (bond-order wave, BOW) and the
semi-gapped regimes (spin-density wave, SDW; Luther-Emery, LE). The dashed line shows
the border between dominantly charge-density-wave and bon-order-wave correlations in the
Luther-Emery phase.
ative spin coupling grows and tends to zero, and the spin fieldoscillates aroundπ/2 (mod
π). Therefore, for small couplings, the dominating orderingis SDW for∆c , 0 and∆s = 0.
Note that the SU(2) spin symmetry is not spontaneously broken, i. ., the spin correlations are
critical without true long-range order.
Similarly, when the spin mode is gapped and the charge mode isgapless, there is no
true long-range charge order. Therefore, we call this phasethe Luther-Emery (LE) phase.
The charge couplingc tends to zero, either from positive values or from negative values.
Depending on the sign of the charge coupling,φc fluctuates aroundπ/2 or around zero. Cor-
respondingly, the dominating correlations are either CDW or BCDW for ∆c = 0 and∆s , 0.
The line which separates the dominant BCDW critical correlation and the dominant CDW
correlations in the LE phase is indicated in Fig. 2.2 by a dashed line.
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Figure 2.3: Field-theory prediction for the half-filledt-U-J1 model. For allJ1 > 0, the ground
state is a spin-density-wave (SDW) phase with a finite chargegap, zero spin gap and critical
spin correlations.
The resulting phase diagram of thet-U-J1-J2 model at weak coupling is shown in Fig. 2.2.
For U = 0, the spin gap is always finite forJ2 > 0. ForJ2 < J1, the charge gap is also finite,
and the ground state is characterized by a bond-order wave. The charge gap closes atJ2 = J1
and the system goes into a LE phase with no long-range charge or spin ordering but critical
charge-density-wave correlations.
For U > 0, J1 > 0, andJ2 < U/2, the ground state is analogous to the spin-density-wave
(SDW) phase of the one-dimensional Hubbard model, i.e., thecharge gap is finite, the spin
gap is zero, and the spin correlations are critical. For 2U/3 + J1 > J2 > U/2, both the spin
gap and the charge gap are finite. The ground state is a BOW withlong-range order in the
bond-charge-density-wave correlations. ForJ2 > 2U/3 + J1, the charge gap closes and the
system goes over to the LE phase with a finite spin gap but no charge long-range order. For
2U/3+ J1 < J2 < U + J1, the bond-charge-density-wave fluctuations dominate, whereas, for
J2 > U + J1, the fluctuations in the charge-density-wave order parameter are maximal.
In order to make contact with earlier work, we display the phase diagram of thet-U-J1
model separately in Fig. 2.3. In contrast to previous results [67, 68, 69], we do not find any
signature of a BOW phase. For allJ1 > 0, the ground state is SDW, just as is the ground
state of the half-filled Hubbard model forU > 0. This result is corroborated by our numerical
DMRG data, which we present in the next section.
2.3 Numerical results
In order to explore the phase diagram of the Hamiltonian (2.1) and to test the predictions of
bosonization, we carry out extensive, high-precision, ground-state DMRG calculations [11,
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12, 13]. Relatively high sensitivity is required to resolveth phases, especially in the weak-
coupling regimes in which one would expect bosonization to be valid. In order to differentiate
the possible phases, we calculate the spin gap∆s, the charge gap∆c, and the bond-order-
wave parameter〈B〉 of the one-dimensionalt-U-J1-J2 model on lattices with open boundary
conditions and up toL = 256 sites. The weight of the discarded density-matrix eigenstates is
held below a maximum of 10−9.
For finite systems, the spin gap∆s(L) is defined as
∆s(L) = E0(L,N,S = 1)− E0(L,N,S = 0). (2.14)
Accordingly, the charge gap∆c(L) is determined using
∆c(L) = [E0(L,N + 2,S = 0)+ E0(L,N − 2,S = 0)
−2E0(L,N,S = 0)]/2, (2.15)
whereE0(L,N,S) is the ground-state energy for anL-site system withN electrons and total
spinS. We extrapolate using second-order polynomials in 1/L to determine the spin gap∆s
and the charge gap∆c in the thermodynamic limit,
∆s(L) = ∆∞s + As/L + Bs/L
2,
∆c(L) = ∆∞c + Ac/L + Bc/L
2, (2.16)








(−1)i+1〈c†iσci+1,σ + h.c〉. (2.17)
The bond order parameter〈B〉 is extrapolated using finite-size corrections of the form 1/Lγ,
without considering higher corrections,
〈B〉(L) = 〈B∞〉 + AB/Lγ , (2.18)
where〈B∞〉, AB, andγ are fitting parameters. We find that adding higher-order terms, which
increases the number of fit parameters, tends to make the fits lss stable.
In the following, we first treat thet-U-J1 model, i.e.,J2 = 0 in Hamiltonian (2.1), then
study finite positiveJ2, first withU = 0, then with nonzeroU. For simplicity, in the remainder
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Figure 2.4: Finite-size extrapolation of the spin gap as a function of 1/L for thet-U-J1 model
at (a)U = 0 and (b)U = 0.1.
of this chapter, the energy scale is set by takingt = 1, and soU, J1, andJ2 are dimensionless
quantities.
2.3.1 Results forJ2 = 0
For the unfrustrated case (J2 = 0), our bosonization procedure of Sec. 2.2 predicts a SDW
phase with a finite charge gap and critical gapless spin excitations,∆c > 0 and∆s = 0. In the
SDW phase, the bond order parameter vanishes.
The finite-size extrapolation of the spin gap, plotted as a function of 1/L for U = 0 and
U = 0.1 is shown in Fig. 2.4. As can be clearly seen, the scaling behavior is predominantly
linear in 1/L, and the 1/L → 0 extrapolated value,∆∞s , is zero on the scale of the plot for all
values ofJ1 for both values ofU. A fit of the data with a second-order polynomial in 1/L, as
discussed above, yields a value of∆s that is less than 2× 10−4 in all cases. This puts a rather
stringent constraint on bond ordering in this case; the spinexcitations are gapless to a very
high numerical accuracy.
The system-size behavior of the charge gap is displayed in Fig. 2.5. As can be seen, the
1/L → 0 extrapolated value,∆∞c , is nonzero in general, with the scaling going from being
predominantly linear in 1/L (with a small negative (1/L)2 term) when∆c is small, to having a
substantial positive (1/L)2 term when∆c is significantly different from zero. Such finite-size
behavior is typical for gaps in one-dimensional systems with open boundary conditions.
The behavior of the extrapolated gaps as a function ofJ1 is shown in Fig. 2.6. As discussed
above, the spin gap is numerically indistinguishable from zero for all values ofJ1 for bothU =
0 andU = 0.1. The extrapolated charge gap is small on the scale of the plot for J1 . 0.8, and
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Figure 2.5: Finite-size extrapolation of the charge gap as afunction of 1/L for the t-U-J1
model atU = 0.
then increases, crossing over to a linear increase for larger values ofJ1. From bosonization, we
would expect an exponential opening of the gap withJ1, similar to the exponential opening
of the charge gap withU in the J1 = 0 case [74]. TheJ1-dependence of∆∞c in Fig. 2.6 is
qualitatively consistent with such a behavior. We have not carried out an explicit fit because
the detailed form of the exponential opening is not known from bosonization; to determine the
specifics of a general exponential form via fitting to finite-size extrapolated data is difficult.
We now turn to the BOW order parameter, displayed as a functioof J1 for various system
sizes andL = ∞ in Fig. 2.7. At each system size,〈B〉(L) has an appreciable positive finite
value which varies significantly as a function ofJ1. TheL → ∞ extrapolated value〈B∞〉 is
small, but still shows some variation withJ1. Note, however, that the extrapolated value is
negative at small and largeJ1 and is positive only for intermediateJ1. Taking the largest neg-
ative value (〈B∞〉 ≈ −0.003) as a rough estimate of the extrapolation error, the largst positive
value,〈B∞〉 ≈ 0.007, is not distinguishable from zero to within our accuracy. Moreover the
fit to Eq. (2.18) yields an exponentγ which varies between 0.47 and 0.77. All this underlines
the uncertainty in carrying out extrapolations using this analytic form and the sensitivity of
〈B∞〉 to the details of the fit. On the other hand, as discussed above, ∆∞s vanishes to a high
accuracy for allJ1, precluding a BOW phase. Thus, within the numerical methodsapplied
here, the spin gap seems to be a significantly more sensitive prob for the existence of a bond
order wave phase than the bond order parameter〈B〉 itself.
Our DMRG calculations forJ2 = 0 are thus in agreement with the predictions of the
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Figure 2.6: Extrapolated spin and charge gaps for thet-U-J1 model atU = 0 and 0.1 as
functions ofJ1.

















Figure 2.7: Bond order parameter〈B〉(L) for L = 32, 64, 96, 128, 256, 512 and extrapolated
bond order parameter〈B∞〉 as a function ofJ1 for thet-U-J1 model atU = 0.
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Figure 2.8: Finite-size scaling analysis for〈B〉(L) for differentJ2 whenU = 0 andJ1 = 1.
The inset shows the finite-size scaling analysis forJ2 = 2.0, 2.5, and 3.0, from bottom to top.
bosonization calculations of Sec. 2.2; see Fig. 2.3: the ground-state phase is a SDW with
gapless spin excitations for all positiveU andJ1. While we have treated explicitly only two
values of the interaction strength,U = 0 andU = 0.1, we have chosen these values in
accordance with the phase diagrams of Refs. [68] and [69] which predict the appearance of
a BOW phase only forU . 0.35. At larger values ofU, the behavior should be that of the
ordinary half-filled Hubbard chain and one would not expect aBOW phase to occur.
2.3.2 Results forU = 0 and nonzeroJ2
We now include the explicit frustrationJ2 while setting the on-site Coulomb interaction to
zero. Fig. 2.9 shows the system-size extrapolated spin and charge gaps,∆∞s and∆
∞
c , as func-
tions ofJ2 atU = 0 andJ1 = 1. (We do not show the finite-size extrapolation, which proceeds
similarly to that in Figs. 2.4 and 2.5, explicitly.) The spingap opens slowly at smallJ2, but
with a form consistent with a criticalJs2 = 0 (see the inset in particular). The charge gap
decreases rapidly withJ2 at smallJ2, reaching zero atJ
c(1)
2 ≈ 1 = J1, but then opens again
at Jc(2)2 ≈ 2. At weak coupling, this behavior of both gaps is consistentwith the predic-
tions of bosonization, but the reopening of the charge gap for larger J2 is not contained in
the bosonization analysis. However, such large values ofJ2 are clearly outside its region of
validity.
Representative results for the finite-size scaling of the bond rder parameter〈B〉 are
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Figure 2.9: Extrapolated spin gap and charge gap as functions of J2 for U = 0, J1 = 1. The
inset displays the same data forJ2 ≤ 2.5 on an enlarged scale.
present in Fig. 2.8. For smallJ2, the scaling behavior is similar to that forJ2 = 0, yielding
an exponentγ that varies between 0.44 and 0.71. However, for largeJ2, the data extrapolate
almost linearly to finite values. This illustrates that the scaling form (2.18), goes over to a
function that might be better fit by a polynomial in 1/L, as in Eq. (2.16). However, for con-
sistency, we nevertheless always use Eq. (2.18) for the fitting and note that the case of a linear
function of 1/L is encompassed by Eq. (2.18) withγ = 1.
The extrapolated results for〈B∞〉, plotted as a function ofJ2, are shown in Fig. 2.10. For
J2 = 0 to J
c(1)
2 , 〈B∞〉 is very small, even falling off from the small finite value atJ2 = 0,
which we have argued to come about due to numerical and extrapolation errors. Note that
here, forJ2 < J
c(1)
2 ≈ 1, the phase is characterized as bond order wave within bosonization.
While this seems to be a contradiction at first glance, note that the charge gap, Fig. 2.9, falls
off very rapidly from its small finite value atJ2 = 0, whereas the spin gap opens very slowly
due to its putative exponential form. In consequence, the value of 〈B∞〉 is very small. Our
interpretation, then, is that the BOW order parameter is finite, but numerically unresolvable
in this region. ForJc(1)2 < J2 < J
c(2)
2 , the spin gap is clearly non-vanishing, but〈B∞〉 is
numerically zero. This behavior is consistent with the bosonization prediction of a Luther-
Emery phase. In other words, the vanishing charge gap indicates a phase in which there is no
BOW. WhenJ2 > J
c(2)
2 , coincident with the reopening of the charge gap in Fig. 2.9,the BOW
phase reappears, this time clearly marked by a finite bond order parameter as well as finite
spin and charge gaps.
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Figure 2.10: TheL = ∞ extrapolated bond order parameter〈B∞〉 as a function ofJ2 for U = 0
andJ1 = 1.
2.3.3 Results for nonzeroU and J2
We now study the effect of the frustrationJ2 when the Coulomb repulsionU is finite. Bosoniza-
tion predicts that the SDW phase that is present only along the J2 = 0 line atU = 0 becomes
enlarged to a finite region at finiteU. We explore the behavior as a function ofJ2 for moderate
values ofU andJ1, U = 2, andJ1 = 1. Fig. 2.11 shows the spin and charge gaps, extrapolated
to infinite systems size, as a function ofJ2. As can be seen, the spin gap opens at a finite
Js2 ≈ 0.6 and the charge gap, although at first decreasing and reaching a minimum atJ2 ≈ 1.1,
is always finite. As can be seen in Fig. 2.12, the bond order parameter〈B∞〉 = 0 whenJ2 < Js2,
and opens rapidly to a large, finite value atJ2 ≈ 0.5. The behavior of all quantities is con-
sistent with a SDW phase for smallJ2 and a BOW for largeJ2. Bosonization does predict a
transition from a SDW phase to a BOW phase atJ2 = U/2 (see Fig. 2.2). However, it also pre-
dicts a transition to a spin-gapless LE phase at largerJ2, which is not found in the numerical
calculations. In our opinion, this is because the values ofU, J1 andJ2 here are large enough so
that the regime of validity of bosonization is exceeded. Note that the critical valueJs2 ≈ 0.5 is
far from the weak-coupling prediction ofJ2 = U/2 = 2, but agrees fairly well with the value
expected from the frustrated Heisenberg chain, for which (JHeis2 /J
Heis
1 )c ≈ 0.241 [75, 76], if
we takeJHeis1 = J1+4t
2/U = 3, the effective Heisenberg coupling within strong coupling; this
yields an estimateJc(strong)2 ≈ 0.72, in reasonable agreement with the DMRG result.
Fig. 2.13 summarizes the phase diagrams as a function ofJ2 btained from the DMRG
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Figure 2.11: TheL = ∞ extrapolated spin gap and charge gap as functions ofJ2 for U = 2,
J1 = 1.













Figure 2.12: TheL = ∞ extrapolated〈B〉 as a function ofJ2 for U = 2, J1 = 1.
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Figure 2.13: A sketch of the ground-state phase diagram of the one-dimensionalt-U-J1-J2
model at zero and finiteU obtained from analysis of the DMRG calculations.
calculations at zero and finiteU. ForU = 0, the SDW phase atJ2 = 0 becomes a BOW phase
at arbitrarily small, but weakJ2. At intermediateJ2, a metallic, but spin-gapped Luther-Emery
phase occurs, and at largeJ2 the system reenters the BOW phase. At moderate, finiteU, the
SDW phase persists whenJ2 is small and finite, going over to a BOW at largerJ2.
2.4 Discussion and conclusion
In this chapter, we have investigated the ground-state behavior of the half-filled one-dimensional
Hubbard model with antiferromagnetic nearest-neighbor and next-nearest-neighbor Heisen-
berg interactions. Our field-theoretical analysis for weakcouplings indicates that the ground
state has a finite gap for either charge excitations (spin-density-wave phase, SDW) or spin
excitations (Luther-Emery phase, LE) or both (bond-order-wave phase, BOW). Our exten-
sive numerical DMRG investigations agree very well with thefield-theoretical predictions for
small interactions. The only exception is the lack of numerical evidence for a finite bond-
order parameter in the regionU = 0, J1 = 1 and 0< J2 < J1. Here the system sizes are large
enough to resolve finite spin and charge gaps but they are still too small to detect the very
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small bond order parameter.
For larger interactions, e.g.,U = 2, the DMRG finds a strong-coupling bond-order-wave
phase which eludes the field-theoretical description. Instead, its existence and its properties
can be inferred from a strong-coupling expansion of the model wh re it is seen that the strong-
coupling BOW phase results from the frustration of the nearest-n ighbor and next-nearest-
neighbor Heisenberg couplings. Therefore, the metallic Luther-Emery phase is limited to a
narrow weak-coupling region in parameter space where it would be very difficult to justify
the strengths of the coupling parameters from microscopic considerations. For moderate in-
teractions, an echo of the weak-coupling Luther-Emery phase c n be seen in the behavior of
the charge gap as a function ofJ2, which displays a minimum at someJ2 & J1.
The nearest-neighbor Heisenberg couplingJ1 is not a frustrating interaction for the half-
filled Hubbard model because the ground state of thet-U-J1 model is a spin-density wave for
all J1 ≥ 0. In order to arrive at this conclusion in the field-theoretical analysis, the fact that
bosonic phase fields are locked to their mean-field values when excitations are gapped, so
that seemingly irrelevant operators become marginal operators, must be taken into account.
In numerical calculations one needs to study rather large system sizes in order to extrapolate
to a vanishing spin gap and bond-order parameter in the thermodynamic limit. The next-
nearest-neighbor Heisenberg interactionJ2, in contrast, truly frustrates the Hubbard model,
opening the way to Luther-Emery and bond-charge-ordered phases forJ2 > 0. As expected
from our experience with the frustrated Heisenberg model, th SDW phase is stable against
weak frustration forU > 0, i.e., a finiteJ2 is required to open the spin gap.
In conclusion, our study demonstrates both analytically and numerically that a nearest-
neighbor Heisenberg exchange interaction added to the half-filled Hubbard model does not
lead to frustration or to new phases in the ground-state phase di gram, whereas a frustrating
next-nearest-neighbor exchange does.
Chapter 3
Decoherence of a qubit coupled to a spin
chain bath
One of the fundamental aspects of quantum mechanics is its quantum coherence. Coupling to
a bath, however, leads to a rapid reduction of this entanglement and on very short time scales
the entangled state evolves to a statistical mixture. This generic phenomenon, known as deco-
herence, helps in understanding why it is not possible to detect quantum superpositions in our
everyday life, which is governed by the rules of classical mechanics. Decoherence is the ma-
jor obstacle in constructing a quantum computer, which relies on the existence of entangled
states. It is therefore of general interest to investigate vrious scenarios in which qubits are
coupled to a bath, hoping that a better understanding of these processes will eventually open
the way to reduce or suppress the decoherence on time scales long enough to perform the ba-
sic operations of quantum algorithms. In this chapter, we analyze the decoherence behavior
in the simplest interacting spin system, in which we consider th coupling of a single qubit to
an interacting spin-1/2 chain realized by the XXZ model, one of the fundamental models in
quantum many body physics and quantum magnetism. The chapter is organized as follows.
In the first section, Sec. 3.1, we make a brief introduction ofthe basic concept of decoherence
and introduce a model Hamiltonian consisting of a system andan environment that will be
studied throughout this chapter. We also discuss how to chara terize the decoherence by the
Loschmidt echo, which is the square of the off-diagonal elements of the reduced density ma-
trix of the system. In the second section, Sec. 3.2, we describe how to compute the Loschmidt
echo using the adaptive t-DMRG. In Sec. 3.3, we revisit the decoh rence dynamics of a qubit
coupled to a interacting spin chain in various ground statess has previously been studied in
Refs. [77, 78]. In Sec. 3.4, we then treat the decoherence dynamics of a qubit coupled to a
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Decoherence [23, 24, 25] is a mechanism in which an initiallyquantum state system becomes
classical. It occurs when a system interacts with another system, to be described as “the
bath” below. Basically, when the interaction between the system and the bath is turned on,
the initially pure state of the system immediately evolves into a mixed state. This actually
means that the superposition of the initially pure state is irreversibly converted into a statistical
mixture, i.e. the initially finite off-diagonal elements of the reduced density matrix finally
go to zero on a very short time scale which is called decoherenc time and is shorter than
any other dynamic time scale of the system. After decoherenchas occurred, it resembles
the reduced density matrix of a classical ensemble with different proportions of stable and
einselection states (environment-induced superselection) [23]. However the wave function of
the system and the bath does not collapse and the corresponding state of the system plus bath
is still a pure state. One can measure the decoherence through a quantity called Loschmidt
echo [79], which encodes the decay of the off-diagonal elements of the reduced density matrix
of the system.
For a detailed analysis of decoherence, a concrete bath should be chosen. In our stud-
ies, we focus on the case of a bath consisting of a spin chain. Other kinds of bath are
also interesting, such as the Bose-Hubbard model [80]. Previous papers discussed decoher-
ence due to a bath consisting of non-interacting spins [79] as well as interacting spin mod-
els [77, 78, 81, 82]. The simplest nontrivial case of a systemfor discussing decoherence is a
single qubit system [24, 77, 78, 79, 80, 81, 82]. Early works focus on the case of a central
spin homogeneously coupled to all of the non-interacting spin-1/2 spins in the bath [79]. A
more realistic bath with self-interaction, the quantum Ising model, was also treated [81]. In
Ref. [81], the authors emphasize that the decay of the Loschmidt echo is enhanced when the
bath is close to the critical point. For more complicated cases, one can introduce more general
spin-1/2 spin baths, such as the spin-1/2 XY model and the spin-1/2 Heisenberg model. Also,
one should consider more realistic interaction modes between the single qubit system and the
bath. A detailed discussion for the cases that a qubit is inhomogeneously coupled to multiple
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spins or coupled to a single spin in a one-dimensional quantum spin-1/2 model can be found
in Refs. [77] and [78]. In Ref. [77], the authors discuss the decoherence of a single qubit
coupled to one spin or a few spins of a general spin bath with anIsing coupling. Additionally,
Ref. [78] investigates the case of a Heisenberg coupling between the qubit and the bath. The
effect of other other spin-spin interactions in the bath, in particular a Dzyaloshinsky-Moriya
interaction, was also considered [83]. In addition to considering eigenstates, especially the
ground state, as the initial state of the bath, thermal states and thermal phase transition effects
have also been studied [84]. Authors have also treated a two-qubit system coupled to a spin
bath [85, 86]. From above studies, it can be concluded that decoherence behavior is affected
by the interaction between the system and the bath, and that it is mainly influenced by the
properties and quantum phase of the bath. Below, we will focus on a single qubit system
interacting with the ground state and with quenched states of the bath.
3.1.2 System plus bath (S+ E)
In order to investigate decoherence in detail, let us consider the system S (a spin-1/2 spin)
coupled to a bath E that consists of a chain of L spin-1/2 particles, see Fig. 3.1. We will study
how the properties of the bath E and the interaction between Sa d E affects the evolution of
the coherence of S. The Hamiltonian of the complete system (system plus bath) is
HS E = HS + HE + Hint, (3.1)
whereHS andHE are the Hamiltonian of the system S and of the bath E, respectively, and
Hint is the coupling term between the system S and the bath E. The complete system com-
posed of the system S and the bath E will evolve under this Hamiltonian. Regardless of the
actual physical makeup of the qubit and without loss of generality, the single-qubit system is
assumed to have a simple self-Hamiltonian,
HS = −ωSz = −
ω
2
(|↑〉 〈↑| − |↓〉 〈↓|), (3.2)
whereω is a constant. States|↑〉 and|↓〉, respectively, are the spin-up eigenstate and the spin-
down eigenstate of the qubit. In most discussions of the Loschmidt echo, such assumptions
are also used. For some simple cases, the self-Hamiltonian of the system S can be set to
zero without changing the evolution of the Loschmidt echo. However, in other cases, the
pointer states{|↑〉 , |↓〉} (the states that is not entangled with the bath) [23] can be changed to











Figure 3.1: Schematic diagram of the coupling schemes between system and bath. The spin
chain (bath) can have periodic boundary conditions (PBCs) or open boundary conditions
(OBCs). One coupling scheme is that the qubit (system) homogeneously couples to each
spin in the spin chain (left). If the spin chain has OBCs, the model will always be called the
central spin model. Another coupling scheme is that the qubit couples to only one spin or a
few arbitrary spins in the chain (right). The qubit may display different decoherence behaviors
in the different coupling schemes.
the eigenstates of some special self-Hamiltonians of the system [24, 25, 79]. For example,
HS could describe a magnetic field in thex-direction or a time-dependent magnetic field. We
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i denote the spin operators of thei-th spin site in the chain. For sim-
plicity, we will use periodic boundary conditions (PBCs) ina alytical calculations and open
boundary conditions (OBCs) in the DMRG calculations. The parametersJ (J ≥ 0), γ, ∆,
andλ, determine the interaction strength in the xy plane betweennearest-neighbor spins, the
anisotropy in the xy plane and along the z-axis, and a z-direction transverse magnetic field,
respectively. We consider the two limiting cases in whichγ = λ = 0 (the XXZ chain) and
γ = 1,∆ = 0 (the transverse-field Ising model). The ground state of theXXZ chain is critical
for −1 ≤ ∆ ≤ 1, is in an antiferromagnetic phase for∆ < −1, and is in a ferromagnetic phase
for ∆ > 1, see Fig. 3.2 (a). Forλ > 0, the ground state of the transverse-field Ising chain has
one critical point atλc = 1. For 0≤ λ < 1, it is in a long-range ordered ferromagnetic phase












Figure 3.2: Ground-state phase diagram for (a) the XXZ chainand (b) the transverse-field
Ising chain.
When the qubit is coupled to a transverse-field Ising chain, the system can be solved exactly
for all times so that the long-time behavior can be fully investigated, see Appendix A. For
the case of a coupling to an XXZ chain, we compute the time evolution using the adaptive
t-DMRG.
We consider two types of coupling HamiltoniansHint: the Ising coupling and the Heisen-
berg coupling. The general anisotropic Ising coupingH Isingint has the form
H Isingint = −ǫ |↑〉 〈↑|S
z
j + ǫ
′ |↓〉 〈↓|Szj, (3.4)
whereǫ andǫ′ are the anisotropic Ising coupling constants. The bath sitelab l j indicates
that the qubit only couples locally to one bath spin. We will con entrate mainly on the Ising
coupling form ofH Isingint .







whereεα (α = x, y, z) are the coupling constants along three Cartesian axes, andSαqubit and
Sαj are the spin operators of the system and the spin operator of the j-th spin in the bath,
respectively. Below, we will only consider an isotropic Heis nberg couping inHHeisint , i.e.,
εx = εy = εz.
Notice that, for the Ising coupling form,H Isingint , [HS,HS E] = 0. The interpretation is that
the expectation value of the system HamiltonianHS is constant, and no energy exchange
between the system S and the bath E occurs. This gives rise to apurely dephasing form of
the time evolution. The system loses its coherence only. However, for a Heisenberg coupling
form HHeisint , [HS,HS E] , 0, in general, and the system will undergo both dephasing andenergy
relaxation. However, if one setsHS = 0, there is also pure dephasing only.
In studying the decoherence of the system S, we assume that the initial state of the com-
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plete system (S plus E) is a pure state. That means the wave function of the complete system
is a direct product of the state of the system S and the state ofthe bath E, i.e., it is given by
|ΨS E(t = 0)〉 = |ψS(0)〉|ψE(0)〉, (3.6)
where|ψS(0)〉 and |ψE(0)〉 are the initial states of the system S and the bath E, respectively.
One is relatively free to select an initial state of the system S. Here, in the general case, we
choose an arbitrary state|ψS(0)〉 = c↑ |↑〉 + c↓ |↓〉, a superposition of the spin-up state|↑〉
and the spin-down state|↓〉, where|c↑|2 + |c↓|2 = 1. Consider, however, the limiting case of
|ψS(0)〉 = |↑〉 or |↓〉. At first glance, the off-diagonal elements of the density matrix of the
system S, which characterize the decoherence (Loschmidt echo), will be zero initially and for
all times. It seems that this behavior cannot characterize ag neral decoherence. However,
one can rotate|↑〉 or |↓〉 through arbitrary angles to obtain a general state|ψS(0)〉 with nonzero
off-diagonal elements of the density matrix. Thus, it is still completely general to choose
|↑〉 or |↓〉 as the initial state for calculating the Loschmidt echo. On the other hand, we can
choose the specific initial state of the bath|ψE(0)〉 that we are interested in. Building on
previous studies [77, 78] that take the ground state of the bath H miltonianHE, Eq. (3.3),
as the initial state, we will make more accurate calculations for this case and then will also
consider a quenched initial state, which is evolved from theground state by carrying out a
sudden change of the interaction constant, as the initial state. It is useful to mention that when
the bath is an XXZ chain, only the case of the anisotropic parameter∆ = 0 in Eq. (3.3) can
be exactly solved. These exact results can be used for checking the accuracy and precision of
the DMRG results. We apply the static DMRG to compute the ground state of the XXZ chain
and then use the adaptive t-DMRG to compute the Loschmidt echo. We choose OBCs for the
spin chain in the DMRG calculations because, as is well-known, the classical DMRG method
does not converge well under PBCs. Additionally, for small bth size, i.e.,L ≤ 17, we utilize
the exact diagonalization (ED) method.
The complete initial wave function, Eq. (3.6), evolves withthe Hamiltonian, Eq. (3.1),
|ΨS E(t)〉 = e−iHS Et|ΨS E(t)〉 = e−iHS Et|ψS(0)〉|ψE(0)〉. (3.7)
Since the wave function|ψS(0)〉 of the initial state of the system S has two branches, the spin















−iHS E t |ΨS E(0)〉
e
−iHS E t |↑〉 |ψE(0, S z)〉
|↑〉 |ψE1(2∆t, S z)〉 + |↑〉 |ψE2(2∆t, S z − 1)〉
|↓〉 |ψE4(∆t, S z + 1)〉 + |↓〉 |ψE3(∆t, S z)〉|↑〉 |ψE1(∆t, S z)〉 + |↑〉 |ψE2(∆t, S z − 1)〉
|↓〉 |ψE4(2∆t, S z + 1)〉 + |↓〉 |ψE3(2∆t, S z)〉
e




Figure 3.3: Depiction of the manner of the time evolution of the wo branch wave functions,
|↑〉 |ψE↑(t)〉 and|↓〉 |ψE↓(t)〉 with two different kinds of interactions between the system and the
bath: (a) For the Ising coupling between the system and the bath, two branch wave functions
evolve independently. (b) For the Heisenberg coupling betwe n the system and the bath, the
total spin of the bath wave function in the z-direction varies overSz, Sz + 1 andSz − 1 in
different time steps. In this case, the two branches of the wave function evolve in a correlated
way.
two branches. The result is
|ΨS E(t)〉 = e−iHS Et|ΨS E(0)〉 (3.8)
= e−iHS Et(c↑ |↑〉 + c↓ |↓〉)|ψE(0)〉.
For the case of an Ising couplingH Isingint , Eq. (3.4), we can simplify the Eq. (3.8) to
|ΨS E(t)〉 = c↑e−iHS Et |↑〉 |ψE(0)〉 + c↓e−iHS Et |↓〉 |ψE(0)〉 (3.9)
= c↑e




i ω2 t |↑〉 |ψE↑(t)〉 + c↓e−i
ω
2 t |↓〉 |ψE↓(t)〉,
where the effective HamitoniansH↑ = −ǫSzj+HE andH↓ = ǫ′Szj+HE. The problem is changed
to that of two independent time evolutions of the wave function of the bath E with these two
effective HamiltoniansH↑ andH↓, respectively, see Fig. 3.3 (a). By using the complete wave
function |ΨS E(t)〉, Eq. (3.9), and by tracing out the degrees of freedom of the bath E, the
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time-dependent reduced density matrix of the system S,








〈n|(|c↑|2 |↑〉 |ψE↑(t)〉〈ψE↑(t)| 〈↑| + |c↓|2 |↓〉 |ψE↓(t)〉〈ψE↓(t)| 〈↓|
+ c∗↓c↑e




|c↑|2 |↑〉 〈↑| 〈n|ψE↑(t)〉〈ψE↑(t)|n〉 + |c↓|2 |↓〉 〈↓| 〈n|ψE↓(t)〉〈ψE↓(t)|n〉
+ c∗↓c↑e
iωt |↑〉 〈↓| 〈n|ψE↑(t)〉〈ψE↓(t)|n〉 + c∗↑c↓e−iωt |↓〉 〈↑| 〈n|ψE↓(t)〉〈ψE↑(t)|n〉
=|c↑|2 |↑〉 〈↑| + |c↓|2 |↓〉 〈↓|
+ c∗↓c↑e
iωt |↑〉 〈↓| 〈ψE↓(t)|ψE↑(t)〉 + c∗↑c↓e−iωt |↓〉 〈↑| 〈ψE↑(t)|ψE↓(t)〉,
is obtained, where we have taken the states|n〉 to be a complete basis for the bath E. The off-
diagonal elements of the reduced density matrix, Eq. (3.10), represented in the basis of the
eigenstates|↑〉, |↓〉 of the system S, characterize the decoherence of the system.The matrix




















However the diagonal elementsρs,↑↑ andρs,↓↓ always retain their in the initial values|c↑|2 and
|c↓|2 and will never decay in the time evolution. The overlap betwen the two branch states of
the bath E,〈ψE↓(t)|ψE↑(t)〉, characterizes the Loschmidt echo. We can define the Loschmidt
echo as a real number,
LE(t) = |〈ψE↓(t)|ψE↑(t)〉|2 = |〈ψE(0)|eiH↓te−iH↑t|ψE(0)〉|2, (3.13)
where the wave function of the initial state|ψE(0)〉 is the ground state or a quenched state of
∗Since,ρs,↑↓(t) = ρ∗s,↓↑(t), we will only considerρs,↑↓(t).
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the bath E. It decays exponentially as a Gaussian at short times [77, 78, 79, 86, 87]:
LE(t) ∼ e−αt2, t ∼ 0. (3.14)
We can set one of the coupling constantsǫ, ǫ
′
to zero (actually, in most studies,ǫ
′
= 0). If the
initial state|ψE(0)〉 is a ground state of the bath E, Eq. (3.13) is identical to
LE(t) = |〈ψE(0)|e−iH↑t|ψE(0)〉|2, (3.15)
which can also be interpreted as the “survival probability”of the initial state evolved under
the effective HamiltonianH↑. In the time evolution, the Loschmidt echo quickly deviates
from the initial value 1 because of the presence of the interac ion, and the system state is
converted into a statistical mixture. For some cases, the Loschmidt echo even approaches
zero, and the reduced density matrix of the system, Eq. (3.10), becomes diagonal. This means
that the coherence of the system is strongly suppressed and gr dually leaks to the bath, but
the complete system still keeps its coherence. Furthermore, if the Loschmidt echo is close to
1, it indicates that the interaction between the system and the bath is very weak. In particular,
the case that the Loschmidt echo always remains 1 simply means the initial system state
is a eigenstate of the eff ctive HamiltonianH↑, or, in other words, that there is negligible
interaction between the system S and the bath E. All previousstudies are based on calculations
with a finite-sized bath. Since there is, in general, a bath-size dependent revival time of
the Loschmidt echo, this kind of decoherence behavior is called an “echo”. Moreover, the
Loschmidt echo can never revive to the full initial value of 1, and the value of the revived
Loschmidt echo becomes weaker and weaker with more and more revivals. This is why such
decoherence behavior is called a “Loschmidt echo”.
Furthermore, for the case of Heisenberg couplingHHeisint , Eq. (3.5), one finds that the two
branch wave functions in Eq. (3.8) will evolve correlatively, see Fig. 3.3 (b). Since the Heisen-
berg coupling will lead to an exchange of quantum numbers between the system S and the
bath E, the quantum number of the bath will be changed. In order to facilitate the discussion,
we explicitly write down the total spin to identify different states. We assume that the initial
state of the bath E,|ΨS E(t = 0,Sz)〉, has a total spinSz. Thus, Eq. (3.8) can be written as
|ΨS E(t)〉 =
[













c↓ |↓〉 |ψE3(t,Sz)〉 + c↓ |↑〉 |ψE2(t,Sz− 1)〉
]
= |↑〉 [c↑|ψE1(t,Sz)〉 + c↓|ψE2(t,Sz− 1)〉
]
+ |↓〉 [c↓|ψE3(t,Sz)〉 + c↑|ψE4(t,Sz+ 1)〉
]
,
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where the effective wave function|ψ1〉 = |↑〉 |ψE1(t,Sz)〉 + |↓〉 |ψE4(t,Sz+ 1)〉 evolves from the
wave functione−iHS Et |↑〉 |ψE(0,Sz)〉, and the effective wave function|ψ2〉 = |↓〉 |ψE3(t,Sz)〉 +
|↑〉 |ψE2(t,Sz − 1)〉 evolves from the wave functione−iHS Et |↓〉 |ψE(0,Sz)〉. The wave functions
|ψE1(t,Sz)〉, |ψE2(t,Sz)〉, |ψE3(t,Sz)〉 and |ψE4(t,Sz)〉 are not assumed to be normalized. This
means that
〈ψE1(t,Sz)|ψE1(t,Sz)〉 + 〈ψE4(t,Sz+ 1)|ψE4(t,Sz+ 1)〉 = 1/|c↑|2, (3.17)
〈ψE3(t,Sz)|ψE3(t,Sz)〉 + 〈ψE2(t,Sz− 1)|ψE2(t,Sz− 1)〉 = 1/|c↓|2.
The wave function|↑〉 |ψE1(t,Sz)〉 contributes to the wave function|↓〉 |ψE4(t′,Sz + 1)〉 at the
next time stept′, and vice versa. The wave functions|↓〉 |ψE3(t,Sz)〉 and |↑〉 |ψE2(t,Sz − 1)〉
behave similarly. This behavior is depicted in Fig. 3.3 (b).All four of these four wave
functions do not have simple forms; they must be determined by specific calculations. Notice
that we can also write Eq. (3.16) as|ΨS E(t)〉 = c↑(t) |↑〉 |ψ↑E(t)〉 + c↓(t) |↓〉 |ψ↓E(t)〉 [78].
We now examine the Loschmidt echo. It is easy to see that the off-diagonal element of the




Thus, analogously to Eq. (3.13), the Loschmidt echo can be defined as
LE(t) = |〈ψE3(t,Sz)|ψE1(t,Sz)〉|2. (3.19)
Here the Loschmidt echo is only related to the overlap between two wave functions that have
the same quantum number as the wave function of the initial state.
It is useful to discuss the energy relaxation behavior here.If the Hamiltonian of the system
S is still defined by Eq. (3.2), the observable〈HS〉 can be written as
















− |c↑|2〈ψE1(t,Sz)|ψE1(t,Sz)〉 − |c↓|2〈ψE2(t,Sz− 1)|ψE2(t,Sz− 1)〉
)
(3.20)
using Eq. (3.17), whereρs,↑↑(t) andρs,↓↓ are diagonal elements of the reduced density matrix
ρs. The energy relaxation behavior is related to the choice of the initial state of the system S.
Different combinations ofc↑ andc↓ will lead to different energy relaxation behaviors. To pre-
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vent energy relaxation, we can setHS = 0 in our calculations, but it is also easy to generalize
to the case of non-zeroHS.
The behavior of the Loschmidt echo (i.e., the decoherence) of the system S (the qubit)
could be sensitive to the internal dynamics of the bath (i.e., the quantum phases and the
quench time). In the following, we will explore how the time evolution of the Loschmidt
echo of the system S is affected by the internal dynamics of the bath E.
3.2 Details of the program
In this section, we discuss the details of how to calculate the Loschmidt echo, Eq. (3.13) and
Eq. (3.19), by means of the adaptive t-DMRG with OBCs. The adaptive t-DMRG calculations
of the Loschmidt echo are based on the discussion in Sec. 3.1.2
For the Ising coupling case, the Loschmidt echo, Eq. (3.13),is the square of the over-
lap between the two branch wave functions|ψE↓(t)〉 and |ψE↑(t)〉. Although these two wave
functions evolve independently, see Eq. (3.9), we need to keep track of both wave functions
simultaneously so that they are represented in the same computational basis.
As mentioned in Sec. 1.3, we first must apply the static DMRG toevaluate the ground
state of the bath E. We then apply the adaptive t-DMRG to simulate the time evolution of
the two branch wave functions|↑〉 |ψE↑(t)〉 and |↓〉 |ψE↓(t)〉 independently. Here we use the
second-order Trotter-Suzuki adaptive t-DMRG, i.e., the time evolution operatorseH↑ andeH↓
are decomposed in a second order Trotter-Suzuki decomposition. We apply the bond time-
evolution operatorsU↑ = e−iH↑,i j∆t and U↓ = e−iH↓,i j∆t (for the sitesi and j of the bath E,
respectively) to these two wave functions simultaneously.For the sake of convenience, we
set the populations of the initial state of the system all to 1, c↑ = c↓ = 1. At each step of the
adaptive t-DMRG sweep, the state|ΨS E(t)〉, Eq. (3.9), is evolved using
|ΨS E(t + ∆t)〉 = e−iHS E,i j∆t|ΨS E(t)〉 = ei
ω
2 tU↑ |↑〉 |ψE↑(t)〉 + e−i
ω
2 tU↓ |↓〉 |ψE↓(t)〉
= ei
ω
2 t |↑〉 |ψE↑(t + ∆t)〉 + e−i
ω
2 t |↓〉 |ψE↓(t + ∆t)〉, (3.21)
where |ψE↑(t + ∆t)〉 and |ψE↓(t + ∆t)〉 are the states of the current adaptive t-DMRG step.
During the time evolution, the basis of the states is changed. The new reduced density matrix
is updated by simultaneously targeting|ψE↑(t + ∆t)〉 and |ψE↓(t + ∆t)〉. We set the density
matrices of both wave functions to have the weight 1/2, ensuring that the trace of the total
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|ψE↑(t + ∆t)〉〈ψE↑(t + ∆t)| +
1
2
|ψE↓(t + ∆t)〉〈ψE↓(t + ∆t)|). (3.22)
Here Tre means the trace over the degrees of the freedom of the environment block in the
DMRG algorithm. After a standard renormalization step of the DMRG, the new common
basis of the two branch wave functions are constructed. These two branch wave functions are
thus both represented in a common basis. Thus, it is possibleto directly evaluate the overlap
between|ψE↑(t)〉 and |ψE↓(t)〉. After reaching the time we are interested in, the Loschmidt
echo, Eq. (3.13), is evaluated.
For the case of Heisenberg coupling between the system S and the ba h E, we can still
write down each sweep step of the adaptive t-DMRG calculation even though the two branch
wave functions evolve in a correlated way. For example, one applies the local bond time
evolution operatore−iHS E,i j∆t (for the sitesi and j of the complete system S+E) to the wave
functions obtained from previous sweep step, Eq. (3.16), (settingc↑ = c↓ = 1):
|ΨS E(t + ∆t)〉 = e−iHS E,i j∆t|ΨS E(t)〉
=e−iHS E,i j∆t
{|↑〉 [|ψE1(t,Sz)〉 + |ψE2(t,Sz− 1)〉
]
+ |↓〉 [|ψE3(t,Sz)〉 + |ψE4(t,Sz+ 1)〉
]}
= |↑〉 |ψaE1(t + ∆t,Sz)〉 + |↓〉 |ψbE1(t + ∆t,Sz+ 1)〉 + |↑〉 |ψaE2(t + ∆t,Sz− 1)〉 + |↓〉 |ψbE2(t + ∆t,Sz)〉
+ |↓〉 |ψaE3(t + ∆t,Sz)〉 + |↑〉 |ψbE3(t + ∆t,Sz− 1)〉 + |↓〉 |ψaE4(t + ∆t,Sz+ 1)〉 + |↑〉 |ψbE4(t + ∆t,Sz)〉
= |↑〉 |ψ′E1(t + ∆t,Sz)〉 + |↑〉 |ψ′E2(t + ∆t,Sz− 1)〉 + |↓〉 |ψ′E3(t + ∆t,Sz)〉 + |↓〉 |ψ′E4(t + ∆t,Sz+ 1)〉,
(3.23)
where
|ψ′E1(t + ∆t,Sz)〉 = |ψaE1(t + ∆t,Sz)〉 + |ψbE4(t + ∆t,Sz)〉, (3.24a)
|ψ′E2(t + ∆t,Sz− 1)〉 = |ψaE2(t + ∆t,Sz− 1)〉 + |ψbE3(t + ∆t,Sz− 1)〉, (3.24b)
|ψ′E3(t + ∆t,Sz)〉 = |ψaE3(t + ∆t,Sz)〉 + |ψbE2(t + ∆t,Sz)〉, (3.24c)
and
|ψ′E4(t + ∆t,Sz+ 1)〉 = |ψaE4(t + ∆t,Sz+ 1)〉 + |ψbE1(t + ∆t,Sz+ 1)〉. (3.24d)
Notice that, the local bond time-evolution operatore−iHS E,i j∆t is obtained from the second-order
Trotter-Suzuki decomposition of the time evolution operato e−iHS Et. For every time step of the
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adaptive t-DMRG, every sector of the wave function will split into two parts with different
quantum numbers, Eq. (3.24). Similarly to the discussion ofIsing coupling case, the total




|ψ′E1(t + ∆t,Sz)〉〈ψ′E1(t + ∆t,Sz)| +
1
2




|ψ′E3(t + ∆t,Sz)〉〈ψ′E3(t + ∆t,Sz)| +
1
2
|ψ′E4(t + ∆t,Sz+ 1)〉〈ψ′E4(t + ∆t,Sz+ 1)|).
(3.25)
Notice that we do not set the weight of each density matrix to 1/4 because|ψ1〉 = |↑〉 |ψ′E1(t +
∆t,Sz)〉 + |↓〉 |ψ′E4(t + ∆t,Sz+ 1)〉 and|ψ2〉 = |↓〉 |ψ′E3(t + ∆t,Sz)〉 + |↑〉 |ψ′E2(t + ∆t,Sz− 1)〉 are
actually two independent wave functions. In order to normalize the trace of the total density
matrix ρdmrg to 1, we only need to set the weights of the density matrices of|ψ1〉 and |ψ2〉 to
1/2. As a result, we get Eq. (3.25).
In addition, the method mentioned above is not the most straightforward method of calcu-
lating the Loschmidt echo. Actually, one can calculate the off-diagonal matrix element of the
reduced density matrix of the system S,ρs,↑↓(t), directly in the DMRG. Using Eq. (3.13) and


















This form is particularly useful when a complex self-Hamiltonian or a complex interaction
term to the bath E is present, which may lead to a wave functionthat cannot be written in the
form of a finite number of branches.
3.3 Ground state as initial state
We focus on the long- and short-time behaviors of the Loschmidt echo that occur when the
system is coupled to a ground-state bath (XXZ) at the initialtime. We will consider the case
of Ising coupling, see Eq. (3.4), as well as that of Heisenberg coupling, see Eq. (3.5), between
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The ground state of the XXZ chain has three phase with two critical points∆c = −1 and∆c =
1. It is critical for−1 ≤ ∆ ≤ 1; the critical state, is spanned by| ↑↓↑↓ . . . ↑〉, | ↑↑↓↓ . . . ↑〉,
. . . , and | ↓↑↓↑ . . . ↓〉. In the antiferromagnetic phase,∆ < −1, the ground state is doubly
degenerate, i.e.,| ↑↓↑↓ . . . ↓〉 or | ↓↑↓↑ . . . ↑〉. In the ferromagnetic phase,∆ > 1, the ground
state is| ↑↑↑↑ . . . ↑↑〉.
3.3.1 Ising coupling between S and E
In this section, we consider the case of Ising coupling, Eq. (3.4), between the system S and the
bath E. Using adaptive t-DMRG calculations with∆t = 0.001 for the time evolution, discarded
weight below 10−13, a typical minimum truncated Hilbert space dimension ofD = 100 and a
typical maximum truncated Hilbert space dimension ofD = 1000, we treat systems with up
to 301 sites with OBCs. We choose an odd number of sites with total spinSz = 1/2 in order
to ensure a unique ground state in the antiferromagnetic phase of the XXZ chain. In order
to minimize the boundary effects, we consider only the case in which the system is coupled
to a spin in the middle of the chain, i.e.,j = 25 for L = 49. The error analysis is shown in
Appendix B.
The generic behavior of the Loschmidt echo as a function of time for different values of
the anisotropy interaction strength∆ and lattice sizesL = 49 and 101 with coupling constant
ǫ = 0.2 is depicted in Figs. 3.4 and 3.5. Due to the smaller Hilbert space, our calculations
for L = 49 can reach a much longer time than those forL = 101. In the antiferromagnetic
phase,∆ < −1, the decay of the Loschmidt echo is suppressed, i.e, at∆ = −3 and−2, and it
is completely suppressed when∆ → −∞. In the critical region, the decay of the Loschmidt
echo is affected by the values of∆ only at long times. The oscillation of the curve for∆ = 0.5
has a frequency and an amplitude proportional toǫ hat is related to the finite-size eff cts.
In the ferromagnetic phase, the Loschmidt echo does not decay because the ground state
is essentially classical. Near or at the critical points, the decay of the Loschmidt echo is
strongly enhanced. Already forL = 49, the asymptotic behavior of the Loschmidt echo is
characterized by a decay to zero close to and at the critical point ∆c = 1. We choose the state
with a spin quantum numberSz = 1/2 at the critical point,∆c = 1, where the ground state
is highly degenerate. At long times, the Loschmidt echo revives due to the finite-size eff cts.
The revival time for this case can be roughly estimated to bet∗ ≈ L2v, wherev is the velocity
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Figure 3.4: Ising coupling case: Loschmidt echoLE as a function of time t for different values
of the anisotropy interaction strength: (a)∆ = −3 (black), -2 (red), -1.5 (green), -1 (blue), -0.9
(yellow), -0.5 (brown), 0 (olive), 0.5 (violet), and 0.9 (cyan); (b)∆ = 0.985 (magenta), 0.99
(orange), and 1 (indigo) for a spin-1/2 XXZ chain with lattice sizeL = 49 and OBCs.





2 arccos(−∆) . (3.28)
For∆→ 1 andv→ 0, the revival time becomes very large, see Fig. 3.4.
The behavior of the Loschmidt echo for short time is depictedin Fig. 3.6 (a), which is a
magnification of the curve in Fig. 3.5. We have fit the data points of the Loschmidt echo for
time t . 0.02 to a Gaussian decay with parameterα. For timet & 0.04, the Loschmidt echo
does not, in general, decay as a Gaussian deep in the antiferromagnetic phase. The short-time
Gaussian decay parameterα is shown in Fig. 3.6 (b) as a function of∆ for the bath lattice
sizesL = 49, 101, and 301. These are no visible finite-size eff cts in all phases except at
the points close to the critical point∆c = −1. For∆ → −∞, α asymptotically tends to zero.
As ∆ moves close to the critical point∆c = −1, α increases to the maximal value 0.01 and
remains almost constant in the critical region (−1 < ∆ < 1). At the critical point∆c = −1,α is
continuous. However, at the critical point∆c = 1,α is completely discontinuous, independent
of finite-size effects. In the ferromagnetic phase,α is strictly zero.
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Figure 3.5: Ising coupling case: the Loschmidt echoLE as a function of time t for different
values of the anisotropy interaction strength∆ = −3 (red), -2 (green), 0 (violet), -1.5 (blue),
0.5 (olive), -0.5 (cyan), -0.9 (black), -1 (orange), and 0.9(magenta) of a spin-1/2 XXZ chain
with lattice sizeL = 101 and OBCs.


























Figure 3.6: Ising coupling case: (a) short-time behavior ofthe Loschmidt echoLE with bath
lattice sizesL = 101 andt ≤ 0.5, where theLE is fit to a Gaussian decay,LE(t) ∼ e−αt2.
The plot corresponds to an enlargement of Fig. 3.5 at small times. The various curves are for
different values of∆, from top to bottom:∆ = −3 (red), -2 (green), -1.5 (blue), 0 (violet), 0.5
(olive), -0.5 (cyan), . . . , 0.9 (magenta), where the curves overlap for−1 < ∆ ≤ 1, i.e., in the
critical phase of the XXZ chain. (b) Scaling analysis of the decay parameterα as a function
of ∆ for different bath lattice sizesL = 49 (black),L = 101 (red), andL = 301 (green). Here
the coupling constant between the system and bath is kept fixed, ǫ = 0.2.
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3.3.2 Heisenberg coupling between S and E
In this section, we consider the case of Heisenberg coupling, Eq. (3.5), between the system S
and the bath E. Using the adaptive t-DMRG calculations with atime step of∆t = 0.001, and
keeping the discarded weight below 10−13 for t < 15 and 10−10 for 15< t < 100, and the size
of the truncated Hilbert space aboveD = 100 and belowD = 1000, we treat systems with
up to 101 sites, OBCs, and an odd number of sites with a spin quatum numberSz = 1/2.
In order to minimize the boundary eff cts, we consider only the case in which the system is
coupled to a spin in the middle of the chain, i.e.,j = 25 for L = 49.
In Fig. 3.7, we plot the decay of the Loschmidt echo as a functio of time for different
values of the anisotropy interaction strength∆ for a bath lattice sizeL = 49, with isotropic
coupling constantεx = εy = εz = 0.2. In the antiferromagnetic phase,∆ < −1, the long-time
decay of the Loschmidt echo is strongly suppressed (i.e.,∆ = −3 and−2) and is completely
suppressed as∆ → −∞. In the critical region (−1 < ∆ < 1), the decay of the Loschmidt
echo is affected by the values of∆ only at long times. ForL = 49, the Loschmidt echo
already decays to zero for all parameters. In the ferromagnetic phase, unlike the case of Ising
coupling, decay of the Loschmidt echo takes place because the effects ofεx andεy destroy the
fully polarization of the ground state. The decay is also strngly suppressed, with complete
suppression occurring when∆→ ∞. Near or at the critical points, the short-time decay of the
Loschmidt echo is strongly enhanced. However, the long-time behavior is more complicated
to interpret. We can still see that the Loschmidt echo revives at a long time scale. The revival
time is approximately proportional toL. For∆ = −1, -0.9, -0.5, and 0, a kink in the curve of
the Loschmidt echo at aboutt = 20 is related to the odd number of the bath lattice size. We
cannot find such kinks for the case of even bath lattice size.
The short-time Gaussian decay parameterα is shown in Fig. 3.8 as a function of∆ for the
bath lattice sizeL = 25, 49, and 101. We have fit the data points of the Loschmidt echo for
timest . 0.02 to obtain the Gaussian decay parameterα. For timet > 0.04, the Loschmidt
echo does not, in general, decay strictly as a Gaussian deep in the antiferromagnetic phase.
As shown in the figure, as for the case of Ising coupling, the finite-size effects are only obvi-
ous near the critical point∆c = −1. In other regions, the finite-size eff cts are not noticeable.
For∆ → −∞, it asymptotically tends to 0 (not shown in the figure) because the effects of the
small coupling between the qubit and the bath are negligiblefor an infinite value of∆. From
∆ = −8 to ∆ = −1, α increases from 0. 1 to the maximal value 0. 2. In the critical region
(−1 < ∆ < 1) on finite lattices, the decay parameterα depends on∆. However, as the bath
size approaches the thermodynamic limit, the dependence ofα on∆ is reduced. In Fig. 3.8,
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Figure 3.7: Heisenberg coupling case: Loschmidt echoLE as a function of time t for different
values of the anisotropy interaction strength:∆ = −3 (indigo), -2 (maroon), 1.5 (turquoise), 2
(olive), -1.5 (black), -1 (red), -0.9 (green), -0.5 (blue),0 (orange), 0.5 (brown), and 0.9 (violet)
of a spin-1/2 XXZ chain with lattice sizeL = 49 and OBCs.
the decay parameterα retains an almost constant value 0.02, as expected in the critical e-
gion, already for a lattice sizeL = 101. As in the case of Ising coupling, the curves ofα are
continuous at the critical point∆c = −1. At the critical point∆c = 1, they are completely
discontinuous, and are also not dependent onL. In the ferromagnetic phase, in contrast to
the case of Ising coupling,α remains a constant finite value 0.01 and asymptotically tends
to 0 when∆ → ∞. Since the ferromagnetic ground state is not an eigenvectorof the com-
plete HamiltonianHS E, the effects of the small coupling between the qubit and the bath are
negligible for an infinite value of∆.
3.4 Quantum quenched state as initial state
As shown in Sec. 3.3.1 for the Ising coupling case (the pure dephasing case without energy
exchange between S and E), a system in its ground state is not atypic l realization of a bath.
A more general configuration for the bath would be a mixed state, e.g., a bath at finite temper-
ature. However, such states are hard to treat within the DMRG. One possibility for generating
a more general configuration is a system pushed out of equilibri m. This experimental back-
ground for this idea is the development of the technology in recent years making it possible to
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Figure 3.8: Heisenberg coupling case: scaling analysis of the decay parameterα as a function
of ∆ for different bath lattice sizesL = 25 (black),L = 49 (red), andL = 101 (green). Here
the coupling constant between the system and bath is kept fixed, εx = εy = εz = 0.2.
form ultra-cold atomic gases. In such experiments, one can tune the strength of interactions
of a quantum system using Feshbach resonances [90, 91]. Thisfeature of ultra-cold atomic
gases has motivated research into many nonequilibrium problems of quantum systems where
the interactions are time-dependent. A particular exampleof these kinds of nonequilibrium
phenomena is that of quantum quenches, in which the strengthof interactions of the system is
suddenly changed. Even though the system remains in a pure state, recent experimental and
theoretical investigations of quantum quenches have reveal d that the presence of a huge num-
ber of interacting degrees of freedom will lead, after a while, to a quasi-stationary state oscil-
lating weakly around a well-defined time average. This behavior is strongly reminiscent of the
typical behavior of a bath. Some examples include the collapse nd revival of multiple matter
wave interference patterns of a Bose-Einstein condensate [15] and a quantum Newton cradle
implemented by arrays of trapped one-dimensional Bose gases [16]. A number of theoretical
studies have examined the time-dependent correlation functions [92, 93, 94, 95, 96, 97, 98].
Although correlation functions often display quasi-stationary behavior after sufficiently long
times, the underlying distribution does not, in general, correspond to a bath in thermal equi-
librium. This opens up the possibility to systematically tune the behavior and to investigate
new aspects of nonequilibrium physics. One can form qualitatively very different baths by
carrying out different quenches: for situations in which the system is not toofar from a ther-
malized state, we expect generic behavior like that of a qubit coupled to a thermal bath. For
situations in which a strongly nonthermal quasi-stationary state is obtained, however, it is less
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clear how decoherence will occur.
3.4.1 General expression and behaviors of the Loschmidt echo
For the purpose of preparing a quenched state, we first need toobtain a ground state of the
bath HamiltonianHE using the static DMRG. Here we need to calculate the ground state
of the one-dimensional XXZ model. By a sudden change of the streng h of the interaction
(quantum quench), we transform the bath Hamiltonian into a new one, which we will name
HQ. At time t, the state of the bath|ψE(t)〉 is given by|ψE(t)〉 = e−iHQt|ψE(0)〉, where|ψE(0)〉
is the ground state of the bath. After waiting for a timeT0, we couple the system (qubit)
to the bath instantaneously. Only the case of the Ising coupling between the system and the
bath is considered here. From now on, the complete system (S+E) will evolve with the new
Hamiltonian
HS EQ= HS + HQ + Hint. (3.29)
As was discussed in Sec. 3.1.2, the Loschmidt echo is formally given by Eq. (3.13), here with


















with the effective HamiltoniansHQ↑ = −ǫSzj + HQ, HQ↓ = ǫ′Szj + HQ. For the sake of
convenience and without loss of generality, we will setǫ
′
= 0 as in Eq. (3.15). Consequently,










In addition, it is useful to further evaluate the Loschmidt echo, Eq. (3.31), before we carry
out the detailed analysis. Assume|m〉 and |n〉 are the eigenstates ofHQ with eigenvalues
Em,En, respectively, and|q〉 is the eigenstates ofHQ↑ with eigenvaluesE′q. Insert the identities
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∑
m |m〉〈m| = 1,
∑
n |n〉〈n| = 1 and
∑



























































































The first term (a) in Eq. (3.32) is the Loschmidt echo for the waiting timeT0 = 0. Notice
that, in general,〈m|q〉〈q|n〉 is a very small quantity ifm, n, andei(Em−En)T0 − 1 is also a small
quantity relative to 1. Therefore, the second term (b) has only a small contribution for time
t large enough when the Loschmidt echo is much less than 1. Thismeans that for different
T0, the Loschmidt echo should always behave similarly to the Loschmidt echo forT0 = 0
for a long timet. However, the second term (b) is not negligible at short timest, when the
Loschmidt echo is only slightly less than 1. In particular, small differences in the Loschmidt
echo at short times may lead to a large differences in the short-time decay parametersα.
In addition, forHQ = ±∞, the effects of the local perturbation term−ǫSzj can be omitted;
thus no decoherence will occur. ForHQ ≈ HS, HQ is very closed toHS, the dynamics of the
Loschmidt echo is similar to the case of no quench, i.e.HS = HQ. Without specific mention,
we will not consider such cases of quenches below.
3.4.2 The transverse-field Ising chain after a quantum quench
For a simple understanding of this problem, we will first study the decoherence induced by
quenched states of the transverse-field Ising bath, which can be exactly evaluated.









where theσ’s are the Pauli matrices,J is the coupling strength between nearest-neighbor
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Figure 3.9: Short-time behavior of the Loschmidt echoLE for a ground-state transverse-field
Ising bath (the same results as FIG.3 in Ref. [77]) with the lattice sizeL = 300 and PBCs.
(a) The Loschmidt echo at short times for different values ofλ, where a Gaussian decay
LE ≈ e−αt2 is visible for timet . 0.4 for all the different values ofλ. (b) The Gaussian decay
parameterα(λ) as a function ofλ (0 ≤ λ ≤ 2).
spins, andλ is a magnetic field which will driveH across the quantum phase transition. The
ground state of the transverse-field Ising chain has one critical pointλc = 1 for λ > 0. For
0 ≤ λ < 1, it belongs to a long-range ordered ferromagnetic phase with a brokenZ2 symmetry,
i.e., the state spanned by| →→ · · · →〉 and| ←← · · · ←〉. Forλ > 1, it is in a paramagnetic
phase with the state| ↑↑ . . . ↑〉. We setJ = 1 andǫ = 0.5 in the following discussion (the
same parameters as Fig.3 in Ref. [77]). In Fig. 3.9, the short-time behavior of the Loschmidt
echo when the initial state of the transverse-field Ising bath is a ground state is shown [77].
The Gaussian decay is fit to data for timest . 0.1. As can be seen in Fig. 3.9 (a), theλ = 1.5
curve is obviously not Gaussian for timet & 0.2. The curve forα decays continually from
∼ 0.06 to 0.01 asλ varies from 0 to 2. The calculations for this section are carried out with
a bath with lattice sizeL = 300 and PBCs. For such a large lattice, the OBCs and the odd
size of the lattice, e.g.,L = 301, do not affect the results of the short-time behavior of the
Loschmidt echo shown here either for OBCs or PBCs.
Ferromagnetic phase initial state
We begin our discussion of the results by considering quenchs t at start from a ferromag-
netic ground state, i.e.,H(λ0) with λ0 = 0.5. In Fig. 3.10, we display the long-time behavior
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of the Loschmidt echo after various quench schemesλQ = 0.9, 1, 1.5, 2, and 20 and for dif-
ferent waiting times,T0 = 0, 10, 100. The quenched HamiltoniansH(λQ) is taken to be
in the ferromagnetic phase (λQ = 0.9), at the quantum critical point (λQ = 1), and in the
paramagnetic phase (λQ = 1.5, 2, 20). For completeness we also display quenches in the
ferromagnetic phase (λ0 = 0.9, λQ = 0.5). For all the different quenches that start from a
ferromagnetic ground state, complete decoherence takes place, and the Loschmidt echo de-
cays to 0 after a long enough time for a variety of waiting times, even includingT0 = 0. This
is completely different from the situation when the bath is a transverse-field Ising chain in
its ground state, where the Loschmidt echo decays to 0 only atthe critical point [99], while
it decays to a finite value in other phases [77, 99]. In the ground-state case, the bath has a
single low-energy mode, whereas it simultaneously has low-energy and high-energy modes
in the quenched cases, which induce complete decoherence. Notice that when the quench is
very small, i.e.,λ0 = 0.5 andλQ = 0.501, only the lowest energy modes are present. In this
case, the Loschmidt echo should be similar to the case of no quench, i.e.,λ0 = λQ = 0.5.
We find that the quench determines the decoherence behavior and the decoherence time. In
Figs. 3.10 (a) and (b), revivals of the Loschmidt echo can be observed. The revival time de-
pends on the lattice size of the bath, see Appendix C. Otherwis , revivals are not visible for
quenches withλQ > 1, as can be seen in Figs. 3.10 (c), (d), (e) and (f). ForλQ far away from
λ0, the decoherence time becomes shorter, see Figs. 3.10 (b), (c), and (d). The length of the
waiting timeT0 does not have a large eff ct on the long-time behavior of the Loschmidt echo,
i.e., when it approaches 0. This coincides with our discussion of Eq. (3.32). However, the
waiting timeT0 affects the short-time dynamics of the Loschmidt echo.
As in the case of a ground-state bath, the short-time dynamics of the Loschmidt echo are
Gaussian. The decay parameterα(T0) is shown in Fig. 3.11 as a function ofT0. We notice
thatα(T0 = 0) has only a very small deviation fromα(λ0), for the ground state bath. This is
because the short-time behavior of the Loschmidt echo is noteriously affected by the quench
dynamics if we quench the bath and connect the system to the basimultaneously. There
is a significant effect only after the bath has evolved by itself for some timeT0 > 0, as can
been seen in Fig. 3.11. The strong oscillations ofα(T0) for T0 & 70 are due to finite-size
effects. Similarly to correlation functions that oscillate weakly around a time average for a
times sufficiently long after a quench [94, 95, 98],α(T0) also weakly oscillates around an
average value ¯α for T0 & 10 after strongly oscillating between the valuesα(λ0) andα(λQ), for
the ground state bath.
In Fig. 3.12, we plot the time-averaged decay parameter ¯α as a function ofλQ for a fixed
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λ0 = 0.5 −>λQ = 0.9
(a)





























λ0 = 0.5 −> λQ = 1.5
(c)









λ0 = 0.5 −> λQ = 2
(d)









λ0 = 0.5 −> λQ = 20
(e)









λ0 = 0.9 −> λQ = 0.5
(f)
Figure 3.10: Loschmidt echo of a qubit coupled to a transverse-field Ising chain for various
quantum quenches from a ferromagnetic ground state and for diffe ent waiting timesT0 = 0
(black), T0 = 10 (black),T0 = 100 (green). The lattice size of the bath isL = 300. The
quench parameters are (a)λ0 = 0.5, λQ = 0.9; (b) λ0 = 0.5, λQ = 1; (c) λ0 = 0.5, λQ = 1.5;
(d) λ0 = 0.5,λQ = 2; (e)λ0 = 0.5, λQ = 20; and (f)λ0 = 0.9, λQ = 0.5.
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λ0 = 0.5 −> λQ = 1











λ0 = 0.5 −> λQ = 1.5











λ0 = 0.5 −> λQ = 2









λ0 = 0.5 −> λQ = 20
Figure 3.11: Decay parameterα of the Loschmidt echo when coupling a qubit to a transverse-
field Ising chain after a quantum quench starting from a ferromagnetic ground state as a
function of the waiting timeT0. The lattice size of the bath isL = 300 under PBCs. The
strong oscillations forT0 & 70 are due to finite-size eff cts.
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Figure 3.12: The time-averaged decay parameter ¯α fo the quench starting from ferromagnetic
ground state (λ0 = 0.5). Red dashed line:α(λ = 0), the maximum value for the ground state
bath. Blue dashed line:α(λ = 0.5) for the bath without any quench.
initial bath state withH(λ0 = 0.5) quenched to variousH(λQ). The time-averaged ¯α is ob-
tained by averaging of all the values ofα betweenT0 = 20 andT0 = 60. The curve of ¯α is
continuous everywhere in the plot. However, its first derivative is discontinuous at the critical
point λQ = 1. The average exponent ¯α is close toα(λQ) for λQ ∈ (0, 1] and tends toα(λ0)
for λQ > 1. When the bath is quenched deeply into the paramagnetic phase (λQ ≈ 10) from
the ferromagnetic phase (λ0 = 0.5), the time-averaged decay parameter ¯α is very close to the
constant valueα(λ = 0.5) (blue dashed line in Fig. 3.12), which is the decay parameter for
the case when the ground state is the initial state of the bath. This is because when the time
t is small enough andλQ is large enough,e
−i(HQ−ǫSzj )t ≈ e−iHQteǫS
z
j t. Thus Eq. (3.31) can be
simplified to
LE(t ∼ 0) ≈ |〈ψE(0)|e−ǫS
z
j t|ψE(0)〉|2. (3.34)
Obviously, Eq. (3.34) is suitable for evaluating the short-time behavior of the Loschmidt echo
for the case of the ground state as the initial state of the bath. In addition, forλQ = ∞, the
effects of the local perturbation termǫSzj can be omitted; thus, no decoherence will occur.
Note that the time-averaged decay parameter ¯α does not depend on the lattice size; here the
bath lattice sizeL = 300 is large enough for obtaining a quasi-stationary state for T0 . 70.
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 = 100 λ0 = 2 −> λQ = 1.5
(a)

















 = 10 λ0 = 2 −> λQ = 1
(b)









λ0 = 2 −> λQ = 0.5
(c)









λ0 = 1.5 −> λQ = 2
(d)
Figure 3.13: Loschmidt echo of a qubit coupled to a transverse-field Ising chain for quantum
quenches from a paramagnetic ground state and for waiting timesT0 = 0 (black),T0 = 10
(black), andT0 = 100 (green). The lattice size of the bath isL = 300. The quench parameters
are (a)λ0 = 2, λQ = 1.5; (b)λ0 = 2, λQ = 1; (c)λ0 = 2,λQ = 0.5; and (d)λ0 = 1.5,λQ = 2.
Paramagnetic phase initial state
In Fig. 3.13, we show the long-time behavior of the Loschmidtecho for quenches that start
from a paramagnetic ground state, i.e.,H(λ0) with λ0 = 2, with the quench parametersλQ =
0.5, 1, 1.5, 2, and 20 for different waiting timesT0 = 0, 10, 100. HamiltonianH(λQ) is taken
to be in the ferromagnetic phase (λQ = 0.5), at the quantum critical point (λQ = 1) and in the
paramagnetic phase (λQ = 1.5). For completeness, we also show a quench in the paramagnetic
phase (λ0 = 1.5, λQ = 2). For most of quenches that start from a paramagnetic ground state,
complete decoherence is obtained as in the quenches starting from ferromagnetic phase. The
Loschmidt echo decays to 0 for a long enough times for all waiting imes shown. In these
cases, the quenched states contain low-energy as well as high-energy modes. However, if
the quench occurs deep in the paramagnetic phase, see Fig. 3.14, the Loschmidt echo retains
a finite value of around 0.99 and does not decay to 0. The reasonis that a quench deep in
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λ0 = 10 −> λQ = 10.5
Figure 3.14: Loschmidt echo of a qubit coupled to a transverse-field Ising chain for the quan-
tum quench deep in paramagnetic phase,λ0 = 10.5, λQ = 10, and for different waiting times
T0 = 0 (black),T0 = 10 (black),T0 = 100 (green). The Loschmidt echo retains a small
deviation from 1. Complete decoherence does not occur in this case. The results for different
T0 almost overlap. The lattice size of the bath isL = 300.
the paramagnetic phase only contains the lowest energy modes of the states, i.e.,| ↑↑ . . . ↑〉.
Notice that when the quench is small enough, i.e.,λ0 = 2 andλQ = 2.001, only the lowest
energy modes are present. In this case, the Loschmidt echo dynamics should be similar to the
case of no quench, i.e.,λ0 = λQ = 2. In the figure, the quench still determines the decoherence
time. A larger quench leads to a shorter decoherence time, see Fig. 3.14 (a), (b), and (c). The
waiting timeT0 does not have a large eff ct on the long-time behavior of the Loschmidt echo
when it approaches 0.
In Fig. 3.15, the Gaussian decay parameterα is plotted as a function of the waiting time
T0. The deviation ofα(T0 = 0) from α(λ0) is negligible, as before. The strong oscillations
of α(T0) for T0 & 70 are due to finite-size eff cts, as before. For long enough times,α(T0)
also weakly oscillates around an average value ¯α for T0 & 20 after a strong oscillations for
T0 . 20. The behavior for these cases is similar to that for the casof the ferromagnetic initial
state.
We plot the time-averaged decay parameter ¯α as a function ofλQ in Fig. 3.16 for a fixed
initial bath state withH(λ0 = 2) quenched to variousH(λQ). The time-averaged ¯α is obtained
by averaging of all the values ofα betweenT0 = 20 andT0 = 60, as before. The curve of ¯α is
continuous and the first derivative of ¯α is discontinuous at the critical pointλQ = 1. ᾱ tends
to α(λQ) for λQ ∈ (0, 2] andα(λ0) for λQ > 1. In the figure, the value of ¯α is very close to the
constant valueα(λ = 2) (blue dashed line in Fig. 3.16) whenλQ ≈ 10. The reason is given
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λ0 = 2 −> λQ = 1.5










λ0 = 2 −> λQ = 1











λ0 = 2 −> λQ = 0.5









λ0 = 1.5 −> λQ = 2
Figure 3.15: Decay parameterα of the Loschmidt echo when coupling a qubit to a transverse-
field Ising chain after a quantum quench starting from a paramgnetic ground state the as a
function of the waiting timeT0. The lattice size of the bath isL = 300. The strong oscillations
for T0 & 70 are due to finite size eff cts.
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Figure 3.16: Time-averaged decay parameter ¯α for quenches starting from a paramagnetic
ground state (λ0 = 2). Red dashed line:α(λ = 0), the maximum value for the ground state
bath. Blue dashed line:α(λ = 2), the bath without any quench.
by Eq. (3.34), as discussed before. In addition, forλQ = ∞, no decoherence will occur, as
before.
Initial state at the critical point
In Fig. 3.17, we depict quenches that start from the criticalpoint (λ0 = 1), i.e., the long-time
behavior of the Loschmidt echo after the quenches toλQ = 0.5, 0.9, 1.1, and 2 for different
waiting timesT0 = 0, 10, and 100. The HamiltoniansH(λQ) are within the ferromagnetic
phase (λQ = 0.5and 0.9), and the paramagnetic phase (λQ = 1.1and 2). In the figure, as
for the cases described before, the Loschmidt echo for different quenches all decay to 0,
when low-energy and the high-energy modes are present. The larg r quenches still have
a shorter decoherence time, compare Fig. 3.17 (a) with Fig. 3.17 (b), and Fig. 3.17 (c) with
Fig. 3.17 (d). Notice that even when the quench is very small here, i.e.,λ0 = 1 andλQ = 1.001,
the populated low-energy modes still lead to complete decohrence.
In Fig. 3.18, we plot the Gaussian decay parameterα(T0) as a function of the waiting time
T0. The deviation ofα(T0 = 0) fromα(λ0) in these cases is negligible, as before. The strong
oscillations ofα(T0) for T0 & 70, see Fig. 3.17 (d), are due to finite-size effects, as before.
For long enough times,α(T0) weakly oscillates around a time-averaged value ¯α for T0 & 35
after a strong oscillation forT0 . 35. The phenomena for these cases are similar to those for
a ferromagnetic initial state bath and for a paramagnetic initial state bath. Thus, we will omit
the detailed discussion of the time-averaged ¯α here.
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λ0 = 1 −> λQ = 0.5
(a)









λ0 = 1 −> λQ = 0.9
(b)









λ0 = 1 −> λQ = 1.1
(c)









λ0 = 1 −> λQ = 2
(d)
Figure 3.17: Loschmidt echo of a qubit coupled to a transverse-field Ising chain for various
quantum quenches from the critical point, and for different waiting timesT0 = 0 (black),
T0 = 10 (black), andT0 = 100 (green). The lattice size of the bath isL = 300. The quench
parameters are (a)λ0 = 1, λQ = 0.5; (b) λ0 = 1, λQ = 0.9; (c) λ0 = 1, λQ = 1.1; and (d)
λ0 = 1,λQ = 2.
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λ0 = 1 −> λQ = 0.5










λ0 = 1 −> λQ = 2
Figure 3.18: Decay parameterα of the Loschmidt echo when coupling a qubit to a transverse-
field Ising chain after a quantum quench starting from the critical point (λ0 = 1) as a function
of the waiting timeT0. The lattice size of the bath isL = 300 under PBCs. The strong
oscillations forT0 & 70 are due to finite-size eff cts.
In conclusion, complete decoherence occurs in almost all ofthe various quench scenarios
for a transverse-field Ising bath, except when the quench takes place deep in the paramagnetic
phase, i.e., when the lowest-energy modes are dominant. Thepres nce of the high-energy
modes is crucial for the occurrence of complete decoherence. I addition, for quenches start-
ing from the critical point (λ0 = 1), though the lowest-energy modes are dominant, complete
decoherence nonetheless occurs. Similar considerations will be important in Sec. 3.4.3. The
dynamics of the decoherence is related to the details of the quench. A shorter decoherence
time corresponds to a larger quench. For the short-time dynamics of the Loschmidt echo, the
Gaussian decay parameterα as a function of the waiting timeT0 will weakly oscillate around
a well-defined time-averaged value ¯α after a sufficient longT0 when the bath has evolved to a
quasi-stationary state. The time-averaged decay parameter ᾱ is close toα(λQ) for λQ ∈ (0, λ0]
and tends toα(λ0) for λQ > 1. WhenλQ is deep in the paramagnetic phase, ¯α will be very
close toα(λ0). ForλQ = ∞, no decoherence occurs.
3.4.3 XXZ chain after a quantum quench
We now turn to the decoherence induced by quenched states of amore complex bath, the XXZ
chain, see Eq. (3.27). We setJ = 1 andǫ = 0.2, as in Sec. 3.3.1, in the following discussion.
The calculations for this section are based on a bath with latice sizeL = 49 and OBCs using
the adaptive t-DMRG. The calculations are carried out with∆t = 0.001 in the time evolution,
with discarded weight below 10−13, a typical minimum truncated Hilbert space dimension of
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D = 100, and a typical maximum truncated Hilbert space dimension of D = 5000. For lattice
size L ≤ 17, we use Lanczos exact diagonalization with OBCs. In orderto minimize the
boundary effects, we consider only the case in which the system is coupledto a spin in the
middle of the chain, i.e.,j = 25 for L = 49.
Long-time behavior of the Loschmidt echo
We begin the discussion of the results of the long-time behavior of the Loschmidt echo by
considering the quenches that start from the antiferromagnetic phase, i.e., with the Hamilto-
nianH(∆0 = −5). In Fig. 3.19, we display the long-time behavior of the Loschmidt echo as a
function of timet after quenches to∆Q = 0,−1,−1.8, 5,−2.5 and − 10 for different waiting
timesT0. The quenched HamiltoniansH(∆Q) are taken to be in the antiferromagnetic phase
(∆Q = −1.8,−2.5 and−10), in the critical region (∆Q = 0), at the critical point (∆Q = −1), and
in the ferromagnetic phase (∆Q = 5). In the figure, the typical behavior of the Loschmidt echo
is a smooth decay. The Loschmidt echo decreases withT0 in all cases. For the quenches that
target the critical region or the critical point (∆Q = −1), the Loschmidt echo decays almost
linearly for long times (t ≈ 1 ∼ 4) after following a Gaussian decay at short times (t . 1), see
Fig. 3.19 (a) and (b). For quenches that target the antiferromagnetic phase and the ferromag-
netic phase, the decay has a Gaussian form to at least time≈ 4, see Fig. 3.19 (c), (d), (e) and
(f).
We now shift our attention to quenches that start from the critical region, i.e., with the
HamiltonianH(∆0 = −0.5), H(∆0 = −0.25), H(∆0 = 0) andH(∆0 = 0.5). In Fig. 3.20, we
display the results of the long-time behavior of the Loschmidt echo as a function of timet after
various quenches for different waiting timesT0. The quenched HamiltoniansH(∆Q) is taken
to be in the antiferromagnetic phase (∆Q = −5 and − 20), in the critical region (∆Q = 0.5),
at the critical point (∆Q = −1), and in the ferromagnetic phase (∆Q = 3). In the figure, the
typical behavior of the Loschmidt echo is a smooth decay, as before. For all the quenches,
the dependence of the Loschmidt echo onT0 is small compared to the cases of quenches that
start from an antiferromagnetic phase, as before. In Fig. 3.20 (a) and (b), for quenches that
target the antiferromagnetic phase, similar to Fig. 3.19 (a) and (b), the Loschmidt echo decays
linearly for long times (t ≈ 1 ∼ 4) after following a Gaussian decay at short times (t . 1).
In Fig. 3.20 (d), a quench target the ferromagnetic phase, the Loschmidt echo undergoes a
Gaussian decay for (t = 0 ∼ 2.5). In Fig. 3.20 (c) and (e), for quenches that target the critical
region or the critical point (∆Q = −1), the Loschmidt echo undergoes a Gaussian decay at
short-times (t . 0.5) and decays with slow oscillations for at long times (t . 0.5 ∼ 4).
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(a) ∆0 = −5,∆Q = 0
























(b) ∆0 = −5,∆Q = −1




















(c) ∆0 = −5,∆Q = −1.8



















(d) ∆0 = −5,∆Q = 5




















(e) ∆0 = −5,∆Q = −2.5





















(f) ∆0 = −5,∆Q = −10
Figure 3.19: Loschmidt echo for a qubit coupled to an XXZ chain for various quantum
quenches starting from an antiferromagnetic ground state and for different waiting timesT0.
The lattice size of the bath isL = 49.
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(a) ∆0 = −0.25,∆Q = −20 (b) ∆0 = 0,∆Q = −5



















(c) ∆0 = −0.5,∆Q = 0.5
















(d) ∆0 = 0.5,∆Q = 3

















(e) ∆0 = −0.25,∆Q = −1
Figure 3.20: Loschmidt echo for a qubit coupled to an XXZ chain after the indicated quantum
quenches starting from the critical region and for different waiting timesT0. The lattice size
of the bath isL = 49.
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As before, it is interesting to calculate the dynamics of theLoschmidt echo for a longer
time in order to determine the final value of the Loschmidt echo. However, because of the
fast-growing number of states needed in the DMRG calculations, it is difficult to calculate
the dynamics of the Loschmidt echo for times longer thant ≈ 5. In general, for the bath
with lattice sizeL = 49, at least 5000 states are necessary to obtain a reasonableresult with
a discarded weight below 10−13. It is only possible to evaluate the long-time behavior of the
Loschmidt echo using ED, which can only treat a small bath. InFig. 3.21, We display the
long-time behavior of the Loschmidt echo for a bath with lattice sizeL = 15 and OBCs as a
function of time t after various quenches that start from theantiferromagnetic phase, i.e., with
the HamiltonianH(∆0 = −5), for the waiting timesT0 = 0, 5, and 10. The different quenches
target∆Q = −10,−2.5,−1.8,−1, 0, 1, 5, and 50. The quenched HamiltonianH(∆Q) is taken to
be in the antiferromagnetic phase (∆Q = −10,−2.5, and − 1.8), at the critical points (∆Q =
−1 and 1), in the critical region (∆Q = 0), and in the ferromagnetic phase (∆Q = 5 and 50).
The Loschmidt echo oscillates around a finite value,≈ 0.9 in Fig. 3.21 (a) for∆Q = −10,≈ 0.6
in Fig. 3.21 (b) for∆Q = −2.5, and≈ 0.6 in Fig. 3.21 (h) for∆Q = 50. These oscillations are
due to the small lattice size. In contrast to these three cases, th Loschmidt echo tends to 0
after a long enough timet ≈ 150−200 when∆Q is taken to be in the region that is close to the
critical point∆Q = −1, in Fig. 3.21 (c) for∆Q = −1.8; at the critical points, in Figs. 3.21 (d)
and (f) for ∆Q = −1 and 1; in the critical region, in Fig. 3.21 (e) for∆Q = 0; and in the
ferromagnetic phase, in Fig. 3.21 (g) for∆Q = 5 In Fig. 3.21 (e), the revival of the Loschmidt
echo att ≈ 780 is a finite-size effect. The very small and high frequency oscillations in the
Loschmidt echo in all quenches are finite-size effects and are related to the strength of the
coupling constantǫ.
In Fig. 3.22, we display the long-time behavior of the Loschmidt echo for a bath with
lattice sizeL = 15 and OBCs as a function of time t after various quenches thats art from
the critical region, i.e., with the HamiltonianH(∆0 = −0.25) andH(∆0 = 0.5) for different
waiting timesT0 = 0, 5, and 10. The various quenches target∆Q = −20 or 3. The quenched
HamiltoniansH(∆Q) is taken to be in the antiferromagnetic phase (∆Q = −20) and in the
ferromagnetic phase (∆Q = 3). In these quenches, the Loschmidt echo tends to 0 after a time
t ≈ 50 in all cases.
In Fig. 3.23, we display the long-time behavior of the Loschmidt echo for a bath with
lattice sizeL = 15 and OBCs as a function of time t after various quenches thats art form
the critical region, i.e., with the HamiltoniansH(∆0 = −0.5) andH(∆0 = −0.25) for different
waiting timesT0 = 0, 5, and 10. The quenches target∆Q = −1 or 0.5. The quenched Hamilto-
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(a) ∆0 = −5,∆Q = −10









(b) ∆0 = −5,∆Q = −2.5









(c) ∆0 = −5,∆Q = −1.8









(d) ∆0 = −5,∆Q = −1









(e) ∆0 = −5,∆Q = 0









(f) ∆0 = −5,∆Q = 1









(g) ∆0 = −5,∆Q = 5









(h) ∆0 = −5,∆Q = 50
Figure 3.21: Loschmidt echo for a qubit coupled to an XXZ chain for the indicated quantum
quenches starting from the antiferromagnetic phase and forifferent waiting timesT0 = 0
(black),T0 = 5 (red), andT0 = 10 (green) The lattice size of the bath isL = 15.
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(a) ∆0 = −0.25,∆Q = −20









(b) ∆0 = 0.5,∆Q = 3
Figure 3.22: Loschmidt echo for a qubit coupled to an XXZ chain for the indicated quantum
quenches from the critical region to (a) the antiferromagnetic phase and (b) the ferromagnetic
phase for different waiting timesT0 = 0 (black),T0 = 5 (red), andT0 = 10 (green). The
lattice size of the bath isL = 15.
niansH(∆Q) are taken to be in the critical phase (∆Q = 0.5) and at the critical point (∆Q = 1).
In these quenches, the Loschmidt echo tends to a finite value,≈ 0.6 in Fig. 3.23 (a) and≈ 0.8
in Fig. 3.23 (b) for sufficiently long times. The Loschmidt echo decreases withT0 in both
Figs. 3.23 (a) and (b). The very small and high frequency oscillations about the curves of the
Loschmidt echo for these quenches are related to the finite-size effects and the strength of the
coupling constantǫ.
In conclusion, an unambiguous complete decoherence occursfor the quenches that start
from the antiferromagnetic phase and go to the critical points, to the critical region, to the
ferromagnetic phase, and to the region close to the criticalpoint in the antiferromagnetic
phase. For quenches that start from the critical region, from the critical points (not shown),
and from the region close to the critical point in the antiferromagnetic phase (not shown) and
go to the antiferromagnetic phase, or to the ferromagnetic phase, complete decoherence also
occurs. In addition, for some large quenches that take placein the critical region, i.e.,∆0 =
−0.9 and∆Q = 0.9, small quenches that take place in the critical region close t the critical
point∆c = 1, i.e.,∆0 = 0.99 and∆Q = 0.991, and quenches that take place between the critical
points, complete decoherence also occurs (not shown). In these quenches, low-energy and
high-energy modes that are expanded by| ↑↓↑ . . . ↓〉, | ↑↑↓ . . . ↓〉,. . . , | ↓↑↓ . . . ↑〉, | ↓↓↑ . . . ↑〉
are present. For small quenches that occur within the critical region away from the critical
point∆c = 1, and within the region close to the critical point in the antiferromagnetic phase
(not shown), the behavior of the Loschmidt echo is unknown, because it cannot be calculated
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(a) ∆0 = −0.5,∆Q = 0.5









(b) ∆0 = −0.25,∆Q = −1
Figure 3.23: Loschmidt echo for a qubit coupled to an XXZ chain for the indicated quantum
quenches within the critical region and from the critical region to the critical point for different
waiting timesT0 = 0 (black),T0 = 5 (red), andT0 = 10 (green) The lattice size of the bath is
L = 15.
to sufficiently large times for a sufficiently large bath to determine the long-time behavior of
the Loschmidt echo. For quenches that occur deep in the antiferromagnetic phase (not shown),
no decoherence occurs because only the lowest energy modes,i.e, | ↑↓ . . . ↑↓〉, are present.
For extremely large quenches that start from the points deepin the antiferromagnetic phase,
e.g. ∆0 = −50, to the points deep in the ferromagnetic phase, e.g.,∆Q = 100, (not shown),
no decoherence also occurs because only the highest energy modes, i.e,| ↑↓ . . . ↑↓〉, are
present. In addition, if the different between∆0 and∆Q is extremely small, i.e.,∆0 = 0.1 and
∆Q = 0.101, the Loschmidt echo dynamics are effectively those of no quench,∆0 = ∆Q = 0.1.
Short-time dynamics of the Loschmidt echo
We now focus on the short-time dynamics of the Loschmidt echo. Since the short-time decay
of the Loschmidt echo is Gaussian in all cases, see Fig. 3.19 and Fig. 3.20, we will mainly
discuss the behavior of the Gaussian decay parameterα with respect to the waiting timeT0.
The parameterα is obtained by fitting a Gaussian to data for timest . 0.02. We begin the
discussion by considering quenches that start form the antiferromagnetic phase, i.e., with the
HamiltonianH(∆0 = −5) or H(∆0 = −2). We calculate the Gaussian decay parameterα(T0)
of the Loschmidt echo as a function of the waiting timeT0 after various quenches for the
bath with the lattice sizeL = 49 (DMRG) andL = 17 (ED). Since the number of the states
required to maintain accuracy grows quickly in these cases,w only can calculate the results
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Figure 3.24: Decay parameterα as a function ofT0 for a quench from∆0 = −5 to∆Q = 0: (a)
t-DMRG for L = 49, (b) ED forL = 17.
for T0 ≈ 4 at most.
In Fig. 3.24, we consider the quench from the antiferromagnetic phase,∆0 = −5, to the
critical region,∆Q = 0. In Fig. 3.24 (a), the Gaussian decay parameterα(T0) for L = 49
increases quickly to the maximal value 0.01 at a waiting timeT0 ≈ 0.6. The initial value
α(T0 = 0) is close to the value ofα(∆0 = −5), i.e., the value for a ground-state bath for this
lattice size. Subsequently,α(T0) weakly oscillates around a value 0.01. From Figs. 3.24 (a)
and (b), we can see that the qualitative behavior ofα(T0) for L = 17 andL = 49 is similar for
T0 . 4. In Fig. 3.24 (b), the suddenly deep decays aroundT0 ≈ 5 andT0 ≈ 9.5 are finite-size
effects.
For the quench from the antiferromagnetic phase,∆0 = −5, to the critical point,∆Q = −1,
Fig. 3.25,α(T0) quickly increase to the maximal value 0.01, whenT0 ≈ 0.8 from the initial
valueα(T0 = 0) ≈ α(∆0 = −5) and retains the value 0.01 in contrast to the oscillatory behavior
in the above case. As can be seen in Figs. 3.25 (a) and (b), the qualitative behavior ofα(T0)
for L = 17 andL = 49 is similar forT0 . 3. In Fig. 3.25 (b), the irregular behavior ofα(T0)
after the waitingT0 ≈ 3 is a finite-size effect.
For quenches that take place within the antiferromagnetic phase, and when∆0 or ∆Q is
at the point in the region close to the critical point, Fig. 3.26 and Fig. 3.27,α(T0) steadily
increases, reaching the maximum value 0.01 at waiting timeT0 ≈ 4. The qualitative behavior
of α(T0) for L = 17 andL = 49 is similar forT0 . 2 for these two quenches. The irregular
behaviors of the Loschmidt echo afterT0 ≈ 2 in Fig. 3.26 (b) and afterT0 ≈ 3 in Fig. 3.27 (b)
are finite-size effects.
For a quench from the antiferromagnetic phase,∆0 = −5, to the ferromagnetic phase,
∆ = 5, shown in Fig. 3.28,α(T0) increases from the valueα(T0) ≈ α(∆0), to a local maximum
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Figure 3.25: Decay parameterα as a function ofT0 for a quench from∆0 = −5 to∆Q = −1:
(a) t-DMRG forL = 49, (b) ED forL = 17.






















Figure 3.26: Decay parameterα as a function ofT0 for a quench from∆0 = −5 to∆Q = −1.8:
(a) t-DMRG forL = 49, (b) ED forL = 17.























Figure 3.27: Decay parameterα as a function ofT0 for a quench from∆0 = −2 to∆Q = −200:
(a) t-DMRG forL = 49, (b) ED forL = 17.
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Figure 3.28: Decay parameterα as a function ofT0 for a quench from∆0 = −5 to∆Q = 5: (a)
t-DMRG for L = 49, (b) ED forL = 17.
value≈ 0.00541 atT0 ≈ 0.32, then decreases to a local minimum value≈ 0.0042 atT0 ≈ 0.54.
The position and the number of local minimum values and maximum values is related to
the choice the values of∆0 and∆Q. Finally, it steadily increases to the value 0.01. From
Figs. 3.28 (a) and (b), we find that the qualitative behaviorsof α(T0) for L = 49 andL = 17
are similar forT0 . 2. In Fig. 3.28 (b), the oscillatory behavior ofα(t0) for T0 & 2 is a
finite-size effect.
For most quenches that start from the antiferromagnetic phase,α(T0) reaches the max-
imal value 0.01. However quenches in the antiferromagnetic phase that are far away from
the critical point,α(T0), in general, do not reach the maximal value 0.01, see Fig. 3.29 and
Fig. 3.30. Since we cannot obtainα(T0) for a very largeT0 using the adaptive t-DMRG, it
is hard to determine the the final value ofα(T0) at large enoughT0 when the bath becomes
quasi-stationary. However, although it has large finite-size effects,α(T0) calculated using ED
tends to a finite value:. 0.008 forT0 ≈ 3, shown in Fig. 3.29 (b) and. 0.002 forT0 ≈ 3,
shown in Fig. 3.30 (b). As before, we find that the qualitativebehavior ofα(T0) for L = 49
andL = 17 are similar forT0 . 2 for these two quenches. The big oscillations in 3.29 (b)
and Fig. 3.30 (b) forT0 & 2 are due to finite-size effects. In addition, for a quench that takes
place from the antiferromagnetic phase, i.e.,∆0 = −5, to a point deep in the ferromagnetic
phase, i.e.,∆ = ±100 (not shown),α(T0) also does not reach the value 0.01. The explanation
is given by Eq. (3.34). For a very large quench, the behavior of α(T0) is similar to that for the
no-quench case.
We now turn our attention to quenches that start from the critical region, i.e., with the
HamiltoniansH(∆0 = −0.5), H(∆0 = −0.25), H(∆0 = 0), andH(∆0 = 0.5). We again
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Figure 3.29: Decay parameterα as a function ofT0 for a quench from∆0 = −5 to∆Q = −2.5:
(a) t-DMRG forL = 49, (b) ED forL = 17.
























Figure 3.30: Decay parameterα as a function ofT0 for a quench from∆0 = −5 to∆Q = −10:
(a) t-DMRG forL = 49, (b) ED forL = 17.
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Figure 3.31: Decay parameterα as a function ofT0 for a quench from∆0 = 0 to∆Q = −5: (a)
t-DMRG for L = 49. (b) ED forL = 17.
calculate the Gaussian decay parameterα(T0) of the Loschmidt echo as a function of the
waiting timeT0 for various quenches of the bath with lattice sizesL = 49 (DMRG) and
L = 17 (ED). Since the initial valueα(T0 = 0) is already very close to 0. 1, α(T0) rapidly
increases to the value 0.01 here. Since the number of states required to maintain accur y
grows rapidly withT0, we only can obtain results to at mostT0 ≈ 3 for most cases here.
We first consider a quench from the critical region,∆0 = 0, to the antiferromagnetic phase,
∆Q = −5. In Fig. 3.31 (a), for lattice sizeL = 49, α(T0) decays to a local minimum value
α ≈ 0.009958 atT0 ≈ 0.3 from α(T0 = 0) ≈ α(∆0 = 0) the value for a ground-state bath.
Subsequently,α(T0) smoothly increases to the maximum value 0.01 atT0 ≈ 0.75 and remains
at an almost constant value 0.01 for T0 & 0.75. ForL = 17, Fig. 3.31 (b), the local minimum
has a valueα ≈ 0.009723 and also occurs atT0 ≈ 0.3. The difference between the initial
values ofα(T0 = 0) for L = 17 and forL = 49 are observable. However, all of the values
are very close to 0. 1. Aside from the finite-size effects, the qualitative behavior ofα(T0) for
L = 17 andL = 49 are similar forT0 . 3. ForT0 & 3, there are large finite-size eff cts visible
for L = 17. Similar behavior occurs for a quench from the critical region,∆0 = −0.25 to a
point deep in the antiferromagnetic phase,∆Q = −20. As can be seen in Fig. 3.32 (a),α(T0)
for lattice sizeL = 49 decays fromα(T0 = 0) ≈ α(∆0 = −0.25), to four local minimum values
and also increases to three local maxima that are much smaller than 0.01. Subsequently,α(T0)
smoothly increases to the maximal value 0.01 atT0 ≈ 1 and retains an almost constant value
0.01 forT0 & 1. In Fig. 3.32 (b), the qualitative behavior ofα(T0) for L = 17 is similar to the
case ofL = 49. Due to finite-sizes effects,α(T0) has a large jump atT0 ≈ 9.
For a quench that takes place within the critical region,∆0 = −0.5 and∆Q = 0.5,
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Figure 3.32: Decay parameterα as a function ofT0 for a quench from∆0 = −0.25 to∆Q =
−20: (a) t-DMRG forL = 49, (b) ED forL = 17.




















Figure 3.33: Decay parameterα as a function ofT0 for a quench from∆0 = −0.5 to∆Q = 0.5:
(a) t-DMRG forL = 49, (b) ED forL = 17.
Figs. 3.33 (a) and (b),α(T0) increases fromα(T0 = 0) ≈ α(∆0 = −0.5) to the maximum
value 0.01 atT0 ≈ 0.9 and then slowly oscillates. The period and the amplitude ofthe oscilla-
tion are related to the values of∆0 and∆Q and the difference between them. This oscillatory
behavior is also related to the fact that the effective quantum number isSz = 1/2 for odd
lattice size. For an even sized lattice, the oscillation does not occur. In Fig. 3.33 (b), the
qualitative behavior ofα(T0) for L = 17 is similar to the case ofL = 49. Finite-size effects
can be observed forT0 & 4.
A quench from the critical region,∆0 = 0.5, to the ferromagnetic phase,∆Q = 3, is shown
in Fig. 3.34. In Fig. 3.34 (a),α(T0) decreases fromα(T0 = 0) ≈ α(∆0) to a small value at
T0 ≈ 0.002, then increases to the maximum value 0.01 atT0 ≈ 0.5. It then remains almost
constant at values near 0.01. The roughness of theα(T0) curve is related to the number of data
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Figure 3.34: Decay parameterα as a function ofT0 for a quench from∆0 = 0.5 to∆Q = 3:
(a) t-DMRG forL = 49, (b) ED forL = 17.






















Figure 3.35: Decay parameterα as a function ofT0 for a quench from∆0 = −0.25 to∆Q = −1:
(a) t-DMRG forL = 49, (b) ED forL = 17.
included in the fit. Including more data generally produces smoother curve. In Fig. 3.34 (b),
one can observe that the qualitative behavior ofα(T0) for L = 17 is similar to that forL = 49.
However, there is no initial decrease atT0 ≈ 0.002 for the case ofL = 17. This initial decrease
is also related to the number of data included in the fit. This behavior is not observed if one
includes more data for timest . 0.1 in the fit.
For a quench from the critical region,∆ = −0.25, to the critical point,∆Q = −1, Fig. 3.35 (a),
α(T0) for L = 49 decays monotonically but only reaches values slightly less than 0.01 for
T . 4. In Fig. 3.35 (b),α(T0) for L = 17 decays to a minimum value≈ 0.0084 then revives
to a value close to 0. 1. This revival behavior a finite-size eff ct. The decay behavior here
is related to the odd lattice size and to the effective quantum numberSz = 1/2. For an even
lattice, i.e.,L = 50, no decay behavior ofα(T0) occurs (not shown).
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Some other quenches still remain to be discussed. For cases of quenches starting form the
critical points∆0 = ±1, to any other phases or to the other critical point, the behavior of α(T0)
is similar to the cases of quenches starting from the critical region:α(T0) always tends to the
maximum value 0.01 (not shown). For cases of quenches starting from a point inthe region
close to the critical point in the antiferromagnetic phase,e.g.,∆0 = −2, to a point deep in the
antiferromagnetic phase, e.g.,∆Q = −20, or to the points in the region−1.3 . ∆Q ≦ 1, α(T0)
also tends to 0. 1 (not shown). An example of such behavior has been shown in Fig. 3.27
(∆ = −2 and∆ = −200).
In conclusion, the decoherence is enhanced relative to the coupling to a ground-state bath
for all quenches. For long times, the Loschmidt echo always decays to zero for most quenches
that take place between different phases or between different critical points. Quenches that
take place deep in the antiferromagnetic phase and that start from a point deep in the anti-
ferromagnetic phase to a point deep in the ferromagnetic phase do not lead to a complete
decoherence. For some quenches, the behavior of the Loschmidt echo is unknown. Examples
are small quenches occurring in the region close to the critical point∆c = −1 and including
the critical point: −2 . ∆0 ≦ −1 and−2 . ∆Q ≦ −1, and small quenches occurring in
the critical region away from the critical point∆c = 1. While taking the initial state of the
bath to be a quenched state leads to more generic behavior, i.e., complete decoherence of the
qubit generally occurs, the short-time behavior of the Loschmidt echo nevertheless decays
as a Gaussian. The Gaussian decay parameterα for most quenches reach the maximum de-
cay parameter value 0.01 for the qubit-bath couplingǫ = 0.2. However, quenches deep in
the antiferromagnetic phase, quenches from a point deep in the antiferromagnetic phase to a
point deep in the ferromagnetic phase, and small quenches occurring in the region close to
the critical point∆c = −1 and including the critical point:−2 . ∆0 ≦ −1 and−2 . ∆Q ≦ −1,
yield values ofα that are smaller than 0. 1, for reasons discussed above. In Fig. 3.36, we
indicate the quenches that lead to anα(T0) that tends to the maximum value 0.01 for large
enoughT0. The blank region for quenches deep in the antiferromagnetic phase indicate the
parameter regime whereα(T0) does not tend to 0. 1.
3.5 Conclusion
We have studied the decoherence dynamics of a qubit induced by a coupling it to bath con-
sisting of a transverse-field Ising chain or an XXZ chain initially in a quenched state using
an analytical method (Ising case), the adaptive t-DMRG (XXZcase) and ED (XXZ case).
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Figure 3.36: Decay parameterα for qubit-bath couplingǫ = 0.2 for a quenched initial state
as a function of the initial anisotropy∆0 and the quenched anisotropy∆Q of the bath. The
symbol× indicates quenches thatα(T0) tends to the maximum value 0.01 for large enough
T0. Blanks for quenches deep in the antiferromagnetic phase and for small quenches occurring
in the region close to the critical point indicate thatα(T0) does not tend to 0. 1.
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We have also revisited the decoherence dynamics of a qubit induced by a bath initially in the
ground states previously studied in Refs. [77, 78] with highaccuracy. We find that, for all
types of initial states, the Loschmidt echo decays as a Gaussian for short times (t . 1). In the
cases we have treated here, a quenched initial state always leads to more generic behavior, i.e.,
to complete decoherence of the qubit. For quenched states ofhe transverse-field Ising chain,
α(T0) always slowly oscillates around a time-averaged value ¯α after a long waiting timeT0
after which the bath becomes quasi-stationary. For quenched states of an XXZ chain,α(T0)
tends to the maximum value 0.01 for majority of quenches.
Conclusion
In this thesis, we have studied two problems in the field of theon -dimensional interacting
quantum systems. The first one provides a new understanding of the effects of the nearest-
neighbor antiferromagnetic couplingJ1 in the one-dimensional Hubbard model at half-filling.
We also find that some new phases are induced by the addition ofa next-nearest-neighbor
antiferromagnetic couplingJ2. In the second problem, we have carried out very accurate
DMRG calculations of the decoherence of a qubit coupled to a XXZ bath that is initially in a
ground state and have found that the decoherence behavior ofa qubit coupled to a quenched
bath is generic.
In Chapter 2, we have investigated the quantum phase transitions of the one-dimensional
half-filled t-U-J1-J2 model using the static DMRG and bosonization. We have obtained a
sketch of the ground-state phase diagram of the one-dimensional t-U-J1-J2 model. Our nu-
merical and analytical results indicate that the ground state h s a finite gap for either charge
excitations (spin-density-wave phase) or spin excitations (Luther-Emery phase) or both (bond-
order-wave phase). For some larger interactions, e.g.,U = 2, the DMRG finds a strong-
coupling bond-order-wave phase which eludes analytical description. Instead, its existence
and its properties can be inferred from a strong-coupling expansion of the model in which
it is seen that the strong-coupling bond-order-wave phase re ults from the frustration of the
nearest-neighbor couplingJ1 by the next-nearest-neighbor Heisenberg couplingJ2. Our con-
clusion is that the nearest-neighbor Heisenberg couplingJ1 is not a frustrating interaction for
the half-filled Hubbard model because the ground state of thet-U-J1 model is a spin-density
wave for allJ1 ≥ 0, whereas a frustrating next-nearest-neighbor couplingJ2 is.
It is would also be interesting to study thet-U-J1-J2 model away from half-filling in order
to understand of its behavior more completely. More realistically, a consideration of the
t-U-J1-J2 model in a two-dimensional lattice is also important in relation to a possible spin-
liquid state and superconductivity. In view of the limitations of the DMRG method in two
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dimensions, a quasi-two-dimensional lattice, such as a ladder lattice, could be considered.
In Chapter 3, we have explored the decoherence of a qubit coupled to a one-dimensional
XXZ spin bath using the time-dependent DMRG and coupled to a transverse-field Ising bath
using analytical methods. We find that, for all types of initial states (a ground state or a
quantum quenched state), the Loschmidt echo decays as a Gaussian for short times (t . 1). A
quenched initial state always leads to more generic behavior, i.e., to complete decoherence of
the qubit. For quenched states of an XXZ chain, the Gaussian decay parameterα(T0) tends
to a maximum value of 0. 1 for the qubit-bath coupling strengthǫ = 0.2 for the majority of
quenches after a waiting timeT0 (i.e., the evolution time of the bath state after a quench).
For quenched states in the transverse-field Ising chain,α(T0) always slowly oscillates around
a time-averaged value ¯α after a waiting timeT0 that is long enough to yield quasi-stationary
behavior.
In general, the decoherence of a qubit coupled to a interacting spin bath is inevitable.
However, the lack of decoherence behavior can occur in othersystems. For example, one can
consider a two-qubit system coupled to a bath to investigatethe possibility of decoherence.
In particular, unlike for a single-qubit system, the self-Hamiltonian becomes more relevant
to the decoherence dynamic for a two-qubit system (A andB). The structure of a two-qubit
system is more complex compared to a single qubit. Correspondingly, the initial state of the
two-qubit system can be considered to be a quenched state that has evolved from an arbitrary
non-interacting classical state such as|↑〉A |↓〉B, by turning on some specific interactions. As
a result, the initial state of the two-qubit system could have the form of Bell states or other
highly entangled mixed states. A lack of decoherence behavior of the two-qubit system is
found for some cases that are related to the interactions between two qubits and between the
qubits and the bath, e.g., for the case of two qubits in the singlet state coupled to the same spin
of the bath with the same coupling strength. Other decoherenc behavior can also be observed.
Studying a more generaln-qubit system coupled to a bath would be quite interesting; there
will likely be strong dependence of the decoherence behavior on the Hamiltonian and the
initial state of then-qubit system.
Appendix A
Exactly solvable models
Here, we investigate the decoherence of a qubit coupled to anXY spin-1/2 bath that is in the
ground state or in a quenched state. The interaction betweenth qubit and the bath is an Ising
coupling. In these cases, the Loschmidt echo of a qubit can beexactly calculated using the
Jordan-Wigner transformation and the Lieb-Schultz-Mattis method (Sec. A.3) applied to the
effective Hamiltonian that we obtained in Chapter 3.
A.1 The one-dimensional XY model in magnetic fields
We treat an effective Hamiltonian describing the one-dimensional XY model. It is composed
of a lattice of N spin-1/2 spins with nearest-neighbor interaction and an external magnetic




[(1 + γ)Sxj S
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j denote the spin operators of thejth spin site in the chain. The parameter
J (J > 0) sets the interaction strength in thexyplane with a degree of anisotropyγ (−1 ≤ γ ≤
1). Hereλ (λ ≥ 0) is the strength of a uniform external magnetic field in thez-direction, and
ǫ j is a local external magnetic field in thez-direction on sitej induced by the Ising coupling
between the system (qubit) and the bath. If the qubit uniformly couples to all spins of the bath
with a same coupling strengthǫ, ǫ j = ǫ, the model is called the central spin model. When
γ = 1, this model reduces to the transverse-field Ising model.
As usual, we first rewrite Hamiltonian (A.1) in the terms of raising and lowering operators,
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i − 1/2. (A.3c)
These operators partly obey the canonical anticommutationrelations,




i } = {S−i ,S−i } = 0, (A.4)
and partly the canonical commutation relations,
[S−i ,S
†








j ] = 0, i , j (A.5)














j − (λ + ǫ j)]. (A.6)
Because of the two kinds of different commutation relations for the spinSi, Hamiltonian (A.6)
cannot be directly diagonalized by a linear transformation. This can only be done if all spins
Si at different sites obey the canonical anticommutation relations.The detailed reason is
that if we assumeSi that can be linearly transformed by the formSi =
∑
k φikS̃k, we obtain
{S̃k, S̃k′} = 0 from Eq. (A.4), but the contradictory result [S̃k, S̃k′] = 0 from Eq. (A.5). The
canonical transformatioñSk is neither fermionic nor bosonic. Fortunately, it is still possible
to transform the spinsSi both at the same site and at the diferent sites to a new set of operat rs
that strictly obey the canonical anticommutation relations. The method to do this was firstly
introduced by Jordan and Wigner [100].
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i are the annihilation and creation operators for spinless fermions which obey
the canonical anticommutation relations
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Equation (A.9) implies that the physical meaning of the transform operators is to rotate all




j , it is




















Observe that (c†j cj)
n = c†j cj, and since the (c
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Also notice that since [c†i , 1 − 2c
†
j cj] = 2δi j c
†
j , [ci , 1 − 2c
†
j cj] = −2δi j cj , {c
†
j , 1 − 2c
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j cj} = 0,
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= 0, k < i. (A.20)
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= −c†j ci , (A.21)
Thus,








































= −cjci . (A.23)
Therefore, we obtain
{ci , cj} = 0. (A.24)
For the case ofi = j, it is easy to verify the canonical commutation relations for spins at
the same site,{ci, c†i } = 1 and{ci, ci} = 0. Here we recover the relations (A.8) again. In
this method, the most crucial feature is that the JWT translate the canonical commutation
relations for the spin operators at different sites into canonical anticommutation relations for
the spinless fermionic operators. An additional advantageof the JWT is that it preserves the
locality of interacting Hamiltonians.
We now turn to transforming Hamiltonian (A.1) into spin operator form by substituting























i ci)ci+1 = c
†
i ci+1. (A.25)
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Notice thatc†i exp(−iπc
†
i ci) = c
†
i = 0, so that after we apply it to an occupied state, at sitei,




















































j+1) + H.c. + 2(λ + ǫ j)c
†
j cj − (λ + ǫ j)]. (A.27)
We will discuss this case more fully after deriving the soluti n for period boundary conditions

























































































(Szj + 1/2), (A.29)
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j+1 + H.c.) + 2(λ + ǫ j)c
†
j cj − (λ + ǫ j)]




N + H.c.](exp(iπΠ) + 1). (A.30)
The HamiltonianHPBC takes on a quadratic form in its leading term (free spinless frmions
on a cyclic chain), the first line of Eq. (A.30), which can be diagonalized by a linear transfor-
mation. The second line of Eq. (A.30) is a boundary term propotional to exp(iπΠ) + 1. Even




j+1 terms, [exp(iπΠ),HPBC] =
0 holds. This means that exp(iπΠ) can be diagonalized simultaneously with the leading term
(the first line of Eq. (A.30)). We will discuss the correctionf the boundary effect term after









j+1 + H.c.) + 2(λ + ǫ j)c
†
j cj − (λ + ǫ j)]. (A.31)
We would like to find a unitary transformation to diagonalizethis Hamiltonian and calculate
the Loschmidt echo. The remainder of this appendix will be organized as follows. In the next
section, we will discuss how to diagonalize the Hamiltonianusing the Lieb-Schultz-Mattis
method [101, 102]. We will then show how to calculate the Loschmidt echo of a qubit coupled
to one site of the environment based on the results of the diagonalization. The advantage of
this method is that it is easy to be generalize to other cases in wh ch the qubit or qubits
couples isotropically or anisotropically to arbitrary site of the bath with arbitrary coupling
strengths. For the sake of completeness, we will also introduce another method to diagonalize
the Hamiltonian that is based on transforming the Hamiltonian from real space to momentum
space and using the Bogoliubov transformation in the last section. This method has been
frequently applied to the so-called central spin model [81,0] and is more convenient, in
some cases, to analyze with the analytical tools which will give additinal physical insight into
the problem.
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A.3 Lieb-Schultz-Mattis method
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[A] i, j = −J(δi, j+1 + δ j,i+1) − 2J(λ + ǫi)δi, j , (A.33)
[B] i, j = −γJ(δ j,i+1 − δi, j+1). (A.34)
HereA is a real Hermitian matrix due to the Hermiticity ofH, andB is a real antisymmetric
matrix due to the anticommutation relations among thecj ’s.














i + hkici), (A.35)
wheregki andhki are elements of the N-length real vectors~gk and~hk, respectively, which are
defined by the linear combinations
gki = (φki + ψki)/2, hki = (φki − ψki)/2, (A.36)
and theηk’s are fermionic operators which obey canonical anticommutation relations,{ηk, η†k′} =
δkk′ and{ηk, ηk′} = {η†k, η
†
k′} = 0. These relations require that
∑
i
(gkihk′ i + hkigk′ i) = 0, (k = k
′, k , k′) (A.37a)
∑
i
(gkigk′ i + hkihk′ i) = δk,k′ . (A.37b)







whereC is a constant. The constantC can be determined by analyzing the invariance of trH
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Aii = 0. (A.39)































(gk jB ji − hkiA ji ), (A.43b)
which can be simplified using Eq. (A.36), yielding
~φk(A − B) = Λk~ψk, (A.44a)
~ψk(A + B) = Λk~φk. (A.44b)
This implies that,
~φk(A − B)(A + B) = Λ2k~φk, (A.45a)
~ψk(A + B)(A − B) = Λ2k~ψk. (A.45b)
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From Eq. (A.46) and Eq. (A.47), we can write (A − B) as
(A − B)i,k = −J(1− γ)δk,i+1 + −J(1+ γ)δi,k+1 − 2J(λ + ǫi)δi,k, (A.48)
or, explicitly,
(A − B) = −J


2(λ + ǫ1) 1− γ 1+ γ




1+ γ 2(λ + ǫN−1) 1− γ




We can write (A + B) as
(A + B)k, j = −J(1+ γ)δ j,k+1 + −J(1− γ)δk, j+1 − 2J(λ + ǫk)δk, j . (A.50)
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or, explicitly,
(A + B) = −J


2(λ + ǫ1) 1+ γ 1− γ




1− γ 2(λ + ǫN−1) 1+ γ




Finally, we obtain the matrix (A − B)(A + B),
(A − B)(A + B)i, j = J2[(1 − γ2)(δi, j−2 + δi, j+2) (A.52)
+ 2(1− γ)(λ + ǫi)δi, j+1 + 2(1− γ)(λ + ǫ j)δ j,i+1
+ 2(1+ γ)(λ + ǫi)δ j,i+1 + 2(1+ γ)(λ + ǫ j)δi, j+1
+ [2(1+ γ2) + 4(λ + ǫi)
2]δi, j].
For the initial state of the bath where there is no coupling tothe qubit,ǫ1 = · · · = ǫN = 0,
(A − B)(A + B) is




4λ2 + 2(1+ γ2) 4λ 1− γ2 1− γ2 4λ
4λ 4λ2 + 2(1+ γ2) 4λ 1− γ2 1− γ2






1− γ2 4λ 4λ2 + 2(1+ γ2) 4λ 1− γ2
1− γ2 1− γ2 4λ 4λ2 + 2(1+ γ2) 4λ




We will discuss the cases for arbitrary coupling strengthsǫ j later. It remains to diagonalize
the matrix (A −B)(A +B) and then choose a set of normal modes for further application. We
assume that the eigenvectors areφk j = αk jeik j + βk je−ik j , whereαk j andβk j are arbitrary real or
complex values. If theǫ j ’s on all different sitesj are equal (ǫ j = ǫ), a set of the normal modes
could be given by Ref. [101]. (We will not show the details of choosing the set ofφk j.) From









cos(k j), k 6 0, (A.54)







+ 1, . . . ,−1, 0, 1, . . . , N
2
− 1. (N even)




+ 1, . . . ,−1, 0, 1, . . . , (N − 1)
2
, (N odd), (A.55)
with the corresponding eigenvalues
Λ2k = 4J
2[1 + 2λ cosk+ λ2 − (1− γ2) sin2 k]. (A.56)
We will choose allΛk’s to be positive due to the particle-hole picture ofη’s in which the
energy of particles below or above the Fermi point are all positive. ForΛk , 0, theψk’s can
be calculated from Eq. (A.44a), yielding
ψk j = Λ
−1
k φk j(A − B) jl (A.57)
= −JΛ−1k [(1 − γ)φk, j+1 + (1+ γ)φk, j−1 + 2(λ + ǫ)φk, j]
= −JΛ−1k [coskφk j + 2(λ + ǫ)φk j + γ sinkφ−k j].
If λ = 0 andγ = 0 whenN/4 is a integer, the eigenvalues of (A − B)(A + B) Λ± π2 = 0. For
λ = 1, as well, the eigenvaluesΛ−π = 0. These properties will lead to some degenerate states.
In these cases, Eq. (A.43a) and Eq. (A.43b) are equal. Thus,ψk j is given by
ψk j = ±φk j, (A.58)
and the Hamiltonian can still be represented in the form of Eq. (A.42). For simplicity, we will
not discuss the details of how to calculate the ground-stateenergy for the these two special
parameter space cases (Λk = 0). One may shift all thek’s to symmetrize their distribution
around zero point to avoid a zeroΛk, and then calculate the ground state. For example, one
can choosek = ± (2n+1)πN , n = 0, 1, . . . ,
N
2 − 1. We will also not consider these special cases in
the discussions below.
We define the ground state as a vacuum state of thekth mode for allk, ηk, that is
ηk|Ψ0〉 = 0. (A.59)
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Now we turn to discuss the correction of the boundary effect term in Eq. (A.30),




N + H.c.](exp[iπΠ] + 1). (A.61)
Notice that the evenness or oddness ofΠ is invariant under any transformation. Thus, exp[iπΠ]
always has eigenvalues±1. Especially, whenN/4 is not a integer, through the transformation
Eq. (A.35), for the ground state and exited states with an evenumber of elementary excita-
tions, exp[iπΠ] = −1 (〈Π〉 is odd). Therefore, the correction term gives zero when applied to
such states and hence such states are true eigenstates of theoriginal Hamiltonian. Otherwise,





gives aO(1/N) order correction for normal modes and negligible corrections for evaluating
physical quantities. Therefore, this correction term can be omitted for sufficiently large sys-
tems.
At this point, if we consider theǫ j ’s to be different on every site, the translational invari-
ance is destroyed, and corrections tok, gki, andhki with complicated forms arise. Thus, for
the sake of convenience, we do not express these correctionsexactly. Instead, we directly di-
agonalize the matrix (A.52) to get all the normal modesφ′k’ (eigenvectors of (A −B)(A +B))
and theΛ′k’s. We then directly apply Eq. (A.44a) to obtain the normal modesψ
′
k.
For open boundary conditions, there are significant boundary effects in finite-size sys-
tems. The main purpose here is to check the DMRG and the exact diagonalization using the
analytical results.




2(λ + ǫ1) 1 0




1 2(λ + ǫN−1) 1



















The matrices (A − B) and (A + B) are
(A − B) = −J


2(λ + ǫ1) 1− γ 0




1+ γ 2(λ + ǫN−1) 1− γ




(A + B) = −J


2(λ + ǫ1) 1+ γ 0




1− γ 2(λ + ǫN−1) 1+ γ




For the initial state of the bath withǫ1 = · · · = ǫN = 0, the matrix (A − B)(A + B) is given by




4λ2 + (1− γ)2 4λ 1− γ2 0
4λ 4λ2 + 2(1+ γ2) 4λ 1− γ2






1− γ2 4λ 4λ2 + 2(1+ γ2) 4λ 1− γ2
1− γ2 4λ 4λ2 + 2(1+ γ2) 4λ




In this case, for open boundary conditions, because of the lack of translational invariance,
the expressions for the normal modes~φk and ~ψk are relatively complicated. Notice that if the
lattice sizeN is odd andλ = 0, det((A − B)(A + B)) = 0. This leads to zero eigenvalue of
(A−B)(A+B), which, in turn, generates degenerate eigenstates of the Hamiltonian. However,
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because we only consider finite lattice sizes here, any finitevalue ofλ removes this degeneracy
of the ground state. So we can consider a lattice of either oddor even size whenλ > 0. We
can still numerically diagonalize the matrix (A −B)(A +B) and choose a set of normal modes
~φk and ~ψk (the eigenvectors or the corresponding linear combinations) a d corresponding
eigenvaluesΛk. Forǫi , 0, analogous to the above procedure, the solution, the normal modes
~φ′k, ~ψ
′
k and the eigenvaluesΛ
′
k, can also be obtained.































































Hereδk denotes the sign of cos(N + 1)k. The eigenvalues are
Λ2k = 1− (1− γ2) sin2 k. (A.69)
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γ − 1. (A.72)
Notice that one of the solutions fork is complex here.
For the limiting caseγ = 0, i.e., the transverse-field Ising model, the solution for (A −


























andψi = Λ−1k (2φi−1 + 2λφi), where the excitation
spectrum is given by
Λ2k = 4J
2(1+ λ2 + 2λ cosk). (A.74)




Notice thatk has a complex solution for 0≤ λ < 1.
A.4 Single-coupling scheme
So far, we have carried out the Hamiltonian diagonalization. Now the Loschmidt echo can be
calculated. We assume that the system (qubit) couples to only one bath site, which we take to
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be the central spin (at the positionN/2). Therefore, the qubit-bath coupling strengthǫi is set
to ǫN/2 = ǫ, ǫi = 0 (i , N/2) in Hamiltonian (A.32). The next step is to rewrite the perturbed







whereΨ† = (c†1, . . . , c
†
N, c1, . . . , cN), Ψ = (c1, . . . , cN, c
†











due to the canonical anti-communication relationship of fermions. Here theci ’s denotes spin-
less fermions.
The Loschmidt echo (3.15) corresponding to case that the bath is initially in the ground







i, j Ci, jΨ
†














and the Loschmidt echo (3.31) corresponding to case that thebath is initially in a quenched






































whereC,CQ′, andCQ are derived fromHG, HQ′, andHQ, respectively. The elements of the




i , . . . , Ψ
†
2N ≡ cN), and
|ψ0〉 is the ground state of bath. We will begin by evaluating the Loschmidt echoLE(t) (A.78).
It is easy to be extended to evaluateLEQ(t) (A.79).
First, the explicit expression for the two-point correlation matrix r in terms of spinless

























































































We can evaluate the matrixr by transforming allci ’s into ηk’s which are the eigenmodes of













k + hk,iηk). (A.81)
Notice that we define the ground state as a vacuum state without any excitations of theηk













hk,Nhk,1 . . . hk,Nhk,N hk,Ngk,1 . . . hk,Ngk,N



























η(′)†k1 . . . η
(′)†
kN




andΨ† = Γ†U. HereU is a unitary transformation matrix





g(′)k1,1 . . . g
(′)
k1,N









g(′)kN ,1 . . . g
(′)
kN ,N
h(′)kN ,1 . . . h
(′)
kN ,N
h(′)k1,1 . . . h
(′)
k1,N









h(′)kN ,1 . . . h
(′)
kN ,N







Obviously,D = UCU† is a diagonal matrix whose elements are the eigenvalues of











Also notice thatC = U†DU, from which one can easily evaluate the exponentiale−iCt. Simi-
larly, by replacingH′ with HQ or HQ′, we can also evaluatee−iC
Qt or e−iC
Q′ t. The final task is
to numerically evaluate the determinant (A.78) or (A.79) toget the Loschmidt echo.
A.5 Central spin model















+ 1, . . . , 0, . . . ,
N
2
























[(λ + cosk)(c†kck + c
†




k + c−kck) − λ]. (A.87)
Notice that for calculating the ground state energy, the omitted termsc†−πc−π and c
†
0c0 can
be picked back up later. However, they are negligible when evaluating the Loschmidt echo.
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Either in the thermodynamic limit or on a finite size lattice,such terms do not contribute to
the Loschmidt echo, see below.
We then use the Bogoliubov transformation to map theck’s onto a new set of fermionic
ηk’s:




k + ivkc−k. (A.88)
The inverse of (A.88) is






k − ivkη−k, (A.89)
whereuk andvk are real numbers satisfyingu2k + v
2
k = 1 andu−k = uk, v−k = −vk, andηk obeys
the canonical fermion anticommutation relations




k′} = 0. (A.90)
We insert Eq. (A.89) into Eq. (A.87) and chooseuk = cos(θk/2), uk = sin(θk/2). We




−k to 0. We finally diagonalize the

















(cosk+ λ)2 + γ2 sin2 k. (A.92)
Here, we take all theΛk to be positive. Eq. (A.56) is then recovered. The ground state is
defined as a vacuum state of every eigenmode,ηk|Ψ0〉 = 0, and the ground state energy is
expressed asE0 = −1/2
∑





For a set of initial values,J, λ andγ, we can obtain the eigenmodesηG and the corre-





the initial Hamiltonian. The effective HamiltonianHQ for the quantum quench and the effec-
tive HamiltonianHQ′ containing the coupling between the qubit and the bath are can also be
diagonalized in a similar way. For the case of the central spin model [81, 80], the effect of the
coupling is essentially a quantum quench because the qubit couples to every site of the bath.
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Below, we will compute the Loschmidt echo for a ground state bth first, and then analyze the
Loschmidt echo for the case of a quenched bath.

































k )/2) = sin(αk). (A.96)




−k )|ΨG0 〉 = 0, and the formal solution of|ΨG0 〉 is possible to relate











The BCS-like state|ΨG0 〉 is automatically normalized,〈ΨG0 |ΨG0 〉 = 1. Applying the time evolu-
tion operator to this state, we obtain
e−iH
























The Loschmidt echo can then be evaluated in a simple form as
LE(t) = |〈ΨG0 |e−iH











Eq. (A.99) can be directly evaluated.
From now on, we take a quenched state as the initial state of the bath. The effect of the
coupling between the qubit and the bath is in fact another quantum quench of the bath. We
can also connect the eigenmodesηQ′k of the HamiltonianH


































k )/2) = sin(βk). (A.102)







































Thus, we can directly apply the time evolution operatore−iH
Q′ t to the quenched state. Assum-
ing the waiting time after the quantum quench isT0, we obtain
e−iH
Q′te−iH



























+ i cos(αk) cos(2βk) sin(Λ
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k t)e








+ sin(αk) cos(2βk) sin(Λ
Q′
k t)e
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We can then directly evaluate the Loschmidt echo (A.108). This coupling scheme, a qubit
coupled uniformly to all the spins of the bath may drive a quant m phase transition of the
bath in some situations. It does not lead to a physically interesting bath. A global quantum
quench can cause a quick evolution of the bath. For this reason, people have turned to treating
local couplings between the qubit and the bath, although many studies of this central spin
model have been carried out.
Appendix B
Numerical error in t-DMRG calculations
of the Loschmidt echo
In this appendix, we use examples to analyze numerical errorin the adaptive time-dependent
DMRG (t-DMRG) calculations (using a second-order Suzuki-Trotter decomposition) of the
Loschmidt echo (the XXZ bath) by comparing with analytical results for a system (qubit)
coupled to a ground-state bath through Ising coupling in Fig. B.1, exact diagonalization (ED)
results for a system coupled to a quenched bath with Ising coupling in Fig. B.2 and for a
system coupled to a ground-state bath through Heisenberg coupling in Fig. B.3.
We begin our analysis by comparing the analytical results and the t-DMRG results. As
mentioned in Appendix A, the Loschmidt echo of a system coupled to a ground-state XXZ
chain (∆ = 0) through Ising coupling can be analytically evaluated. Weconsider the system
coupled to a XXZ chain with lattice sizeL = 50. The coupling constant of the XXZ chain,
Eq. (3.27), isJ = 1. The system couples to a spin in the middle of the lattice at the position
j = 25 with strengthǫ = 0.2. In Fig. B.1 (a), we treat systems with OBCs using t-DMRG
calculations with∆t = 0.001, 0.005 and 0.01 for the time evolution and discarded weight be-
low 10−13. It can be seen that all the t-DMRG results of the Loschmidt echo numerically
coincide with the analytical results. The relative error ofthe Loschmidt echo for the differ-
ent calculations is always below 1.2 × 10−6. We find that the required number of the states
increases to a maximal value (M = 330) and retains this value after the timet ≈ 7.5. Here
the DMRG truncation errors are dominant for the calculations f the Loschmidt echo. More
states kept in the calculations lead to better results. The calculations for∆t = 0.001 keep less
states (M ≈ 330) than those of the cases of∆t = 0.005 and∆t = 0.01 and are accordingly
less accurate. In Fig. B.1 (b), we show t-DMRG calculations with fixed numbers of states
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Figure B.1: Comparison of analytical results and t-DMRG results for the Loschmidt echo
(LE) of a qubit coupled to a spin-1/2 XXZ chain (∆ = 0) with lattice sizeL = 50 and OBCs.
The Ising-type qubit-bath interaction strength isǫ = 0.2. The initial state of the bath is a
ground state. (a) t-DMRG calculations with a discarded weight belowP = 10−13 for time
intervals∆t = 0.001, 0.005, and 0.01. (b) t-DMRG calculations with fixed numbers of states
M = 50, 70, and 100 with time interval∆t = 0.001.
M = 50, 70, and 100 with∆t = 0.001. We find that only the calculation keepingM = 100
states. provides numerically accurate results. Thus, keeping the discarded weight below 10−13
ensures that the t-DMRG calculations are numerical accurate. In fact, we do almost all the
calculations using∆t = 0.001 with a maximal discarded weightP = 10−13. For the case of
the XXZ chain with∆ , 0, we cannot obtain analytical results in general. Thus, we can only
compare the t-DMRG results to the ED results. We will not showthis comparison because
this situation is contained in the case of the quenched bath below.
We test our t-DMRG results for the case of a quenched XXZ bath wit lattice sizeL = 11
and OBCs by comparing with ED results. The quench is form∆0 = −0.25 to∆t = −20.
The initial quenched bath state is at waiting timeT0 = 5 after the quench. The coupling
constantJ of the XXZ chain and the Ising qubit-bath coupling strength are chosen as before.
The qubit couples to one spin in the middle of the lattice at the position j = 6. In Fig. B.2,
using t-DMRG calculations with∆t = 0.001 for the time evolution and discarded weight
below 10−13, we treat systems with OBCs. Here the t-DMRG results of the Loschmidt echo
numerically coincide with the ED results. The relative error of the Loschmidt echo is always
below 2.4× 10−5. We find that the required number of the states increases fromM = 50 to a





















Figure B.2: Comparison of ED results and t-DMRG results for the Loschmidt echo (LE) of a
qubit coupled to a quenched spin-1/2 XXZ bath with lattice sizeL = 11 and OBCs. The Ising
type qubit-bath interaction strength isǫ = 0.2. The quench is from∆0 = −0.25 to∆t = −20
and the waiting time after the quench isT0 = 5.
Finally, we test our t-DMRG calculations for the case of a Heisenberg qubit-bath coupling
by comparing with ED results. We consider only an initial state that is a ground state. The
XXZ bath has a lattice sizeL = 12 and OBCs. The coupling constantJ of the XXZ chain
is chosen as before. The strength of Heisenberg qubit-bath coupling isεx = εy = εz = 0.2.
The qubit couples to one spin in the middle of the lattice at the position j = 6. In Fig. B.3,
using t-DMRG calculations with∆t = 0.001 for the time evolution, discarded weight below
10−13, we treat systems with OBCs. We find that the t-DMRG results ofthe Loschmidt echo
numerically coincide with the ED results. The relative error of the Loschmidt echo is always
below 4× 10−7. We find that the required number of the states increases fromM = 42 to a
maximal value ofM = 91 and retains this value after the timet ≈ 3.1.






















Figure B.3: Comparison of ED results and t-DMRG results for the Loschmidt echo (LE) of a
qubit coupled to a spin-1/2 XXZ chain with lattice sizeL = 12 and OBCs. The initial state of
the bath is a ground state. The coupling constants of the XXZ chain areJ = 1 and∆ = −0.5.
The qubit couples to the middle site of the bath-environment( j = 6) with Heisenberg coupling
strengthεx = εy = εz = 0.2.
Appendix C
Finite size effects in the Loschmidt echo
In this appendix, corresponding to Sec. 3.4.2, we illustrate the finite-size effects in the Loschmidt
echo for the case of a transverse-field Ising bath with a quenched initial state (λ0 = 2 and
λQ = 1). The coupling constantJ = 1 of the bath and the qubit-bath couplingǫ = 0.5 are the
same as those in Sec. 3.4.2. In addition, we also discuss the finite-size effects for the max-
imum T0 treated for the same quench in the investigation of the Gaussi n decay parameter
α(T0).
In Fig. C.1, we show the Loschmidt echo for lattice sizesL = 50, 100, and 300 after
waiting timesT0 = 0, 10, and 100. All decay to 0, but have some revivals in the curves of
the Loschmidt echo. The curves of the Loschmidt echo for differentT0 deviate from each
other. The first revival times of the Loschmidt echo are linearly dependent on the lattice size.
We do not explicitly consider what happens to the first revival of the Loschmidt echo for
T0 = 10 and 100, because the finite-size effects in the long-time dynamics of the Loschmidt
echo are more serious for long waiting timesT0. For simplicity, we only consider the case of
T0 = 0. The values of the first minimum of the Loschmidt echo forT0 = 0 are dependent on
the lattice size:LEmin(L = 50) ≈ 0.907,LEmin(L = 100)≈ 0.824,LEmin(L = 200)≈ 0.679,
and LEmin(L = 300) ≈ 0.559. We conjecture that the Loschmidt echo forT0 = 0 should
decay smoothly to 0 without any revivals when the lattice siztends to thermodynamic limit.
Notice that there is no obvious lattice size dependence of the time at which the Loschmidt
echo reaches 0, see Fig. C.1.
In Fig. C.2, the Gaussian decay parameterα(T0) weakly oscillates around the time-average
valueᾱ = 0.04026 for lattice sizesL = 50, 100, and 300. A weak oscillation starts atT0 =
1.3 and then turns into a strong oscillation after a maximum time for quasi-stable behavior
T0 = 10.2 for L = 50,T0 = 20.6 for L = 100, andT0 = 72.2 for L = 300. The maximum time
137
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Figure C.1: Finite-size effects in the Loschmidt echo of a qubit coupled to a transverse-field
Ising chain with different lattice sizes for the quantum quench formλ0 = 2 to λQ = 1 after
waiting timesT0 = 0 (black),T0 = 10 (black), andT0 = 100 (green).
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L  = 100































Figure C.2: Finite-size effects in the Gaussian decay parameterα(T0) of a qubit coupled to a
transverse-field Ising chain with different lattice sizes for the quantum quench formλ0 = 2 to
λQ = 1.
for quasi-stable behavior is linearly dependent on the lattice size.
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[13] U. Schollwöck, Rev. Mod. Phys.77, 259 (2005).
141
142 BIBLIOGRAPHY
[14] S. Sachdev, Quantum Phase Transitions (Cambridge University Press, 1999).
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