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Notations
Les scalaires sont en italique, les vecteurs sont en minuscule et en gras et les matrices sont
en majuscule et en gras.
Chapitre 1
E[ ] Espérance mathématique
λc Longueur d'onde associée à la fréquence porteuse fc
< Partie réelle
σSER Surface équivalent radar
σ2 Variance du bruit thermique
τ(t) Temps de trajet aller-retour de l'onde émise lorsqu'elle est reçue à l'ins-
tant t
τ0 Temps proportionnel à la distance radar-cible ponctuelle à l'instant où
le radar émet un signal, c'est-à-dire t = 0
τ
(k)
0 Temps proportionnel à la distance radar-réﬂecteur k à l'instant où le
radar émet un signal, c'est-à-dire t = 0
τ (k)(t) Temps de trajet aller-retour de l'onde pour atteindre le kie`me réﬂecteur
puis revenir au radar à l'instant t
ak Coeﬃcient d'atténuation dû à la propagation du signal émis rétrodiﬀusé
par le kie`me réﬂecteur en direction du radar
b(lTs) Échantillon dû au bruit thermique à l'instant lTs
u(lTs) Échantillon dû au fouillis (clutter en anglais) à l'instant lTs
B Bande passante du signal émis s
c Célérité des ondes lumineuses
u Vecteur contenant les échantillons du fouillis
diag(a1, ..., aL) Matrice diagonale contenant les éléments a1, ..., aL
fc Fréquence porteuse
G Gain d'antenne
Grec Gain d'antenne à la réception
K Nombre de réﬂecteurs élémentaires
L Nombre d'échantillons du signal reçu
Lpertes Facteur d'atténuation dû aux pertes hyperfréquences et atmosphériques
Pc Puissance crête émise par le radar
R0 Distance radar-cible ponctuelle à l'instant t = 0
− xv−
NOTATIONS
R
(k)
0 Distance radar-réﬂecteur k à l'instant t = 0
s Signal émis
T Durée du signal émis s
Ts Période d'échantillonnage
Tr Période de récurrence d'un train d'impulsions
vradar Vitesse absolue du radar
vcible Vitesse absolue de la cible
vrr Vitesse radiale de la cible relativement à la vitesse du radar
v
(k)
rr Vitesse radiale du kie`me réﬂecteur relativement à la vitesse du radar
xH Transposée conjuguée du vecteur x
Xτ0,f0 Matrice de taille K×L contenant les K vecteurs colonnes de taille L du
signal émis retardés de τ (1)0 , ..., τ
(K)
0 et décalés de la fréquence Doppler
f0
y Signal reçu en bande de base
y˜ Signal reçu à la fréquence porteuse fc
Chapitre 2
‖x‖ Norme 2 du vecteur x
D−→ Convergence en distribution
 Seuil de détection
η Rapport signal-à-bruit
γ2 Variance du coeﬃcient d'atténuation α lorsque α est une variable aléa-
toire gaussienne circulaire
NC(α, σ2) Loi normale complexe de moyenne α et de variance σ2
NCL(α,M) Loi normale complexe multivariée de dimension L, de moyenne α et de
matrice de covariance M
ΩK Ensemble des combinaisons de K éléments distincts dans l'ensemble
{1, ..., Q}
ΩQ Ensemble des permutations de l'ensemble {1, ..., Q}
card(ΩQ) Cardinal de l'ensemble ΩQ
H0 Hypothèse où le signal reçu contient uniquement du bruit
H1 Hypothèse où le signal reçu contient le signal d'intérêt et du bruit
ik Indice relatif à la position du kie`me réﬂecteur élémentaire, ik ∈ [[1;Q]]
IL Matrice identité de taille L× L
Γ Matrice de covariance du fouillis
Fχ2,2Q Fonction de répartition de la loi du χ
2 à 2Q degrés de liberté
Fχ2nc,2Q Fonction de répartition de la loi du χ
2 non-centrée à 2Q degrés de liberté
PD Probabilité de détection
PDL Probabilité de détection et de localisation
PFA Probabilité de fausse alarme
Q Nombre de cases distance sur lesquelles s'étendent les K réﬂecteurs élé-
mentaires
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rss Fonction d'autocorrélation du signal s
SN Statistique du test tenant compte de la localisation des réﬂecteurs
Chapitre 3
∆f Saut de fréquence d'impulsion à impulsion
⊗ Produit de Kronecker
χs Fonction d'ambiguïté du signal s
c Code de phase inter-impulsion
d Code de phase intra-impulsion
J Matrice de décalage de tailleML˜×ML˜ contenant des uns sur la première
sous-diagonale et des zéros partout ailleurs
J˜ Matrice de décalage de taille MNL˜×MNL˜
L˜ Nombre d'échantillons dans une récurrence
M Longueur du code inter-impulsion c
N Longueur du code intra-impulsion d
ramb Distance ambigüe
rd Fonction d'autocorrélation du code de phase d
r˜ Signal reçu sans bruit après traitement haute résolution
r Signal reçu sans bruit après traitement basse résolution
Tc Durée d'un  chip 
vamb Vitesse ambigüe
z Vecteur contenant les échantillons du signal reçu après traitement basse
résolution
z˜ Vecteur contenant les échantillons du signal reçu après traitement haute
résolution
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Introduction
C
'est lors de la seconde guerre mondiale que l'utilisation de radars aéroportés a commencé
à se généraliser. Le rôle du radar était de détecter une cible et de déterminer la distance
radar-cible. Le radar pouvait atteindre une portée de l'ordre de 5 km pour une résolution en
distance supérieure à 100m. Ainsi, lorsqu'une cible était détectée, elle apparaissait sur l'écran de
visualisation comme un unique point brillant et ne pouvait donc pas être identiﬁée. Aujourd'hui,
les radars aéroportés sont capables d'atteindre une résolution en distance de l'ordre du mètre.
Dans ce cas, une cible comme un avion est caractérisée par un ensemble de réﬂecteurs élémen-
taires. Les positions et amplitudes de ces derniers sont caractéristiques de la cible et permettent
de l'identiﬁer. On parle de son  proﬁl distance .
L'établissement d'un proﬁl distance en haute résolution d'une cible constitue l'un des enjeux
industriels actuels et les problématiques à traiter sont multiples : il s'agit de concevoir un trai-
tement de détection qui tire proﬁt de l'a priori que les réﬂecteurs proviennent d'une même cible
pour améliorer les performances de détection. De plus, il faut prendre en compte que les positions
des réﬂecteurs sont inconnues. Enﬁn, les contraintes sont nombreuses lorsqu'il s'agit de la mise
en ÷uvre des algorithmes de détection : elles sont liées au temps d'illumination, au temps de
rafraichissement et aux diﬀérentes fonctions que doit mener un radar.
Au vu des ces problématiques, le travail de cette thèse se décompose selon deux axes d'étude :
l'un concerne la détection d'une cible à plusieurs réﬂecteurs élémentaires, l'autre la conception
de formes d'onde multi-résolutions. Pour traiter ces deux aspects complémentaires, ce mémoire
de thèse s'organise de la manière suivante :
Dans le premier chapitre, nous rappelons le principe de fonctionnement du radar puis nous
donnons une expression du signal reçu lorsque la cible est modélisée parK réﬂecteurs élémentaires
répartis sur Q cases distance. Sachant que le signal reçu est une version atténuée et retardée du
signal émis auquel s'ajoute un ensemble de perturbations telles que le bruit thermique ou le
fouillis de sol ou de mer, nous introduisons ensuite la modélisation statistique utilisée pour les
coeﬃcients d'atténuation et les perturbations.
Dans le chapitre deux, après un rappel sur la détection d'une cible ponctuelle dans le cas où le
signal est perturbé par un bruit gaussien, nous traitons la détection d'une cible dite  étendue ,
c'est-à-dire caractérisée par K réﬂecteurs élémentaires prépondérants répartis de manière non
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nécessairement consécutive sur Q cases distance. Il s'agit alors de déterminer un test de détection
qui prend en compte la localisation des réﬂecteurs élémentaires aﬁn d'obtenir le proﬁl distance
puis de caractériser les performances de ce détecteur en termes de probabilité de fausse alarme
(PFA) et de probabilité de détection (PD).
La plupart des détecteurs référencés dans la littérature sont développés à partir du rapport de
vraisemblance généralisé (GLRT pour generalized likelihood ratio test) sous diﬀérentes hypothèses
sur les positions des réﬂecteurs et le nombre K de réﬂecteurs [Van71, Ger97, Shn98]. Selon les
méthodes proposées, les réﬂecteurs ne sont pas localisables et/ou les performances de détection
n'ont pas d'expressions analytiques connues.
Aussi, nous proposons d'étudier un test de détection fondé sur le GLRT intégrant la localisa-
tion des réﬂecteurs. Sous certaines hypothèses, nous montrons que la statistique de test obtenue
est identique à [Lon12] où les auteurs estiment le nombre K de réﬂecteurs à partir de la minimi-
sation du critère d'information d'Akaike. Ils obtiennent alors une expression approchée du seuil
de détection leur permettant de calculer la PD par simulation de Monte Carlo. Pour compléter
les travaux de [Lon12], nous avons analysé la statistique issue du GLRT intégrant la localisation
inconnue des réﬂecteurs lorsque K est déﬁni a priori. Notre contribution consiste à utiliser des
résultats issus des statistiques d'ordre [Bal06] pour en déduire des approximations de la PFA
et de la probabilité de détection et de localisation (PDL) prenant en compte conjointement la
détection et la localisation des réﬂecteurs [Rou15b]. Puis, nous comparons le détecteur obtenu
avec les diﬀérents détecteurs de la littérature en termes de PD.
Le troisième et dernier chapitre porte sur la conception d'une forme d'onde unique qui soit
compatible avec deux chaînes de traitement basse et haute résolution. L'intérêt de ce système
bi-résolution est le suivant : une fois une cible détectée en basse résolution, les mêmes échantillons
sont exploités en vue d'obtenir un proﬁl distance haute résolution. On peut alors tirer proﬁt du
faible coût calculatoire de la voie de traitement basse résolution la majeure partie du temps et
utiliser la voie haute résolution uniquement lorsqu'une détection a eu lieu en basse résolution
pour identiﬁer la cible.
Concevoir une forme d'onde consiste à déﬁnir le ou les critère(s) d'intérêt puis à déterminer la
forme d'onde qui les optimise. Dans ce cadre, nous dressons premièrement un bref état de l'art sur
l'optimisation de formes d'onde. Nous déﬁnissons les diﬀérents critères couramment considérés
ainsi que les familles de formes d'onde optimisées. Sachant que la mission principale du radar
consiste à détecter une cible, un des critères fréquemment sélectionné est la maximisation de la
PD. Toutefois, maximiser uniquement la PD n'oﬀre pas de garantie d'obtenir une forme d'onde
utilisable en pratique dans un radar et possédant les propriétés requises en termes de résolutions
en distance et en fréquence. Pour pallier ces inconvénients, nous choisissons de nous focaliser
sur l'optimisation de formes d'onde codées en phase et considérons la détection d'une cible
ponctuelle en présence de fouillis gaussien. Ce scénario a notamment été étudié par De Maio et al.
[De 08, De 10] où le signal considéré est un train d'impulsions contenant un code de phase inter-
impulsion choisi de telle sorte à maximiser la probabilité de détection. Pour que le forme d'onde
revête un caractère bi-résolution, nous étudions un train d'impulsions constitué de deux codes de
phase : l'un inter-impulsion et l'autre intra-impulsion. Il s'agit alors de préciser le rôle de chaque
code puis de traiter leur sélection. Pour cela, tenant compte de plusieurs critères à optimiser
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dont la maximisation de la PD, la minimisation de la largeur du lobe principal du signal reçu,
etc., nous suggérons d'étudier la pertinence d'une approche fondée sur les fronts de Pareto.
Nous traitons d'abord le cas mono-résolution [Rou15a]. Pour ce faire, le fouillis gaussien est
modélisé par un processus autorégressif (AR). Cette modélisation, qui a déjà été utilisée dans
[De 08, Pat09, Abr08] ou encore [Pet10], présente plusieurs avantages : 1/ elle permet de
modéliser diﬀérents types de fouillis à partir d'un nombre réduit de paramètres ; 2/ on peut tirer
avantage du fait qu'il existe une expression analytique de l'inverse de la matrice de covariance
[Cer91] pour exprimer le signal reçu après traitement ainsi que les critères d'optimisation en
fonction des paramètres AR du modèle de fouillis. Nous analysons aussi la robustesse des codes
de phase optimaux en calculant les fronts de Pareto pour diﬀérentes valeurs des paramètres AR.
Dans un second temps, nous dérivons cette approche dans un cas bi-résolution [Rou14].
Nous terminons ce mémoire de thèse par des conclusions et perspectives.
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Chapitre 1
Généralités sur le radar
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CHAPITRE 1. GÉNÉRALITÉS SUR LE RADAR
1.1 Introduction
D
ans ce chapitre, nous rappelons brièvement le principe de fonctionnement d'un radar. Puis,
nous introduisons le modèle de cible couramment utilisé en radar lors de l'étude de la
détection d'une cible, à savoir le modèle à multiples points brillants, également appelé modèle
de cible étendue. Enﬁn, nous complétons la présentation de ce modèle en introduisant les mo-
délisations statistiques pour les coeﬃcients d'atténuation des signaux reçus après rétrodiﬀusion
sur les points brillants d'une part, et pour les diﬀérents types de perturbations d'autre part.
1.2 Principe de fonctionnement d'un radar
Un système radar utilise la propriété d'une onde électromagnétique à se réﬂéchir sur un objet
(couramment appelé cible) pour détecter la présence de ce dernier et déterminer ses caractéris-
tiques telles que sa distance au radar, sa vitesse, etc. Sur la ﬁgure 1.1, nous considérons le cas
d'un radar disposant d'une antenne capable d'orienter son diagramme d'émission 1 en azimut
notée φ et en élévation notée θ.
cible
Radar
φ
θ
z
x
y
Figure 1.1  Azimut φ et élévation θ de la cible par rapport au radar
Les premiers radars capables d'orienter le diagramme d'antenne utilisaient une antenne à
balayage mécanique ; l'antenne possédait un diagramme d'antenne ﬁxe et pour obtenir le gain
maximal selon l'azimut et l'élévation souhaités, l'antenne pivotait sur deux axes pour orienter
mécaniquement le diagramme. Des radars à balayage mécanique sont encore utilisés actuellement.
C'est le cas notamment du Radar Doppler RDY conçu par Thomson-CSF (devenu Thales en
décembre 2000) et présent sur certains avions Mirage 2000, Cf. Fig. 1.2a. Toutefois, lorsqu'il y
a plusieurs cibles, l'orientation du faisceau vers ces cibles peut engendrer de fortes contraintes
mécaniques. Pour pallier entre autre cet inconvénient, Thomson-CSF a conçu le Radar à balayage
électronique 2 RBE2 pour lequel le ﬁltrage spatial est eﬀectué à partir des déphasages entre les
diﬀérents éléments rayonnants de l'antenne. Cf. Fig. 1.2b.
1. Le diagramme d'antenne correspond à la variation du gain de l'antenne en fonction de l'azimut et de
l'élévation.
2. Dans RBE2, le  2  fait référence aux deux plans utilisés au niveau de l'antenne permettant de passer
d'une polarisation verticale à une polarisation horizontale et vice versa. Ce changement de polarisation permet
au radar d'intégrer des modes air-sol et des modes air-air.
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(a) radar RDY (b) radar RBE2
Figure 1.2  Radars à balayage mécanique et à balayage électronique
Quel que soit le type d'antenne, le principe de fonctionnement du radar est identique. Il est
représenté sur la ﬁgure 1.3 et peut se décomposer en quatre étapes :
1. le radar émet une onde électromagnétique à une fréquence porteuse fc selon l'azimut φ et
l'élévation θ.
2. Une partie de l'énergie de l'onde émise atteint une cible.
3. Cette énergie est réﬂéchie dans plusieurs directions.
4. La part de l'énergie du signal rétrodiﬀusée en direction du radar est reçue par le radar puis
ampliﬁée. Enﬁn, une étape de traitement du signal conduit à la prise d'une décision quant
à la présence ou non d'une cible.
Radar
1
2
3
4
φ
θ
vradiale,radar
vradar
vradar : vitesse du radar
vcible : vitesse de la cible
vradiale,cible
vcible
Distance radar-cible
3
Figure 1.3  Principe de fonctionnement d'un radar en quatre étapes
Ainsi, la chaîne de traitement radar à l'émission et à la réception qui correspond aux quatre
étapes précédentes peut être représentée de manière schématique et simpliﬁée sur la ﬁgure 1.4.
Le signal radar à émettre est modulé par la fréquence porteuse fc puis ampliﬁé avant d'être
émis au niveau de l'antenne. A la réception, il y a une voie de démodulation en phase notée
 Voie I  pour in phase et une voie de démodulation en quadrature de phase notée  Voie
Q  pour quadrature. Pour chacune de ces voies, le signal reçu est ampliﬁé, démodulé, ﬁltré par
un ﬁltre passe-bas pour ne garder que le signal en bande de base, passé dans un convertisseur
analogique/numérique (CAN) puis traité pour statuer sur la présence ou non d'une cible.
Sur la ﬁgure 1.4, nous avons représenté le cas d'un radar aéroporté dit monostatique où
l'émission et la réception se font au même endroit avec la même antenne.
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pi/2
CAN
Signal
radar Duplexeur
Détection
Emission
Ampliﬁcateur Antenne
cos(2pifct)
cos(2pifct)
Traitement
du
signal
CAN
sin(2pifct)
Ampliﬁcateur
faible bruit
Filtrage
passe-bas
Présence de cible
Absence de cible
Réception
Voie I
Voie Q
Oscillateur
local
Figure 1.4  Chaîne de traitement radar à l'émission et à la réception
Remarque : il existe d'autres types de radar comme le radar bistatique où l'émission et la
réception se font à deux endroits diﬀérents.
Après avoir brièvement présenté le principe de fonctionnement d'un radar en termes d'émis-
sion et de réception d'une onde, nous étudions la modélisation du signal reçu.
1.3 Modèles des signaux
Le signal reçu par le radar après réﬂexion sur une cible est une version retardée et atténuée
du signal émis où le retard et l'atténuation dépendent de la distance radar-cible. Ainsi, pour
modéliser le signal reçu par le radar, nous explicitons premièrement la distance radar-cible.
Puis, nous traitons le cas où la cible est modélisée par K réﬂecteurs élémentaires et donnons
l'expression du signal reçu. Sous certaines hypothèses que nous précisons, nous aboutissons au
modèle à K points brillants. Enﬁn, nous présentons des modèles statistiques pour les coeﬃcients
d'atténuation du signal reçu et pour les diﬀérents types de perturbations.
1.3.1 Distance radar-cible
Soit τ(t) le temps de trajet aller-retour de l'onde émise lorsqu'elle est reçue à l'instant t. La
relation entre τ(t) et la distance radar-cible à l'instant t notée R(t) s'écrit :
c
τ(t)
2
= R
(
t− τ(t)
2
)
(1.1)
où c désigne la célérité de l'onde électromagnétique valant 3.108m.s−1.
La distance radar-cible en fonction du temps s'exprime par la relation :
R(t) = R0 − vrrt (1.2)
avec :
− R0 la distance radar-cible à l'instant t = 0,
− vrr la vitesse radiale de la cible relative à la vitesse du radar vradar et qui est telle
que (Cf. Fig. 1.3) :
vrr = vradar cos(θ) cos(φ)− vradiale, cible (1.3)
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La vitesse radiale vradiale, cible de la cible est prise positive si la cible se rapproche du radar,
et négative si la cible s'éloigne du radar.
En injectant (1.2) dans (1.1), il vient, après développement :
τ(t) = τ0 − 2vrr
c− vrr t (1.4)
avec τ0 le temps de trajet aller-retour à l'instant t = 0 déﬁni par :
τ0 =
2R0
c− vrr (1.5)
Dans la suite, nous utilisons l'expression (1.4) de τ(t) pour le développement du modèle de signal
reçu.
1.3.2 Expression générale du signal reçu : le modèle à K points brillants
Le signal arrivant sur la cible est rétrodiﬀusé par les réﬂecteurs élémentaires constituant la
cible. En pratique, les signaux rétrodiﬀusés par tous ces réﬂecteurs se combinent ou s'annulent
de telle sorte que la cible peut être modélisée par un nombre K ﬁni de réﬂecteurs élémentaires 3
 prépondérants en énergie , comme illustré sur la ﬁgure 1.5. Le signal reçu y˜ à la fréquence
porteuse fc est la somme des K versions atténuées et retardées du signal émis s rétrodiﬀusé par
ces K réﬂecteurs élémentaires en direction du radar :
y˜(t) =
K∑
k=1
ak<
[
s(t− τ (k)(t)) exp(j2pifc(t− τ (k)(t))) + b(t) exp(j2pifct) + u(t) exp(j2pifct)
]
(1.6)
avec :
− s le signal passe-bande émis de bande passante B et de durée T = NTs,
− ak ∈ R le coeﬃcient d'atténuation dû à la propagation du signal émis rétrodiﬀusé par le
réﬂecteur k en direction du radar,
− τ (k)(t) le temps mis par l'onde pour atteindre le réﬂecteur k de la cible et revenir au radar,
− b le bruit thermique additif passe-bande,
− u le bruit additif passe-bande dû à la rétrodiﬀusion du signal sur l'environnement (mer,
sol, bâtiment, etc.). Ce second type de perturbation est appelé  fouillis , ou clutter en
anglais.
D'après (1.4), le retard τ (k)(t) vériﬁe :
τ (k)(t) = τ
(k)
0 −
2v
(k)
rr
c− v(k)rr
t (1.7)
où v(k)rr désigne la vitesse radiale relative du kie`me réﬂecteur et, d'après (1.5), τ
(k)
0 est déﬁni par :
τ
(k)
0 =
2R
(k)
0
c− v(k)rr
(1.8)
avec R(k)0 la distance entre le radar et le k
ie`me réﬂecteur à l'instant t = 0.
3. Les réﬂecteurs élémentaires sont également appelés  points brillants .
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Radar τ
(1)
0
retard
K réﬂecteurs
élémentaires
τ
(K)
0τ
(2)
0
Figure 1.5  Cible modélisée par K réﬂecteurs élémentaires
En insérant (1.7) dans (1.6), il vient :
y˜(t) =
K∑
k=1
ak<
[
s
((
1 +
2v
(k)
rr
c− v(k)rr
)
t− τ (k)0
)
exp(j2pifct) exp
(
j2pifc
2v
(k)
rr
c− v(k)rr
t
)
× exp(−j2pifcτ (k)0 ) + b(t) exp(j2pifct) + u(t) exp(j2pifct)
]
(1.9)
Après démodulation, l'enveloppe complexe du signal reçu en bande de base y échantillonnée à
Ts s'écrit :
y(lTs) =
K∑
k=1
αks
((
1 +
2v
(k)
rr
c− v(k)rr
)
lTs − τ (k)0
)
exp
(
j2pif
(k)
0 lTs
)
+ b(lTs) + u(lTs) (1.10)
où le coeﬃcient complexe d'atténuation αk et la fréquence Doppler f
(k)
0 sont déﬁnis par :
αk = ak exp
(
−j2pifcτ (k)0
)
(1.11)
et :
f
(k)
0 = 2
v
(k)
rr
c− v(k)rr
fc (1.12)
En pratique dans les architectures de récepteurs radar, on note que la démodulation est eﬀectuée
en deux étapes selon le principe de l'hétérodynage aﬁn de faciliter l'ampliﬁcation et le ﬁltrage.
A présent, nous analysons les termes 2v
(k)
rr
c−v(k)rr
et v(k)rr du signal reçu (1.10) permettant d'eﬀectuer
des hypothèses simpliﬁcatrices sur l'expression du signal reçu.
a) Approximation bande-étroite
Dans (1.10), le terme 2v
(k)
rr
c−v(k)rr
correspond à un eﬀet de dilatation du signal. Sachant que le
signal émis est de durée T , le décalage temporel maximal induit par la dilatation vaut alors
2v
(k)
rr
c−v(k)rr
T . On considère que cet écart temporel peut être ignoré lorsqu'il est négligeable devant 4
1/B, c'est-à-dire :
2v
(k)
rr
c− v(k)rr
T  1
B
(1.13)
4. Lorsque le traitement à la réception est le ﬁltre adapté, 1/B correspond au pas de résolution temporelle.
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Sachant que pour des vitesses usuelles de cibles, v(k)rr  c, (1.13) peut être approximé comme
suit :
2v
(k)
rr
c
BT  1 (1.14)
Dans ce cas, sous l'hypothèse (1.14), on a :
s
((
1 +
2v
(k)
rr
c
)
lTs − τ (k)0
)
≈ s
(
lTs − τ (k)0
)
(1.15)
En radar, ainsi que dans les communications numériques, (1.15) est connue sous le nom d' ap-
proximation bande étroite .
Exemple : On considère une cible à un point brillant se rapprochant du radar et telle que
sa vitesse radiale relative soit de 1500 km.h−1, c'est-à-dire environ 470 m.s−1. Une durée d'im-
pulsion typique est T = 0, 1.10−3s avec une bande passante B = 150.106 Hz. Dans ce cas,
2vrr
c BT = 0, 047 1.
La seconde approximation usuelle en radar consiste à supposer que les vitesses radiales re-
latives des réﬂecteurs élémentaires sont identiques. Dans ce cas, d'après (1.12), les fréquences
Doppler induites par les vitesses de chaque réﬂecteur sont les mêmes. En notant vrr la vitesse
radiale relative des réﬂecteurs, la fréquence Doppler f0 associée vériﬁe :
f0 = 2
vrr
c− vrr fc ≈ 2
vrr
c
fc (1.16)
En pratique, la vitesse radiale d'une cible est obtenue à partir de la mesure de la fréquence
Doppler donnée par l'approximation (1.16).
En tenant compte de l'hypothèse de bande étroite du signal reçu et de (1.16), (1.10) peut se
mettre sous la forme suivante :
y(lTs) =
K∑
k=1
αk s
(
lTs − τ (k)0
)
exp (j2pif0lTs) + b(lTs) + u(lTs) (1.17)
En concaténant les L échantillons du signal reçu y dans le vecteur colonne y, on aboutit au
modèle dit  à K points brillants  :
y = Xτ0,f0α + b + u (1.18)
avec :
Xτ0,f0 = Df0
[
s
(
τ
(1)
0
)
s
(
τ
(2)
0
)
· · · s
(
τ
(K)
0
)]
(1.19)
où :
Df0 = diag (1, exp (j2pif0Ts) , · · · , exp (j2pif0(L− 1)Ts)) (1.20)
τ0 =
[
τ
(1)
0 τ
(2)
0 · · · τ (K)0
]T
(1.21)
et :
s
(
τ
(k)
0
)
=
[
s
(
−τ (k)0
)
s
(
Ts − τ (k)0
)
· · · s
(
(L− 1)Ts − τ (k)0
) ]T
, k = 1, . . . ,K (1.22)
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α est le vecteur colonne de taille K déﬁni par :
α = [α1 α2 · · · αK ]T (1.23)
b et u sont les vecteurs colonnes de taille L contenant les échantillons du bruit thermique et du
fouillis donnés par :
b = [b(0) b(Ts) · · · b((L− 1)Ts)]T (1.24)
u = [u(0) u(Ts) · · · u((L− 1)Ts)]T (1.25)
b) Limite de l'approximation bande étroite
Lorsque le signal émis est une succession de M impulsions sT0 de durée T0 espacées d'une
durée Tr appelée période de récurrence, c'est-à-dire lorsque le signal émis vériﬁe :
s(lTs) =
M−1∑
m=0
sT0(lTs −mTr) (1.26)
alors le signal reçu après rétrodiﬀusion sur le réﬂecteur k peut se réécrire :
M−1∑
m=0
sT0
((
1 +
2vrr
c
)
(lTs −mTr)− τ (k)0
)
exp (j2pif0lTs)
=
M−1∑
m=0
sT0
(
lTs −mTr + 2vrr
c
lTs − 2vrr
c
mTr − τ (k)0
)
exp (j2pif0lTs) (1.27)
Sous l'hypothèse de bande étroite du signal reçu, (1.27) s'approxime comme suit :
M−1∑
m=0
sT0
(
lTs −mTr + 2vrr
c
lTs − 2vrr
c
mTr − τ (k)0
)
exp (j2pif0lTs)
≈
M−1∑
m=0
sT0
(
lTs −mTr − 2vrr
c
mTr − τ (k)0
)
exp (j2pif0lTs) (1.28)
Dans (1.28), il reste le terme 2vrrc mTr, où m varie de 0 à M − 1. De manière analogue au cas de
l'hypothèse de bande étroite, 2vrrc mTr est négligeable lorsque la condition suivante est vériﬁée :
2vrr
c
MTrB  1 (1.29)
Cette hypothèse n'est pas toujours satisfaite en pratique. Dans ce cas, le terme 2vrrc mTrB induit
le phénomène appelé migration distance  qui est d'autant plus important que la cible se déplace
rapidement et que le nombre M d'impulsions est grand. Des traitements ont été proposés pour
compenser ces migrations distances ; le lecteur peut se référer par exemple à [Per07] ou plus
récemment à [Deu11].
Dans le cadre de notre étude, nous supposons que le nombre L d'échantillons du signal reçu
est tel que la cible peut être considérée comme  immobile  pendant la durée LTs.
A ce stade, nous nous sommes concentrés sur les hypothèses permettant de simpliﬁer les
termes relatifs au signal s dans l'expression du signal reçu (1.10). Concernant les échantillons du
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bruit thermique, ils sont modélisés par des variables aléatoires gaussiennes circulaires indépen-
dantes de variance σ2. On a alors :
E[bbH ] = σ2IL (1.30)
Dans le prochain paragraphe, nous étudions la modélisation des coeﬃcients d'atténuations α1, ..., αK
et des échantillons du vecteur u issu du fouillis.
1.4 Modélisation des coeﬃcients d'atténuation
1.4.1 Phénomène physique
La valeur du module de chaque coeﬃcient d'atténuation dépend de la puissance du signal
reçu à la sortie du récepteur I/Q. Pour obtenir cette puissance, le bilan de liaison radar doit être
calculé.
La densité de puissance du signal reçu par un élément de surface dS de la cible située à la
distance R s'écrit, par déﬁnition du gain d'antenne G [Sko81] :
dPcible = G
Pc
4piR2
dS (1.31)
où Pc est la puissance crête émise par le radar.
La densité de puissance du signal réﬂéchi par la cible s'écrit en fonction du paramètre appelé
 Surface Équivalente Radar  (SER) et noté σSER. D'après [Le 89], la SER est  la surface dont
il faudrait disposer, si elle rétrodiﬀusait de façon isotrope dans tout l'espace, pour renvoyer un
écho 5 de même puissance que celui eﬀectivement reçu par le récepteur .
Après avoir parcouru le trajet retour, le signal rétrodiﬀusé arrive sur l'antenne avec la puis-
sance Preçue qui s'écrit en fonction de (1.31) et de la SER de la cible :
Preçue = G
Pc
(4piR2)2
σSER (1.32)
La capacité d'une antenne à capter l'énergie reçue et à la transmettre au récepteur est déﬁnie au
travers de la surface équivalente de l'antenne dont l'expression est [Sko81] :
Ae = λ
2
c
Grec
4pi
(1.33)
où λc est la longueur d'onde de la fréquence porteuse et Grec est le gain en réception. Dans le
cas du radar monostatique, il est égal au gain à l'émission 6 G.
Ainsi, la puissance crête reçue au point de référence radar s'écrit à partir de (1.32) et (1.33) :
Pr =
Ae
Lpertes
Preçue = G
Gλ2cPc
(4pi)3LpertesR4
σSER (1.34)
où Lpertes représente les pertes dues au radôme, les pertes hyperfréquences et les pertes atmosphé-
riques. Les pertes hyperfréquences sont les pertes engendrées par les composants électroniques
situés entre l'antenne et l'émetteur/le récepteur tels que le guide d'onde, le duplexeur, etc. Ces
5. On parle d' écho  de cible pour désigner le signal rétrodiﬀusé par la cible vers le radar.
6. Dans le cas d'un radar bistatique, le gain d'antenne à l'émission n'est pas nécessairement égal au gain
d'antenne à la réception.
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pertes, ainsi que les pertes dues au radôme peuvent être estimées à partir de mesures alors que
les pertes atmosphériques varient en fonction des diﬀérentes caractéristiques de l'atmosphère, de
la distance R et de la longueur d'onde λc.
Dans (1.34), seuls les paramètres Lpertes, R et σSER sont inconnus. Pour une distance R
donnée, le coeﬃcient d'atténuation varie donc avec la SER et les pertes atmosphériques. Les
caractéristiques de l'atmosphère dépendent de nombreux paramètres inconnus (pression, tempé-
rature, etc.), mais les pertes atmosphériques communément admises sont de l'ordre de quelques
décibels [Dar81, chap. 11]. Pour ce qui est de la SER d'une cible donnée, elle dépend également
de nombreux paramètres tels que la longueur d'onde, l'angle d'incidence de l'onde émise sur l'ob-
jet, la forme de l'objet, etc. Il existe plusieurs approches pour la calculer. Ainsi, en modélisant
la cible comme un ensemble d'objets  simples  dont les SER sont données par des formules
approchées, la SER de la cible peut être estimée en sommant les contributions individuelles de
ces objets  simples . Un exemple des diﬀérents phénomènes de propagation qui peuvent se
produire sur une cible est illustré sur la ﬁgure 1.6 (source : [Sko08, ch. 14] citant Knott dans
[Hem92, ch. 4]).
Structure réentrante :
Conduit d'échappement
des moteurs
Réﬂecteurs spéculaires :
Surfaces perpendiculaires à
l'angle d'incidence de l'onde
Echos des ondes  voyageuses  :
Onde  voyageant  le long de l'avion puis se
réﬂéchissant sur une surface discontinue
vers l'avant de l'avion
Diﬀraction :
Coin de l'aile
Diﬀraction :
Bord de l'aile
Diﬀraction :
Nez de l'avion
Figure 1.6  Exemples de mécanismes de réﬂexion de l'onde électromagnétique sur une cible
Avec l'augmentation de la puissance de calcul de processeurs, une deuxième approche consiste
à utiliser des logiciels de calcul de SER tels que X-Patch [And00] ou encore le logiciel de S. A.
Gorshkov et al. [Gor02]. Ils sont fondés sur la résolution des équations de Maxwell. Enﬁn, la SER
d'une cible peut être aussi mesurée [Kno93]. Toutefois, lorsqu'il s'agit d'une cible de plusieurs
dizaines de mètres de long, la mise en ÷uvre de ces tests requiert des moyens logistiques et
économiques importants.
Ainsi, puisque la SER dépend de nombreux paramètres inconnus d'une part, et d'autre part
que la cible est inconnue a priori, une modélisation alternative du coeﬃcient de réﬂexion consiste
à considérer la SER comme un processus aléatoire [Swe54]. Cela revient à modéliser les coeﬃ-
cients d'atténuation par des processus aléatoires.
1.4.2 Modèles statistiques
De nombreuses modélisations statistiques ont été proposées pour les coeﬃcients de réﬂexion
α1, ..., αK présents dans les modèles de signaux reçus à K points brillants (1.18). Parmi les
modèles statistiques les plus couramment utilisés en radar, les modèles de Swerling I, II, III et IV
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sont relativement populaires. Les modèles de Swerling I et II reposent sur l'hypothèse que chaque
coeﬃcient d'atténuation est la contribution de plusieurs réﬂecteurs indépendants de puissance
uniforme et dont les phases sont supposées aléatoires et équiréparties sur [0; 2pi[. Dans ce cas, en
s'inspirant du théorème centrale limite (TCL), les variables α1, ..., αK peuvent être modélisées
comme des variables aléatoires gaussiennes circulaires de variances γ21 , ..., γ
2
K respectivement.
Dans le modèle de Swerling I, les coeﬃcients d'atténuation sont supposés constants durant un
train d'impulsions mais varient d'un train à l'autre. Concernant le modèle de Swerling II, les
coeﬃcients d'atténuation varient d'impulsion à impulsion. Cela correspond à une cible dont les
coeﬃcients d'atténuation ﬂuctuent plus rapidement par rapport au cas Swerling I. Le modèle de
ﬂuctuation de Swerling III traite le cas où un des coeﬃcients αk est prépondérant sur tous les
autres. Swerling propose une loi du χ2 à quatre degrés de liberté pour la distribution de chaque
variable 4|α1|2/γ21 , ..., 4|αK |2/γ2K . Comme pour le cas du modèle de Swerling II par rapport au
modèle de Swerling I, le modèle de Swerling IV correspond à une ﬂuctuation d'impulsion à
impulsion alors que le modèle de Swerling III correspond à une ﬂuctuation de train à train.
Dans certains cas, les coeﬃcients d'atténuation sont modélisés par des variables déterministes
inconnues. Ils sont alors qualiﬁées de  non ﬂuctuants  et sont regroupés sous l'appellation
 modèle de Swerling 0  (ou Swerling V). Ce modèle est couramment utilisé en radar comme
cas de référence.
D'autres modélisations statistiques ont été proposées [De 04]. En eﬀet, s'appuyant sur des
données réelles où la cible est un navire comportant de larges surfaces planes de fortes SERs
par exemple, la loi gaussienne ne suﬃt pas pour modéliser les fortes valeurs des coeﬃcients
d'atténuation. Aﬁn de disposer d'une queue de distribution plus lourde, on peut envisager la loi
log-normale [Shn91], la loi de Weibull [Cui14], etc.
Dans le cadre de nos travaux, nous considérons les modèles de Swerling I et Swerling 0.
Disposant des modèles statistiques des coeﬃcients d'atténuation du signal reçu, nous intro-
duisons les modèles statistiques des perturbations aﬁn de compléter la caractérisation statistique
du modèle de signal reçu à K points brillants (1.18).
1.5 Modélisation du fouillis
De manière analogue au cas d'une cible, la capacité de l'environnement à rétrodiﬀuser le
signal incident est caractérisée par la valeur de sa SER. Celle-ci varie en fonction de nombreux
paramètres tels que les caractéristiques du sol (forêt, montagne, etc.) ou de la mer (hauteur des
vagues, force du vent, etc.), l'angle d'incidence de l'onde sur le sol ou la mer, etc. [Lac01]. Sachant
que ces paramètres sont inconnus a priori, le fouillis est modélisé par un processus aléatoire. Nous
présentons diﬀérentes distributions statistiques couramment utilisées en radar puis les propriétés
du fouillis en termes de corrélation.
Plusieurs distributions ont été proposées à partir de données réelles acquises dans des scé-
narios diﬀérents. Par exemple lorsque la mer est calme et que l'angle d'incidence du signal émis
arrivant sur la mer est suﬃsamment élevé, c'est-à-dire supérieur à 10comme représenté sur la
ﬁgure 1.7, le signal reçu par le radar après rétrodiﬀusion sur la mer est la somme des contribu-
tions des diﬀérents réﬂecteurs élémentaires. Par application du TCL sur l'ensemble des variables
aléatoires indépendantes modélisant les coeﬃcients d'atténuation des signaux rétrodiﬀusés par
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les réﬂecteurs, l'amplitude 7 du signal renvoyé par la mer est caractérisée statistiquement par
une loi de Rayleigh 8 [Sko81]. Cette loi est également utilisée pour du fouillis de sol lorsque ce
dernier est un champs où le fouillis est  homogène , c'est-à-dire que les énergies rétrodiﬀusées
par les diﬀérents réﬂecteurs élémentaires du sol sont du même ordre de grandeur. Dans ce cas, le
seul paramètre inconnu pour caractériser le loi de Rayleigh est la variance du fouillis. En radar,
celle-ci est couramment estimée à partir de données secondaires 9.
Radar
angle d'incidence
ou angle de rasance
Fouillis  homogène  : retour d'une
inﬁnité de réﬂecteurs élémentaires i.i.d.
(TCL)
Modélisé par une loi
gaussienne circulaire
Fouillis homogène : mer calme ou sol de type champ
Fouillis de mer Fouillis de sol
Figure 1.7  Modélisation du fouillis
Lorsqu'on observe des pics 10 au niveau de l'amplitude du signal reçu, le fouillis ne peut
plus être modélisée par une loi de Rayleigh. C'est notamment le cas lorsque l'angle d'incidence
est faible et que la mer est plus agitée ou qu'il s'agit d'un sol montagneux. En eﬀet, lorsque
l'angle d'incidence est plus faible, les disparités de la mer (vagues, écume) ou du sol (rochers)
sont ampliﬁées. Pour modéliser ces fortes amplitudes, plusieurs lois ayant des queues de distri-
bution plus lourdes ont été proposées telles que la loi log-normale 8 ou encore la loi de Weibull 8
[Che14, chap. 11]. Pour ces lois, diﬀérentes méthodes peuvent alors être utilisées pour estimer
leurs paramètres à partir de données réelles telles que le maximum de vraisemblance, le critère
d'information d'Akaike [Say01] ou encore la divergence de Kullback-Leibler [Rit11]. Parmi les
lois alternatives à la loi de Rayleigh pour modéliser le fouillis de mer, Ward et al. [War13] ont
considéré une loi composée telle que la loi K 8 permettant de modéliser les variations  lentes 
induites par le mouvement des vagues et regroupées sous l'appellation  texture  d'une part,
et d'autre part les variations  rapides  issues des réﬂecteurs élémentaires et regroupées dans
l'appellation anglaise  speckle  (Cf. Fig. 1.8). Dans [Say01], les auteurs ont montré que la loi
K peut aussi convenir pour des données issues de fouillis de sol.
Enﬁn, on peut citer la distribution d'une variable aléatoire sphériquement invariante, notée
SIRV d'après l'appellation anglaise Spherically Invariant Random Variable. Les SIRV permettent
de modéliser des fouillis hétérogènes à partir d'une variable aléatoire distribuée selon une loi
complexe gaussienne composée, c'est-à-dire une loi gaussienne complexe dont la variance est une
variable aléatoire [Ova11]. La loi gaussienne complexe correspond à la distribution de la texture
alors que la distribution de la variance correspond à la distribution du speckle. On note que
lorsque la distribution de la variance est une loi Gamma, le module au carré d'une SIRV est
7. Le terme  amplitude  fait référence au module du coeﬃcient d'atténuation.
8. La densité de probabilité de cette loi est rappelée en annexe A.
9. Les données dites  secondaires  correspondent à des échantillons du signal reçu pour lesquels on suppose
qu'il n'y a pas de cible.
10. On parle de spikes en anglais.
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texture
Radar
2) les variations  lentes  induites
par le mouvement des vagues
La loi K vise à modéliser :
1) les variations rapides  locales 
(réﬂecteurs élémentaires)
Puissance moyenne modélisée
par une loi gamma
speckle
Amplitude du fouillis modélisée
par une loi de Rayleigh
angle d'incidence
- Angle de rasance petit
- Haute résolution
Figure 1.8  Fouillis hétérogène : exemple du fouillis de mer modélisé par une loi K
distribuée selon une loi K.
En plus de la distribution de l'amplitude des échantillons du signal reçu, le fouillis peut
être caractérisé par son spectre Doppler. En eﬀet, le mouvement des réﬂecteurs élémentaires du
fouillis induit un décalage en fréquence Doppler du signal reçu caractéristique. Par exemple, ce
phénomène peut être dû au mouvement des branches d'arbre ou des vagues induit par le vent.
Pour caractériser ce phénomène, une première approche consiste à modéliser la densité spectrale
de puissance du fouillis. En notant que le spectre du fouillis 11 a plutôt une nature basse fréquence
par rapport à la fréquence Doppler induite par la vitesse radiale des cibles aériennes, plusieurs
fonctions ont été proposées pour décrire l'étalement spectral, par exemple :
− une fonction gaussienne [Wat11]. Dans ce cas, la variance dépend du type de terrain
(sol rocheux, forêt, ville, mer agitée, mer calme, etc.) et la moyenne, qui peut varier au
cours du temps, dépend principalement de la vitesse du vent. Dans [Wal00], les auteurs
considèrent une somme de fonctions gaussiennes aﬁn de tenir compte des phénomènes
macro et microscopiques constituant le fouillis ;
− une fonction exponentielle [Lom01] ;
− une dernière alternative consiste à représenter le fouillis par un modèle autorégressif (AR)
[De 08, Abr08, De 09a, Pet10]. Ce modèle permet notamment de modéliser des fouillis
aux propriétés spectrales variées à partir de peu de paramètres. Pour une modélisation AR
d'ordre p, les échantillons du fouillis vériﬁent :
u(lTs) =
p∑
i=1
aiu((l − i)Ts) + w(lTs) (1.35)
avec w(lTs) les échantillons du processus générateur gaussien circulaire de variance σ2w et
{ai}i=1,...,p les paramètres AR.
Dans ce cas, le densité spectrale de puissance du fouillis associée peut s'exprimer comme
11. Par abus de langage, le  spectre du fouillis  correspond à la densité spectrale de puissance des échantillons
du fouillis induit par l'eﬀet Doppler.
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suit :
|S(f)|2 = σ2w
∣∣∣∣ 11−∑pi=1 aiz−i
∣∣∣∣2
z=exp
(
j2pi f
fs
)
= σ2w
∣∣∣∣ 1∏p
i=1(1− piz−1)
∣∣∣∣2
z=exp
(
j2pi f
fs
) (1.36)
où fs est la fréquence d'échantillonnage et (pi)i=1,...,p désignent les pôles pouvant caracté-
riser jusqu'à p résonances du spectre du fouillis dans la bande spectrale [−fs/2; fs/2[.
A titre d'illustration, nous représentons les cas des fonctions exponentielle et gaussienne ainsi
que le cas de la modélisation AR sur la ﬁgure 1.9. Pour cela, nous nous appuyons sur l'analyse
de [Lom01] pour des données réelles issues d'un radar 12  Phase One  pointant sur une zone
boisée avec une fréquence d'émission de 9, 2 GHz. Pour la fonction exponentielle, le paramètre
d'échelle tel que la fonction exponentielle se rapproche le plus de la DSP des données réelles
vaut 0.15s et pour la fonction gaussienne, l'écart-type de la fonction gaussienne qui correspond
le mieux à la DSP des données réelles vaut 15Hz. Pour le cas de la modélisation AR, De Maio et
al. considèrent un processus AR d'ordre 1 dont le paramètre AR ﬁxé a priori vaut 0.8. Sachant
que le spectre Doppler du fouillis est représenté de −250Hz à 250Hz dans [Lom01], nous avons
pris fs = 500Hz pour la modélisation AR. Toutefois, au delà de 60 Hz, la puissance du fouillis
est voisine ou inférieure à celle du bruit thermique. Nous avons donc tracé les DSP des spectres
Doppler entre −60Hz et +60Hz.
Gaussienne :
|S(f)|2 = exp
(
− f2152
)
AR(1) :
|S(f)|2 =
∣∣∣ 11−0.8z−1 ∣∣∣2
z=exp(j2pi ffs )
Exponentielle :
|S(f)|2 = exp (−0.15|f |)
f
Gaussienne
AR(1)
Exponentielle
Densité spectrale de puissance
Figure 1.9  Exemples de spectres Doppler de fouillis
Une fois le modèle choisi, il s'agit de déterminer le traitement de détection et les performances
de détection associées.
A partir de ce bref état de l'art sur la modélisation statistique du fouillis, nous étudions au
chapitre 3 l'optimisation de formes d'onde lorsque le signal reçu est perturbé par un fouillis gaus-
sien et nous traitons le cas particulier où les propriétés de corrélation du fouillis sont modélisées
par un processus AR.
12. Pour plus de détails sur le radar  Phase One , le lecteur peut se référer à [Bil02, Annexe 3.A]
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1.6 Conclusions
Nous avons introduit le modèle de signal à K points brillants. Pour ce modèle, nous avons
choisi des modélisations statistiques pour les coeﬃcients de réﬂexion α1, ..., αK et des modélisa-
tions statistiques pour la perturbation u due au fouillis. Parmi les diﬀérents modèles pour les
coeﬃcients de réﬂexion, nous optons pour les modèles couramment utilisés en radar de Swerling 0
et Swerling I. Quant à la perturbation, sa distribution inﬂuence les performances de détection
d'une cible.
Ainsi, dans la première partie du chapitre 2, nous analysons la détection d'une cible ponctuelle
dans les deux cas suivants : le signal reçu est perturbé uniquement par le bruit thermique et le
signal reçu est perturbé par le bruit thermique et un fouillis gaussien. Dans la seconde partie
du chapitre 2, nous tirons proﬁt des modèles statistiques introduits pour établir un test de
détection pour le modèle à plusieurs points brillants. Nous analysons alors ce test en termes de
performances de détection, c'est-à-dire en termes de probabilité de fausse alarme et de probabilité
de détection. Enﬁn, nous étudions la détection d'une cible ponctuelle perturbée par un fouillis
gaussien au chapitre 3.
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Détection d'une cible étendue : état de
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2.1 Introduction
D
e manière générale, l'étude de la détection d'une cible comprend deux aspects : la déﬁni-
tion d'un traitement de détection d'une part, et d'autre part, la caractérisation du test
de détection obtenu en termes de probabilité de fausse alarme (PFA) et de probabilité de dé-
tection (PD). Dans ce chapitre, nous considérons une cible modélisée par K points brillants non
nécessairement consécutifs répartis sur Q cases distance et nous analysons le cas où le signal
reçu est perturbé par un bruit gaussien circulaire. En pratique, ce scénario peut correspondre à
une conﬁguration de détection air-air ou air-mer lorsque la mer est peu agitée. On note que les
positions et amplitudes de ces K points brillants sont comme une signature de la cible. Ainsi,
pour identiﬁer la cible, le test de détection doit permettre de détecter mais également de localiser
les K points brillants.
Après un rappel des résultats usuels en radar concernant la détection d'une cible ponctuelle
- c'est-à-dire avec K = 1 réﬂecteur sur Q = 1 case distance - en présence de bruit gaussien, nous
nous focalisons sur le cas où K et Q sont quelconques et où le bruit gaussien est blanc. Nous
dressons alors un état de l'art des diﬀérentes approches proposées dans la littérature et qui sont
fondées sur le test du rapport de vraisemblance généralisé (GLRT pour generalized likelihood
ratio test) sous diﬀérentes hypothèses [Van71, Shn98, Ger97, Lon12]. Toutefois, certains ne
permettent pas de localiser les réﬂecteurs élémentaires, alors que pour d'autres, il n'y a pas
d'expressions analytiques pour la PFA et la PD. Ainsi, nous proposons d'analyser le GLRT
prenant en compte les positions inconnues de ces réﬂecteurs. Notre contribution porte alors sur
la caractérisation du test de détection obtenu en termes de PFA et de probabilité de détection et
de localisation (PDL) lorsque K est supposé connu a priori. Enﬁn, nous terminons ce chapitre
par une étude comparative entre le détecteur étudié et les diﬀérents détecteurs présentés dans
l'état de l'art.
2.2 Rappels sur la détection d'une cible composée d'un seul point
brillant
2.2.1 Détection en présence de bruit thermique
Dans le cas d'une cible à K = 1 point brillant en présence de bruit thermique de variance σ2
supposée connue, l'expression (1.18) du signal reçu peut s'écrire de la façon suivante :
y = αDf0s (τ0) + b (2.1)
L'objectif du test de détection est de déterminer si le signal reçu contient un écho de cible ou
non. Pour cela, on déﬁnit les deux hypothèses suivantes :
H0 (absence d'une cible) : y = b
H1 (présence d'une cible) : y = αDf0s (τ0) + b (2.2)
On désigne par pH0 et pH1 les densités de probabilité de y sous les hypothèses H0 et H1 respec-
tivement. Concernant le coeﬃcient d'atténuation α du signal reçu, nous considérons le cas où α
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est déterministe inconnu. Le test statistique utilisé est le GLRT dont l'expression est :
S(y) =
max
τ,f,α
pH1(y; τ, f, α)
pH0(y)
H1
≶
H0
 (2.3)
Dans la suite, on développe (2.3) pour aboutir au traitement de détection, puis on en déduit
la PFA et la PD.
2.2.1.1 Traitement de détection
Étant donné que b est un bruit blanc gaussien circulaire de variance σ2 supposée connue, les
vraisemblances pour les deux hypothèses H0 et H1 ont pour expressions :
pH0(y) =
1
(piσ2)L
exp
(
− 1
σ2
‖y‖2
)
(2.4)
et :
pH1(y; τ, f, α) =
1
(piσ2)L
exp
(
− 1
σ2
‖y − αDfs (τ) ‖2
)
(2.5)
Le rapport de vraisemblance généralisé (2.3) s'écrit alors :
S(y) =
max
τ,f,α
pH1(y; τ, f, α)
pH0(y)
= max
τ,f,α
exp
(
− 1
σ2
(‖y − αDfs (τ) ‖2 − ‖y‖2)) (2.6)
En pratique, le GLRT repose sur l'hypothèse d'une cible unique, c'est-à-dire que si l'on détermine
le retard τ et la fréquence f qui maximisent le rapport des vraisemblances, une seule cible est
détectée. Toutefois, en pratique, la zone couverte par le radar contient plusieurs cibles à détecter.
Aﬁn de s'aﬀranchir de cette hypothèse, on calcule le GLRT pour des valeurs ﬁxes de τ et f . Ces
valeurs candidates pour τ et f donnent lieu à une discrétisation des axes en τ et f .
Lorsque l'hypothèse H1 est vériﬁée, on montre que l'estimée αˆ de α au sens du maximum de
vraisemblance a pour expression :
αˆ =
sH (τ) DHf y
‖sH (τ) ‖2 (2.7)
Puisque la fonction logarithme est strictement croissante, le test du GLRT n'est pas modiﬁé
lorsqu'on prend le logarithme népérien de S. En remplaçant α par son estimée αˆ et en notant
que ‖Dfs (τ) ‖2 = ‖s (τ) ‖2, le test du rapport de vraisemblance généralisé vériﬁe :
ln (S(y)) =
1
σ2
∣∣∣sH (τ) DHf y∣∣∣2
‖sH (τ) ‖2 ≶  (2.8)
Dans la suite de ce document, on fait l'hypothèse que le signal émis est d'énergie unitaire sans
perte de généralité, c'est-à-dire :
‖s (τ) ‖2 = 1 (2.9)
Bien que le seuil dans (2.8) diﬀère du seuil dans (2.3), nous choisissons de garder  pour
désigner le seuil aﬁn de ne pas alourdir les notations.
Remarque : sH (τ) DHf y n'est autre que la sortie du ﬁltre adapté au signal émis pris au retard τ
et à la fréquence f . En présence d'une cible ponctuelle en (τ0, f0), |sH (τ) DHf y| est caractérisé
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par un lobe principal centré en τ = τ0 et f = f0 dont la largeur détermine la capacité à distinguer
deux cibles proches. On parle alors de  résolution en distance  et de  résolution en fréquence .
Toutefois, lorsque la résolution en distance est supérieure à la dimension d'une cible, il n'est pas
possible de distinguer les diﬀérents réﬂecteurs élémentaires et la cible est alors détectée comme
une cible ponctuelle.
En radar, il est courant d'étudier les performances de détection du test (2.8), c'est-à-dire la
PFA et la PD, lorsque α est déterministe et lorsque α est aléatoire. Ces deux cas correspondent
respectivement aux modèles de Swerling 0 et Swerling I introduits au chapitre 1.
2.2.1.2 Performances de détection
Pour l'étude des performances de détection, on se place sur la case distance-Doppler où se
situe la cible, c'est-à-dire pour τ = τ0 et f = f0. Il s'agit alors de déterminer les distributions de
sH (τ0) D
H
f0
y sous H0 et sous H1 aﬁn d'obtenir les distributions de la variable de test
|sH(τ0)DHf0y|
2
σ2
pour en déduire la PFA et la PD respectivement.
− sous l'hypothèse H0 :
y = b (2.10)
Dans ce cas, en tenant compte de (2.9), on a :
sH (τ0) D
H
f0y ∼ NC(0, σ2) (2.11)
où NC(0, σ2) désigne la loi normale circulaire de variance σ2.
− sous l'hypothèse H1 :
y = αDf0s (τ0) + b (2.12)
En tenant compte de (2.9), sH (τ0) DHf0y peut se mettre sous la forme suivante :
sH (τ0) D
H
f0y = αs
H (τ0) D
H
f0Df0s (τ0) + s
H (τ0) D
H
f0b
=
‖s(τ0)‖2=1
α+ sH (τ0) D
H
f0b (2.13)
Pour le modèle de Swerling 0, α est déterministe inconnue. Dans ce cas, E[sH (τ0) DHf0y] = α
d'où :
sH (τ0) D
H
f0y ∼ NC(α, σ2) (2.14)
Pour le modèle de Swerling I, α est une variable aléatoire vériﬁant α ∼ NC(0, γ2). Dans ce
cas :
sH (τ0) D
H
f0y ∼ NC(0, σ2 + γ2) (2.15)
2.2.1.2.1 Probabilité de fausse alarme (PFA)
La PFA est la probabilité que la variable de test
|sH(τ0)DHf0y|
2
σ2
soit supérieure au seuil  sachant
qu'il n'y a pas de cible :
PFA = P0
[
|sH (τ0) DHf0y|2
σ2
> 
]
(2.16)
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où P0 désigne la probabilité sous H0.
Sous l'hypothèse H0, d'après (2.11), la variable aléatoire
2|sH(τ0)DHf0y|
2
σ2
est distribuée selon une
loi du χ2 à deux degrés de liberté dont la densité de probabilité pχ2,2 est déﬁnie par :
pχ2,2(x) =

1
2
exp
(
−x
2
)
x ∈ R+
0 sinon
(2.17)
En développant (2.16), il vient :
PFA = P0
[
2|sH (τ0) DHf0y|2
σ2
> 2
]
=
(2.17)
∫ +∞
2
pχ2,2(x)dx
= exp(−) (2.18)
En pratique, on ﬁxe une PFA pour déterminer le seuil en utilisant (2.18).
2.2.1.2.2 Probabilité de détection (PD) pour le modèle de Swerling 0
La PD est la probabilité que la variable de test
|sH(τ0)DHf0y|
2
σ2
soit supérieure au seuil  sachant
qu'il y a présence d'une cible :
PD = P1
[
|sH (τ0) DHf0y|2
σ2
> 
]
(2.19)
où P1 désigne la probabilité sous H1.
Pour le modèle de Swerling 0, d'après (2.14), la variable aléatoire
2|sH(τ0)DHf0y|
2
σ2
est distribuée
selon une loi du χ2 non centrée à deux degrés de liberté dont la densité de probabilité pχ2nc,2 est
déﬁnie par :
pχ2nc,2(x; a) =

1
2
exp
(
−x+ a
2
)
I0
(√
ax
)
x ∈ R+
0 sinon
(2.20)
où le paramètre de non-centralité a est déﬁni par :
a =
2|α|2
σ2
(2.21)
et I0 la fonction de Bessel modiﬁée de première espèce déﬁnie par la série entière :
I0(
√
ax) =
+∞∑
m=0
1
m!m!
(ax
4
)m
(2.22)
En développant (2.19), on aboutit à :
PD = P1
[
2|sH (τ0) DHf0y|2
σ2
> 2
]
= 1− Fχ2nc,2
(
2;
2|α|2
σ2
)
(2.23)
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avec Fχ2nc,2(x;
2|α|2
σ2
) la fonction de répartition de la loi du χ2 à deux degrés de liberté de paramètre
de non-centralité 2|α|
2
σ2
.
La PD peut également s'exprimer en fonction du RSB η déﬁni par :
η =
E
[|α|2]
E [|b(lTs)|2] =
|α2|
σ2
(2.24)
Étant donné (2.18),  peut s'exprimer en fonction de la PFA. Dans ce cas, en tenant compte de
la déﬁnition du RSB, la PD introduite en (2.23) peut se mettre sous la forme suivante :
PD = 1− Fχ2nc,2 (−2 ln(PFA); 2 η) (2.25)
Sur la ﬁgure 2.1, on trace la PD en fonction du RSB η pour diﬀérentes valeurs de PFA.
Figure 2.1  PD en fonction du RSB pour le modèle de ﬂuctuation Swerling 0 dans le cas de la
détection d'une cible ponctuelle
D'après la ﬁgure 2.1, pour garantir PD = 0.9 par exemple, il faut un gain en RSB de 4, 5 dB
pour que la PFA passe de 10−3 à 10−9.
2.2.1.2.3 PD pour le modèle de Swerling I
On peut également évaluer la pertinence du test (2.8) dans un contexte où α est une variable
aléatoire gaussienne circulaire. On procède alors de la même manière que précédemment. Ainsi,
sous l'hypothèse H1, d'après (2.15), la variable aléatoire
2|sH(τ0)DHf0y|
2
σ2+γ2
est distribuée selon une
loi du χ2 à deux degrés de liberté d'après (2.17), la PD vériﬁe alors :
PD = exp
(
− σ
2
σ2 + γ2

)
(2.26)
Sachant que le seuil  est égal à − ln(PFA) d'après (2.18), la PD peut s'écrire en fonction de la
PFA comme suit :
PD = (PFA)
σ2
σ2+γ2 (2.27)
A ce stade, on souhaite exprimer la PD en fonction du RSB. Pour cela, on rappelle que le RSB
est déﬁni par (2.24) et vaut ici :
η =
E
[|α|2]
E [|b(lTs)|2] =
γ2
σ2
(2.28)
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Étant donné (2.28), la PD en fonction du RSB est alors donnée par :
PD = (PFA)
1
1+η (2.29)
On représente la PD en fonction du RSB et de la PFA sur la ﬁgure 2.2.
Figure 2.2  PD en fonction du RSB pour le modèle de ﬂuctuation Swerling I dans le cas de la
détection d'une cible ponctuelle
Entre la ﬁgure 2.1 et la ﬁgure 2.2, on note que pour PFA = 10−3 par exemple, on atteint une
PD de 0.9 pour un RSB de 11 dB pour le modèle de Swerling 0 alors qu'il faut un RSB de 18 dB
pour le modèle de Swerling I.
Bilan sur la détection d'une cible à un point brillant en présence de bruit ther-
mique :
Nous avons étudié le GLRT pour le modèle de cible à un point brillant. Nous avons alors
explicité la PFA et les PD pour les deux modèles de ﬂuctuation du coeﬃcient d'atténuation du
signal reçu lorsque ce dernier est perturbé par un bruit blanc gaussien circulaire.
En pratique, pour la détection de cibles aériennes par un radar aéroporté, le modèle de
Swerling I correspond à un cas réaliste alors que le modèle de Swerling 0 correspond à un cas
idéal.
Après avoir étudié la détection d'une cible ponctuelle dans le cas où la perturbation est un
bruit blanc gaussien circulaire, nous analysons le cas où le signal reçu est perturbé par du fouillis
gaussien.
2.2.2 Détection en présence de fouillis gaussien
Nous rappelons premièrement l'expression du signal reçu échantillonné pour un modèle de
cible ponctuelle (2.1) :
y = αDf0s (τ0) + b + u (2.1)
où le vecteur b contient la contribution du bruit thermique et u la contribution du fouillis.
Comme évoqué dans la partie 1.5, certains types de fouillis présentent des propriétés de corréla-
tion en terme de spectre Doppler. Ainsi, dans cette partie, nous considérons le cas où le vecteur
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b + u est distribué selon une loi gaussienne complexe multivariée de matrice de covariance M
vériﬁant :
M = σ2IL + Γ (2.30)
où IL est la matrice identité de taille L × L et Γ = E[uuH ] est la matrice de covariance du
fouillis.
Dans ce qui suit, nous rappelons le traitement de détection découlant du GLRT dans le cas où
M est supposée connue ; puis, nous analysons les performances de détection associées.
a) Traitement de détection
Pour déterminer si le signal reçu contient un écho de cible ou non, nous procédons comme
pour le cas précédent et les hypothèses H0 et H1 sont données par :
H0 (absence d'une cible) : y = b + u
H1 (présence d'une cible) : y = αDf0s (τ0) + b + u (2.31)
Lorsque le retard τ0 et la fréquence Doppler f0 ne sont pas connus, on considère le modèle suivant
pour les observations :
y = αDfs (τ) + b + u (2.32)
où le retard τ et la fréquence Doppler f sont des variables déterminites inconnus.
Pour développer le GLRT, nous rappelons que les vraisemblances pH0 et pH1 sous les hypo-
thèses H0 et H1 respectivement sont :
pH0(y) =
1
piL det(M)
exp
(−yHM−1y) (2.33)
et :
pH1(y;α) =
1
piL det(M)
exp
(
− (y − αDfs(τ))H M−1 (y − αDfs(τ))
)
(2.34)
où det désigne le déterminant d'une matrice.
En procédant comme pour le cas précédent du bruit blanc gaussien, c'est-à-dire en prenant le
logarithme du rapport de vraisemblance et en remplaçant α par son estimée au sens du maximum
de vraisemblance, on aboutit au test de détection suivant :∣∣∣sH(τ)DHf M−1y∣∣∣2
sH(τ)DHf M
−1Dfs(τ)
≶  (2.35)
Ce traitement est couramment appelé adaptive matched ﬁlter pour  ﬁltre adapté adaptatif 
ou encore whitening matched ﬁlter pour  ﬁltre adapté blanchisseur  [Rob92]. Cette dernière
appellation s'explique par le fait que le traitement (2.35) peut être décomposé en trois étapes :
− le blanchiment du signal reçu, décrite par l'opération M− 12 y dans laquelle la combinaison
fouillis et bruit thermique devient un bruit blanc par pré-multiplication du signal reçu par
la matrice M−
1
2 ,
− le ﬁltrage adapté au signal blanchi M− 12 y par le ﬁltre sH(τ)DHf M−
1
2 ,
− l'opération de module au carré puis de normalisation par le terme sH(τ)DHf M−1Dfs(τ).
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Étudions à présent la PFA et la PD associées à la statistique de test (2.35).
b) Performances de détection
Pour les performances de détection, on se place en τ = τ0 et f = f0.
Sous l'hypothèse H0, le signal reçu ne contient que la perturbation b + u, c'est-à-dire
sH(τ0)D
H
f0
M−1y ∼ NC(0, sH(τ0)DHf0M−1Df0s(τ0)). La statistique du test (2.35) est donc distri-
buée selon une loi du χ2 à 2 degrés de liberté. On se retrouve dans le même cas que précédemment
et la PFA est donnée par :
PFA = P0

∣∣∣sH(τ)DHf M−1y∣∣∣2
sH(τ)DHf M
−1Dfs(τ)
> 

= exp (−) (2.36)
Pour la PD, le raisonnement est analogue. Ainsi, sous l'hypothèse H1 et dans le cas du modèle
de Swerling 0, on a :
sH(τ0)D
H
f0M
−1y ∼ NC
(
αsH(τ0)D
H
f0M
−1Df0s(τ0), s
H(τ0)D
H
f0M
−1Df0s(τ0)
)
(2.37)
En reprenant les développements du paragraphe 2.2.1.2.2, la PD peut s'écrire :
PD = 1− Fχ2nc,2
(
2; 2|α|2) (2.38)
Pour le modèle de Swerling I, le PD est donnée par :
PD = exp
(
− 1
1 + γ2

)
(2.39)
Le traitement de détection d'une cible ponctuelle en présence de fouillis gaussien nécessite la
connaissance de la matrice de covariance M. Celle-ci peut être estimée à partir de données réelles
ou modélisée par une expression analytique donnée. Dans le premier cas, divers estimateurs sont
proposés dans la littérature [Kel86, Rob92, Gin02, Pas05, Bre15] selon la distribution du
fouillis considérée, voir par exemple [Pas08] pour une analyse de plusieurs estimateurs de la
matrice de covariance d'un SIRV. Dans le second cas, on peut citer par exemple De Maio et al.
[De 09a] qui utilisent une modélisation AR du premier ordre.
Après avoir rappelé les tests de détection obtenus à partir du GLRT pour la détection d'une
cible ponctuelle en présence de bruit gaussien circulaire, puis corrélé, nous étudions la détec-
tion d'une cible étendue en présence de bruit blanc gaussien circulaire. Concernant la détection
d'une cible ponctuelle en présence de fouillis gaussien, nous y reviendrons au chapitre 3 pour
l'optimisation de formes d'onde robustes au fouillis.
2.3 Détection d'une cible à multiples points brillants
Nous avons vu dans la section précédente 2.2.1.1 que pour une cible ponctuelle, le variable de
test est égale au module au carré de la sortie du ﬁltre adapté. En pratique, une cible est constituée
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d'une inﬁnité de réﬂecteurs élémentaires dont les contributions se combinent aboutissant ainsi
au modèle à K réﬂecteurs. Lorsque le pas de résolution en distance du signal reçu après ﬁltrage
adapté est supérieur à la dimension de la cible, il n'est pas possible de distinguer ces diﬀérents
réﬂecteurs et la cible apparaît comme un unique point brillant. Dans ce cadre, le détecteur
introduit dans la section précédente 2.2 peut être qualiﬁé de  détecteur basse résolution .
Lorsque le pas de résolution en distance est inférieur à la dimension de la cible, il est possible
de distinguer les réﬂecteurs élémentaires. Un des intérêts de détecter ces réﬂecteurs est qu'ils
caractérisent la cible et facilitent son identiﬁcation. En pratique, une cible étendue sur un nombre
Q de cases distance ne présente que quelques réﬂecteurs élémentaires [Li96]. Ainsi, dans cette
section, nous étudions le cas général de la détection d'une (ou plusieurs) cible(s) constituée(s)
de K points brillants 13 non-nécessairement consécutifs et répartis sur Q cases distance, Cf. Fig.
2.3.
Pour traiter de la détection de ce modèle de cible dans le cas où la perturbation est un bruit
thermique distribué selon une loi normale circulaire de variance supposée connue, nous proposons
premièrement de dresser un état de l'art sur les détecteurs existants. Dans un second temps,
nous étudions le traitement de détection issu du GLRT développé sous certaines hypothèses
que nous préciserons par la suite [Rou15b]. Nous analysons alors le détecteur obtenu en termes
de performances de détection en nous fondant sur des résultats issus des statistiques d'ordre.
Nous déduisons des approximations de la PFA, de la PD et de la probabilité de détection et de
localisation (PDL). Enﬁn, nous eﬀectuons une étude comparative avec les détecteurs présentés
dans l'état de l'art.
2.3.1 Etat de l'art sur les détecteurs d'une cible étendue
Dans cet état de l'art, nous présentons plusieurs approches pour la détection d'une cible
étendue en présence de bruit blanc gaussien circulaire. Pour cela, nous rappelons premièrement
le modèle de signal reçu et introduisons quelques notations utiles pour les développements à
venir.
Commençons par rappeler le modèle à K réﬂecteurs :
y = Xτ0,f0α + b (1.18)
avec :
Xτ0,f0 = Df0
[
s
(
τ
(1)
0
)
s
(
τ
(2)
0
)
· · · s
(
τ
(K)
0
)]
(1.19)
où les vecteurs colonnes s
(
τ
(k)
0
)
, k = 1, ...,K sont tels que :∥∥∥s(τ (k)0 )∥∥∥ = 1, k = 1, ...,K (2.40)
Dans ce qui suit, on fait l'hypothèse que les retards τ (1)0 , ..., τ
(K)
0 vériﬁent :
τ
(k)
0 = i
(0)
k δ, k = 1, ...,K (2.41)
où δ est la durée telle que cδ/2 est la largeur d'une case distance. Les indices i(0)1 , ..., i
(0)
K corres-
pondent aux retards inconnus distincts, Cf. Fig. 2.3.
13. Dans ce scénario, K est le nombre total de points brillants, c'est-à-dire qu'il correspond au produit entre le
nombre de cibles et le nombre de points brillants constituant chaque cible.
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τ
(1)
0 = i
(0)
1 δ
retard
K réﬂecteurs
élémentaires
τ
(K)
0 = i
(0)
K δ
τ
(2)
0 = i
(0)
2 δ
δ
Qδδ
... ...
Figure 2.3  Exemple de scénario avec une seule cible constituée de K points brillants répartis
sur Q cases distances
Pour estimer les indices i(0)1 , ..., i
(0)
K , nous introduisons les variables i1, ..., iK . Sachant que
la cible est supposée répartie sur Q cases distance avec Q supposé connu, les indices inconnus
i
(0)
1 , ..., i
(0)
K et les variables i1, ..., iK sont compris dans l'intervalle [[1;Q]]. En supposant que la
fréquence Doppler f0 est connue, le problème de détection de la cible à K réﬂecteurs se ramène
à déterminer les K indices distincts i1, ..., iK .
En posant i = [i1 i2 · · · iK ]T , on introduit alors la notation suivante :
Xi = Xτ ,f0 = Xiδ,f0 (2.42)
Concernant le bruit additif b, il vériﬁe :
E[bbH ] = σ2IL (2.43)
où la variance σ2 est supposée connue.
Disposant du modèle de signal reçu, les hypothèses H0 et H1 sont données par :
H0 : y = b
H1 : y = Xiα + b
(2.44)
où α est supposé déterministe et inconnu.
Les approches qui traitent de la détection d'une cible étendue sont fondées sur le GLRT et
diﬀèrent par les hypothèses prises sur les retards iδ ou sur la valeur de K. On aboutit alors à
divers détecteurs parmi lesquels :
1. le détecteur dit  quadratique  [Van71],
2. le détecteur nommé  K/Q  [Shn98],
3. le détecteur qualiﬁé d' optimal  [Van71],
4. le détecteur appelé  SSD  pour Spatial Scattering Density [Ger97],
Dans la suite et pour chacun de ces cas, on précise les hypothèses sur les indices i1, ..., iK et surK.
Puis, on développe le rapport de vraisemblance et enﬁn, on caractérise le détecteur obtenu en
termes de PFA et de PD.
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2.3.1.1 Le détecteur  quadratique 
Le détecteur quadratique, également appelé  intégrateur , repose sur l'hypothèse que chaque
case distance contient un réﬂecteur, c'est-à-dire K = Q. Dans ce cas, les positions des réﬂecteurs
élémentaires ne sont pas à déterminer, c'est-à-dire :
i = [1 2 . . . Q]T (2.45)
Le logarithme du test du rapport de vraisemblance généralisé revient à tester :
max
α
1
σ2
(||y||2 − ||y −Xiα||2) ≶  (2.46)
En remplaçant α par son estimée au sens du maximum de vraisemblance donnée par
(Xi
HXi)
−1XiHy, (2.46) devient :
1
σ2
(||y||2 − ||y −Xi(XiHXi)−1XiHy||2) ≶  (2.47)
Sachant que Xi(Xi
HXi)
−1XiH correspond au projecteur orthogonal de CL sur l'espace colonne
de la matrice Xi et que la diﬀérence y − Xi(XiHXi)−1XiHy est le résidu de la projection
orthogonale du vecteur y sur cet espace colonne, (2.47) peut se mettre sous la forme suivante :
1
σ2
||Xi(XiHXi)−1XiHy||2 ≶  (2.48)
Pour s'aﬀranchir du coût calculatoire engendré par l'inversion de la matrice Xi
HXi, il est courant
en radar de se placer dans le régime asymptotique N → +∞ tel que pour i ﬁxé, on a l'hypothèse
suivante :
Hypothèse.
Xi
HXi = IK +O
(
1
N
)
(2.49)
où l'on rappelle que N est l'entier tel que :
T = NTs (2.50)
L'hypothèse (2.49) revient à supposer qu'à B et Ts ﬁxes, les signaux transmis sont décorrélés
pour des durées NTs suﬃsamment grandes, c'est-à-dire que l'élément de la ligne l et de la colonne
m de la matrice Xi
HXi vériﬁe asymptotiquement :
sH (ilδ) s (imδ) =
{
1 si il = im
0 sinon
+O
(
1
N
)
(2.51)
On démontre en annexe B.1 que cette hypothèse est vériﬁée dans le cas où le signal émis est une
impulsion modulée linéairement en fréquence et lorsque δ = 1/B.
Remarque : Sachant que les vecteurs s(kδ), k = 1, ..., Q de taille L contiennent les N échantillons
du signal émis, faire tendre N vers l'inﬁni sous-entend que L tend également vers l'inﬁni.
Dans le régime asymptotique et à i ﬁxé, la statistique de test (2.48) vériﬁe alors :
1
σ2
||Xi(XiHXi)−1XiHy||2 = 1
σ2
||(XiHXi)−1/2XiHy||2
=
1
σ2
||XiHy||2 + o(1) p.s. (2.52)
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où  p.s.  signiﬁe  presque sûrement .
Nous avons démontré en annexe B.2 que (2.52) est vériﬁée lorsque s est une impulsion modulée
linéairement en fréquence.
Dans (2.52), les Q composantes du vecteur Xi
Hy sont les Q sorties des ﬁltres adaptés prises
aux hypothèses de retard i1δ, ..., iQδ et en f = f0. Asymptotiquement, ces Q variables vériﬁent :
sH(δ)DHf0y
...
sH(Qδ)DHf0y
 D−→N→+∞

z1
...
zQ
 (2.53)
où
D−→ désigne la convergence en distribution et où z1, ..., zQ sont Q variables aléatoires indé-
pendantes telles que :
 sous H0, z1, ..., zQ ∼ NC(0, σ2),
 sous H1, z1, ..., zQ ∼ NC(α, σ2) pour le modèle de Swerling 0 et z1, ..., zQ ∼ NC(0, σ2 + γ2)
pour le modèle de Swerling I.
La statistique de test (2.52) revient à sommer les énergies des signaux reçus après ﬁltrage
adapté dans les Q cases distance. Elle peut alors s'exprimer asymptotiquement comme suit :
1
σ2
||XiHy||2 D−→
N→+∞
Squad =
1
σ2
Q∑
q=1
|zq|2 (2.54)
Pour la statistique de test Squad, la PFA asymptotique est déﬁnie par :
PFA,quad = P0 [Squad > ] (2.55)
Sous H0, 2Squad est distribuée selon une loi du χ2 à 2Q degrés de liberté dont la fonction de
répartition est Fχ2,2Q(2) :
PFA,quad = 1− Fχ2,2Q(2) (2.56)
Quant à la PD asymptotique, elle vériﬁe :
PD,quad = P1 [Squad > ] (2.57)
où le seuil  est ﬁxé à partir de (2.56) pour une valeur donnée de PFA.
Sous H1, dans le cas d'une cible dont les coeﬃcients d'atténuation sont non-ﬂuctuants, c'est-
à-dire pour le modèle de Swerling 0, 2Squad est distribuée selon une loi du χ2 non-centrée à 2Q
degrés de liberté dont la fonction de répartition est Fχ2nc,2Q(2). La PD asymptotique satisfait
ainsi :
PD,quad = 1− Fχ2nc,2Q
2, 2 Q∑
q=1
|αq|2
σ2
 (2.58)
où 2
∑Q
q=1
|αq |2
σ2
est le paramètre de non-centralité.
Dans le cas d'une cible dont les coeﬃcients d'atténuation sont ﬂuctuants selon le modèle de
Swerling I, la variable σ
2
σ2+γ2
Squad est distribuée selon une loi du χ2 centrée à 2Q degrés de
liberté. La PD asymptotique vériﬁe alors :
PD,quad = 1− Fχ2,2Q
(
2
σ2
σ2 + γ2

)
(2.59)
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On trace la PFA asymptotique et les PD asymptotiques sur la ﬁgure 2.4 pour Q = 15. Pour la
PD, le seuil  est tel que PFA,quad = 10−3. Le RSB est déﬁni par (2.24) et (2.28) pour les modèles
de Swerling 0 et Swerling I respectivement.
(a) PFA en fonction de  (b) PD en fonction du RSB
Figure 2.4  PFA et PD du détecteur quadratique, Q = 15,K = Q
En pratique, l'utilisateur ﬁxe Q en fonction de la taille recherchée de la cible puis parcourt
les cases distance par  groupe  de Q cases 14. Enﬁn, il eﬀectue une détection toutes les Q cases
distance (Cf. ﬁgure 2.5).
Cas favorable : la cible est
Cases
Tests de détection
distance
Groupes de Q
cases distantes
contenue dans un seul groupe
de Q cases et sa dimension
est voisine de Q cases distance
≶  ≶  ≶  ≶  ≶  ≶  ≶  ≶  ≶  ≶ 
Cas défavorable : la cible
est répartie sur deux
groupes de Q cases K  Q
défavorable :
Autre cas
Figure 2.5  Détecteur quadratique pour diﬀérentes conﬁgurations de cible
L'avantage du détecteur quadratique est sa simplicité de mise en ÷uvre. Toutefois, dans le
cas où la cible se situe entre deux  groupes , le RSB dans chaque groupe est réduit par rapport
au cas idéal où les Q réﬂecteurs sont exactement dans un groupe de Q cases, ce qui induit une
réduction des performances de détection.
De plus, comme énoncé en introduction de cette section, une cible est constituée de K réﬂecteurs
élémentaires principaux, ce qui conduit à plusieurs situations :
− K  Q, il s'agit d'un cas défavorable puisque des cases contenant uniquement du bruit sont
sommées dans Squad. Le seuil étant suﬃsamment élevé pour détecter l'énergie rétrodiﬀusée
par la cible dans l'ensemble des Q cases distance, cela entraîne des détections manquées,
− K ≈ Q, il s'agit d'un cas favorable puisque cela rejoint l'hypothèse de départ que les Q
cases distance contiennent un réﬂecteur élémentaire.
14. Un recouvrement est parfois utilisé pour améliorer la détection.
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A titre d'illustration, on trace la PD issue de la statistique de test Squad dans le cas d'une cible
avec K = 2 réﬂecteurs répartis sur Q = 15 cases distance. Pour le modèle de Swerling I par
exemple, on note qu'entre la courbe de la ﬁgure 2.4b et celle de la ﬁgure 2.6, il faut un gain en
RSB d'environ 11 dB pour atteindre une PD de 0, 2.
Figure 2.6  PD du détecteur quadratique, Q = 15,K = 2
D'autres détecteurs ont alors été proposés en considérant le modèle de cible à K points
brillants répartis sur Q cases distance ; c'est le cas notamment des détecteurs présentés ci-après.
2.3.1.2 Le détecteur  K/Q 
Le détecteur  K-parmi-Q , noté  K/Q , consiste à eﬀectuer une détection pour chaque
case distance et à décider la présence d'une cible lorsqu'au moins K réﬂecteurs sur Q cases sont
détectés, où K est connu a priori. La détection sur chaque case distance revient à considérer
chaque réﬂecteur comme une cible ponctuelle. En réutilisant les développements de la section
2.2, la PFA du détecteur K/Q vériﬁe asymptotiquement :
P0
(
card
{
k :
1
σ2
||sH(kδ)DHf0y||2 > 
}
>K
)
−→
N→+∞
PFA = P0
(
card
{
k :
1
σ2
|zk|2 > 
}
> K
)
(2.60)
où z1, ..., zQ sont les variables aléatoires gaussiennes indépendantes déﬁnies au paragraphe 2.3.1.1
précédent.
La PFA asymptotique pour le détecteur K/Q est alors donnée par [Ger95] :
PFA =
Q∑
q=K
(
Q
q
)
(PFA,ponct)q(1− PFA,ponct)Q−q (2.61)
où PFA,ponct désigne la PFA (2.18) pour une cible ponctuelle.
Quant à la PD asymptotique, en tenant compte du fait qu'une détection peut être issue soit
d'une des K cases contenant un réﬂecteur, soit d'une des Q−K cases ne contenant que du bruit,
elle vériﬁe :
PD =
Q∑
q=K
K∑
n=0
(
K
n
)(
Q−K
q − n
)
(PD,ponct)n(PFA,ponct)q−n(1−PD,ponct)K−n(1−PFA,ponct)Q−K+n−q
(2.62)
où PD,ponct est la PD d'une cible ponctuelle donnée par (2.23) pour le modèle de Swerling 0 et
par (2.26) pour le modèle de Swerling I.
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(a) PFA en fonction de  (b) PD en fonction du RSB
Figure 2.7  PFA et PD du détecteur K/Q, Q = 15,K = 2
On trace la PFA et les PD asymptotiques du détecteur K/Q sur la ﬁgure 2.7.
L'avantage du détecteur K/Q est sa simplicité de mise en ÷uvre. D'après les simulations
eﬀectuées par Hughes [Hug83], ce détecteur présente de meilleures performances de détection
que celles du détecteur quadratique lorsque un des réﬂecteurs de la cible est prépondérant.
Autrement dit, le détecteurK/Q est sensible à la conﬁguration de la cible en termes de répartition
et d'intensité des points brillants. De plus, pour des RSB faibles, on s'attend à une réduction des
performances de détection par rapport au détecteur quadratique puisqu'il s'agit de détections
individuelles.
Une alternative au détecteur K/Q est le détecteur dit  optimal  qui est issu du GLRT
lorsque les retards i1δ, ..., iKδ sont supposés équiprobables.
2.3.1.3 Le détecteur dit  optimal 
Ce détecteur est fondé sur le GLRT pour le modèle de cible à K points brillants sous l'hypo-
thèse que les positions des points brillants sont équiprobables [Van71]. Dans ce cas, en réutilisant
le développement du GLRT pour le détecteur quadratique donné par (2.46)-(2.48), le rapport de
vraisemblance pour une cible dont les coeﬃcients ﬂuctuent selon le modèle de Swerling 0 peut
s'écrire comme suit :
Sopt =
1(
Q
K
) ∑
i∈ΩK
exp
(
1
σ2
||Xi(XiHXi)−1XiHy||2
)
(2.63)
avec ΩK l'ensemble des
(
Q
K
)
combinaisons possibles de K éléments distincts dans l'ensemble
{1, ..., Q} et (QK) = Q!K!(Q−K)! .
En se plaçant en régime asymptotique et en utilisant l'approximation (2.49), (2.63) se simpliﬁe
de la manière suivante :
Sopt =
1(
Q
K
) ∑
i∈ΩK
exp
(
1
σ2
||XiHy||2
)
+ o(1)
D−→
N→+∞
1(
Q
K
) ∑
[i1,...,iK ]∈ΩK
exp
(
1
σ2
K∑
k=1
|zik |2
)
(2.64)
avec z1, ..., zQ les Q variables aléatoires gaussiennes indépendantes introduites au
paragraphe 2.3.1.1.
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(a) PFA en fonction de  (b) PD en fonction du RSB
Figure 2.8  PFA et PD du détecteur optimal, Q = 15,K = 2
On note que lorsque K = Q dans (2.63), on retrouve le détecteur quadratique, c'est-à-dire
ln(Sopt) = Squad.
En pratique, le détecteur dont la variable de test est (2.63) est diﬃcilement utilisable à
l'heure actuelle en temps réel car il faudrait tester les
(
Q
K
)
combinaisons possibles. En eﬀet, sa-
chant qu'une cible telle qu'un chasseur est constituée de 5 à 10 points brillants selon l'angle
d'incidence de l'onde émise par le radar sur la cible, le nombre de combinaisons possibles pour
Q = 20 varie entre
(
20
5
)
= 15 504 et
(
20
10
)
= 184 756.
Pour ce qui est de la PFA et de la PD, bien que nous ne disposons pas d'expressions analy-
tiques, elles peuvent être obtenues empiriquement par simulations de Monte Carlo, Cf. Fig. 2.8.
Pour une raison de coût calculatoire, nous avons pris Q = 15 et K = 2. De plus, sachant qu'une
fonction strictement croissante ne change pas le test, nous avons eﬀectué les simulations avec
ln(Sopt).
Remarque : Bien que le détecteur issu du GLRT pour le modèle de cible à K réﬂecteurs répartis
sur Q cases distance est donné par (2.63), c'est le détecteur quadratique qui est souvent implanté
dans les radars actuels pour sa simplicité de mise en ÷uvre et sa complexité calculatoire plus
faible. Dans [Van71], Van Der Spek a étudié le cas de la détection d'une cible à K réﬂecteurs
sur Q cases distance en utilisant le détecteur quadratique et a obtenu une expression analytique
pour la PD [Van71, eq. (10)]. L'utilisation du détecteur quadratique pour une cible à K points
brillants est qualiﬁée de  sous-optimale  par Van De Spek puisqu'il ne s'agit pas du détecteur
issu du GLRT. C'est par opposition à ce détecteur  sous-optimal  que Van Der Spek utilise
l'appellation  détecteur optimal .
Pour le détecteur quadratique, le détecteur K/Q et le détecteur optimal, K et Q sont des
paramètres ﬁxés a priori par l'utilisateur. En pratique, le paramètre Q est choisi en fonction
de la taille recherchée de cible. Quant au paramètre K, il varie d'une cible à une autre. Pour
pallier cette contrainte, Gerlach et al. [Ger97] ont proposé un détecteur fondé sur le GLRT où
le nombre K de réﬂecteurs est supposé aléatoire et distribué selon une distribution a priori : il
s'agit du détecteur dit  SSD  pour spatial scattering density.
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2.3.1.4 Le détecteur  SSD 
Le détecteur appelé  SSD  [Ger97] suppose que chaque valeur possible de K se réalise
avec une probabilité pK . L'appellation spatial scattering density, qui signiﬁe  densité spatiale
des réﬂecteurs , traduit la répartition a priori des réﬂecteurs sur les Q cases distance.
En considérant le modèle de ﬂuctuation de Swerling 0 pour α1, ..., αK , en supposant qu'à
K ﬁxé, toutes les positions des réﬂecteurs sont équiprobables, et en se plaçant dans le régime
asymptotique N → +∞, le test du rapport de vraisemblance généralisé s'écrit :
Q∑
K=1
pK
1(
Q
K
) ∑
i∈ΩK
exp
(
1
σ2
||XiHy||2
)
≶  (2.65)
où la probabilité pK est telle que :
pK = c
(
Q
K
)
(1− ξ)Q−KξK K = 1, ..., Q (2.66)
avec c = [1 − (1 − ξ)Q]−1 une constante de normalisation permettant d'avoir ∑K pK = 1, et ξ
un paramètre ﬁxé a priori qui contrôle la répartition des points brillants sur les Q cases distance.
Après développement, le test du rapport de vraisemblance généralisé (2.65) s'écrit comme
suit [Ger97] :
Q∑
K=1
ln
[
1 +
ξ
1− ξ exp
(
|sH(Kδ)DHf0y|2
σ2
)]
≶  (2.67)
Cependant, Gerlach et al. ne donnent pas d'expressions analytiques des PFA et PD associées à
ce détecteur. On trace donc les PFA et PD obtenues par simulations de Monte Carlo sur la ﬁgure
2.9.
(a) PFA en fonction de  (b) PD en fonction du RSB
Figure 2.9  PFA et PD du détecteur SSD, Q = 15,K = 2
Dans [Ger97], au travers de simulations de Monte Carlo, l'auteur compare ce détecteur avec
le détecteur quadratique et le détecteur K/Q. Les courbes de simulation de la PD en fonction
du RSB montrent que ce détecteur réalise un compromis entre les deux autres détecteurs.
Bien que ce détecteur ne nécessite pas de connaître K a priori, il requiert de ﬁxer un a priori
sur la densité des réﬂecteurs. En d'autres termes, la valeur de ξ est déterminée par le nombre
K0 attendu de réﬂecteurs.
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Bilan sur les détecteurs de cible étendue
Parmi les détecteurs présentés, le détecteur quadratique et le détecteur SSD conduisent à la
décision quant à la présence ou l'absence d'une cible, mais ils ne permettent pas de déterminer la
position des réﬂecteurs élémentaires. Dans le cadre de cette thèse, il ne s'agit pas uniquement de
détecter la cible, mais de proposer une solution facilitant son identiﬁcation à partir de son proﬁl
distance 15. Le détecteur K/Q permet de le faire, mais présente une sensibilité à la conﬁguration
inconnue de la cible.
Ainsi, dans la suite, nous analysons un GLRT pour la détection de K réﬂecteurs répartis sur
Q cases distance en intégrant la localisation de ces K réﬂecteurs élémentaires. En supposant que
K, Q et σ2 sont connus a priori, notre première contribution consiste à caractériser le détecteur
obtenu en termes de PFA et de PD. De plus, nous analysons la  probabilité de détection et de
localisation  (PDL) prenant en compte conjointement les détections et localisations correctes
des réﬂecteurs.
Dans la prochaine section, nous détaillons premièrement les diﬀérentes étapes qui permettent
d'aboutir à une expression du test pour le scénario proposé. Nous donnons alors des approxima-
tions des PFA, PD et PDL associées au test obtenu. Enﬁn, nous menons une étude comparative
avec le détecteur quadratique, le détecteur K/Q et le détecteur SSD en nous fondant sur la PD.
2.3.2 Contribution : étude d'un GLRT pour la détection d'une cible compo-
sée de K points brillants non nécessairement consécutifs
Dans cette partie, nous développons premièrement le GLRT pour une cible à K réﬂecteurs
élémentaires réparties sur Q cases distance sous l'hypothèse queK et Q sont connus et que les po-
sitions des réﬂecteurs sont déterministes et inconnues. Dans un second temps, nous caractérisons
le détecteur obtenu en termes de PFA, PD et PDL.
2.3.2.1 Traitement de détection
Nous reprenons les hypothèses introduites au paragraphe 2.3.1 sur l'état de l'art des diﬀérents
détecteurs :
H0 : y = b
H1 : y = Xiα + b
(2.68)
où α et i(0)1 ... i
(0)
K sont supposés déterministes et inconnus et b contient les échantillons de bruit
thermique de variance σ2 supposée connue.
En estimant α au sens du maximimum de vraisemblance et à partir des développements
(2.46)-(2.48) détaillés au paragraphe 2.3.1.1, le test du rapport de vraisemblance généralisé
s'écrit :
SN =
2
σ2
(
max
i∈ΩK
||Xi(XiHXi)−1XiHy||2
)
≶  (2.69)
En pratique, le coût calculatoire de la variable SN peut être élevé puisqu'il faut calculer
||Xi(XiHXi)−1XiHy||2 pour
(
Q
K
)
vecteurs i diﬀérents, ce qui correspond à 15 504 vecteurs i
diﬀérents pour Q = 20 et K = 5. De plus, à cause de la maximisation de SN sur i dans (2.69), il
15. Cela revient à déterminer les positions et amplitudes des réﬂecteurs élémentaires.
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n'y a pas nécessairement indépendance des variables aléatoires ||Xi(XiHXi)−1XiHy||2 associées
à des vecteurs i diﬀérents. Par la suite, nous verrons que les développements mathématiques mis
en ÷uvre pour obtenir une expression analytique de la PFA s'appuient sur l'indépendance des
variables aléatoires ||Xi(XiHXi)−1XiHy||2 pour toutes les valeurs de i.
Ainsi, de manière identique au paragraphe 2.3.1.1, nous choisissons de nous placer dans le
régime asymptotique N → +∞ pour lequel à i, B et Ts ﬁxés, on a :
Xi
HXi = IK +O
(
1
N
)
(2.49)
De plus, sous H0, on a :
y ∼ NCL(0, σ2IL) (2.70)
et sous H1, on considère le modèle de Swerling I pour les coeﬃcients d'atténuation :
α ∼ NCL(0, γ2IK) (2.71)
Nous prenons la même variance γ2 pour α1, ..., αK aﬁn de présenter des expressions simples pour
les PD et PDL. Dans ce cas :
y ∼ NC(0, (σ2 + γ2)IL) (2.72)
En combinant l'hypothèse de décorrélation et le fait que y est distribuée selon une loi normale
gaussienne circulaire, on montre en annexe B.2 dans le cas où le signal émis est une impulsion
modulée linéairement en fréquence que l'on a :
SN =
2
σ2
max
i∈ΩK
||XiHy||2 + o(1) p.s. (2.73)
On rappelle que dans (2.73), les composantes du vecteur Xi
Hy sont les sorties des ﬁltres adaptés
prises aux hypothèses de retard τ (1), ..., τ (K) et en f = f0. Ainsi, parmi les Q cases distance
contenant les énergies du signal reçu après ﬁltrage adapté aux instants δ, ..., Qδ, c'est-à-dire
parmi |sH(δ)DHf0y|2, ..., |sH(Qδ)DHf0y|2, SN consiste à sommer les K plus fortes énergies. Le
coût calculatoire de (2.73) est réduit par rapport à (2.69) puisqu'il n'y a plus d'inversion de
matrice à calculer. En pratique, on approxime (2.69) par (2.73). De plus, on note que lorsque
K = Q, on retrouve le détecteur quadratique.
Dans la suite, on fait référence à la statistique de test (2.73) par l'appellation  somme-des-
K-max . Dans [Van71], Van Der Spek a comparé le détecteur somme-des-K-max au détecteur
quadratique pour diﬀérentes valeurs deK et de Q ﬁxées a priori à partir de simulations de Monte
Carlo. Plus récemment dans [Lon12], les auteurs ont également étudié le détecteur somme-des-
K-max où K est estimé à partir de la minimisation du critère d'information d'Akaike. Dans ce
cadre, ils proposent d'exprimer le seuil de détection à partir de la fonction de répartition inverse
d'une loi Gamma pour une valeur de PFA donnée. Ils obtiennent ensuite la PD par simulation
de Monte Carlo. Notre contribution, qui s'inscrit en complément des travaux de [Lon12], porte
quant à elle, sur l'établissement des performances de détection de la statistique de test somme-
des-K-max lorsque K est supposé déﬁni a priori.
Aussi, nous étudions la PFA, la PD et la PDL dans le régime asymptotique précédent en
nous fondant sur la statistique de test (2.73).
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2.3.2.2 Performances de détection
Pour obtenir les performances de détection, c'est-à-dire la PFA, la PD puis la PDL, il faut
déterminer la distribution de SN sous les hypothèses H0 et H1. Pour cela, en supposant que sous
H1, la cible est située sur les K premières cases distance sans perte de généralité, nous avons
démontré la propriété suivante :
Propriété 1.
SN
D−→
N→+∞
S =
2
σ2
max
i∈ΩK
|zi1 |2 + ...+ |ziK |2 (2.74)
où z1, ..., zQ sont Q variables aléatoires indépendantes telles que :
− en l'absence de cible : z1, ..., zQ ∼ NC(0, σ2),
− en présence de cible : z1, ..., zK ∼ NC(0, γ2 + σ2) et zK+1, ..., zQ ∼ NC(0, σ2)
La démonstration de la propriété 1 est donnée en annexe B.2 lorsque s vériﬁe l'hypothèse de
décorrélation en O(1/N). On note que l'hypothèse que la cible est sur les K premières cases
distance permet de distinguer les variables gaussiennes zk qui sont de variance σ2 + γ2 et celles
qui sont de variance σ2.
Dans la suite, en se plaçant dans le régime asymptotique N → +∞, nous montrons comment
obtenir des approximations des PFA, PD et PDL de SN à partir des PFA, PD et PDL de S.
2.3.2.2.1 Expression analytique de la PFA asymptotique
A partir de (2.74), la PFA dont on cherche l'expression est donnée par :
PFA = P0(S > ) = lim
N→+∞
P0(SN > ) (2.75)
Dans ce qui suit, nous faisons référence à (2.75) par l'appellation  PFA asymptotique .
Pour obtenir la distribution de S et en déduire une expression de la PFA asymptotique don-
née en (2.75), nous devons déterminer la distribution du maximum d'une somme de variables
aléatoires i.i.d. selon une loi du χ2. Pour s'aﬀranchir du maximum et obtenir la distribution de
S, nous proposons d'utiliser les statistiques d'ordre [Bal06]. Pour cela, on introduit le condition-
nement de l'événement {S > } à l'ensemble des Q! permutations de l'événement des variables
ordonnées {|zi1 |2 > |zi2 |2 > ... > |ziQ |2}. L'objectif est de tirer proﬁt de raisonnements connus
sur les distributions des variables aléatoires ordonnées aﬁn d'aboutir à la distribution de S. La
PFA asymptotique (2.75) peut alors s'écrire :
P0 (S > ) = P0
(
2
σ2
max
[i1,...,iK ]∈ΩK
|zi1 |2 + ...+ |ziK |2 > 
)
=
∑
[i1,...,iQ]∈ΩQ
P0
({
2
σ2
(|zi1 |2 + ...+ |ziK |2) > } ∩ {|zi1 |2 > |zi2 |2 > ... > |ziQ |2})
(2.76)
avec ΩQ l'ensemble des Q! permutations de {1, ..., Q}.
Au travers du changement de variable déﬁni par :
∆iq =

q(|ziq |2 − |ziq+1 |2) q = 1, ...,K
K(|ziq |2 − |ziq+1 |2) q = K + 1, ..., Q− 1
K|ziq |2 q = Q
(2.77)
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nous avons montré en annexe B.3 que la probabilité (2.76) peut s'écrire en fonction des ∆i1 , ...,∆iQ .
Nous présentons le résultat de ce développement dans le lemme suivant portant sur la distribution
d'une somme de variables exponentielles ordonnées :
Lemme 1. Soient Q variables aléatoires X1, ..., XQ indépendantes et distribuées selon des lois
exponentielles de paramètres λ1, ..., λQ. Soient X(1), X(2), ..., X(Q) les variables aléatoires ordon-
nées telles que X(1) > X(2) > ... > X(Q).
Alors :
P(X(1)+...+X(K) > ) =
∑
[i1,...,iQ]∈ΩQ
λi1 ...λiQ
λi1(λi1 + λi2)...(λi1 + ...+ λiQ)
P(∆i1 +...+∆iQ > ) (2.78)
où ∆i1 , ...,∆iQ sont Q variables aléatoires indépendantes et distribuées selon des lois exponen-
tielles de paramètres respectifs θiq , q = 1, ..., Q déﬁnis par :
θiq =

λi1 + ...+ λiq
q
q = 1, ...,K
λi1 + ...+ λiq
K
q = K + 1, ..., Q
(2.79)
Pour obtenir une expression de la PFA asymptotique, nous utilisons le résultat du lemme 1
et nous procédons en trois étapes :
1. nous appliquons le lemme 1 aﬁn d'obtenir une expression de la PFA asymptotique en
fonction des variables aléatoires ∆i1 + ...+ ∆iQ ;
2. puis, nous explicitons la densité de probabilité de la variable ∆i1 + ... + ∆iQ pour toutes
les valeurs de [i1, ..., iQ] dans ΩQ ;
3. enﬁn, l'expression analytique de la PFA asymptotique s'obtient en calculant la fonction de
répartition de ∆i1 + ...+∆iQ et en insérant ce résultat dans l'expression (2.78) du lemme 1.
Pour la première étape, on note que sous l'hypothèse H0, les variables aléatoires
2
σ2
|zk|2, k = 1, ..., Q sont identiquement distribuées selon une loi du χ2 à 2 degrés de liberté
dont la densité de probabilité est également une loi exponentielle de paramètre 1/2. De plus,
d'après la propriété 1, les variables 2
σ2
|z1|2, ..., 2σ2 |zQ|2 sont indépendantes. Dans ce cas, on peut
appliquer le lemme 1 aux variables
X1 =
2
σ2
|z1|2, ..., XQ = 2
σ2
|zQ|2
avec :
λ1 = ... = λQ = 1/2 (2.80)
D'après (2.78), la probabilité (2.76) peut s'écrire :
P0
(
2
σ2
max
[i1,...,iK ]∈ΩK
|zi1 |2 + ...+ |ziK |2 > 
)
=
1
Q!
∑
[i1,...,iQ]∈ΩQ
P(∆i1 + ...+ ∆iQ > ) (2.81)
où les variables ∆i1 , ...,∆iQ sont distribuées selon des lois exponentielles de paramètres θi1 , ..., θiQ
tels que :
θiq =

1
2
q = 1, ...,K
q
2K
q = K + 1, ..., Q
(2.82)
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Sachant que les θi1 , ..., θiQ ne dépendent plus des permutations i1, ..., iQ, les variables ∆i1 , ...,∆iQ
non plus et (2.81) peut se simpliﬁer comme suit :
P0
(
2
σ2
max
[i1,...,iK ]∈ΩK
|zi1 |2 + ...+ |ziK |2 > 
)
= P(∆1 + ...+ ∆Q > ) (2.83)
L'intérêt d'avoir abouti à (2.83) est double :
− nous avons réduit le nombre de probabilités à calculer. Au lieu des Q! probabilités relatives
aux Q! combinaisons de l'ensemble {1, ..., Q}, une seule probabilité doit être déterminée ;
− nous avons exprimé la PFA en fonction de la somme ∆1 + ... + ∆Q où la distribution de
chaque variable aléatoire ∆1, ...,∆Q est connue. De ce fait, nous nous sommes aﬀranchis
du maximum présent dans la variable S.
A présent, il reste à obtenir la densité de probabilité de la somme ∆1 + ...+ ∆Q puis sa fonction
de répartition.
Pour la deuxième étape, la densité de probabilité de la somme ∆1 + ... + ∆Q est obtenue à
partir du lemme suivant :
Lemme 2. Soient Q variables aléatoires indépendantes notées Z1, ..., ZQ telles que Z1, ..., ZK
sont identiquement distribuées selon une loi exponentielle de paramètre φ0 et ZK+1, ..., ZQ sont
distribuées selon des lois exponentielles de paramètres respectifs φ1, ..., φQ−K avec φ1, ..., φQ−K
tous diﬀérents.
Dans ce cas :
− la somme S1 = Z1 + ...+ZK est distribuée selon une loi Gamma de paramètres K et φ0 ;
− la somme S2 = ZK+1 + ...+ ZQ est distribuée selon une loi Hypo-exponentielle 16.
La densité de probabilité de la somme S = S1 + S2 est alors donnée par :
pS(y) =

µ (φ0)
K
(K − 1)!
Q−K∑
q=1
βq,Q−K
(φ0 − φq)K
exp ((−φq) y) pγ((φ0 − φq)y;K) y > 0
0 sinon
(2.84)
où pγ est la fonction Gamma incomplète inférieure
17, et µ et βq,Q−K sont déﬁnis par :
µ =
Q−K∏
j=1
φj (2.86)
16. Soient Q variables aléatoires X1, ..., XQ indépendantes telles que X1 ∼ Exp(φ1), ..., XQ ∼ Exp(φQ) avec
φ1, ..., φQ tous distincts. La loi de la variable X1 + ... +XQ est appelée loi  Hypo-exponentielle  et sa densité
de probabilité phypoExp est déﬁnie par (Cf. annexe A) :
phypoExp(x) =
Q∑
q=1
Q∏
j=1
j 6=q
φj
φj − φq φq exp(−φqx) , x > 0
17. La loi Gamma incomplète inférieure pγ de paramètre a ∈ R déﬁnie par (Cf. annexe A) :
pγ(y; a) =
∫ y
0
xa−1 exp(−x)dx (2.85)
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et :
βq,Q−K =
Q−K∏
j=1
j 6=q
1
φj − φq (2.87)
Le lemme 2 s'obtient en convoluant les densités de probabilité d'une loi Gamma et d'une loi
Hypo-exponentielle comme démontré en annexe B.4.
On applique ce lemme avec :
φ0 =
1
2
(2.88)
et :
φq =
K + q
2K
, q = 1, ..., Q−K (2.89)
Dans ce cas, les paramètres µ et βq,Q−K peuvent s'écrire comme suit :
µ =
(K + 1)(K + 2)...Q
(2K)Q−K
=
Q!
K!(2K)Q−K
(2.90)
βq,Q−K = (2K)Q−K−1
Q−K∏
j=1
j 6=q
1
j − q
= (2K)Q−K−1
(−1)q−1
(Q−K − q)!(q − 1)! (2.91)
Remarque : Pour Q = 1, on pose β1,1 = 1. De plus, Q = 1 implique que K = 1. Dans ce cas,
la densité de probabilité de S2 se réduit à la densité de probabilité d'une loi exponentielle de
paramètre 12 .
En incluant (2.90) et (2.91) dans (2.84), on obtient la densité de S.
La troisième étape pour obtenir la PFA asymptotique (2.83) consiste à intégrer la densité de
probabilité pS de  à +∞. La PFA s'écrit :
P0
(
2
σ2
max
[i1,...,iK ]∈ΩK
|zi1 |2 + ...+ |ziK |2 > 
)
= P0
(
{∆1 + ...+ ∆Q > }
)
=
∫ +∞

pS(y)dy
= 1−
∫ 
0
pS(y)dy
= 1− µ (φ0)
K
(K − 1)!
Q−K∑
q=1
βq,Q−K
(φ0 − φq)K
∫ 
0
exp ((−φq) y) pγ((φ0 − φq)y;K)dy (2.92)
Lorsque le paramètre de la fonction Gamma incomplète inférieure est un entier n ∈ N∗, pγ vériﬁe
[Gra07, 8.351] :
pγ(y;n) = (n− 1)!
(
1− exp(−y)
n−1∑
m=0
ym
m!
)
(2.93)
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De (2.93), on en déduit :∫ 
0
exp ((−φq) y) pγ((φ0 − φq)y;K)dy = (K − 1)!
[∫ 
0
exp ((−φq) y) dy
−
K−1∑
m=0
(φ0 − φq)m
m!
∫ 
0
exp (−φ0y) ymdy
]
(2.94)
Dans (2.94), la seconde intégrale peut s'écrire à partir de la fonction pγ comme suit :∫ 
0
exp (−φ0y) ymdy =
∫ φ0
0
exp (−t)
(
t
φ0
)m dt
φ0
=
1
(φ0)m+1
pγ(φ0;m+ 1) (2.95)
En intégrant (2.95) dans (2.94), on aboutit à :∫ 
0
exp ((−φq) y) pγ((φ0 − φq)y;K)dy = (K − 1)!
[
1− exp ((−φq) )
φq
−
K−1∑
m=0
(φ0 − φq)m
m!
1
(φ0)m+1
pγ(φ0;m+ 1)
]
(2.96)
En prenant en compte (2.96) dans (2.92) et en simpliﬁant par le terme (K − 1)!, on obtient :
P0
(
∆1 + ...+ ∆Q > 
)
= 1− µ (φ0)K
Q−K∑
q=1
βq,Q−K
(φ0 − φq)K
(
1− exp (−φq)
φq
−
K−1∑
m=0
(φ0 − φq)m
m!(φ0)m+1
pγ(φ0;m+ 1)
)
(2.97)
Dans (2.97), on vériﬁe que lorsque  tend vers zéro, la PFA asymptotique tend vers un.
Après avoir obtenu une expression analytique de la PFA asymptotique, nous analysons le cas
de la PD asymptotique.
2.3.2.2.2 Expression analytique de la PD asymptotique
On cherche une expression de la PD asymptotique déﬁnie par :
PD = P1(S > ) = lim
N→+∞
P1(SN > ) (2.98)
où l'on rappelle que la statistique de test S est déﬁnie par :
S =
2
σ2
max
[i1,...,iK ]∈ΩK
|zi1 |2 + ...+ |ziK |2 (2.74)
avec z1, ..., zQ les Q variables aléatoires indépendantes telles que z1, ..., zK ∼ NC(0, γ2 + σ2) et
zK+1, ..., zQ ∼ NC(0, σ2), Cf. propriété 1.
Pour obtenir une expression analytique de la PD asymptotique, nous procédons comme pour
le développement de l'expression de la PFA asymptotique, c'est-à-dire que nous commençons par
conditionner la probabilité (2.98) par l'événement
{|zi1 |2 > ... > |ziQ |2} :
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P1
(
2
σ2
max
[i1,...,iK ]∈ΩK
|zi1 |2 + ...+ |ziK |2 > 
)
=
∑
[i1,...,iQ]∈ΩQ
P1
({
2
σ2
(|zi1 |2 + ...+ |ziK |2) > }
∩ {|zi1 |2 > ... > |ziQ |2}
)
(2.99)
A partir de (2.99), on applique le lemme 1 aux variables
X1 =
2
σ2
|zi1 |2, ..., XQ =
2
σ2
|ziQ |2
aﬁn d'obtenir la fonction de répartition de la somme de K variables aléatoires ordonnées. Pour
cela, on note ρ le rapport suivant :
ρ =
σ2
σ2 + γ2
(2.100)
et on rappelle que la cible est contenue dans les K premières cases distance, c'est-à-dire que
les variables 2
σ2
|z1|2, ..., 2σ2 |zK |2 sont identiquement distribuées selon une loi exponentielle de
paramètre ρ2 et les variables
2
σ2
|zK+1|2, ..., 2σ2 |zQ|2 sont identiquement distribuées selon une loi
exponentielle de paramètre 12 . Dans ce cas, d'après le lemme 1, la PD asymptotique est donnée
par (2.78) :
P1
(
2
σ2
max
[i1,...,iK ]∈ΩK
|zi1 |2+...+|ziK |2 > 
)
=
∑
[i1,...,iQ]∈ΩQ
λi1 ...λiQ
λi1(λi1 +λi2)...(λi1 +...+λiQ)
P(∆i1 + ...+ ∆iQ>) (2.78)
avec :
λ1 = ... = λK =
ρ
2
(2.101)
et
λK+1 = ... = λQ =
1
2
(2.102)
Les variables aléatoires ∆i1 , ...,∆iQ sont distribuées selon des lois exponentielles de paramètres
θi1 , ..., θiQ donnés par (2.82) :
θiq =

λi1 + ...+ λiq
q
q = 1, ...,K
λi1 + ...+ λiq
K
q = K + 1, ..., Q
(2.82)
Comme énoncé dans le lemme 1, la somme de variables aléatoires distribuées selon des lois ex-
ponentielles de paramètres identiques est une variable aléatoire distribuée selon une loi Gamma.
Lorsque les paramètres des lois exponentielles sont tous diﬀérents, alors la somme est une va-
riable aléatoire distribuée selon une loi Hypo-exponentielle. Ainsi, pour obtenir la distribution
de ∆i1 + ...+ ∆iQ et en déduire sa fonction de répartition, il suﬃt de savoir si les paramètres
θi1 , ..., θiQ sont identiques ou diﬀérents pour chaque permutation [i1, ..., iQ] ∈ ΩQ puis de convo-
luer une loi Hypo-exponentielle avec une loi Gamma ou une somme de loi Gamma.
Toutefois, contrairement au cas de la PFA, les variables θi1 , ..., θiQ ne sont pas indépendantes
de la permutation i1, ..., iQ. Dans certains cas, ∆i1 + ...+∆iQ est distribuée selon la somme d'une
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loi Hypo-exponentielle et d'une loi Gamma, mais on peut également avoir la conﬁguration où
∆i1 + ...+∆iQ est distribuée selon la somme d'une loi Hypo-exponentielle et d'une somme de lois
Gamma de paramètres diﬀérents. A titre d'illustration de ce second cas, considérons le scénario
suivant :
i1 = K + 1, i2 = K + 2, i3 = 3, i4 = 4, i5 = K + 3, i6 = K + 4, i7 = 7, ..., iK = K
Il s'agit du scénario où les énergies de 4 cases  bruit  sont supérieures aux énergies de 4
cases  signal+bruit . D'après (2.82), on a alors θi1 =
1
2 , θi2 =
1
2 , θi3 =
ρ+2
6 , θi4 =
2ρ+2
8 ,
θi5 =
2ρ+3
10 , θi6 =
ρ+2
6 . Dans ce cas, la somme ∆i1 + ∆i2 est distribuée selon une loi Gamma
de paramètres (2, 12), la somme ∆i3 + ∆i6 est distribuée selon une loi Gamma de paramètres
(2, ρ+26 ) et la somme ∆i4 + ∆i5 + ∆i7 + ...+ ∆iQ est distribuée selon une loi Hypo-exponentielle.
Ainsi, pour aboutir à une expression de la PD asymptotique, il faut étudier les Q! permuta-
tions. Pour certaines de ces permutations, on peut utiliser le résultat du lemme 2 pour obtenir la
distribution de la somme ∆i1 + ...+ ∆iQ alors que pour d'autres permutations, il faut connaître
la distribution d'une somme de variables aléatoires distribuées selon des lois Gamma de para-
mètres diﬀérents. Sachant qu'il n'existe pas à notre connaissance d'expression tractable pour
cette convolution multiple, nous évaluons la PD asymptotique par simulations de Monte-Carlo
où le seuil est obtenu à partir de (2.97) pour une valeur de PFA donnée.
Après avoir étudié la PD associée à la statistique de test S, nous nous focalisons sur le calcul
de la PDL asymptotique.
2.3.2.2.3 Expression analytique de la probabilité de détection et de localisation
(PDL) asymptotique
On considère qu'il y a détection et localisation lorsque deux conditions sont vériﬁées :
− SN > , il s'agit de la condition de détection,
− les indices i1, ..., iK correspondent aux vraies positions de la cible, c'est-à-dire dans notre
cas : i1 = 1, ..., iK = K. Il s'agit de la condition de localisation.
D'après (2.73), la statistique SN correspond asymptotiquement à la somme des K plus grandes
énergies des signaux reçus après ﬁltrage adapté. Dans ce cas, la combinaison de ces deux condi-
tions implique que l'on a :
SN =
2
σ2
max
[i1,...,iK ]∈ΩK
|sH(i1δ)Df0y|2 + ...+ |sH(iKδ)Df0y|2 + o(1)
=
2
σ2
(|sH(δ)Df0y|2 + ...+ |sH(Kδ)Df0y|2)+ o(1) (2.103)
La contrainte de localisation implique donc la relation d'ordre suivante :
|sH(δ)Df0y|2, ..., |sH(Kδ)Df0y|2 > |sH((K + 1)δ)Df0y|2, ..., |sH(Qδ)Df0y|2
La PDL peut alors s'écrire :
P1
({SN > } ∩ {|sH(δ)Df0y|2, ..., |sH(Kδ)Df0y|2> |sH((K+1)δ)Df0y|2, ..., |sH(Qδ)Df0y|2})
(2.104)
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Comme pour le cas de la PFA et de la PD, en s'appuyant sur la propriété 1, on montre que la
PDL vériﬁe asymptotiquement :
P1
({SN > } ∩ {|sH(δ)Df0y|2, ..., |sH(Kδ)Df0y|2> |sH((K+1)δ)Df0y|2, ..., |sH(Qδ)Df0y|2})
−→
N→+∞
P1
({S > } ∩ {|z1|2, ..., |zK |2 > |zK+1|2, ..., |zQ|2}) (2.105)
La preuve de la convergence de la PDL vers la PDL asymptotique est identique au cas de la
PFA.
Dans la suite, on cherche une expression de la PDL asymptotique donnée par :
PDL = P1
({S > } ∩ {|z1|2, ..., |zK |2 > |zK+1|2, ..., |zQ|2}) (2.106)
On développe alors (2.106) de manière identique au cas de la PFA en faisant appel aux
statistiques d'ordre pour obtenir la distribution de la variable S. En conditionnant la probabilité
(2.106) à l'événement
{|zi1 |2 > ... > |ziQ |2}, il vient :
P1
({
2
σ2
(|z1|2 + ...+ |zK |2) > } ∩ {|z1|2, ..., |zK |2 > |zK+1|2, ..., |zQ|2})
=
∑
[i1,...,iQ]∈ΩQ
P1
({
2
σ2
(|z1|2 + ...+ |zK |2) > } ∩ {|z1|2, ..., |zK |2 > |zK+1|2, ..., |zQ|2}
∩ {|zi1 |2 > ... > |ziQ |2}
)
(2.107)
L'intersection des événements {|z1|2, ..., |zK |2 > |zK+1|2, ..., |zQ|2} et {|zi1 |2 > ... > |ziQ |2} n'est
pas l'ensemble vide lorsque (i1, ..., iK) ∈ {1, ...,K} et (iK+1, ..., iQ) ∈ {K+1, ..., Q} avec i1, ..., iQ
distincts. Dans ce cas, on peut limiter la somme sur l'ensemble Ω′Q qui est l'ensemble des per-
mutations des ensembles {1, ...,K} et {K + 1, ..., Q}. On a card(Ω′Q) = K!(Q−K)!.
(2.107) peut se simpliﬁer en procédant en trois étapes comme pour la PFA :
1. nous appliquons le lemme 1 aﬁn d'obtenir une expression de PDL faisant intervenir les
variables aléatoires ∆i1 + ...+ ∆iQ ;
2. puis, nous explicitons les densités de probabilité des variables ∆i1 + ...+ ∆iQ pour toutes
les permutations i1, ..., iQ ;
3. enﬁn, l'expression analytique de la PDL asymptotique s'obtient en calculant la fonction de
répartition de ∆i1 + ...+∆iQ et en insérant ce résultat dans l'expression (2.78) du lemme 1.
Pour la première étape, nous rappelons que sachant que la cible est contenue dans les K
premières cases distance, les variables 2
σ2
|z1|2, ..., 2σ2 |zK |2 sont identiquement distribuées selon
une loi exponentielle de paramètre ρ2 et les variables
2
σ2
|zK+1|2, ..., 2σ2 |zQ|2 sont identiquement
distribuées selon une loi exponentielle de paramètre 12 . En appliquant le lemme 1 aux variables :
X1 =
2
σ2
|z1|2, ..., XQ = 2
σ2
|zQ|2
il vient, d'après (2.78) :
PDL =
∑
[i1,...,iQ]∈Ω′
(ρ
2
)K (1
2
)Q−K
ρ
2
2ρ
2 ...
Kρ
2
Kρ+1
2 ...
Kρ+Q−K
2
P(∆i1 + ...+ ∆iQ > )
=
1
K!(Kρ+ 1)...(Kρ+Q−K)
∑
[i1,...,iQ]∈Ω′Q
P(∆i1 + ...+ ∆iQ > ) (2.108)
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où les variables ∆i1 , ...,∆iQ sont distribuées selon des lois exponentielles de paramètres θi1 , ..., θiQ
vériﬁant, d'après (2.79) :
θiq =

ρ
2
q = 1, ...,K
Kρ+ q −K
2K
q = K + 1, ..., Q
(2.109)
Les θi1 , ..., θiQ ne dépendent plus de la permutation i1, ..., iQ donc les variables ∆i1 , ...,∆iQ non
plus. Dans ce cas, sachant que card (Ω′Q) = K!(Q−K)!, (2.108) peut se simpliﬁer comme suit :
PDL =
(Q−K)!
(Kρ+ 1)...(Kρ+Q−K)P(∆1 + ...+ ∆Q > ) (2.110)
Pour la deuxième étape, la densité de probabilité de la somme ∆1 + ... + ∆Q est obtenue à
partir du lemme 2 avec :
φ0 =
ρ
2
(2.111)
et :
φq =
Kρ+ q
2K
, q = 1, ..., Q−K (2.112)
Dans ce cas, la densité de probabilité de la somme ∆1 + ... + ∆Q est donnée par (2.84), où les
paramètres µ et βq,Q−K vériﬁent :
µ =
(Kρ+ 1)...(Kρ+Q−K)
(2K)Q−K
(2.113)
βq,Q−K = (2K)Q−K−1
(−1)q
(Q−K − q)!(q − 1)! (2.114)
A ce stade, nous avons obtenu la densité de probabilité de la variable S à partir de la densité de
probabilité de la somme ∆1 + ...+ ∆Q.
Pour la troisième étape, on réutilise le développement de la PFA asymptotique puisque seuls
les paramètres µ et βq,Q−K sont diﬀérents dans l'expression de la densité de probabilité (2.84).
Dans ce cas, à partir de (2.97), la probabilité P(∆1 + ...+ ∆Q > ) est donnée par :
P(∆1 + ...+ ∆Q > ) = 1
− µ (φ0)K
Q−K∑
q=1
βq,Q−K
(φ0 − φq)K
(
1− exp ((−φq) )
φq
−
K−1∑
m=0
(φ0 − φq)m
m!
1
(φ0)m+1
pγ(φ0;m+ 1)
)
(2.115)
En insérant (2.115) dans (2.110), la PDL asymptotique s'écrit :
PDL =
(Q−K)!
(Kρ+ 1)...(Kρ+Q−K) −
(Q−K)!
2K
(φ0)
K
Q−K∑
q=1
βq,Q−K
(φ0 − φq)K(
1− exp ((−φq) )
φq
−
K−1∑
m=0
(φ0 − φq)m
m!
1
(φ0)m+1
pγ(φ0;m+ 1)
)
(2.116)
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Remarque : Dans la PDL asymptotique donnée par (2.116), on remarque la limite suivante
lorsque  tend vers 0 :
PDL = P1
({
2
σ2
(|z1|2 + ...+ |zK |2) > } ∩ {|z1|2, ..., |zK |2 > |zK+1|2, ..., |zQ|2})
→
→0
P1
({|z1|2, ..., |zK |2 > |zK+1|2, ..., |zQ|2}) (2.117)
En passant à la limite quand  tend vers 0 dans (2.116), il vient :
P1
({|z1|2, ..., |zK |2 > |zK+1|2, ..., |zQ|2}) = (Q−K)!
(Kρ+ 1)(Kρ+ 2)...(Kρ+Q−K) (2.118)
On déﬁnit le RSB noté η comme suit :
η =
γ2
σ2
(2.119)
d'où ρ = 11+η . D'après (2.118), on en déduit que le RSB impacte la borne supérieure de la PDL
asymptotique. En particulier, si le RSB tend vers l'inﬁni, ρ tend vers 0 et la PDL tend vers 1.
Disposant des expressions des PFA et PDL pour la statistique de test S permettant d'ap-
proximer les PFA et PDL de la statistique de test SN , nous présentons des résultats de simulation
dans la partie suivante.
2.3.2.3 Simulations : évaluation des performances du détecteur proposé
Nous avons testé diﬀérents scénarios pour conﬁrmer que les résultats théoriques pour la PFA
(2.75) et la PDL (2.110). A titre d'illustrations, nous présentons quelques exemples dans ce
mémoire de thèse. Pour cela, on considère que le signal s est une impulsion modulée linéairement
en fréquence de durée T et de bande B. Les valeurs par défaut des diﬀérents paramètres sont :
B = 2.106Hz, T = 100.10−6s, fs = 2B (2.120)
avec fs la fréquence d'échantillonnage du chirp. On en déduit que N = bT/Tsc = 400.
On rappelle que les expressions analytiques obtenues sont des résultats asymptotiques. Dans
les simulations, le terme "théorique" fait référence aux expressions analytiques des performances
de détection pour le test S alors que le terme  empirique  fait référence à des simulations de
Monte Carlo pour lesquelles nous avons simulé plusieurs tirages du vecteur aléatoire y selon sa
distribution. Pour obtenir les résultats dits empiriques, nous avons eﬀectué 40 000 Monte-Carlo.
2.3.2.3.1 Résultats de simulation pour la PFA
Dans ce paragraphe, nous vériﬁons la validité de la PFA asymptotique pour diﬀérentes valeurs
de K et de Q. Pour chaque couple de valeur (Q,K), nous traçons deux courbes :
 la PFA théorique asymptotique donnée par (2.97),
 la PFA empirique associée à la variable SN déﬁnie par (2.69).
− 50−
2.3. DÉTECTION D'UNE CIBLE À MULTIPLES POINTS BRILLANTS
Inﬂuence du paramètre K
On trace les PFA théorique et empirique en fonction du seuil  pour K = 2, K = 6 et K = 9,
Cf. Fig. 2.10-2.11.
Figure 2.10  PFA théorique et empirique du détecteur analysé, Q = 15,K = 2
Figure 2.11  PFA théorique et empirique du détecteur analysé, Q = 15,K = 6
Figure 2.12  PFA théorique et empirique du détecteur analysé, Q = 15,K = 9
On remarque que les courbes théorique et empirique se superposent quasiment quelle que
soit la valeur de K. En eﬀet, l'écart entre les courbes est inférieur à 1/
√
40 000 ≈ 0.005. De plus,
lorsque le nombre K de points brillants augmente, on somme un plus grand nombre de points
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brillants, c'est-à-dire que pour un seuil  donné, la probabilité de dépasser ce seuil est d'autant
plus grande que K augmente.
Inﬂuence du paramètre Q
On trace les probabilités de fausse alarme théorique et empirique en fonction du seuil  pour
plusieurs valeurs du nombre Q de cases distances considérées, Cf. Fig. 2.13-2.15.
Figure 2.13  PFA théorique et empirique du détecteur analysé, Q = 10,K = 2
Figure 2.14  PFA théorique et empirique du détecteur analysé, Q = 15,K = 2
Figure 2.15  PFA théorique et empirique du détecteur analysé, Q = 20,K = 2
De même, on remarque que les courbes théorique et empirique se superposent quasiment
quelle que soit la valeur de Q. De plus, pour un seuil , la probabilité de dépasser ce seuil est
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d'autant plus grande que Q augmente.
On note que la valeur de bande passante du signal émis correspond à une résolution en
distance de 75 m. Toutefois, comme nous l'avons montré, c'est la valeur de N qui détermine la
qualité de l'approximation. A titre d'illustration, nous avons eﬀectué les mêmes simulations pour
une impulsion de bande passante B = 150 MHz et de durée T = 30 µs correspondant à une
résolution en distance de 1m. Pour ces valeurs de B et de T , on a N = 9000.
Figure 2.16  PFA théorique et empirique du détecteur analysé pour un signal émis de bande
passante B = 150MHz et de durée T = 30 µs, Q = 15,K = 2
Comme attendu, en comparant la ﬁgure 2.16 par rapport à la ﬁgure 2.10, on note que l'écart
entre les deux courbes est réduit.
Enﬁn, les valeurs de PFA utilisées en radar pour déterminer le seuil de détection sont de
l'ordre de 10−7 à 10−8. Pour simuler de telles conditions, il faut que le nombre de simulations de
Monte Carlo soit supérieur à 107 ou 108. Pour une raison de coût calculatoire, nous n'avons pu
reproduire la simulation précédente avec une telle valeur. Néanmoins, on peut considérer la PFA
empirique issue de la statistique de test S et la comparer à la PFA théorique. Nous avons pris
108 réalisations des variables gaussiennes z1, ..., zQ et avons tracé le résultat sur la ﬁgure 2.17.
Figure 2.17  PFA théorique et empirique du détecteur analysé pour 108 simulations de Monte
Carlo
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Comme illustré sur la ﬁgure 2.17, la PFA théorique et la PFA empirique fondée sur S sont
proches, mêmes pour des PFA allant jusqu'à 10−7.
2.3.2.3.2 Résultats de simulation pour la PDL
Pour illustrer la précision de la PDL asymptotique, nous traçons la courbe théorique à partir
de (2.116) et la courbe de la PDL empirique relative à la variable de test SN .
A titre d'exemple, nous traçons la PDL en fonction du seuil  pour un RSB de 5 dB pour les
couples de valeurs (Q = 15,K = 2), (Q = 15,K = 6) et (Q = 20,K = 2).
Figure 2.18  PDL théorique et empirique du détecteur analysé en fonction du seuil,
Q = 15,K = 2
Figure 2.19  PDL théorique et empirique du détecteur analysé en fonction du seuil,
Q = 15,K = 6
En comparant les ﬁgures 2.18 et 2.19 puis les ﬁgures 2.18 et 2.20, on note que les courbes
théoriques et empiriques se rejoignent quasiment pour diﬀérentes valeurs de K et de Q. De plus,
lorsque  tend vers zéro, on retrouve le résultat (2.118).
A présent, on trace la PDL en fonction du RSB. Le seuil est obtenu à partir de l'expression
(2.97) de la PFA pour PFA = 10−3.
Sur les ﬁgures 2.21-2.23, les courbes empiriques et théoriques se rejoignent quasiment, ce qui
permet de conﬁrmer que l'expression théorique de la PDL relative à S est proche de la PDL
relative à SN . Toutefois, sur la ﬁgure 2.22, on remarque un écart supérieur aux autres ﬁgures.
Cet écart est dû au fait que l'on suppose les signaux reçus parfaitement décorrélés. En pratique,
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Figure 2.20  PDL théorique et empirique du détecteur analysé en fonction du seuil,
Q = 20,K = 2
Figure 2.21  PDL théorique et empirique du détecteur analysé en fonction du RSB
pour Q = 15,K = 2
Figure 2.22  PDL théorique et empirique du détecteur analysé en fonction du RSB
pour Q = 15,K = 5
la fonction d'autocorrélation du signal émis possède des lobes secondaires non nuls. Lorsqu'il y a
K = 5 réﬂecteurs, on somme alors la contribution des lobes secondaires liés à chaque réﬂecteurs.
C'est la raison pour laquelle ce phénomène est moindre pour un nombre plus petit de réﬂecteurs.
A titre d'illustration, on trace les mêmes courbes que la ﬁgure 2.22 pour un signal dont la
bande passante est multiplié par 10, ce qui revient à multiplier le nombre d'échantillons N du
signal émis par 10.
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Figure 2.23  PDL théorique et empirique du détecteur analysé en fonction du RSB
pour Q = 20,K = 2
Figure 2.24  PDL théorique et empirique du détecteur analysé en fonction du RSB
pour K = 5, Q = 15 et B = 10MHz
Sur la ﬁgure 18 2.24, l'écart entre les courbes est réduit par rapport à la ﬁgure 2.22.
2.3.3 Etude comparative par simulations
Pour mener une étude comparative équitable entre les diﬀérents détecteurs, la PDL ne
convient pas car certains détecteurs ne tiennent pas compte de la localisation des K réﬂecteurs.
Dans ce cas, nous choisissons d'utiliser la PD comme critère de comparaison.
Ne disposant pas d'expression théorique pour la PD du détecteur étudié, nous l'estimons à
partir de simulations de Monte-Carlo.
Nous eﬀectuons alors une comparaison du détecteur somme-des-K-max avec le détecteur
quadratique, le détecteur K/Q et le détecteur SSD [Ger97]. Les seuils sont obtenus à partir des
PFA relatives à chaque détecteur, c'est-à-dire (2.56) pour le détecteur quadratique, (2.61) pour
le détecteur K/Q et la PFA empirique du test décrit en [Ger97] pour le détecteur SSD.
18. Pour une raison de taille mémoire, nous avons dû réduire le nombre de simulations de Monte Carlo à 5000
d'où le fait que la courbe empirique apparaît moins  lisse  que sur les autres ﬁgures.
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Inﬂuence du paramètre K
On trace premièrement les PD pour diﬀérentes valeurs de K pour Q = 15.
Figure 2.25  Comparaison des PD en fonction du RSB pour Q = 15,K = 2
Figure 2.26  Comparaison des PD en fonction du RSB pour Q = 15,K = 6
Figure 2.27  Comparaison des PD en fonction du RSB pour Q = 15,K = 13
D'après les ﬁgures 2.25-2.27, plusieurs remarques peuvent être formulées. Premièrement, on
note que quelle que soit la valeur de K, la PD du détecteur somme-des-K-max est supérieure
aux PD des autres détecteurs. Lorsque K se rapproche de Q (Cf. Fig. 2.27), les PD du détecteur
somme-des-K-max, du détecteur SSD et du détecteur quadratique se rapprochent et sont quasi-
ment identique pour K = 13. Ce résultat se justiﬁe par le fait que lorsque K = Q, le détecteur
somme-des-K-max correspond au détecteur quadratique.
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Inﬂuence du paramètre Q
A présent, on trace la PD pour diﬀérentes valeurs de Q pour K = 2.
Figure 2.28  Comparaison des PD en fonction du RSB pour Q = 10,K = 2
Figure 2.29  Comparaison des PD en fonction du RSB pour Q = 15,K = 2
Figure 2.30  Comparaison des PD en fonction du RSB pour Q = 20,K = 2
A nouveau, quelle que soit la valeur de Q, c'est le détecteur somme-des-K-max qui présente
les meilleures PD.
Inﬂuence d'une erreur d'estimation du paramètre K
En pratique, la vraie valeur de K est inconnue. Aﬁn de mener une étude de sensibilité au
paramètre K, nous traçons les PD pour K = 2, K = 4 et K = 6 pour une cible constituée de 4
réﬂecteurs, Cf. Fig. 2.31-2.33.
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Figure 2.31  Comparaison des PD en fonction du RSB pour une cible avec 4 réﬂecteurs,
K = 4
Figure 2.32  Comparaison des PD en fonction du RSB pour une cible avec 4 réﬂecteurs,
K sur-estimé
Figure 2.33  Comparaison des PD en fonction du RSB pour une cible avec 4 réﬂecteurs,
K sous-estimé
D'après la ﬁgure 2.31, pour un RSB donné, la PD pour le détecteur proposé est supérieure à
la PD du détecteur quadratique et à la PD du détecteur de [Ger97] lorsque K est correctement
estimé. Lorsque K est sur-estimé ou sous-estimé, à RSB ﬁxé, la PD du détecteur de Gerlach est
sensiblement proche de la PD du détecteur proposé car l'écart entre les PD est inférieur à 0, 02.
Cf. Fig. 2.33. On note enﬁn que le détecteur K/Q est sensible à l'estimation de K.
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2.4 Bilan sur la détection d'une cible étendue
Nous avons étudié la détection d'une cible modélisée par K réﬂecteurs répartis sur Q cases
distance en présence de bruit blanc gaussien circulaire. Pour cela, nous avons commencé par
dresser un état de l'art des diﬀérents détecteurs existants, c'est-à-dire le détecteur quadratique,
le détecteur optimal [Van71], le détecteur K/Q [Shn98] et le détecteur SSD [Ger97]. Puis, en
supposant les positions des réﬂecteurs équiprobables, nous avons analysé le GLRT dans le cas où
les positions des réﬂecteurs sont inconnues. Sous l'hypothèse de décorrélation des signaux reçus,
la statistique de test obtenue consiste à considérer les énergies des signaux reçus après ﬁltrage
adapté et à sommer les K plus grandes. Nous avons caractérisé ce détecteur en fournissant une
expression approchée de la PFA et de la PDL lorsque K est supposé déﬁni a priori. Après avoir
validé ces expressions théoriques avec des simulations de Monte Carlo, nous avons mené une
étude comparative avec diﬀérents détecteurs de la littérature. Nous avons alors montré que le
détecteur proposé présente des performances de détection meilleures ou égales aux trois autres
détecteurs.
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CHAPITRE 3. OPTIMISATION DE FORMES D'ONDE
3.1 Introduction
D
e manière générale, la conception d'une forme d'onde consiste à identiﬁer le ou les critères
d'intérêt, puis à déterminer la forme d'onde qui le ou les optimise. Dans ce chapitre, nous
nous focalisons sur la conception d'une forme d'onde s unique qui soit compatible avec deux
chaînes de traitement basse et haute résolution. L'intérêt de ce système bi-résolution est de tirer
proﬁt du faible coût calculatoire de la voie de traitement basse résolution pour détecter une
cible, puis d'utiliser la voie haute résolution pour en déduire le proﬁl distance en vue de son
identiﬁcation, Cf. Fig. 3.1.
Signal émis Signal reçu Voie de traitementbasse résolution
Voie de traitement
haute résolution
Détection
Proﬁl distance
Détection
Si
Figure 3.1  Schéma du principe du système bi-résolution
Ce chapitre s'organise alors comme suit : dans un premier temps, nous proposons de dres-
ser un état de l'art sur l'optimisation de forme d'onde et les diﬀérents critères d'optimisation
couramment utilisés. Dans un second temps, nous considérons la conception d'une forme d'onde
pour le système bi-résolution décrit par la ﬁgure 3.1. En particulier, nous analysons l'optimisa-
tion d'une forme d'onde composée de deux codes de phase en présence de fouillis gaussien dans
un cas mono-résolution premièrement, puis dans un cas bi-résolution. On note que ce type de
scénario correspond plutôt à une conﬁguration de détection air-mer.
3.2 Etat de l'art sur l'optimisation de formes d'onde
Dans cette partie, il s'agit de dresser un état de l'art sur les diﬀérentes approches existantes
sur l'optimisation de formes d'onde radar. Sachant que la mission principale du radar consiste à
détecter une cible, les deux critères les plus couramment rencontrés sont :
− les performances de détection, c'est-à-dire la probabilité de détection pour une probabilité
de fausse alarme ﬁxée,
− le rapport signal-à-bruit (RSB) ou le rapport signal-à-bruit plus interférence (RSBI), où
l'interférence peut être du fouillis par exemple.
Ainsi, dans [Ber05], les auteurs analysent l'optimisation du RSBI pour la détection d'une
cible ponctuelle en présence de fouillis gaussien centré. A partir d'une décomposition en valeurs
propres et en vecteurs propres de la matrice de corrélation, et sachant que les vecteurs propres
associés aux valeurs propres les plus grandes déﬁnissent le sous-espace du fouillis, ils proposent
de déﬁnir le signal à émettre à partir d'une combinaison linéaire des vecteurs propres associés
aux valeurs propres les plus faibles. Dans [Kay07], la conception d'une forme d'onde revient
à optimiser les performances de détection. A partir de la maximisation de la probabilité de
détection, l'auteur obtient une expression analytique de la densité spectrale de puissance de la
forme d'onde optimale. Toutefois, maximiser uniquement le RSBI ou la probabilité de détection
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n'oﬀre pas de garantie d'obtenir une forme d'onde ayant les propriétés requises en termes de
résolutions en distance et en fréquence. Pour pallier ces inconvénients, une méthode consiste
à ajouter au critère d'optimisation une contrainte de similarité entre la forme d'onde optimale
et une forme d'onde prédéﬁnie. Dans ce cadre, Li et al. [Li06] optimisent le RSBI sous une
contrainte de similarité avec une impulsion modulée linéairement en fréquence. Ils obtiennent
alors une expression analytique fondée sur la décomposition en valeurs propres et en vecteurs
propres de la matrice de covariance du fouillis. L'inconvénient de cette approche est que la
forme d'onde obtenue peut être modulée en amplitude ; or dans le cadre d'un radar aéroporté,
l'ampliﬁcateur de puissance est utilisé en régime saturé pour garantir la plus grande portée
possible, c'est-à-dire que les formes d'onde modulées en amplitude, qui nécessite d'utiliser les
ampliﬁcateurs de puissance en régime linéaire, ne sont pas des formes d'onde candidates. Pour
éviter que la forme d'onde qui optimise le RSBI soit incompatible avec les contraintes d'un radar,
De Maio et al. [De 08, De 09a] s'intéressent aux signaux de type train d'impulsions avec un code
de phase c inter-impulsion. Ils proposent de déterminer le code c qui optimise les performances
de détection sous une contrainte de similarité avec un code de phase prédéﬁni lorsque le signal
reçu est perturbé par un bruit gaussien centré corrélé de matrice de corrélation supposée connue.
Plus récemment, cette approche d'optimisation sous contrainte a également été déclinée par les
mêmes auteurs dans un contexte multi-antennes [De 10]. Néanmoins, comme dans [De 08] et
[De 09a], la forme d'onde prédéﬁnie utilisée pour la contrainte de similarité est choisie pour ses
propriétés en termes de signal reçu après ﬁltrage adapté ; or le traitement utilisé en présence
d'un fouillis gaussien corrélé n'est pas le ﬁltre adapté seul, sans étape de blanchiment. D'autres
approches ont ainsi été proposées. Par exemple dans [Pat09], [Pat12], les auteurs analysent la
maximisation du RSBI lorsque le traitement est le ﬁltrage adapté et l'interférence est un bruit
gaussien corrélé de matrice de covariance connue. Ils imposent alors une contrainte sur la hauteur
des lobes secondaires de la fonction d'autocorrélation du signal optimisé.
Dans le cas de la détection d'une cible ponctuelle en présence de bruit blanc gaussien, la
maximisation du RSB ou de la PD revient à maximiser l'énergie du signal émis uniquement. Dans
ce cas, d'autres critères d'optimisation sont considérés tels que la minimisation de la largeur du
lobe principal et/ou la minimisation des lobes secondaires du signal reçu après traitement. En
eﬀet, la minimisation de la largeur du lobe principal revient à minimiser le pas de résolution en
distance ou en fréquence et permet de distinguer deux cibles proches. Quant à la minimisation
des lobes secondaires, elle a pour but de réduire les fausses détections et d'éviter que le lobe
principal d'un signal reçu après traitement issu d'une autre cible soit masqué. Ces critères peuvent
également conduire à des formes d'onde non-réalisables en pratique. Pour pallier cet inconvénient,
on peut restreindre l'espace des formes d'onde candidates à des familles de formes d'onde données.
Le choix de la forme d'onde et la valeur de ses paramètres dépendent alors des caractéristiques
en termes de lobe principal et lobes secondaires du signal reçu après traitement. Pour analyser
l'allure du signal reçu après traitement, on utilise couramment la fonction d'ambiguïté χs du
signal s introduite par Woodward [Woo67] et déﬁnie dans le cas de signaux discrets par :
χs(τ, f) =
L−1∑
l=0
s(lTs) s
∗(lTs − τ) exp (−j2piflTs)
= sH (τ) DHf s (0) (3.1)
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avec, d'après le paragraphe 1.3.2, s(τ) le vecteur colonne de taille L contenant les N échantillons
du signal émis retardée de τ et Df la matrice diagonale de taille L×L qui dépend de la fréquence
Doppler f . On suppose également que 0 6 τ 6 (L−N − 1)Ts.
On note que la fonction d'ambiguïté correspond au signal reçu après ﬁltrage adapté sans bruit
et lorsque la cible vériﬁe τ0 = 0 et f0 = 0.
Dans l'idéal, aﬁn de pouvoir distinguer deux cibles situées dans deux cases adjacentes, il
faudrait concevoir un signal s tel que pour τ 6= τ0 et f 6= f0 :
sH (τ) DHf−f0s (τ0) = 0 (3.2)
Cependant, une forme d'onde vériﬁant (3.2) n'existe pas. De nombreuses formes d'onde ont
alors été étudiées dans la littérature. Elles peuvent être regroupées en trois grandes familles :
les formes d'onde non-modulées, les formes d'onde modulées en phase [Nun08, Bha11, Bad15]
et les formes d'onde modulées en fréquence [Rab02, Gla05, Gla09]. Dans le cas d'un radar
aéroporté de type Doppler à impulsions, le signal émis est un train d'impulsions et la modulation
peut donc être appliquée à chaque impulsion et/ou d'impulsion à impulsion [Che08, Lev09]. On
parle de modulation intra et inter-impulsion respectivement. Ces familles et sous-familles sont
représentées sur la ﬁgure 3.2.
Intra-impulsion
Modulation de phaseModulation de fréquence
Sans modulation Modulation
Inter-impulsion Intra et inter-impulsion
Figure 3.2  Familles et sous-familles de formes d'onde
Pour ces diﬀérentes formes d'onde, on note que la résolution en distance est inversement pro-
portionnelle à la bande passante du signal alors que la résolution en fréquence est inversement
proportionnelle à la durée du signal. Pour ce qui est des lobes secondaires de la fonction d'am-
biguïté, leurs positions et amplitudes dépendent du nombre M d'impulsions, de la période de
récurrence Tr et du type de modulation utilisée. Pour plus de détails sur ces diﬀérentes familles
de formes d'onde et leurs propriétés en termes de fonction d'ambiguïté, le lecteur peut se référer
à [Lev04, De 09b].
Une alternative au ﬁltrage adapté permettant de réduire la hauteur des lobes secondaires est
le ﬁltrage dit  désadapté  dont la réponse impulsionnelle h est choisie de telle sorte à réduire les
lobes secondaires. Dans ce cas, la fonction d'ambiguïté relative au ﬁltrage désadapté est appelée
 fonction d'ambiguïté croisée  (cross ambiguity function en anglais). Elle est déﬁnie comme
suit :
χs,h(τ, f) =
L∑
l=0
s(lTs)h
∗(lTs − τ) exp(−j2piflTs) (3.3)
Sachant que le ﬁltrage désadapté implique une réduction de la hauteur du lobe principal par
rapport au cas du ﬁltrage adapté, les deux critères d'intérêt pour le choix de la réponse im-
pulsionnelle h du ﬁltre désadapté sont la minimisation des lobes secondaires et la minimisation
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des pertes au niveau de la hauteur du lobe principal par rapport à la hauteur du lobe principal
de la fonction d'ambiguïté χs. Dans [Lev05], Levanon considère la famille des formes d'onde
modulées en phase pour s et h. Il utilise alors des outils existants de résolution de problème
d'optimisation pour obtenir un couple de codes de phase qui minimisent les lobes secondaires.
Plus récemment, Rabaste et al. ont proposé de minimiser la hauteur des lobes secondaires de la
fonction d'intercorrélation en montrant que ce problème d'optimisation pouvait se mettre sous
la forme d'un problème convexe quadratique avec des contraintes quadratiques [Rab14]. Ils ont
alors utilisé l'outil de résolution CVX [Boy04] pour obtenir la réponse impulsionnelle du ﬁltre
désadapté. En particulier, on note que cette formulation permet d'optimiser conjointement les
lobes secondaires et la hauteur du lobe principal.
A partir de ce bref état de l'art sur l'optimisation de formes d'onde, on se focalise sur la
conception d'une forme d'onde unique compatible avec deux chaînes de traitement basse et
haute résolution. En particulier, nous analysons l'optimisation d'une forme d'onde composée de
deux codes de phase en présence de fouillis gaussien dans un cas mono-résolution premièrement,
puis dans un cas bi-résolution.
3.3 Contributions : optimisation multi-objectifs d'une forme d'onde
avec deux codes de phases en présence de fouillis gaussien co-
loré
Pour concevoir une forme d'onde compatible avec la détection basse résolution et la détection
haute résolution, nous avons choisi de nous focaliser sur les formes d'onde composées de deux
codes de phase dont l'un est intra-impulsion et l'autre inter-impulsion et nous considérons une
cible ponctuelle en présence de fouillis gaussien. Il s'agit alors d'introduire les critères d'intérêts
puis, dans un second temps, de déterminer quels sont les codes de phases qui optimisent ces
critères.
Le premier critère considéré est la maximisation de la probabilité de détection. Contrairement
au cas de la détection d'une cible en présence de bruit blanc gaussien, ce critère dépend du signal
émis puisque maximiser la probabilité de détection est équivalent à maximiser la hauteur du lobe
principal du signal reçu après traitement. D'autres critères relatifs au signal reçu après traitement
peuvent également être considérés comme la minimisation de la largeur du lobe principal pour
avoir la meilleure résolution possible, ou encore la minimisation des lobes secondaires pour éviter
les fausses détections. Puisqu'il s'agit de concevoir une forme d'onde compatible avec deux voies
de traitement basse et haute résolution, ces trois critères sont à prendre en compte pour les
signaux reçus en sortie de chaque voie de traitement basse et haute résolution.
Pour déterminer les codes de phase qui optimisent l'ensemble de ces critères, nous proposons
d'utiliser une approche d'optimisation multi-objectifs. De plus, aﬁn d'étudier la robustesse à dif-
férents fouillis des codes de phases qui sont solutions du problème d'optimisation multi-objectifs,
nous proposons de représenter le fouillis par un modèle AR [De 09a], [Pat09] et [Pet10]. Cette
modélisation est adaptée à des fouillis gaussien et présente l'avantage de reposer sur une nombre
réduit de paramètres. En outre, l'inverse de la matrice de corrélation a une expression analytique
fonction des paramètres AR permettant d'expliciter le signal reçu après traitement.
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Cette section s'articule comme suit : après avoir introduit la forme d'onde modulée en phase,
nous analysons premièrement l'optimisation du lobe principal et des lobes secondaires du signal
reçu après traitement dans un cas mono-résolution correspondant à la voie de traitement haute
résolution. En particulier, nous décrivons le traitement à la réception, explicitons le signal reçu
après traitement puis étudions la sélection des codes de phase. Dans un second temps, nous
étendons l'analyse du cas mono-résolution au cas bi-résolution.
3.3.1 Expression du signal émis et du signal reçu
Le signal s considéré est un train de M impulsions codées en phase alliant un code de phase
binaire intra-impulsion et un code de phase binaire inter-impulsion. Il peut donc s'écrire comme
suit :
s(lTs) =
M−1∑
m=0
cmsd(lTs −mTr) (3.4)
où cm = ±1 est le mie`me élément du code inter-impulsion c de longueur M et sd est l'impulsion
de durée T déﬁnie par :
sd(lTs) =
N−1∑
n=0
dnΠTc(lTs − nTc) (3.5)
avec dn = ±1 le nie`me élément du code de phase intra-impulsion d de longueur N et ΠTc la
fonction porte de largeur Tc déﬁnie comme suit :
ΠTc(lTs) =
{
1 si lTs ∈ [0;Tc]
0 sinon
(3.6)
On note que :
T = NTc (3.7)
et on pose également :
L˜ =
Tr − T
T
(3.8)
Sur la ﬁgure 3.3, on représente un exemple de signal s dans le cas de codes binaires.
c0sd(lTs)
NL˜Tc
T = NTcTc
Tr
c1sd(lTs − Tr) cM−1sd(lTs − (M − 1)Tr)s(lTs)
Figure 3.3  Forme d'onde avec un code de phase inter-impulsion c et un code de phase intra-
impulsion d
Dans ce qui suit, nous considérons une cible ponctuelle. Sous l'hypothèse de bande étroite,
on rappelle que le signal reçu y en bande de base peut s'écrire comme le modèle bande étroite
(2.1) déﬁni au chapitre 2 :
y = αDf0s (τ0) + b + u (2.1)
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où τ0 est le retard proportionnel à la distance radar cible, f0 est la fréquence Doppler induite
par la vitesse de la cible, b le vecteur des échantillons du bruit thermique, u le vecteur des
échantillons du fouillis gaussien coloré et α le coeﬃcient complexe d'atténuation.
3.3.2 Optimisation dans un cas mono-résolution
Pour traiter de l'optimisation de la forme d'onde codée en phase, nous commençons par
décrire le traitement puis nous explicitons le signal reçu après traitement. Dans un troisième
temps, nous présentons les critères d'optimisation retenus nous permettant d'aborder le choix
des codes de phase intra et inter-impulsion.
3.3.2.1 Traitements
Le traitement de détection considéré s'appuie sur le traitement proposé dans [De 08], c'est-à-
dire qu'il consiste en un premier ﬁltrage passe-bas, puis un blanchiment suivi d'un ﬁltrage adapté
au signal  blanchi , Cf. ﬁgure 3.4.
Filtre passe-bas
h˜ = DfsΠTc (τ)
Échantillonnage
à Tc
Blanchiment et
ﬁltre adapté
y
Figure 3.4  Traitements à la réception
Dans ce qui suit, nous détaillons le signal reçu après les diﬀérentes étapes aﬁn d'aboutir à
une expression du signal reçu en sortie de traitement.
a) Filtrage passe-bas
En supposant la fréquence Doppler f0 connue, le signal reçu est premièrement ﬁltré par le
ﬁltre passe-bas de réponse impulsionnelle Df0sΠTc (τ). Le signal ﬁltré z˜ s'écrit comme suit :
z˜(τ, f) = sHΠTc (τ)D
H
f0y (3.9)
avec sΠTc (τ) = [ΠTc(−τ) . . .ΠTc((L − 1)Ts − τ)]T et Df0 la matrice diagonale contenant les
échantillons 1, exp(j2pif0Ts), ..., exp(j2pif0(L− 1)Ts).
On peut développer (3.9) en remplaçant y par son expression (2.1). On aboutit alors à :
z˜(τ, f0) = αs
H
ΠTc
(τ)DHf0Df0s (τ0) + s
H
ΠTc
(τ)DHf0(b + u) (3.10)
Dans (3.10), le signal s(τ0) peut s'écrire à partir de sΠTc (τ) en insérant (3.5) dans (3.4). s(τ0)
satisfait alors :
s(τ0) =
M−1∑
m=0
N−1∑
n=0
cmdnsΠTc (mTr + nTc + τ0) (3.11)
Dans ce cas, en tenant compte de (3.11) dans (3.10), il vient :
z˜(τ, f0) = α
M−1∑
m=0
N−1∑
n=0
cmdns
H
ΠTc
(τ)sΠTc (τ0 +mTr + nTc) + s
H
ΠTc
(τ)DHf0(b + u) (3.12)
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D'après la déﬁnition (3.1) de la fonction d'ambiguïté, (3.12) peut s'écrire en fonction de la
fonction d'ambiguïté χΠTc du signal ΠTc comme suit :
z˜(τ, f0) = α
M−1∑
m=0
N−1∑
n=0
cmdnχΠTc (τ −mTr − nTc − τ0, 0) + v˜(τ, f0) (3.13)
avec v˜ la perturbation après ﬁltrage contenant la contribution du fouillis et celle du bruit ther-
mique.
Remarque : aﬁn de ne pas alourdir les notations, on pose :
z˜(τ) = z˜(τ, f0) (3.14)
b) Échantillonnage à Ts = Tc
τ est échantillonné à la période Ts = Tc, c'est-à-dire qu'il existe 0 6 ˜`< MNL˜ tel que :
τ = ˜`Tc (3.15)
On représente les premiers échantillons de z˜(0), z˜(Tc), etc. sans la perturbation v˜ sur la ﬁgure 3.5
.
Figure 3.5  Signal reçu après ﬁltrage passe-bas et échantillonnage à Tc
Sur la ﬁgure 3.5, on a supposé que τ0 est un multiple entier de Tc, c'est-à-dire :
τ0 = ˜`0Tc (3.16)
avec 0 6 ˜`0 < MNL˜.
De plus, chaque récurrence contient NL˜ échantillons d'après (3.8). Également illustré sur la ﬁ-
gure 3.5, le vecteur colonne z˜ qui contient lesMNL˜ échantillons z˜(0), ..., z˜((M−1)Tr+(NL˜−1)Tc).
Pour cela, on rappelle que :
χΠTc (
˜`Tc, 0) =
{
1 ˜`= 0
0 sinon
(3.17)
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Dans ce cas, en utilisant les vecteurs de la base canonique de RMNL˜ notés (e˜l)l=1,...,MNL˜, z˜
vériﬁe :
z˜ =

z˜(0)
...
z˜((M−1)Tr+(NL˜−1)Tc)

= αχΠTc (0, 0)
[
c0
(
d0e˜˜`
0+1
+ d1e˜˜`
0+2
+ ...+ dN−1e˜˜`
0+N
)
+ c1
(
d0e˜˜`
0+NL˜+1
+ d1e˜˜`
0+NL˜+2
+ ...+ dN−1e˜˜`
0+NL˜+N
)
+ . . .
+ cM−1
(
d0e˜˜`
0+(M−1)NL˜+1 + d1e˜˜`0+(M−1)NL˜+2 + ...+ dN−1e˜˜`0+(M−1)NL˜+N
)]
+v˜
= αχΠTc (0, 0)
M−1∑
m=0
cm
(
N−1∑
n=0
dne˜˜`
0+mNL˜+n+1
)
+ v˜ (3.18)
où v˜ = [v(0), v(Tc), ..., v((M − 1)Tr + (NL˜− 1)Tc)]T .
L'ensemble des perturbations additives v˜ est un vecteur gaussien coloré de matrice de cova-
riance M˜ donnée par :
M˜ = E[v˜v˜H ] = Γ˜ + σ2IMNL˜ (3.19)
avec Γ˜ la matrice de covariance du fouillis et σ2 la variance du bruit thermique.
A ce stade, pour faciliter la lecture des calculs, on écrit z˜ à partir de la matrice de  décalage 
J˜ de tailleMNL˜×MNL˜ contenant des  1  sur la première sous-diagonale et des zéros partout
ailleurs. Cette matrice a les propriétés suivantes : soit A une matrice de taille MNL˜ ×MNL˜
déﬁnie à partir de ses vecteurs lignes ri et ses vecteurs colonnes ci comme suit :
A =

r1
...
rMNL˜
 = [c1 · · · cMNL˜] (3.20)
On a :
J˜A =

01,MNL˜
r1
...
rMNL˜−1
 (J˜)HA =

r2
...
rMNL˜
01,MNL˜
 (3.21)
et :
AJ˜ =
[
c2 · · · cMNL˜ 0MNL˜,1
]
A(J˜)H =
[
0MNL˜,1 c1 · · · cMNL˜−1
]
(3.22)
avec 01,MNL˜ le vecteur de taille 1×MNL˜ ne contenant que des zéros.
En particulier pour A = e˜1, on en déduit que :
e˜˜`
0+mNL˜+n+1
= J˜
˜`
0+mNL˜+ne˜1, ˜`0 = 0, ...,MNL˜− 1 (3.23)
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Étant donné (3.23), la double somme dans (3.18) vériﬁe :
M−1∑
m=0
cm
N−1∑
n=0
dne˜˜`
0+mNL˜+n+1
= J˜
˜`
0
M−1∑
m=0
cm
N−1∑
n=0
dne˜mNL˜+n+1
= J˜
˜`
0 (c⊗ e1 ⊗ d) (3.24)
avec e1 le premier vecteur de la base canonique de RL˜ et ⊗ le produit de Kronecker de deux
vecteurs.
En insérant (3.24) dans (3.18), on aboutit à :
z˜ = αχΠTc (0, 0)J˜
˜`
0 (c⊗ e1 ⊗ d) + v˜ (3.25)
c) Blanchiment et ﬁltrage adapté
Dans le cas où la perturbation est un bruit gaussien coloré de matrice de covariance M˜
connue, et d'après la partie 2.2.2, le traitement issu du GLRT consiste en une première étape de
blanchiment du bruit suivie d'un ﬁltrage adapté au signal blanchi. Le signal reçu après traitement
est une fonction de la position inconnue de la cible ˜`0 et de l'entier ˜`∈ [[0,MNL˜−1]] qui représente
l'hypothèse que la cible est dans la case distance ˜`. Ce signal peut alors s'écrire comme suit :
z˜HM˜−1J˜˜`(c⊗ e1 ⊗ d) (3.26)
En remplaçant z˜ par son expression (3.25), (3.26) devient :
z˜HM˜−1J˜˜`(c⊗ e1 ⊗ d) = αχΠTc (0, 0)r˜(˜`, ˜`0) + v˜HM˜−1J˜
˜`
(c⊗ e1 ⊗ d) (3.27)
où r˜ est la fonction déﬁnie par :
r˜(˜`, ˜`0) = (c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
M˜−1J˜˜`(c⊗ e1 ⊗ d) (3.28)
A ce stade, nous disposons d'une expression du signal reçu après traitement où la matrice de
covariance M˜ du fouillis et du bruit thermique est supposée connue. En vue d'analyser la robus-
tesse de la sélection des codes de phases à la variation de fouillis, nous proposons de modéliser
le fouillis gaussien par un modèle AR. Nous développons alors l'expression de r˜ en fonction des
paramètres AR, puis exprimons les critères à optimiser.
3.3.2.2 Analyse du signal reçu pour un fouillis modélisé par un processus AR(p)
Soit le fouillis x modélisé par un processus 19 AR d'ordre p, noté AR(p) :
xl =
p∑
i=1
aixl−i + ul (3.29)
avec ul un bruit blanc gaussien complexe centré de variance σ2u et {ai}i=1,...,p les paramètres AR.
Pour que les valeurs prises par le processus AR ne divergent pas, certaines conditions doivent
être satisfaites. Ainsi, parmi les critères de stabilité que l'on peut utiliser, on peut citer celui qui
19. On note que xl peut être vu comme la sortie d'un ﬁltre de réponse impulsionnelle inﬁnie dont l'entrée est
ul et dont la fonction de transfert est donnée par H(z) = 11−∑pi=1 aiz−i = 1∏pi=1 (1−piz−i) avec pi les pôles de H(z).
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consiste à sélectionner les pôles à l'intérieur du cercle unité dans le plan complexe et en déduire
les paramètres AR, par exemple |a1| < 1 pour un AR(1). Dans certains cas, on peut également
analyser directement les paramètres AR. Ainsi, pour un processus AR(2) par exemple, a1 et a2
doivent être dans le triangle de stabilité [Naj06].
Concernant l'expression analytique de l'inverse de la matrice de covariance Γ˜−1, elle est déﬁnie
par [Cer91] :
Γ˜−1 =
1
σ2u
(F˜F˜H − G˜G˜H) (3.30)
avec :
F˜ = IMNL˜ −
p∑
n=1
anJ˜
n (3.31)
où IMNL˜ est la matrice identité de taille MNL˜×MNL˜, et :
G˜ = −
p∑
n=1
anJ˜
MNL˜−n (3.32)
Sous l'hypothèse que la puissance du bruit thermique est négligeable devant celle du fouillis,
c'est-à-dire :
M˜ ≈ Γ˜ (3.33)
la fonction r˜ devient, à partir de (3.27), (3.30) et (3.33) :
r˜(˜`, ˜`0) ≈ 1
σ2u
(c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H (
F˜F˜H − G˜G˜H
)
J˜
˜`
(c⊗ e1 ⊗ d) (3.34)
Pour analyser r˜, on commence par développer l'expression de Γ˜−1. On montre en annexe C.1
que le produit F˜F˜H peut s'écrire :
F˜F˜H =
[(
1 +
p∑
n=1
a2n
)
IMNL˜ −
p∑
n=1
anJ˜
n −
p∑
n=1
an(J˜
n)H +
p−1∑
n=1
∑
l>n
anal(J˜
l−n)H +
p∑
n=2
∑
l<n
analJ˜
n−l
]
−
[
p∑
n=1
a2n
n∑
k=1
e˜ke˜
H
k +
p−1∑
n=1
∑
l>n
anal
n∑
k=1
e˜ke˜
H
k+l−n +
p∑
n=2
∑
l<n
anal
l∑
k=1
e˜k+n−le˜Hk
]
(3.35)
On pose alors :
A1 =
(
1 +
p∑
n=1
a2n
)
IMNL˜ −
p∑
n=1
anJ˜
n −
p∑
n=1
an(J˜
n)H +
p−1∑
n=1
∑
l>n
anal(J˜
l−n)H +
p∑
n=2
∑
l<n
analJ˜
n−l
(3.36)
et :
A2 =
p∑
n=1
a2n
n∑
k=1
e˜ke˜
H
k +
p−1∑
n=1
∑
l>n
anal
n∑
k=1
e˜ke˜
H
k+l−n +
p∑
n=2
∑
l<n
anal
l∑
k=1
e˜k+n−le˜Hk (3.37)
Quant au produit G˜G˜H , il peut se mettre sous la forme suivante :
G˜G˜H =
p∑
n=1
p∑
l=1
anal
min(n,l)∑
k=1
e˜MNL˜−n+ke˜
H
MNL˜−l+k (3.38)
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En insérant (3.35) et (3.38) dans (3.34), on aboutit à :
r˜(˜`, ˜`0) ≈ 1
σ2u
(c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H (
A1 −A2 − G˜G˜H
)
J˜
˜`
(c⊗ e1 ⊗ d)
=
1
σ2u
[
(c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
A1J˜
˜`
(c⊗ e1 ⊗ d)
− (c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H (
A2 + G˜G˜
H
)
J˜
˜`
(c⊗ e1 ⊗ d)
]
=
1
σ2u
[
r˜1(˜`, ˜`0)− r˜2(˜`, ˜`0)
]
(3.39)
avec :
r˜1(˜`, ˜`0) = (c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
A1J˜
˜`
(c⊗ e1 ⊗ d) (3.40)
et :
r˜2(˜`, ˜`0) = (c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H (
A2 + G˜G˜
H
)
J˜
˜`
(c⊗ e1 ⊗ d) (3.41)
Dans la suite, on veut montrer les deux propriétés suivantes :
1. r˜1 ne dépend que de la diﬀérence ˜`− ˜`0. Ce caractère stationnaire est d'intérêt puisque
nous ne connaissons pas la position ˜`0 de la cible ;
2. r˜2 est nulle sous certaines conditions.
Pour le développement de ces deux fonctions, on utilise la fonction d'autocorrélation rc⊗e1⊗d
du code de phase c⊗ e1 ⊗ d qui peut s'écrire :
rc⊗e1⊗d(˜`0 − `) = (c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
J˜
˜`
(c⊗ e1 ⊗ d) (3.42)
a) Développement du terme r˜1
En remplaçant A1 par son expression (3.36) dans (3.40), on peut écrire :
r˜1(˜`, ˜`0) =
(
1 +
p∑
n=1
a2n
)
(c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
J˜
˜`
(c⊗ e1 ⊗ d)
−
p∑
n=1
an (c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
J˜nJ˜
˜`
(c⊗ e1 ⊗ d)
−
p∑
n=1
an (c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H (
J˜n
)H
J˜
˜`
(c⊗ e1 ⊗ d)
+
p−1∑
n=1
∑
l>n
anal (c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H (
J˜l−n
)H
J˜
˜`
(c⊗ e1 ⊗ d)
+
p∑
n=2
∑
l<n
anal (c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
J˜n−lJ˜˜`(c⊗ e1 ⊗ d) (3.43)
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(3.43) peut également s'écrire en fonction de rc⊗e1⊗d déﬁnie en (3.42). Il vient alors :
r˜1(˜`, ˜`0)=
(
1+
p∑
n=1
a2n
)
rc⊗e1⊗d(˜`0− ˜`)−
p∑
n=1
anrc⊗e1⊗d(˜`0− ˜`−n)−
p∑
n=1
anrc⊗e1⊗d(˜`0− ˜`+n)
+
p−1∑
n=1
∑
l>n
analrc⊗e1⊗d(˜`0 − ˜`+ l − n) +
p∑
n=2
∑
l<n
analrc⊗e1⊗d(˜`0 − ˜`+ l − n)
(3.44)
Après réarrangement des termes, il vient :
r˜1(˜`, ˜`0)= rc⊗e1⊗d(˜`0 − ˜`)−
p∑
n=1
an
(
rc⊗e1⊗d(˜`0 − ˜`− n) + rc⊗e1⊗d(˜`0 − ˜`+ n)
)
+
p∑
n=1
p∑
l=1
analrc⊗e1⊗d(˜`0 − ˜`+ l − n) (3.45)
En introduisant la variable λ = ˜`0 − ˜`, r˜1(˜`, ˜`0) devient :
r˜1(λ) =
p∑
n=−p
αnrc⊗e1⊗d(λ+ n) (3.46)
avec :
αn =

1 +
p∑
l=1
a2l n = 0
−a|n| +
p−|n|∑
l=1
alal+|n| 0 < |n| 6 p− 1
−ap |n| = p
(3.47)
Remarque : r˜1 peut s'interpréter comme la corrélation de la séquence (c⊗ e1 ⊗ d) ﬁltrée par un
ﬁltre RIF causal de réponse impulsionnelle [1 − a1 ... − ap].
Enﬁn, on montre en annexe C.2 que rc⊗e1⊗d vériﬁe :
rc⊗e1⊗d(i) =
M−1∑
m=−M+1
rd(i−mNL˜)rc(m) (3.48)
avec rc et rd les fonctions d'autocorrélation des codes de phase c et d respectivement.
Dans ce cas, en incluant (3.48) dans (3.46), on aboutit à :
r˜1(λ) =
M−1∑
m=−M+1
rc(m)
p∑
n=−p
αnrd(λ+ n−mNL˜) (3.49)
En introduisant la fonction gd(λ) =
∑p
n=−p αnrd(λ+ n), il vient :
r˜1(λ) =
M−1∑
m=−M+1
rc(m)gd(λ−mNL˜) (3.50)
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rc(0)gd(λ)
rc(1)gd(λ−NL˜)rc(−1)gd(λ+NL˜)
N + p−N − p
Tc
NL˜−N − p NL˜+N + p
NL˜ λ0−NL˜−N − p −NL˜+N + p
−NL˜
r˜1(λ)
Figure 3.6  Exemple de représentation de r˜1
A ce stade, regardons les propriétés de r˜1(λ) : puisque d est de taille N , rd(λ) = 0 lorsque
|λ| > N . Ainsi, gd(λ) = 0 lorsque |λ| > N + p. Tant que 20 L˜ > 3 et N > 2p, il n'y a pas de
chevauchement entre les motifs gd(λ−mNL˜), m = −M + 1, ...,M − 1, Cf. Fig. 3.6.
Comme illustré sur la Fig. 3.6, le signal reçu issu de la kie`me récurrence est proportionnel à
rc(k).
De plus, d'après (3.50), pour |λ| 6 N + p, on a r˜1(λ) = Mgd(λ) et seule la fonction d'auto-
corrélation du code d intervient. Ces deux propriétés sont utilisées par la suite.
b) Développement du terme r˜2
D'après (3.41), r˜2 est déﬁni à partir de A2 et de G˜G˜H comme suit :
r˜2(˜`, ˜`0) = (c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H (
A2 + G˜G˜
H
)
J˜
˜`
(c⊗ e1 ⊗ d) (3.41)
où l'on rappelle que :
A2 =
p∑
n=1
a2n
n∑
k=1
e˜ke˜
H
k +
p−1∑
n=1
∑
l>n
anal
n∑
k=1
e˜ke˜
H
k+l−n +
p∑
n=2
∑
l<n
anal
l∑
k=1
e˜k+n−le˜Hk (3.37)
et :
G˜G˜H =
p∑
n=1
p∑
l=1
anal
min(n,l)∑
k=1
e˜MNL˜−n+ke˜
H
MNL˜−l+k (3.38)
Dans la suite, en incluant (3.37) et (3.38) dans (3.41), nous identiﬁons quatre produits scalaires
diﬀérents à calculer pour k = 1, ..., p :
(c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
e˜k (3.51)
e˜Hk J˜
˜`
(c⊗ e1 ⊗ d) (3.52)
(c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
e˜MNL˜−k (3.53)
e˜H
MNL˜−kJ˜
˜`
(c⊗ e1 ⊗ d) (3.54)
D'après les propriétés de la matrice J˜, le produit scalaire (3.51) vériﬁe :
(c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
e˜k = (c⊗ e1 ⊗ d)H e˜k−˜`0 , k = 1, ..., p (3.55)
20. Pour ne pas avoir de recouvrement des motifs gd(λ−mNL˜), il faut que N + p 6 NL˜−N − p, Cf. Fig. 3.6.
Cela revient à avoir 2
(
1 + p
N
)
6 L˜. En imposant N > 2p, on a 2
(
1 + p
N
)
6 3, et en prenant L˜ > 3, la condition
de non-chevauchement est vériﬁée.
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Si ˜`0 > p, alors : (
J˜
˜`
0
)H
e˜k = 0MNL˜,1 (3.56)
Autrement dit, (3.55) est nul si la cible ne se situe pas dans les p premières cases distance.
Le même raisonnement s'applique à (3.52), c'est-à-dire :
e˜Hk J˜
˜`
(c⊗ e1 ⊗ d) = 0 (3.57)
si ˜`> p.
Le produit scalaire (3.53) s'écrit :
(c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
e˜MNL˜−k = (c⊗ e1 ⊗ d)H e˜MNL˜−k−˜`0 , k = 1, ..., p (3.58)
Sachant que les NL˜−N derniers échantillons du vecteur c⊗e1⊗d valent zéro, le produit scalaire
(3.58) vaut zéro si ˜`0 < NL˜−N−p, c'est-à-dire si la cible ne se situe pas dans les N+p dernières
cases distance de chaque récurrence.
Si la cible est située au delà de la distance ambiguë, par exemple si NL˜ 6 ˜`0 6 2NL˜− 1,
alors le produit scalaire (3.58) est nul si NL˜ 6 ˜`0 < 2NL˜−N−p. On peut généraliser ce résultat
pour chacune des M récurrences.
Pour le produit scalaire (3.54), le raisonnement est identique.
En résumé, sachant les diﬀérents produits de produit scalaire dans (3.41), r˜2(˜`0, ˜`) est nul
lorsque ˜`ou ˜`0 ∈
{
[p;NL˜−1−N −p]∪ [mNL˜;mNL˜−1−N −p], m ∈ [1;M − 1]}, Cf. Fig. 3.7.
Figure 3.7  Positions ˜`0 de la cible pour lesquelles r˜2(˜`0, ˜`) = 0
Dans la suite, on fait l'hypothèse que la cible n'est ni sur les p premières cases distance de
la première récurrence, ni sur les N + p dernières cases distance de chaque récurrence. Ainsi, la
signal reçu après traitement s'écrit :
r˜(˜`0, ˜`) ≈ 1
σ2u
r˜1(˜`0 − ˜`) (3.59)
Étant donné l'approximation de r˜(˜`0, ˜`) en (3.59) et l'expression (3.50) de r˜1, il s'agit à présent
de sélectionner les codes intra et inter-impulsion.
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3.3.2.3 Sélection des codes intra et inter-impulsion
D'après (3.59) et l'expression (3.50) de r˜1, le signal reçu après traitement est constitué des
diﬀérents motifs g(λ−mNL˜),m = −M + 1, ...,M −1 pondérés par les coeﬃcients de la fonction
d'autocorrélation rc(m). Le code c a donc une inﬂuence de récurrence à récurrence alors que le
code d a un impact sur le motif gd(λ). Pour cette raison, l'optimisation du signal reçu après
traitement sur les deux variables c et d peut être séparée en deux problèmes d'optimisation
indépendants.
Ainsi, on peut sélectionner le code c pour augmenter la distance ambiguë d'un facteurQ 6M .
En eﬀet, dans le cas où il n'y a pas de modulation inter-impulsion, les ambiguïtés distance sont
dues au fait qu'en présence d'une perturbation additive sur le signal reçu, il n'est pas possible
de distinguer le motif central gd des motifs adjacents situés tous les Tr. Toutefois, la modulation
inter-impulsion pondèrent les motifs gd. Une façon de doubler la distance ambiguë consiste alors à
choisir un code c tel que sa fonction d'autocorrélation vériﬁe rc(−1) = 0 par exemple, Cf. Fig. 3.8.
(a) Signal reçu après traitement sans modulation inter-impulsion
(b) Signal reçu après traitement avec modulation inter-impulsion telle que rc(1) = 0
Figure 3.8  Principe de l'augmentation de la distance ambiguë avec une modulation de phase
inter-impulsion
Pour multiplier la distance ambiguë par un facteurQ, il suﬃt que la fonction d'autocorrélation
rc vériﬁe :
rc(−q) = 0, q = 1, ..., Q− 1 (3.60)
Pour supprimer les ambiguïtés distance, il faudrait avoir Q = M . Cependant, parmi la famille des
codes binaires, un code vériﬁant (3.60) avec Q = M n'existe pas. On pourrait alors se contenter
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de Q < M mais il n'y a pas un tel code sauf 21 pour Q=2. Parmi les alternatives possibles,
l'utilisateur peut choisir de relâcher la contrainte (3.60) en prenant par exemple :
rc(−q) 6 1, q = 1, ..., Q− 1 (3.61)
Les codes de Barker vériﬁent cette contrainte, mais leur taille n'excède pas 13. Pour 13 < M 6 105,
on peut s'orienter vers les codes dit  MPSL  pour minimum peak sidelobe ratio qui minimisent
l'écart entre la hauteur du lobe principal et le lobe secondaire le plus haut [Nun08]. Pour des
longueurs supérieures à 105, on peut chercher le code tel que ses lobes secondaires sont inférieurs
à un niveau ﬁxé a priori par l'utilisateur. Toutefois, il faudrait eﬀectuer une recherche exhaustive
dont le coût calculatoire est élevée.
Quant au code intra-impulsion, nous analysons l'optimisation sur le code d des trois critères
suivants relatifs à r˜1 :
 critère 1 : la maximisation de la hauteur du lobe principal, ce qui est équivalent à maxi-
miser la PD, comme le suggère [De 08],
 critère 2 : la minimisation de la largeur du lobe principal du signal reçu après traitement ;
cela revient à avoir la résolution en distance la plus ﬁne,
 critère 3 : la minimisation de la hauteur des lobes secondaires du signal reçu après trai-
tement : cela correspond à réduire les fausses détections.
Pour le premier critère, maximiser la PD revient à maximiser :
r˜1(0) = rc(0)gd(0) = Mgd(0) (3.62)
Pour les deux autres critères, ils sont équivalents à minimiser la largeur du lobe principal et la
hauteur des lobes secondaires de gd. Nous proposons alors de regrouper ces trois critères dans
un problème d'optimisation multi-objectifs pour sélectionner le code d.
Il existe diﬀérentes approches pour optimiser simultanément plusieurs critères et obtenir
l'ensemble des solutions  optimales . Dans notre cas, un code de phase est qualiﬁé d'optimal
s'il fait partie des solutions  non-dominées , c'est-à-dire qui sont telles qu'elles améliorent un
ou plusieurs critères sans dégrader les autres. L'ensemble des solutions non-dominées est appelé
 front de Pareto  et il est noté P1. A titre d'illustration, on représente le front de Pareto sur la
ﬁgure 3.9 dans le cas où il y a deux critères à maximiser. On note d(i), i = 0, ..., 2N − 1 les codes
de phases de l'ensemble SN des codes binaires de taille N . d(i) s'obtient à partir de la valeur de
i écrit en binaire sur N bits en remplaçant les 0 par −1, c'est-à-dire :
d(0) = [ −1 −1 ... −1 −1]T
d(1) = [ −1 −1 ... −1 1]T
...
d(2
N−1) = [ 1 1 ... 1 1]T
(3.63)
Comme représenté sur la ﬁgure 3.9, le front de Pareto P1 contient l'ensemble des codes qui
réalisent les meilleurs compromis entre les deux critères.
21. Pour Q = 2, il existe des codes vériﬁant rc(−1) = 0. Sinon, supposons Q > 2 etM pair. Dans ce cas, rc(−1)
correspond à la somme de M − 1 termes valant ±1 et une telle somme ne peut être égale à 0. Si M est impair, le
même raisonnement tient pour rc(−2).
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valeur du critère 1
valeur du critère 2
d(105)
d(7)
d(249)
d(700)
d(0)
d(1)d(97)
d(2
M−1)
d(2)
d(312)
d(29)· · ·
d(578)
Front de Pareto P1
Figure 3.9  Exemple de représentation de front de Pareto en deux dimensions
Parmi les méthodes d'optimisation multi-objectifs existantes, la méthode dite de  scalairi-
sation  consiste à optimiser une combinaison linéaire des diﬀérents critères [Ehr05]. D'après
[Ehr05], quelle que soit la combinaison linéaire, la solution appartient au front de Pareto. On
pourrait également envisager la méthode dite  contrainte−   (-contraint en anglais) [Cha83,
cité par [Ehr05]] où il s'agit d'optimiser un des critères sous les contraintes que les autres critères
sont inférieurs à un seuil . Toutefois, comme pour la méthode de scalairisation, il faut soit sup-
poser un a priori sur l'importance des critères pour choisir le critère à optimiser, soit eﬀectuer
plusieurs optimisations en changeant le critère à optimiser, mais cela ne garantit pas d'aboutir à
P1. Enﬁn, il existe des méthodes heuristiques [Coe07], mais elles ne garantissent pas d'obtenir
toutes les solutions optimales de P1.
Dans le cadre de cette thèse, nous choisissons de calculer le front de Pareto P1 en parcourant
de manière exhaustive l'ensemble SN des codes de phase candidats et en conservant les solutions
non-dominées. Cette méthode ne suppose pas d'a priori sur l'importance des critères et présente
l'avantage d'aboutir au front de Pareto et non à un de ses sous-ensembles. On note toutefois que
le nombre d'éléments de l'ensemble SN peut être très grand en fonction de la longueur N des
codes considérés. En eﬀet, dans le cas de codes polyphases où les phases sont dans un alphabet
de taille q ﬁnie, SN contient qN éléments. Dans le cas de notre étude, nous considérons des
codes binaires, et pour réduire le coût calculatoire, on peut trouver des relations de symétrie
sur les critères. En eﬀet, les trois critères considérés portent sur le signal reçu non-bruité après
traitement r˜ déﬁni par (3.27) :
r˜(˜`, ˜`0) = (c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
M˜−1J˜˜`(c⊗ e1 ⊗ d) (3.27)
Dans (3.27), on note que considérer d ou −d ne change pas l'expression de r˜. Dans ce cas, on
peut réduire l'espace de recherche SN de 2N éléments à 2N−1 éléments.
Dans le prochain paragraphe, on applique cette méthode à la sélection du code d.
Description de la méthode de sélection du code d
Aﬁn d'étudier la robustesse des codes de phases optimaux, on déﬁnit les fronts de Pareto de
deuxième et troisième ordre P2 et P3 comme les ensembles des solutions non-dominées parmi
SN\P1 et SN\(P1∪P2) respectivement. Nous calculons alors P1,P2 et P3 pour diﬀérentes valeurs
des paramètres AR regroupées dans l'ensemble D. Ensuite, nous calculons le pourcentage de
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présence de chaque code d dans les ensembles P1(D),P2(D) et P3(D).
Exemple : Le fouillis est modélisé par un modèle AR d'ordre p et D est l'ensemble des pa-
ramètres a1, ..., ap considérés tels que le processus AR soit stable. Pour un jeu de paramètres
a1, ..., ap donné, nous déterminons les codes d(i) présents dans P1,P2 et P3. On fait alors varier
les paramètres a1, ..., ap et on recalcule les trois fronts de Pareto. En considérant l'ensemble des
valeurs des paramètres (a1, ..., ap) ∈ D, on peut déduire pour chaque code d(i) des pourcentages
de présence notés p(i)1 , p
(i)
2 et p
(i)
3 dans les fronts de Pareto P1,P2 et P3 respectivement et identiﬁer
les codes les plus robustes à des variations de fouillis.
calcul du Front
de Pareto
P1(D)
SN
calcul du Front
de Pareto
P2(D)
calcul du Front
de Pareto
P3(D)
{p(i)2 }i=0,...,2N−1{p(i)1 }i=0,...,2N−1 {p(i)3 }i=0,...,2N−1
Opérateur de logique ﬂoue
D D D
Figure 3.10  Schéma de principe de la méthode de sélection du code intra-impulsion
Pour combiner p(i)1 , p
(i)
2 et p
(i)
3 avec i = 0, ..., 2
N−1, nous proposons d'utiliser un opérateur
de logique ﬂoue. Il en existe diﬀérents types [Li04] : les opérateurs pessimistes tels que la fonc-
tion min, les opérateurs de renforcement qui visent à mettre en exergue la présence d'un code
sur les fronts de Pareto, etc. Nous avons ﬁnalement opter pour un opérateur neutre tel que la
somme pondérée. Les poids sont choisis de telle sorte à mettre en avant l'importance des codes
appartenant à P1 par rapport à P2 et P2 par rapport à P3.
Disposant d'une méthode de sélection des codes inter et intra-impulsion dans un contexte
mono-résolution, nous proposons de l'adapter au système bi-résolution. Cette première approche
pour la sélection des codes inter et intra-impulsion robustes au fouillis dans un contexte mono-
résolution a donné lieu à [Rou15a].
3.3.3 Optimisation dans un cas bi-résolution
Les radars actuels sont multi-fonctions et pour chaque fonction, une forme d'onde spéciﬁque
est utilisée. Toutefois, certaines fonctionnalités haute résolution nécessitent un temps d'éclaire-
ment suﬃsamment long pouvant perturber les poursuites des autres cibles et la veille. C'est le
cas notamment de l'identiﬁcation de cible à partir de sa signature Doppler puisque la résolution
en fréquence Doppler est d'autant plus ﬁne que le temps d'illumination de la cible est long. Pour
pallier cet inconvénient, une solution consiste à utiliser une forme d'onde unique pour tous les
modes. Étant donné la diversité des formes d'onde utilisées pour réaliser les diﬀérentes fonctions,
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nous avons orienté notre étude sur les fonctions de détection basse résolution et haute résolution.
La plupart des articles qui traitent de la détection multi-résolution en radar font référence à
du traitement d'image avec l'utilisation d'une décomposition en ondelettes par exemple [Bha09].
A notre connaissance, seuls Shinriki et al. étudient cette problématique. Dans [Shi06], ils pro-
posent d'utiliser un ensemble de ﬁltres dont les réponses impulsionnelles permettent de piloter
la résolution. Toutefois, Levanon reproche à cette approche qu'il faut un fort RSB pour com-
penser les pertes en RSB induites par les ﬁltres désadaptés [Lev07]. Dans [Shi12], les auteurs
considèrent des ﬁltres inverses dont la réponse impulsionnelle permet de déterminer la résolution
d'une part, et les lobes secondaires d'autre part.
Dans le cadre de cette thèse, nous proposons une autre approche fondée sur une forme d'onde
hybride du type train d'impulsions codées en phase identique à la forme d'onde introduite dans
la section précédente. Pour réduire le coût calculatoire de la chaîne globale de traitement, nous
procédons comme suit : le signal reçu est premièrement traité dans une chaîne de traitement
basse résolution. S'il y a une détection, les échantillons du signal reçu sont réutilisés pour être
traités dans la voie de traitement haute résolution, Cf. Fig. 3.11.
Signal émis Signal reçu Voie de traitementbasse résolution
Voie de traitement
haute résolution
Détection
Proﬁl distance
Détection
Si
Figure 3.11  Principe du système bi-résolution
Pour la chaîne de traitement haute résolution, nous réutilisons celle qui a été introduite dans la
section précédente, Cf. Fig. 3.4. En s'appuyant sur le traitement proposé dans [De 08], la chaîne
de traitement basse résolution est constituée d'une première étape de ﬁltrage passe-bas avec le
ﬁltre de réponse impulsionnelle Dfsd(τ). Le signal ﬁltré est ensuite échantillonné à Ts = T . La
troisième étape consiste à eﬀectuer un blanchiment puis un ﬁltre adapté au signal blanchi. Les
chaînes de traitement basse et haute résolution sont représentées sur la ﬁgure 3.12.
Filtre passe-bas
h˜ = DfsΠTc (τ)
Échantillonnage
à Tc
Blanchiment et
ﬁltre adapté
y r˜(˜`, ˜`0)
+ perturbation
Filtre passe-bas
h = Dfsd(τ)
Échantillonnage
à T
Blanchiment et
ﬁltre adapté
y r(`, `0)
+ perturbation
Traitement haute résolution
Traitement basse-résolution
Figure 3.12  Chaînes de traitement basse et haute résolution
On rappelle que le signal émis s considéré est un train de M impulsions codées en phase
alliant un code de phase binaire intra-impulsion et un code de phase binaire inter-impulsion. La
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déﬁnition du signal s est rappelée ici :
s(lTs) =
M−1∑
m=0
cmsd(lTs −mTr) (3.4)
où cm = ±1 est lamie`me impulsion du code inter-impulsion c de longueurM et sd est l'impulsion
de durée T telle que :
sd(lTs) =
N−1∑
n=0
dnΠTc(lTs − nTc) (3.5)
avec dn = ±1 le nie`me élément du code de phase intra-impulsion d de longueur N et ΠTc la porte
de durée Tc déﬁnie en (3.6).
Comme pour le cas mono-résolution, nous utilisons le modèle bande étroite (2.1) d'une cible
ponctuelle pour le signal reçu y :
y = αDf0s (τ0) + b + u (2.1)
Dans le cas de la voie de traitement haute résolution, nous avons vu que le signal reçu en
sortie du traitement décrit sur la ﬁgure 3.12 s'écrit :
z˜HM˜−1J˜˜`(c⊗ e1 ⊗ d) (3.26)
où z˜ contient les échantillons du signal reçu après le ﬁltrage passe-bas puis l'échantillonnage à
Tc.
En remplaçant z˜ par son expression (3.25), (3.26) devient :
αχΠTc (0, 0)r˜(
˜`, ˜`0) + v˜
HM˜−1J˜˜`(c⊗ e1 ⊗ d) (3.27)
où r˜ est donnée par :
r˜(˜`, ˜`0) = (c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
M˜−1J˜˜`(c⊗ e1 ⊗ d) (3.28)
Dans le cas haute-résolution, nous avons déﬁni trois critères à optimiser relatifs à r˜. Il s'agit à
présent de décliner ces critères pour la voie basse résolution. Pour cela, nous analysons premiè-
rement le signal reçu en sortie du traitement basse résolution ; puis, nous présentons le problème
d'optimisation associé.
3.3.3.1 Expressions du signal reçu après le traitement basse résolution
Le traitement basse résolution s'inspire de la voie de traitement haute résolution à la diﬀérence
que le ﬁltrage passe-bas et la période d'échantillonnage diﬀèrent. Nous réutilisons donc les étapes
de la section précédente du cas mono-résolution pour le développement d'une expression du signal
reçu après traitement basse résolution.
a) Signal reçu après ﬁltrage passe-bas
Le signal reçu est premièrement ﬁltré par le ﬁltre passe-bas de réponse impulsionnelle Dfsd(τ).
Le signal reçu ﬁltré z s'écrit alors comme suit :
z(τ, f) = sHd (τ)D
H
f y (3.64)
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Comme pour le cas de la haute résolution, on peut développer (3.64) en remplaçant y par son
expression (2.1). z(τ, f) dépend alors du signal émis s(τ0) qui peut également s'écrire à partir de
sd comme suit :
s(τ0) =
M−1∑
m=0
cmsd(mL˜T + τ0) (3.65)
Ainsi, en tenant compte de (3.65), et en supposant la fréquence Doppler f0 connue, on aboutit
à :
z(τ, f0) = αs
H
d (τ)D
H
f0Df0s (τ0) + s
H
d (τ)D
H
f0(b + u)
= α
M−1∑
m=0
cms
H
d (τ)sd
(
τ0 +mL˜T
)
+ sHd (τ)D
H
f0(b + u) (3.66)
Dans (3.66), sHd (τ)sd
(
τ0 +mL˜T
)
correspond à la fonction d'ambiguïté χsd du signal sd prise
en (τ − τ0 −mL˜T, 0). Aussi, (3.66) peut se réécrire de la manière suivante :
z(τ, f0) = α
M−1∑
m=0
cmχsd(τ −mL˜T − τ0, 0) + v(τ, f0) (3.67)
avec v la perturbation additive après ﬁltrage contenant la contribution du fouillis et celle du
bruit thermique.
Remarque : Aﬁn de ne pas alourdir les notations, la dépendance en f0 est omise dans la suite du
développement.
b) Échantillonnage à Ts = T
Dans la voie de traitement basse résolution, τ est échantillonné à Ts = T , c'est-à-dire τ = `T
avec ` = 0, ...,ML˜− 1. Dans ce cas, chaque récurrence contient L˜ échantillons d'après (3.8). Par
rapport à la voie haute résolution, le nombre de cases distance à tester est réduit du facteur N ,
ce qui réduit le coût calculatoire de la voie basse résolution par rapport à celui de la voie haute
résolution.
Dans la suite, on suppose que τ0 peut s'exprimer comme suit :
τ0 = `0T (3.68)
avec `0 ∈ [[0;ML˜− 1]].
De plus, pour faciliter la lecture des calculs, on introduit le vecteur colonne z contenant les
ML˜ échantillons z(0), ..., z((M − 1)Tr + (L˜− 1)T ). D'après (3.67) et en se rappelant que :
χsd(lT, 0) =
{
1 l = 0
0 sinon
(3.69)
z vériﬁe :
z = αχsd(0, 0)J
`0(c⊗ e1) + v (3.70)
où v = [v(0), v(T ), ..., v((M − 1)Tr + (L˜− 1)T )]T .
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La perturbation v est modélisée par un vecteur gaussien coloré de matrice de covariance M
donnée par :
M = E[vvH ] = Γ + σ2IML˜ (3.71)
avec Γ la matrice de covariance du fouillis et σ2 la variance du bruit thermique.
c) Blanchiment et ﬁltrage adapté
La dernière étape du traitement décrit par la ﬁgure 3.12 consiste en une phase de blanchiment
du bruit suivie d'un ﬁltrage adapté au signal blanchi. Dans ce cas, le signal après traitement
s'écrit :
zHM−1J` (c⊗ e1) (3.72)
avec ` ∈ [[0,ML˜− 1]] traduisant l'hypothèse que la cible est dans la case distance `.
En remplaçant z par son expression (3.70), (3.72) devient :
zHM−1J` (c⊗ e1) = αχsd(0, 0)r(`, `0) + vHM−1J` (c⊗ e1) (3.73)
où r est la fonction déﬁnie par :
r(`, `0) = (c⊗ e1)H
(
J`0
)H
M−1J` (c⊗ e1) (3.74)
Disposant d'une expression du signal reçu après traitement, nous développons l'expression du
signal r lorsque le fouillis en haute résolution est modélisé par un processus AR(1).
3.3.3.2 Analyse du signal reçu pour un fouillis modélisé par un processus AR(1)
Après avoir rappelé la modélisation AR(1) et les propriétés de corrélation associées, nous
montrons le lien entre les échantillons haute résolution et basse résolution pour l'analyse du
signal reçu après le traitement basse résolution.
a) Signal reçu après traitement haute résolution
Pour un processus AR(1), on a :
v˜(˜`) = a1v˜(˜`− 1) + u(˜`) (3.75)
avec u un bruit blanc gaussien circulaire. La fonction d'autocorrélation rv˜v˜ de v˜ vériﬁe :
rv˜v˜(k) =
σ2u
1− a21
a
|k|
1 , ∀k (3.76)
En réutilisant la déﬁnition de l'inverse de la matrice de covariance (3.30) pour p = 1, on aboutit
à :
Γ˜−1 =
1
σ2u

1 −a1 0 · · · 0
−a1 1 + a21 −a1
. . .
...
0
. . . . . . . . . 0
...
. . . −a1 1 + a21 −a1
0 · · · 0 −a1 1

(3.77)
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En faisant l'hypothèse que la puissance du bruit thermique est négligeable devant celle du fouillis,
il vient :
M˜−1 ≈ Γ˜−1 (3.78)
Dans ce cas, on se replace dans la même situation que le contexte mono-résolution du paragraphe
3.3.2.2. Ainsi, d'après (3.59), le signal reçu r˜ après traitement haute résolution vériﬁe :
r˜(˜`, ˜`0) =
1
σ2u
[
r˜1(˜`− ˜`0)− r˜2(˜`, ˜`0)
]
(3.59)
D'après (3.46), r˜1 satisfait
r˜1(˜`0 − ˜`) =
p∑
n=−p
αnrc⊗e1⊗d(˜`0 − ˜`+ n) (3.46)
avec, pour p = 1 :
αn =
{
1 + a21 n = 0
−a1 |n| = 1
(3.79)
En insérant (3.79) dans (3.46), on aboutit à :
r˜1(˜`0 − ˜`) = (1 + a21)rc⊗e1⊗d(˜`0 − ˜`)− a1
(
rc⊗e1⊗d(˜`0 − ˜`+ 1) + rc⊗e1⊗d(˜`0 − ˜`− 1)
)
(3.80)
Concernant la fonction r˜2, en prenant ˜` ∈
{
[1;NL˜ − 1 − N − 1] ∪ [mNL˜;mNL˜ − 1 − N − 1],
m ∈ [1;M − 1]}, on a :
r˜2(˜`0, ˜`) = 0 (3.81)
Disposant d'une expression du signal reçu dans le cas haute résolution, analysons le cas du signal
reçu après le traitement basse résolution.
b) Signal reçu après traitement basse résolution
Considérons premièrement le lien entre les échantillons de la perturbation dans la chaîne de
traitement basse et haute résolution, c'est-à-dire v(τ, f0) et v˜(τ, f0). D'après (3.12), v˜(τ, f0) est
déﬁni par :
v˜(τ) = sHΠTc (τ)D
H
f0b (3.82)
et d'après (3.66), v(lTs) satisfait :
v(τ) = sHd (τ)D
H
f0b (3.83)
Sachant qu'en basse résolution, τ = `T et en notant que :
sd(`T ) =
N−1∑
n=0
dnsΠTc (`T + nTc) (3.84)
il vient, en combinant (3.83) et (3.84) :
v(`T ) =
N−1∑
n=0
dnv˜(`T + nTc) (3.85)
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Dans ce cas, en notant que T = NTc, la fonction d'autocorrélation rvv de v peut s'écrire en
fonction de rv˜v˜ :
rvv(m) =
N−1∑
n1=0
N−1∑
n2=0
dn1d
∗
n2rv˜v˜(mN + n1 − n2) (3.86)
En intégrant (3.76) dans (3.86), il vient :
rvv(m) =
σ2u
1− a21

dHB1d a
mN
1 m > 0
dHB2d m = 0
dHBT1 d a
|mN |
1 m < 0
(3.87)
avec :
B1 = (a
i−j
1 )i,j=1,...,N , B2 = (a
|i−j|
1 )i,j=1,...,N (3.88)
Toutefois, étant donné que :
dHB1d 6= dHBT1 d (3.89)
la forme (3.87) ne correspond pas à une structure de Toeplitz dont l'inverse possède une expression
analytique connue [Dow03]. Ne disposant pas d'une expression analytique de Γ−1, nous ne
pouvons montrer que r(`0, `) = r(`0 − `) car le code de phase qui optimiserait r(`0, `) en termes
de lobe principal et de lobes secondaires serait dépendant de la position `0 inconnue de la cible.
c) Commentaires
Dans le cas de la voie de traitement haute résolution, en insérant (3.48) dans (3.80) et en se
focalisant sur la première récurrence, c'est-à-dire ˜`∈ [1;NL˜−N − 1], le signal reçu peut s'écrire
en fonction des fonctions d'autocorrélation des codes c et d comme suit :
r˜1(˜`0, ˜`) = r˜1(˜`0 − ˜`)
= (1 + a21)rc(0)rd(
˜`
0 − ˜`)− a1rc(0)
(
rd(˜`0 − ˜`+ 1) + rd(˜`0 − ˜`− 1)
)
(3.90)
Sachant que rc(0) = N , l'optimisation de r˜1 ne dépend que du code d et on peut alors considérer
les trois critères relatifs à r˜1(˜`0 − ˜`) introduits précédemment, à savoir :
− la maximisation de la hauteur du lobe principal,
− la minimisation de la largeur du lobe principal,
− la minimisation du lobe secondaire le plus élevé.
Le code c peut alors être utilisé pour augmenter la distance ambiguë du signal reçu de la voie
de traitement haute résolution. Quant au code d, il est choisi de telle sorte à optimiser les trois
critères relatifs à la voie de traitement haute résolution uniquement.
Dans la prochaine section, nous présentons des résultats de simulations pour le choix des
codes inter et intra-impulsion qui optimisent les trois critères.
− 85−
CHAPITRE 3. OPTIMISATION DE FORMES D'ONDE
3.3.4 Résultats de simulation
Pour les simulations, on considère les valeurs suivantes pour la taille M du code inter-
impulsion, la taille N du code intra-impulsions et le nombre d'échantillons L˜ :
M = 7
N = 13
L˜ = 10
Les critères d'optimisation concernent le signal reçu r˜ non bruité après traitement déﬁni par :
r˜(˜`, ˜`0) = (c⊗ e1 ⊗ d)H
(
J˜
˜`
0
)H
M˜−1J˜˜`(c⊗ e1 ⊗ d) (3.27)
Pour que r˜(˜`, ˜`0) = r˜1(˜`− ˜`0), il suﬃt de prendre ˜`0 supérieure à l'ordre du processus AR
considéré. Dans notre cas, comme l'ordre p du processus AR est choisi inférieur à 10, on prend
˜`
0 = 15. On calcule r˜(˜`, ˜`0) pour ˜`= 0, ...,MNL˜− 1 et les trois critères considérés sont :
 critère 1 :
max
d
r˜(˜`0, ˜`0) = max
d
r˜1(0) (3.91)
 critère 2 :
min
d
∆r˜1 (3.92)
où ∆r˜1 est la largeur du lobe principal à −3dB de la fonction r˜1.
 critère 3 :
min
d
max
˜`>¯`
r˜1(˜`− ˜`0) (3.93)
où ¯` désigne la position du premier zéro de r˜1(˜`− ˜`0).
En ce qui concerne le code inter-impulsion c pour les simulations, on prend le code de Barker de
taille 7 c(8) = [1 1 1 − 1 − 1 1 − 1].
Pour simuler la méthode de sélection du code d, deux approches peuvent être envisagées :
1. dans le premier scénario, le fouillis peut avoir n'importe quel spectre. Dans ce cas, D cor-
respond au domaine de stabilité. Pour p = 1, il suﬃt de choisir le coeﬃcient du modèle
AR dans le disque unité dans le plan complexe. Lorsque le coeﬃcient a1 est réel, il doit
vériﬁer |a1| < 1. Pour p = 2, si les coeﬃcients a1 et a2 sont réels, ils doivent se situer
dans le triangle de stabilité [Naj06]. De manière générale, le spectre Doppler du fouillis
est basse fréquence. Pour cette raison, nous avons restreint les valeurs de a1 à l'ensemble
D = {0.5, 0.505, 0.51, ...0.995}. Concernant la modélisation AR(2), l'ensemble D est repré-
senté sur la ﬁgure 3.13 où nous avons également représenté le reste du triangle de stabilité
en gris clair.
Pour des ordres supérieurs, il faut s'assurer que les pôles associés au modèle AR soient
dans le disque unité dans le plan complexe z. D'autres critères existent et son rappelés
dans [Naj06] ;
2. dans le second scénario, on dispose de données de fouillis. Dans ce cas, on peut estimer
l'ordre pˆ du modèle, les paramètres aˆ1, ..., aˆpˆ ou les pôles pˆ1, ..., pˆpˆ ainsi que la variance du
processus générateur. D est déﬁni en faisant varier légèrement les pôles pˆ1 + ∆1, ..., pˆpˆ+ ∆pˆ
en conservant la stabilité, c'est-à-dire avec |pˆi + ∆i| < 1, i = 1, ..., pˆ.
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Figure 3.13  Valeurs des paramètres AR considérés dans le triangle de stabilité discrétisé
Disposant de l'ensemble D de jeux de paramètres AR, les trois fronts de Pareto sont calculés
pour chacun des jeux de paramètres. Pour chaque code di, i = 1, ..., 2M , nous déduisons les trois
pourcentages d'appartenance p(i)1 , p
(i)
2 et p
(i)
3 et choisissons les poids suivants :
0.5p
(i)
1 + 0.3p
(i)
2 + 0.2p
(i)
3 , i = 0, ..., 2
M−1 − 1 (3.94)
Les  meilleurs  codes sont ceux qui maximisent la somme pondérée.
a) Premier scénario
En appliquant la méthode décrite précédemment pour un processus AR(1) et pour la variance
du bruit thermique σ2 = 1, les codes de phases les plus robustes à des variations de fouillis sont :
d(2731) = [−1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1]T
d(2734) = [−1 1 −1 1 −1 1 −1 1 −1 1 1 −1 1]T
d(3414) = [−1 1 1 −1 1 −1 1 −1 1 −1 1 −1 1]T
d(2730) = [−1 1 −1 1 −1 1 −1 1 −1 1 −1 −1 1]T
ainsi que −d(2731), −d(2734), −d(3414) et −d(2730).
Aﬁn d'illustrer les diﬀérences entre ces codes en termes de lobe principal et lobes secondaires
du signal reçu après traitement, comparons |r˜(˜`− ˜`0)| pour ces codes avec a1 = 0.995 et pour
−N − 2 6 ˜`− ˜`0 6 N + 2.
Sur la ﬁgure 3.14, les courbes pour d(2734) et d(2390) se confondent. Ainsi, le code d(2731)
maximise la hauteur du lobe principal du signal reçu au détriment de sa largeur alors que le
signal r˜ associé au code d(2734) possède un lobe principal moins élevé mais une largeur du
lobe principal plus ﬁne. En pratique, l'utilisateur choisit le code intra-impulsion parmi les codes
retenus.
On vériﬁe également le propriété que le code de phase c permet d'augmenter la distance
ambiguë en traçant |r˜(˜`− ˜`0)| associé au code d(2726) pour −MNL˜+ 1 6 ˜`− ˜`0 6MNL˜− 1.
Sur la ﬁgure 3.15, les positions des périodes de récurrences sont représentées par des lignes
verticales en pointillées. On retrouve la propriété que les lobes secondaires tous les Tr sont
pondérés par les coeﬃcients de la fonction d'autocorrélation du code inter-impulsion puisque,
dans le cas du code de Barker 7 :
|rc(1)| = |rc(3)| = |rc(5)| = 0 (3.95)
− 87−
CHAPITRE 3. OPTIMISATION DE FORMES D'ONDE
Figure 3.14  r˜ après traitement pour les codes intra-impulsion les plus robustes à des variations
du fouillis représenté par un modèle AR(1), a1 = 0.0995, σ2 = 10−4
Figure 3.15  r˜ après traitement pour le code intra-impulsion les plus robustes à des variations
du fouillis représenté par un modèle AR(1), a1 = 0.0995, σ2 = 10−4
et :
|rc(2)| = |rc(4)| = |rc(6)| = 1 (3.96)
A présent, on teste l'inﬂuence de la variance σ2 du bruit thermique. Pour cela, on eﬀectue
les mêmes simulations avec σ2 = 10−2 et σ2 = 10−1. On trace alors sur les ﬁgures 3.16 et 3.17
|r˜(˜`− ˜`0)| pour les meilleurs codes pour a1 = 0.995.
Figure 3.16  r˜ après traitement pour les codes intra-impulsion les plus robustes à des variations
du fouillis représenté par un modèle AR(1), a1 = 0.0995, σ2 = 10−2
Lorsque σ2 varie, seul le code d(2731) demeure parmi les meilleurs codes. Toutefois, le code
d(2734) qui est le quatrième meilleur code pour σ2 = 10−4 reste dans les 20 premiers meilleurs
codes (17ie`me rang) pour σ2 = 10−1 et le code d(2390) qui était au rang 3 pour σ2 = 10−4 se
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Figure 3.17  r˜ après traitement pour les codes intra-impulsion les plus robustes à des variations
du fouillis représenté par un modèle AR(1), a1 = 0.0995, σ2 = 10−1
maintient dans les 15 premiers (13ie`me rang) pour σ2 = 10−1. Les codes les plus robustes au
fouillis restent globalement adaptés malgré une variation de σ2.
Enﬁn, nous avons également eﬀectué les mêmes simulations pour d'autres pondérations que
(3.94) et nous avons obtenu des résultats similaires. En eﬀet, nous avons considéré les opérateurs
suivants :
0.6p
(i)
1 + 0.3p
(i)
2 + 0.1p
(i)
3
0.7p
(i)
1 + 0.2p
(i)
2 + 0.1p
(i)
3
0.4p
(i)
1 + 0.35p
(i)
2 + 0.25p
(i)
3
(3.97)
Les 8 meilleurs codes sont identiques.
On considère à présent le cas d'une modélisation AR(2). Les quatre codes de phases les plus
robustes au fouillis sont :
d(2731) = [−1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1]T
d(2726) = [−1 1 −1 1 −1 1 −1 1 −1 −1 1 −1 1]T
d(2902) = [−1 1 −1 1 1 −1 1 −1 1 −1 1 −1 1]T
d(2779) = [−1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1]T
et les opposés −d(2731),−d(2726),−d(2902 et −d(2779).
Comme précédemment, on trace |r˜(˜`− ˜`0)| associé aux codes d(2731),d(2726),d(2902 et d(2779) avec
a1 = 1.8 et a2 = −0.9 et pour −N − 2 6 ˜`− ˜`0 6 N + 2, Cf. Fig. 3.18.
Sur la ﬁgure 3.18, le signal reçu après traitement |r˜(˜`− ˜`0)| pour les codes d(2726) et d(2902)
est identique. A nouveau, chacun des meilleurs codes est un compromis entre les trois critères et
le choix ﬁnal dépend de l'utilisateur.
On vériﬁe également le propriété que le code de phase c permet d'augmenter la distance ambi-
guë en traçant le signal |r˜(˜`− ˜`0)| associé au code d(2726) pour −MNL˜+ 1 6 ˜`− ˜`0 6MNL˜− 1,
Cf. Fig. 3.19.
Enﬁn, on teste l'inﬂuence de la variance du bruit thermique en eﬀectuant les mêmes simu-
lations avec σ2 = 10−2 et σ2 = 10−1. Les codes les plus robustes au fouillis sont identiques au
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Figure 3.18  r˜ après traitement pour les codes intra-impulsion les plus robustes à des variations
du fouillis représenté par un modèle AR(2), a1 = 1.8, a2 = −0.9, σ2 = 10−4
Figure 3.19  r˜ après traitement pour le code intra-impulsion les plus ro-
bustes à des variations du fouillis représenté par un modèle AR(2), a1 = 1.8,
a2 = −0.9, σ2 = 10−4
Figure 3.20  r˜ après traitement pour les codes intra-impulsion les plus ro-
bustes à des variations du fouillis représenté par un modèle AR(2), a1 = 1.8,
a2 = −0.9, σ2 = 10−2
cas précédent σ2 = 10−4. On trace les signaux reçus |r˜(˜`− ˜`0)| pour ces codes pour a1 = 1.8 et
a2 = −0.9.
Dans le cas d'un fouillis modélisé par un processus AR(2), la méthode de sélection du code
de phase intra-impulsion est peu sensible à une variation de σ2.
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Figure 3.21  r˜ après traitement pour les 4 codes intra-impulsion les plus ro-
bustes à des variations du fouillis représenté par un modèle AR(2), a1 = 1.8,
a2 = −0.9, σ2 = 10−1
b) Second scénario
Dans ce second scénario, nous disposons de données réelles de fouillis de mer. Les paramètres
AR sont estimés à partir des équations de Yule-Walker pour un ordre p ﬁxé a priori. Dans un
premier temps, nous prenons p = 5. Pour générer un ensemble de paramètres AR proches des
5 paramètres AR estimés, nous leur appliquons un bruit blanc gaussien de faible variance en
s'assurant de la stabilité du processus associé. Nous choisissons de considérer un ensemble de 100
jeux de paramètres AR dont les valeurs sont représentés dans le plan complexe sur la ﬁgure 3.22.
Figure 3.22  Ensemble des 100 jeux de paramètres AR considérés dans le plan complexe
Disposant de la matrice de covariance, nous avons appliqué le même traitement que précé-
demment et nous avons calculé les trois fronts de Pareto pour chaque jeu de paramètres AR.
Dans ce cas, les quatre meilleurs codes sont :
d(2731) = [−1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1]T
d(2732) = [−1 1 −1 1 −1 1 −1 1 −1 1 −1 1 1]T
d(2730) = [−1 1 −1 1 −1 1 −1 1 −1 1 −1 −1 1]T
d(2637) = [−1 1 −1 1 −1 −1 1 −1 −1 1 1 −1 −1]T
− 91−
CHAPITRE 3. OPTIMISATION DE FORMES D'ONDE
ainsi que leurs opposés.
On trace le signal |r˜(˜`− ˜`0)| associé à ces codes pour −N − 2 6 ˜`− ˜`0 6 N + 2 et pour
−MNL˜+ 1 6 ˜`− ˜`0 6MNL˜− 1, Cf. Fig. 3.23-3.24.
Figure 3.23  r˜ après traitement pour les codes intra-impulsion les plus robustes à des variations
du fouillis représenté par un modèle AR(5)
Figure 3.24  r˜ après traitement pour le code intra-impulsion les plus robustes à des variations
du fouillis représenté par un modèle AR(5)
A nouveau, on conﬁrme que le code inter-impulsion permet d'augmenter la distance ambiguë
d'une part, et d'autre part, les meilleurs codes intra-impulsion réalisent un compromis entre
les diﬀérents critères et c'est l'utilisateur qui choisit le code intra-impulsion parmi ces codes en
fonction de ses besoins.
On eﬀectue les mêmes simulations avec p = 7. Dans ce cas, les meilleurs codes sont :
d(2637) = [−1 1 −1 1 −1 −1 1 −1 −1 1 1 −1 −1]T
d(3499) = [−1 1 1 −1 1 1 −1 1 −1 1 −1 1 −1]T
d(2732) = [−1 1 −1 1 −1 1 −1 1 −1 1 −1 1 1]T
d(1611) = [−1 −1 1 1 −1 −1 1 −1 −1 1 −1 1 −1]T
ainsi que leurs opposés.
On trace également le signal |r˜(˜`− ˜`0)| associé à ces codes pour −N − 2 6 ˜`− ˜`0 6 N + 2 et
pour −MNL˜+ 1 6 ˜`− ˜`0 6MNL˜− 1, Cf. Fig. 3.25-3.26.
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Figure 3.25  r˜ après traitement pour les codes intra-impulsion les plus robustes à des variations
du fouillis représenté par un modèle AR(7)
Figure 3.26  r˜ après traitement pour le code intra-impulsion les plus robustes à des variations
du fouillis représenté par un modèle AR(7)
c) Choix du code intra-impulsion
En pratique, pour la sélection du code intra-impulsion, l'utilisateur peut soit appliquer le
scénario 1 et faire les simulations au sol aﬁn d'en déduire la forme d'onde la plus robuste à des
variations de fouillis. Dans ce cas, la forme d'onde est implantée dans le radar et ne change pas.
L'utilisateur peut également choisir le scénario 2 et estimer les paramètres AR du fouillis à
partir de données secondaires pour en déduire la forme d'onde robuste à des variations de fouillis.
La forme d'onde varie donc en fonction du fouillis. L'intérêt de ce scénario est qu'en estimant la
forme d'onde la plus robuste à des variations de fouillis, il n'est pas nécessaire de la changer en
permanence.
3.3.5 Bilan sur les deux approches proposées
Nous avons proposé une forme d'onde hybride composée d'un code de phase inter-impulsion
et d'un code de phase intra-impulsion, et nous avons également explicité les traitements haute
et basse résolution associés. Ces traitements reposent sur le ﬁltre adapté dans un contexte de
fouillis coloré gaussien. Les codes de phase sont choisis de telle sorte à optimiser diﬀérents critères
sur le signal reçu après traitement. Pour expliciter ces critères, nous avons modélisé le fouillis en
haute résolution par un processus AR(p). Ce choix de modèle s'explique par le fait qu'il permet
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de modéliser diﬀérents types de fouillis et l'inverse de la matrice de covariance d'un processus
AR peut être obtenue explicitement. En s'appuyant sur cette seconde caractéristique, nous avons
obtenu une expression analytique du signal reçu après traitement et après calcul, nous pouvons
faire les remarques suivantes :
− nous avons montré que lorsque la cible ne se situe pas sur les p premières cases distance
de la récurrence ni sur les N + p dernières cases distance de chaque récurrence, alors il est
possible d'optimiser le signal reçu après traitement. En pratique, p < 10 et on peut adapter
la période de récurrence aﬁn que les N + p dernières cases distance soient hors du domaine
de recherche du radar ;
− lorsque l'optimisation est possible, le code inter-impulsion peut être sélectionné pour aug-
menter la distance ambiguë et le code intra-impulsion peut être choisi pour optimiser
diﬀérents critères relatifs au signal reçu après traitement tels que la maximisation de la
probabilité de détection ou encore la minimisation des lobes secondaires pour réduire les
fausses alarmes. Pour l'optimisation conjointe de ces diﬀérents critères, nous avons par-
couru l'ensemble des codes de phase intra-impulsion candidats de manière exhaustive aﬁn
de déterminer les fronts de Pareto. Nous avons ensuite étudié la robustesse des solutions
du front de Pareto à des variations de fouillis. Pour cela, nous avons calculé les fronts
de Pareto pour diﬀérentes valeurs des paramètres AR. A l'aide d'un opérateur de logique
ﬂoue, nous avons proposé une méthode permettant de sélectionner automatiquement les
codes de phase les plus robustes à des variations de fouillis ;
− la modélisation AR(p) du fouillis en haute résolution ne permet pas d'optimiser les critères
basse résolution. Dans ce cas, les codes de phase sont choisis de telle sorte à optimiser les
critères en haute résolution uniquement.
En pratique, on pourrait eﬀectuer toutes les simulations hors-ligne, ce qui éviterait d'embar-
quer les calculs. La forme d'onde serait alors déﬁnie au préalable puis implantée sur le radar.
Par rapport à la chaîne de traitement, cette forme d'onde pourrait être utilisée pour acquérir
des données secondaires aﬁn d'estimer la matrice de covariance et d'appliquer les traitements
proposés. Étant donné que la forme d'onde choisie est celle qui optimise les diﬀérents critères
pour une majorité de fouillis diﬀérents, l'estimation des paramètres AR ne serait pas nécessaire.
Enﬁn, pour répondre au problème de distance aveugle, nous suggérons de faire varier la période
de récurrence à chaque train d'impulsions.
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Ces travaux de thèse ont porté sur deux problématiques complémentaires relatives au trai-
tement radar haute résolution : la détection d'une cible dans un cadre haute résolution et la
conception d'une forme d'onde compatible avec deux chaînes de traitement basse et haute réso-
lution.
Concernant le premier point, il s'agissait de proposer un traitement qui détecte et localise
les K réﬂecteurs provenant de la cible parmi les Q cases distance. Pour cela, en supposant que
K et Q sont déﬁnis a priori et que le signal reçu est perturbé par du bruit blanc gaussien
circulaire de variance supposée connue, nous avons explicité le GLRT de ce modèle de cible
étendue en tenant compte de la localisation inconnue des réﬂecteurs. Sous l'hypothèse usuelle
que les signaux reçus sont décorrélés, le détecteur obtenu consiste à comparer la somme des K
cases les plus énergétiques à un seuil.
Notre contribution a alors porté sur la caractérisation de ce détecteur en termes de PFA
et de PDL. Utilisant des raisonnements issus des statistiques d'ordre, nous avons donné des
expressions analytiques approchées de ces deux probabilités [Rou15b]. Il est à noter qu'elles sont
liées à la fonction de répartition d'une somme de deux variables variables aléatoires dont l'une est
distribuée selon une loi hypo-exponentielle et l'autre selon une loi gamma. Nous avons eﬀectué
une étude comparative en termes de PD entre le détecteur obtenu et le détecteur quadratique
[Van71], le détecteurK parmi Q [Shn98] et le détecteur SSD [Ger97]. A partir de simulations de
Monte Carlo, nous avons montré que le détecteur étudié présente des performances de détection
supérieures à celles des autres.
Les perspectives de travail sont multiples :
1. Dans un premier temps, il serait intéressant d'obtenir une expression analytique de la PD.
En eﬀet, nous avons montré qu'elle peut s'exprimer comme la somme de
(
Q
K
)
probabilités.
Pour K et Q suﬃsamment faibles, ces probabilités sont liées à la somme de deux variables
aléatoires dont l'une est distribuée selon une loi hypo-exponentielle et l'autre selon une
loi gamma. Toutefois, lorsque K et Q augmentent, certaines de ces probabilités sont liées
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à la somme d'au moins trois variables aléatoires dont une est distribuée selon une loi
hypo-exponentielle et les autres selon des lois gamma dont les paramètres ne sont pas
nécessairement identiques.
2. Dans les simulations eﬀectuées, nous avons ﬁxé a priori le nombre K de réﬂecteurs et avons
analysé le scénario où K ne correspond pas au vrai nombre de réﬂecteurs de la cible. Une
alternative consisterait à intégrer une étape d'estimation de K. Dans ce cas, il faudrait
tenir compte de cet a priori dans les calculs des PFA, PDL et PD.
3. Enﬁn, nous avons considéré le cas où le signal reçu est perturbé par du bruit thermique
uniquement. Nous pourrions envisager le développement de cette approche dans le cas où
le signal reçu contient également du fouillis corrélé temporellement.
Dans la seconde partie, nous nous sommes focalisés sur la conception d'une forme d'onde
compatible avec deux voies de traitement. Après avoir dressé un bref état de l'art sur l'optimisa-
tion de formes d'onde, nous avons opté pour l'optimisation d'une forme d'onde composée de deux
codes de phase dont l'un est intra-impulsion et l'autre inter-impulsion. Pour cela, nous avons ex-
plicité le signal reçu en sortie des voies de traitement haute et basse résolution dans le cas où le
fouillis est gaussien corrélé. Modélisant le fouillis en haute résolution par un processus AR, nous
avons montré [Rou15a] que le code inter-impulsion permet d'augmenter la distance ambiguë
alors que le code intra-impulsion a une inﬂuence sur le lobe principal et les lobes secondaires du
signal reçu après traitement.
Quand on opte pour la famille des codes de phase binaires, la distance ambiguë peut être
augmentée en choisissant le code inter-impulsion de telle manière que les lobes secondaires de sa
fonction d'autocorrélation sont les plus petits. Pour des longueurs de code L inférieures à 13, on
peut choisir les codes de Barker. Sinon, on peut s'orienter vers les codes MPSL qui minimisent
les lobes secondaires de la fonction d'autocorrélation.
Concernant le code intra-impulsion, il est choisi de telle sorte à optimiser plusieurs critères
relatifs au signal reçu après le traitement haute résolution : la maximisation de la hauteur du
lobe principal pour maximiser la PD, la minimisation de la largeur du lobe principal pour avoir
la résolution en distance la plus ﬁne et la minimisation des lobes secondaires pour minimiser les
fausses détections. Nous avons montré que ces critères dépendent uniquement de la fonction d'au-
tocorrélation du code intra-impulsion et des coeﬃcients AR du fouillis. Pour un jeu de paramètre
AR donné, nous avons regroupé ces trois problèmes d'optimisation en un problème d'optimisation
multi-objectifs et nous avons calculé le front de Pareto contenant l'ensemble des solutions  op-
timales . Aﬁn d'évaluer la robustesse des codes de phase optimaux à des variations du fouillis,
nous avons recherché le front de Pareto pour plusieurs jeux de paramètres AR et avons retenu
les codes de phase qui appartiennent le plus souvent aux fronts de Pareto de premier, deuxième
et troisième ordre. Enﬁn, nous avons appliqué cette approche au cas bi-résolution [Rou14].
Pour cette seconde partie, plusieurs perspectives peuvent être envisagées. Nous avons consi-
déré que la fréquence Doppler est connue a priori. Nous pourrions étudier la sensibilité de l'ap-
proche à un décalage en fréquence Doppler du signal reçu. Concernant le scénario d'étude, le cas
d'un fouillis non-gaussien pourrait être analysé en optant pour une modélisation SIRV [Pas05]
pour laquelle le speckle peut être considéré comme un processus AR [Pet10]. Nous pourrions éga-
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lement utiliser un modèle de cible étendue pour la voie de traitement haute résolution. Enﬁn, les
formes d'onde modulées en fréquence et en particulier les formes d'onde avec sauts de fréquence
pourraient être une alternative aux trains d'impulsions modulées en phase. En eﬀet, ce type de
signaux possède un caractère bi-résolution puisque la bande passante de chaque impulsion est
compatible avec la basse résolution alors que la bande passante totale du train d'impulsions est
compatible avec la haute résolution.
A ce stade, nous avons étudié parallèlement la détection d'une cible dans un cadre haute
résolution et la conception d'une forme d'onde compatible avec un système bi-résolution. La
prochaine étape consisterait à intégrer le détecteur introduit en première partie dans la voie de
traitement haute résolution du système bi-résolution pour proposer un système complet.
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Annexe A
Rappels sur les densités de probabilité
Loi gaussienne/normale
Une variable aléatoire X suit une loi Gaussienne complexe de moyenne m et de variance σ2,
notée NC(m,σ2) si sa densité de probabilité s'écrit :
pNC(x) =
1
piσ
exp
(
−|x−m|
2
σ2
)
, ∀x ∈ C (A.1)
Un vecteur aléatoire X de taille L× 1 suit une loi gaussienne complexe multivariée de moyenne
m et de matrice de covariance Γ si sa densité de probabilité s'écrit :
pNLC (x) =
1
piL det(Γ)
exp
(−(x−m)HΓ−1(x−m)) , ∀x ∈ CL (A.2)
Loi de Rayleigh
Une variable aléatoire X suit une loi de Rayleigh de paramètre d'échelle σ > 0, notée R(σ)
si sa densité de probabilité s'écrit :
pR(x) =

x
σ2
exp
(
− x
2
2σ2
)
, ∀x ∈ R+
0 sinon
(A.3)
Si Y ∼ NC(0, σ2), alors |Y | ∼ R
(
σ√
2
)
Loi exponentielle
Une variable aléatoire X suit une loi exponentielle de paramètre λ > 0, notée Exp(λ) si sa
densité de probabilité s'écrit :
pExp(x) =
{
λ exp (−λx) , ∀x ∈ R+
0 sinon
(A.4)
On note que λ = 1/E(X).
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Loi hypo-exponentielle
Soient Q variables aléatoires X1, ..., XQ indépendantes telles que :
X1 ∼ Exp(φ1), ..., XQ ∼ Exp(φQ)
avec φ1, ..., φQ tous distincts.
La loi de la variableX1+...+XQ est appelée loi  Hypo-exponentielle  et sa densité de probabilité
phypoExp est déﬁnie par :
phypoExp(x) =

Q∑
q=1
Q∏
j=1
j 6=q
φj
φj − φq φq exp(−φqx), ∀x ∈ R
+
0 sinon
(A.5)
Loi log-normale
Une variable aléatoire X suit une loi log-normale de moyennem et de variance σ2 si sa densité
de probabilité s'écrit :
pln(N )(x) =

1
x
√
2piσ
exp
(
−(lnx−m)
2
2σ2
)
, ∀x ∈ R+∗
0 sinon
(A.6)
Si Y ∼ N (m,σ2), alors exp(Y ) suit une loi log-normale de paramètres m et σ2.
Loi du χ2 centrée
Une variable aléatoire X suit une loi du χ2 centrée à Q degrés de liberté si sa densité de
probabilité s'écrit :
pχ2,Q(x) =

x
Q
2
−1
2
Q
2 Γ(Q2 )
exp
(
−x
2
)
, ∀x ∈ R+
0 sinon
(A.7)
où Γ est la fonction Gamma déﬁnie par :
Γ(t) =
∫ +∞
0
xt−1 exp(−x)dx (A.8)
La fonction Γ vériﬁe également Γ(n+ 1) = n!, ∀n ∈ N
Si Y ∼ NC(0, σ2), alors |Y |
2
σ2/2
∼ χ2(2). De plus, soient Q variables aléatoires indépen-
dantes Y1, ..., YQ distribuées selon des lois complexes gaussiennes centrées de variances respectives
σ21, ..., σ
2
Q. Alors :
Q∑
q=1
|Yq|2
σ2q/2
∼ χ2(2Q) (A.9)
Remarque : en prenant Q = 2, on note que χ2(2) = Exp
(
1
2
)
.
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Loi du χ2 non-centrée
Une variable aléatoire X suit une loi du χ2 non-centrée à Q degrés de liberté si sa densité de
probabilité s'écrit :
pχ2,nc(x; a) =
{
1
2 exp
(−x+a2 ) (xa)Q4 − 12 IQ/2−1 (√ax) x ∈ R+
0 sinon
(A.10)
avec Iν la fonction de Bessel de première espèce déﬁnie sur R+ telle que :
Iν(x) =
(x
2
)ν +∞∑
m=0
1
m!Γ(ν +m+ 1)
(x
2
)2m
(A.11)
avec ν ∈ R.
Si Y ∼ NC(µ, σ2), alors |Y |
2
σ2/2
∼ χ2nc(2; a) avec a = µ
2
σ2
. De plus, soient Q variables aléatoires
indépendantes Y1, ..., YQ distribuées selon des lois complexes gaussiennes de moyenne µ1, ..., µQ
et de variances respectives σ21, ..., σ
2
Q. Alors
∑Q
q=1
|Yq |2
σ2q/2
∼ χ2nc(2Q; a) avec a =
∑Q
q=1
µ2q
σ2q
.
Loi de Weibull
Une variable aléatoire X suit une loi de Weibull de paramètres de forme a > 0 et d'échelle
b > 0, notée W(a, b), si sa densité de probabilité s'écrit :
pW(x) =

b
a
(x
a
)b−1
exp
(
−
(x
a
)b)
, ∀x ∈ R+
0 sinon
(A.12)
Remarque : on note que W(√2σ, 2) = R(σ), W(a, 1) = Exp ( 1a).
Loi K
Une variable aléatoire X suit une loi K de paramètres ν > 0 et µ > 0, notée K(ν, µ), si sa
densité de probabilité s'écrit :
pK(x) =

4
Γ(ν)
xν
µ
ν+1
2
Kν−1
(
2√
µ
x
)
, ∀x ∈ R+
0 sinon
(A.13)
avec Kν−1 la fonction de Bessel modiﬁée de deuxième espèce déﬁnie par :
Kν−1(t) =
∫ +∞
0
exp(−x cosh(t)) cosh((ν − 1)t)dt (A.14)
Loi Gamma
Une variable aléatoire X suit une loi Gamma de paramètres de forme k > 0 et d'intensité
ν > 0 si sa densité de probabilité s'écrit :
pΓ(x; k, ν) =

νk
Γ(k)
xk−1 exp (−νx) , ∀x ∈ R+
0 sinon
(A.15)
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avec Γ(k) la fonction Gamma.
Remarque : La densité de probabilité pΓ s'exprime également en fonction du paramètre d'échelle
θ tel que θ = 1/ν.
La fonction de répartition FΓ de la loi Gamma s'exprime comme suit :
FΓ(x; k, ν) =
∫ x
0
pΓ(u; k, ν)du
=
pγ (νx; k)
Γ(k)
(A.16)
où pγ désigne la fonction Gamma incomplète inférieure de paramètre a ∈ R déﬁnie par :
pγ(y; a) =
∫ y
0
xa−1 exp(−x)dx (A.17)
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Annexe B
Annexes relatives au chapitre 2
B.1 Propriété asymptotique de la fonction d'autocorrélation d'une
impulsion MLF
Soit le signal s une impulsion modulée linéairement en fréquence (MLF) de bande B et de
durée T vériﬁant :
T = NTs (B.1)
avec Ts la période d'échantillonnage.
s est déﬁni par :
s(lTs) =
1√
N
exp
(
−jpiB
T
(lTs)
2
)
ΠNTs(lTs) (B.2)
où ΠNTs désigne la porte de largeur NTs déﬁnie en (3.6).
Soit rss la fonction d'autocorrélation satisfaisant :
rss(τ, τ
′) =
L−1∑
l=0
s(lTs − τ ′)s∗(lTs − τ) (B.3)
où l'on suppose τ, τ ′ ∈ [0; (L−N − 1)Ts].
Dans cette annexe, en échantillonnant τ et τ ′ à la période d'échantillonnage δ = 1/B, c'est-à-dire
en posant τ = `δ et τ ′ = `′δ, on veut montrer que la fonction d'autocorrélation rss du signal s
vériﬁe asymptotiquement :
∣∣rss(`δ, `′δ)∣∣ = ∣∣sinc(pi(`− `′)Bδ)∣∣+O( 1
N
)
(B.4)
Pour cela, développons premièrement l'expression (B.3) de rss. En remplaçant s par son
expression (B.2) dans (B.3), il vient :
rss(τ, τ
′) =
1
N
L−1∑
l=0
exp
(
−jpiB
T
(lTs − τ ′)2
)
ΠNTs(lTs − τ ′) exp
(
jpi
B
T
(lTs − τ)2
)
ΠNTs(lTs − τ)
=
1
N
exp
(
jpi
B
T
(τ2 − (τ ′)2)
) L−1∑
l=0
ΠNTs(lTs − τ ′) exp
(
−j2piB
T
lTs(τ − τ ′)
)
ΠNTs(lTs − τ)
(B.5)
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Pour |τ − τ ′| > NTs, rss(τ, τ ′) = 0. Sinon, pour τ > τ ′, (B.5) devient :
rss(τ, τ
′) =
1
N
exp
(
jpi
B
T
(τ2 − (τ ′)2)
) ⌊ τ ′Ts ⌋+N−1∑
l=
⌈
τ
Ts
⌉ exp
(
−j2piB
T
lTs(τ − τ ′)
)
(B.6)
En eﬀectuant le changement de variable m = l−
⌈
τ
Ts
⌉
dans (B.6) et en prenant le module de
rss, on aboutit à :
|rss(τ, τ ′)| = 1
N
∣∣∣∣∣∣∣
N−1+
⌊
τ ′
Ts
⌋
−
⌈
τ
Ts
⌉∑
m=0
exp
(
−j2piB
T
mTs(τ − τ ′)
)∣∣∣∣∣∣∣
=
1
N
∣∣∣∣∣∣
sin
(
piBT
(
N +
⌊
τ ′
Ts
⌋
−
⌈
τ
Ts
⌉)
Ts(τ − τ ′)
)
sin
(
piBT Ts(τ − τ ′)
)
∣∣∣∣∣∣ (B.7)
En remplaçant T par (B.1) dans (B.7), on obtient :
∣∣rss(τ, τ ′)∣∣ = 1
N
∣∣∣∣∣∣
sin
(
piB
(
1− 1N
(⌈
τ
Ts
⌉
−
⌊
τ ′
Ts
⌋))
(τ − τ ′)
)
sin
(
pi BN (τ − τ ′)
)
∣∣∣∣∣∣ (B.8)
De plus, en choisissant une largeur δ de case distance inversement proportionnelle à la bande
passante, c'est-à-dire Bδ = 1, et en supposant que les retards τ et τ ′ sont des multiples entiers
de δ, c'est-à-dire :
τ = `δ =
`
B
, τ ′ = `′δ =
`′
B
`, `′ ∈ N (B.9)
(B.8) peut se simpliﬁer comme suit :
∣∣∣∣rss( `B , `′B
)∣∣∣∣ = 1N
∣∣∣∣∣∣
sin
(
pi(`− `′)
(
1− 1N
(⌈
τ
Ts
⌉
−
⌊
τ ′
Ts
⌋)))
sin
(
pi `−`′N
)
∣∣∣∣∣∣ (B.10)
En eﬀectuant un développement limité du numérateur et du dénominateur de (B.10), on aboutit
à la propriété suivante :
Propriété. ∣∣rss(τ, τ ′)∣∣τ= `
B
,τ ′= `′
B
= | sinc(pi(`− `′))|+ O
N→+∞
(
1
N
)
(B.11)
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B.2 Démonstration de la propriété 1
Propriété.
SN
D−→
N→+∞
S =
2
σ2
 max
i∈[[1;Q]]K
i1,...,iKdistincts
|zi1 |2 + ...+ |ziK |2
 (B.12)
où z1, ..., zQ sont Q variables aléatoires indépendantes telles que :
− en l'absence de cible : z1, ..., zQ ∼ NC(0, σ2),
− en présence de cible : z1, ..., zK ∼ NC(0, γ2 + σ2) et zK+1, ..., zQ ∼ NC(0, σ2)
On rappelle l'expression (2.69) de SN :
SN =
2
σ2
 max
i∈[[1;Q]]K
i1,...,iKdistincts
||Xi(XiHXi)−1XiHy||2
 (2.69)
où Xi est déﬁni par :
Xi = Df0
[
s
(
τ (1)
)
s
(
τ (2)
)
· · · s
(
τ (K)
)]
(2.42)
et y par :
y = Xi(0)α + b (B.13)
avec α ∼ NCK (0, γ2IK) et i(0) le vecteur colonne contenant les K indices inconnus relatifs aux
positions des réﬂecteurs.
Démonstration. Nous procédons en deux étapes :
1) nous montrons d'abord que :
2
σ2
 max
i∈[[1;Q]]K
i1,...,iKdistincts
||Xi(XiHXi)−1XiHy||2
− 2
σ2
 max
i∈[[1;Q]]K
i1,...,iKdistincts
||XiHy||2
 p.s.−→
N→+∞
0
(B.14)
2) puis, nous montrons que :
2
σ2
 max
i∈[[1;Q]]K
i1,...,iKdistincts
||XiHy||2
 D−→
N→+∞
S =
2
σ2
 max
i∈[[1;Q]]K
i1,...,iKdistincts
|zi1 |2 + ...+ |ziK |2
 (B.15)
1) Première étape
Explicitons premièrement le produit Xi
HXi à B,Q et i ﬁxés :
Xi
HXi =

s(i1δ)
Hs(i1δ) s(i1δ)
Hs(i2δ) · · · s(i1δ)Hs(iKδ)
s(i2δ)
Hs(i1δ) s(i2δ)
Hs(i2δ) · · · s(i2δ)Hs(iKδ)
...
. . .
...
s(iKδ)
Hs(i1δ) · · · s(iKδ)Hs(iKδ)
 (B.16)
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où :
s(mδ)Hs(lδ) = rss(mδ, lδ) (B.17)
D'après l'annexe B.1, lorsque le signal émis est une impulsion modulée linéairement en fré-
quence de bande B et de durée T , et que la fréquence d'échantillonnage fs et la bande passante
B sont ﬁxes, rss satisfait :
|rss(mδ, lδ)| = |sinc(pi(m− l)Bδ)|+O
(
1
N
)
(B.4)
Dans ce cas, sachant que Bδ = 1, (B.16) vériﬁe :∣∣XiHXi∣∣ = IK +O( 1
N
)
(B.18)
Le nombre Q de cases distance est ﬁxe aﬁn que les indices i1, ..., iK soient ﬁxes et ne tendent pas
vers +∞ lorsque N → +∞. La bande B est également ﬁxée car Q est proportionnel à B.
Remarque : En supposant que les N échantillons des signaux rétrodiﬀusés par les K réﬂecteurs
sont contenus dans les L échantillons du signal reçu, le fait d'avoir N → +∞ implique que
L→ +∞.
L'hypothèse (B.18) peut s'interpréter comme le fait que les colonnes de la matrice Xi tendent
à s'orthonormaliser lorsque N → +∞ avec B et Q ﬁxés.
A présent, pour obtenir (B.14), montrons que ||Xi(XiHXi)−1XiHy||2 converge presque sûre-
ment vers ||XiHy||2. Pour cela, nous utilisons un résultat qui est une conséquence du théorème
de Borel-Cantelli [Dur10] et qui peut s'énoncer comme suit :
Propriété 2. Soit une variable aléatoire ZN dépendant de la variable N . Si, pour un certain
entier p > 1, on a :
E[(ZN )p] = O
(
1
Np
)
(B.19)
alors ZN converge presque sûrement vers 0.
Pour utiliser cette propriété, nous montrons que E
[∣∣||Xi(XiHXi)−1XiHy||2 − ||XiHy||2∣∣2]
est majoré par un terme en O(1/N2).
On a :∣∣||Xi(XiHXi)−1XiHy||2 − ||XiHy||2∣∣ 6 ∣∣||Xi(XiHXi)−1XiHy||+ ||XiHy||∣∣
× ∣∣||Xi(XiHXi)−1XiHy|| − ||XiHy||∣∣ (B.20)
En appliquant une propriété issue de l'inégalité triangulaire au second terme de droite de (B.20),
il vient :∣∣||Xi(XiHXi)−1XiHy||2 − ||XiHy||2∣∣ 6 ∣∣||Xi(XiHXi)−1XiHy||+ ||XiHy||∣∣
× ∣∣||Xi(XiHXi)−1XiHy −XiHy||∣∣ (B.21)
En réarrangeant le second terme de (B.21), il vient :∣∣||Xi(XiHXi)−1XiHy||2 − ||XiHy||2∣∣ 6 ∣∣||Xi(XiHXi)−1XiHy||+ ||XiHy||∣∣
× ∣∣||Xi ((XiHXi)−1 − IK)XiHy||∣∣ (B.22)
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On rappelle que la norme spectrale d'une matrice complexe A de taille L×K par exemple, est
déﬁnie par :
||A|| = sup
z∈CK
||Az||
||z|| (B.23)
En particulier, cette norme vériﬁe :
||Az|| 6 ||A|| ||z|| (B.24)
En tenant compte de (B.24) dans (B.22), on obtient :∣∣||Xi(XiHXi)−1XiHy||2 − ||XiHy||2∣∣ 6||Xi|| (||Xi|| ||(XiHXi)−1||+ 1) ||(XiHXi)−1 − IK ||
× ||XiHy||2 (B.25)
On veut alors appliquer la propriété 2 avec p = 2 à la variable :
ZN = ||Xi||
(||Xi|| ||(XiHXi)−1||+ 1) ||(XiHXi)−1 − IK || ||XiHy||2 (B.26)
Pour cela, on s'intéresse aux termes numérotés 1©, 2© et 3© de E [Z2N] déﬁnis par :
E
[
Z2N
]
= ||Xi||2
(||Xi|| ||(XiHXi)−1||+ 1)2︸ ︷︷ ︸
1©
||(XiHXi)−1 − IK ||2︸ ︷︷ ︸
2©
E
[||XiHy||4]︸ ︷︷ ︸
3©
(B.27)
1© Sachant que XiHXi →
N→+∞
IK , Λ1 tend vers 1 lorsque N → +∞, cela implique qu'à
partir d'un certain N suﬃsamment grand, ||Xi||2 est bornée par un terme proche de 1. On
peut borner ||Xi||2 par 2 par exemple. En procédant de la même manière, on en déduit
qu'à partir d'un certain N suﬃsamment grand :
||Xi|| 6
√
2 (B.28)
||XiHXi||2 6 4 (B.29)
||(XiHXi)−1||2 6 4 (B.30)
2© D'après (B.4), on a :
Xi
HXi = IK +O
(
1
N
)
(B.31)
Dans ce cas, il vient :
||(XiHXi)−1 − IK ||2 6 ||(XiHXi)−1||2 ||IK − (XiHXi)||2
= ||(XiHXi)−1||2 O
(
1
N2
)
(B.32)
3© le dernier terme est E [||XiHy||4].
− Sous H1, d'après la déﬁnition (B.13) du vecteur y, on a :
E
[||XiHy||4] = E [||XiH (γ2Xi(0)XHi(0) + σ2IL)1/2 w||4] (B.33)
où w est un vecteur colonne tel que w ∼ NCL(0, IL).
On pose alors :
A = Xi
H
(
γ2Xi(0)X
H
i(0)
+ σ2IL
)1/2
(B.34)
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En particulier, cette matrice vériﬁe :
AAH = Xi
H
(
γ2Xi(0)X
H
i(0)
+ σ2IL
)
Xi (B.35)
A partir de (B.4), (B.35) satisfait :
AAH = γ2I
(i−i(0))
K + σ
2IK +O
(
1
N
)
(B.36)
où I(i−i
(0))
K est une matrice diagonale de taille K ×K dont le kime élément vaut un si ik
est égal à l'une des vraies positions de la cible i(0)1 , ..., i
(0)
K .
Ainsi, pour un N suﬃsamment grand :
E
[||XiHy||4] 6 c (B.37)
où c est une constante indépendante de N .
− Sous H0, il suﬃt de poser γ2 = 0 pour aboutir au même résultat.
En tenant compte de (B.28)-(B.30), (B.32) et (B.37), il vient :
E
[
Z2N
]
6
√
2(2
√
2 + 1)c×O
(
1
N2
)
(B.38)
Le terme
√
2(2
√
2 + 1)c est une constante indépendante de N , donc d'après la propriété 2, on en
déduit que ||Xi(XiHXi)−1XiHy||2 converge presque sûrement vers ||XiHy||2, c'est-à-dire :
2
σ2
max
i∈[[1;Q]]K
i1,...,iKdistincts
∣∣||Xi(XiHXi)−1XiHy||2 − ||XiHy||2∣∣ p.s.−→
N→+∞
0 (B.39)
Il reste alors à montrer que :
2
σ2
 max
i∈[[1;Q]]K
i1,...,iKdistincts
||Xi(XiHXi)−1XiHy||2
− 2
σ2
 max
i∈[[1;Q]]K
i1,...,iKdistincts
||XiHy||2
 p.s.−→
N→+∞
0 (B.40)
Pour cela, nous introduisons le lemme suivant :
Lemme 3. Pour 1 6 m, ` 6 K, soient (xm,N )N>0 et (y`,N )N>0 deux suites positives telles que :
max
16m6K
|xm,N − ym,N | −→
N→+∞
0 (B.41)
Supposons également que pour tout N > 0, les fonctions m 7→ xm,N et ` 7→ y`,N admettent un
maximum unique sur [[1;K]]. Alors :∣∣∣∣ max16m6Kxm,N − max16`6Ky`,N
∣∣∣∣ →N→+∞ 0 (B.42)
Démonstration. De par l'unicité des maxima, on déﬁnit :
m∗N = argmax
16m6K
xm,N (B.43)
et :
`∗N = argmax
16`6K
y`,N (B.44)
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Supposons que la suite
(∣∣∣xm∗N ,N − y`∗N ,N ∣∣∣)N>0 ne converge pas vers 0. Alors il existe δ > 0 et
une sous-suite φ(N) tels que :
lim inf
N>0
∣∣∣xm∗
φ(N)
,φ(N) − y`∗
φ(N)
,φ(N)
∣∣∣ > 2δ (B.45)
Soit N grand tel que :
max
∣∣∣xm∗
Φ(N)
,Φ(N) − ym∗
Φ(N)
,Φ(N)
∣∣∣ 6 δ (B.46)
et supposons sans perte de généralité que pour ce N ,
xm∗
Φ(N)
,Φ(N) > y`∗Φ(N),N + 2δ (B.47)
Alors :
ym∗
Φ(N)
,N > y`∗
Φ(N)
,N + δ (B.48)
Ce résultat est en contradiction avec l'hypothèse de départ.
D'après le lemme 3, on a convergence des maxima.
2) Seconde étape
La dernière étape consiste à montrer que :
2
σ2
 max
i∈[[1;Q]]K
i1,...,iKdistincts
||XiHy||2
 D−→
N→+∞
S =
2
σ2
 max
i∈[[1;Q]]K
i1,...,iKdistincts
|zi1 |2 + ...+ |ziK |2
 (B.49)
Pour cela, à i ﬁxé, et en utilisant la déﬁnition (B.13) du vecteur y, on a :
Xi
Hy ∼ NCK
(
0, γ2XHi Xi(0)X
H
i(0)
Xi + σ
2XHi Xi
)
(B.50)
D'après (B.4), on en déduit :
Xi
Hy
D−→
N→+∞
NCK
(
0, γ2I
(i−i(0))
K + σ
2IK
)
(B.51)
où l'on rappelle que I(i−i
(0))
K est une matrice diagonale de taille K×K dont le kime élément vaut
un si ik est égal à l'une des vraies positions de la cible i
(0)
1 , ..., i
(0)
K .
En particulier, en posant :
X = (Xi)i=[1,...,Q]T (B.52)
et en notant que l'on suppose la cible dans lesK premières cases distance sans perte de généralité,
on aboutit à :
XHy =

z1,N
...
zQ,N
 D−→N→+∞ NCK
(
0, γ2
[
IK 0K,Q−K
0Q−K,K 0Q−K,Q−K
]
+ σ2IQ
)
(B.53)
où 0K,Q−K est la matrice de zéros de taille K × (Q−K).
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Pour terminer, on introduit la fonction Φ déﬁnie par :
Φ : CQ → R+[
u1 · · · uQ
]T 7→ max
i∈[[1;Q]]K
i1,...,iKdistincts
|ui1 |2 + ...+ |uiK |2 (B.54)
Sachant que la fonction Φ est continue, on a donc :
Φ
([
z1,N · · · zQ,N
]T) D−→
N→+∞
Φ
([
z1 · · · zQ
]T)
(B.55)
où z1, ..., zQ sont Q variables aléatoires indépendantes telles que :
− en l'absence de cible : z1, ..., zQ ∼ NC(0, σ2),
− en présence de cible : z1, ..., zK ∼ NC(0, γ2 + σ2) et zK+1, ..., zQ ∼ NC(0, σ2)
En remplaçant la fonction Φ par sa déﬁnition et [z1,N ... zQ,N ]T par XHy, on aboutit au résultat
(B.49).
− 112−
B.3. DÉMONSTRATION DU LEMME 1
B.3 Démonstration du lemme 1
Le lemme 1 est donné par :
Lemme. Soient Q variables aléatoires X1, ..., XQ indépendantes et distribuées selon des lois ex-
ponentielles de paramètres respectifs λ1, ..., λQ. Soient X(1), X(2), ..., X(Q) les variables aléatoires
ordonnées telles que X(1) > X(2) > ... > X(Q).
Alors :
P(X(1) + ...+X(K) > ) =
∑
[i1,...,iQ]∈ΩQ
λi1 ...λiQ
λi1(λi1 + λi2)...(λi1 + ...+ λiQ)
P(∆i1 + ...+ ∆iQ > )
(2.78)
avec ΩQ l'ensemble des Q! permutations de {1, ..., Q} et ∆i1 , ...,∆iQ les Q variables aléatoires
indépendantes distribuées selon des lois exponentielles de paramètres respectifs θi1 , ..., θiQ déﬁnis
par :
θiq =

λi1 + ...+ λiq
q
q = 1, ...,K
λi1 + ...+ λiq
K
q = K + 1, ..., Q
(2.79)
Démonstration. Dans un premier temps, on peut réécrire la probabilité P(X(1) + ... > X(K) > )
en tenant compte de l'ensemble des ordonnancements possibles entre les Q variables X1, ..., XQ :
P(X(1) + ... > X(K) > ) =
∑
[i1,...,iQ]∈ΩQ
P
(
Xi1 + ...+XiK > ,Xi1 > ... > XiQ
)
(B.56)
Sachant que les variables aléatoires X1, ..., XQ sont indépendantes, les probabilités
P(Xi1 + ...+XiK > ,Xi1 > ... > XiQ) vériﬁent :
P(Xi1 + ...+XiK > ,Xi1 > ... > XiQ) =
∫
D
λi1 ...λiQ exp
(−(λi1xi1 + ...+ λiQxiQ)) dxi1 ...dxiQ
(B.57)
où l'ensemble D est déﬁni par :
D = {xi1 + ...+ xiK > , xi1 > ... > xiQ} (B.58)
On considère alors le changement de variable Yiq = Xiq −Xiq+1 , q = 1, ..., Q− 1 et YiQ = XiQ :
yi1 = xi1 − xi2 ; yi2 = xi2 − xi3 ; ... ; yiQ−1 = xiQ−1 − xiQ ; yiQ = xiQ (B.59)
L'inversion du système (B.59) peut s'écrire comme suit :
xi1 = yi1 + yi2 + ...+ yiQ ; xi2 = yi2 + ...+ yiQ ; ... ; xiQ−1 = yiQ−1 + yiQ ; xiQ = yiQ (B.60)
Dans ce cas, en intégrant le changement de variable (B.60) dans (B.56), il vient, après réarran-
gement des termes dans l'exponentielle :
P(X(1) + ... > X(K) > ) =
∑
[i1,...,iQ]∈ΩQ
∫
D′
λi1 ...λiQ exp
(−(λi1yi1 + (λi1 + λi2)yi2 + ...
+ (λi1 + ...+ λiQ)yiQ)
)
det(A)dyi1 ...dyiQ (B.61)
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où l'ensemble D′ est déﬁni par :
D′ = {yi1 + 2yi2 + ...+KyiK +K(yiK+1 + ...+ yiQ) > , yi1 , ..., yiQ ∈ R+} (B.62)
et où A est la matrice Jacobienne associée au changement de variable (B.59) et déﬁnie par :
A =

1 −1 0 · · · 0
0 1 −1 . . . ...
...
. . . . . . . . . 0
...
. . . . . . 1 −1
0 · · · 0 0 1

(B.63)
Enﬁn, on eﬀectue un second changement de variable en posant :
∆iq =
{
qyiq q ∈ [[1,K]]
Kyiq q ∈ [[K + 1, Q]]
(B.64)
En insérant ce changement de variable dans (B.61) et sachant que det(A) = 1, on aboutit à :
P(X(1) + ...+X(K) > ) =
∑
[i1,...,iQ]∈ΩQ
∫
D′′
λi1 ...λiQ
K!KQ−K
exp
(
−
[
λi1∆i1 +
λi1 + λi2
2
∆i2 + ...
+
λi1 +...+λiK
K
∆iK +
1
K
(
(λi1 +...+λiK+1)∆iK+1 + ...+ (λi1 +...+λiQ)∆iQ
)])
d∆i1 ...d∆iQ
(B.65)
où l'ensemble D′′ est déﬁni par :
D′′ = {∆i1 + ...+ ∆iQ > ,∆i1 , ...,∆iQ ∈ R+} (B.66)
On introduit les Q densités de probabilité exponentielles fθi1 , ..., fθiQ des variables aléatoires
∆i1 , ...,∆iQ , dont les paramètres respectifs θi1 , ..., θiQ sont déﬁnis par (2.79) :
θiq =

λi1 + ...+ λiq
q
q = 1, ...,K
λi1 + ...+ λiq
K
q = K + 1, ..., Q
(2.79)
Dans ce cas, (B.65) peut se réécrire comme suit :
P(X(1) + ... > X(K) > ) =
∑
[i1,...,iQ]∈ΩQ
λi1 ...λiQ
λi1(λi1 + λi2)...(λi1 + ...+ λiQ)
×
∫
D′′
fθi1 (∆i1)...fθiQ (∆iQ)d∆i1 ...d∆iQ (B.67)
Dans (B.67), la densité de probabilité du Q−uplet (∆i1 , ...,∆iQ) s'exprime comme le produit des
densités de probabilités des variables ∆i1 , ...,∆iQ . Les variables ∆i1 , ...,∆iQ sont indépendantes.
Enﬁn, on note que l'intégrale sur l'ensemble D′′ correspond à la probabilité
P(∆i1 + ...+ ∆iQ > ).
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B.4 Démonstration du lemme 2
Le lemme 2 est donné par :
Lemme. Soient Q variables aléatoires indépendantes notées Z1, ..., ZQ telles que Z1, ..., ZK sont
identiquement distribuées selon une loi exponentielle de paramètre φ0 et ZK+1, ..., ZQ sont dis-
tribuées selon des lois exponentielles de paramètres respectifs φ1, ..., φQ−K avec φ1, ..., φQ−K tous
diﬀérents.
Dans ce cas :
− la somme S1 = Z1 + ...+ZK est distribuée selon une loi Gamma de paramètres K et φ0 ;
− la somme S2 = ZK+1 + ...+ ZQ est distribuée selon une loi Hypo-exponentielle.
La densité de probabilité de la somme S = S1 + S2 est alors donnée par :
pS(y) =

µ (φ0)
K
(K − 1)!
Q−K∑
q=1
βq,Q−K
(φ0 − φq)K
exp ((−φq) y) pγ(φ0 − φqy;K) y > 0
0 sinon
(2.84)
où pγ désigne la fonction Gamma incomplète inférieure et où µ et βq,Q−K sont déﬁnis par :
µ =
Q−K∏
j=1
φj (2.86)
βq,Q−K =
Q−K∏
j=1
j 6=q
1
φj − φq (2.87)
Démonstration. S1 est distribuée selon une loi Gamma de paramètres K et φ0 dont la densité
de probabilité est donnée par :
pS1(x) =

(φ0)
K
(K − 1)!x
K−1 exp (−φ0x) x > 0
0 sinon
(B.68)
S2 est distribuée selon une loi Hypo-exponentielle dont la densité de probabilité est donnée par
[Bal06, p. 178] :
pS2(x) =

Q−K∑
q=1
Q−K∏
j=1
j 6=q
φj
φj − φq
φq exp (−φqx) x > 0
0 sinon
(B.69)
Aﬁn de faciliter la lecture, on pose :
µ =
Q−K∏
j=1
φj (2.86)
et :
βq,Q−K =
Q−K∏
j=1
j 6=q
1
φj − φq (2.87)
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(B.69) peut alors se mettre sous la forme suivante :
pS2(x) =

µ
Q−K∑
q=1
βq,Q−K exp (−φqx) x > 0
0 sinon
(B.70)
La densité de probabilité pS de S est donnée par :
pS(y) =
∫ +∞
−∞
pS1(x)pS2(y − x)dx (B.71)
Sachant que les fonctions pS1 et pS2 sont déﬁnies sur R+, les bornes inférieure et supérieure de
l'intégrale (B.71) se limitent à 0 et y respectivement. En tenant compte des expressions (B.68)
et (B.70), on a, pour y > 0 :
pS(y) =
∫ y
0
(φ0)
K
(K − 1)!x
K−1 exp (−φ0x)×
µQ−K∑
q=1
βq,Q−K exp (−φq(y − x))
 dx
=
µ(φ0)
K
(K − 1)!
Q−K∑
q=1
βq,Q−K exp ((−φq) y)
[∫ y
0
xK−1 exp (−(φ0 − φq)x) dx
]
(B.72)
L'intégrale sur la variable x dans (B.72) peut s'écrire à partir de la fonction Gamma incom-
plète inférieure 22 pγ . En eﬀet, par un changement de variable, il vient :∫ y
0
xK−1 exp(−(φ0 − φq)x)dx =
∫ (φ0−φq)y
0
(
t
φ0 − φq
)K−1
exp(−t) dt
φ0 − φq
=
1
(φ0 − φq)K
pγ((φ0 − φq)y;K) (B.73)
En incluant (B.73) dans (B.72), on aboutit à :
pS(y) =

µ (φ0)
K
(K − 1)!
Q−K∑
q=1
βq,Q−K
(φ0 − φq)K
exp ((−φq) y) pγ((φ0 − φq)y;K) y > 0
0 sinon
(2.84)
22. La loi Gamma incomplète inférieure pγ est déﬁnie en Annexe A.
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C.1 Expression de l'inverse de la matrice de covariance pour un
processus AR(p)
L'inverse de la matrice de covariance Γ˜−1 d'un processus AR d'ordre p s'écrit :
Γ˜−1 =
1
σ2u
(F˜F˜H − G˜G˜H) (C.1)
avec :
F˜ = IMNL˜ −
p∑
n=1
anJ˜
n (C.2)
et :
G˜ = −
p∑
n=1
anJ˜
MNL˜−n (C.3)
où IMNL˜ est la matrice identité de taille MNL˜×MNL˜.
Étant donné (C.2), il vient :
F˜F˜H = IMNL˜ −
p∑
n=1
anJ˜
n −
p∑
n=1
an(J˜
n)H +
p∑
n=1
p∑
l=1
analJ˜
n(J˜l)H (C.4)
Analysons le dernier terme dans (C.4). Selon les valeurs de n et l, la matrice J˜n(J˜l)H a des
expressions diﬀérentes. Pour n = l :
J˜n(J˜n)H = IMNL˜ −
n∑
k=1
e˜ke˜
H
k (C.5)
Pour l < n, on a :
J˜n(J˜l)H = J˜n−lJ˜l(J˜l)H
=
(C.5)
J˜n−l
(
IMNL˜ −
l∑
k=1
e˜ke˜
H
k
)
= J˜n−l −
l∑
k=1
e˜k+n−le˜Hk (C.6)
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et pour l > n, il vient :
J˜n(J˜l)H = J˜n(J˜n)H(J˜l−n)H
=
(C.5)
(
IMNL˜ −
n∑
k=1
e˜ke˜
H
k
)
(J˜l−n)H
= (J˜l−n)H −
n∑
k=1
e˜ke˜
H
k+l−n (C.7)
Ainsi, d'après (C.5), (C.6) et (C.7), le dernier terme dans (C.4) satisfait :
p∑
n=1
p∑
l=1
analJ˜
n(J˜l)H =
p∑
n=1
a2nJ˜
n(J˜n)H +
p−1∑
n=1
∑
l>n
analJ˜
n(J˜l)H +
p∑
n=2
∑
l<n
analJ˜
n(J˜l)H
=
p∑
n=1
a2nIMNL˜ −
p∑
n=1
a2n
n∑
k=1
e˜ke˜
H
k
+
p−1∑
n=1
∑
l>n
anal(J˜
l−n)H −
p−1∑
n=1
∑
l>n
anal
n∑
k=1
e˜ke˜
H
k+l−n
+
p∑
n=2
∑
l<n
analJ˜
n−l −
p∑
n=2
∑
l<n
anal
l∑
k=1
e˜k+n−le˜Hk (C.8)
En insérant (C.8) dans (C.4) et en regroupant les termes qui dépendent de IMNL˜ et J˜ d'un côté
et les autres termes de l'autre côté, le produit F˜F˜H vériﬁe :
F˜F˜H =
[(
1 +
p∑
n=1
a2n
)
IMNL˜ −
p∑
n=1
anJ˜
n −
p∑
n=1
an(J˜
n)H +
p−1∑
n=1
∑
l>n
anal(J˜
l−n)H +
p∑
n=2
∑
l<n
analJ˜
n−l
]
−
[
p∑
n=1
a2n
n∑
k=1
e˜ke˜
H
k +
p−1∑
n=1
∑
l>n
anal
n∑
k=1
e˜ke˜
H
k+l−n +
p∑
n=2
∑
l<n
anal
l∑
k=1
e˜k+n−le˜Hk
]
(C.9)
A présent, on développe le terme G˜G˜H . Pour cela, on note la propriété suivante :
J˜MNL˜−n =
n∑
k=1
e˜MNL˜−n+ke˜
H
k , n = 1, ...,MNL˜− 1 (C.10)
J˜MNL˜−1 vériﬁe J˜MNL˜−1 = e˜MNL˜e˜
H
1 .
Aussi, en combinant (C.3) et (C.10), G˜G˜H vériﬁe :
G˜G˜H =
(C.3)
p∑
n=1
p∑
l=1
analJ˜
MNL˜−n
(
J˜MNL˜−l
)H
=
(C.10)
p∑
n=1
p∑
l=1
anal
n∑
k1=1
e˜MNL˜−n+k1 e˜
H
k1
l∑
k2=1
e˜k2 e˜
H
MNL˜−l+k2 (C.11)
Sachant que e˜Hk1 e˜k2 = 1 si k1 = k2 et 0 sinon ∀(k1, k2) ∈ [[1;MNL˜]], (C.11) devient :
G˜G˜H =
p∑
n=1
p∑
l=1
anal
min(n,l)∑
k=1
e˜MNL˜−n+ke˜
H
MNL˜−l+k (C.12)
L'inverse de la matrice de covariance d'un processus AR d'ordre p peut donc s'écrire en fonction
des paramètres AR et de la variance du processus générateur à partir de (C.1), (C.9) et (C.12).
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C.2 Propriété de la fonction d'autocorrélation rc⊗e1⊗d
Premièrement, on rappelle que le code c ⊗ e1 ⊗ d peut s'exprimer à partir des échantillons
du signal émis x échantillonné à Tc :
x(t)|t=nTc =
K−1∑
k=0
ckp(nTc − kTr) (C.13)
où Tr et T sont des multiples entiers de Tc et où l'impulsion p est déﬁnie par :
p(t)|t=nTc =
M−1∑
m=0
dmΠTc(nTc −mTc) (C.14)
avec ΠTc l'impulsion rectangulaire de durée Tc.
La fonction d'autocorrélation rc⊗e1⊗d peut se mettre sous la forme :
rc⊗e1⊗d(i) =
∑
n
x(nTc)x
∗(nTc − iTc)
=
∑
n
(
K−1∑
k=0
ckp(nTc − kTr)
)(
K−1∑
l=0
clp(nTc − lTr − iTc)
)∗
=
K−1∑
k=0
K−1∑
l=0
ckc
∗
l
∑
n
p(nTc − kTr)p∗(nTc − lTr − iTc) (C.15)
En remarquant que :∑
n
p(nTc − kTr)p∗(nTc − lTr − iTc) = χp(iTc − (k − l)Tr) (C.16)
il vient :
rc⊗e1⊗d(i) =
K−1∑
k=0
K−1∑
l=0
ckc
∗
l χp(iTc − (k − l)Tr) (C.17)
En posant q = k − l et en réarrangeant 23 les termes de la double somme, on peut réécrire
(C.17) comme suit :
rc⊗e1⊗d(i) =
0∑
q=−K+1
K−1−|q|∑
k=0
ckc
∗
k−qχp(iTc − qTr) +
K−1∑
q=1
K−1−|q|∑
l=0
cq+lc
∗
l χp(iTc − qTr)
=
0∑
q=−K+1
χp(iTc − qTr)
K−1−|q|∑
k=0
ckc
∗
k−q +
K−1∑
q=1
χp(iTc − qTr)
K−1−|q|∑
l=0
cq+lc
∗
l (C.18)
23. La double somme dans (C.17) peut être vue comme l'addition de tous les termes d'une matrice. Pour
faciliter la compréhension, on note A la matrice composée des éléments (an,l)16n,l6L. La double somme∑L−1
n=0
∑L−1
l=0 an,l consiste à additionner les éléments de gauche à droite puis de haut en bas, c'est-à-dire
a1,1 + a1,2 + ... + aN−1,N + aN,N . Une seconde façon de procéder est de décomposer la matrice A en la somme
d'une matrice triangulaire supérieure As incluant la diagonale et d'une matrice triangulaire inférieure Ai. La
double somme
∑0
q=−(L−1)
∑L−1−|q|
n=0 additionne les termes de As en diagonal en commençant par la plus petite
diagonale contenant le seul terme a1,N , c'est-à-dire : (a1,N )+(a1,N−1+a2,N )+ ...+(a1,1+a2,2+ ...+aN,N ) (entre
parenthèses, les termes d'une même diagonale). La double somme
∑L−1
q=1
∑L−1−|q|
l=0 procède de la même manière
pour la matrice Ai en commençant par la sous-diagonale.
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Sachant que :
K−1−|q|∑
l=0
cq+lc
∗
l = rc(q) pour q > 0 (C.19)
avec rc la fonction d'autocorrélation du code c.
On a également, pour q 6 0 :
K−1−|q|∑
l=0
c∗l−qcl = r
∗
c(−q) = rc(q) (C.20)
et on obtient ﬁnalement :
rc⊗e1⊗d(i) =
K−1∑
q=−K+1
χp(iTc − qTr)rc(q) (C.21)
Sachant (C.14), χp(iTc) vaut :
χp(iTc) =
∑
n
p(nTc)p
∗(nTc − iTc)
=
(C.14)
∑
n
(
M−1∑
m=0
dmΠTc(nTc −mTc)
)(
M−1∑
l=0
dlΠTc(nTc − lTc − iTc)
)∗
(C.22)
Les termes ΠTc(nTc −mTc) et ΠTc(nTc − lTc − iTc) ont des supports temporels disjoints pour
tous les triplets {m, l, i} sauf pour m = l + i. Dans ce cas, il vient :
χp(iTc) =
∑
n
M−1∑
m=0
dmΠTc(nTc −mTc)d∗m−iΠTc(nTc −mTc)
=
M−1∑
m=0
dmd
∗
m−i
= rd(i) (C.23)
avec rd la fonction d'autocorrélation du code de phase d. Ainsi, étant donné (C.23), (C.21) peut
se réécrire en fonction de rd comme suit :
rc⊗e1⊗d(i) =
K−1∑
q=−K+1
rd(i− qMN)rc(q) (C.24)
La fonction r˜1 fait donc intervenir les fonctions rc et rd.
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Abstract
In the ﬁeld of airborne radar, one of the current industrial stakes, among others, is the
identiﬁcation of a target, whether airborne, terrestrial or maritime, through the establishment of
its range proﬁle. This implies to set up a transmit/receive processing for high resolution modes.
In this context, the issues to be addressed include the design and the performance analysis of
detectors for extended target models, the design of multi-resolution waveforms and the associated
processing, the optimization of waveforms that are robust to clutter, etc. Within this frame, the
work of this thesis is twofold.
The ﬁrst part deals with the detection of a so-called  extended  target, i.e. which is cha-
racterized by a few main scatterers spread over several range gates not necessarily consecutive.
This model is appropriate when the range resolution is thin enough and it is suited for target
identiﬁcation issues. In this context, we study a detection test based on the generalized likelihood
test (GLRT) which includes the unknown locations of the scatterers, and when the disturbance
is white Gaussian noise. By using ordered statistics, we deduce approximations of the probability
of false alarm and the probability of detection. Numerical comparison with existing detectors are
also provided.
Secondly, we study a waveform based on a pulse train which contains two phase codes:
the ﬁrst one is intrapulse whereas the second one is interpulse. Assuming a point target and
Gaussian clutter, we propose to select these codes taking into account several criteria such as
the maximization of the probability of detection or the minimization of the sidelobes of the
received signal after processing. For a given type of clutter modeled by an autoregressive (AR)
process, we address this multi-objective optimization problem using the Pareto fronts. Since the
AR modeling makes it possible to consider several types of clutter from a reduced number of
parameters, we study the robustness of optimal phase codes to clutter variations.
Keywords : Radar, High resolution detection, Waveform optimization.
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Résumé
Dans le domaine du radar aéroporté, les enjeux industriels actuels sont nombreux et portent,
entre autres, sur l'établissement de proﬁls distance de cibles aériennes, terrestres et maritimes
pour leur identiﬁcation. Cela implique en particulier la mise en ÷uvre de chaînes
d'émission/réception pour des modes de fonctionnement haute résolution. Dans ce contexte,
les problématiques à traiter comprennent alors la conception et l'analyse de performances de dé-
tecteurs pour des modèles de cibles étendues, la conception de formes d'ondes multi-résolutions
et le développement des traitements associés, l'optimisation de formes d'onde robustes au fouillis,
etc. Le travail de cette thèse, qui s'intègre dans ce cadre, se décompose en deux parties.
Dans un premier temps, nous traitons la détection d'une cible dite  étendue , c'est-à-dire
caractérisée par plusieurs réﬂecteurs élémentaires prépondérants répartis sur plusieurs cases dis-
tance non nécessairement consécutives. Ce modèle est notamment approprié lorsque la résolution
en distance est suﬃsamment ﬁne, et s'intègre dans les problématiques d'identiﬁcation de cible.
Dans ce cadre, nous étudions un test de détection fondé sur le rapport de vraisemblances géné-
ralisé (GLRT) intégrant la localisation inconnue des réﬂecteurs, et lorsque la perturbation est
du bruit blanc gaussien. En utilisant des résultats issus des statistiques d'ordre, nous déduisons
des approximations de la probabilité de fausse alarme et de la probabilité de détection. Des
comparaisons numériques avec des détecteurs existants sont fournies.
Dans un second temps, nous étudions une forme d'onde correspondant à un train d'impulsions
contenant deux codes de phase, l'un intra impulsion et l'autre inter impulsion. Pour un modèle
de cible ponctuelle et un fouillis gaussien, nous proposons de sélectionner ces codes en tenant
compte de diﬀérents critères tels que la maximisation de la probabilité de détection ou encore
la minimisation des lobes secondaires du signal reçu après traitement. Pour un type donné de
fouillis modélisé par un processus autorégressif (AR), nous abordons le problème d'optimisation
multi-objectifs en utilisant les fronts de Pareto. La modélisation AR permettant de considérer
plusieurs types de fouillis à partir d'un nombre réduit de paramètres, nous étudions alors la
robustesse des codes de phase optimaux à des variations de fouillis.
Mots-clés : Radar, Détection haute résolution, Optimisation de formes d'onde.
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