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Abstract
The problem of computing a principal coe/cient function P in the di0erential equation − ·(P(x)u)=f, x ∈ ⊂RM ,
M¿1, on a bounded region  from a knowledge of the solution function u and the right-hand side f, where u, f are
known only approximately and P may have mild discontinuities, is solved by minimization of an associated functional.
c© 2001 Elsevier Science B.V. All rights reserved.
MSC: primary: 35R20; secondary: 31B20, 86A22
1. Introduction
Let  be an open simply connected bounded set with a C1;1 boundary in RM ; M¿1, and let
P ∈ L∞() be smooth enough near the boundary of  so that the trace of P is de%ned, 1 and
assume in addition that, for some constant , the uniform ellipticity condition P(x)¿¿ 0, holds
for x ∈ ; assume also that f¿0 is in L∞(). It is known [15, Chapter 8] that for 
 ∈W1;2(˜)
(where ˜⊃ C) the Dirichlet boundary value problem
− · (P(x)u) = f; x ∈ ;
u|@ = 
|@; (1.1)
has a unique solution u ∈ W1;2(). We are interested here in the corresponding inverse problem:
given u; f %nd P.
 Supported in part by US National Science Foundation grants DMS-9505047 and DMS-9805629.
∗ E-mail address: iwk@math.uab.edu (I. Knowles).
1 In applications, it is usually reasonable to assume that P is piecewise C1 on .
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This problem is of interest in connection with groundwater Kow (and also oil reservoir simulation);
see for example [6,19,21,29] and the references therein. In such cases the Kow in the porous medium
is governed by the di0usion equation
 · [P(x)w(x; t)] = S(x)@w
@t
− R(x; t) (1.2)
in which w represents the piezometric head, P the hydraulic conductivity (or sometimes, for a
two-dimensional aquifer, the transmissivity), R the recharge, and S the storativity of the aquifer
(see, for example [6, p. 214]). In the case that the aquifer reaches a steady-state condition, we have
that @w=@t = 0 and R= R(x), which is essentially the equation in (1.1).
In practical groundwater modelling one is interested in obtaining reliable values for P; S, and R in
(1.2). A major problem here is that not only is it expensive to %nd these from well measurements, or
core samples, but, and perhaps more importantly, these parameters can be very poorly represented
by measurements taken at a %xed collection of points in the aquifer. This is because quantities
like hydraulic conductivity for example can vary by up to 12 orders of magnitude at a given site
[3, p. 40], due in part to the presence of embedded “lenses”, both large and small, and other
geological inhomogeneities. In order to e0ectively model the Kow of materials through an aquifer
one has to somehow assign appropriate average values for these parameters determined in a suitable
way from the Kow itself (in hydrology, there is the closely related idea of assigning “e0ective
hydraulic properties” to a porous medium, see [3, p. 329]). A further complication worthy of note is
that in the current literature there are essentially no viable methods available [3, p. 152] for assigning
values to the (time varying) recharge term; once again, rainfall is not readily measured as a local
phenomenon, and the e0ect of supply and discharge from underground sources is even more di/cult
to measure directly.
In [17] the theoretical framework was given for a general approach to the problem of computing,
from a knowledge of the piezometric head values w(x; t) of the aquifer over space and time, reliable
values for the aquifer parameters. The basic idea in [17] is to transform, by appropriate means, 2
data from solutions of (1.2) to solution values v(x; ) of the elliptic equation
− · (P(x)v) + S(x)v= F(x; ); x ∈ ; (1.3)
where  is the transform parameter, and F depends on R; S, and  in a known way. The triple
(P; S; F) is then found (under suitable conditions on the solutions v(x; ) and the form of R) as the
unique global minimum of a certain convex functional (see [17, Equation (1.7)]).
In this paper, we consider convergence results for this method in the simpler case when we have
a steady-state aquifer with a known recharge term R = R(x), and we wish to compute P from
measurements of the steady state head values (or, one could set = 0 in (1.3)). It should be noted
that most of the arguments to be used below also apply in the general case, but at the cost of
more complexity in the exposition. We note in passing that preliminary tests of the general method
on synthetic data indicate that one can indeed e0ectively recover multiple piecewise-continuous
coe/cients in this way. The results of this testing, as well as the trials on data from a real aquifer
are to be presented in [22].
It is evident on both physical and theoretical grounds that P cannot be recovered uniquely in
sub-regions of  for which |u| is identically zero. Nonetheless, if one views (1.1) as a %rst-order
2 For example, one could use a Laplace transform.
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equation in P with initial data given on (possibly a subset of ) @, it is true that if every point
in  can be connected with @ by a Kow line of the vector %eld u (for example, [27], if
|u|¿ 0 in ), then P can be uniquely obtained by the method of characteristics once initial data
is speci%ed on a hypersurface in  transversal to u (for example, the “in Kow” part of @).
Less-stringent assumptions on u to achieve the same result may be found in [1,2,7,17,27], under
varying assumptions on P. We assume henceforth that the data u is such that P may be recovered
uniquely.
Much of the literature devoted to the numerical recovery of P from u either explicitly or implicitly
assumes that P is at least di0erentiable, and more often than not, possessed of bounded second
derivatives, so that the curvature of P is suitably restricted (see for example, [2,13,19,21,27]). This
seems to be necessary for example when one desires something like strong convergence in L∞()
of approximations to P, as can be seen from the estimate [2, (2.3)]. Nonetheless, such assumptions
can be problematical in practice, as underground strata are typically at best only piecewise smooth.
Now, while many of the above methods are in principle applicable to this case, actual examples of
computations in this case are rare in the literature, although, recently there have been a few works
[4,5,8] that use total variation least-squares methods to recover piecewise smooth P coe/cients. It
is also clear from the available theory that the combination of lack of smoothness together with
the general ill-posedness of the identi%cation problem makes the recovery of a non-smooth P a
di/cult undertaking, considerably more so than that of a P possessing, for example, bounded second
derivatives.
The minimization approach outlined below appears to be e0ective in the presence of such mild
discontinuities in the principal coe/cients, and should be more robust (in the presence of noisy
input data) than the least-squares methods as we are minimizing a strictly convex functional, and
so the risk of getting stuck in a spurious local minimum is eliminated. Indeed, although the results
of these studies have not as yet been tested in real transport equations, it is distinctly possible that
the coe/cient functions resulting from this minimization are viable candidates for the “averaged
values” discussed above. This is consistent with the well-known heuristic that, as a consequence
of the ill-posedness of the coe/cient inverse problem, the values of the solution of an equation
like (1.2) are somewhat insensitive to changes in the coe/cient function values (see for example
[28, p. 1063]), so that another coe/cient function, “nearby” in a certain sense, might also rep-
resent well the same Kow. Here, “nearby” could mean “small value for the functional G (given
below)”.
The basic elements of the method in the case discussed above may be described as follows. Let
f and a solution u of (1.1) be given for which P is the corresponding principal coe/cient that we
seek to compute; it can be assumed, without loss of generality, that u|@ is positive, so that u¿ 0
by the strong maximum principle for (1.1). For functions p ∈L∞() that are smooth enough near
@ that the trace of p exists, and such that
p(x)¿¿ 0; x ∈ ; (1.4)
let up denote the solution v of the boundary value problem
− · (p(x)v) = f; x ∈ ;
v|@ = u|@: (1.5)
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Thus u= uP. De%ne
DG = {p: p ∈L∞()); p satis%es (1:4); and p| = P|};
where  is a hypersurface in  transversal to u. It is convenient to take  to be the boundary
of the bounded region , and we henceforth assume this to be so; we are also assuming that P is
known on the boundary of . For p in DG we de%ne
G(p) =
∫

p(x)(|u|2 − |up|2)− 2f(x)(u− up) dx: (1.6)
We show presently that G is a strictly convex functional on the convex set DG with a unique
global minimizer, P; L1-gradient
G(p) = |u|2 − |up|2; (1.7)
and G(p) = 0 if and only if p = P. Our aim here is to investigate the recovery of P by the
minimization of G; to this end in Section 3 we analyse one possible numerical implementation
using a preconditioned conjugate gradient approach. We note in passing that in contrast with other
minimization methods for the computation of P (and in particular the methods of least-square type),
the functional G has a unique global minimum and a unique stationary point at P. The method
has some points of similarity with the interesting work of Kohn and Lowe [21] in the use of a
convex functional. Although a direct comparison with the present work cannot easily be done (they
consider only smooth P), it can be noted that their work bears a strong connection to analogous
work of Kohn and McKenney [20] on the inverse conductivity problem wherein many examples
involving nonsmooth P were included. It was shown in [16] that when the functional G de%ned
above was adapted to the inverse conductivity problem, there was, compared to the method of Kohn
and McKenney, a noticeable improvement in the quality of reconstruction (in the context of the test
examples considered in [20]).
2. Properties of G
Observe that, for p in DG, the self-adjoint homogeneous (i.e., zero boundary data) Dirichlet
operator Ap de%ned in L2() by Apv = − · (p(x)v) is positive. 3 This follows because the
spectrum of Ap is discrete and nonnegative [12, Theorem 1.3, p. 304], and as 0 cannot be an
eigenvalue it follows that Ap must be positively bounded below as an operator in L2().
The following theorem summarizes the main properties of the functional G:
Theorem 2.1. (a) For any p in DG;
G(p) =
∫

p(x)|(u− up)|2 dx = (Ap(u− up); u− up): (2.1)
(b) G(p)¿0 for all p in DG; and G(p) = 0 if and only if p= P.
3 Notice that the essential requirement is the uniqueness of solutions of the Dirichlet boundary value problem de%ned
by (1.5); so, for example, in one dimension it is enough to assume that p is positive, measurable, and
∫

1=p¡∞,
instead of (1.4).
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(c) For any p1; p2 in DG
G(p1)− G(p2) =
∫

(p1 − p2)(|u|2 −up1 :up2): (2.2)
(d) For p ∈ DG and h ∈L∞(); the 4rst Gaˆteaux di7erential for G is given by
G′(p)h=
∫

h(x)(|u|2 − |up|2) dx (2.3)
and G′(p) = 0 if and only if p= P.
(e) The second Gaˆteaux di7erential of G is given by
G′′(p)[h; k] = 2(A−1p ( · (hup));  · (kup)); (2.4)
where h; k ∈L∞(); and (·; ·) denotes the usual inner product in L2().
Remark. From (2.3), it follows that G′(p) is in the dual space of L∞(), which may be identi%ed
with the space ba() of bounded additive (signed) measures on  [11, Theorem IV 8.16]. As
ba() is the second dual of L1() [11, Theorem IV 8.5], the latter space is therefore isometrically
embedded in the former. As |u|2−|up|2 is in L1(), from (2.3) we can make the identi%cation
G′(p) =G = |u|2 − |up|2 (2.5)
in the sequel.
Proof. By the standard theory (see for example [15, Chapter 8]) we have∫


 · (p(x)v) dx =−
∫

p(x)v ·
 dx (2.6)
for any function v ∈ W1;2() and any 
 ∈ W1;20 (). The latter formula is essentially Green’s
formula for this situation (“integration by parts”) and will be used routinely in the rest of this proof.
Observe that
G(p) =
∫

p|(u− up)|2 + 2pup ·(u− up)− 2f(u− up)
=
∫

p|(u− up)|2
from (2.6), using 
 = u − up ∈ W1;20 (), and (1.5), and the rest of part (a) follows from an
integration by parts; the results in (b) follow from this, the fact that Ap is positive operator in
L2(), and the uniqueness assumptions made earlier.
For p1 and p2 in DG we have from (1.6) that
G(p1)− G(p2) =
∫

p1(|u|2 − |up1 |2)
−p2(|u|2 − |up2 |2) + 2f(up1 − up2)
=
∫

p1(up2 + up1) ·(up2 − up1)
+ (p1 − p2)(|u|2 − |up2 |2) + 2f(up1 − up2)
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=
∫

(up1 − up2)( · (p1up2))
+ (p1 − p2)(|u|2 − |up2 |2) + f(up1 − up2)
=
∫

(up1 − up2){ · ((p1 − p2)up2)}
+(p1 − p2)(|u|2 − |up2 |2)
=
∫

(p1 − p2)(|u|2 − |up2 |2)
− (p1 − p2)up2 · (up1 − up2)
by (1.5) and an integration by parts, using up1 − up2 ∈W1;20 (); part (c) now follows after some
rearrangement.
In order to prove (d) and (e) we need two ancillary results. First we note that, for p and h as
above (and %xed),
lim
→0
up+h = up (2.7)
in W1;2(). To see this, we subtract the equations
− · (pup) = f; (2.8)
− · ((p+ h)up+h) = f (2.9)
to obtain
Ap(up+h − up) =  · (hup+h): (2.10)
If this equation is multiplied on both sides by up+h− up and integrated over  we arrive (after the
usual integration by parts) at∫

p|(up+h − up)|2 = −
∫

hup+h ·(up+h − up)
= −
∫

h|(up+h − up)|2 + hup ·(up+h − up)
6 
∫

|h‖(up+h − up)|2
+ |h=2|(|up|2 + |(up+h − up)|2)
on using the inequality ab6(a2 + b2)=2.
Now, the term on the left of the above inequality is bounded below by a constant multiple of
‖up+h − up‖W1; 2(). For  small enough all the terms in up+h − up on the right-hand side of the
inequality can be moved to the left, and the resulting left-hand side then can be bounded below by
a (smaller) constant multiple of ‖up+h − up‖W1; 2(). As the remaining terms on the right are O(),
result (2.7) now follows.
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We also need to know that for any function  ∈L∞()
‖ · ( up+h)‖W1; 2()6K; (2.11)
where the constant K does not depend on . To see this, observe that the functional F de%ned on
W1;20 () by F(
) =
∫
  up+h ·
 satis%es
|F(
)|6K‖
‖W1; 2(); (2.12)
where it follows from (2.7) that the constant K does not depend on . Consequently, F ∈ (W1;20 ())∗.
Following a standard argument (see for example [15, p. 167]) we use the Riesz representation
theorem to identify (W1;20 ())
∗ with W1;20 (), F is identi%ed with a unique element of W
1;2
0 ()
which we may take to be − · ( up+h), and ‖F‖= ‖ · ( up+h)‖W1; 2(); estimate (2.11) then
follows from (2.12). We note in passing that the identi%cation of F above with an element of
W1;20 () is a convenient (though not crucial) tool that we shall use again. The general e0ect is that
one is able to use integrals in argument lines such as Eq. (2.6), rather than considering the left-hand
side of such an equation as a dual pairing in (W1;20 ())
∗.
Now, from (1.6) and some algebra,
(G(p+ h)− G(p))== −1
∫

p(|up|2 − |up+h|2)− 2f(up − up+h)
+
∫

h(|u|2 − |up+h|2): (2.13)
By (2.7) it is su/cient to show that the %rst integral expression above tends to zero as → 0. But,
−1
∫

p(|up|2 − |up+h|2) = −1
∫

p(up − up+h) ·(up + up+h)
= −1
∫

(up+h − up) · (p(up + up+h));
after an integration by parts;
= −1
∫

(up+h − up){− · (hup+h)− 2f};
using (2:8) and (2:9);
=
∫

(up+h − up){− · (hup+h)}
+ −1
∫

2f(up − up+h):
Consequently, the %rst integral expression in (2.13) equals∫

(up+h − up){− · (hup+h)} (2.14)
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and this tends to zero as  → 0 by (2.7) and (2.11); (2.3) is thus established. To prove the last
part of (d), note %rst that if p= P then G′(p) = 0. If we, conversely, let G′(p) = 0, then we have
from (2.5)
|u|2 = |up|2; (2.15)
on . Thus, from (2:15; 1:1) and an integration by parts∫

P:|(u− up)|2 =
∫

P:(|u|2 + |up|2 − 2u ·up)
=
∫

2P:u ·(u− up)
=
∫

2f:(up − u):
By interchanging the roˆles of p and P in the above, we also obtain∫

p:|(u− up)|2 =
∫

2f:(u− up):
Adding these gives
∫
 (p+P)|(u−up)|2 =0, so that u=up on , and hence G(p)=0; that p=P
now follows from part (b).
Finally, the second Gaˆteaux di0erential is given by
G′′(p)[h; k] = lim
→0
G′(p+ h)[k]− G′(p)[k]

:
From (2.3) and some algebra
(G′(p+ h)[k]− G′(p)[k])=
= −1
∫

(|up|2 − |up+h|2)k
= −1
∫

k(up − up+h) ·(up + up+h)
= −1
∫

(up+h − up){ · (k(up + up+h))};
=
∫

A−1p ( · (hup+h)){ · (k(up + up+h))};
by (2:10);
=2
∫

A−1p ( · (hup)){ · (kup)}
+
∫

A−1p ( · (h(up+h − up))){ · (k(up + up+h))}
+
∫

A−1p ( · (hup)){ · (k(up+h − up))}: (2.16)
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It remains to show that the second and third integrals in (2.16) tend to zero as  → 0. Observe
that the Green’s operator A−1p is formally self-adjoint and bounded as an operator from (W
1;2
0 ())
∗
to W1;20 () (from [15, p. 173], recalling that 0 is not an eigenvalue of Ap). This operator may be
restricted to L2() under the standard embedding given by [15, Eq. (8.12)], where it is a self-adjoint
bounded operator. If we set
w = · (k(up + up+h))
the second integral may be rewritten as∫

A−1p w · (h(up+h − up)) =
∫

h(A−1p w) ·(up+h − up):
Now, from (2.11), w is uniformly bounded in  in L2(T), and as A−1p is bounded, A
−1
p w is bounded
independently of  in W1;2(); it follows that |(A−1p w)| is bounded independently of  in L2().
From (2.7) it now follows that the second integral in (2.16) tends to zero with . Finally, note that
the function A−1p ( · (hup)) lies in W1;2(); that the third integral vanishes as → 0 follows via
(2.7) after an integration by parts. This completes the proof of the theorem.
Part (b) is essentially the Dirichlet principle for the elliptic boundary value problem (1.1), that the
solution u can be obtained by minimization of the Dirichlet energy functional D(v; p) =
∫
 p|v|2
over v satisfying the constraint v|@ = u|@; and with p = P; functional (1.6) arises by way of the
observation that the coe/cient P can be obtained (uniquely) from
min
p∈S
D(u; p) = D(u; P);
where
S=
{
p ∈ DG:
∫

p|up|2 =
∫

P|u|2
}
together with an application of Lagrange multipliers to convert the constrained minimization to an
unconstrained one.
It follows from (e) and the fact that the operator Ap is positive that G′′(p)[h; h]¿0, and that
G′′(p)[h; h] = 0 if and only if
 · (hup) = 0: (2.17)
Noting that the typical up that we encounter satis%es the restrictions on u for unique recovery
discussed earlier, and that the search direction h is zero on the boundary of  (see (3.1)), it follows
from the uniqueness of solutions of (2.17), as an equation in h, that h= 0, and thus that G′′(p) is
a positive-de%nite quadratic form. This means that under these assumptions G is a strictly convex
functional.
3. A conjugate gradient algorithm
We discuss here an algorithm for minimization based upon the use of certain conjugate gradient
descent directions. The properties of G derived above indicate that the minimization should be
computationally e0ective in that P is not only the unique global minimum for G, but also the
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unique zero for the gradient G; thus, provided that the descent is stable, it cannot get “stuck” at
a function other than P.
The choice of gradient is a matter of some importance. One cannot in general use the L1-gradient,
G, because it need not be zero on the boundary of , which means that an update of p need not
preserve the given boundary data for P. Instead, it is advantageous to use the Neuberger gradient
(see [23]), NG, chosen so that
G′(p)h= (NG(p); h)1; h ∈W1;20 () ∩L∞();
where (·; ·)1 denotes the usual inner product in W1;2(). If we compute the function g from
−$g+ g=G(p);
g |@ = 0; (3.1)
it follows that, for h ∈W1;20 () ∩L∞(),
(g; h)1 =
∫

g ·h+ gh=
∫

(−$g+ g)h=
∫

hG(p) = G′(p)h;
so that we may set NG(p) = g. The choice h=−%g gives
G(p− %g)− G(p) ≈ −%G′(p)g=−%‖g‖21¡ 0
for all %¿ 0; and so −g is a descent update direction for p that preserves the values of p at
the boundary of . An additional and substantial bene%t accrues from the fact that, as NG =
(−$ + 1)−1G, the Neuberger gradient is a preconditioned version of the original L1-gradient; a
detailed discussion of this approach may be found in [23].
As NG will be used to update the iterates p ∈ DG we need to know that NG ∈ L∞().
This is a consequence of an elliptic regularity estimate of De Giorgi [10] (see [14, p. 82]): if u is
a solution of (1.5), with f = 0, then u ∈ C(0; %)() for some constant %¿ 0, and if the concentric
balls B( lie in  for (¡R0, then for some constant c and any (¡R¡R0,∫
B(
|u|26c((=R)M+2%
∫
BR
|u− uR|2; (3.2)
where uR denotes the average value of u over the ball BR.
To deduce that NG ∈ L∞(), note %rst that for x ∈  and M ¿ 2 (the proof for M = 2 is
similar),
NG(x) =
∫

G(x; y)(|u|2(y)− |up|2(y)) dy
=C
∫

|x − y|2−M (|u|2(y)− |up|2(y)) dy + S(x); (3.3)
where G denotes the Green function for the homogeneous Dirichlet operator −$ + I on ;C is a
constant depending only on M , and S ∈L∞(). Furthermore, if B and B2 are balls centered at a
%xed x and  is chosen so that B⊂B2⊂, we have∫

|x − y|2−M |u|2(y) dy =
∫
B
|x − y|2−M |u|2(y) dy +
∫
−B
|x − y|2−M |u|2(y) dy; (3.4)
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where the second integral on the right in (3.4) is also a bounded function of x. Finally, as x is
%xed, if p= x − y is rewritten in polar coordinates, and m= 2−M ,∫
B
|x − y|2−M |u|2(y) dy=−
∫
SM−1
∫ 
0
r2−M |u(x − p)|2rM−1 dr d!
=
∫
SM−1
∫ 
0
mr1−M
(∫ r
0
|u|2tM−1 dt
)
dr d!
+ lim
r→0
∫
SM−1
r2−M
∫ r
0
|u|2tM−1 dt d!
− 2−M
∫
SM−1
∫ 
0
|u|2rM−1 dr d!
= (M − 2)
∫ 
0
r1−M
(∫
Br
|u|2
)
dr
− lim
r→0
r2−M
∫
Br
|u|2 + 2−M
∫
B
|u|2:
The terms in the last line above are all uniformly bounded by the De Giorgi estimate (3.2). The
remaining part of (3.3) is estimated in the same way.
For a given choice of the initial p0 one could now use steepest descent, beginning with the
direction −NG(p0), together with a one-dimensional line search routine, to minimize G. We present
some stability and convergence results for this method in the next section. In practice one gets faster
convergence with the following adaption of the standard Polak–RibiUere conjugate gradient scheme
[25, p. 304]. The initial search direction is h0=g0=−NG(p0). At pi one uses the approximate line
search routine to minimize G(p) in the direction of hi, resulting in G(pi+1). Then gi+1=−NG(pi+1)
and hi+1 = gi+1 + 0ihi, where
0i =
(gi+1 − gi; gi+1)1
(gi; gi)1
=
(gi+1 − gi;G(pi+1))
(gi;G(pi))
by (3.1), and an integration by parts, where (·; ·) and (·; ·)1 denote, the usual inner products in,
respectively, L2() and W1;2().
4. Stability and convergence
We assume for simplicity that throughout this section f = 0.
If M = 2; @ is C2, and the coe/cients p = p1 and p = p2 in (1.5) are C1, with solutions up1
and up2 having boundary data with at most N maxima and minima in @ it is known [2] that for
every d; 2; d¿ 0 and 0¡2¡ 12 , and some constant C
‖p1 − p2‖L∞(d)6C{‖up1 − up2‖2||−1=2}(1=2−2)=(2N+1);
where d = {x ∈ : d(x; @)¿d}. This says, roughly, that the problem becomes well-posed if one
can provide u data su/cient that the second derivatives of u can be accurately approximated. When
one only knows that the coe/cients are bounded, (and therefore that in general the solutions have no
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better smoothness than C0; %(); %¡ 1), one must expect a considerably weaker kind of convergence.
The following theory supports this contention.
Lemma 4.1. With P; u;  as de4ned above; for all p ∈ DG
(a)
‖u− up‖162‖u‖1‖P − p‖∞;
(b)

2
‖u− up‖216G(p)6
2

‖u‖21‖P − p‖2∞:
Proof. First note that

2
‖u− up‖216G(p)6‖u‖1‖P − p‖∞‖u− up‖1; (4.1)
here, the left-hand side follows from p¿¿ 0 and the PoincarVe inequality and the right-hand side
follows from (2.2) together with the fact that G(P) = 0. The estimate (a) now follows and the
estimate (b) is a direct consequence of (a), and the right-hand side of (4.1).
Theorem 4.2. Let {pn}⊂DG be uniformly bounded below and such that G(pn)→ 0. Then upn → u
in W1;2() and  · ((P − pn)upn) converges weakly to zero in W1;20 ().
Proof. It follows from part (b) of Lemma 4.1 that upn → u in W1;2(). Also, for h ∈W1;20 (),∣∣∣∣
∫

h · ((P − pn)upn)
∣∣∣∣ =
∣∣∣∣
∫

h · (Pupn)
∣∣∣∣
=
∣∣∣∣
∫

h · (P(upn − u))
∣∣∣∣
=
∣∣∣∣
∫

P(upn − u) ·h
∣∣∣∣
6 ‖P‖∞‖upn − u‖1‖h‖1 → 0:
Note that we lean heavily on the fact that the members of {pn} are uniformly bounded below. This
arises later as the preferred method of stabilizing the ill-posed parameter identi%cation problem. The
convergence here might be described as “weak, modulo u = 0”; this mirrors the results actually
obtained in computations.
Lemma 4.3. Let pn → p∗ in the space L∞() and let gn = NG(pn) and also g˜n = G(pn).
Then g˜n tends to zero in L
1() and gn tends to zero in W1;2().
Proof. We begin by showing that upn tends to up∗ in W
1;2(). If Ap∗ denotes the Dirichlet operator
in L2() formed from (1.5) with p= p∗, we have
Ap∗(upn − up∗) =− · (p∗(upn − up∗)) =− · ((p∗ − pn)upn):
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If we multiply the last identity by upn − up∗ , and integrate by parts, there results∫

p∗|(upn − up∗)|2
=
∫

(p∗ − pn)upn ·(upn − up∗)
=
∫

(p∗ − pn){|(upn − up∗)|2 +up∗ ·(upn − up∗)};
6|pn − p∗‖∞
∫
T
{ 3
2 |(upn − up∗)|2 + 12 |up∗ |2
}
:
On noting that p∗¿¿ 0 and that, for n large enough, the %rst term on the right can be moved to
the left and the result follows.
One deduces quickly from this convergence that g˜n − g˜p∗ converges to zero in L1(). Our next
task is to show that gn − gp∗ converges to zero in W1;2(). Here we have
(gn − gp∗)(x) =
∫

G(x; y)(g˜n − g˜p∗)(y) dy;
where G denotes Green’s function for the Dirichlet operator A=−$+I used in de%ning the Neuberger
gradients. From A((gn − gp∗) = g˜n − g˜p∗ , on multiplying by gn − gp∗ ∈L∞ ∩W1;20 and integrating
by parts, we %nd that
|gn − gp∗‖21 =
∫

(g˜n − g˜p∗) (x)(gn − gp∗) (x) dx
=
∫

(g˜n − g˜p∗) (x)
∫

G(x; y) (g˜n − g˜p∗) (y) dy dx:
One can now extract the singular part of G and (within a ball of radius ¿ 0, for  small
enough), change to polar coordinates, integrate by parts, and use the estimate of De Giorgi (as was
done earlier) to show that the resulting integrands are O(). The convergence to zero of ‖gn− gp∗‖1
then follows from the convergence of g˜n − g˜p∗ to zero in L1().
Finally, using the fact that the gn are steepest descent gradients, and thus that (gn; gn+1)1 = 0 for
all n, it follows by a standard argument (originally due to Curry [9]; see also [18, Lemma 5.2]) that
gn → 0 in W1;2(), so that gp∗ = 0. As g˜p∗ = (−$+ I)gp∗ we clearly have g˜p∗ = 0 as well.
We now describe some conditions under which a steepest descent implementation would converge
in this manner.
Theorem 4.4. Let {pn}⊂DG be the sequence of steepest descent iterates obtained via the Neu-
berger gradient; i.e. pn+1 =pn−%ngn. Assume also that {pn} is uniformly bounded both above and
below; and
G(pn)− G(pn+1)¿%n‖g˜n‖L1()‖gn‖∞; (4.2)
where g˜n =G(pn). Then G(pn)→ 0 as n→∞.
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Proof. First, observe that by the method of Knowles and Wallace [18, Theorem 5.3], it follows from
(4.2) and Lemma 4.3 that there is a subsequence of g˜
(n) converging strongly to zero in L
1(). It
follows from the boundedness of {pn} and (1.6) that G(p
(n)) → 0 as n → ∞. As the sequence
G(pn) is descreasing, it must also converge to zero.
We note here that if one uses steepest descent with the cut-o0 value of  imposed on each descent
member, one obtains a di0erent descent sequence {p˜n}. In practice we %nd that G(p˜n) invariably
converges though not always to zero, and not always monotonically.
5. Implementation and results
It is well known that this problem is ill-posed, as is the fact that the ill-posedness in the problem
is concentrated in the computation of u from u. In consequence, the reliability and e0ectiveness
of any proposed computational algorithm for this problem is directly dependent on how well the
numerical di0erentiation is e0ected.
The approach to numerical di0erentiation of functions of one variable introduced in [18] has
proved to be particularly e0ective in this context due in part to the large amount of control one has
over the destabilizing e0ects of noise in the data. This code is used to compute partial derivatives
of u in  = [ − 1; 1] × [ − 1; 1] on grid lines x = const. and y = const:, separately. In particular,
uxx=u and uyy=u are computed at each grid point by using two subintervals around each grid point
in the x and y directions; as is noted in [18], this restriction of the code to the smallest possible
number of sub-intervals allows the greatest possible stability and accuracy (see [18, Theorem 4.1]).
The computed values uxx=u and uyy=u are summed to produce a value q˜ ≈ $u=u at each grid point,
and then the boundary value problem
−Wv+ q˜v= 0; x ∈ 
v|@ = u|@;
is solved for v= u˜, a smoothed version of the data function u. We observe in passing that while the
presence of second derivatives in this process might seem to be a source of instability, this is not the
case as it is shown in [18, Theorem 5:1] that the approximations to the second derivatives converge
weakly, and the resulting solutions converge strongly in W1;2. The approximation, u˜ to u is
computed from the smoothed u˜ via quadratic interpolation. It is worth noting that it is not e0ective
to compute the %rst-order derivatives directly on each of the grid lines, as this only smoothes the
e0ects of noise in one coordinate direction.
All boundary value problems were solved using the FIVE POINT STAR (%nite di0erence
discretization) and LINPACK SPD BAND packages within the double-precision version of the
ELLPACK system (see [26]). One bonus from this arrangement was that ELLPACK automati-
cally calculates the derivatives of any solution by means of built-in quadratic interpolation routines;
this feature was used consistently to compute (when needed) up from up, as well as u˜ from u˜,
as noted above.
In the examples listed below, p is initialized to the constant function p0 =0:5. The line minimiza-
tion part of the code employs bracketing and Brent minimization (see [25]) with all two-dimensional
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integrals computed as iterated one-dimensional integrals using Simpson’s rule. As noted earlier, the
basic idea behind the implementation is to use a conjugate gradient descent to minimize the func-
tional G de%ned by (1.6), with u replaced by its computed approximation u˜ in (1.6) and (1.7). In
practice it is advantageous to use the alternate integral form listed in (2.1). The two versions, while
being equal mathematically have quite di0erent numerical properties. In particular, version (1.6) is
quite prone to subtractive cancellation (round-o0 ) errors that occur in the quadrature routines when
G is small; as one is only feeding positive quantities to the quadrature routines in computing the
integral in (2.1), the computation is considerably more stable.
As is noted above, in this level of generality, one must expect something like “weak, modulo
u = 0” convergence for the coe/cients {pn}. In particular, if the pn are not modi%ed in any
way the strongest tendency is toward the appearance of negative pn-values (rather than toward
unboundedness in the pn values). This is a direct manifestation of the ill-posedness in the problem,
and in fact essentially the only such manifestation. The natural remedy is to declare a cut-o0 value
(0.5 in the examples below) for the functions pn below which the values of the descent iterates
are reset to the cut-o0 value. With this modi%cation, the algorithm became very stable, allowing a
steady descent to the minimum, and essentially no instabilities, even after thousands (see Fig. 1(d))
of descent steps (it is well known that one characteristic of an unstabilized algorithm for an ill-posed
problem is instability with respect to a large number of iterations).
This cut-o0 technique can be justi%ed by the fact that one is in e0ect adding additional information
(often justi%ed physically by the existence of a “background” value) to the problem, a time-honored
method of stabilizing an ill-posed problem [24]. The only other methods of recovering discontinuous
coe/cients that are available at present involve total variation least-squares methods (for example
[4,5,8]); these methods tend to su0er from the need to assign (often rather subjectively) values to
the various penalty parameters that are employed, as well as from the fact that most penalty-type
regularization methods will lose more information than the relatively natural method indicated
above.
The algorithm was tested on synthetic data obtained by using for P the following functions de%ned
on [− 1; 1]× [− 1; 1]:
P1(x; y) =
{
2 if |x|¡ 0:5 and |y|¡ 0:5;
0:5 otherwise;
P2(x; y) =


2 if − 0:25¡x¡ 0 and 0¡y¡ 0:25;
1:0 otherwise; if |x|¡ 0:5 and |y|¡ 0:5;
0:5 otherwise;
P3(x; y) =


2 if |x + 0:5|¡ 0:25 and |y − 0:5|¡ 0:25;
1:5 if |x − 0:5|¡ 0:25 and |y − 0:5|¡ 0:25;
1:0 if |x|¡ 0:25 and |y + 0:5|¡ 0:25;
0:5 otherwise:
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Fig. 1. z = P2(x; y); 49× 49 grid.
The test data set uPi ; i = 1; 2; 3; was constructed by solving the boundary value problem (1.1) with
P = Pi and using the %xed boundary function f(x; y) = x + y + 4.
In Fig. 1, the true P is shown in (a), and the results of successively larger iterations in (b–d). As
suggested by the theory of the last section, convergence takes place with respect to the L1 norm,
which decreased steadily until reaching values consistent with the chosen discretization. An increase
in the L1 error was observed when an extremely large number of iterations was carried out.
Notice that while some deterioration is present in the graph after 2000 iterations, the resemblance
to the true P is still strong. It should be noted in passing that in unstabilized ill-posed problems,
iterative degradation is generally more pronounced in %ne grids, so this behaviour further con%rms
the e0ectiveness of the stabilizing procedure described above.
In general, with no arti%cially added noise present, the shape of P was apparent quite early
(20–50 descent steps), but %ner details, such as the correct heights of the various shapes sometimes
took 200 or so descent steps to compute.
The presence of noise in the data has signi%cant e0ects. The sensitivity of this problem to noise
is well documented (see for example [28]). This sensitivity can be seen perhaps most graphically in
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Fig. 2. z = uP1 (x; y); 49× 49 grid.
Fig. 2. Here, for the test function P1, we have plotted the function uP1 (Fig. 2(a)), as well as uP1
with just 1% (Fig. 2(b)) and 5% (Fig. 2(c)) random noise added. It is evident that the rather small
indentation plane near the center of the graph of uP1 represents the main features of P1 that we wish
to image. It can be seen that these features are essentially absent from the “very noisy” uP1 in Fig.
2(c). In the presence of appreciable noise one must conclude that such imaging is inherently of the
low-resolution variety. It is within these con%nes that we seek to achieve the best-possible results.
Noisy data can cause instability in the minimization. In Fig. 3 the true P on an 11 × 11 grid is
shown as Fig. 3(a); computations of P3 are shown using 0% random noise added to uP3 (Fig. 3(b)),
with 1% noise (Fig. 3(c)), and with 5% noise (Fig. 3(d)), each using a cut-o0 value of 0.5. With
no noise, and considering the coarseness of the grid, the results were good, in that the shapes were
essentially correct, as were the heights. With noise added, information is lost: as can be seen from
Fig. 3(d), with 5% noise the smallest peak inn P3 is not detected; when the noise is increased to
10%, no features of P3 are detected. In Figs. 4(c) and (d) it can be seen that with noise present
(but not so much that recovery becomes impossibe), the computation is not especially e0ected by
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Fig. 3. z = P3(x; y); 11× 11 grid.
a large number of iterations. This is important in that in general one cannot expect to extract the
maximal amount of information from the data without being able to iterate the extraction algorithm.
As has been observed elsewhere with ill-posed problems (see for example [20, p. 406]), the
sensitivity to noise increases as the mesh becomes %ner. In Figs. 4(b) and (c), for example, with
each picture computed from 50 descent steps, the graph in Fig. 4(b) (computed over a 25 × 25
mesh) was closer to the original than the graph in Fig. 4(c) (computed from a 49× 49 mesh).
The code for these computations was written mainly to test the e0ectiveness of the algorithm, so
more e/cient implementations are no doubt possible. For example, the code obtains the required
bracketing via a somewhat primitive line-search mechanism in which the search parameter is simply
incremented by a pre-set amount until the value of G fails to decrease. Average times for conjugate
gradient descent steps for various choices of mesh size and with the code running on a Sun Sparc1000
are shown in Table 1.
While this is dependent on the choice of stepping distance in the line-search algorithm, these
times are fairly typical for the method with the coding indicated above.
I. Knowles / Journal of Computational and Applied Mathematics 131 (2001) 175–194 193
Fig. 4. z = P1(x; y); 49× 49 grid.
Table 1
Run times
Grid size Average time for one descent step (s)
11 0.90
21 2.65
35 10.1
49 25.3
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