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We demonstrate experimentally the efficient control of light intensity distribution inside a random
scattering system. The adaptive wave front shaping technique is applied to a silicon waveguide containing
scattering nanostructures, and the on-chip coupling scheme enables access to all input spatial modes. By
selectively coupling the incident light to the open or closed channels of the disordered system, we not only
vary the total energy stored inside the system by a factor of 7.4, but also change the energy density
distribution from an exponential decay to a linear decay and to a profile peaked near the center. This work
provides an on-chip platform for controlling light-matter interactions in turbid media.
DOI: 10.1103/PhysRevLett.117.086803
It has long been known that in disordered media there are
many fascinating and surprising effects resulting from the
interferences of multiply scattered waves [1,2]. One of
them is the creation of transmission eigenchannels, which
can be broadly classified as either open or closed [3,4]. The
existence of high-transmission (open) channels allows for
an optimally prepared coherent input beam to be transmitted
through a lossless diffusive medium with order unity
efficiency. In contrast, waves injected into low-transmission
(closed) channels barely penetrate the medium and are
mostly reflected. In general, the penetration depth and
energy density distribution of multiply scattered waves
inside a disordered medium are determined by the spatial
profiles of the transmission eigenchannels that are excited
by the incident light. The distinct spatial profiles of the
open and closed channels suggest that selective coupling of
incident light to these channels enables the effective control
of the total transmission and energy distribution inside the
random medium [5,6]. Since the energy density determines
the light-matter interactions inside a scattering system,
manipulating its spatial distribution opens the door to
tailoring optical excitations as well as linear and nonlinear
optical processes such as absorption, emission, amplifica-
tion, and frequency mixing inside turbid media. The
potential applications range from photovoltaics [7,8],
white light emitting diodes [9], and random lasers [10], to
biomedical sensing [11] and radiation treatments [12].
In recent years there have been numerous theoretical
and experimental studies on transmission eigenchannels
[5,13–17]. While by knowing the transmission matrix one
can determine their profiles [18–21], it is difficult to
directly probe their spatial profiles inside three-dimensional
(3D) random media. So far, open and closed channels have
been observed only with an acoustic wave inside a two-
dimensional (2D) disordered waveguide [22], but control-
ling the energy density distribution has not been realized
due to the lack of an efficient wave front modulator for
acoustic wave or microwave radiation. The advantage of
optical waves is the availability of spatial light modulators
(SLMs) with many degrees of freedom. However, the
commonly used samples in an optical experiment have
an open slab geometry, thus making it impossible to control
all input modes due to the limited numerical aperture of
the imaging optics. Such incomplete control dramatically
weakens the open channels [23], although a notable
enhancement of the total transmission has been achieved
[20,24]. Furthermore, an enhancement of the total energy
stored inside a 3D scattering sample has been reported [25],
but a direct probe and control of the optical intensity
distribution inside the scattering medium are still missing.
In this Letter, we demonstrate experimentally the control
of the energy density distribution inside a scattering
medium. Instead of the open slab geometry, we fabricate
a silicon waveguide that contains scatterers and has reflect-
ing sidewalls. The intensity distribution inside the two-
dimensional waveguide is probed from the third dimension.
With careful design of the on-chip coupling waveguide, we
can access all the input modes. Such control of the incident
wave front enables an order of magnitude enhancement of
the total transmission or a 50 times suppression. A direct
probe of the optical intensity distribution inside the disor-
dered waveguide reveals that the selective excitation of the
open channels results in the buildup of energy deep inside
the scattering medium, while the excitation of the closed
channels greatly reduces the penetration depth. Compared to
the linear decay for random input fields, the optimized wave
front can produce an intensity profile that either is peaked
near the center of the waveguide or decays exponentially
with depth. The total energy stored inside the waveguide is
increased 3.7 times or decreased 2 times.
The 2D waveguide structure was fabricated in a 220 nm
silicon layer on top of a 3 μm buried oxide by electron
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beam lithography and reactive ion etching [6]. As shown
in Fig. 1, air holes are randomly distributed within the
waveguide whose sidewalls are a photonic crystal that
reflects light. At the probe wavelength λ ¼ 1.51 μm, the
transport mean free path l ¼ 2.5 μm is much less than
the length L ¼ 50 μm of the disordered waveguide, so that
the light transport is diffusive. The out-of-plane scattering,
which provides a direct probe of the light transport inside
the random structure, can be treated as loss and the
diffusive dissipation length is ξa ¼ 31 μm. The values of
l and ξa were extracted from the measured intensity
distribution and intensity fluctuations inside the disordered
waveguide for uncontrolled illumination [26]. The wave-
guide of width W ¼ 15 μm supports N ¼ 56 transmission
eigenchannels, among which ∼5 are open channels and the
rest are closed channels. The total transmission for the
uncontrolled illumination is about 4.8%.
The probe light is injected into the waveguide from the
edge of the wafer. Because of the large mismatch of the
refractive index between silicon and air, the light can be
coupled only to the lower-order modes of the ridge wave-
guide. This limits the number of input modes that can be
controlled by wave front shaping. To increase the degree of
input control, the coupling waveguide (lead) is tapered at an
angle of 15° [Fig. 1(a)]. The wider waveguide at the front
end supports many more lower-order modes, which can
be excited by the incident light and then converted to
high-order modes by the taper [27]. As detailed in the
Supplemental Material [27], we set W1 ¼ 330 μm for the
fabricated sample in Fig. 1, so that the number of wave-
guide modes excited at the air-silicon interface is signifi-
cantly larger than N. This ensures all input modes to the
disordered waveguide are accessed by the incident fields
with phase-only modulation.
The wave front shaping experiment is shown schemati-
cally in Fig. 2(a) and detailed in the Supplemental Material
[27]. A monochromatic laser beam is phase modulated
by a SLM and then focused to the edge of the wafer by a
microscope objective of numerical aperture (NA) 0.7. To
produce a line of illumination at the input facet of the
coupling waveguide, the SLM imposes phase modulation
only along one dimension that is parallel to the transverse
direction of the waveguide, as shown by the 2D phase mask
in Fig. 2(a). The light that is scattered out of plane by the
random array of air holes is collected by an objective
and projected to an InGaAs camera to obtain the spatial
FIG. 1. On-chip disordered waveguide with a tapered lead.
(a) Top-view scanning electron micrograph (SEM) of a fabricated
silicon waveguide. A ridge waveguide (lead) is tapered from the
width W1 ¼ 330 μm at the edge of the wafer to the width
W ¼ 15 μm, in order to increase the degree of control of the light
that is injected to the disordered waveguide. (b) Magnified SEM
of the disordered region of the waveguide that consists of a
random array of air holes (diameter ¼ 90 nm). (c) Magnified
SEM showing the air holes distributed randomly within the
waveguide with a filling fraction of 6%. (d) The sidewalls of the
waveguide are made of a triangular lattice of air holes
(diameter ¼ 360 nm) with a lattice constant of 505 nm, which
supports a full photonic band gap at the wavelength λ ¼ 1.51 μm.
FIG. 2. Wave front shaping experiment to control the intensity
distribution inside a disordered waveguide. (a) A schematic of
the experimental setup. Laser (HP 8168F) output at λ ¼ 1510 nm
is collimated (by lens L1), expanded (by L2, L3), and linearly
polarized (by a polarized beam splitter PBS) before being
modulated by a phase-only SLM (Hamamatsu X10468). Two
lenses (L4, L5) are used to project the SLM plane to the pupil
plane of an objective O1 (100×, NA ¼ 0.7), and the edge of the
wafer is placed at the focal plane. The SLM imposes phase
modulation only in one direction in order to generate a line at the
front end of the coupling waveguide. A sample phase pattern on
the SLM is shown. The light scattered out of the sample plane is
collected by another objective O2 (100×, NA ¼ 0.7) and imaged
to an InGaAs camera (Xenics XEVA 1.7-320) by a tube lens (L6).
M1 and M2 are mirrors and BS is a beam splitter. (b) An optical
image of the illumination line (330 × 1.1 μm) on the waveguide
facet. The input intensity is modulated along the line. (c) An
image of the spatial distribution of the light intensity inside the
disordered waveguide for a random input wave front. The spatial
resolution is about 1.1 μm. The ratio S of the integrated
intensities over the two rectangles at the back and front side
of the waveguide is used as feedback for optimizing the input
wave front.




distribution of the intensity Iðy; zÞ inside the disordered
structure [Fig. 2(c)].
Two wave front shaping approaches have been devel-
oped for the transmission enhancement: one is based on the
measurement of the transmission matrix [28,29]; the other
relies on feedback [30]. While the open channels can be
obtained from the measured transmission matrix, the closed
channels are subject to measurement noise due to the
nearly vanishing transmission. Here, we took the feedback
approach, and optimized the procedure using the continu-
ous sequential algorithm [30] to control the energy density
inside the disordered waveguide. The cost function S is the
ratio of the light intensity integrated over an area in the back
part of the waveguide to that in the front part [marked by
two rectangles in Fig. 2(c)].
First, we maximize S to enhance the light penetration
into the scattering structure. Figure 3(b) shows the final
intensity distribution Iðy; zÞ for the optimized input.
In Fig. 3(e) we plot the cross-section-averaged intensity
IðzÞ ¼ RW0 Iðy; zÞdy, further averaged over four wave-
lengths and three initial phase patterns that served as the
seed to the optimization algorithm [27]. IðzÞ is peaked near
the center of the disordered waveguide in Fig. 3(e), which
is dramatically different from the monotonic decay with
random input fields in Fig. 3(d). The latter profile is in
agreement with the prediction of diffusion theory and the
slight deviation from a linear decay is caused by the out-of-
plane scattering loss. The dissipation causes an asymmetry
in the optimized intensity distribution with respect to the
center of the waveguide (z=L ¼ 0.5), as the peak of IðzÞ in
Fig. 3(b) shifts towards the input end. Such an asymmetry
is captured by the maximum transmission channel, but
not by the fundamental diffusion mode [25] or the return
probability [5]. The resemblance of the optimized IðzÞ to
the spatial profile of the open channels indicates that the
optimized wave front couples light to the high-transmission
eigenchannels.
Next, we minimize S by adapting the input wave front,
and the resulting intensity distribution is presented in
Fig. 3(c). The cross-section-averaged intensity IðzÞ in
Fig. 3(f) exhibits a much faster decay with depth than
the random input. Moreover, the decay is clearly exponen-
tial, resembling the spatial profile of the closed channels.
Despite the presence of measurement noise, the optimized
wave front couples effectively to the low-transmission
eigenchannels.
To confirm the experimental results, we simulate a 2D
disordered waveguide with all parameters equal to the
experimental values [27,31]. The phase-only modulation is
imposed on the input wave front to optimize the same cost
function Swith the continuous sequential algorithm (details
in the Supplemental Material) [27]. The solid curves in
Figs. 3(d)–3(f) represent the simulation results, which agree
well with the experimental data. The curves are normalized
such that the total incoming flux is equal to unity in all
cases. Therefore, the intensity profiles can be quantitatively
compared to get the order of magnitude of the intensity
amplification within the scattering sample.
By projecting the optimized fields onto the transmission
eigenchannels, we obtain the contributions from the indi-
vidual channels. Figure 4(a) presents the weight w of each
channel as a function of the transmission eigenvalue τ in the
case that the cost function S is maximized [Figs. 3(b)
and 3(e)]. In comparison to a random input field, which
has equal contributions from all channels, wðτÞ ¼ 1=N,
the optimized field for maximum S has greatly enhanced
contributions from the high transmission channels and
reduced contributions from the low-transmission channels
[Fig. 4(a)]. While the maximum transmission channel has
the largest weight, a few channels with slightly lower
transmission also make significant contributions. Thus, the
energy density distribution IðzÞ is slightly lower than that
of the maximum transmission channel, and shifted a bit
towards the front end of the waveguide [Fig. 4(b)]. As
shown in Fig. 4(a), the weight wðτÞ increases exponentially
with τ, in contrast to the linear increase of w with τ in the
case of focusing (maximizing intensity of a single speckle)
through a random medium. This difference indicates
FIG. 3. Experimental control of the intensity distribution inside the disordered waveguide. (a)–(c) Two-dimensional intensity
distribution Iðy; zÞ inside the disordered waveguide shown in Fig. 1 for (a) random input fields, (b) optimized input for maximum light
penetration (maximizing S), and (c) optimized input for minimum light penetration (minimizing S). (d)–(f) The cross-section-averaged
intensity IðzÞ obtained from Iðy; zÞ in (a)–(c). The dashed lines are experimental data and the solid lines are simulation results.




maximizing S is more efficient for enhancing the contri-
bution of the maximum transmission channel over all other
channels.
When S is minimized [Figs. 3(c) and 3(f)], the weights of
the high-transmission channels are strongly suppressed,
especially the highest transmission channel [Fig. 4(c)].
While many low-transmission channels have slightly
increased weights as compared to the random input field,
none of them becomes dominant. Since the low-trans-
mission channels have exponential decay with different
decay lengths, the total intensity distribution IðzÞ obtained
by minimizing S also decays exponentially, but the decay
length is longer than that of the minimum transmission
channel [Fig. 4(d)].
The numerical simulation confirms that our wave front
shaping experiment results in selective coupling of the
input light to open or closed channels, which leads to a
distinct intensity distribution inside the scattering wave-
guide. The total transmission is increased from ∼4.8% (for
random input fields) to ∼47% (when S is maximized), and
the total energy inside the disordered structure is enhanced
3.7 times. The minimization of S makes the total trans-
mission drop to ∼0.1%, and the total energy inside is
reduced by a factor of 2.
Finally, we compare numerically the feedback-
based approach to the transmission-matrix approach by
computing the transmission eigenchannels from the field
transmission matrix. With phase-only modulation, the input
field for a transmission eigenchannel is decomposed by the
waveguide modes, and the amplitudes of the decomposition
coefficients are set to a constant. The removal of amplitude
modulation mixes the maximum transmission channel with
other channels, as seen in Fig. 4(a). While the weight of
the maximum transmission channel decreases from unity
to π=4 [32], all other channels have a constant weight
½1 − ðπ=4Þ=ðN − 1Þ. The cross-section-averaged intensity
distribution IðzÞ is nearly identical to that obtained by
maximizing S [Fig. 4(b)]. Similarly, the elimination of
amplitude modulation from the minimum transmission
channel introduces contributions from all other channels
[Fig. 4(c)]. Their weights are equal (independent of their
transmission), albeit smaller than that of the minimum
transmission channel. Consequently, IðzÞ displays a rapid
decay at shallow depths, due to the dominant contribution
from the minimum transmission channel; it is followed by a
much slower decay at large depth due to the contributions
of the remaining channels including the highly transmitting
ones. The total transmission is ∼1%, approximately an
order of magnitude higher than that obtained by minimiz-
ing S. This is attributed to the stronger suppression of the
higher transmission channels by the feedback approach,
i.e., the higher the transmission eigenvalue is, the lower
the weight. Therefore, with phase-only modulation of the
incident wave front, the feedback approach is far more
efficient in minimizing the total transmission than the
transmission-matrix approach.
In summary, we apply the adaptive wave front shaping
technique to on-chip disordered nanostructures. Careful
design of the coupling waveguide enables access to all
input modes and allows us to reach the maximum or
minimum transmission that is achievable with phase-only
modulation. Selective excitation of the open or closed
channels results in the variation of the optical intensity
distribution from an exponential decay to a linear decay and
to a profile peaked near the center of the random system.
The coherent control of multiple-scattering interference
leads to diverse transport behaviors in contrast to universal
diffusion, highlighting the possibility of controlling light-
matter interactions in turbid media.
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