We investigate fractional Sobolev spaces of order s ∈ (0, 1) with mixed boundary conditions. We provide an extension operator for these spaces that requires the usual measure density condition only on the Neumann boundary part, and our condition is sharp at the interface. We also investigate the interpolation behavior of the considered spaces and provide a new Hardy's inequality in the case s = 1.
Introduction and main results
Let O ⊆ R d be open. For s ∈ (0, 1) and p ∈ (1, ∞) a fractional Sobolev space W s,p (O) can be defined with an intrinsic norm, see Definition 2.7. Under the interior thickness condition ∀x ∈ O, r ∈ (0, 1] : |B(x, r) ∩ O| |B(x, r)| (ITC) an extension operator for these spaces was constructed by Jonsson-Wallin [14] . In fact, the interior thickness condition is equivalent for W s,p (O) to admit whole space extensions, see [20] . However, in case there is a vanishing trace condition on ∂O in a suitable sense, zero extension is possible, so it is a priori clear that the thickness condition can be relaxed in the presence of zero boundary conditions. In Section 3 we will construct an extension operator which is adapted to a vanishing trace condition on a portion of the boundary of O. To be more precise, let D ⊆ ∂O and put N := ∂O \ D. We incorporate a vanishing trace condition on D into W s,p (O) by intersection with the L p space with weight d −sp D , where d D is the distance function to D. Spaces of this kind were also recently investigated in [5] and have a history of successful application in elliptic regularity theory, see for example [12] . On this space, the interior thickness condition in N (see Definition 3.1) turns out to be sufficient for the existence of an extension operator, and the constructed extensions also vanish in D in the sense of Definition 2.9. An example of a now admissible configuration is a self-touching with a cusp, see Example 3.3. Since the thickness condition does not hold in a neighborhood of N , localization techniques are not applicable. We will construct a suitable superset O of O which is enlarged near D to satisfy (ITC). (Of course we could always take R d \ ∂O but this set would not allow for a zero extension operator later on and is therefore not considered as suitable.) This is carried out in Section 3.1. This type of construction originates from the author's work with M. Egert and R. Haller-Dintelmann on the Kato problem [2] . In a second step we will provide the aforementioned zero extension operator from O to O, see Section 3.2, which is bounded due to the additional fractional Hardy term coming from the weighted L p -norm. With this in hand, we can conclude Theorem 1.1 in Section 3.3.
Using the pointwise restriction of W s,p D (R d ) functions to O we define spaces W s,p D (O) (see Definition 2.12) . Recently, the interpolation behavior of these spaces was investigated deeply in [1] , see also the discussion therein about their successful usage in the treatment of quasilinear equations of parabolic type in rough geometric configurations and other applications. The next theorem shows that we can identify the intrinsic space
holds up to equivalent norms.
The inclusion "⊆" follows immediately from Theorem 1.1, whereas the converse inclusion is carried out in Section 5.1.
For the endpoint case s = 1 we introduce a geometry in Section 4 in which the space W 1,p D (O) carries the usual local Sobolev norm and in which the condition for Sobolev extendability is again not posed in a neighborhood of N but is sharp at the interface, which matches the philosophy from Section 3. We provide Hardy's inequality for these spaces, see the following theorem. The proof is given in Section 5.2 and builds on the approach from [7] . Our primary improvement lies in allowing unbounded open sets instead of merely bounded domains.
and assume that Assumption 4.1 is fulfilled. Then Hardy's inequality holds for
Finally, we transfer the interpolation property of the W s,p D (O)-spaces mentioned before to arrive at the following purely intrinsic interpolation formula. There, the bracket ( · , · ) s,p denotes Peetre's real interpolation method. A short account on interpolation theory is given in Section 2.3. 1 and s = 1/p. Moreover, the inclusion "⊇" holds also if we relax the Ahlfors-David regularity condition to (d − 1)-regularity and also the case s = 1/p is permitted.
To conclude, we consider the necessity of the geometric assumption from Section 3 in Section 7. To be more precise, we introduce a condition in Definition 7.1 that is strictly weaker than that from Definition 3.1 imposed in Theorem 1.1. Proposition 7.2 shows that this condition is necessary for extension operators on the space W s,p (O) ∩ L p (O, d −sp D ). Example 7.5 is a geometry in which such an extension operator is available but which is not admissible in Theorem 1.1.
Remark 2.2.
Note that in the definition of the Hausdorff content it suffices to consider balls up to radius diam(E), since in a covering with larger balls we can replace these balls by concentric balls with radius diam(E), thereby getting a smaller competing value for the infimum.
If condition (1) only holds with the restriction r ∈ (0, 1], call E a (d − 1)-regular set. Example 2.4. We will encounter a non-trivial example for an open set with Ahlfors-David regular boundary later on in Example 4.2. To stress the difference between Ahlfors-David regularity and (d − 1)-regularity, consider logarithmically distributed line segments in the plane, that is to say, consider the set E := j≥0 (2 j , 0) + S for some line segment S. This set is (d − 1)-regular because each line segment is, but a ball around the origin with radius 2 ℓ hits only ℓ line segments, so H ℓ (B(x, 2 ℓ ) ∩ E) ≈ ℓ.
Function spaces.
We start out with the classical (intrinsic) definitions of Lebesgue and (fractional) Sobolev spaces up to order 1. 
Remark 2.8. Dropping the restriction |x − y| < 1 leads to an equivalent norm.
We also define spaces with vanishing trace condition in this "intrinsic" context. Besides these intrinsic definitions we can also define spaces (with and without boundary conditions) by means of whole-space restrictions. The following proposition on traces is taken from [14, Thm. VI.1 & VII.1].
exists, and the restriction operator
.
Remark 2.13. In the situation of Definition 2.12, the spaces W 1,p
We conclude this section with two results on extension properties and approximation. Remark 2.15. Note that the consistency becomes apparent from the formula for the extension operator on p. 109 in [14] .
. Then for any t ∈ (1/p, s) one has that f can be approximated
This sequence was already used for a similar purpose in [11, Thm. 3.7] and it is known from that proof that
Put f k := δ k (d D )f . By construction, f k vanishes identically in a neighborhood of D. Moreover, since δ k (d D ) is bounded and converges pointwise to 1, and taking into account
It remains to show convergence in the W t,p (O)-semi-norm. For convenience, we put η k := δ k (d D ) and obtain
Again, the second term goes to zero by Lebesgue's theorem. In case of the first term, it is also evident that the integrand goes pointwise almost everywhere to zero, but we have to show that there exists an integrable bound for the sequence to apply Lebesgue's theorem once more. To this end, we calculate with the aid of (2) and that d D is Lipschitz with constant 1 that
Hence, the integral over y is not singular anymore and the integral over x can be estimated by
2.3. Interpolation Theory. We give a brief overview over the important concepts in interpolation theory needed for this paper. For further background on interpolation theory we refer the reader for example to [18] .
Let X and Y be Banach spaces. We call X and Y an interpolation couple if they embed continuously into a topological Hausdorff vector space Z. Strictly speaking, the Hausdorff space also belongs to the datum of the interpolation couple since different ambient spaces may lead to non-isomorphic interpolation spaces. We form the sum and intersection spaces X + Y and X ∩ Y and equip them with their natural norms. These spaces are again Banach spaces.
Let θ ∈ (0, 1) and 1 < p < ∞, then ( · , · ) θ,p denote the (θ, p)-real interpolation bracket which can be constructed using Peetre's K-functional. One has continuous inclusions
Important interpolation scales.
We give some off-the-shelf interpolation identities which capture several of the spaces introduced in Section 2.2. We start with the interpolation of weighted Lebesgue spaces, see [18, Thm. 1.18.5] .
Then one gets the interpolation identity
The second identity is a special case of [1, Thm. 
In the final section we will need a fractional Sobolev embedding on the whole space. We give the integer case in the following proposition, see [Thm. 
The extension operator
The purpose of this section is to prove Theorem 1.1. We start with the definition of the interior thickness condition in a part of the boundary and relate it to (ITC). We will give an example of an admissible geometry that is not covered by the previous theory afterwards. Then the rest of this section follows the plan outlined in the introduction. Throughout, O and D are as in Theorem 1.1 and we put N := ∂O \ D for convenience. Proof. Assume (ITC) and let x ∈ ∂E, r ∈ (0, 1]. Then pick some y ∈ B(x, r/2) ∩ E and calculate
Conversely, let x ∈ E, r ∈ (0, 1] and E is interior thick in ∂E. If B(x, r/2) ⊆ E then the claim follows immediately. Otherwise, pick again some y ∈ B(x, r/2) ∩ ∂E and argue as above.
We stress that Definition 3.1 provides a way to formulate a sharp condition at the interface between Dirichlet and Neumann boundary part. The following simple example shows that a set can satisfy the thickness condition in some closed subset of the boundary but fails to have it in any neighborhood. We will later see the more elaborate Example 4.2 which additionally satisfies Assumption 4.1, however the example here is much simpler (and is of course not admissible for Section 4), so we include it for good measure.
This means that O consists of the right half-plane touched by a cusp from the left. Put D to be the boundary of the cusp and N is the y-axis except the origin. Then the (ITC) estimate holds in N since each ball hits the half-plane with half its area, but any proper neighborhood around N would contain a region around the tip of the cusp, in which thickness does not hold (consider a sequence that approximates the tip of the cusp and test with balls that do not reach N ).
Embedding of O into an interior thick set.
We construct an open set O ⊆ R d with O ⊆ O, ∂O ⊆ ∂O and that satisfies (ITC). According to the assumption on N and Lemma 3.2 it suffices to check that O is interior thick in D and the "added" boundary. Of course we could take O as R d \ O in this step but this would make zero extension in Section 3.2 impossible. Therefore, our construction will be in such a way that |x − y| d D (x) whenever x ∈ O and y ∈ O \ O, which will do the trick in step two.
Let {Q j } j be a Whitney decomposition for the complement of N , which means that the Q j are disjoint dyadic open cubes such that
Using the Whitney decomposition we define Assume for the sake of contradiction that z ∈ N . Then using (ii) we calculate 
The first term is bounded by f p W s,p (O) , so it only remains to bound the second term. On using Lemma 3.4 and calculating in polar coordinates we find
Plugging this back into (3) yields that we can bound the second term therein by the Hardy term f p 1/p, s) and (f n ) n the approximation from Lemma 2.16. Fix n and let x ∈ D for which (R D Ef n )(x) is defined. By assumption on the support of f n we find r > 0 such that B(x, r) is disjoint to supp(f n ). Since the Whitney decomposition is locally finite, it is moreover possible to choose r small enough that each Whitney cube that intersects B(x, r 0 ) contains x in its closure. Consequently, since
we get Ef n = E 0 f n = 0 almost everywhere on B(x, r). Therefore, it follows by the very definition of R using mean values over small balls that R D f n (x) = 0.
Finally, R D f = 0 by continuity and consistency of R D and E.
Corollary 3.5. Under the assumptions of Theorem 1.1 one has
W s,p (O) ∩ L p (O, d −sp D ) ⊆ W s,p D (O).
Sobolev spaces on locally uniform sets
In this section we introduce an extension operator constructed by R. Brown, R. Haller-Dintelmann and P. Tolksdorf in [4] . The geometric setting is described in Assumption 4.1.
The upshot is that their setting also doesn't require any condition over the interface between D and ∂O \ D. A comparison to other well-known geometric settings based on localization, as for example that in [3] , can be found in [4, Sec. 4] . 
where z is quantified over all points on the curve γ, K > 0 is some number, k(z, O) := inf O k(z, ·) and where k(· , ·) denotes the quasihyperbolic distance
Moreover, O has positive radius near N , that is, there exists c > 0 such that all connected
We give an example of an admissible geometry for Assumption 4.1 that also serves as an example for the sharpness of our setting describes in Section 3, compare for Example 3.3.
Example 4.2.
To construct O, we start with the lower half-space in R 2 . We decompose the negative x-axis into dyadic chunks indexed by the integers, that is,
. For positive k we add a hat to O above I k with height ℓ(I k ) and width 2 −k ℓ(I k ). Finally, put N := (0, ∞) and D := ∂O \ N .
By [4, Example 4 .5], Assumption 4.1 is satisfied. Moreover, O satisfies the interior thickness condition in N but not in any neighborhood of N since such a neighborhood would contain arbitrarily peaked hats. Hence, it only remains to verify Ahlfors-David regularity.
Let Q k be the closed dyadic cube over I k . Note that H 1 (Q k ∩ D) ≈ ℓ(I k ) and that D ⊆ k Q k . We verify Ahlfors-David regularity using cubes instead of balls and using dyadic side lengths only. So, let x ∈ D, ℓ = 2 m a dyadic side length and Q k a dyadic cube that contains x. We compare ℓ with the side length of Q k . If ℓ ≤ 2 k , the upper bound follows from the Ahlfors-David regularity of Q k and its adjacent cubes. Otherwise, Q(x, ℓ) intersects D at most in j≤m Q j , so by a geometric sum we find the upper bound
For the lower bound we start with the case ℓ ≤ 2 k−1 . Then the lower bound follows again from the Ahlfors-David regularity of Q k . Otherwise, Q(x, ℓ) contains Q m−1 and we get the lower bound from this cube. (i) In [4] it is required that O is not the whole space. However, in this case there trivially exists an extension operator since the test functions can be uniquely extended to the whole space by continuity.
(ii) The reader may have noticed that Definition 2.9 is only to some extent intrinsic since the test functions are supposed to admit extensions to the whole space.
In the proof of [4, Prop. 7.6] it is only used that test functions admit Lipschitz extensions to O. This is a weaker assumption than having whole-space extensions, see for example [17] , and it is yet an open question if this already follows from the geometric assumptions as in the case of (ε, δ)-domains, see [13, §4] . 
Hardy's inequality
This section is devoted to inequalities of Hardy-type. For the fractional case we just give a reference to the literature, whereas for the case s = 1 we improve on known results for mixed boundary conditions. Note that at the first " " we crucially use the dependence of the constant in the Dirichlet Hardy inequality on the underlying set.
Interpolation with intrinsic spaces
We combine Theorem 1. This allows us to dispense for Assumption 4.1 but to the price that D needs to be Ahlfors-David regular (which is an assumption in the foregoing theorem, but is not needed for the inclusion "⊇" as stated there) and that we need another extension operator for
It is known that extension operators for W 1,p (O) are available under strictly weaker assumptions than for W 1,p (O), see [10, 16] , but up to know these don't take advantage of available boundary conditions. Nevertheless, we assume that such an extension is available in our setting and hence we have the inclusion (L p (O To proceed, fix some z ∈ O satisfying (7) . Due to |y − z| ≤ 3/4 r ≤ δ there is some ε-cigar γ that connected y with z. By continuity we find w ∈ γ with |w − y| = 1 2 |y − z|. We calculate the distance of w to D and N . First, condition (ii) in Assumption 4.1 and (7) yield
Second, from |w − y| ≤ 1/2 |y − z| ≤ 3/8 r follows
with which we derive
Combining both estimates and using that w ∈ O gives B(w, ε/8 r) ⊆ O ∩ B(x, r). Since |B(w, ε/8 r)| ≈ r d , the assertion follows by monotonicity.
The following example shows that the condition in Definition 7.1 is strictly weaker compared to the interior thickness condition in N in the sense that there is a geometry that allows for extension operators (and hence satisfies the degenerate interior thickness condition), but is not admissible for Theorem 1.1 (nor Proposition 4.3). , extend to the upper half-plane by zero (the calculation is the same as in Section 3.2, use that in the mixed case the connecting straight line intersects D) and extend to the whole space by reflection (use here that upon reflection the distance of points increases). The same construction yields a W 1,p D (O)-extension operator. On the contrary, it is easy to verify that O does not satisfy the interior thickness condition in N .
Appendix A. Background on Hardy's inequality
In this appendix we provide the essential notions and calculations to derive Proposition 5.2 from the material in [15] . Here, cap p (·, ·) is the relative p-capacity. A definition is provided in [15, Sec. 2] . This follows since the constants were explicitly traced in [9] and this observation was also confirmed by the author of [15] .
To relate the inner boundary density condition with Ahlfors-David regularity, we introduce the notion of ℓ-thickness. If O is bounded, then so is d ∂O and we can apply the λ-thickness condition to get the desired lower bound. If ∂O is unbounded, then all radii are permitted in the λ-thickness condition and we are also done.
Remark A.6. If O is unbounded and ∂O is bounded, we can obtain Hardy's inequality by considering the auxiliary set B(x, 2 diam(∂O)) for some x ∈ ∂O. The key steps for this argument are contained in the proof of Theorem 1.3.
