Shadow enhancers, groups of seemingly redundant enhancers, are found in a wide range of 10 organisms and are critical for robust developmental patterning. However, their mechanism of 11 action is unknown. We hypothesized that shadow enhancers drive consistent expression levels by 12 buffering upstream noise through a separation of transcription factor (TF) inputs at the individual 13 enhancers. By measuring transcriptional dynamics of several Kruppel shadow enhancer 14 configurations in live Drosophila embryos, we showed individual member enhancers act largely 15 independently. We found that TF fluctuations are an appreciable source of noise that the shadow 16 enhancer pair can better buffer than duplicated enhancers. The shadow enhancer pair is uniquely 17 able to maintain low levels of expression noise across a wide range of temperatures. A stochastic 18 model demonstrated the separation of TF inputs is sufficient to explain these findings. Our 19 results suggest the widespread use of shadow enhancers is partially due to their noise suppressing 20 ability. 21 22 Stapel, et al., 2017; Raj et al., 2010). For example, organisms use temporal and spatial averaging 42 mechanisms and redundancy in genetic circuits to achieve the precision required for proper 43 development (Stapel, et al.
Introduction 23 The first evidence that transcription occurred in bursts, as opposed to as a smooth, continuous 24 process, was observed in Drosophila embryos, where electron micrographs showed that even 25 highly transcribed genes had regions of chromatin lacking associated transcripts between regions 26 of densely associated nascent transcripts (Miller & McKnight, 1979) . As visualization techniques 27 have improved, it is increasingly clear that transcriptional bursting is the predominant mode of 28 expression across organisms from bacteria to mammals (Dar, et al.,2012; Sanchez & Golding, 29 2013; Zenklusen, et al., 2008; Fukaya, et al., 2016) . These bursts of transcriptional activity, 30 separated by periods of relative silence, have important implications for cellular function, as 31 mRNA numbers and fluctuations largely dictate these quantities at the protein level (Csardi, et 32 al., 2015; Hansen, et al., 2018) . Such fluctuations in regulatory proteins, like TFs and signaling 33 molecules, can propagate down a gene regulatory network, significantly altering the expression 34 levels or noise of downstream target genes (Blake, et al., 2003) . 35 Given that protein levels fluctuate and that these fluctuations can cascade down 36 regulatory networks, this raises the question of how organisms establish and maintain the precise 37 levels of gene expression seen during development, where expression patterns can be 38 reproducible down to half-nuclear distances in Drosophila embryos (Dubuis, et al., 2013; 39 Gregor, et al., 2007) . Many mechanisms that buffer against the noise inherent in gene expression 40 or stemming from genetic or environmental variation have been observed (Lagha, et al., 2012;  multiple activating TFs that interact with the enhancer, and T corresponds to a different set of 142 TFs for the proximal and distal enhancer. This nonlinear model generalizes the linear model by 143 Bothma et al. (Bothma et al., 2015) by explicitly taking into account the presence of TFs. 144 We estimated some model parameters directly from experimental data and others by 145 fitting using simulated annealing. The mRNA degradation parameter α and production parameter 146 r were measured directly from fluorescence data without any input from the model (see Methods 147 for details). The remaining parameters were first estimated using mathematical analysis, then 148 fine-tuned using simulated annealing. We found separate parameter sets for the proximal and 149 distal enhancers that, when used to simulate transcription, fit the experimentally measured 150 characteristics of the transcriptional traces, including transcription burst size, frequency, and 151 duration, as well as the total mRNA produced ( Supplementary Figure 2) . 152 We hypothesized that a model that lacks fluctuations in the input TFs could not 153 recapitulate the high correlation of transcriptional activity in homozygotes versus the low 154 correlation in heterozygotes. To test this hypothesis, we generated another model of TF 155 production. We call our original model described above bursting TFs. The other model is one in 156 which TF numbers are constant over time, which we call constant TFs and is equivalent to the 157 model in (Bothma et al., 2015) . If the difference in transcription correlation between 158 homozygotes and heterozygotes is due to fluctuating numbers of TFs, we expected that the 159 bursting TFs model will recapitulate this behavior, while the constant TFs model will not. 160 However, if the constant TFs model is also able to recapitulate the observed difference in 161 correlations, then the correlations are likely a consequence of the identical enhancers simply 162 being regulated by the same set of TFs. 163 For each model, we used the 10 best parameter sets to simulate transcriptional activity in 164 homozygote and heterozygote embryos and analyzed the resulting allele correlations. We found 165 that the bursting TFs model always produced results in which both homozygote allele 166 correlations are significantly higher than the heterozygote, as observed experimentally (Figure 167 2B). None of the best fitting parameter sets for the constant TF model were able to produce the 168 experimentally-observed behavior and always resulted in similar correlations for the homozygote 169 and heterozygote embryos ( Figure 2C ). Therefore, in our minimalist model of enhancer-driven 170 transcription, the presence of TF fluctuations is required for the observed differences in allele 171 correlation. These results also demonstrate the advantage of using a single generic TF for each enhancer. By abstracting away TF interactions, we reduced the complexity and number of 173 parameters in the model, which allowed us to explore the relationship between TF production 174 and allele correlation. 175 The shadow enhancer pair drives less noisy expression than enhancer duplications 176 Since the individual Kr enhancers can act independently, we wanted to further test whether this 177 separation of inputs enables the shadow enhancer pair to provide more stable gene expression 178 output. We compared the noise in expression driven by the shadow enhancer pair to that driven 179 by two copies of either the distal or proximal enhancer (Figure 3 ). If the shadow enhancer pair 180 drives lower noise, this observation, combined with our finding of enhancer independence, 181 strongly suggests that the shadow enhancer pair reduces variability and mediates robustness by 182 buffering fluctuations in upstream regulators. Alternatively, if duplicated enhancers drive similar 183 levels of expression noise, this suggests that a separation of inputs is not critical for shadow 184 enhancer's function and that shadow enhancers mediate robustness through a different 185 mechanism, such as ensuring a critical threshold of expression is met (Lam, et al., 2015; Perry, et 186 al., 2011) . 187 We tracked the transcriptional activity in embryos expressing MS2 under the control of 188 the shadow enhancer pair, a duplicated proximal enhancer, or a duplicated distal enhancer 189 ( Figure 3 ). To measure noise associated with each enhancer, we used these traces to calculate the 190 coefficient of variation (CV) of transcriptional activity across nc14. CV is the standard deviation 191 divided by the mean and provides a unitless measure of noise to allow comparisons among our 192 enhancer constructs. We then grouped these CV values by the AP position of the transcriptional 193 spots and found the average CV at each position for each enhancer construct. All of the enhancer 194 constructs display the lowest expression noise at the egg length of their peak expression (Figure 195 3A), in agreement with previous findings of an inverse relationship between mean expression 196 and noise levels (Dar et al., 2016; Supplemental Figure 3 ). The shadow enhancer pair's 197 expression noise is almost 30% or 15% lower, respectively, than that of the duplicated proximal 198 or distal enhancers in their positions of maximum expression. 199 If the primary function of shadow enhancers is only to ensure a critical threshold of 200 expression is reached, we would not expect to also see the lower expression noise associated 201 with the shadow enhancer pair compared to either duplicated enhancer. Furthermore, this 202 decreased expression noise is not simply a consequence of higher expression levels, as the 203 shadow enhancer pair produces less mRNA than the duplicated distal enhancer during nc14 204 ( Figure 3B ). The lower expression noise associated with the shadow enhancer pair suggests that 205 it is less susceptible to fluctuations in upstream TFs than multiple identical enhancers. 206 The separation of input TFs is sufficient to explain the low noise driven by the shadow enhancer 207 pair 208 To explore which factors drive the difference in CVs between the duplicated and shadow 209 enhancer constructs, we extended our model to have a single promoter controlled by two 210 enhancers ( Figure 4A ). To do so, we assumed that either or both enhancers can be looped to the 211 promoter and drive mRNA production. The rate of mRNA production when both enhancers are 212 looped is the sum of the rates driven by the individual enhancers. We assumed that some 213 parameters, e.g. the TF production rates and mRNA decay rate, are the same as the single enhancer case. We allowed the parameters describing the promoter-enhancer looping dynamics 215 (the kon and koff values) to differ, depending on the enhancer's position in the construct relative 216 to the promoter and whether another enhancer is present. To fit the kon and koff values, we used 217 the medians of the 10 best single enhancer parameter sets as a starting point and performed 218 simulated annealing to refine them. 219 This approach allowed us to examine how the model parameters that describe promoter-220 enhancer looping dynamics change when two enhancers are controlling the same promoter. We 221 compared the koff and kon values for each enhancer in the two enhancer constructs to their values 222 from the single enhancer model. We generally found that koff values increased and kon values 223 decreased ( Figure 4B ). The effect is most pronounced in the duplicated distal enhancer, with 224 large changes to the koff and kon values for the enhancer in the position far from the promoter 225 (position 2). Given that our model assumes that enhancers act additively and only allows for 226 changes in the koff and kon values, these observed effects may indicate that either the presence of 227 a second enhancer interferes with promoter-enhancer looping or that the promoter can be 228 saturated. Our model cannot distinguish between these two possibilities, but these observations 229 are consistent with our ( Supplementary Figure 4) and previous results indicating that the Kr 230 enhancers act sub-additively (Scholes, et al., 2019) . Additionally, the dramatic changes in koff 231 and kon values in the duplicated distal enhancer are consistent with a previous assertion that 232 enhancer sub-additivity is most pronounced in cases of strong enhancers (Bothma et al., 2015) . 233 We used these models to simulate transcription and predict the resulting CVs from the 234 duplicated enhancer and shadow enhancer constructs. In line with experimental data, we found 235 the model predicts that the shadow enhancer construct drives lower noise than the duplicated 236 distal or duplicated proximal enhancer constructs in the middle of the embryo. This is 237 particularly notable, as we did not explicitly fit our model to reproduce the experimentally 238 observed CVs. There is only one fundamental difference between the shadow and duplicated 239 enhancer models, namely the use of separate TF inputs for the shadow enhancers. Therefore, we 240 can conclude that the separation of input TFs is sufficient to explain the low noise driven by the 241 shadow enhancer construct. 242 The shadow enhancer pair buffers against intrinsic and extrinsic sources of noise 243 To further validate that the more stable expression driven by the shadow enhancer pair is due to 244 its separation of inputs, we compared the extrinsic and intrinsic noise associated with the shadow 245 enhancer pair to that associated with either single or duplicated enhancers. To do so, we 246 measured the transcriptional dynamics of embryos with two identical reporters in each nucleus 247 and calculated noise sources using the approach of Elowitz, et al. (Elowitz, et al., 2002) . Intrinsic 248 noise corresponds to sources of noise, such as TF binding and unbinding, that affect each allele 249 separately. It is quantified by the degree to which the activities of the two reporters in a single 250 nucleus differ. Extrinsic noise corresponds to global sources of noise, such as TF levels, that 251 affect both alleles simultaneously. It is measured by the degree to which the activities of the two 252 reporters change together. Intrinsic and extrinsic noise are defined such that, when squared, their 253 sum is equal to total noise 2 , which corresponds to the CV 2 of the two identical alleles in each 254 nucleus in our system (see Methods). Because our data do not meet one key assumption needed 255 to measure extrinsic and intrinsic noise with the two reporter approach (see Discussion; 256 Supplementary Figure 5 ), we use the terms inter-allele noise and covariance in place of intrinsic 257 and extrinsic noise.
Based on our separation of inputs hypothesis and CV data, we expected the total noise 259 associated with the shadow enhancer pair to be lower than that associated with the duplicated 260 enhancers. We predicted that the shadow enhancer pair will mediate lower total expression noise 261 through lower covariance, as the two member enhancers are regulated by different TFs. Given 262 the complexity of predicting inter-allele noise from first principles (see Supplementary Note), we 263 predicted that constructs with two enhancers will have lower inter-allele noise than single 264 enhancer constructs, but did not have a strong prediction regarding the relative inter-allele noise 265 among the different two-enhancer constructs. Comparisons of noise between the single and 266 duplicated enhancer constructs would further allow us to discern whether reductions in noise are 267 generally associated with two-enhancer constructs or whether this is a particular feature of the 268 shadow enhancer pair. 269 Neither the duplicated proximal nor distal enhancers drive significantly lower total noise 270 than the corresponding single enhancers, indicating that the addition of an identical enhancer is 271 not sufficient to reduce expression noise in this system ( Figure 5A ). The shadow enhancer pair 272 drives lower total expression noise than either single or duplicated enhancer, consistent with the 273 temporal CV data in Figure 3 . The median total expression noise associated with the duplicated 274 distal and duplicated proximal enhancers is 1.4 or 2.4 times higher, respectively, than that 275 associated with the shadow enhancer pair ( Figure 5A ). Note that for measurements of noise, our 276 distal construct places the enhancer at the endogenous spacing from the promoter, as we wanted 277 to control for positional effects on expression and noise (Scholes, et al., 2019; Supplemental 278 Figure 6 ). 279 In line with our expectations, the shadow enhancer pair has significantly lower 280 covariance levels than either single or duplicated enhancers ( Figure 5B ). The shadow enhancer 281 pair also has lower inter-allele noise than all of the other constructs, though these differences are 282 only marginally significant (p = 0.13) when compared to the duplicated distal enhancer. 283 Covariance makes a larger contribution to the total noise for the duplicated distal enhancer and 284 the shadow enhancer pair, while inter-allele noise is the larger source of noise for the single 285 distal enhancer and the single or duplicated proximal enhancers ( Figure 5B ). 286 The lower total noise and covariance of the shadow enhancer pair support our hypothesis 287 that, by separating regulation of the member enhancers, the shadow enhancer pair can buffer 288 against upstream fluctuations. The lower inter-allele noise associated with the shadow enhancer 289 pair warrants further investigation. A simple theoretical approach predicts that two enhancer 290 constructs will have lower inter-allele noise (see Supplementary Note). Given that this is not 291 universally observed in our data, this suggests that there is still much to discover about how 292 inter-allele noise changes as additional enhancers control a gene's transcription. 293 The shadow enhancer pair drives low noise at several temperatures 294 We showed the Kr shadow enhancer pair drives expression with lower total noise than either 295 single or duplicated enhancer, yet previous studies have generally found individual member 296 enhancers of a shadow enhancer set are dispensable under ideal conditions (Frankel, et al., 2010; 297 Perry et al., 2011; Osterwalder, et al., 2018) . However, in the face of environmental or genetic 298 stress, the full shadow enhancer group is necessary for proper development (Frankel et al., 2010; 299 Osterwalder, et al., 2018; Perry, et al., 2011) . We therefore decided to investigate whether 300 temperature stress causes significant increases in expression noise and whether the shadow 301 enhancer pair or duplicated enhancers can buffer potential increases in noise. 302 Similar to our findings at ambient temperature (26.5°C), the shadow enhancer pair drives 303 lower total noise than all other tested enhancer constructs at 32°C ( Figure 6B ). At 32°C, the 304 duplicated distal and duplicated proximal enhancers display 35% or 52%, respectively, higher 305 total noise than the shadow enhancer pair. At 17°C, the shadow enhancer pair has approximately 306 46% lower total noise than either the single or duplicated proximal enhancer, 21% lower total 307 noise than the single distal enhancer, and is not significantly different than the duplicated distal 308 enhancer ( Figure 6A ). As seen by the variety of shapes in the temperature response curves 309 ( Figure 6C ), temperature perturbations have enhancer-specific effects, suggesting input TFs may 310 differ in their response to temperature change. The low noise driven by the shadow enhancer pair 311 across conditions is consistent with previous studies showing shadow enhancers are required for 312 robust gene expression at elevated and lowered temperatures (Frankel, et al., 2010; Perry, et al., 313 2010). (Osterwalder, et al., 2018; Frankel, et al., 2010; Perry, et al., 2010) , we proposed that shadow 320 enhancers may function to buffer the effects of fluctuations in the levels of key developmental 321 TFs. To address this, we have, for the first time, extensively characterized the noise associated 322 with shadow enhancers critical for patterning the early Drosophila embryo. By tracking biallelic 323 transcription in living embryos, we tested the hypothesis that shadow enhancers buffer noise 324 through a separation of TF inputs to the individual member enhancers. Our results show that TF 325 fluctuations play a significant role in transcriptional noise and that a shadow enhancer pair is 326 better able to buffer both extrinsic and intrinsic sources of noise than duplicated enhancers. 327 Using a simple mathematical model, we found that fluctuations in TF levels are required to 328 reproduce the observed correlations between reporter activity and that the low noise driven by 329 the shadow enhancer pair is a natural consequence of the separation of TF inputs to the member 330 enhancers. Lastly, we showed that a shadow enhancer pair is uniquely able to buffer expression 331 noise across a wide range of temperatures. Together, these results support the hypothesis that the 332 separation of inputs of shadow enhancers allow them to buffer input TF noise and therefore drive 333 more robust gene expression patterns during development. 334 Temporal fluctuations in transcription factor levels drive expression noise in the embryo 335 When measured in fixed embryos, the TFs used in Drosophila embryonic development show 336 remarkably precise expression patterns, displaying errors smaller than the width of a single 337 nucleus (Dubuis, et al., 2013; Gregor, et al., 2007; Little 2013; He, et al., 2008) . It therefore was Future versions of this model can include refinements. For example, in the current model, 362 we do not include the influence of repressiveTFs or fluctuations that affect transcription globally. 363 The absence of these features may partially explain the non-zero correlation experimentally 364 observed in the shadow heterozygote embryos. Future experiments and models can also be 365 designed to identify the mechanism of enhancer non-additivity: changes in promoter-enhancer 366 looping, saturation of the promoter, or other mechanisms. 367 Noise source decomposition suggests competition between reporters 368 In our investigation of sources of noise, we decomposed total noise into extrinsic and intrinsic 369 components as in (Elowitz, et al., 2002) . In that study, the authors showed that the activity of one 370 reporter did not inhibit expression of the other reporter, and therefore their calculations assume 371 no negative covariance between the reporters' expression output. In our system, we found a 372 small amount of negative covariance between the activity of two alleles in the same nucleus 373 (Supplemental Figure 5 ). For this reason, we called our measurements covariance and inter-allele 374 noise. The negative covariance we observe indicates that activity at one allele can sometimes 375 interfere with activity at the other allele, suggesting competition for limited amounts of a factor 376 necessary for reporter visualization. The two possible limiting factors are MCP-GFP or an 377 endogenous factor required for transcription. If MCP-GFP were limiting, we would expect to see 378 the highest levels of negative covariance at the center of the embryo, where the highest number 379 of transcripts are produced and bound by MCP-GFP. Since the fraction of nuclei with negative 380 covariance is highest at the edges of the expression domain ( Supplementary Figure 5) , the 381 limiting resource is likely not MCP-GFP, but instead a spatially-patterned endogenous factor, 382 like a TF. 383 Currently, the field largely assumes that adding reporters does not appreciably affect 384 expression of other genes. However, sequestering TFs within repetitive regions of DNA can 385 impact gene expression (Liu, et al., 2007; Janssen, et al., 2000) , and a few case studies show that 386 reporters can affect endogenous gene expression (Laboulaye, et al., 2018; Thompson & Gasson, 387 2001). If TF competition is responsible for the observed negative covariance between reporters, a closer examination of the effects of transgenic reporters on the endogenous system is warranted. 389 In addition, TF competition may be a feature, not a bug, of developmental gene expression 390 control, as modeling has indicated that molecular competition can decrease expression noise and 391 correlate expression of multiple targets (Yuan, et al., 2018) . , et al., 2011; Perry, et al., 2011; Yan, et al., 2017) . In the case of Kr, the early 402 embryonic enhancers drive observable levels of expression in additional tissues and time points, 403 but these expression patterns overlap those driven by additional, generally stronger, enhancers, 404 suggesting that the primary role of the proximal and distal enhancers is in early embryonic 405 patterning (Hoch, et al., 1990) . In addition, the endogenous expression domain of Kr is best 406 recapitulated by the pair of shadow enhancers (El-Sherif & Levine, 2016) . Therefore, while we 407 cannot rule out the possibility that the proximal and distal enhancers perform separate functions 408 at later stages, it seems that their primary function, and evolutionary substrate, is controlling 409 Kruppel expression pattern and noise levels during early embryonic development. 410 Here, we have investigated the details of shadow enhancer function for a particular 411 system, and we expect that some key observations may generalize to many sets of shadow 412 enhancers. Shadow enhancers seem to be a general feature of developmental systems (Cannavo, 413 et al., 2016; Osterwalder, et al., 2018) , but the diversity among them has yet to be specifically 414 addressed. While we worked with a pair of shadow enhancers with clearly separated TF 415 activators, shadow enhancers can come in much larger groups and with varying degrees of TF 416 input separation between the individual enhancers (Cannavo, et al., 2016; Osterwalder, et a., 417 2018). To discern how expression dynamics and noise driven by shadow enhancers depend on 418 their degree of TF input separation, we are investigating these characteristics in additional sets of 419 shadow enhancers with varying degrees of differential TF regulation. Our current experimental 420 data and computational results, combined with that gathered from additional shadow enhancers 421 will inform fuller models of how developmental systems ensure precision and robustness. 422 423
Materials and Methods

424
Generation of transgenic reporter fly lines 425 The single, duplicated, or shadow enhancers were each cloned into the pBphi vector, upstream of 426 the Kruppel promoter, 24 MS2 repeats, and a yellow reporter gene as in (Fukaya, et al., 2016) . 427 We defined the proximal enhancer as chromosome 2R:25224832-25226417, the distal enhancer To calculate the temporal CV each transcriptional spot i, we used the formula:
where m i (t) is the fluorescence of spot i and time t. 503 We also decomposed the total noise experienced in each nucleus to inter-allele noise and co-504 variance, analogous to the approach of (Elowitz, et al., 2002) . 505 Inter-allele noise is calculated one nucleus at a time. It is the mean square difference between the 506 fluorescence of the two alleles in a single nucleus: where E is an enhancer that interacts with a transcription factor T, which together bind to the 532 promoter at a rate kon to form the active promoter-enhancer complex C. When the promoter is in 533 this active form, it leads to the production of mRNA denoted by R, which degrades by diffusion 534 from the gene locus at a rate α. Transcription is interrupted whenever the complex C 535 disassociates spontaneously at a rate koff. In the bursting TFs model, the transcription factor T 536 appears at a rate β1 and degrades at a rate β−1. To recapitulate Kruppel expression patterns, the 537 value of β1 was assumed to be given by 538 (1) , 539 540 where x is the percentage along the length of the egg and c is a scaling constant. Since Kruppel 541 activity peaks near the center of the egg, we chose µ = 50, while c and σ were fitted along with 542 the other parameters. Lastly, n was assumed to be fixed across the length of the egg. 543 We also generated a constant TF model, which is an adaptation of the model in (Bothma et al., In this case, the value for T was fitted for each bin in a similar way to β1, i.e. the constant number 552 of TFs was assumed to be described by equation (1) (values were rounded to the nearest integer).
553
To simulate the transcriptional traces, we implemented a stochastic approach. Individual data and used to obtain koff by calculating 1/td. Similarly, the average time between bursts tb is 585 readily available from the data giving us kon ≈ 1/tb. 586 We were able to directly estimate mRNA production and degradation rates from the 587 experimental data. To estimate α, we focused on periods of mRNA decay; i.e. periods where no 588 active transcription is taking place and are thus described by In other words, the rate of decay of mRNA fluorescence can be calculated from any trace by 602 taking the ratio of the slope during burst decay and its intensity at a given time t0 ∈ (pi,bi+1). The estimation of r was done for periods of active transcription, which are also accompanied by 608 simultaneous mRNA decay. By noting that C = 1 during mRNA transcription, we can 609 approximate these periods as the zeroth order process 610 611
The differential equation associated with this system is given by data. However, x was normalized using the same elements that were used to normalize y. Then, 643 the discrepancy between the experimental and simulated data was measured by
. 645 We used a high-performance computing cluster to compute 200 independent runs of parameter 646 fitting with simulated annealing for each model variant. The algorithm requires an initial guess 647 of the parameter set P0, an initial temperature Γ0, a final temperature Γ', the number of iterations 648 per temperature N, and a cooling factor µ. Then, each iteration is as follows:
649
(1) If the current iteration i is such that i > N, then update the current temperature Γk = µ k Γ0 to 650 µ k+1 Γ0 and set i = 0. Otherwise, set i to i + 1.
651
(2) Check if Γk < Γ'. If so, return the current parameter set Pj and terminate.
(3) Choose a parameter randomly from Pj and multiply it by a value sampled from a normal 653 distribution with a mean equal to 1. The standard deviation of such distribution should be 654 continuously updated to be Γk. The result of this step is the newly generated parameter set Pj+1. 655 (4) Calculate ∆E as the difference in SSE between the data generated by Pj and that generated 656 by Pj+1 To generate our results, we chose Γ0 = 1, Γ' = Γ0/10, N = 30, and µ = 0.8. We observed an 661 improvement in the quality of the fittings by using analysis-derived parameter values as initial 662 guesses instead of values given through random sampling. The sampled space ranged from 10 −3 663 to 10 3 for all parameters, except n, which was sampled from 10 0 to 10 2 , and σ, which was 664 randomly chosen to be an integer between 1 and 20. Equal numbers of parameter values were 665 sampled at each order of magnitude. The analysis in the section above was used to estimate the 666 parameters in P0. Parameters that were not estimated in the previous section were given the 667 following initial guesses: n = 10, β−1 = 1, σ = 6, and c = 40. Initial guesses for c and σ were based To explore two enhancer systems, we expanded our previous model to include an additional 688 enhancer. First, we considered duplicated enhancer systems, which consist of either two 689 proximal or two distal enhancers. Enhancers were denoted by E1 and E2, which correspond to two 690 identical enhancers that exist in different locations relative to the promoter. They are activated by 691 the same transcription factors as described by the reactions Without loss of generality, we used E1 to denote the enhancer at the proximal location and E2 to 694 denote the enhancer at the distal location. This model describes independent enhancer dynamics; 695 i.e. the behavior of one enhancer does not affect the behavior of the other, and, as such, both 696 enhancers can be simultaneously looped to the promoter. Consequently, to account for potential 697 enhancer interference or competition for the promoter, we assumed distinct kon and koff values for 698 each enhancer in the duplicated enhancer constructs. We also used distinct values of r for each 699 distal enhancer in the duplicated distal construct since fluorescence data was available for this 700 enhancer at the proximal and endogenous location. For proximal enhancers, we assume r1 = r2.
701
To describe the dynamics of the shadow enhancer pair, we denoted the activators for E1 (the 702 proximal enhancer) and E2 (the distal enhancer) by T1 and T2, respectively: 703 704
The production rate of T2, γ1, was calculated in the same way as production rate of T1, β1, but 705 differed in the values of c and σ. The two enhancer models were also used to calculate allele 706 correlation between homozygotes and heterozygotes because a distinction between the mRNA 707 produced by C1 and C2 was made. This approach works because, e.g., when considering the 708 homozygote embryos, each single enhancer resides in the same nucleus and is therefore affected 709 by the same fluctuating TF numbers. In the duplicated enhancer model, each enhancer E1 or E2 is 710 affected by the same fluctuations in the number of transcription factor T. An analogous logic 711 applies to the heterozygotes. 712 To fit the two enhancer models to experimental data, we retained several parameters from the 713 single enhancer models. Parameters r and α were directly calculated from the data, and, as such, 714 did not vary across models. We assume that parameters concerning transcription factors (β1, β−1, 715 γ1, γ−1, n1, and n2) are not affected by the presence of an additional enhancer. Therefore, in our 716 model, only kon and koff are free to change. To fit the values of kon1, kon2, koff1, and koff2, we set the 717 Total number of transcriptional spots used for graphs are given in Supplementary Table 1 by   993 construct and AP bin. Each row corresponds to a construct, named in column 42, and columns 1-41 correspond to that 1198 AP bin of the embryo. The value in each cell in columns 1-41 is the number of nuclei used for 1199 correlation and total noise/covariance/inter-allele noise calculations in that AP bin for the given 1200 construct. The value in column 43 is the total number of independently imaged embryos for that 1201 construct.
1203
Supplementary File 1: The sequences of all the enhancer constructs generated in this paper.
Supplementary Note
To make a prediction about the expected change in inter-allele noise between single and two enhancer reporter constructs, we used the theory put forth in (Sánchez and Kondev, 2008; Sanchez et al., 2011) . This formalism can be used to calculate the expected mean and variance of the transcriptional output of a promoter, given the possible states of the promoter, transition rates between states, and the rate of transcription resulting from each state. In these papers, the authors apply their formalism to different promoter architectures. Here, we generate a simpler model, in which we abstract away the individual transcription factor (TF) binding configurations, which would be numerous and poorly parametrized, and simply define states by whether an enhancer is looped to the promoter and activating transcription. Since these models do not account for fluctuations that would contribute to extrinsic noise, e.g. fluctuations in TF or RNA polymerase levels, they can predict the dependence of intrinsic noise on enhancer arrangement.
To apply this model to our system, we use theses parameters: g degradation rate of mRNA p production rate of mRNA k on rate for enhancer-promoter looping l off rate for enhancer-promoter looping Below, we describe several models that represent different configurations of either one or two enhancers controlling a single promoter and provide the variables, as defined in (Sanchez et al., 2011) , needed to calculate the coefficient of intrinsic variation (CV) associated with each model. Briefly, R and r describe the production rates of mRNA in the different promoter-enhancer staets, and K contains the transition rates in and out of states. Key assumptions are that the parameters describing this system are independent of both the position of the enhancer relative to the promoter and the presence of a second enhancer controlling the same promoter. We chose to make these simplifying assumptions to give the reader a general sense of the expected behavior of noise when adding an additional enhancer, since the possible behaviors are nearly infinite with the removal of these simplifying assumptions. To explore the behavior of CV in these different models, we use several approaches.
Model 1: Single enhancer
Figure 1: CV decreases upon the addition of a second enhancer.
Here we plot the mean expression level versus CV for the five models above and one set of parameters, k = l = 1, p = 1, g = 0.1. The single enhancer model (dark purple) drives the highest CV, indicating that, under the assumptions of our models, adding an additional enhancer generally lowers intrinsic noise. Except for XOR model (yellow), all other models produce more mRNA than the single enhancer model. The other colors are: blue, OR model; green, additive model; brown, synergistic model. Here we plot the CV as a function of l, the rate of promoter-enhancer dissociation, for the five models above and vary l from 0.1 to 10 on a logarithmic scale with k = 1, p = 1, g = 0.1. With the exception of the XOR model with low l, the single enhancer model drives a higher CV than the models with two enhancers for the same value of l.
The results above show that, under the simplifying assumptions that the production rates and onoff rates of enhancers are independent of the position and number of enhancers, the addition of a second enhancer generally lowers the predicted intrinsic noise. In our experimental data ( Figure  5 ), we only observe a significant decrease in interallele noise for the shadow enhancer pair compared to the single distal or single proximal enhancer. Duplications of either the proximal or distal enhancer do not have significantly lower noise than their respective single enhancer constructs. Therefore, we expect that the simple addition of an identical enhancer likely does not fulfill the simplifying parameter assumptions used here and suggests that further investigation is needed to understand the complexity of the relationship between interallele noise and the numbers of enhancers controlling a promoter. 
