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BELTRAMI VECTOR FIELDS WITH AN ICOSAHEDRAL SYMMETRY
GIEDRIUS ALKAUSKAS
Abstract. A vector field is called a Beltrami vector field, if B×(∇×B) = 0. In this paper
we construct two unique Beltrami vector fields I and Y, such that ∇× I = I, ∇×Y = Y,
and such that both have an orientation-preserving icosahedral symmetry. Both of them
have an additional symmetry with respect to a non-trivial automorphism of the number
field Q(
√
5 ).
The aim of this paper is to construct a non-zero solution to the linear system of first order
PDE’s, given by 

u =
∂w
∂y
− ∂v
∂z
,
v =
∂u
∂z
− ∂w
∂x
,
w =
∂v
∂x
− ∂u
∂y
,
such that the solution is in a closed-form, is as simple as possible, is defined in the whole
R3, and has an icosahedral symmetry. This has a limited physical applicability, but a huge
mathematical interest - see Problems 1, 2, 3. For few comments concerning solutions in
bounded domains with a boundary condition ensuring that a particle in the field remains
inside the domain, see Section 2.
1. The main results
In the most general case, if (M, g) is a Riemannian 3-manifold, the curl operator on dif-
ferential 1-forms is defined as ∗ d : Ω1(M) 7→ Ω1(M), where ∗ is the Hodge star operator,
and d is the exterior derivative [24]. The interpretation in terms of vector fields is as follows.
Namely, let ιX be tensor contraction with respect to a vector field X , d be an exterior de-
rivative, and ♯ denote the isomorphism from 1-forms to vector fields derived from g [24, 26].
Then we define curl of a vector field X , denoted by ∇×X , by ∇×X = (∗ dιXg)♯ [18, 19].
For the functional-analytic and spectral treatment of curl operator, see [25]. In this paper
we deal with the most basic example M = R3, and the standard Euclidean metric. But
Date: 26 December, 2017.
2010 Mathematics Subject Classification. Primary 37C10, 37C80, 15B10, 20C05, Secondary 53C65,
58A10, 76W05.
Key words and phrases. Beltrami vector field, force-free magnetic field, icosahedral symmetry, dynamic
system with symmetries, Euler’s equation, curl operator, irreducible representations, Helmholtz equation,
3-manifold.
The research of the author was supported by the Research Council of Lithuania grant No. MIP-072/2015.
1
Beltrami vector fields 2
see the end of this paper for questions related to the case M = S3, the three-dimensional
sphere. For a vector field ax
∂
∂x
+ ay
∂
∂y
+ az
∂
∂z
we usually write (ax, ay, az).
Thus, let, as usual, ∇ × B = curlB. A 3-dimensional vector field B in R3 is called a
Beltrami field, or force-free magnetic field (FFF) in physics, if B× (∇×B) = 0; sometimes
the condition ∇ · B = divB = 0 is also included. Thus, ∇× B = fB, where f(x, y, z) is
a scalar function. Note that for f constant (such fields are called constant Beltrami fields),
∇·B = 0 is automatic (here and henceforth we deal with smooth fields only). An important
special case of this is when f ≡ 1, or ∇ × B = B. This is a curl operator eigenvalue 1
case. Sometimes such vector fields are called Trkalian vector fields [8, 43, 44]. The equality
∇ × B = B is exactly the topic of the current paper. For general smooth 3-manifolds,
Beltrami fields are defined via differential Beltrami 1-forms [17, 18].
For motivation from a point of view of mathematical physics, we note that in the setting
of a magnetohydrodynamic description of plasmas [40], force-free magnetic fields play a
prominent role. Their characteristic property is the collinearity of magnetic field and electric
current and therefore the vanishing of the Lorentz-force. Magnetic field B and current
density j then satisfy (after normalization)


j = fB,
curlB = j,
divB = 0.
This shows that B is a Beltrami field. We further quote [12]: “The simultaneous appearence
of force-free fields in a great diversity of physical domains has increased their importance in
the last decades. They are particularly a subject of an intensive research in solar physics;
indeed, on the sun’s surface, most of the observed structures and phenomema (flares, mass
ejection, coronal heating, prominences) are mainly due to the strong magnetic field B.
When the equilibrium holds - or in a quasi-static evolution - the only significant force, say
the Lorentz force j × B, must vanish. Therefore, the electric currents j are parallel to B
and, thanks to Ampe`re’s Law, that means that B is force-free”. And quoting [8]: “Beltrami
fields play a prominent role in the theory of exact, closed form solutions to the Euler and
Navier-Stokes equations and their relations to the elctromagnetic wave equations. Moreover,
Beltrami fields are related to minimum energy plasma fields and have theorefore garnered
much attention from the magnetohydrodynamics community”.
After these motivating remarks, now we will pass the the main topic of this paper. Let
φ = 1+
√
5
2
. Define
α =

−1 0 00 −1 0
0 0 1

 , β =

0 0 11 0 0
0 1 0

 , γ =


1
2
−φ
2
1
2φ
φ
2
1
2φ
−1
2
1
2φ
1
2
φ
2

 . (1)
These three matrices generate the icosahedral group I ⊂ SO(3) of order 60, and α, β gen-
erate the tetrahedral group T of order 12. {I, α, β2αβ, βαβ2} form a Klein four group K,
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which we will encounter later; see (10).
Polyhedral symmetries are ubiquitous in science, nature, history, and Art - they manifest
from octahedral symmetries of carved stone balls from late Neolithic (c. 3000 BC) found in
Scotland, to icosahedral symmetry of capsids of adenoviruses [21].
The first main result of this paper can be stated immediately as follows.
Theorem 1. Let us define the vector field V =
(
Vx,Vy,Vz
)
, Vy = Vx(y, z, x), Vz =
Vx(z, x, y), where
Vx = 2x sin
(
x
2
)
sin
(
φy
2
)
sin
(
z
2φ
)
− 2φx sin
(
x
2φ
)
sin
(
y
2
)
sin
(
φz
2
)
+ 2φ−1x sin
(
φx
2
)
sin
(
y
2φ
)
sin
(
z
2
)
+ y sin z + 2y cos
(
x
2
)
cos
(
φy
2
)
sin
(
z
2φ
)
− 2y cos
(
x
2φ
)
cos
(
y
2
)
sin
(
φz
2
)
+ z sin y − 2z cos
(
x
2
)
sin
(
φy
2
)
cos
(
z
2φ
)
+ 2z cos
(
φx
2
)
sin
(
y
2φ
)
cos
(
z
2
)
,
and the vector field W =
(
Wx,Wy,Wz
)
, Wy = Wx(y, z, x), Wz = Wx(z, x, y), where
Wx = x cos y − x cos z
−
√
5x cos
(
x
2
)
cos
(
φy
2
)
cos
(
z
2φ
)
+ φx cos
(
x
2φ
)
cos
(
y
2
)
cos
(
φz
2
)
+ φ−1x cos
(
φx
2
)
cos
(
y
2φ
)
cos
(
z
2
)
− φ−2y sin
(
x
2
)
sin
(
φy
2
)
cos
(
z
2φ
)
− φ2y sin
(
x
2φ
)
sin
(
y
2
)
cos
(
φz
2
)
+
√
5y sin
(
φx
2
)
sin
(
y
2φ
)
cos
(
z
2
)
− φ2z sin
(
x
2
)
cos
(
φy
2
)
sin
(
z
2φ
)
− φ−2z sin
(
φx
2
)
cos
(
y
2φ
)
sin
(
z
2
)
+
√
5z sin
(
x
2φ
)
cos
(
y
2
)
sin
(
φz
2
)
.
Then:
1) the vector field I = (Ix, Iy, Iz) = V+W has an icosahedral symmetry: if we treat I
as a map R3 7→ R3, for any ζ ∈ I one has ζ−1 ◦ I ◦ ζ = I; moreover, W has the full
icosahedral symmetry I× {I,−I};
2) as a Taylor series, V contains only terms with even compound degree, W contains
only odd-degree terms, ∇×V = W, ∇×W = V; thus I satisfies the identity
∇× I = I;
3) the Taylor series for V starts with a degree 6 vector field M
768
, where M = (̟, ̺, σ)
is given by

̟ = (5−√5)yz5 + (5 +√5)y5z − 20y3z3 + (10 + 10√5)x2yz3 + (10− 10√5)x2y3z − 10x4yz,
̺ = (5 −√5)zx5 + (5 +√5)z5x− 20z3x3 + (10 + 10√5)y2zx3 + (10− 10√5)y2z3x− 10y4zx,
σ = (5−√5)xy5 + (5 +√5)x5y − 20x3y3 + (10 + 10√5)z2xy3 + (10− 10√5)z2x3y − 10z4xy;
(2)
the Taylor series for W starts from a degree 5 vector field N
768
, where N =
(
λ, ξ, χ
)
,
ξ = λ(y, z, x), χ = λ(z, x, y), and
λ = (35− 5
√
5)xy4 − (35 + 5
√
5)xz4 + 60
√
5xy2z2 − (70 + 10
√
5)x3y2 + (70− 10
√
5)x3z2 + 2
√
5x5.
We can now state one corollary. Suppose, a point x ∈ R3, x = (x0, y0, z0) 6= 0, has a
non-trivial stabilizer subgroup Gx < I, which is then a rotation of order 2, 3, or 5 with
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respect to the axis Rx. Then, since a vector I(x0, y0, z0) is unchanged under the action of
Gx, we immediately get that
I(x0, y0, z0) = C(x0, y0, z0) · (x0, y0, z0).
All such points x with non-trivial stabilizer subgroups lie on 60
5
+ 60
3
+ 60
2
= 62 lines, obtained
from R(φ, 1, 0) (12 lines corresponding to centres of faces of a dodecahedron), R(1, 1, 1) (20
lines corresponding to vertices of a dodecahedron), and R(1, 0, 0) (30 lines corresponding to
centres of edges) under the action of the group I. In the last section we will see that on
every of these lines there exist infinitely many points where the vector field I vanishes. For
example, if s0 is the root of
1− φ cos(s) + φ−1 cos(φs) = 0,
then I(φs0, s0, 0) = 0. The smallest positive non-zero such s0 is given by s0 = 5.1625967944+.
We can call zeros of I lying on these 62 lines as trivial zeros.
Problem 1. Are there any non-trivial zeros of the vector field I?
Each of these exceptional 62 lines split into disjoint open segments, each being a complete
orbit. The endpoints of the segment are two trivial zeros. The dynamics of all the rest orbits
is considerably far more complicated.
The vector field M is the numerator of the vector field for the icosahedral projective su-
perflow [3, 4] (there are two related notions - projective superflow and polynomial superflow),
whence the motivation and the first step comes from. One has ζ−1◦M◦ζ = M for any ζ ∈ I,
and this is the unique, up to the scalar multiple, polynomial 6-homogeneous vector field with
this property [4]. Calculations show that ∇×M = N has a full icosahedral symmetry, and
∇×(∇×M) = 0. There exist exactly 5 irreducible projective superflows in dimension 3 [4].
However, the orbits of all five 3-dimensional superflows - the tetrahedral (group of order 24,
full symmetry), the octahedral (24, orientation-preserving symmetry), the icosahedral (60,
also orientation-preserving symmetry), 3-prismal (12), and 4-antiprismal (16) - are algebraic
curves, since the corresponding system of differential equations in all cases possesses two
independent algebraic first integrals. This shows a deep analogy (and essential differences)
between integration of superflows, and integration of dynamical systems whose Lagrangian
has infinitesimal symmetries, exactly as E. Noether’s 1918 theorem tells (see [39], Chapter
IV, §12, and also [9]). We recall that W is the first integral for a vector field (ax, ay, az), if
∂W
∂x
· ax + ∂W
∂y
· ay + ∂W
∂z
· az = 0.
Two independent first integrals of the flow with the vector field M are given by
x2 + y2 + z2, (φ2x2 − y2)(φ2y2 − z2)(φ2z2 − x2).
Thus, integration of superflows has a strong algebro-geometric and number-theoretic side
[3, 4, 5]. For example, 12 particular orbits of the flow with the vector field M are shown in
Figure 1. Note only that differently from the vector field given in [4], there is no denominator
(x2 + y2 + z2)2. But since x2 + y2 + z2 is the first integral of the corresponding differential
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Figure 1. The intersection of the unit sphere x2 + y2 + z2 = 1 (black) with
the surface (φ2x2 − y2)(φ2y2 − z2)(φ2z2 − x2) + (x2 + y2 + z2)3 = 19
20
(gray),
are separate 12 orbits of the flow with the vector field M given by (2).
system, that is, x̟ + y̺ + zσ ≡ 0, this does not matter. However, in case of the current
paper, for the differential system

x˙(t) = Ix
(
x(t), y(t), z(t)
)
,
y˙(t) = Iy
(
x(t), y(t), z(t)
)
,
z˙(t) = Iz
(
x(t), y(t), z(t)
)
,
(3)
we cannot expect the existence of a single closed-form first integral, not to mention two
of them, as Figure 2 suggests. Thus, differently from Noether’s theorem for Lagrangians,
symmetry is not the only feature of the superflow (with the vector field M, for example)
which guarantees the existence of (polynomial) first integrals - superflows is in essence an
algebro-geometric topic; for more on this, see [3].
The terms in the Taylor expansion of Vx(x, y, z) are not just of even compound degree,
but in fact of even degree in x and odd in y and z; this is a consequence of the fact K < I.
Cyclically so for Vx(y, z, x) and Vx(z, x, y). Equally, Wx is odd in x and even in each of y, z.
Note that vector fields V and W have one additional symmetry. Indeed, let us denote
by τ the non-trivial automorphism of the number field Q
(√
5
)
. Thus, τφ = −φ−1. In the
above formulas for Vx and Wx (Theorem 1), let us expand everything in Taylor series, swap
y and z, leave x intact, and apply τ summand-wise. We readily obtain
τ Vx(x, z, y) = Vx(x, y, z), τ Wx(x, z, y) = −Wx(x, y, z).
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Figure 2. Let x = (x, y, z). Orbit of the point (5.0, 6.0, 7.0) under the flow
F (x, t) with a vector field I for the time parameter 0 ≤ t ≤ 1. In order
to numerically calculate the orbit, that is, to solve the system (3), we use
the classical Runge-Kutta method, which is the fourth order method [22],
implemented as a default method in MAPLE to solve a system of ODEs
numerically.
The icosahedral group, as a group, is isomorphic to A5. The latter group has two non-
equivalent 3-dimensional representations, and the second one is given exactly via an embed-
ding τα = α, τβ = β, τγ 6= γ ([28], Chapter 8, §5, Problem 7).
The second result of this paper is completely analogous, only the corresponding Taylor
series starts from a degree 9 rather than 5, and due to a careful choice of multiplying
parameter, there is the same symmetry with respect to Q
(√
5
)
; see (15) further, where any
scalar multiple of the collection given produces the solution to our problem, but only Q-
scalar multiples have this additional symmetry. The fact that the Taylor coefficients vanish
to the order 8 rather than 4 makes this vector field even more exceptional. Formulas are
more lengthy, so we write down explicitly only the even part.
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Theorem 2. Let us define the vector field V0 =
(
V0x,V
0
y,V
0
z
)
, V0y = V
0
x(y, z, x), V
0
z =
V0x(z, x, y), whose Taylor series contains only even compound degrees, by
V
0
x = 2x sin
(
x
2
)
sin
(
φy
2
)
sin
(
z
2φ
)
− 2φx sin
(
x
2φ
)
sin
(
y
2
)
sin
(
φz
2
)
+ 2φ−1x sin
(
φx
2
)
sin
(
y
2φ
)
sin
(
z
2
)
+ 2φy sin z + (7−
√
5)y cos
(
x
2
)
cos
(
φy
2
)
sin
(
z
2φ
)
+ 2φ2y cos
(
x
2φ
)
cos
(
y
2
)
sin
(
φz
2
)
+ 2
√
5y cos
(
φx
2
)
cos
(
y
2φ
)
sin
(
z
2
)
− 2φ−1z sin y − (7 +
√
5)z cos
(
x
2
)
sin
(
φy
2
)
cos
(
z
2φ
)
− 2φ−2z cos
(
φx
2
)
sin
(
y
2φ
)
cos
(
z
2
)
− 2
√
5z cos
(
x
2φ
)
sin
(
y
2
)
cos
(
φz
2
)
,
and its odd counterpart W0 is defined by W0 = ∇×V0. Then the vector field Y = V0+W0
has an icosahedral symmetry, and satisfies ∇ × Y = Y. The Taylor series for V0 starts
from the degree 10 vector field P
23224320
, where P = (̟0, ̺0, σ0), ̺0(x, y, z) = ̟0(y, z, x),
σ0(x, y, z) = ̟0(z, x, y), and where
̟0 = −18x8yz + (84 + 84
√
5)x6y3z + (84− 84
√
5)x6yz3 − (126 + 126
√
5)x4y5z − (126− 126
√
5)x4yz5
+ (36 + 108
√
5)x2y7z + (36− 108
√
5)x2yz7 − 504
√
5x2y5z3 + 504
√
5x2y3z5 (4)
+ (9 − 5
√
5)y9z + (9 + 5
√
5)yz9 − (120− 24
√
5)y7z3 − (120 + 24
√
5)y3z7 + 252y5z5.
The Taylor series for the vector field Y starts from a degree 9 vector field
Q
23224320
= ∇× P
23224320
6= 0.
Thus, a one-parameter family of vector fields Ia = I+ aY has
N+M
768
as a beginning of its
Taylor series expansion, has an icosahedral symmetry, and satisfies ∇× Ia = Ia. If a ∈ Q,
the same symmetry with respect to Q(
√
5 ) applies. As we will soon see in Note in Section
3, this family arises from a 1-dimensional setting for the Helmholtz equation. This is what
we meant by saying the simplest possible in the very introduction to this paper. Higher
dimensional solutions to the Helmholtz equation, which lead to Beltrami vector fields with
various polyhedral symmetries, are treated in [2]; see Section 4.
If two n-dimensional vector fields X and Y in Rn are given by
X =
n∑
i=1
fi
∂
∂xi
, Y =
n∑
i=1
gi
∂
∂xi
,
then their Lie bracket is defined as [16, 24, 26]
[X, Y ] =
n∑
i=1
(
X(gi)− Y (fi)
) ∂
∂xi
.
The Taylor series of [I,Y] starts from a scalar multiple of a vector field [N,Q]. Computer
calculations show that this is not identically 0, and so
Corollary 1. Vector fields I and Y do not commute.
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2. Overview
One of the motivations to investigate Beltrami fields is the following claim which fol-
lows from the result by Arnold [7, 18], and which shows that Beltrami flows on a closed
3-manifold might have a complicated topology. Namely, the orbits of a Beltrami flow on
a 3-manifold are not always constrained to lie on a 2-torus as is the case for steady Euler
flows with a Cω vector field and which are not everywhere collinear with its curl. For more
information on various aspects of Beltrami flows, see [10, 25, 33, 34, 46, 48]. For mathe-
matical physics-related aspects of force-free magnetic fields, see [13, 14, 15, 27, 31, 40, 42, 47].
It is impossible to give a wide overview on a prolific literature related to Beltrami fields,
so we will confine to few papers.
For a computational aspect (in bounded simply-connected domains), see [6]. Symmetry
questions of force-free fields not depending on the variable z (the so called 2-dimensional
FFF) are treated in [45]. Recall that a planefield ξ on a 3-dimensional manifold is a smooth
mapping that assigns to every point p a plane in its tangent space. A planefield ξ is said to
be integrable at a point p, if there exists a smooth surface S passing through p such that ξ
is tangential to S in some neighbourhood of p. A planefield ξ is called a contact structure if
and only if it is everywhere non-integrable. The relation between Beltrami (and Trkalian)
fields with contact structures is investigated in [17, 29, 30]. A topic, slightly related to
our paper, was investigated in [11], where it was shown that non-stationary solution of the
Navier-Stokes equations in Rd (d = 2, 3), if this solution is left invariant under the action of
a finite subgroup of the orthogonal group, decays much faster as |x| → ∞ or t → ∞ than
in a generic case. The decay is extremely fast in case d = 3 and the full symmetry group
of an icosehedron; that is, I × {I,−I}. In [27] the authors prove, via an iteration scheme,
the existence of force-free magnetic fields in the exterior domain of some compact simply
connected surface S. The huge difference emerges if we consider constant, or non-constant
force-free fields. The spherical curl transform for Trkalian fields using differential forms
and its Radon transform are investigated in [43, 44]. In [37, 38] the author investigates
the eigenfunctions of the equation ∇×B = λB for finite cylindrical geometry with normal
boundary condition ~n · B = 0 for nonaxisymmetric modes. The author investigates also
the equation ∇ × ∇ × B = λ2B, since this reveals the underlying elliptic nature of the
initial eigenvector problem. The method of Chandrasekhar and Kendall (which we will also
employ) is being used. Double-curl spectral Beltrami equation
{ ∇× (∇×B) + α∇×B+ βB = 0 (in the domain Ω),
~n ·B = 0, ~n · (∇×B) = 0 (on ∂Ω),
are investigated in [35, 36]. The authors show that if the domain Ω is multiply connected,
then this equation has a nonzero solution for arbitrary complex numbers α and β.
In relation to the results of the current paper, we will emphasize one consequence of the
result proved in [49] (see [41] for numerical results in this direction).
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Consider the simplest example of a Beltrami condition satisfied by a three-dimensional
solenoidal vector field, obeying{ ∇×B = λB (in the domain Ω),
~n ·B = 0 (on ∂Ω). (5)
Here λ is a real (or complex) constant number, Ω ⊂ R3 is a bounded domain with a smooth
boundary, and ~n is a unit normal vector onto Ω. This system is regarded as an eigenvalue
problem with respect to the curl operator. Then one of the results in [49] claims that if Ω
is simply connected, then the system (5) has a nonzero solution for special λ included in a
set of discrete real numbers; these numbers represent the point spectrum of the self-adjoint
part of the curl operator.
Now, consider a simply-connected domain Ω which has an icosahedral symmetry I. For
example, we can take a domain (see Figure 1)
Ω = {(x, y, z) ∈ R3 : (φ2x2 − y2)(φ2y2 − z2)(φ2z2 − x2) + (x2 + y2 + z2)3 < 1}. (6)
Let (B, λ) solves an eigenvalue problem (5). It is obvious that any orientation-preserving
orthogonal change of coordinates γ−1 ◦B ◦ γ(x, y, z), γ ∈ I, also solves this problem. Thus,
BI =
1
60
∑
γ∈I
γ−1 ◦B ◦ γ (7)
is a vector field with an icosahedral symmetry which also solves the eigenvalue problem (5).
However, without delving deeper into the geometry of the surface ∂Ω and the system (5),
we cannot guarantee that BI is non-zero. Further, as was shown in the introduction, there
exist 62 lines (see also Section 6) passing through the origin such that for points on these
lines, a vector field BI is collinear with a line itself. Suppose now that a domain Ω is a
star domain with respect to the origin, which implies that intersection of every line through
the origin with Ω is a closed interval. The domain (6) is an example. Then we have the
following result. (By icosahedral symmetry we always mean the group I).
Proposition 1. If a vector field BI has an icosahedral symmetry, and (BI, λ) solves the
eigenvalue problem (5) for the star domain (with respect to the origin) Ω with an icosahedral
symmetry, then there exist at least 62 points on Ω where a vector field BI vanishes.
This gives a new perspective on uniqueness of vector fields I and Y which are constructed
in this paper.
Next, we formulate one problem which seems to be of a huge interest from the point of
view of geometry. In [10], Section 7.2, the author shows that the existence of conformally flat
contact metric manifolds corresponds to finding the solutions to the equation (in cartesian
coordinates) ∇×B = |B|B, where |B| is vectors length. For the standard Sasakian structure
of a constant curvature +1 on S3, using stereographic projection to R3, the corresponding
vector field is
B =
8(xz − y)
(1 + x2 + y2 + z2)2
∂
∂x
+
8(x+ yz)
(1 + x2 + y2 + z2)2
∂
∂y
+
4(1 + z2 − x2 − y2)
(1 + x2 + y2 + z2)2
∂
∂z
. (8)
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Here
|B| = 4
1 + x2 + y2 + z2
. (9)
In relation to this, as a more algebro and differential-geometric version of results of the
current paper, we pose
Problem 2. Does there exist a Beltrami vector field B, meaning ∇ × B = f(x, y, z) · B,
which is given by rational functions, and which has a 4-Klein group? tetrahedral? octahedral?
icosahedral symmetry?
Note that, if ∇×B = f(x2 + y2 + z2) ·B, then
∇× (η−1 ◦B ◦ η) = f(x2 + y2 + z2) · η−1 ◦B ◦ η
for any η ∈ SO(3). Therefore, it as if seems that we can construct Beltrami fields with
any cyclic or polyhedral symmetry from any given Beltrami field by averaging, like (7).
However, in most cases we will end up with a 0 vector field, and independent methods are
truly needed - this is the whole essence of this paper! For example, the Klein four group
K = {I, diag(−1,−1, 1), diag(−1, 1,−1), diag(1,−1,−1)} (10)
is a subgroup of I. But yet, for B given by (8),∑
η∈K
η−1 ◦B ◦ η = 0.
Still, if β is given by (1), we get a non-trivial example by calculating
F =
1
4
2∑
j=0
β−j ◦B ◦ βj = (U(x, y, z), U(y, z, x), U(z, x, y))
(factor 4, not 3, is for simplicity), where
U =
2xy + 2xz − 2y + 2z + 1 + x2 − y2 − z2
(1 + x2 + y2 + z2)2
.
Thus, the answer to Problem 2 is positive at least in a cyclic order 3 subgroup generated
by β. Moreover, we have
∇× F = 4
1 + x2 + y2 + z2
· F = 4√
3
· |F| · F.
We will address this problem in the next publication.
3. Construction
One of the main identities of a 3-dimensional vector calculus claims that for a smooth
vector field B,
∇× (∇×B) = ∇(∇ ·B)−∇2B; (11)
here ∇2 is a vector Laplace operator, and for a scalar function f , ∇f = grad f . To prove
our two theorems, first we will construct a vector field V such that:
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1) V satisfies the vector Helmholtz equation ∇2V = −V;
2) it satisfies ∇ ·V = 0;
3) V has an icosahedral symmetry;
4) all elements in the Taylor series are of even compound degree.
If the first two are satisfied, then the identity (11) implies
∇× (∇×V) = V.
Then we put W = ∇×V, we will see that I = V+W has the properties described by items
1) and 2) in Theorem 1. Such method of deriving solutions to ∇ × B = νB from scalar
solutions to the Helmholtz equation (∇2 + ν2)Ψ = 0 (then such solution Ψ is called Debye
potential) was developed by Chandresekhar and Kendall [13, 43]. Our contribution is the
fact that we consider vector solutions, and especially the emphasis on part 3), which is new
in the theory of Beltrami fields. See the end of Section 5 where it is shown that orthogonal
orientation-preserving symmetries of a vector field carries automatically as symmetries of
its curl.
To satisfy the requirements 1), 2) and 3) above (we now secure the notation V for a
specific vector field given by Theorem 1, changing the unspecified vector field to H), we will
try to find constants ai, and homogeneous linear forms Li, ki, such that H = (Gx,Gy,Gz),
where
G = Gx =
∑
i
(
ai cos(ki) + Li sin(ki)
)
, (12)
and the two other coordinatesGy andGz are obtained fromG by a cyclic permutation. First,
we know that H = (Gx,Gy,Gz) is invariant under conjugation with α = diag(−1,−1, 1),
βαβ2 = diag(1,−1,−1), and β2αβ = diag(−1, 1,−1). These four matrices, as already
mentioned two times, together with the unity I produce the Klein’s fourth group K < T < I.
This gives
−G(−x,−y, z) = G(x, y, z), G(x,−y,−z) = G(x, y, z). (13)
As the first three linear forms ki, we just take x, y, z. Invariance under K gives, respectively,
the following sum as a part of Gx in (12); namely, az sin y+ by sin z. Next, let us define the
following 12 linear forms and vectors as follows.
ℓx,0(x, y, z) =
1
2
x+ φ
2
y + 1
2φ
z, jx,0 =
(
1
2
, φ
2
, 1
2φ
)
,
ℓx,1(x, y, z) = −12x+ φ2y + 12φz, jx,1 =
(
− 1
2
, φ
2
, 1
2φ
)
,
ℓx,2(x, y, z) =
1
2
x− φ
2
y + 1
2φ
z, jx,2 =
(
1
2
,−φ
2
, 1
2φ
)
,
ℓx,3(x, y, z) =
1
2
x+ φ
2
y − 1
2φ
z, jx,3 =
(
1
2
, φ
2
,− 1
2φ
)
.
Similarly we define 8 other linear functions and 8 vectors by cyclically permuting vari-
ables. For example, jy,2 = (
1
2φ
, 1
2
,−φ
2
), ℓy,2 = jy,2 · (x, y, z)T = 12y − φ2 z + 12φx, and so on.
Orthogonality of the matrix γ tells, for example, that jx,2, jz,1 and jy,0 are orthonormal
vectors. All these relations amount to the same identities φ2 + φ−2 + 1 = 4 (unit length),
or φ− φ−1 − 1 = 0 (orthogonality). This gives 14 linear forms in total (12 plus two forms y
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and z), and this is our complete collection in (12).
Next, if the coordinate of the form (12) is invariant under conjugating with K, it is of the
form
G = az sin y + by sin z + c cos ℓx,0 − c cos ℓx,3 − c cos ℓx,2 + c cos ℓx,1 (14)
+ K(x, y, z) sin ℓx,0 +K(−x,−y, z) sin ℓx,3 +K(−x, y,−z) sin ℓx,2 −K(x,−y,−z) sin ℓx,1
+ d cos ℓy,0 − d cos ℓy,2 − d cos ℓy,1 + d cos ℓy,3
+ L(x, y, z) sin ℓy,0 + L(−x,−y, z) sin ℓy,2 + L(−x, y,−z) sin ℓy,1 − L(x,−y,−z) sin ℓy,3
+ e cos ℓz,0 − e cos ℓz,1 − e cos ℓz,3 + e cos ℓz,2
+ M(x, y, z) sin ℓz,0 +M(−x,−y, z) sin ℓz,1 +M(−x, y,−z) sin ℓz,3 −M(x,−y,−z) sin ℓz,2.
Here a, b, c, d, e are arbitrary constants, and K,L,M are arbitrary linear forms.
Now, recall that we want ∇2G = −G to be satisfied. We will achieve this if each of the
summands in (14) satisfies the Helmholtz equation. Now, the following Lemma is immediate.
Lemma 1. Let a,b 6= 0 be two 3-dimensional vectors-rows, and x = (x, y, z)T . The function
ax · sin(bx) is a solution to the Helmholtz equation if and only if 〈a,b〉 = 0, and |b| = 1.
The same holds for the cos function.
By a direct inspection, two vectors orthogonal to jx,0 are given by jz,2 and jy,1. So,
K(x, y, z) = fℓz,2 + gℓy,1, L(x, y, z) = hℓx,2 + iℓz,1, M(x, y, z) = jℓy,2 + kℓx,1.
We therefore have 11 free coefficients (a through k) at our disposition. Such a function
G(x, y, z) is invariant under conjugation with K and satisfies the Helmholtz equation. In
vector terms, the vector field
(
G(x, y, z),G(y, z, x),G(z, x, y)
)
has a tetrahedral symmetry
T of order 12 (generated by matrices α and β) and satisfies the vector Helmholtz equation.
We will reduce the amount of free coefficients by requiring that a vector field has also a
γ-symmetry, and that the divergence vanishes.
4. Order of approach
The expression (14) is what we mean by the first order approach. The second order
functions (x2 − y2) cos z and 2xy cos z, for example, also satisfy the Helmholtz equation. In
general, let n ∈ N0, and Pn(x, y) = ℜ(x+ iy)n, Qn(x, y) = ℑ(x+ iy)n be the standard har-
monic polynomials of order n. Then the nth order solutions to the Helmholtz equation are
given by Pn(x, y) cos z, Qn(x, y) cos z. Other solutions are given by sin z instead of cos z, or
from any of these by an orthogonal change of variables, and all possible linear combinations.
This case is treated in [2], including a construction of Beltrami vector fields with tetrahedral
and octahedral symmetries.
Now, fix N ∈ N, and consider the expression (12), where this time:
i) Linear forms ki are given by 12 linear forms ℓw,a, w ∈ {x, y, z}, a ∈ {0, 1, 2, 3}, and
3 linear forms x, y, z;
ii) ai is a polynomial in (x, y, z) of even compound degree and Li is of odd, respectively,
both are of degrees at most N ;
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iii) Each term in (12) satisfies the Helmholtz equation;
iv) (G(x, y, z),G(y, z, x),G(z, x, y)) has the icosahedral symmetry I;
v) (G(x, y, z),G(y, z, x),G(z, x, y)) is solenoidal.
Problem 3. Find the dimension dI(N) of linear space of all such functions G.
In the next section we will show tat dI(0) = 0, and dI(1) = 2.
While dealing with the icosahedral group, we are working with the dimension n = 3. The
same set of ideas carries to any dimension, with a slight attenuation of requirements - there
is no same dimensional analogue of a curl operator in dimensions other than 3 (n = n(n−1)
2
holds for n = 3 only, n ∈ N).
Namely, the property ∇ × G = G is replaced by the properties 1), 2) and 4) in the
beginning of Section 3. This leads, for example, to the vector field D = (Tx,Ty), given by
Tx = − cos y +
√
3 sin
(x
2
)
sin
(√3y
2
)
+ cos
(√3x
2
)
cos
(y
2
)
,
Ty = − cosx+
√
3 sin
(y
2
)
sin
(√3x
2
)
+ cos
(√3y
2
)
cos
(x
2
)
,
with these properties.
i) The vector field D has a 6-fold dihedral symmetry, generated by the matrices(
0 1
1 0
)
,
1
2
(−1 −√3√
3 −1
)
.
ii) the Taylor series for D contains only even compound degrees, and it starts from
3
8
(
(2xy − x2 + y2), (2xy + x2 − y2)
)
;
iii) it satisfies the vector Helmholtz equation ∇2D = −D;
iv) divD = 0.
So, these properties relate the vector field to ABC flows. The current paper is thus an
introduction to a much broader setting dealt with in [2].
We remind that the ABC flow, or Arnold-Beltrami-Childress flow, is described by a vector
field
b =
(
A sin z + C cos y, B sin x+ A cos z, C sin y +B cosx
)
,
A, B, C ∈ R. Symmetry related question of these are treated in [23]. Such a vector fields
satisfies b = ∇× b, and from the Helmholtz equation point of view, it represents an order
0 approach. Generally, it does not have any non-trivial orthogonal symmetries, except in
some cases, like A = B = C = 1, but, of course, there many more profound symmetries
apart from those generated by the group 2π · Z3 [23].
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5. Computer-assisted calculation
Now, we will proceed with determining 11 free coefficients in (14).
0
1
2
3
4
5
6
φ
0.5 1 1.5 2 2.5 3
θ
Figure 3. Vector field I is converted to spherical coordinates (r, ϕ, θ)
as
(
A(r, ϕ, θ), B(r, ϕ, θ), C(r, ϕ, θ)
)
. The plots show vector fields(
C(1, ϕ, θ), A(1, ϕ, θ)
)
in the “θ − ϕ” plane, for (θ, ϕ) ∈ [0, π] × [0, 2π] (the
unit sphere).
i) First, we will require that the Taylor coefficient of G of degree 6 is exactly equal to ̟
as given by (2), and Taylor coefficients of degrees ≤ 5 are absent. This gives, with computer
calculations performed on MAPLE, 6 linear relations among 11 constants. The free coeffi-
cients turn out to be a, b, c, d, and f . This is, of course, to some extent a loose choice; one
can also arrive at 5 other parameters, other 6 being linear expressions in former ones. This
way we obtain a 5-parameter function G given by (14), such that its Taylor series starts
with ̟, it is invariant under conjugation with K, that is, has a symmetry (13), and satisfies
the Helmholtz equation.
ii) As the next step, we require that ∇ · (G(x, y, z),G(y, z, x),G(z, x, y)) = 0. This gives
two more relations, leaving a, b, and d as free coefficients. In fact, these computations,
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1
2
3
4
5
6
φ
0.5 1 1.5 2 2.5 3
θ
Figure 4. The same, only the vector field
(
C(1, ϕ, θ), B(1, ϕ, θ)
)
.
though they involve only manipulations with polynomials and Taylor coefficients of trigono-
metric functions, take some time on a modern computer. It is infeasible to do it by hand.
(In [2], however, we will show that there is an alternative method to calculate the vector
field in Theorem 1 manually).
iii) Finally, a 3-parameter vector field H =
(
G(x, y, z),G(y, z, x),G(z, x, y)
)
has the tetra-
hedral symmetry, satisfies the Helmholtz equation, has a vanishing divergence, and the cor-
rect beginning of the Taylor series. If it is invariant under conjugation with γ, it has the
icosahedral symmetry, and the problem is solved. We have:
H = γ−1 ◦
(
G(x, y, z),G(y, z, x),G(z, x, y)
)
◦ γ(x, y, z)
= γ−1 ◦
(
G(ℓx,2, ℓz,1, ℓy,0),G(ℓz,1, ℓy,0, ℓx,2),G(ℓy,0, ℓx,2, ℓz,1)
)
:= γ−1(A,B,C).
Since jx,0 is the first row of γ
−1 = γT , therefore, we finally require that
A
2
+
φB
2
+
C
2φ
= G(x, y, z).
This gives two more relations, and we thus obtain a 1-parameter family of icosahedral
vector fields, with a free parameter being a. We will get a particularly symmetric, with
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respect to a non-trivial automorphism of Q
(√
5
)
, example if a = τb. Indeed, the last of
the 10 linear equations we obtained reads as b = 1920− 3
2
a−
√
5
2
a + 384
√
5. Let us choose
a = 384 · 2. This gives b = 384 · 2, exactly what we need. This yields c = d = e = 0,
f = 384φ−1, g = −384φ, h = 384φ, i = 384 · 1, j = −384 · 1, k = 384φ−1. Thus, if we start
from a collection of the coefficients
(a, b, c, d, e, f, g, h, i, j, k) = (2, 2, 0, 0, 0, φ−1,−φ, φ, 1,−1, φ−1),
we arrive at the vector field 1
384
(̟, ̺, σ), where (̟, ̺, σ) is given by (2). Now, (14) gives
G = 2z sin y + 2y sin z
+ (−x+ y − z) sin ℓx,0 + (x− y − z) sin ℓx,3 + (x+ y + z) sin ℓx,2 − (−x− y + z) sin ℓx,1
+
(
φx− y) sin ℓy,0 + (− φx+ y) sin ℓy,2 + (− φx− y) sin ℓy,1 − (φx+ y) sin ℓy,3
+
(− φ−1x+ z) sin ℓz,0 + (φ−1x+ z) sin ℓz,1 + (φ−1x− z) sin ℓz,3 − (− φ−1x− z) sin ℓz,2.
Finally, let us collect all functions in each row as factors of x, y, z, and use trigonometric
addition formulas. For example,
x
(− sin ℓx,0 + sin ℓx,3 + sin ℓx,2 + sin ℓx,1) = 4x sin
(x
2
)
sin
(φy
2
)
sin
( z
2φ
)
.
Thus we get (in fact, MAPLE does these tedious computations for us) the first displayed
formula in Theorem 1, where (Vx,Vy,Vz) =
1
2
(G(x, y, z),G(y, z, x),G(z, x, y)). For the
first coordinate of its curl, we have Wx =
∂Vz
∂y
− ∂Vy
∂z
, and this gives the second displayed
formula in Theorem 1. To get immediately formulas in Theorem 1, in [1] we should set
(a, b, c, d, e, f, g, h, i, j, k) =
(
1, 1, 0, 0, 0,
φ−1
2
,−φ
2
,
φ
2
,
1
2
,−1
2
,
φ−1
2
)
.
Some explanation is needed why the icosahedral symmetry holds for W, too. This is
clear from a coordinate-free definition of a curl; see, for example, ([20], Chapter XVIII, §4).
Indeed, let F = (Fx, Fy, Fz) be a smooth vector field, let M be any point, and let n be any
direction from this point. In the plane perpendicular to it and passing through M , let us
round the point M with a region Σ, whose smooth boundary is λ and an area is |Σ|. Then
the Kelvin-Stokes theorem states that
(∇× F )n = lim
Σ→M
1
|Σ|
∫
λ
Fλ dλ, Fλ dλ = Fx dx+ Fy dy + Fz dz;
here (∇ × F )n is a projection of a vector ∇ × F (M) onto a direction of n, and Σ shrinks
to the point M . Thus, we can define this projection coordinate-free, and since n is any
direction, this defines the curl. Now it is clear that if a vector field remains unchanged
under a certain orthogonal transformation η ∈ SO(3), so does its curl.
If we instead specialize
(a, b, c, d, e, f, g, h, i, j, k) =
(
− 2φ−1, 2φ, 0, 0, 0,−φ−2,−φ2,−1, φ, φ−1, 1
)
, (15)
we obtain Beltrami vector field Y with icosahedral symmetry whose Taylor series starts at
degree 10 rather than 6, and I + aY is our 1-parameter family.
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Now we can start from the correct choice of parameters a through k, and verify all the
needed properties by MAPLE. The codes are provided by [1]. Changing parameters to the
ones given by (15) verifies formulas and claims in Theorem 2.
6. Final remarks
Of course, such questions as
i) which of the orbits under the flow with the vector field I are bounded;
ii) are closed;
need to be investigated. Also,
iii) for which points x ∈ R3 there exists a bounded increasing sequence {ti : i ∈ R},
such that F (x, ti) tends to infinity;
here F (x, t) is the flow with a vector field I. All we can say that these classifications must
have an icosahedral symmetry, too.
The existence of C∞ or even Cω vector fields on a 3-sphere S3 with no circular orbits where
demonstrated by Kuperberg [32], while for Beltrami Cω vector fields (with non-vanishing
curl) this was ruled out in [18]. It is interesting to know the answer for the flow F (x, t). At
this moment, we can answer partially to these questions as follows.
Consider the vector field I. For the vector field Y the results are completely analogous,
though the function Υ - see (16) - then is more complicated. Any point x ∈ R3 \ {0} has 60
different points under the action of the group I. However, there are three exceptional cases.
Let s ∈ R \ {0}.
F - Faces. The point (φs, s, 0) has 12 equivalent points under the action of I;
V - Vertices. The point (s, s, s) has 20 equivalent points;
E - Edges. the point (s, 0, 0) has 30 equivalent points.
Geometrically, consider 6 planes given by (φ2x2 − y2)(φ2y2 − z2)(φ2z2 − x2) = 0. These 6
planes split the unit sphere into 12 pentagons having arcs of great circles as their sides, their
centers being given by F (more precisely, intersection of these lines with the unit sphere),
20 triangles with centers being V, and 30 intersection points given by E. Thus, it is more
convenient to describe all these lines using not the geometry of a dodecahedron or an icosa-
hedron, but rather an icosidodecahedron; see Figure 5.
Each of F,V,E (and its equivalent) defines a line passing through the origin, 62 lines in
total. On these 62 lines the vector field M, as given by (2), vanishes. Each of these lines is
divided into segments. Each segment is the complete orbit of the flow F (x, t). Every orbit
starts and finishes at two fixed points of the vector field I, respectively. Since calculations
are analogous in all three cases, we will show this in case F.
Indeed, then a point (φs, s, 0) has only 12 equivalent points (±φs,±s, 0) (signs are inde-
pendent), and all cyclic permutations. We take (φs, s, 0) as a representative. By a direct
calculation,
I(φs, s, 0) =
(
φΥ(s),Υ(s), 0
)
,
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Figure 5. Icosidodecahedron
where
Υ(s) = −s
√
5
(
1− φ cos(s) + φ−1 cos(φs)
)
. (16)
This gives
lim sup
s→∞
Υ(s)
s
= 2
√
5φ−1, lim inf
s→∞
Υ(s)
s
= −2
√
5φ.
Indeed, let s = 2πℓ, ℓ ∈ N. Then φs will hit arbitrarily close to π+2πk, k ∈ N. For this we
should have
2πℓφ = π + 2πk + ǫ(ℓ) =⇒ φ = 1 + 2k
2ℓ
+
ǫ(ℓ)
2πℓ
.
This will occur if (2ℓ, 2k + 1) is chosen to be a pair of two consecutive Fibonacci numbers
(F3n, F3n+1), n ∈ N. From Diophantine properties of quadratic irrationals we know that
then ǫ(ℓ) ∼ c
ℓ
. This gives the lim sup part, and analogously for lim inf.
Thus we see that if s1 and s2 are two consecutive zeros of Υ(s) = 0, the segment joining
s1 · (φ, 1, 0) and s2 · (φ, 1, 0) is the full orbit, and I(s1(φ, 1, 0)) = 0, F (s1(φ, 1, 0), t) =
s1(φ, 1, 0). In this case the differential system (3) turns out to be essentially
y˙(t) = Υ(y(t)).
The behaviour of the vector field I on other lines passing through the origin is far more
complicated. For example, Figure 6 plots {I(5s, 6s, 7s): s ∈ [0, 150]}; the choice of the line
is motivated by a wish to further elucidate Figure 2.
As a final remark of this paper, consider the Riemannian manifold (S3, g) (a standard
3-sphere), where g is the usual induced Euclidean metric from R4, and curl operator was
defined in the beginning of this paper. Now, consider a finite subgroup of SO(4). For
example, let O4 the the group of order 4! · 23 = 192, the so called orientation preserving
19 G. Alkauskas
–100
–50
50
100
–50
50
100
–140
–120
–100
–80
–60
–40
–20
2040
–600
–400
–200
200
400
–400
–200
200
400
–600
–400
–200
200
The curve I(5s, 6s, 7s), s ∈ [0, 5]. The curve I(5s, 6s, 7s), s ∈ [0, 15].
–1000
–500
500
1000
–1000
–500
500
1000
–500
500
1000
–6000
–4000
–2000
2000
4000
–6000
–4000
–2000
–6000
–4000
–2000
4000
The curve I(5s, 6s, 7s), s ∈ [0, 30]. The curve I(5s, 6s, 7s), s ∈ [0, 150].
Figure 6. Vector field I on a line R(5, 6, 7)
.
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hyperoctahedral group, generated by matrices
α 7→


0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1

 , β 7→


1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0

 , γ 7→


0 1 0 0
1 0 0 0
0 0 −1 0
0 0 0 1

 .
We may ask for a similar question of constructing Beltrami vector field, equal to its own curl,
with a O4-symmetry. This is our next task in a beautiful subject of constructing Beltrami
vector fields with various symmetries.
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