Visual imagery has been suggested to recruit occipital cortex via feedback projections from fronto-parietal regions, suggesting that these feedback projections might be exploited to boost recruitment of occipital cortex by means of real-time neurofeedback. To test this prediction, we instructed a group of healthy participants to perform peripheral visual imagery while they received real-time auditory feedback based on the BOLD signal from either early visual cortex or the medial superior parietal lobe. We examined the amplitude and temporal aspects of the BOLD response in the two regions. Moreover, we compared the impact of self-rated mental focus and vividness of visual imagery on the BOLD responses in these two areas. We found that both early visual cortex and the medial superior parietal cortex are susceptible to auditory neurofeedback within a single feedback session per region. However, the signal in parietal cortex was sustained for a longer time compared to the signal in occipital cortex. Moreover, the BOLD signal in the medial superior parietal lobe was more affected by focus and vividness of the visual imagery than early visual cortex. Our results thus demonstrate that (a) participants can learn to selfregulate the BOLD signal in early visual and parietal cortex within a single session, (b) that different nodes in the visual imagery network respond differently to neurofeedback, and that (c) responses in parietal, but not in occipital cortex are susceptible to self-rated vividness of mental imagery. Together, these results suggest that medial superior parietal cortex might be a suitable candidate to provide real-time feedback to patients suffering from visual field defects.
Introduction
Visual imagery refers to the representation and experience of a visual image in the absence of external visual stimulation. Earlier studies on visual imagery relied on behavioral paradigms and subjective measures (for reviews, see e.g. Kosslyn et al. (2001) and Pearson et al. (2015) ). More recently, using functional neuroimaging, visual imagery has been shown to activate a vast network of brain areas, including the visual cortex, but also parietal, temporal and frontal regions (de Borst et al., 2012; Gourtzelidis et al., 2005; Hamam e et al., 2012; Whittingstall et al., 2014; Zvyagintsev et al., 2013) . Early visual cortex has been shown to be recruited in the same retinotopically organized way during visual imagery as during perception (Klein et al., 2004; Slotnick et al., 2005; Wandell et al., 2007) , indicating that imagery and perception have similarities in the processing of low-level visual features (Albers et al., 2013; Emmerling et al., 2016; Lee et al., 2012) . However, whereas early visual cortex is recruited in a bottom-up, stimulus-driven manner during perception, it is assumed that during visual imagery, in the absence of visual stimulation, early visual cortex is recruited via top-down signals from fronto-parietal areas (Dentico et al., 2014; Dijkstra et al., 2017b; Mechelli et al., 2004) .
These observations raise the intriguing question whether visual imagery could be used for rehabilitation of visual impairments such as neglect (Robineau et al., 2017; Smania et al., 1997) and partial visual field loss (scotoma) after stroke (Papageorgiou et al., 2014) . While compensatory eye-movement strategies (Trauzettel-Klosinski, 2011; Urbanski et al., 2014) have traditionally been used for patients suffering from visual field loss, there is now a growing interest in restorative training (Matteo et al., 2016; Urbanski et al., 2014) . In contrast to compensatory strategies, the idea of restorative training is to restore part of the visual field by utilizing the ability of the visual network to perform plastic changes and structurally and functionally adapt to the damage. While it has been shown that the visual system can plastically reorganize (Brodtmann et al., 2015; Hübener and Bonhoeffer, 2014) , it is not currently known to what extent and how to best help this reorganization to take place. A better understanding of how to exploit the brain's capacity for plastic recovery will be an important part of designing restorative rehabilitation strategies. In some patients, repetitive (bottom-up) visual stimulation has been suggested to be able to induce rehabilitory plastic changes at the visual field border of, or in islands of residual vision within, a scotoma (Dundon et al., 2015; Sabel et al., 2011; Urbanski et al., 2014) . The underlying idea is that reactivating the cells in partially damaged regions leads to strengthening of synaptic transmission and synchronization of structures and networks (Sabel et al., 2011) . A suggested alternative, or supplementary, strategy is to instead reactivate the damaged regions via top-down imagery processes (Papageorgiou et al., 2014) .
One of the problems related to the use of visual imagery in rehabilitiation is the fact that there exist considerable individual differences in the strength of imagery induced activation, in particular in early visual cortex (Klein et al., 2004; Kosslyn and Thompson, 2003; Slotnick et al., 2005) . Moreover, when studying completely covert mental processes, such as visual imagery, participants can often be uncertain on their ability to perform the task. By providing real time feedback of the BOLD signal from relevant cortical regions, participants can learn to use the feedback to improve the ability to self-regulate these regions, thereby potentially boosting an otherwise weak signal. Real-time fMRI (RT-fMRI) (Cox et al., 1995; Sulzer et al., 2013) neurofeedback has been proven to facilitate self-regulation of a variety of regions, including visual areas (Andersson et al., 2011; Scharnowski et al., 2012) . Scharnowski et al. (2012 Scharnowski et al. ( , 2014 demonstrated that participants trained in up-regulating early visual cortex had an enhanced perceptual sensitivity in the part of the visual field corresponding to the trained region.
In stroke patients, the partially damaged cortical region that is the target for restorative training can be expected to have a compromised BOLD signal due to the small number of functioning cells and an impaired cerebrovascular reactivity (de Haan et al., 2013; Pleger et al., 2003) . Thus, in order to get a useable feedback signal, the target region for the neurofeedback could potentially better be a region in an undamaged node of the top-down visual network recruited during visual imagery. Given its role in top-down projections to occipital cortex during visual imagery (Dentico et al., 2014; Mechelli et al., 2004) , parietal cortex might thus be a suitable candidate target region. It is however not clear how a higher level region will behave during neurofeedback learning, and how this behavior transfers to early visual cortex.
In this study we hypothesized that it is possible to learn selfregulation of the BOLD signal in MSPL using RT-fMRI neurofeedback during peripheral visual imagery. We therefore examined the effect of visual imagery during RT-fMRI neurofeedback targeting both the low level visual cortex (V1-V3) and the medial superior parietal lobe (MSPL) in a group of normal-sighted participants. MSPL is involved in processing spatial visual information and is thought to be a hub that connects several nodes in the visual network (Gourtzelidis et al., 2005; Pflugshaupt et al., 2016) . The region has also been shown to be recruited during visual imagery (de Gelder et al., 2015; Filimon et al., 2007; Trojano et al., 2002) , but not to be sensitive to content of the imagined images (Mechelli et al., 2004) . Based on these properties, MSPL might be a good candidate region to provide feedback for visual imagery targeting a specific spatial location, as it is the case in patients with visual field defects.
Based on the different roles of early visual cortex and parietal cortex in the visual processing network, we aimed to compare their behavior and characteristics during visual imagery. Moreover, given the known individual differences in the strength of imagery induced activation (Klein et al., 2004; Kosslyn and Thompson, 2003; Slotnick et al., 2005) , we were interested in possible differences between these two regions in how mental focus and vividness of visual imagery impact their responses, an effect that to date has mainly been studied in early visual cortex (Cui et al., 2007; Pearson et al., 2015) . To do so, we provided participants with auditory real-time feedback either from early visual cortex or from MSPL in two separate sessions while they performed visual imagery. We hypothesized that the BOLD signal in both target regions is affected by the participant's instantaneous mental capacity to focus on the task. To compare the impact of mental focus and vividness of visual imagery on the BOLD response in early visual and parietal cortex, participants provided ratings of their mental focus and the vividness of visual imagery for each individual run at the end of each session. Moreover, the analysis of the impact of the up-and down-regulation on other regions that are part of the same functional network, but that were not targets of the feedback, can potentially provide additional insights into their roles in the network.
Material and methods

Experimental design
All participants completed two scanning sessions with 6-7 days apart (see Fig. 1 ). For the experimental group (N ¼ 14), one of the real-time feedback sessions targeted a region located in the occipital lobe while the other session targeted the MSPL. Half of the participants were randomly selected to start with feedback from the occipital target region. Participants in the control group (N ¼ 7) unknowingly received feedback from bilateral ventral striatum in both sessions, a region not previously reported to be recruited during visual imagery. Besides unknowingly having a different target for the feedback, the control participants were provided with exactly the same instructions and information as the participants from the experimental group. Before the participant was placed inside the scanner we explained that the effect that we base the feedback on (hemodynamic response) has a delay of several seconds before it appears and that it takes time before it disappears. We also stressed the importance of keeping the gaze focused on the central fixation cross at all times and keeping the head still.
The target regions were defined using two functional localizer runs that initiated each session ( Fig. 1 ; for details, see section Localizers). The first run of each session was a stimulus localizer ( Fig. 2A ), containing alternating blocks of upper left and upper right visual stimulation, and was used to define a Region of Interest (ROI) in early visual cortex (ROI O ). The second run was an imagery localizer ( Fig. 2B ) and instead contained blocks of upper left and upper right visual imagery of the same stimuli displayed in the stimulus localizer. These data were used to define an ROI in the MSPL (ROI P ). The two localizers were followed by two runs with real-time feedback from either ROI O or ROI P (Fig. 2C ). During Fig. 1 . Overview of a single session. Each participant attended two separate scanning sessions. For the experimental group, one session targeted an occipital ROI (from Stimulation localizer) and the other session targeted a parietal ROI (from Imagery localizer 1). Participants in the control group received feedback from the ventral striatum in both sessions. feedback runs participants were instructed to perform visual imagery in the upper right quadrant (for details, see section '2.6 Real-time feedback'). After the two feedback runs we collected one more run with the imagery localizer which served as comparison to the pre-feedback imagery localizer. Due to participants' fatigue over time, the second imagery localizer also increased the chances of collecting data with a larger spread in ratings of vividness and focus and that could be used for investigating their effect on the BOLD signal.
Participants
Twenty-one healthy volunteers participated in the study. Seven of the participants were randomly selected to be in the control group (experimental group: N ¼ 14, 7 females, age min/max/mean 19/31/23.6; control group: N ¼ 7, 4 females, age min/max/mean 19/30/24.7). All participants had normal or corrected-to-normal vision and had no history of neurological or psychiatric disease. Before starting the experiment, all participants gave written informed consent. The study was approved by the Ethics Committee for research involving human subjects at the University of Trento, Italy.
MR data
Data were collected using a 4T Bruker MedSpec Biospin MR scanner equipped with an eight-channel birdcage head coil. T1-weighted structural images were acquired using an MPRAGE sequence (TI/TR/ TE ¼ 1020/4.18/2700 m s, FA ¼ 7 , FOV ¼ 256 Â 224 mm, 176 slices, 1 mm isotropic resolution, GRAPPA acceleration factor ¼ 2). Functional data were acquired using an EPI sequence (TR/TE ¼ 2000/30 m s, flip angle ¼ 73 , matrix size ¼ 64 Â 64, 29 interleaved slices, slice thickness ¼ 3.6 mm, in-slice resolution 3 mm). Slices were axial, slightly oblique to optimize brain coverage.
Subjective rating data
Directly after being taken out of the scanner, participants were asked to fill in a questionnaire where they rated their mental focus and imagery vividness, separately for each imagery localizer and feedback run. These values allowed us to correlate changes in the peaks of the BOLD response in all runs to changes in self-rated focus and vividness using the Spearman's rank correlation coefficient. It also allowed us to do a separate analysis on runs rated by the participants as high focus. This would not have been possible with the standard Vividness of Visual Imagery Questionnaire (VVIQ) (Marks, 1973 ) that would only give us a general level of vividness for each participant and no rating of their focus. However, we kept the scale (1-5) applied in the VVIQ for ease of comparison. The answer alternatives for rating vividness were: 1. Perfectly clear and as vivid as normal vision; 2. Clear and reasonably vivid; 3. Moderately clear and vivid; 4. Vague and dim; 5. No image at all (only "knowing" that I was thinking of the object). The answer alternatives for rating focus were: 1. I was completely focused on the task the whole time; 2. I was focused on the task most of the time; 3. I was sometimes focused on the task, but sometimes not; 4. I had trouble focusing on the task most of the time; 5. I never managed to focus on the task.
Localizers
Both localizers were implemented in ASF (Schwarzbach, 2011) , a toolbox based on the Psychophysics Toolbox (Version 3) (Brainard, 1997) , using MATLAB 8.3 (Mathworks, Natick, USA). The same MATLAB version was used for data analysis.
During the stimulus localizer, participants were presented with a circular flickering (10 Hz) checkerboard pattern presented either in the upper right or upper left quadrant ( Fig. 2A ). There were 8 blocks of 10 s for each location, without separation. The circle was located 3.5 from the centre and had a radius of 1.9 visual angle. Participants were instructed to fixate a central cross at all times.
During the imagery localizer the screen only contained the fixation cross and the instructions were delivered verbally via headphones (Fig. 2B ). The instructions were recordings of the words "Right" and "Left" for visual imagery in the upper right and left visual field, respectively. The imagery localizer consisted of eight alternating 16 s blocks of visual imagery in the right and left visual field, where each imagery block was followed by an equally long rest block (instructed by the word "Stop"). The blocks were longer in the imagery localizer compared to in the stimulus localizer to compensate for the fact that the covertly imagined image takes some time to build up.
Data were collected on-the-fly during the localizers and, once finished, the relevant dataset was analyzed with a standard general linear model (GLM) using SPM8 (http://www.fil.ion.ucl.ac.uk/spm/softw are/spm8/). If a participant was scheduled to receive feedback from the occipital cortex, the stimulus localizer was analyzed to identify ROI O . By contrast, if the participant was scheduled to receive feedback from parietal cortex, the imagery localizer was used to identify ROI P . We applied the contrast "right-left" for both the stimulus and imagery localizers to locate brain regions recruited during perception and visual imagery, respectively, in the upper right quadrant. Using this contrast for ROI selection, we avoided including regions responding more generally, and not retinotopically, to the localizer tasks. Note that the responses during visual imagery in the left visual field are never included in any of the averages or plots in the Results (except for Fig. 10 , where it is explicitly stated). ROI O , from the stimulus localizer, was defined as the 50 voxels with the highest t-values in the left occipital lobe; clusters smaller than 3 voxels were removed. When defining ROI P from the imagery localizer, we used a combination of anatomical and functional criteria. First, we located the left superior precuneus in the middle sagittal slice, moved 5 slices (15 mm) into the left hemisphere and from there defined a sphere with a radius of 15 mm. Inside this sphere we selected the 20 voxels with the highest t-values with clusters smaller than 3 voxels removed. The decision to use this number of voxels was based on previous pilot experiments that showed it to be a reasonable size considering the large inter-subject variability in activation. Due to a technical malfunction, the data from the imagery localizer for one of the participants was not saved. However, this was in the session targeting the occipital region where the target ROI is defined using the stimulus localizer.
The bilateral ventral striatum ROI, that served as feedback target for the control group, was manually selected using one of the functional EPI images (see also Fig. 8 ).
Real-time feedback
During feedback runs (Fig. 2C ), participants were instructed to imagine the same flickering checkerboard pattern as before, but were allowed to visualize another image to potentially improve their performance, as long as it was localized to the same region of their visual field and not static. Table 1 provides details on the images participants reported to use.
Every feedback run started with 30 s of rest from which the mean and standard deviation of the BOLD signal in the ROI voxels were estimated and used for normalizing the amplitude of each voxel's time series. The maximum average inside the ROI during the 30 s, S max , was also computed and used for scaling the feedback. The initial rest period was followed by nine 24 s blocks of upper right imagery separated by equally long rest blocks. The average normalized signal inside the ROI was transformed to an auditory frequency where the interval [-3 Â S max , 3 Â S max ] was mapped to the auditory frequency interval [200 Hz, 1000 Hz] via 21 evenly spaced levels. The auditory tone represented only the last sample of brain activity since no averaging was performed on the data over time. Participants were instructed to try to achieve a high frequency sound during imagery blocks and a low frequency sound during rest. By using auditory feedback we minimized the risk of Fig. 3 . The average BOLD responses for the experimental group in ROI O (blue) and ROI P (red) during the two imagery localizers (left column) and the two feedback runs (right column). The order of the runs within the session is: Imagery localizer 1, Feedback 1, Feedback 2, Imagery localizer 2. The black curve shows the average responses for the control group inside bilateral ventral striatum (V.Str.).
unwanted interference with visual processing.
Functional image volumes were exported to a directory in Analyze format directly following reconstruction. The RT-fMRI software, implemented in MATLAB and run on a laptop (HP ZBook 15G2, 16 GB RAM, Intel Core i7-4710MQ 2.50 GHz processor) with Windows 7 operating system, picked up new data as available and processed it to update the feedback. Image volumes were rigidly coregistered to the first volume of the localizer run used for creating the ROI, and a high-pass filter (cut-off 0.029 Hz) was applied on each voxel's time signal.
After an image volume had been scanned, it took on average 200 m s before it was available to read from disk and then 390 m s of data processing before feedback was sent.
Whole brain analysis
In order to identify areas recruited during visual imagery at the group level, we normalized all participants' data to the Montreal Neurological Institute (MNI) template space using SPM8. T1 images were segmented into different tissue types using the 'New Segment' option. Using DAR-TEL (Ashburner, 2007) , participants' anatomical scans were first iteratively aligned to a mean template and subsequently fitted to the MNI template. The estimated deformations were then applied to all the imagery localizer and feedback data, reinterpolated to 3 mm isotropic resolution and smoothed with a 6 mm Gaussian kernel, as well as all ROIs, also reinterpolated to 3 mm isotropic resolution but not smoothed.
Next, we performed an offline random-effects (RFX) group analysis on the data of imagery localizer 1 (from both sessions). Group-level statistical maps were computed using one-sample t-tests on the contrast images ("imagery right -imagery left" and "imagery right þ imagery left") from the first-level GLM analysis on the subject level. Whereas the contrast "imagery rightimagery left" served to identify voxels that showed spatial selectivity during visual imagery, we used the contrast "imagery right þ imagery left" to identify clusters more generally recruited during visual imagery, towards both hemifields.
Results
ROI analysis
The size and number of clusters for ROI O and ROI P , together with the peak t values, are shown in Table 2 . Not surprisingly, the statistics from visual stimulation is much higher than from visual imagery. Table 1 lists the self-reported types of images imagined by the participants during feedback runs, where they were allowed to use alternatives to the checkerboard.
To compare the BOLD responses in ROI O , ROI P and the control ROI (bilateral ventral striatum) during visual imagery, we computed the average response across all participants and trials, separately for the two imagery localizers (one before, one after the feedback runs) and the two feedback runs. Percent signal change was calculated in reference to the end (2 TRs) of the preceding rest block. As can be seen in Fig. 3 , the signal peaked in both the occipital ROI (blue) and the parietal ROI (red) at around 6 s after instructions. Fig. 3 also suggests that the activation in the parietal ROI might be sustained longer after the peak than in the occipital ROI. As expected, for control participants, visual imagery did not have a significant effect on the BOLD signal in their target region (ventral striatum, black).
As shown in Fig. 4A , the signal peaks are higher in the feedback runs than in the imagery localizers, indicating that participants profited from the real-time feedback to up-regulate the BOLD signal. We tested this observation statistically by comparing the experimental group and the control group in what effect feedback had on the occipital activation. To do this, we first computed an ROI O for each control participant in the same way as was done for the experimental group during the experiment. We then computed the average amplitude inside ROI O at the 6 s peak, both in the imagery localizer 1 and in the (collapsed and combined) feedback runs 1 and 2. Finally, we used these values to compute the amplitude increase from the pre-feedback imagery localizer 1 to when they received feedback. Fig. 4B shows the average increase for the control group and the experimental group. The experimental group showed a significantly higher increase compared to the control group (two-sample t-test, p ¼ 0.044, mean Exp AESD Exp ¼ 0.70 AE 0.61, mean-Con AESD Con ¼ 0.21 AE 0.80). The effect is modest, but we know from previous studies (Scharnowski et al., 2012; Stoeckel et al., 2014) that the effect of neurofeedback training increases over time. Since our values came from the participants' first or second session, we did not expect a large effect.
Both Figs. 3 and 4A show that the ability to up-regulate the BOLD signal tended to decrease over time in the session. The focus ratings in the questionnaires, as well as verbal communication with the participants, revealed that many of them got tired towards the end of the session.
We computed the BOLD signal in the parietal and the occipital ROIs at the 6 s peaks in both of the imagery localizers and both feedback runs for each participant in the experimental group and compared these values to the rated vividness and focus. Note that, in contrast to the other analyses, data were collapsed across imagery localizers and feedback runs for Fig. 5 and Table 3 since for this analysis we were only interested in the effect of vividness and focus, not in comparing between localizers and feedback. Fig. 5 shows the averaged BOLD peak values sorted according to the ratings of focus and vividness. Both vividness and focus clearly have a considerably stronger effect on the signal in the parietal ROI (Fig. 5 , lower panel) than in the occipital ROI (Fig. 5, upper panel) . We also computed the Spearman's rank correlation coefficient between the Fig. 4. (A) The mean response amplitude at the 6s peak inside ROI O and ROI P for the different functional runs. (B) Mean increase in response amplitude from imagery localizer 1 to (collapsed) feedback run 1 and 2 at the 6s peak inside ROI O . Dark and light gray bars represent the experimental (Exp) and control (Con) groups, respectively. Note that ROI O for control participants was computed offline for comparison purposes, while feedback was given from bilateral ventral striatum. Error bars represent the standard deviation. subjective ratings and the BOLD signal peaks. The four correlation values, together with the p-values (for testing the hypothesis of no correlation), can be seen in Table 3 . The parietal ROI was significantly correlated to both vividness and focus while the occipital ROI did not show any significant correlation.
When averaging the responses only for runs rated as focus<3 (high focus) the ROI P curves show an even higher tail compared to the ROI O curves (Fig. 6 ) than in Fig. 3 . The average amplitude in feedback run 1 and 2 for t > 6s (to the end of the block at 24 s) was significantly higher in ROI P than in ROI O (two-sample t-test, p ¼ 0.010, mean-
We further investigated whether the more sustained activations in ROI P were also manifested in the occipital region during feedback, even though this region was not the target. To this end, we defined an ROI O from the stimulus localizer in the ROI P -feedback session offline and compared the response to when the feedback was targeting ROI O . The extracted data was processed in the same way as online and the average signal for t > 6s was computed. However, the results showed no significant difference in amplitude. This suggests that feedback from the more sustained parietal region did not help in learning to prolong occipital activity. However, considering that our result is based only on a single training session of ROI P feedback, this needs to be investigated further.
Whole brain analysis
The results from the group level t-test "imagery rightimagery left" in the imagery localizer 1 data revealed two clusters in the left occipital lobe (Fig. 7) (p < 0.05, FWE corrected, cluster extent > 10 voxels).
The cluster dorsal to the calcarine sulcus was not expected considering the upper visual field is processed in the ventral parts of V1-V3. The two most likely explanations are that either this activation represents V3A or V3B, or the imagined image frequently crossed the horizontal meridian. Note that the group analysis did not reveal any significant activation in the MSPL, the region we identified using this localizer. This was however anticipated since our pilot experiments had shown a substantial inter-subject variability in amount and location of the activation pattern. However, the fact that participants were able to up-and downregulate ROI P shows that the area is indeed involved in visual imagery. Fig. 8 displays group maps of all the participants' ROIs after they have been transformed to MNI space. Note that the transformation involves smoothing which e.g. makes the ROI P map cross the parieto-occipital sulcus even though all ROIs were parietal in subject space.
The group statistics of the contrast "imagery right þ imagery left" in the imagery localizer 1 data identified 8 significant clusters involved more generally during visual imagery, towards both hemifields ( Fig. 9 and Table 4 ). The regions were: (left and right) supplementary motor area (SMA), left anterior insula (L-AI), left and right frontal eye fields (FEF), left and right intraparietal sulci (IPS) and left and right premotor cortex (PMC). Fig. 10 displays the responses inside these 8 clusters during visual imagery in both the left and the right hemifields.
Similar to Fig. 5 and Table 3 , we sorted the average 6 s peak values (during visual imagery in the right visual field) for these clusters in the imagery localizers and feedback runs according to their vividness and focus ratings (Fig. 11) and computed the Spearman's rank correlation coefficients (Table 5 ). For both focus and vividness, the biggest effect was 
Discussion
Real-time feedback is known to facilitate learning self-regulation with benefits increasing over time (Scharnowski et al., 2012; Stoeckel et al., 2014) . Our results show that participants can control brain activity both in early visual cortex and the medial superior parietal lobe by means of visual imagery, and that such effects can be shown within only one feedback session per target region. Moreover, we observed that early visual cortex and the MSPL respond differently, with the BOLD signal in the medial superior parietal lobe being more affected by focus and vividness of visual imagery than early visual cortex. In the following, we will discuss these results in more detail.
The effect of focus and vividness
A current theory is that parietal cortex provides top-down signals to occipital cortex (Dentico et al., 2014; Mechelli et al., 2004) , and that early visual cortex serves as an active 'blackboard' where features can be Fig. 6 . The average BOLD responses for the experimental group in the runs rated as "high focus" (HF, focus<3). The numbers next to the lines indicate the number of participants included in the average. Fig. 7 . Regions revealed by the RFX group analysis of imagery localizer 1 for the contrast "imagery right -imagery left", the same contrast used for creating ROI P (p < 0.05, FWE corrected, cluster extent > 10 voxels). Fig. 8 . Group maps of the three types of ROI transformed to MNI space. The scale represents how many subjects had a location covered by a particular ROI. P. Andersson et al. NeuroImage 200 (2019) 332-343 up-or downregulated in a task-dependent fashion via feedback modulations (Bullier, 2001; Roelfsema and de Lange, 2016) . In this framework, the role of parietal cortex would be to provide that feedback to early visual cortex, and to keep the mental image active over an extended period, possibly in a joint effort with frontal regions. In line with this view, using dynamic causal modelling of fMRI data, Dijkstra et al. (2017a,b) found that stronger vividness gave stronger excitatory influence from parietal cortex to occipital cortex during visual imagery. Based on this, our finding that parietal cortex is more sensitive to focus and vividness of visual imagery than early visual cortex is somewhat unexpected. We believe that this observation would be worth further investigations in follow-up studies, ideally in a paradigm that would allow trial-wise ratings of both focus and vividness, to help us better understand the underlying dynamics. Two regions, SMA and R-PMC, seemed largely unaffected by the vividness rating. SMA is reported to be recruited during imagery in different sensory modalities, and it has for instance been suggested that the region facilitates flexible engagement of sensorimotor processes that in turn enable auditory imagery (Lima et al., 2016) . This functionality could be extended to visual imagery and thus would not rely strongly on visual vividness. The difference between the left and right PMC could be explained by the two network theory suggested by Sack et al. (2008) , where only the later network includes the left PMC. Amedi et al. (2005) examined regions showing a negative BOLD response during visual imagery. Specifically, they correlated the participants' VVIQ score with the amplitude of the BOLD signal in areas deactivated or activated during the task. They found a negative correlation in auditory cortex and a positive correlation in visual areas, somatosensory areas and inferior prefrontal cortex. Likewise, Dijkstra et al., (2017a) obtained a parametric modulation of the BOLD response as a Fig. 9 . Significant regions detected by the group analysis of imagery localizer 1 for the contrast "imagery right þ imagery left" (p < 0.05, FWE corrected, cluster extent > 10 voxels): Supplementary motor area (SMA), left anterior insula (AI), left and right frontal eye fields (FEF), left and right intraparietal sulci (IPS) and left and right premotor cortex (PMC). The figure only presents the regions in the left hemisphere; MNI coordinates of all regions can be found in Table 4 . Scale same as in Fig. 7 . Fig. 10 . Average BOLD response for participants in the experimental group during both left (dashed line) and right (solid line) imagery, and both imagery localizer runs, in the clusters seen in Fig. 9 . Abbreviations same as in Fig. 9 . L: left, R: right. function of vividness in early visual cortex, the precunues, medial frontal cortex, and right parietal cortex. Together, these results clearly demonstrate that vividness contributes to the variability of the BOLD response in a number of areas recruited during visual imagery. The results of the current study moreover suggest that a subjective rating of individual runs might be preferable to a more general measure such as the one available from the VVIQ (Dijkstra et al., 2017a) . By not capturing the variation in focus and vividness during the experiment, or between experiments, one will not be able to explain the corresponding variance in the neuroimaging data. Future studies might therefore profit from such individual ratings to examine how different regions are affected by mental focus and imagery vividness (Amedi et al., 2005; Cui et al., 2007; Lee et al., 2012; Motoyama and Hishitani, 2016; Scharnowski et al., 2012) . By studying different regions' susceptibility to neurofeedback learning and how they are affected by mental focus and imagery vividness we can gain insight in the complex network that produces and maintains our inner mental images. One suggestion could be to target content-dependent regions (Schwarzlose et al., 2008 ) (e.g. the fusiform face area (Ishai et al., 2002; Kanwisher et al., 1997) , the extrastriate body area (Downing et al., 2001) , the parahippocampal place area (Epstein and Kanwisher, 1998; O'Craven and Kanwisher, 2000) and the lateral occipital area (Grill--Spector et al., 2001) to study how learned self-regulation and a strong vividness of content-specific features affect the activation in the target and other visual-network regions as well as the performance in behavioral tasks (Cui et al., 2007; Tartaglia et al., 2009) . In a clinical setting, targeting content-dependent regions could potentially make it possible to apply neurofeedback for treating category-specific agnosias, such as prosopagnosia.
Visual imagery in the medial superior parietal lobe
The MSPL is known to host a variety of different functionalities requiring spatial processing. For example, seven maps of the contralateral visual field have been described along the intraparietal sulcus (IPS0-5) and the superior parietal lobule (SPL1) (Silson et al., 2016; Silver and Kastner, 2009; Wandell et al., 2007) . Moreover, MSPL is involved in spatial attention (Andersson et al., 2012; Han et al., 2004; Kastner et al., 1999) , the planning and execution of prehension movements (Ariani Table 4 MNI coordinates (of peak), number of voxels and peak t-values for the significant clusters (L: left, R: right) from the group analysis of imagery localizer 1 for the contrast "imagery right þ imagery left". Voxel size is 3 mm isotropic since computations are based on spatially normalized data (abbreviations same as in Fig. 9 ). (Wolpert et al., 1998) and working memory (Koenigs et al., 2009; Sheremata et al., 2010) . The topographic processing makes MSPL an interesting candidate target region for neurofeedback if the goal is to focus on a particular location of the visual field. Our participants were instructed to perform visual imagery within the upper right quadrant. It is evident that this task has a clear spatial component and is attentionally demanding (Corbetta and Shulman, 2002 ). An idea for future research would be to replicate the present study using imagery in the foveal region to see if the MSPL response changes as the mental image is projected in a place demanding less effort on spatial attention. This can for instance be relevant when the goal is visual rehabilitation of a foveal region of the visual field via restorative neurofeedback training. A more dedicated localizer could be applied to pinpoint one of the functional maps located in MSPL.
Moreover, by learning more about the medial parietal areas' involvement in covert mental processes such as imagery could potentially inform us on their roles in the default mode network as proposed by a growing number of studies (Andrews-Hanna et al., 2010; Axelrod et al., 2017; Baldassano et al., 2016; Bzdok et al., 2015) .
The visual imagery network
The group analysis identified eight regions recruited during both left and right visual imagery, confirming previous findings. PMC has previously been shown to be recruited during visual imagery (Richter et al., 2000; Sack et al., 2008) . SMA has been shown to be recruited during visual (Richter et al., 2000) , motor (Gerardin et al., 2000) , auditory (Halpern and Zatorre, 1999; Lima et al., 2016) and even olfactory imagery (Djordjevic et al., 2005) .
The FEF is believed to be involved in a number of tasks, including attentional selection, suppression of eye-movements and maintaining a mental image (Gilbert and Li, 2013; Zvyagintsev et al., 2013) . This is supported by the fact that the response, especially in the left FEF, is largely maintained over the block.
The IPS is known to be involved in spatial attention processing (Hopfinger et al., 2000; Ishai et al., 2002) and has been suggested to provide top-down feedback to early visual cortex during visual imagery (Dijkstra et al., 2017b) .
Using fuzzy clustering and Granger causality mapping (GCM), Sack et al. (2008) distinguished two frontoparietal networks processing visual imagery, one recruited slightly earlier than the other. Both networks showed an information flow from PMC to IPS, but while the network recruited earlier was bilateral in nature, the network recruited slightly later was more lateralized towards the left hemisphere. This could possibly be related to why we see a difference in the effect of vividness between R-PMC and L-PMC (Table 5 ).
The L-AI has previously been shown to be recruited during similar tasks. A positron emission tomography (PET) study (Ghaem et al., 1997) found higher activation in L-AI during mental navigation compared to mental visualization of static landmarks. In another PET study (Mellet et al., 2000) on visual imagery that revealed recruitment of L-AI, the authors argued that the activity might be related to verbal rehearsal of the task. Bilateral AI was also found in an fMRI study comparing activation during visual imagery and visual perception (Ganis et al., 2004) .
The time course of visual imagery
As expected, the stimulus localizer generated a much stronger response than the imagery localizer (Table 2 ). More importantly, Fig. 3 shows that the signal changes induced during visual imagery are comparable in the two ROIs.
The time-course of the BOLD responses in both the imagery localizers and feedback runs and in all regions (including the regions detected by the "right þ left" contrast) peaked at around 6 s, which is in agreement with previous studies (Amedi et al., 2005; Klein et al., 2000) . However, it should be noted that our study did not aim to examine detailed differences in timing, which would have required another type of paradigm. When comparing the post-peak signal in ROI O and ROI P , the latter Fig. 11 . The mean response at the 6s peak inside the clusters seen in Fig. 9 for the experimental group in all imagery localizer and feedback runs, ordered according to individual ratings of focus and vividness (abbreviations same as in Fig. 9 . L: left, R: right).
Table 5
The Spearman rank correlation coefficients (ρ) between the BOLD signal at 6 s in the clusters seen in Fig. 9 and the subjective rating of focus and vividness for each imagery localizer and feedback run. The p-values, for testing the hypothesis of no correlation, are shown in brackets. * denotes significance at α ¼ 0.01. showed a more sustained response. This could possibly be seen in the light of the parietal area being a multi-functional hub involved in many aspects of mental imagery, for example spatial attention and memory integration. Further, it seems reasonable that one could activate the parietal regions by engaging some levels of the top-down processing chain needed to bring out and maintain a mental image, without necessarily being able to reach the end of the chain in the low level occipital visual regions (see also section 4.4).
Conclusion
Our findings demonstrate that both early visual cortex and MSPL are susceptible to auditory real-time neurofeedback. We observed a more sustained signal when feedback was provided from parietal in comparison to occipital cortex. Moreover, we found that the parietal ROI was more affected by participants' self-rated focus and vividness during imagery. These results suggest that MSPL might be a suitable region to provide real-time neurofeedback in patients with visual field defects, either when the cortical damage is located within MSPL or when the BOLD signal in a damaged primary visual cortex is too impaired to provide a useable neurofeedback signal. Moreover, this study shows that different nodes in the network recruited during visual imagery respond differently to neurofeedback, and thus that future studies could use it as a tool for separating different aspects of visual imagery. The study also shows that the influence of subjective vividness and focus are more complex than can be measured with a static VVIQ score.
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