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SMALL DATA SCATTERING FOR A CUBIC DIRAC EQUATION WITH HARTREE TYPE
NONLINEARITY IN R1+3
ACHENEF TESFAHUN
ABSTRACT. We prove that the initial value problem for the Dirac equation(
−iγµ∂µ+m
)
ψ=
(
e−|x|
|x| ∗ (ψψ)
)
ψ in R1+3
is globally well-posed and the solution scatters to free waves asymptotically as t →±∞,
if we start with initial data that is small in H s for s > 0. This is an almost critical well-
posedness result in the sense that L2 is the critical space for the equation. The main in-
gredients in the proof are Strichartz estimates, space-time bilinear null-form estimates
for free waves in L2, and an application of theUp and V p– function spaces.
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1. INTRODUCTION
1.1. Preliminary. We consider the initial value problem for the nonlinear Dirac equa-
tion with Hartree type nonlinearity{(−iγµ∂µ+m)ψ= (V ∗ (ψψ))ψ in R1+3,
ψ(0, ·)=ψ0 ∈H s (R3),
(1.1)
where the unknowns are a spinor field ψ(t ,x) regarded as a column vector in C4;m ≥ 0
is amass parameter; V (x)= |x|−1e−|x| is the Yukawa potential; γµ∂µ = γ0∂t +
∑3
j=1γ
j∂x j ,
where {γµ}3µ=0 are the 4×4 Diracmatrices, given in 2×2 block form by
γ0 =
(
I 0
0 −I
)
, γ j =
(
0 σ j
−σ j 0
)
,
where
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
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are thePaulimatrices;ψ=ψ†γ0, whereψ† denotes the the conjugate transpose, hence
ψψ=ψ†γ0ψ= 〈γ0ψ,ψ〉 ≡ |ψ1|2+|ψ2|2−|ψ3|2−|ψ4|2,
where ψ1, . . . ,ψ4 are the components of ψ. Finally, H s is the Sobolev space of order
s.
Equation (1.1) with a Coulomb potential, i.e., V (x) = |x|−1, and a quadratic term |ψ|2
replacingψψwas derived by Chadam and Glassey [2] by uncoupling the Maxwell-Dirac
equations under the assumption of vanishing magnetic field. They also conjectured in
the same paper [2, see pp. 507] that (1.1) with a Yukawa potential V can be derived by
uncoupling the Dirac-Klein-Gordon equations:{(
−iγµ∂µ+m
)
ψ=φψ,
(∂2t −∆+M2)φ=ψψ.
(DKG)
Now if we assume that the scalar field φ is a standing wave of the formφ(t ,x)= eic tϕ(x)
with |c| <M (see e.g. [10, 23]), the Klein-Gordon part of (DKG) becomes(
−∆+
(
M2−c2
))
φ=ψψ,
whose solution is given by
φ=Vm0 ∗ (ψψ),
where Vm0 = (4π|x|)−1e−m0|x| with m0 =
p
M2−c2 > 0. Plugging φ = Vm0 ∗ (ψψ) back
into the first equation in (DKG) yields (1.1) with V replaced by Vm0 . Nevertheless, the
analysis of (1.1) with the Yukawa potential V or Vm0 is the same.
The L2-norm of the solution for (1.1) is conserved:∫
R3
|ψ(t ,x)|2dx =
∫
R3
|ψ(0,x)|2 dx.
In the massless case,m = 0, (1.1) is invariant under the scaling
u(t ,x) 7→ uλ(t ,x)= λ
3
2u(λt ,λx)
for fixed λ > 0. This scaling symmetry leaves the L2–norm invariant, and so equation
(1.1) is L2-critical.
A related equation that has been studied extensively is the boson star equation:(
−i∂t +
√
m2−∆
)
u = (V ∗ |u|2)u in R1+3. (1.2)
The first well-posedness result for this equation with both the Coulomb and Yukawa
potential was obtained by Lenzmann [19] for data in H s with s ≥ 1
2
, and later this was
improved to s > 1/4 by Lenzmann and Herr [14]. Concerning scattering theory Pusateri
[21] established a modified scattering result in the case of Coulomb potential (which
is the most difficult case) for small initial data in some weighted Sobolev space. There
are several well-posedness and scattering results for (1.2) with potentials of the form
V (x)= |x|−a for a ∈ (1,3); see eg. [3, 4, 5, 6, 21].
Convolution with a Yukawa potential is (up to a multiplicative constant) the Fourier-
multiplier (1−∆)−1with Fourier symbol
(
1+|ξ|2
)−1
inR3whileConvolutionwith aCoulomb
potential is (up to a multiplicative constant) the Fourier-multiplier (−∆)−1 with Fourier
symbol |ξ|−2 inR3. Thus, both of these potentials are smoothing operators, however, the
Yukawa potential has an advantage over the Coulomb potential (and also potentials of
the formV (x)= |x|−a for a ∈ (0,3)) since the latter one is singular near the origin.
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Recently, Herr and the present author [16] proved small data scattering for (1.2) with
m > 0 and s > 12 . Consequently, scattering is obtained for the nonlinear Dirac equa-
tion (
−iγµ∂µ+m
)
ψ=
(
V ∗ |ψ|2
)
ψ in R1+3 (1.3)
with Yukawa potential, m > 0 and s > 1
2
(see [16, Remark 1.2])1. Existence of weak so-
lution for (1.3) with a Yukawa potential in the massless case (m = 0) was proved earlier
by Dias and Figueira [7, 8]. There is also a small data scattering result due to Machi-
hara and Tsutaya [20] for (1.3) with a potential V (x) = |x|−a for a ∈ (2,3), m > 0 and
s > a/6+1/2.
The key difference between (1.1) and (1.3) is the nonlinearity
(
V ∗ (ψψ)
)
ψ contains a
hidden null-structure while this structure is not present in
(
V ∗ |ψ|2
)
ψ. In the present
paper, we exploit this null-structure to obtain small data scattering for (1.1) for allm ≥ 0
and s > 0. To establish this result we first prove L2- space-time bilinear null-form es-
timates for free waves and frequency localized quadrilinear estimates in U p and V p–
spaces. To the authors knowledge there is nopriorwell-posedness result for (1.1).
Our main result is as follows.
Theorem1. Let m ≥ 0, s > 0 and
∥∥ψ0∥∥H s < ε for sufficiently small ε> 0. Then the initial
value problem (1.1) is globally well-posed and the solution ψ scatter to free waves as t →
±∞.
Remark 1. (i) After the submission of this paper the author has learned that sim-
ilar scattering result for (1.1) with a Yukawa potential and potentials of type
V (x)= |x|−a was independently proved by Yang [23].
(ii) The critical case s = 0 corresponds to initial data in L2(R3). The presence of
the factor λδ
med
(δ > 0 small) in the dyadic quadrilinear estimate in Lemma 11
impedes us to perform the sum in Lemma 12 for s = 0. However, if one is able to
prove the estimate with the factor λ−δ
med
or (λmed/λmax)
δ replacing λδ
med
, then it
is possible to do the sum for s = 0, and hence prove Theorem 1 for initial data
in L2(R3). This may however require modifying the working spaces or proving
more refined estimates. In this paper, we do not claim that the quadrilinear
estimate in Lemma 11 is optimal.
(iii) Recently, after the submission of this paper, the author established a scattering
result for (1.1) in R1+2 form > 0 and s > 0 [22].
1.2. Reformulation of Theorem 1. We rewrite (1.1) in a slightly different form by mul-
tiplying the equation by β= γ0:{
(−i∂t +α ·D+mβ)ψ=
(
V ∗〈βψ,ψ〉
)
βψ in R1+3,
ψ(0, ·)=ψ0 ∈H s (R3),
(1.4)
whereD =−i∇ andα= (α1,α2,α3) with α j ≡ γ0γ j . These matrices satisfy the following
identities:
β2 = (α j )2 = I , α jβ=−βα j .
α jαk =−αkα j +2δ j k I ,
(1.5)
1Global well-posedness and scattering of (1.1) for m > 0 and s > 1/2 will also follow from [16]. However,
Theorem 1 improves this result tom ≥ 0 and s > 0 .
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where δ j k = 1 if j = k and δ j k = 0 if j 6= k. Moreover,
α jαk = δ j k I + iǫ j klSl , (1.6)
where ǫ j kl = 1 if ( j ,k, l) is an even permutation of (1,2,3), ǫ j kl = −1 if ( j ,k, l) is an odd
permutation of (1,2,3) and ǫ j kl = 0 otherwise, and
Sl =
(
σl 0
0 σl
)
.
Following [9, 1] we decompose the spinorψ relative to a basis of the operatorα ·D+mβ
whose symbol isα ·ξ+mβ. Since (α·ξ+mβ)2 = (|ξ|2+m2)I , the eigenvalues are±〈ξ〉m ,
where
〈ξ〉m =
√
m2+|ξ|2.
Now define the projections
Π
±
m (D)=
1
2
(
I ± 1〈D〉m
[α ·D+mβ]
)
.
Then we can decompose
ψ=ψ++ψ−, where ψ± =Π±m(D)ψ. (1.7)
In view of the identities in (1.5)–(1.6) we have
Π
±
m (D)Π
±
m(D)=Π±m(D), Π±m(D)Π∓m(D)= 0 (1.8)
and
βΠ±m(D)=Π∓m(D)β±m〈D〉−1m . (1.9)
ApplyingΠ±m(D) to (1.4) and using (1.7)–(1.8) we obtain{(−i∂t +〈D〉m)ψ+ =Π+m (D)[(V ∗〈βψ,ψ〉)βψ] ,(
−i∂t −〈D〉m
)
ψ− =Π−m (D)
[
(V ∗〈βψ,ψ〉)βψ
] (1.10)
with initial data
ψ±(0, ·)=ψ±0 ∈H s (R3), (1.11)
where
ψ±0 =Π±m(D)ψ0.
We denote by Sm (±t) the solution propagators to the free Dirac equation:
Sm(±t) f = e∓i t〈D〉m f =
∫
R3
e∓i t〈ξ〉m eix·ξ f̂ (ξ) dξ.
Now Theorem 1 reduces to the following:
Theorem 2. Let m ≥ 0, s > 0 and
∥∥ψ±0 ∥∥H s < ε for sufficiently small ε > 0. Then the IVP
(1.10)–(1.11) is globally well-posed and the solutions ψ± scatter to free waves as t→±∞,
i.e., there exist ( f±,g±) ∈H s ×H s such that
lim
t→∞
∥∥ψ±(t)−Sm(±t) f±∥∥H s = 0
and
lim
t→−∞
∥∥ψ±(t)−Sm(±t)g±∥∥H s = 0.
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The rest of the paper is organized as follows. In Section 2 we give some notation, define
the U p and V p-spaces and collect their properties. In Section 3, we collect some lin-
ear, convolution and bilinear estimates for free solutions of Klein-Gordon equation. In
Section 4 we reveal the null structure in (1.10) and prove bilinear null-form estimates.
In Section 5 we give the proof for Theorem 2 after reducing it first to non-linear esti-
mates. The proof for these non-linear estimates will be given in Section 6. In Sections 7
and 8 we prove the convolution and bilinear estimates for free waves stated in Section
3.
2. NOTATION AND FUNCTION SPACES
2.1. Notation. In equations, estimates and summations the Greek letters µ and λ are
presumed to be dyadic with µ,λ> 0, i.e., these variables range over numbers of the form
2k for k ∈Z. In estimates we use A ≃ B as shorthand for A =CB and A. B for A ≤CB
for some constant C > 0 whereas we use A≪ B for A ≤C−1B for some constant C ≫ 1;
the constants are independent of dyadic numbers such as µ and λ; A ∼ B means B .
A. B ; A≁ B means either A≪ B or B≪ A; A∨B and A∧B denote the maximum and
minimum of A and B , respectively; 1{·} denotes the indicator function which is 1 if the
condition in the bracket is satisfied and 0 otherwise; we write a± := a±ε for sufficiently
small 0< ε≪ 1. Finally, we use the notation
‖ ·‖ = ‖ ·‖L2t ,x (R1+3) or ‖ ·‖L2x (R3)
depending on the context.
The Fourier transform in space and space-time are given by
Fx ( f )(ξ)= f̂ (ξ)=
∫
R3
e−ix·ξ f (x) dx,
Ft ,x (u)(τ,ξ)= u˜(τ,ξ)=
∫
R1+3
e−i(tτ+x·ξ)u(t ,x) dtdx.
Now consider an even function χ ∈ C∞0 ((−2,2)) such that χ(s) = 1 if |s| ≤ 1. We de-
fine
ρλ(s)=

0, if 0<λ< 1,
χ(s), if λ= 1,
χ
( s
λ
)
−χ
(
2s
λ
)
, if λ> 1
and
σλ(s)= χ
( s
λ
)
−χ
(
2s
λ
)
for λ> 0.
Thus, suppρ1 = {s ∈ R : |s| < 2} whereas suppρλ = {s ∈ R : λ2 < |s| < 2λ} for λ > 1. Sim-
ilarly, suppσλ = {s ∈ R : λ2 < |s| < 2λ} for all λ > 0. Then we define the frequency and
modulation projections by
Pλ f =F−1x [ρλ(|ξ|) f̂ (ξ)],
Λ
±
λu =F
−1
t ,x [σλ(|τ±〈ξ〉m |)u˜(τ,ξ)].
Define also
Λ
±
≥λ =
∑
µ≥λ
Λ
±
µ , Λ
±
<λ = 1−Λ±≥λ.
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2.2. Function spaces:U p and V p spaces. These function spaces were originally intro-
duced in the unpublished work of Tataru on the wave map problem and then in Koch-
Tataru [17] in the context of NLS. The spaces have since been used to obtain critical re-
sults in different problems related to dispersive equations (see eg. [12, 13, 15]) and they
serve as a useful replacement of X s,b-spaces in the limiting cases. For the convenience
of the reader we list the definitions and some properties of these spaces.
Let Z be the collection of finite partitions −∞< t0 < ·· · < tK ≤∞ of R. If tK =∞, we use
the convention u(tK ) := 0 for all functions u :R→ L2.
Definition 1. Let 1 ≤ p <∞. AU p-atom is defined by a step function a : R→ L2 of the
form
a(t)=
K∑
k=1
1[tk−1 ,tk )(t )φk−1,
where
{tk }
K
k=0 ∈Z , {φk }K−1k=0 ⊂ L2 with
K−1∑
k=0
‖φk‖pL2 = 1.
The atomic spaceU p(R;L2) is defined to be the collection of functions u :R→ L2 of the
form
u =
∞∑
j=1
λ j a j , where a j ’s areU
p-atoms and {λ j } j∈N ∈ ℓ1, (2.1)
with the norm
‖u‖Up := inf
representation (2.1)
∞∑
j=1
|λ j |.
Definition 2. Let 1≤ p <∞.
(i) define V p (R,L2) as the space of all functions v :R→ L2 for which the norm
‖v‖V p := sup
{tk }
K
k=0∈Z
(
K∑
k=1
‖v(tk )− v(tk−1)‖pL2
) 1
p
(2.2)
is finite.
(ii) Likewise, letV p− (R,L
2) denote the normed space of all functions v :R→ L2 such
that limt→−∞ v(t)= 0 and ‖v‖V p <∞, endowed with the norm (2.2).
(iii) We letV prc (R,L
2) (V p−,rc (R,L2)) denote the closed subspace of all right-continuous
V p (R,L2) functions (V p− (R,L
2) functions).
2.3. Properties ofU p andV p spaces. Wecollect someuseful properties of these spaces.
For more details about the spaces and proofs we refer to [12, 13].
Proposition 1. Let 1≤ p < q <∞. Then we have the following:
(i) U p (R,L2) is a Banach space.
(ii) The embeddingsU p (R,L2)⊂U q (R,L2)⊂ L∞(R;L2) are continuous.
(iii) Every u ∈U p (R,L2) is right-continuous. Moreover, limt→−∞u(t)= 0.
Proposition 2. Let 1≤ p < q <∞. Then we have the following:
(i) The spaces V p (R,L2), V
p
rc (R,L
2), V p− (R,L
2) and V
p
−,rc (R,L2) are Banach spaces.
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(ii) The embeddingU p(R,L2)⊂V p−,rc (R,L2) is continuous.
(iii) The embeddings V p (R,L2) ⊂ V q (R,L2) and V p− (R,L2) ⊂ V q− (R,L2) are continu-
ous.
(iv) The embedding V
p
−,rc (R,L2)⊂U q (R,L2) is continuous.
Lemma 1 (See [18]). Let p > 2 and v ∈ V 2(R,L2). There exists L = L(p) > 0 such that for
all N ≥ 1, there exist w ∈U 2(R,L2) and z ∈U p(R,L2)with
v =w + z
and
L
N
‖w‖U2 +eN ‖z‖Up . ‖v‖V 2 .
Theorem3. Let 1< p <∞. Then
V p = (U p)∗
in the sense that there is a bilinear form B such that the mapping
T :V p → (U p )∗, T (v) :=B(·,v)
is an isometric isomorphism.
Proposition 3. Let 1< p <∞ and u ∈V 1− be absolutely continuous on compact intervals
and v ∈V p . Then
B(u,v)=−
∫∞
−∞
〈u′(t),v(t)〉dt .
2.4. U
p
± and V
p
± spaces and their properties. We now introduce U
p ,V p-type spaces
that are adapted to the linear propagators Sm(±t)= e∓i t〈D〉.
Definition 3. We define U
p
± (R,L
2) (and V
p
± (R,L
2), respectively) to be the spaces of all
functions u : R 7→ L2(R3) such that t → Sm(∓t)u is in U p (R,L2) (resp. V p (R,L2)), with
the respective norms:
‖u‖Up± = ‖Sm(∓t)u‖Up ,
‖u‖V p± = ‖Sm(∓t)u‖V p .
We use V prc,±(R,L
2) to denote the subspace of right-continuous functions in V p± (R,L
2).
Remark 2. Lemma 1 naturally extends to the spacesU
p
± (R,L
2) and V
p
± (R,L
2).
Lemma 2 (Interpolation). Let p > 2 and u j := Pλ ju j ( j = 1, · · · ,4). For u j ∈ U 2ǫ j and
u4 ∈V 2ǫ4 , where ǫ j ∈ {+,−}, define
I (λ) :=
∣∣∣∫V ∗〈βu1,u2 〉 · 〈βu3,u4 〉 dtdx∣∣∣.
Assume that the following estimate hold:
I (λ).min
(
C1(λ)
3∏
j=1
∥∥u j∥∥U2ǫ j ‖u4‖U2ǫ4 ,C2(λ)
3∏
j=1
∥∥u j ∥∥U2ǫ j ‖u4‖Upǫ4
)
. (2.3)
Then
I (λ).C1(λ) [1+ ln(C2(λ))]
3∏
j=1
∥∥u j ∥∥U2ǫ j ‖u4‖V 2ǫ4 . (2.4)
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Proof. Given N ≥ 1, we use Lemma 1 to decompose u4 ∈ V 2ǫ4 into u4 = u + v , where
u ∈U 2ǫ4 and v ∈U
p
ǫ4 , such that 
‖u‖U2ǫ4 .
N
L
‖u4‖V 2ǫ4 ,
‖v‖Upǫ4 . e
−N ‖u4‖V 2ǫ4 .
(2.5)
We now use (2.3) and (2.5) to obtain
I (λ).C1(λ)
3∏
j=1
∥∥u j ∥∥U2ǫ j ‖u‖U2ǫ4 +C2(λ)
3∏
j=1
∥∥u j ∥∥U2ǫ j ‖v‖Upǫ4
.
[
N
L
C1(λ)+e−NC2(λ)
] 3∏
j=1
∥∥u j ∥∥U2ǫ j ‖u4‖V 2ǫ4 .
This will imply the desired estimate (2.4) if we choose
N = 1+ ln[C2(λ)].

Lemma 3 (Modulation estimates; see [12]). Let λ∈ 2k , where k ∈Z, and p ≥ 2. Then
‖Λ±λu‖L2 .λ−
1
2 ‖u‖V 2± (2.6)
‖Λ±≥λu‖L2 .λ
− 12 ‖u‖V 2± (2.7)
‖Λ±<λu‖V p± . ‖u‖V p± , ‖Λ
±
≥λu‖V p± . ‖u‖V p± (2.8)
‖Λ±<λu‖Up± . ‖u‖Up± , ‖Λ
±
≥λu‖Up± . ‖u‖Up± . (2.9)
Lemma 4. (Transfer principle) Let
T : L2×·· ·×L2→ L1loc (R3;C)
be a multilinear operator and suppose that we have∥∥T (Sm(±t)φ1, . . . ,Sm (±t)φk)∥∥Lpt Lrx (R×R3). k∏
j=1
‖φ j ‖L2x (R3)
for some 1≤ p,r ≤∞. Then∥∥T (u1, . . . ,uk )∥∥Lpt Lrx (R×R3). k∏
j=1
‖u j ‖Up± .
3. LINEAR AND BILINEAR ESTIMATES FOR FREE WAVES
3.1. Linear estimates. The following Strichartz estimate for wave-admissible pairs is
well-known.
Lemma 5 (Wave-Strichartz). Assumem ≥ 0, 2≤ r <∞ and 1q + 1r = 12 . Then∥∥Sm(±t) fλ∥∥Lqt Lrx .λ 2q ∥∥ fλ∥∥L2 .
Moreover, for all uλ ∈U q± , we have (by the transfer-principle)
‖uλ‖Lqt Lrx .λ
2
q ‖uλ‖U q± .
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3.2. Bilinear estimates. The following Lemma contains estimates for convolution of
two free waves. This generalizes the result of Foschi–Klainerman form = 0 [11, Lemma
4.1 and Lemma 4.4] tom ≥ 0. The proof is given in Section 7.
Lemma 6 (Convolution of free waves). For m ≥ 0 define
I+( f ,g )(τ,ξ)=
∫
R3
f (|η|)g (|ξ−η|)δ(τ−〈η〉m −〈ξ−η〉m )dη,
I−( f ,g )(τ,ξ)=
∫
R3
f (|η|)g (|ξ−η|)δ(τ−〈η〉m +〈ξ−η〉m )dη.
Then the following hold:
(i). Estimate for I+:
I+( f ,g )(τ,ξ)≃
1
|ξ|
∫a+
a−
r (τ− r ) f
(√
r 2−m2
)
g
(√
(τ− r )2−m2
)
dr, (3.1)
where
a± := a±(τ,ξ)=
τ
2
± |ξ|
2
√
τ2−|ξ|2−4m2
τ2−|ξ|2 .
(ii). Estimate for I−:
I−( f ,g )(τ,ξ)≃
1
|ξ|
∫∞
a+
r (r −τ) f
(√
r 2−m2
)
g
(√
(r −τ)2−m2
)
dr. (3.2)
Lemma 6 is used to prove the key bilinear estimates in Lemma 7 below, which also gen-
eralizes the result of Foschi–Klainerman form = 0 [11, Lemma 12.1] tom ≥ 0. The proof
is given in the Section 8.
Lemma 7 (Bilinear estimates for free waves). Let m ≥ 0 and µ,λ1,λ2 ≥ 1. Then for all
fλ1 , gλ2 ∈ L2x we have the following:
(i) (++) interaction:∥∥Pµ (Sm(t) fλ1 ·Sm (t)gλ2)∥∥.
{
(λ1∧λ2)
∥∥ fλ1∥∥∥∥gλ2∥∥ if λ1≁λ2,
µ
∥∥ fλ1∥∥∥∥gλ2∥∥ if µ.λ1 ∼ λ2.
(ii) (+-) interaction:
∥∥Pµ (Sm(t) fλ1 ·Sm(−t)gλ2)∥∥.
{
(λ1∧λ2)
∥∥ fλ1∥∥∥∥gλ2∥∥ if λ1≁λ2,
µ
1
2λ
1
2
1
∥∥ fλ1∥∥∥∥gλ2∥∥ if µ.λ1 ∼λ2.
4. NULL STRUCTURE, NULL-FORM AND BILINEAR ESTIMATES
4.1. Null structure. Here we reveal the null structure in the bilinear terms 〈βψ+,ψ± 〉.
Taking Fourier Transform in space and thenusing the identities (1.7)–(1.9)weobtain
Fx〈βΠ+m (D)ψ+,Π±m(D)ψ± 〉(ξ)=
Ï
ξ=η−ζ
〈βΠ+m (η)ψ̂+(η),Π±m(ζ)ψ̂±(ζ)〉dηdζ
=
Ï
ξ=η−ζ
〈βψ̂+(η),Π−m(η)Π±m(ζ)ψ̂±(ζ)〉dηdζ
+m
Ï
ξ=η−ζ
〈η〉−1m 〈ψ̂+(η),ψ̂±(ζ)〉dηdζ.
(4.1)
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We use the notation ξˆ= 〈ξ〉−1m ξ. Nowwe compute 2, 3.
4Π−m (η)Π
±
m(ζ)=
(
I − 1〈η〉m
[α ·η+mβ]
)(
I ± 1〈ζ〉m
[α ·ζ+mβ]
)
= I ∓ (α · ηˆ)(α · ζˆ)− (ηˆ∓ ζˆ) ·α+ r±(η,ζ)
= (1∓ ηˆ · ζˆ)I ∓ i (ηˆ× ζˆ) ·S− (ηˆ∓ ζˆ) ·α+ r±(η,ζ),
where
r±(η,ζ)=∓ [(η−ζ) ·α]mβ− (〈η〉∓〈ζ〉)mβ+m
2I
〈η〉m〈ζ〉m
.
We can write
(1∓ ηˆ · ζˆ)I = q±1 (η,ζ)+b±1 (η,ζ),
−(ηˆ∓ ζˆ) ·α= q±2 (η,ζ)+b±2 (η,ζ),
where
q±1 (η,ζ)= (|ηˆ||ζˆ|∓ ηˆ · ζˆ)I , q±2 (η,ζ)=−(ηˆ|ζˆ|∓ ζˆ|ηˆ|) ·α,
b±1 (η,ζ)= (1−|ηˆ||ζˆ|)I , b±2 (η,ζ)=−
[η(〈ζ〉m −|ζ|)∓ζ(〈η〉m −|η|)] ·α
〈η〉m〈ζ〉m
.
(4.2)
Setting
q±3 (η,ζ) :=∓i (ηˆ× ζˆ) ·S, b±3 (η,ζ) := r±(η,ζ) (4.3)
we can write
4Π−m (η)Π
±
m(ζ)=
3∑
j=1
[q±j (η,ζ)+b±j (η,ζ)], (4.4)
where q±j and b
±
j for j = 1,2,3 are given above.
Then in view of (4.1)–(4.4) we can write
〈βΠ+m (D)ψ+,Π±m(D)ψ± 〉 =
3∑
j=1
Q j (ψ
+,ψ±)+
4∑
j=1
B j (ψ
+,ψ±), (4.5)
where 
Q j (ψ
+,ψ±)=F−1x
Ï
ξ=η−ζ
〈βψ̂+(η),q±j (η,ζ)ψ̂±(ζ)〉dηdζ,
B j (ψ
+,ψ±)=F−1x
Ï
ξ=η−ζ
〈βψ̂+(η),b±j (η,ζ)ψ̂±(ζ)〉dηdζ
(4.6)
with
b±4 (η,ζ)=m〈η〉−1m β. (4.7)
2In view of (1.6) we have
I ∓ (α · ηˆ)(α · ζˆ)= I ∓α jαk ηˆ j ζˆk = I ∓δ jk ηˆ j ζˆk I + i ηˆ j ζˆkǫ jkl Sl
= (1∓ ηˆ · ζˆ)I ∓ i (ηˆ× ζˆ) ·S
3Ifm = 0 then ηˆ= |η|−1η, ζˆ= |ζ|−1ζ and r±(η,ζ)= 0. Hence
4Π−0 (η)Π
±
0 (ζ)=
(
1∓ (|η||ζ|)−1η ·ζ
)
I ∓ i (|η||ζ|)−1(η×ζ) ·S−
(
|η|−1η∓|ζ|−1ζ
)
·α
which coincides with the null structure found in [9, See Lemma 2 therein]
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As we show below theQ j ’s are all null forms. The B j ’s on the other hand, are not. Nev-
ertheless, these terms aremore regular than theQ j ’s with one full derivative, see the es-
timates in Lemma 10 below. Thus, we have decomposed 〈βΠ+m(D)ψ+,Π±m (D)ψ± 〉 into
sum of bilinear null forms and generic bilinear terms that are smoother. It is worth to
note that ifm = 0 then all the B j ’s are zero (see the footnote above),and hence we only
have the null forms on the r.h.s of (4.5).
The null symbols q±j satisfy the following estimates.
Lemma 8. Let a ∈
[
0, 12
]
. Then for j = 1,2,3 we have
|q+j (η,ζ)|.
[ |η−ζ|(|η−ζ|− ||η|− |ζ||)
〈η〉m〈ζ〉m
]a
,
|q−j (η,ζ)|.
[
(|η|+ |ζ|)(|η|+ |ζ|− |η−ζ|)
〈η〉m〈ζ〉m
]a
.
(4.8)
Proof. First note that
|q±j (η,ζ)|. 1. (4.9)
Moreover, for two vectors η and ζ we have the following estimates (see e.g. [11, Lemma
13.2]): 
|q+1 (η,ζ)| ∼
|η−ζ|
(
|η−ζ|− ||η|− |ζ||
)
〈η〉m〈ζ〉m
,
|q−1 (η,ζ)| ∼
(|η|+ |ζ|)
(
|η|+ |ζ|− |η−ζ|
)
〈η〉m〈ζ〉m
,
|q+j (η,ζ)|.
[ |η−ζ|(|η−ζ|− ||η|− |ζ||)
〈η〉m〈ζ〉m
] 1
2
,
|q−j (η,ζ)|.
[
(|η|+ |ζ|)
(
|η|+ |ζ|− |η−ζ|
)
〈η〉m〈ζ〉m
] 1
2
,
(4.10)
where j = 2,3. Now interpolation between (4.9) and (4.10) gives the desired estimates in
(4.8). 
4.2. Null-formestimates. We now prove bilinear null-form estimates for two free solu-
tions Sm(t) f and Sm (±t)g of the Dirac equation.
Lemma 9 (Null-form estimates for free waves). Let m ≥ 0 and µ,λ1,λ2 ≥ 1. Then we
have the following null-form estimates:
(i) (++) interaction:
∥∥PµQ j (Sm(t) fλ1 ,Sm (t)gλ2)∥∥.
{
(λ1∧λ2)
∥∥ fλ1∥∥∥∥gλ2∥∥ if λ1≁λ2,
µ(µ/λ1)
1
2
∥∥ fλ1∥∥∥∥gλ2∥∥ if µ.λ1 ∼λ2.
(ii) (+-) interaction:
∥∥PµQ j (Sm(t) fλ1 ,Sm (−t)gλ2)∥∥.
{
(λ1∧λ2)
∥∥ fλ1∥∥∥∥gλ2∥∥ if λ1≁λ2,
µ
∥∥ fλ1∥∥∥∥gλ2∥∥ if µ.λ1 ∼ λ2.
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Proof. By (4.6) we have∣∣∣Ft ,x [Q j (Sm(t) fλ1 ,Sm (±t)gλ2)](τ,ξ)∣∣∣
=
∣∣∣Ï
ξ=η−ζ
ρµ(|η−ζ|)〈β f̂λ1 (η),q±j (η,ζ)ĝλ2 (ζ)〉δ(τ+〈η〉m ∓〈ζ〉m)dηdζ
∣∣∣
.
Ï
ξ=η−ζ
ρµ(|η−ζ|)|q±j (η,ζ)|| f̂λ1 (η)||ĝλ2(ζ)|δ(τ+〈η〉m ∓〈ζ〉m)dηdζ,
where on the second line the sign change to ∓ in the delta function is because of the
complex conjugation in 〈 ·, · 〉.
By (4.8) we have
q+j (η,ζ)|.
(
µ(µ∧λ1∧λ2)
λ1λ2
) 1
2
and |q−j (η,ζ)|. 1, (4.11)
where for the estimate on q+j we used
|η−ζ|− ||η|− |ζ||.µ∧λ1∧λ2.
Indeed, this is obvious if µ.λ1 ∼λ2. Now assume λ2≪λ1 ∼ µ. Then
|η−ζ|− ||η|− |ζ|| = |η−ζ|
2− (|η|− |ζ|)2
|η−ζ|+ ||η|− |ζ|| =
2|η||ζ|−2η ·ζ
|η−ζ|+ ||η|− |ζ|| .λ2.
The case λ1≪λ2 ∼ µ also follows by symmetry.
Now using the estimate for q+j in (4.11) we have for the (++) interaction∣∣∣Ft ,x [PµQ j (Sm(t) fλ1 ,Sm (t)gλ2)](τ,ξ)∣∣∣
.
(
µ(µ∧λ1∧λ2)
λ1λ2
) 1
2
Ï
ξ=η−ζ
ρµ(|η−ζ|)| f̂λ1 (η)||ĝλ2(ζ)|δ(τ+〈η〉m −〈ζ〉m )dηdζ
=
(
µ(µ∧λ1∧λ2)
λ1λ2
) 1
2
Ft ,x
[
Pµ
(
S(t)F−1x (| f̂λ1 |) ·S(−t)F−1x (|ĝλ2 |)
)]
(τ,ξ),
By Plancherel and Lemma 7(ii) we obtain
∥∥PµQ j (Sm(t) fλ1 ,Sm(t)gλ2)∥∥. (µ(µ∧λ1∧λ2)λ1λ2
) 1
2
∥∥∥Pµ (Sm(t)F−1x (| f̂λ1 |) ·Sm(−t)F−1x (|ĝλ2 |))∥∥∥
.
{
(λ1∧λ2)
∥∥ fλ1∥∥∥∥gλ2∥∥ if λ1≁λ2,
µ(µ/λ1)
1
2
∥∥ fλ1∥∥∥∥gλ2∥∥ if µ.λ1 ∼λ2.
Similarly, we use the estimate for q−j in (4.11) to estimate the (+-) interaction as∣∣∣Ft ,x [PµQ j (S(t) fλ1 ,S(−t)gλ2)](τ,ξ)∣∣∣
.
Ï
ξ=η−ζ
ρµ(|η−ζ|)|q−j (η,ζ)|| f̂λ1 (η)||ĝλ2(ζ)|δ(τ+〈η〉m +〈ζ〉m)dη
=Ft ,x
[
Pµ
(
Sm(t)F
−1
x (| f̂λ1 |) ·Sm(t)F−1x (|ĝλ2 |)
)]
(τ,ξ).
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By Plancherel and Lemma 7(i) we obtain∥∥PµQ j (Sm(t) fλ1 ,Sm (−t)gλ2)∥∥. ∥∥∥Pµ (Sm(t)F−1x (| f̂λ1 |) ·Sm(t)F−1x (|ĝλ2 |))∥∥∥
.
{
(λ1∧λ2)
∥∥ fλ1∥∥∥∥gλ2∥∥ if λ1≁λ2
µ
∥∥ fλ1∥∥∥∥gλ2∥∥ if µ.λ1 ∼ λ2.

Applying Lemma 4 (the transfer principle) to Lemma 9 we obtain the following.
Corollary 1 (Null-form estimates in theU 2-space). Let m ≥ 0 and µ,λ1,λ2 ≥ 1.
(i) (++) interaction: For all uλ1 ,vλ2 ∈U 2+ we have∥∥PµQ j (uλ1 ,vλ2)∥∥.
{
(λ1∧λ2)
∥∥uλ1∥∥U2+ ∥∥vλ2∥∥U2+ if λ1≁λ2,
µ(µ/λ1)
1
2
∥∥uλ1∥∥U2+ ∥∥vλ2∥∥U2+ if µ.λ1 ∼λ2.
(ii) (+-) interaction: For all uλ1 ∈U 2+ and vλ2 ∈U 2−, we have∥∥PµQ j (uλ1 ,vλ2 )∥∥.
{
(λ1∧λ2)
∥∥uλ1∥∥U2+ ∥∥vλ2∥∥U2− if λ1≁λ2,
µ
∥∥uλ1∥∥U2+ ∥∥vλ2∥∥U2− if µ.λ1 ∼λ2.
4.3. Bilinear estimates. In this section we express the bilinear terms in (4.6), Q j and
B j , in physical space. We then apply Cauchy-Schwarz and Strichartz estimates to derive
bilinear estimates forQ j and B j .
Lemma 10. Let Q denote any one of the Q j ’s ( j = 1, · · · ,3) and B denote any one of the
B j ’s ( j = 1, · · · ,4). For λ1,λ2 ≥ 1 assume that uλ1 ∈V 2± and vλ2 ∈ V 2±′ , where ± and ±′ are
two independent signs. Then∥∥PµQ(uλ1 ,vλ2)∥∥. (λ1λ2) 12 ∥∥uλ1∥∥U4± ∥∥vλ2∥∥U4±′ , (4.12)∥∥PµQ(uλ1 ,vλ2)∥∥. (λ1λ2) 12 ∥∥uλ1∥∥V 2± ∥∥vλ2∥∥V 2±′ , (4.13)∥∥PµB(uλ1 ,vλ2)∥∥. (λ1λ2) 12(λ1∧λ2) ∥∥uλ1∥∥V 2± ∥∥vλ2∥∥V 2±′ . (4.14)
Proof. By Proposition 2(iv), the estimate (4.13) follows from (4.12). Thus, we only need
to prove (4.12) and (4.14).
The null formsQ j (u,v) in (4.6) can be written in physical space as follows:
Q1(u,v)= 〈βRu,Rv 〉∓〈βR ju,R j v 〉,
Q2(u,v)= 〈βR ju,α jRv 〉±〈βRu,α jR j v 〉,
Q3(u,v)= 〈βR1u,γR2v 〉±〈βR2u,γR1v 〉,
(4.15)
where
R j =
∂ j
〈D〉m
and R = |D|〈D〉m
are Riesz operators. Theses operators are bounded in Lp for 1< p <∞, i.e.,∥∥R j fλ∥∥Lp . ∥∥ fλ∥∥Lp and ∥∥R fλ∥∥Lp . ∥∥ fλ∥∥Lp . (4.16)
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Now by Hölder, (4.16) and Lemma 5 we have∥∥PµQ j (uλ1 ,vλ2)∥∥. ∥∥uλ1∥∥L4t ,x ∥∥vλ2∥∥L4t ,x
. (λ1λ2)
1
2
∥∥uλ1∥∥U4± ∥∥vλ2∥∥U4±′ .
Nextwe prove (4.14). The bilinear termsB j (u,v) in (4.6) can bewritten in physical space
as follows:
B1(u,v)= 〈β(1−R)u,v 〉+〈βRu, (1−R)v 〉,
B2(u,v)=−〈βR ju,α j (1−R)v 〉±〈 (1−R)βu,α j R j v 〉,
B3(u,v)=∓〈u,〈D〉−1m v 〉+〈〈D〉−1m u,v 〉∓〈R ju,α j 〈D〉−1v 〉
∓〈〈D〉−1m u,α jR j v 〉∓〈β〈D〉−1m u,〈D〉−1m v 〉,
B4(u,v)=−〈〈D〉−1m u,v 〉.
(4.17)
Note that ∥∥〈D〉−1m fλ∥∥L2 . 〈λ〉−1m ∥∥ fλ∥∥L2 (4.18)
and ∥∥(1−R) fλ∥∥L2 . 〈λ〉−2m ∥∥ fλ∥∥L2 , (4.19)
where in the latter case we used Plancherel and the fact that
1− |ξ|〈ξ〉m
= 〈ξ〉m −|ξ|〈ξ〉m
= m
2
〈ξ〉m(〈ξ〉m +|ξ|)
∼m2〈ξ〉−2m .
Now using Hölder, Lemma 5, Proposition 2(iv) and (4.16)–(4.19) we obtain∥∥PµB1(uλ1 ,vλ2)∥∥. ∥∥(1−R)uλ1∥∥L4t ,x ∥∥vλ2∥∥L4t ,x +∥∥uλ1∥∥L4t ,x ∥∥(1−R)vλ2∥∥L4t ,x
. (λ1λ2)
1
2
{∥∥(1−R)uλ1∥∥U4± ∥∥vλ2∥∥U4±′ +∥∥uλ1∥∥U4± ∥∥(1−R)vλ2∥∥U4±′
}
.
. (λ1λ2)
1
2
{∥∥(1−R)uλ1∥∥V 2± ∥∥vλ2∥∥V 2±′ +∥∥uλ1∥∥V 2± ∥∥(1−R)vλ2∥∥V 2±′
}
.
.
(λ1λ2)
1
2
(λ1∧λ2)2
∥∥uλ1∥∥V 2± ∥∥vλ2∥∥V 2±′ .
Similarly,
∥∥PµB2(uλ1 ,vλ2)∥∥. (λ1λ2) 12(λ1∧λ2)2 ∥∥uλ1∥∥V 2± ∥∥vλ2∥∥V 2±′
and for j = 3,4
∥∥PµB j (uλ1 ,vλ2)∥∥. (λ1λ2) 12(λ1∧λ2) ∥∥uλ1∥∥V 2± ∥∥vλ2∥∥V 2±′

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5. REDUCTION OF THEOREM 2 TO NONLINEAR ESTIMATES
Let I = [0,∞). We define X s± to be the complete space of all functions u : I → L2 such
that Pµu ∈U 2±(I ,L2) for all µ≥ 1, with the norm
‖u‖X s± =
(∑
µ≥1
µ2s
∥∥1IPµu∥∥2U2±
) 1
2
<∞,
where ∥∥ f ∥∥U2± = ∥∥Sm(∓t) f ∥∥U2 .
The Duhamel representation of (1.10)-(1.11) is given by
ψ±(t)= Sm(±t)ψ±0 + Jm,±(ψ)(t), (5.1)
where
Jm,±(ψ)(t)=Π±m(D)
∫t
0
Sm(±(t − t ′))
[
(V ∗〈βψ,ψ〉)βψ
]
(t ′)dt ′. (5.2)
The linear part of (5.1) satisfies the following estimate:∥∥Sm(±t)ψ±0 ∥∥2X s± = ∑
µ≥1
µ2s
∥∥1ISm(±t)Pµψ±0 ∥∥2U2±
=
∑
µ≥1
µ2s
∥∥1IPµψ±0 ∥∥2U2
∼
∥∥ψ±0 ∥∥2H s .
(5.3)
So it remains to estimate Jm,±(ψ)(t). To this end we let ǫ= (ǫ1,ǫ2,ǫ3), where ǫ j ∈ {+,−}.
Sinceψ=ψ++ψ−, whereψ± =Π±m(D)ψ, we can write
Jm,±(ψ)(t)=
∑
ǫ j∈{+,−}
J ǫ±(ψ)(t),
where
J ǫm,±(ψ)(t)= iΠ±m(D)
∫t
0
Sm(±(t − t ′))
[
(V ∗〈βψǫ1 ,ψǫ2 〉)βψǫ3
]
(t ′)dt ′. (5.4)
Theorem 2 will follow by a contraction argument from (5.3) and the following cubic
estimates for Jm,±(ψ)(t) (see Subsection 5.3 below).
Proposition 4. Let m ≥ 0 and s > 0. For allψ± ∈ X s±, we have∥∥J ǫm,±(ψ)∥∥X s± . 3∏j=1
∥∥ψǫ j ∥∥X sǫ j .
5.1. ReductionofProposition4todyadic quadrilinear estimates. Due to time reversibil-
ity, wemay assume thatψ±(t)= 0 for t < 0. Let
Ψ
ǫ =V ∗〈βψǫ1 ,ψǫ2 〉βψǫ3 .
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By definition ofU 2±, (5.4), Theorem 3 and Proposition 3, we have∥∥Pλ J ǫm,±(ψ)∥∥U2± = ∥∥Sm(∓t)Pλ J ǫm,±(ψ)∥∥U2
=
∥∥∥∥Π±m (D)Pλ∫t
0
Sm(∓t ′)Ψǫ(t ′)dt ′
∥∥∥∥
U2
= sup
‖φλ‖V 2=1
∣∣∣B (Π±m(D)Pλ∫t
0
Sm(∓t ′)Ψǫ(t ′)dt ′,φ
)∣∣∣
= sup
‖φλ‖V 2=1
∣∣∣∫
R4
〈Ψǫ,Sm (±t)Pλφ± 〉 dtdx
∣∣∣
= sup∥∥∥φ±
λ
∥∥∥
V 2±
=1
∣∣∣∫
R4
V ∗〈βψǫ1 ,ψǫ2 〉〈βψǫ3 ,φ±λ 〉 dtdx
∣∣∣,
(5.5)
where Theorem 3 and Proposition 3 are used to obtain the third and fourth equality.
Hence∥∥J ǫm,±(ψ)∥∥2X s± = ∑
λ4≥1
λ2s4
∥∥Pλ4 J ǫm,±(ψ)∥∥2U2±
=
∑
λ4≥1
λ2s4 sup∥∥∥φ±
λ4
∥∥∥
V 2±
=1
∣∣∣∫
R4
V ∗〈βψǫ1 ,ψǫ2 〉〈βψǫ3 ,φ±λ4 〉 dtdx
∣∣∣2
.
∑
λ4≥1
λ2s4 sup∥∥∥φ±
λ4
∥∥∥
V 2±
=1
( ∑
λ1,λ2 ,λ3≥1
∣∣∣∫
R4
V ∗〈βψǫ1
λ1
,ψ
ǫ2
λ2
〉〈βψǫ3
λ3
,φ±λ4 〉 dtdx
∣∣∣)2
(5.6)
Set ǫ4 :=± and
I ǫm (λ) :=
∣∣∣∫
R4
V ∗〈βψǫ1
λ1
,ψ
ǫ2
λ2
〉〈βψǫ3
λ3
,φ
ǫ4
λ4
〉 dtdx
∣∣∣.
Observe that if ξ j and ξ4 are the spatial Fourier variables for the functions ψ
ǫ j
λ j
and φǫ4
λ4
one can see using Plancherel that the integral on the right vanishes unless
ξ1−ξ2+ξ3−ξ4 = 0.
Consequently, for each j = 1, · · · ,4 it follows from triangle inequality that the following
conditions must be satisfied:
λ j ≤ 3max{λk : k 6= j , k = 1, · · · ,4}. (5.7)
Moreover, if ξ0 is the frequency variable for 〈βψǫ1λ1 ,ψ
ǫ2
λ2
〉we have
ξ0 = ξ1−ξ2 =−ξ3+ξ4.
Thus, if ξ0 has dyadic size µ it follows from triangle inequality that the following condi-
tions must be satisfied: {
µ≪λ1 ∼ λ2 or µ∼ λ1∨λ2,
µ≪λ3 ∼ λ4 or µ∼ λ4∨λ4.
(5.8)
We denote the minimum, median and maximum of (λ1,λ2,λ3) by λmin, λmed and λmax,
respectively.
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Lemma 11. Assume λ j ≥ 1 and δ> 0. Then for allψ±λ j ∈U
2
± and φ
±
λ4
∈V 2± we have
I ǫm (λ).λ
δ
med
3∏
j=1
∥∥∥ψǫ j
λ j
∥∥∥
U2ǫ j
∥∥∥φǫ4
λ4
∥∥∥
V 2ǫ4
.
The proof of Lemma 11 is given in Section 6.
Now if we set c j ,λ j :=
∥∥∥ψǫ j
λ j
∥∥∥
U2ǫ j
by definition
∥∥∥λsj c j ,λ j ∥∥∥l2
λ j
=
∥∥ψǫ j ∥∥X sǫ j .
Consequently, Proposition 4 follows from (5.6), Lemma11 and the following Lemma.
Lemma 12. Let s > δ> 0. Then for all c j ,λ j ∈ l2λ j we have
S :=
∑
λ4≥1
[ ∑
λ1,λ2 ,λ3≥1
λs4λ
δ
med ·c1,λ1c2,λ2c3,λ3
]2
.
3∏
j=1
∥∥∥λsj c j ,λ j ∥∥∥2l2
λ j
.
5.2. Proof of Lemma 12. Without loss of generality one could assume λ1 ≤λ2 ≤λ3. We
deal with the cases λ4 ∼λ3, λ4≫λ3 and λ4≪λ3, separately.
5.2.1. Case 1: λ4 ∼ λ3. In this case we have
S.
∑
λ4≥1
[ ∑
λ1,λ2,λ3≥1
λs4(λ1λ2)
δ ·c1,λ1c2,λ2c3,λ3
]2
.
∥∥λs1c1,λ1∥∥2l2
λ1
∥∥λs2c2,λ2∥∥2l2
λ2
∑
λ4≥1
[ ∑
λ3∼λ4
λs4c3,λ3
]2
.
3∏
j=1
∥∥∥λsj c j ,λ j ∥∥∥2l2
λ j
,
where to obtain the second inequality, we used Cauchy-Schwarz in λ1 and in λ2, and
the fact that
∑
λ j≥1λ
−2(s−δ)
j . 1, since s > δ.
5.2.2. Case 2: λ4 ≫ λ3. We further divide this case into λ1 ≪ λ2 and λ1 ∼ λ2 Assume
first λ1 ≪ λ2. Then in view of (5.7) we have λ4 ∼ λ2. Now we can use Cauchy-Schwarz
in λ1 and in λ3 to obtain
S.
∑
λ4≥1
[ ∑
λ1,λ2,λ3≥1
λs4(λ1λ3)
δ ·c1,λ1c2,λ2c3,λ3
]2
.
∥∥λs1c1,λ1∥∥2l2
λ1
∥∥λs2c3,λ3∥∥2l2
λ3
∑
λ4≥1
[ ∑
λ2∼λ4
λs4c2,λ2
]2
.
3∏
j=1
∥∥∥λsj c j ,λ j ∥∥∥2l2
λ j
,
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Next assume λ1 ∼ λ2. In view of (5.7) we have λ4. λ2. Then we apply Cauchy-Schwarz
in λ1 ∼λ2 and in λ3 to obtain
S.
∑
λ4≥1
[ ∑
λ1,λ2 ,λ3≥1
λs4(λ1λ3)
δ ·c1,λ1c2,λ2c3,λ3
]2
.
[ ∑
λ4≥1
λ2s4 λ
2(δ−2s
4 )
]
3∏
j=1
∥∥∥λsj c j ,λ j ∥∥∥2l2
λ j
.
3∏
j=1
∥∥∥λsj c j ,λ j ∥∥∥2l2
λ j
,
5.2.3. Case 3: λ4 ≪ λ3. As above we further divide this case into λ1 ≪ λ2 and λ1 ∼ λ2.
Assume first λ1≪ λ2. In view of (5.7) we have λ2 ∼ λ3. Then applying Cauchy-Schwarz
first in λ1 and then in λ2 ∼λ3 we obtain
S.
∑
λ4≥1
[ ∑
λ1,λ2 ,λ3≥1
λs4(λ1λ2)
δ ·c1,λ1c2,λ2c3,λ3
]2
.
[ ∑
λ4≥1
λ2s4 λ
2(δ−2s
4 )
]
3∏
j=1
∥∥∥λsj c j ,λ j ∥∥∥2l2
λ j
.
3∏
j=1
∥∥∥λsj c j ,λ j ∥∥∥2l2
λ j
.
Assume next λ1 ∼ λ2. By (5.7) we have λ3 . λ2. Applying Cauchy-Schwarz first in λ1 ∼
λ2 and then in λ3 we obtain
S.
∑
λ4≥1
[ ∑
λ1,λ2 ,λ3≥1
λs4(λ1λ3)
δ ·c1,λ1c2,λ2c3,λ3
]2
.
[ ∑
λ4≥1
λ2s4 λ
2(δ−2s
4 )
]
3∏
j=1
∥∥∥λsj c j ,λ j ∥∥∥2l2
λ j
.
3∏
j=1
∥∥∥λsj c j ,λ j ∥∥∥2l2
λ j
.
5.3. Proof of Theorem 2. We solve the integral equation (5.1) by contraction mapping
techniques as follows. Define the mapping
ψ±(t)=T (ψ±)(t) := Sm(±t)ψ±0 + i Jm,±(ψ)(t). (5.9)
We look for the solution in the set
Dδ =
{
ψ± ∈ X s± : ‖ψ±‖X s± ≤ δ
}
.
Forψ± ∈Dδ and initial data of size
∥∥ψ±0 ∥∥H s ≤ ε≪ δ, we have by Proposition 4
‖T (ψ±)‖X s± . ε+δ
3 ≤ δ
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for small enough δ. Moreover, for solutions ψ± and φ± with the same data, one can
show the difference estimate
‖T (ψ±)−T (φ±)‖X s± .
(
‖ψ±‖X s± +‖φ
±‖X s±
)2
‖ψ±−φ±‖X s±
.δ2‖ψ±−φ±‖X s±
whenever ψ±, φ± ∈Dδ. Hence T is a contraction onDδ when δ≪ 1, which implies the
existence of a unique fixed point in Dδ solving the integral equation (5.9).
It thus remains to show scattering of solution of (5.9) to a free solution as t →∞. By
Proposition 2 and Proposition 4, we have for each µ
Sm(∓t)Pµ Jm,±(ψ) ∈V 2−,rc
and hence the limit as t→∞ exists for each µ. Combining this with∑
µ≥1
µ2s
∥∥Pµ Jm,±(ψ)∥∥2V 2 . 1
gives
lim
t→∞
Sm(∓t)Pµ Jm,±(ψ) := f± ∈H s .
Hence for the solution ψ± we have∥∥Sm(±t) f±−ψ±(t)∥∥H s → 0 as t→∞.
6. PROOF OF LEMMA 11
We use the notation
ψ1 :=ψǫ1λ1 , ψ2 :=ψ
ǫ2
λ2
, ψ3 :=ψǫ3λ3 , ψ4 :=φ
ǫ4
λ4
.
By symmetry we may set ǫ1 = ǫ3 = + in the integral for I ǫm , and thus we need to esti-
mate
I (λ) := I ǫm (λ)=
∣∣∣∫
R4
V ∗〈βψ1,ψ2 〉 · 〈βψ3,ψ4 〉 dtdx
∣∣∣
with ǫ1 = ǫ3 =+.
LetQ denote any one ofQl ’s for l = 1, · · · ,3 andB denote any one ofBl ’s for l = 1, · · · ,4. In
viewof the equations in (4.5)–(4.6), it suffices to show for ǫ1 = ǫ3 =+ the estimates
Ik (λ).λ
δ
med
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥V 2ǫ4 (k = 1, · · · ,4), (6.1)
where
I1(λ)=
∣∣∣∫
R4
V ∗Q(ψ1,ψ2) ·Q(ψ3,ψ4) dtdx
∣∣∣,
I2(λ)=
∣∣∣∫
R4
V ∗B(ψ1,ψ2) ·Q(ψ3,ψ4) dtdx
∣∣∣,
I3(λ)=
∣∣∣∫
R4
V ∗Q(ψ1,ψ2) ·B(ψ3 ,ψ4) dtdx
∣∣∣,
I4(λ)=
∣∣∣∫
R4
V ∗B(ψ1,ψ2) ·B(ψ3 ,ψ4) dtdx
∣∣∣.
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In the arguments that follow we repeatedly use the following facts (see Propositions 1
and 2):
U 2± ⊂U
p
± , V
2
± ⊂U
p
± for p > 2. (6.2)
We shall also use the conditions in (5.8). We remark that in R3 convolution with V (x)=
e−|x|/|x| is (up to a multiplicative constant) the Fourier-multiplier 〈D〉−2 with symbol
〈ξ〉−2.
6.1. Estimate for I4(λ). By the symmetry of our argument wemay assume λ1 ≤ λ2 and
λ3 ≤λ4. Using Littlewood-Paley decomposition, Hölder and the bilinear estimate(4.14),
we obtain
I4(λ).
∑
µ≥1
∥∥〈D〉−2PµB(ψ1,ψ2)∥∥∥∥PµB(ψ3,ψ4)∥∥
.
∑
µ≥1
〈µ〉−2(λ1λ3)−
1
2 (λ2λ4)
1
2
4∏
j=1
∥∥ψ j ∥∥V 2ǫ j
.
3∏
j=1
∥∥ψ j ∥∥U2ǫ j ∥∥ψ4∥∥V 2ǫ4
where to sumup the third line we considered the following cases: λ1 ∼λ2 orλ1≪λ2 ∼µ
and λ3 ∼λ4 or λ3≪λ4 ∼µ.
6.2. Estimate for I3(λ). As in the previous subsection we may assume λ3 ≤ λ4. Then
using Littlewood-Paley decomposition, Hölder, the null-form estimates in Corollary 1
and the bilinear estimate (4.14), we obtain
I3(λ).
∑
µ≥1
∥∥〈D〉−2PµQ(ψ1,ψ2)∥∥∥∥PµB(ψ3,ψ4)∥∥
.
∑
µ≥1
〈µ〉−2µλ−
1
2
3 λ
1
2
4
2∏
j=1
∥∥ψ j∥∥U2ǫ j
4∏
j=3
∥∥ψ j∥∥V 2ǫ j
.
3∏
j=1
∥∥ψ j ∥∥U2ǫ j ∥∥ψ4∥∥V 2ǫ4
where to sum up the second line we considered the cases λ3 ∼λ4 or λ3≪λ4 ∼µ.
6.3. Estimate for I2(λ). By the symmetry of our argument wemay assume λ1 ≤ λ2 and
λ3 ≤λ4.
6.3.1. Caseλ3≪λ4 ∼µ. As in the preceding subsections we useHölder and the bilinear
estimates (4.13) and (4.14) to obtain
I2(λ).
∑
µ≥1
∥∥〈D〉−2PµB(ψ1,ψ2)∥∥∥∥PµQ(ψ3,ψ4)∥∥
.
∑
µ≥1
〈µ〉−2λ−
1
2
1 (λ2λ3λ4)
1
2
4∏
j=1
∥∥ψ j∥∥V 2ǫ j
.
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥V 2ǫ4 ,
where to sum up the second line we considered the cases λ1 ∼λ2 or λ1≪λ2 ∼µ.
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6.3.2. Case λ3 ∼λ4.
Sub-case 1: λ2&λ3 ∼ λ4. Then byHölder, the bilinear estimate (4.14) and the null form
estimates in Corollary 1 we obtain
I2(λ).
∑
µ≥1
∥∥〈D〉−2PµB(ψ1,ψ2)∥∥∥∥PµQ(ψ3,ψ4)∥∥
.
∑
µ≥1
〈µ〉−2µλ−
1
2
1 λ
1
2
2
2∏
j=1
∥∥ψ j∥∥V 2ǫ j
4∏
j=3
∥∥ψ j∥∥U2ǫ j
.
3∏
j=1
∥∥ψ j ∥∥U2ǫ j ∥∥ψ4∥∥U2ǫ4 ,
where we used λ1 ∼λ2 or λ1≪λ2 ∼µ to sum up the second line.
On the other hand, applying Hölder and the bilinear estimates (4.12) and (4.14) we ob-
tain
I2(λ).
∑
µ≥1
〈µ〉−2λ−
1
2
1 (λ2λ3λ4)
1
2
2∏
j=1
∥∥ψ j∥∥V 2ǫ j
4∏
j=3
∥∥ψ j∥∥U4ǫ j
.λ3
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥U4ǫ4 ,
where we used λ1 ∼λ2 or λ1≪λ2 ∼µ to sum up the first line.
Nowwe use Lemma 2 to interpolate between the two estimates for I2(λ) above and ob-
tain
I2(λ).λ
δ
3
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥V 2ǫ4 .
Sub-case 2: λ2≪ λ3 ∼ λ4. Since by assumption λ1 ≤ λ2 we have µ≪ λ3 ∼ λ4. We sepa-
rate this sub-case further into (i): ǫ4 =+ and (ii): ǫ4 =−. Recall that ǫ3 =+.
(i): ǫ4 =+. By Hölder , the bilinear estimate (4.14) and the null form estimate in Corol-
lary 1(i) we obtain
I2(λ).
∑
µ≥1
∥∥〈D〉−2PµB(ψ1 ,ψ2)∥∥∥∥PµQ(ψ3,ψ4)∥∥
.
∑
µ≥1
〈µ〉−2λ−
1
2
1 λ
1
2
2 ·µ
3
2λ
− 12
3
3∏
j=1
∥∥ψ j∥∥V 2ǫ j
4∏
j=3
∥∥ψ j∥∥U2ǫ j
.λ
− 12
3
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥U2ǫ4 ,
where we used λ1 ∼λ2 or λ1≪λ2 ∼µ to sum up the second line.
On the other hand, similarly as in Sub-case 1 above we have
I2(λ).λ3
3∏
j=1
∥∥ψ j ∥∥U2ǫ j ∥∥ψ4∥∥U4ǫ4 .
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Then we use Lemma 2 to interpolate between the two estimates for I2 above and ob-
tain
I2(λ).
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥V 2ǫ4 .
(ii): ǫ4 =−. This case is contained in Lemma 13 below.
6.4. Estimate for I1(λ). By the symmetry of our argument wemay assume λ1 ≤ λ2 and
λ3 ≤λ4.
6.4.1. Case λ3≪λ4 ∼µ. By Hölder, (4.14) and the null form estimates in Corollary 1 we
obtain
I1(λ).
∑
µ≥1
∥∥〈D〉−2PµQ(ψ1,ψ2)∥∥∥∥PµQ(ψ3,ψ4)∥∥
.
∑
µ∼λ
〈µ〉−2µλ
1
2
3 λ
1
2
4
4∏
j=1
∥∥ψ j∥∥U2ǫ j
3∏
j=4
∥∥ψ j∥∥V 2ǫ j
.
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥V 2ǫ4 .
6.4.2. Case λ3 ∼λ4&µ.
Sub-case 1: λ2 & λ3 ∼ λ4. By Hölder and the null form estimates in Corollary 1 we
obtain
I1(λ).
∑
µ≥1
〈µ〉−2
∥∥PµQ(ψ1,ψ2)∥∥∥∥PµQ(ψ3,ψ4)∥∥
.
∑
1≤µ.λ3
〈µ〉−2µ2
4∏
j=1
∥∥ψ j∥∥U2ǫ j
. ln(λ3)
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥U2ǫ4 .
On the other hand, by Hölder, (4.12) and the null form estimates in Corollary 1 we
have
I1(λ).
∑
µ≥1
∥∥〈D〉−2PµQ(ψ1,ψ2)∥∥∥∥PµQ(ψ3,ψ4)∥∥
.
∑
µ≥1
〈µ〉−2µ(λ3λ4)
1
2
2∏
j=1
∥∥ψ j∥∥U2ǫ j
4∏
j=3
∥∥ψ j ∥∥U4ǫ j
.λ3
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥U4ǫ4 .
Thenwe interpolate the two estimates for I1 (λ) above, using Lemma2, and obtain
I1(λ).λ
δ
3
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥V 2ǫ4 .
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Sub-case 2: λ2≪ λ3 ∼ λ4. Since by assumption λ1 ≤ λ2 we have µ≪ λ3 ∼ λ4. We sepa-
rate this sub-case further into (i): ǫ4 =+ and (ii): ǫ4 =−. Recall that ǫ3 =+.
(i): ǫ4 =+. By Hölder and the null form estimates in Corollary 1
I1(λ).
∑
µ≥1
∥∥〈D〉−2PµQ(ψ1,ψ2)∥∥∥∥PµQ(ψ3,ψ4)∥∥
.
∑
1≤µ.λ2
〈µ〉−2µ 52λ−
1
2
3
4∏
j=1
∥∥ψ j∥∥U2ǫ j
.λ
1
2
2 λ
− 12
3
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥U2ǫ4 .
On the other hand, by Hölder and (4.12) we have
I1(λ).
∑
µ≥1
∥∥〈D〉−2PµQ(ψ1,ψ2)∥∥∥∥PµQ(ψ3,ψ4)∥∥
.
∑
µ≥1
〈µ〉−2(λ1λ2λ3λ4)
1
2
4∏
j=1
∥∥ψ j∥∥U4ǫ j
.λ2λ3
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥U4ǫ4
We then use Lemma 2 to interpolate between the two estimates for I1(λ) above and
obtain
I1(λ).λ
δ
2
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥V 2ǫ4 .
(ii): ǫ4 =−. This case is contained in Lemma 13 below.
6.5. Amodulation Lemma. Recall
ψ1 =ψǫ1λ1 , ψ2 =ψ
ǫ2
λ2
, ψ3 =ψǫ3λ3 , ψ4 =φ
ǫ4
λ4
,
where ǫ j ∈ {+,−} and ǫ1 = ǫ3 =+.
In the case ǫ4 =− and λ1 ≤ λ2≪ λ3 ∼ λ4 we exploit the non-resonance structure in the
integral for Ik (λ) to establish the required estimates for I1(λ) and I2(λ) (see Subsections
6.3.2(ii) and 6.4.2(ii) above). This is contained in the following Lemma.
Lemma 13. Let
J (λ)=
∣∣∣∫
R4
V ∗ A(ψ1,ψ2) ·Q(ψ3,ψ4) dtdx
∣∣∣,
where A is either Q or B. Assume ǫ1 = ǫ3 =+, ǫ4 =− and λ1 ≤λ2≪λ3 ∼λ4. Then
J (λ).λδ2
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥V 2ǫ4 . (6.3)
Proof. Decompose the functionsψ j into a low and highmodulation part, i.e.,ψ j =ψlj+
ψhj , where
ψhj :=Λ
ǫ j
≥λ3/8ψ j , ψ
l
j := Λ
ǫ j
<λ3/8ψ j .
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We claim that ∫
R4
V ∗ A(ψl1,ψl2) ·Q(ψl3,ψl4) dtdx = 0.
Indeed, let (τ j ,ξ j ) be the space-time Fourier variables of the functions ψ
l
j . Clearly, the
integral vanishes unless τ1−τ2+τ3−τ4 = 0 and ξ1−ξ2+ξ3−ξ4 = 0. By assumption and
definition of lowmodulation, the contributing set must then satisfy
4 · λ3
8
= λ
2
> |(τ1+〈ξ1〉m)− (τ2+ǫ2〈ξ2〉m)+ (τ3+〈ξ3〉m)− (τ4−〈ξ4〉m)|
= 〈ξ1〉m −ǫ2〈ξ2〉m +〈ξ3〉m +〈ξ4〉m ≥
λ3
2
,
which is a contradiction, and hence the integral vanishes. Thus, we always have at least
one function on high modulation in the integral for J . There are 15 cases of which at
least one of the four functions has high modulation but we consider only 4 cases where
one of the functions is on high modulation and the other functions are on high or low
modulation.
Case 1: ψ1 =ψh1 orψ2 =ψh2 . We only consider the caseψ1 =ψh1 since the caseψ2 =ψh2
can be handled in a similar way.
Sub-case (i): A =Q. By Hölder, Sobolev, Lemma 5, Corollary 1(ii) and (2.7) we obtain
J (λ).
∑
µ≥1
‖〈D〉−2PµQ(ψh1 ,ψ2)‖L2t L1x‖PµQ(ψ3,ψ4)‖L2t L∞x
.
∑
µ≥1
〈µ〉−2µ 32
∥∥∥ψh1∥∥∥L2t ,x ∥∥ψ2∥∥L∞t L2x ‖PµQ(ψ3,ψ4)‖L2t ,x
.
∑
1≤µ.λ2
〈µ〉−2µ 52λ−
1
2
3
2∏
j=1
∥∥ψ j∥∥V 2ǫ j
4∏
j=3
∥∥ψ j∥∥U2ǫ j
.λ
1
2
2 λ
− 12
3
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥U2ǫ4 ,
where we used the physical space representation of the termQ(ψh1 ,ψ2) found in (4.15).
On the other hand, applying 4.12 to the norm ‖PµQ(ψ3,ψ4)‖L2t ,x we obtain
J (λ).
∑
1≤µ.λ2
〈µ〉−2µ 32λ−
1
2
3 (λ3λ4)
1
2
2∏
j=1
∥∥ψ j∥∥V 2ǫ j
4∏
j=3
∥∥ψ j∥∥U4ǫ j
.λ
1
2
3
3∏
j=1
∥∥ψ j ∥∥U2ǫ j ∥∥ψ4∥∥U4ǫ4 ,
Nowwe use Lemma 2 to interpolate between the two estimates for J (λ) above to obtain
the desired estimate (6.3).
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Sub-case (ii): A = B. By Hölder, Sobolev, Lemma 5, Corollary 1(ii) and (2.7) we obtain
J (λ).
∑
µ≥1
‖〈D〉−2PµB(ψh1 ,ψ2)‖L2t L1x‖PµQ(ψ3,ψ4)‖L2t L∞x
.
∑
µ≥1
〈µ〉−2µ 32λ−11
∥∥∥ψh1∥∥∥L2t ,x ∥∥ψ2∥∥L∞t L2x ‖PµQ(ψ3,ψ4)‖L2t ,x
.
∑
1≤µ.λ2
〈µ〉−2µ 52λ−11 λ
− 12
3
2∏
j=1
∥∥ψ j∥∥V 2ǫ j
4∏
j=3
∥∥ψ j∥∥U2ǫ j
.λ
1
2
2 λ
− 12
3
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥U2ǫ4 ,
where theHölder inequality is applied on thephysical space representation ofB(ψh1 ,ψ2)
found in (4.17). On the other hand, applying 4.12 to the norm ‖PµQ(ψ3,ψ4)‖L2t ,x we
obtain
J (λ).
∑
1≤µ.λ2
〈µ〉−2µ 32λ−11 λ
− 12
3 (λ3λ4)
1
2
2∏
j=1
∥∥ψ j∥∥V 2ǫ j
4∏
j=3
∥∥ψ j∥∥U4ǫ j
.λ
1
2
3
3∏
j=1
∥∥ψ j ∥∥U2ǫ j ∥∥ψ4∥∥U4ǫ4 ,
Interpolating between the two estimates for J (λ) above, using Lemma 2, and obtain the
desired estimate (6.3).
Case 2: ψ3 =ψh3 orψ4 =ψh4 . We only consider the caseψ4 =ψh4 since the caseψ3 =ψh3
can be handled in a similar way.
Sub-case (i): A =Q. By Hölder, Sobolev, Lemma 5, Lemma 1 and (2.7) we have
J (λ).
∑
µ≥1
∥∥〈D〉−2PµQ(ψ1,ψ2)∥∥L2t L∞x ∥∥∥PµQ(ψ3,ψh4 )∥∥∥L2t L1x
.
∑
µ≥1
µ−
1
2
∥∥PµQ(ψ1,ψ2)∥∥∥∥ψ3∥∥L∞t L2x ∥∥∥ψh4∥∥∥L2
.
∑
1≤µ.λ3
µ
1
2λ
− 12
3
2∏
j=1
∥∥ψ j∥∥U2ǫ j
4∏
j=3
∥∥ψ j ∥∥V 2ǫ j .
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥V 2ǫ4 .
Sub-case (ii): A = B. By Hölder, Sobolev, (4.14) and (2.7) we have
J (λ).
∑
µ≥1
∥∥〈D〉−2PµB(ψ1,ψ2)∥∥L2t L∞x ∥∥∥PµQ(ψ3,ψh4 )∥∥∥L2t L1x
.
∑
µ≥1
µ−
1
2
∥∥PµB(ψ1,ψ2)∥∥∥∥∥PµQ(ψ3,ψh4 )∥∥∥L2t L1x
.
∑
µ≥1
µ−
1
2λ−11 (λ1λ2)
1
2
∥∥ψ1∥∥V 2ǫ1 ∥∥ψ2∥∥V 2ǫ2 ∥∥ψ3∥∥L∞t L2x
∥∥∥ψh4∥∥∥L2t ,x
.
∑
µ≥1
µ−
1
2λ
− 12
1 λ
1
2
2 λ
− 12
3
4∏
j=1
∥∥ψ j ∥∥V 2ǫ j .
3∏
j=1
∥∥ψ j∥∥U2ǫ j ∥∥ψ4∥∥V 2ǫ4 ,
since λ1 ≤λ2≪λ3 ∼ λ4.

SMALL DATA SCATTERING FOR DIRAC TYPE EQUATION IN 3D 26
7. PROOF OF LEMMA 6
Toprove the estimates in Lemma6 we closely follow the argument of Foschi–Klainerman
form = 0 [11, Lemma 4.1 and Lemma 4.4].
For a smooth function ϕ, define the hypersurface S = {x ∈ R3 : ϕ(x) = 0}. If ∇ϕ 6= 0 for
x ∈ S∩ supp(Φ), then ∫
R3
Φ(x)δ(ϕ(x))dx =
∫
S
Φ(x)
|∇ϕ(x)| dSx . (7.1)
For a nonnegative smooth functionh whichdoesnot vanish on S, (7.1) also implies
δ(ϕ(x))= h(x)δ
(
h(x)ϕ(x)
)
. (7.2)
7.1. Proofof Lemma6(i). First note that the integral I+ ( f ,g ) is supported on the set
E (τ,ξ)= {η ∈R3 : 〈η〉m +〈ξ−η〉m = τ}. (7.3)
Thus for η ∈ E (τ,ξ) we have
τ2−|ξ|2−4m2 = (〈η〉m +〈ξ−η〉m)2−|ξ|2−4m2
= 2〈η〉m〈ξ−η〉m −2(|η||ξ−η|+m2)+2(|η||ξ−η|−η · (ξ−η))
≥ 0.
(7.4)
Nowwe use (7.2) to write
δ(τ−〈η〉m −〈ξ−η〉m )
= [(τ−〈η〉m )+〈ξ−η〉m]δ
(
(τ−〈η〉m)2−〈ξ−η〉2m
)
= 2(τ−〈η〉m )δ
(
τ2−|ξ|2−2τ〈η〉m +2ξ ·η
)
,
(7.5)
where in the first line we multiplied the argument of the delta function on the left by
(τ−〈η〉m)+〈ξ−η〉m .
Introduce polar coordinate η=σω, whereω ∈S2:
|η| =σ, dη=σ2dSwdσ.
Then using (7.5) and (7.2) we obtain
I+( f ,g )(τ,ξ)= 2
∫
R3
(τ−〈η〉m) f (|η|)g (|ξ−η|)δ
(
τ2−|ξ|2−2τ〈η〉m +2ξ ·η
)
dη
≃
∫pτ2−m2
0
∫
ω∈S2
σ2(τ−〈σ〉m) f (σ)g
(√
(τ−〈σ〉m)2−m2
)
δ
(
τ2−|ξ|2−2τ〈σ〉m +2σξ ·ω
)
dSωdσ
≃ 1|ξ|
∫pτ2−m2
0
∫
ω∈S2
σ(τ−〈σ〉m) f (σ)g
(√
(τ−〈σ〉m)2−m2
)
δ
(
τ2−|ξ|2−2τ〈σ〉m
2|ξ|σ +
ξ ·ω
|ξ|
)
dSωdσ,
where in the second inequality we used the fact that
τ−〈η〉m)= 〈ξ−η〉m ⇒ |ξ−η| =
√
(τ−〈σ〉m)2−m2.
Changing variable
s = ω ·ξ|ξ| ⇒ dSw = dSw ′ds, where ω
′ ∈S1,
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we have
I+( f ,g )(τ,ξ)≃
1
|ξ|
∫pτ2−m2
0
∫1
−1
σ(τ−〈σ〉m) f (σ)g
(√
(τ−〈σ〉m)2−m2
)
δ
(
τ2−|ξ|2−2τ〈σ〉m
2|ξ|σ + s
)
dsdσ
Again, changing variable
r = 〈σ〉m ⇒ rdr =σdσ
we obtain
I+( f ,g )(τ,ξ)≃
1
|ξ|
∫τ
m
∫1
−1
r (τ− r ) f
(√
r 2−m2
)
g
(√
(τ− r )2−m2
)
δ
(
τ2−|ξ|2−2τr
2|ξ|
p
r 2−m2
+ s
)
dsdr
≃ 1|ξ|
∫∞
0
r (τ− r )1D+(r ) f
(√
r 2−m2
)
g
(√
(τ− r )2−m2
)
dr,
where
D+ :=D+(τ,ξ)= [m,τ]∩
{
r ∈R : −1≤ τ
2−|ξ|2−2τr
2|ξ|
p
r 2−m2
≤ 1
}
So r ∈D+ if and only if r ∈ [m,τ] and
(τ2−|ξ|2−2τr )2−4|ξ|2r 2+4m2|ξ|2 ≤ 0.
The latter condition is equivalent to
(r −a+)(r −a−)≤ 0,
where
a± =
τ
2
± |ξ|
2
√
τ2−|ξ|2−4m2
τ2−|ξ|2 .
Thus r ∈ [a−,a+], and hence D+ = [m,τ]∩ [a−,a+] . We claim that [a−,a+] ⊆ [m,τ].
Clearly, a+ ≤ τ since |ξ| < τ and 1− 4m
2
τ2−|ξ|2 ≤ 1 by (7.8). The condition a− ≥m is equiva-
lent to
τ−2m ≥ |ξ|
√
τ2−|ξ|2−4m2
τ2−|ξ|2
which can be squared to obtain
τ4−4mτ3+4m2τ2−2|ξ|2τ2+4mτ|ξ|2+|ξ|4 ≥ 0
The expression on the left hand side can be written as(
(τ−m)2−m2
)2−2|ξ|2 ((τ−m)2−m2)+|ξ|4 = ((τ−m)2−m2)−|ξ|2)2
which is ≥ 0.
Thus D+ = [a−,a+], and hence
I+( f ,g )(τ,ξ)≃
1
|ξ|
∫a+
a−
r (τ− r ) f
(√
r 2−m2
)
g
(√
(τ− r )2−m2
)
dr.
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7.2. Proofof Lemma6(ii). First note that the integral I− ( f ,g ) is supported on the set
H (τ,ξ)= {η ∈R3 : 〈η〉m −〈ξ−η〉m = τ}. (7.6)
Thus for η ∈H (τ,ξ) we have
|ξ|2−τ2 = |ξ|2− (〈η〉m −〈ξ−η〉m)2
= 2〈η〉m〈ξ−η〉m −2m2+2η · (ξ−η))≥ 0,
(7.7)
where in the last inequality we used the fact
2〈η〉m〈ξ−η〉m ≥ 2|η||ξ−η|+2m2 .
Since the expression on the second line is ≥ 0, we conclude
τ2−|ξ|2 ≥ 4m2. (7.8)
By (7.2) we have
δ(τ−〈η〉m +〈ξ−η〉m)= [−(τ−〈η〉m)+〈ξ−η〉m ]δ
(
−(τ−〈η〉m)2+〈ξ−η〉2m
)
=−2(τ−〈η〉m )δ
(
|ξ|2−τ2+2τ〈η〉m −2ξ ·η
)
,
where in the first line we multiplied the argument of the delta function on the left by
−(τ−〈η〉m)+〈ξ−η〉m .
Now introduce polar coordinate η = σω, where ω ∈ S2. Proceeding similarly as in the
above subsection we obtain
I−( f ,g )(τ,ξ)≃
1
|ξ|
∫∞
0
∫1
−1
σ(〈σ〉m −τ) f (σ)g
(√
(〈σ〉m−τ)2−m2
)
δ
( |ξ|2−τ2+2τ〈σ〉m
2|ξ|σ − s
)
dsdσ
= 1|ξ|
∫∞
0
r (r −τ)1D−(r ) f
(√
r 2−m2
)
g
(√
(r −τ)2−m2
)
dr,
where
D− :=D−(τ,ξ)= [m,∞)∩
{
r ∈R : −1≤ |ξ|
2−τ2+2τr
2|ξ|
p
r 2−m2
≤ 1
}
.
So r ∈D− if and only if r ∈ [m,∞] and
(|ξ|2−τ2+2τr )2−4|ξ|2r 2+4m2|ξ|2 ≤ 0
The latter condition is equivalent to
(r −a+)(r −a−)≥ 0,
where a± is given above. Thus r ≤ a− or r ≥ a+, and hence
D− = [m,∞)∩ {(−∞,a−]∪ [a+,∞)}.
We claim that a− <m and a+ ≥m. These would imply D− = [a+,∞), and hence
I−( f ,g )(τ,ξ)≃
1
|ξ|
∫∞
b+
r (r −τ) f
(√
r 2−m2
)
g
(√
(r −τ)2−m2
)
dr.
It remains to prove the claim. By (7.7) we have −|ξ| ≤ τ≤ |ξ|. So clearly,
a− ≤
|ξ|
2
(
1−
√
1+ 4m
2
|ξ|2−τ2
)
≤ 0≤m.
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Next we show that a+ ≥m. If 0≤ τ≤ |ξ| we have
a+ ≥
τ
2
+ |ξ|
2
·
√
4m2
|ξ|2 =
τ
2
+m ≥m.
Now assume −|ξ| ≤ τ< 0. Then a+ >m if and only if
|ξ|
√
|ξ|2−τ2+4m2
|ξ|2−τ2 ≥ 2m−τ.
Since τ< 0, we can square both sides to obtain the condition
τ4−4mτ3+4m2τ2−2|ξ|2τ2+4mτ|ξ|2+|ξ|4 ≥ 0
The expression on the left hand side can be written as(
(τ−m)2−m2
)2−2|ξ|2 ((τ−m)2−m2)+|ξ|4 = ((τ−m)2−m2)−|ξ|2)2
which is ≥ 0.
8. PROOF OF LEMMA 7
By symmetrywemay assumeλ1 ≤ λ2. Thus, we are reduced to the following cases:
(a) λ1.λ2 ∼µ ,
(b) µ≪λ1 ∼λ2.
8.1. Case (a): λ1 . λ2 ∼ µ. First assume µ = 1, and hence λ2 ∼ µ = 1. In this case we
simply apply Hölder and Lemma 5 to obtain∥∥Pµ(Sm(t) fλ1Sm(±t)gλ2)∥∥L2t ,x . ∥∥Sm(t) fλ1∥∥L4t ,x ∥∥Sm(±t)gλ2)∥∥L4t ,x
.
∥∥ fλ1∥∥L2x (R3)∥∥gλ2∥∥L2x (R3) . (8.1)
Thus, we may from now on assume µ> 1. Taking the space-time Fourier transform we
have
Ft ,x
[
Pµ(Sm(t) fλ1Sm(t)gλ2)
]
(τ,ξ)= ρµ(|ξ|)
∫
R3
f̂λ1(η)ĝλ2(ξ−η)δ(τ−〈η〉m −〈ξ−η〉m )dη,
Ft ,x
[
Pµ(Sm(t) fλ1Sm(−t)gλ2)
]
(τ,ξ)= ρµ(|ξ|)
∫
R3
f̂λ1(η)ĝλ2(ξ−η)δ(τ−〈η〉m +〈ξ−η〉m )dη.
By Cauchy-Schwarz∣∣Ft ,x [Pµ(Sm(t) fλ1Sm(±t)gλ2)](τ,ξ)∣∣2
≤ I±(τ,ξ) ·
∫
R3
| f̂λ1 (η)|2|ĝλ2 (ξ−η)|2δ(τ−〈η〉m ∓〈ξ−η〉m )dη,
where
I±(τ,ξ)= ρµ(|ξ|)
∫
R3
ρλ1(|η|)ρλ2 (|ξ−η|)δ(τ−〈η〉m ∓〈ξ−η〉m)dη.
Nowwe claim that
sup
(τ,ξ)∈R1+3
I±(τ,ξ).λ21 if λ1.λ2 ∼µ. (8.2)
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Assume for the moment that this claim holds. Then integration with respect to τ and ξ
gives the following:
‖Pµ(Sm(t) fλ1Sm(±t)gλ2)‖2 =
∫
R1+3
∣∣Ft ,x [Pµ(Sm(t) fλ1Sm(±t)gλ2)] (τ,ξ)∣∣2 dτdξ
.λ21
∫
R3
∫
R3
| f̂λ1 (η)|2|ĝλ2(ξ−η)|2
(∫
R3
δ(τ−〈η〉m ±〈ξ−η〉m)dτ
)
dηdξ
=λ21‖ fλ1‖2‖gλ2‖2,
where we used the fact
∫
R
δ(τ−〈η〉m ∓〈ξ−η〉m)dτ= 1. This estimate together with (8.1)
establishes Lemma 7(i) and (ii) in the case λ1.λ2 ∼ µ.
Thus, it remains to prove (8.2).By Lemma 7 we have
I+(τ,ξ)≃
ρµ(|ξ|)
|ξ|
∫a+
a−
r (τ− r )ρλ1
(√
r 2−m2
)
ρλ2
(√
(τ− r )2−m2
)
dr,
I−(τ,ξ)≃
ρµ(|ξ|)
|ξ|
∫∞
a+
r (r −τ)ρλ1
(√
r 2−m2
)
ρλ2
(√
(r −τ)2−m2
)
dr.
By the support assumption in the integral for I+ we have r ∼ 〈λ1〉m and τ− r ∼ 〈λ2〉m .
Since µ> 1 and λ1.λ2 ∼ µwe have
sup
(τ,ξ)∈R1+3
I+(τ,ξ).
〈λ1〉m〈λ2〉m
µ
∫
r∼〈λ1〉m
dr ∼λ21.
Similarly, by the support assumption in the integral for I− we have r ∼ 〈λ1〉m and r −τ∼
〈λ2〉m . Since µ> 1 and λ1.λ2 ∼µwe have
sup
(τ,ξ)∈R1+3
I−(τ,ξ).
〈λ1〉m〈λ2〉m
µ
∫
r∼〈λ1〉m
dr ∼λ21.
8.2. Case (b): µ≪ λ1 ∼ λ2. In this case we follow the argument of Foschi–Klainerman
form = 0 [11, Lemma 12.1] and introduce a collection of cubes Cz = µz+ [0,µ)3 , z ∈Z3,
which induce a disjoint covering of R3. By the triangle inequality
‖Pµ(S(t) fλ1Sm(±t)gλ2)‖.
∑
z,z′∈Z3
∥∥Pµ(Sm(t)PCz fλ1 ·Sm(±t)PCz′ gλ2)∥∥ , (8.3)
where PCz is the frequency projection onto Cz . Let
fλ1 ,z :=PCz fλ and gλ2,z′ :=PCz′ gλ2 .
Taking the Fourier Transform we have
Ft ,x
[
Pµ(Sm(t) fλ1,z ·Sm(±t)gλ2,z′ )
]
(τ,ξ)
= ρµ(|ξ|)
∫
R3
fλ1 ,z (η)gλ2,z′ (ξ−η)δ(τ−〈η〉m ∓〈ξ−η〉m )dη. (8.4)
Since µ≪ λ1 ∼ λ2 and η ∈ Cz , ξ−η ∈ Cz′ , the integral in (8.4) yields a nontrivial con-
tribution if Cz and Cz′ are almost opposite, i.e., if ∠(η,ξ−η) ∼ 1. In other words, for
each z ∈ Z3, only those z ′ ∈ Z3 with |z + z ′| . 1 yield a nontrivial contribution to the
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sum (8.3). We use these observations and apply Lemma 14(i)–(ii) below to (8.3), and use
Cauchy-Schwarz to obtain
‖Pµ(Sm(t) fλ1Sm(t)gλ2)‖.µ
∑
|z+z′ |.1
‖ fz,λ1‖‖gz′,λ2‖
.µ
( ∑
z∈Z3
‖ fz,λ1‖2
) 1
2
( ∑
z′∈Z3
‖gz′,λ2‖2
) 1
2
∼ µ‖ fλ1‖‖gλ2‖
and
‖Pµ(Sm(t) fλ1Sm (−t)gλ2)‖. (µλ1)
1
2
∑
|z+z′ |.1
‖ fz,λ1‖‖gz′,λ2‖
. (µλ1)
1
2
( ∑
z∈Z3
‖ fz,λ1‖2
) 1
2
( ∑
z′∈Z3
‖gz′,λ2‖2
) 1
2
∼ (µλ1)
1
2 ‖ fλ1‖‖gλ2‖.
Lemma 14 (Refined bilinear estimates). Assume µ≪λ1 ∼λ2. For all (z,z ′) ∈Z3×Z3 we
have the following localized bilinear estimates:
(i) (++) interaction:∥∥Pµ(Sm(t) fz,λ1 ·Sm (t)gz′,λ2 )∥∥.µ‖ fz,λ1‖‖gz′,λ2‖. (8.5)
(ii) (+-) interaction:∥∥Pµ(Sm(t) fz,λ1 ·Sm(−t)gz′,λ2 )∥∥. (µλ1) 12 ‖ fz,λ1‖‖gz′,λ2‖. (8.6)
8.2.1. Proof of Lemma 14(i). Set ρz,λ(|ξ|)= 1B2µ(µz)(ξ)·ρλ(|ξ|), whereB2µ(µz) denotes the
ball of centerµz and radius 2µ. Squaring (8.4) andusingCauchy-Schwarzwehave∣∣Ft ,x [Pµ(Sm(t) fλ1,z ·Sm(t)gλ2,z′ )] (τ,ξ)∣∣2
. J+z,z′ (τ,ξ) ·
∫
R3
|fz,λ1 (η)|2|gz′,λ2(ξ−η)|2δ(τ−〈η〉m −〈ξ−η〉m)dη, (8.7)
where
J+z,z′ (τ,ξ)= ρµ(|ξ|)
∫
R3
ρz,λ1 (|η|)ρz′ ,λ2(|ξ−η|)δ(τ−〈η〉m −〈ξ−η〉m )dη.
It suffices to show for all (z,z ′) ∈Z3×Z3 that
sup
(τ,ξ)∈R1+3
J+z,z′ (τ,ξ).µ
2 if µ≪λ1 ∼λ2. (8.8)
Integration of (8.7) in τ and ξ then yields Lemma 14(i).
We now prove (8.8). By (7.1) we have
J+z,z′ (τ,ξ)= ρµ(|ξ|)
∫
η∈E (τ,ξ)∩B2µ(µz)
ρλ1 (|η|)ρz′ ,λ2(|ξ−η|)
|∇η(〈η〉m+〈ξ−η〉m )|
dSη,
where the set E (τ,ξ) is as in (7.3). Since∠(η,ξ−η)∼ 1 we have
|∇η(〈η〉m +〈ξ−η〉m)| =
∣∣∣∣ η〈η〉m − ξ−η〈ξ−η〉m
∣∣∣∣∼ 1.
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The domain of integration, E (τ,ξ)∩B2µ(µz), is a two dimensional surface with area .
µ2. Thus for all (z,z ′) ∈Z3×Z3 and (τ,ξ) ∈R1+3, we have
J+z,z′ (τ,ξ). |E (τ,ξ)∩B2µ(µz)|.µ2,
and this establishes the (8.8) .
8.2.2. Proof of Lemma 14(ii). Here we follow Foschi–Klainerman form = 0 [11, proof of
Lemma 12.1– equation (66)]). To estimate the left hand side of (8.6) first we square (8.4)
(the +- case), write it as a double integral and then integrate over τ and ξ . After applying
the Fubini-Tonelli theorem and rearranging the integrand we obtain∥∥Pµ(Sm(t) fz,λ1 ·Sm (−t)gz′,λ2)∥∥2
=
∫
R9
fλ1 ,z (η)gλ2,z′ (ζ) ·fλ1 ,z (ξ−ζ)gλ2,z′ (ξ−η)dσ(ξ,η,ζ),
where dσ(ξ,η,ζ) is the surface measure
dσ(ξ,η,ζ)= ρ2µ(|ξ|) ·δ
(
〈η〉m +〈ζ〉m −〈ξ−η〉m −〈ξ−ζ〉m
)
dξdηdζ.
Applying Cauchy-Schwarz on the termsfλ1,z (η)gλ2,z′ (ζ) andfλ1,z (ξ−ζ)gλ2,z′ (ξ−η) with
respect to the measure dσ(ξ,η,ζ), and then changing variables we obtain∥∥Pµ(Sm(t) fz,λ1 ·Sm (−t)gz′,λ2)∥∥2 ≤∫
R9
|fλ1 ,z (ξ−η)|2|gλ2,z′ (ξ−ζ)|2dσ(ξ,η,ζ)
.
∫
R6
J−z,z′ (η,ζ) · |fλ1 ,z (ξ−η)|2|gλ2,z′ (ξ−ζ)|2dηdζ,
where
J−z,z′ (η,ζ)=
∫
R3
ρz,λ1 (|ξ−η|)ρz′ ,λ2 (|ξ−ζ|)ρµ(|ξ|)
×δ(〈η〉m +〈ζ〉m −〈ξ−η〉m −〈ξ−ζ〉m )dξ.
So it suffices to show for all (z,z ′) ∈Z3×Z3 that
sup
η∈Cz , ζ∈Cz′
J−z,z′ (η,ζ).µλ1 for µ≪λ1 ∼λ2. (8.9)
By (7.1) we have
J−z,z′ (η,ζ)=
∫
ξ∈E (η,ζ)
ρz,λ1 (|ξ−η|)ρz′ ,λ2 (|ξ−ζ|)ρµ(|ξ|)
|∇ξ(〈ξ−η〉m +〈ξ−ζ〉m )|
dSξ,
where
E (η,ζ)=
{
ξ ∈R3 : 〈ξ−η〉m +〈ξ−ζ〉m = 〈η〉m +〈ζ〉m
}
.
Nowwe compute
|∇ξ(〈ξ−η〉m +〈ξ−ζ〉m )|2 =
∣∣∣∣ ξ−η〈ξ−η〉m + ξ−ζ〈ξ−ζ〉m
∣∣∣∣2
=
∣∣∣∣ |ξ−η|〈ξ−η〉m − |ξ−ζ|〈ξ−ζ〉m
∣∣∣∣2+ 2
[
|ξ−η||ξ−ζ|+ (ξ−η) · (ξ−ζ)
]
〈ξ−η〉m〈ξ−ζ〉m
& θ2,
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where θ =∠
(
ξ−η,−(ξ−ζ)
)
. Observe that since ξ−η ∈ Cz and ξ−ζ ∈Cz′ , where |z+z ′|. 1
(see the comments under equation (8.4)), we conclude that
θ ∼µ/λ1.
Thus |∇ξ(〈ξ−η〉m +〈ξ−ζ〉m )|&µ/λ1, and hence
J−z,z′ (η,ζ).
λ1
µ
∫
ξ∈E (η,ζ)∩B2µ(0)
dSξ =
λ1
µ
|E (η,ζ)∩B2µ(0)|.µλ1
since E (τ,ξ)∩B2µ(µz) is a two dimensional surface with area . µ2. This establishes
(8.9).
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