





South-east Greenland Ice Sheet short term 
response to environmental conditions 
Anthony Seale1,2 
An automated method for tracking the calving margin positions of tidewater glaciers from 
MODIS imagery was developed, allowing for the recording of high temporal resolution 
change over 24 glaciers. Results compared well to those of other studies which have been 
limited in either temporal or spatial resolution by more labour intensive methods. Many 
glaciers exhibited a strong sensitivity to a seasonal forcing. Over 2002 to 2005, 14 of the 
glaciers retreated by over 0.5 km, the largest with a retreat of 5.0 km. Total recovery during 
2005 to 2008 was 21% of previous retreat. During the study period both surrounding sea 
and air surface temperatures (SSTs and SATs) gradually increased by 2° and 1.5° C 
respectively until mid 2004, after which mean annual SAT dropped by 4° C and SSTs 
remained high, suggesting a dominant influence of SATs. Margin positions appeared to 
switch between stable bathymetric states, triggered by temperature changes. The rapid 
stepped retreats observed over short timescales indicate that future outlet glacier response 
to climate change is likely to be non-linear and that the findings of mass balance studies 
based upon comparisons between specific years may not be robust. Expanding this study 
over the whole ice sheet has been shown to be feasible and would depict margin changes in 
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For many years  it was  thought  that  the negative contribution  to  the Greenland  Ice Sheet 
(GrIS)  mass  balance  was  determined  largely  by  surface  melt  rates  in  response  to  air 
temperatures. Summarising the research of its time, the 2001 IPCC report (IPCC 2001) even 
suggested  a  contemporary  and  future  positive  mass  balance,  with  snow  accumulation 
outweighing  melt  rates.  The  magnitude  (Krabill  et  al.  2004)  and  extent  (Rignot  & 
Kanagaratnam 2006) of rapid changes that have occurred on the GrIS  in the  last 10 years, 
taken with  the  speed of  their onset  (Howat et al. 2007)  forced glaciologists  to  reconsider 
GrIS  mass  balance,  recognising  the  role  of  dynamic  change.  The  IPCC  (2007)  has  since 










to  realise  the  role  of  glacier  dynamics  in GrIS mass  balance  and  that  such  changes  had 
started between 1993  and 1999. Extending  the  technique over  the period 1997  to 2003, 
Krabill et al. (2004) estimated average ice loss from the GrIS to be 80 ± 12 km3 yr‐1, up from 
60 km3 yr‐1 for 1993 to 1999. The authors estimated that half of this increased ice loss was 
the  result  of  dynamic  flow.  Flow  accelerations  have  been  tracked  using  satellite  radar 
interferometry and were found to have increased from 28.5% to 57.0% between 1996‐2000 
and  2000‐2005  for  the  largest  21  glaciers, whilst  the  domain  of  acceleration  had  spread 
northwards from below 60°N to 70°N (Rignot & Kanagaratnam 2006). A recent study (Rignot 




GrIS mass balance from 1958 to 2007.  Ice  loss rates were calculated as 110 ± 70 Gt yr‐1  in 
the 1960s dropping to 30 ± 50 Gt yr‐1 for the 1970s and 1980s. During the 1990s and early 
2000s  mass  loss  greatly  increased  to  97  ±  47  Gt  yr‐1  for  1996  before  rising  sharply  to 




thinning  rates  over  1993‐1998  compared  to  those  of  1998‐2006  exhibited  a  fourfold 
increase, whilst land terminating glaciers remained statistically unchanged. Another study of 
203 glaciers found retreat rates to have accelerated between 1992‐2000 and 2000‐2006 for 






annual  velocities  and  ice  front positions  of Helheim  and Kangerdlugssuaq Glaciers  varied 
simultaneously over 1992‐2005, despite being over 300 km apart. Two possible explanations 
exist  for  this, either  internal  connections  through  the  ice mass exist, or  a  single  external 
forcing  is  in operation. Force‐based teleconnections within the  ice appear unlikely to have 
caused  such  behaviour  as  relief  of  a  centralised  driving  stress  is  unlikely  to  induce 
accelerations  elsewhere.  This  suggests  an  environmental  forcing  mechanism.  Further 
evidence  for  this  may  be  found  in  seismological  records.  Identification  of  the  glacial 
earthquakes signals (Ekstrom et al. 2003) allows for the monitoring of discrete glacier sliding 
events.  Seasonality,  analogous  to  temperature  forcing,  can  be  seen  in  the  frequency  of 
earthquakes detected  from GrIS outlet glaciers  (Ekstrom et al. 2006). Seasonality has also 
been observed in the frontal positions and velocities of south‐eastern outlet glaciers (Howat 
et al. 2008), whilst  the difference between  summer and winter velocities on  Jacobshaven 





Two  theories  have  been  suggested  by  which  GrIS  outlet  glaciers  may  be  coupled  to 
environmental conditions. One of these was  first observed on Greenland by  Joughin et al. 
(1996)  and popularised by  the  findings of  Zwally et  al.  (2002). The  theory  is  that  surface 
meltwater  may  propagate  to  the  bed  of  the  GrIS,  enhancing  flow  rates  through  bed 
decoupling, warming and lubrication (Paterson 1994). The level of flow enhancement would 
be dependent on surface air temperatures and absorption of solar radiation by ice. Although 
observations  that  meltwater  could  penetrate  through  over  a  kilometre  of  ice  were 
surprising  to  the  glaciological  community,  further  observations  have  shown  both  the 
magnitude  and duration of  the  effect  to be  limited. Das  et  al.  (2008) detected  ice  sheet 
uplift, transient acceleration and horizontal displacement during a surface drainage event, 
although the effects were  limited to a duration of under 24 hours. Similar observations at 
the  start of melt  seasons  lasted only a  few days  (van de Wal et al. 2008), whilst another 
study found the velocity increases to be under 15% for fast flowing ice streams (Joughin et 
al. 2008a).  It has been postulated  (Bamber et al. 2007)  that  the high  ice velocities of GrIS 









land and marine  terminating glaciers  (Sole et al. 2008; Moon &  Joughin 2008), previously 
described,  as well  as more  detailed  observations  from  individual  glaciers  and  theoretical 
considerations. The loss of 2 km from the floating tongue of Jakobshavn Isbræ in 1997 and 
1998 (Luckman & Murray 2005) preceded thinning and acceleration, repeated after further 
losses  in 2002 and 2003  (Joughin et al. 2004; Alley et al. 2005). Holland  (2008) also noted 













similar  retreats  followed  by  accelerations  and  thinning.  Howat  et  al.  (2005)  noted  that 
between  2000  and  2005  Helheim  Glacier  experienced  two  major  speed‐ups  from  8  to 
11 km yr‐1 following retreats of the calving margin totalling more than 7.5 km. Nettles et al. 
(2008)  found  that  step‐wise  changes  in  Helheim  Glacier  ice  velocities  corresponded  to 
seismically detected events consisting of  ice rolling off  the  terminus. Without a significant 
floating  tongue  (Rignot  et  al.  2004),  calving  margin  retreat  corresponds  to  a  loss  of 
grounding  line position,  concentrating  gravitational driving  force over  a  smaller  area  and 
reducing resistive forces (Howat et al. 2005). Observations of Helheim show that  increases 
in speed are the result of an  instantaneous  loss of driving stress  followed by thinning and 
draw‐down of ice propagating upstream (ibid.). A numerical model of Helheim Glacier (Nick 
et  al.  2009)  also  demonstrated  that  ice  velocities  respond  very  rapidly  to  calving margin 
perturbations,  again  propagating  upstream.  Kangerdlugssuaq  Glacier  has  been  shown  to 
follow  a  remarkably  similar  pattern  (Luckman  et  al.  2006),  leading  research  to  the  same 
conclusions (Howat et al. 2007).  
Feedbacks  exist which  operate  to  increase  the  rate  of  ice  loss  after  a  retreat  in  floating 
tongue length or grounding line position. Pfeffer (2007) noted that the relationship between 
bed  traction,  which  provides  resistance  to  flow,  and  ice  thickness  is  nonlinear,  whilst 
gravitational driving  stress  resulting  is  approximately proportional  to  ice  thickness. Given 
the appropriate glacier geometry, a loss of ice thickness can have the effect of reducing flow 









was  reached  (Vieli  et  al.  2001).  Weertman  (1974)  first  recognised  this  phenomenon, 
hypothesising  that under  idealised conditions marine  terminating glaciers are unstable on 









Although meltwater propagation  to  the bed may be  considered  a  limited  contribution  to 
marginal dynamic GrIS change (see 1.3.1 Basal lubrication) it is still possible that surface air 
temperatures could control margin positions through crevasse hydrofracturing. This process 
involves  the  supply of heat  to  the glacier  surface by warm air masses which causes melt. 
Meltwater then flows into crevasses providing a heat source within the glacier, precisely at a 
likely  fracturing point. The heat provided by  this water may  further deepen  the crevasses 
until calving occurs. Moon and Joughin  (2008) have suggested that the decrease  in glacier 
speeds  observed  on  Greenland  since  2006  corresponds  with  reduced  air  temperatures. 
Further research on Helheim Glacier has also suggested that velocity decreased during the 
onset  of  cooler  temperatures  measured  from  a  nearby  weather  station  (Joughin  et  al. 


















Air  temperatures  may  also  modulate  dynamic  change  through  their  control  on  the 
formation and decay of sea  ice. The presence of sea  ice  is  largely controlled by surface air 
temperatures and to a lesser degree sea surface temperatures (McPhee 2008 chap. 6). Reeh 
et al. (2001) have suggested four ways  in which sea  ice may control the rate of calving on 
tidewater glaciers. The  first  is a  reduction  in crevasse  formation due  the back pressure of 
sea  ice,  which  may  also  stop  crevasses  already  in  place  from  propagating.  The  second 
suggestion was that long ocean waves may be dampened, and thus their potential to cause 
flexure  and  weakening  of  ice  tongues  (Legresy  et  al.  2004)  is  diminished.  The  third 
suggested mechanism  is  the  reduction of mixing within  the water  column which may be 





The  present  study  seeks  to  further  investigate  and  understand  the  short  term  dynamic 
change that has occurred on the GrIS over the past 10 years. This will be achieved through 
the  monitoring  of  glacier  frontal  position  change,  signifying  periods  where  there  is  an 
imbalance between glacier flow and the rate of calving. Monitoring will be enabled through 
the development of a new method for processing satellite data to allow for high temporal 
resolution  information  to  be  gained  for  a  large  number  of  glaciers.  The  study  will  be 
confined to the south‐east, serving as a pilot for expansion of the project across the whole 
ice  sheet.  Environmental  data  describing  air  and  sea  surface  temperatures  around  the 








The  method  used  in  this  study  was  designed  to  gain  high  temporal  resolution  margin 
positions  for  a  large number of GrIS outlet  glaciers. Previous  studies  (Howat et  al. 2008) 
using  manual  edge  tracing  techniques  require  high  researcher  input  levels,  limiting  the 
number of  satellite  images  that may be processed  in a given  time  frame. Semi‐automatic 
edge detection, as implemented by Joughin et al. (2008b), uses a combination of automatic 
edge detection and manual checking. Although  few methodological details are given,  it  is 
presumed  that  selection  of  high  quality  cloud‐free  data  and  the  visual  interpretation  of 
every  image  is  laborious.  This may  be  the  reason  that  studies  to  date  of  glacier margin 
position have either been  restricted  to a  sampling  frequency of bi‐annually  (Howat et al. 
2008) or a number of years (Moon & Joughin 2008) or to a small number of glaciers (Joughin 
et al. 2008b). The method developed for the present study maximises levels of automation 
to  allow  for  the  processing  of  daily  images  of  24  glaciers  for  the  duration  of  MODIS 
operation (27/02/2000 to 09/03/2009), totalling 79,152 images, each with multiple spectral 
bands. As this is a novel method, the description of it contained herein is given in detail to 
allow  for  reproducibility and  subsequent application  to other  scenarios. This method may 
also be applied to other regions, such as Svalbard, and other sensors, potentially to include 
those which operate at different wavelengths. The application of edge detection techniques 
is  also  not  limited  to  glaciological  inquiry;  for  example  the method  could  be  adapted  to 
study problems such as tree line migration.  
2.1.1 Use of MODIS data 
The  primary  data  source  used  for  this  study  was  the  MOD09GQ  L2G  daily  surface 
reflectance product. The product  is produced by the MODIS (Moderate Resolution Imaging 
Spectroradiometer)  sensor  on  board  the  NASA  EOS  (Earth  Observation  System)  Terra 







in  environmental  conditions  occurring  over  similar  scales.  Detection  of  margin  position 
through analysis of visible wavelength  radiation  is  subject  to  interference  from cloud and 
thus  high  frequency  repeat  passes  increase  the  probability  of  returning  cloud‐free  data 
within a given time frame.  
Another advantage of the MODIS data is that they are provided in a tiled form.  Swath data 
are  compiled  into  geographically  consistent  tiles  with  each  pixel  representing  the  same 
location  across  all  images.  This  simplifies  high  volume  application  of  space  dependent 
algorithms, alleviating the requirement for image geolocation. Where swaths overlap during 










MOD09GA data product  contains data  covering bands 1‐7 at 500 m  resolution as well as 
additional  quality  information  at  1  km  resolution.  MOD09GQ  data  are  intended  as 
supplementary  high  resolution  data  to  the more  comprehensive MOD09GA  dataset.  The 
MOD09GA data product was used  for quality control and cloud cover determination. This 
used  information  from the quality  information  layers as well as bands 4  (0.555 µm) and 6 










Although  the  downloading  and  handling  of  some  satellite  data  is  familiar  to  many 
geoscientists, the techniques used within the present study were developed from the need 
to  handle  unusually  large  data  quantities. MODIS  data  are  provided  by NASA  for  use  in 
research without charge. Data  retrieval  is  through  the use of WIST  (the NASA warehouse 
inventory search tool) and an associated FTP server. WIST allows for the searching of up to 
1000 data granules  (image  files). Multiple requests were therefore made to download the 
entire  dataset,  consisting  of  6,596  granules.  The  default  search  method  is  through  the 
selection of an aerial domain, a dataset and a time period. Searches were instead conducted 
by data  granule  ID, which  forms  the unique  file names of  image  files.  This  attempted  to 
reduce  search  times  and  allowed  for  simpler  tracking  of  the  files  contained within  each 
request. The  retrieval of data was monitored by  importing  search  requests and directory 
listings into Microsoft Excel for comparison using the MATCH function. This allowed for easy 
re‐requesting of missing files due to failed file transfers. 
File  transfer  speeds  were  important  as  the  total  dataset  had  a  large  size  of  1.19  TB 
(terabytes).  File  transfers  were  conducted  using  the  FileZilla  open  source  FTP  client 
[http://filezilla‐project.org/], which  has  the  ability  to  operate  simultaneous  file  transfers. 
NASA appeared to allow  for 8 simultaneous FTP connections, which provided the greatest 
transfer  speeds. Data were  stored on a network  fileserver and  copied  to a  local external 
hard drive when being used for analysis. Internal transfers were conducted using FastCopy 
[http://www.ipmsg.org/tools/fastcopy.html.en]  which  represents  a  speed  improvement 
over built‐in windows file copying procedures.  
2.1.3 Data preparation 
Before  edge  detection  could  take  place,  the  data  had  to  be  imported  into  the  system 
memory and put  through a number of quality control  routines. These served  to eliminate 
images which were cloud covered or were labelled as having poor sensor data. 
All data processing routines were written as a number of functions in MATLAB. This modular 





2.  The  preparation  routine  may  be  divided  into  six  phases:  data  importation,  cloud 
detection,  sensor  quality  assurance,  data  selection,  orthographic  reprojection  and  ‘active 























For band 1 data,  the visible wavelength data used  for edge detection, each MODIS  image 
(Figure 3) has dimensions of 4800 × 4800 pixels, with pixels stored as a 16‐bit integers. Each 
image has an operational memory requirement of 4.608×107 bytes making the simultaneous 
handling  of  all  images  is  impossible  on  a  desktop  computer.  A  spatial  subsection  of  the 
image was therefore taken by the data  input modules around each glacier to be analysed, 
allowing  for  the  handling  of  a  whole  time  series  across  multiple  bands.  Due  to  the 
considerable amount of time taken to open a data file, seek to the correct location, transfer 
the data to the memory and close the file for a large number of images, the reading in of all 
required  data  bands  for  a  single  subsection  took  approximately  12  hours.  A  system 
performance  analysis  (Figure 5)  conducted during  this  task  showed  that  the process was 
held up most by memory access times, which have not developed as quickly as CPU speeds 




Cloud  detection  is  not  possible  from  visible  band  data  alone  due  to  the  similarly  high 




















Figure  5  Windows  Vista  Resource  Monitor  charts  showing  CPU  usage,  disk  data  transfer  rates  and 






images  passed  the  quality  control  algorithms.  Images  acquisition  dates  are:  A  24/05/2000, 
B 29/05/2000, C 07/06/2000, D 16/05/2001, E 12/10/2000 and F 14/07/2000. 
   
A. Clean image B. Sensor noise C. Pixel distortion
D. Image patching E. Partial cloud cover F. Other noise
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(1.6  µm)  response  which  is  higher  than  that  of  snow  (Riggs  &  Hall  2004).  The  NDSI  is 
calculated using the following formula, after Klein et al. (1998): 
ܰܦܵܫ ൌ ܤܽ݊݀ 4 െ ܤܽ݊݀ 6ܤܽ݊݀ 4 ൅ ܤܽ݊݀ 6 
NDSI  pixel  values  above  0.4  are  denoted  as  snow.    Further  following  Klein  et  al.  (1998), 
pixels must also have an absolute band 2 reflectance of over 11% to prevent water, which 
can  produce  high NDSI  values,  being  incorrectly  identified  as  snow,  as well  as  a  band  4 
reflectance of over 10% to prevent dark objects being misclassified as snow.  
Due  to  their high position  in  the atmosphere,  cirrus  clouds have a different  temperature 
profile and are not accurately detected by the NDSI measure. To identify scenes overlain by 










During  operation,  data  obtained  by  the  MODIS  sensors  may  be  subject  to  a  number  of 
environmental and internal influences, leading to poor quality data. This is usually exhibited 
as random speckle noise, as can be seen  in Figure 6. When  identified as erroneous data, a 
corresponding  quality  assurance  value  is  assigned  to  a  bitflag within  a  quality  assurance 
bitfield  layer of  the MODIS data products. As  the data products used were geographically 
tiled datasets constructed from swath passes, there were also areas of image tiles for which 
no data were  collected.  These no‐data pixels were  assigned  appropriate bitflag  values. A 
measure of data usability was produced by an analogous procedure to the NDSI and cirrus 
















or  low data usability measures. This ensured  that  the edge detection algorithm operated 
only on images where it was possible to correctly identify an edge, reducing the amount of 
noise  in  the  extracted  margin  position  data  caused  by  incorrect  identifications.  Cut‐off 
thresholds were defined for each of the quality control criteria.  
A  sample of 500  image  subsections  containing Helheim Glacier were  taken and manually 
examined  for edge visibility. They were tagged as to whether they were suitable  input  for 
the edge detection procedure.  It was  found  that no  images had  sufficiently high  levels of 
error speckle to prevent an edge from being identified and thus the data usability measure 
was found to be almost entirely an indicator of missing data. As the image subsections were 
relatively  small,  data  tended  to  be  either  present  or missing  for  the  entire  subsections, 
making  the  usability measure  close  to  a  binary  index.  A  threshold  requiring  90%  of  the 
image to be visible was chosen.  
The  NDSI  and  cirrus  measures  contained  a  full  range  of  values  between  0  and  1.  To 
determine the most effective cut‐off thresholds to use, a 10,000 point parameter space was 
created  using  each  measure  at  increments  of  0.01.  For  each  point  the  number  images 
successfully classified as acceptable was calculated, using the  input cut‐off thresholds. The 
result was plotted as a three dimensional surface, shown  in Figure 7. The figure shows the 
peak  success  rate  (marked  P)  to  use  values  of  0.62  and  0.38  for  NDSI  and  cirrus  levels 
respectively.    It can be seen that these values  lie close to a  ‘cliff edge’, where the success 
rate  rapidly  decreases with  only  small  increases  in  cut‐off  thresholds.  Reductions  in  the 
thresholds (moving towards the far side of the Figure 7) have only slightly reduced success 
rates,  a  relative  ‘plateau’.  As  the  parameter  space  output  is  likely  to  vary  due  to  the 
particularities of the selected sample images, ‘safe’ thresholds were chosen, on the plateau 
side  of  peak  success  point.  These were  0.42  for  cirrus  and  0.58  for NDSI.  Although  this 
represented  a  small  reduction  in  image  classification  success  rates  using  this  sample, 





Using  all  three  cut‐off  values  a  classification  success  rate  of  87.4%  was  achieved. 
Examination of  animations of  accepted  and  rejected  images  from multiple  glaciers  found 
this procedure considerably more likely to misclassify an acceptable image as unacceptable 





Tiled MODIS  imagery  is  supplied projected on  a  sinusoidal  grid  (Figure  8).  This  results  in 
severe distortion over Greenland. As the margin positions required for the present study are 
calculated  using  image  distances,  the  images  had  to  be  reprojected  into  a  form  that 
minimised distance errors. A  Lambert‐Azimuthal projection  centred about Greenland was 
used,  which  maintains  areas  at  the  expense  of  angles,  and  allowed  for  more  accurate 
relative margin position calculation.  
Originally  it was  planned  to  reproject  all  images  before  parsing  by  the  data  preparation 
modules. This was attempted through the use of the MODIS reprojection tool [Department 
of  Mathematics  and  Computer  Science,  South  Dakota  School  of  Mines  and  Technology; 
https://lpdaac.usgs.gov/lpdaac/tools/modis_reprojection_tool].  Reprojection  took 





tool. The  interface of the software can be seen  in Figure 9. Three centrally  located  lists of 
files  were  maintained  on  a  fileserver,  containing  the  file  names  of  images  yet  to  be 
processed, in processing and those for which processing had been completed. The software 
‘picked up’ an image, by moving the filename from the to‐be‐processed to the in‐processing 
list, before generating an  image  specific  input parameter  file  for  the MODIS Reprojection 
Tool. The reprojection was then performed and the file added to the completed list. At first, 
all  data were  read  and written  to  a  network  fileserver.  This  presented  problems  for  the 











causing  it  to  fail.  To  attempt  to  remedy  this,  files  were  automatically  copied  from  the 





To  remedy  the  issues  presented  by  processing  of  the  entire  dataset  using  the  MODIS 
Reprojection Tool, reprojection was instead performed on image subsections using a faster 
reprojection  routine built  into  the MATLAB  Image Processing Toolbox. This performed an 
image  transformation  inferred  from  the  location  of  multiple  ‘control  points’  across  two 
images of the same area, one of which had previously been reprojected. A single image was 
reprojected  using  the MODIS  Reprojection  Tool  to  be  used  as  a  ‘base  image’.  The  same 
image  in  its  original  form  was  used  as  the  input  image.  Control  point  selection  was 
performed using pixels which could be precisely identified in both images, such as corners of 
features and pixels  containing noisy data. These points were  then processed  to  infer  the 
distortion and  saved as a variable set  termed a  ‘TFORM’ by MathWorks. The TFORM was 
then  used  to  transform  the  whole  time  series  of  each  image  subsection  (a  small  area 
containing a glacier, as  in  the cloud detection routine). To acquire  local TFORMs, avoiding 
processing of the entire dataset, the task had to be completed for each subsection. This was 
automated as  far as possible, but still required the manual  inputting of subsection control 
points.  To  save  inputting  time,  some  proximal  glaciers  were  processed  in  a  single 
subsection.  
2.1.10 Curved glacier handling 
Curved  glaciers  were  put  through  a  distortion  procedure  to  allow  the  edge  detection 
algorithm to operate on them. A clear  image of the glacier was selected and marked with 
three  lines,  two which  followed  its  lateral margins and one which  followed  its centre  line 
along the direction of flow. Each line was ‘dotted’, consisting of superimposed white pixels 
at 2 pixel  intervals upon  the  image. A grid consisting of  three similarly spaced and dotted 
straight lines was also produced and used a base projection image (see Figure 10). Using the 
MATLAB Reprojection Tool, a number of control points were selected across both  images, 












contained  within  the  area  were  those  which  were  useful  for  margin  position  detection; 
those outside  it did not  contain useful  information.   An example of  such an area may be 
seen  for  Helheim  Glacier  in  Figure  11 A.  The  width  of  the  area  was  maximised  in  the 
direction perpendicular to glacier flow to provide as many edge pixels as possible, without 
the  inclusion of surrounding rock, which may have caused  false and static margin position 
locations. The  length of  the area was made sufficient  to contain  the  full variation  in edge 
position, approximated through  the viewing of a high  frame rate animation of  the  images 
(Supplementary Animations S1 and S2). Active regions were rotated to produce  images of 
horizontal  glacier  flow  from  left  to  right,  with  approximately  vertical  margins,  allowing 
analysis procedures to maintain their orientation.  
2.1.12 Edge detection 









to give  the active  region  (B).  Sobel edge detection  is  then performed on  the active  region using automatically defined 
thresholds. Axes for A and B show numbers of pixels. Histogram C displays the frequency (y‐axis) of edge detections along 






Figure 12 Edge detection algorithm program modules. Module names are given  in  square brackets whilst  the names of 
variables passed between them interrupt arrows. 
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successfully  detecting  an  edge  and  to  provide  cross‐validation,  which  subsequently 
informed noise removal procedures.  
2.1.12.1 Sobel Method 
A  great  number  of  edge  detection  algorithms  have  been  developed  (Canny  1986; Heath 





over  a number of  images.  The  Sobel method was  chosen  for use  in  the  study due  to  its 




thereby  calculated, where pixels  containing an edge were given  the value of 1 and  those 
where no edge was found were given a value of 0 (Figure 11 C). Each column of pixels was 
then summed  to give  the number of edge pixels detected across  the glacier active  region 
(Figure 11 D). Columns containing high values were those most likely to contain a coherent 
vertical  edge.  A  version  of  these  figures  animated  through  time  may  be  seen  in 
Supplementary Animation S1 for Kangerdlugssuaq Glacier and S2 for Helheim Glacier. The 
vertically  averaged  data  are  shown  in  Figure  14,  where  it  can  be  seen  that  a  coherent 
margin position across time emerges. The spatio‐temporal coherence exhibited in the figure 
shows that a glacier margin is being successfully identified. It can also be seen that there is a 
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To  identify  this change  in albedo,  the brightness  levels of each glacier active  region were 
vertically  averaged  in  a  similar  manner  to  the  vertical  averaging  for  the  Sobel  method 
detected edges described above. This created a brightness profile parallel to the direction of 
flow for each image. Profiles for 11 images of Helheim Glacier are plotted in Figure 16 B. It 
can  be  seen  that  there  is  a  large  increase  in  mean  brightness  at  the  glacier  margin. 
Identifying the position of this  increase allowed for  location of the glacier margin position. 
Similar to taking the first derivative, a moving window of width 3 pixels was applied across 
each profile, outputting  the difference  in brightness  levels  across  it.  For each  image,  this 
produced an approximate gradient from the pixel brightness data (Figure 16 C). This plot is 
animated through time for two glaciers  in Supplementary Animations S1 and S2. Stacking 
the  gradients  of  each  image  produces  Figure  16  E  and  Figure  17, which  shows  how  this 




The  Sobel  detection  and  brightness  profiling methods  identified  the  single  pixel  columns 
that appeared most likely to contain a glacier edge. A time series of edge positions derived 





lying at a diagonal or  varying  in orientation across  the  fjord.  It was  therefore possible  to 
interpolate  the  exact  position  of  the  edge, within  the  identified  pixel,  using  information 


























































































































































averaged  gradients  and  edge  detection  columnular  totals  were  taken  for  each  image, 




Data  before  and  after  sub‐pixel  accuracy  refinement  can  be  seen  in  Figure  20.  This 









Figure  19  Fit  of Gaussian  curve  to  a  detected margin  position  range  (red  line).  Blue  line 
indicates  the  location  of  the  curve  maximum,  which  represents  the  estimated  sub‐pixel 
margin position.   



























Figure  20  Data  before  (left)  and  after  (right)  sub‐pixel  accuracy  refinement  procedure.  Data  were 
produced  by  gradient  edge  detection  algorithm  for  Helheim  Glacier  and  has  not  had  noise  removal 
algorithms applied.  
2.1.13 Noise reduction  
The  identified peak gradient  locations  from the brightness profiling method the high edge 
detection frequency locations of the Sobel method were the data sources used to ascertain 








far  from  the  body  of  identified  potential  glacier margin  positions.  This was  achieved  by 
averaging  the potential position data  across  time  to produce  an  indication of  the  spatial 
domain of variation. The technique was applied to both the Sobel and brightness profiling 
derived potential margin positions. This may have had the negative effect of introducing an 


















































which were  not  located  near  other  detected margin  positions.  Spatio‐temporal  zones  of 
likely occurrence were  identified using moving averages of pixel brightness gradients and 
Sobel  edge  detection  frequencies  across  time  and  space.  This was  conducted  over  both 
short and long timescales (7 days and 3 months and spatial scales of 1.75 km and 2.5 km to 































































































manually and rapidly excluded  from the  fit by selecting them  individually, or as part of an 
exclusion  zone.  The  remaining  points were  then weighted  by  their  confidence  score  and 
fitted with a robust spline curve (Figure 22). The smoothing parameter of the spline curve 
function was chosen  to preserve variability  in  the margin positions, although  it  is possible 










Error  in  the detected margin positions may be derived  from many sources some of which 
are difficult  to quantify.  Identified  sources of error  include  sensor and  image  registration 
variation,  sensor  noise,  image  distortion,  incorrect  edge  detection  location,  sub‐pixel 
estimation errors and noise  classification error. An assessment of  typical error within  the 
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data  may  be  found  in  the  Validation  section  (2.1.16),  where  margin  positions  for  two 
glaciers are compared to manually checked data from another study. This section considers 
likely error sources and their potential influence upon the data.  
It  was  noted  when  viewing  animations  of  sequential  MODIS  images  that  the  occasional 
image was incorrectly geolocated. This was observed as a ‘jump’ of all features in the image 
for  the duration of a  frame. This error could have originated  from  incorrect orbit  location 
information,  which  may  have  errors  of  up  to  200  m  (Rojas  et  al.  2002)  or  have  been 
introduced  dfuring  the  conversion  of  swath  raw  sensor  data  to  tiled  daily  images.  It  is 
estimated that this was present for less than one in 1000 images and the displacement was 
not  larger  than  one  pixel.  Image  geolocation  displacement  was  therefore  close  to  an 
insignificant source of error. 
Sensor noise can have a variety of origins  including  interference from energetic protons or 
solar  radio  emissions.  It  often  manifests  itself  as  image  speckle  (Figure  6  B)  which  was 






of  error  can  derive  from  the  amalgamation  of  multiple  swath  images,  with  overlapping 
pixels chosen upon their  image quality, to form a single MODIS product tile.  Images taken 
under  different  sunlight  conditions,  or  with  different  correction  parameters  applied  can 
produce  contrast  stripes  in  an  image.  Changes  in  contrast,  as  observed  in  Figure  6  D, 
particularly  when  near  and  parallel  to  the  glacier  terminus,  are  likely  to  be  incorrectly 
identified as  the glacier margin position. Figure 6 E  shows  the effect of  light cloud cover, 
which  is  allowed  through  the  cloud  exclusion  algorithms.  It  is  still  possible  to  discern  a 







factor across  the globe. The  scaling  factor would also have  changed when  the data were 
reprojected  to  a  Lambert  Azimuthal  grid, which was  performed  to  give more  consistent 
distance  measurements  across  the  images,  but  potentially  with  a  different  scale.  Data 
gained during  the validation process  (see below) suggests  that  this may produce a scaling 
error of up to 15% of the data range. 
There  are  many  features  that  appear  in  the  images  that  could  cause  false  glacier  edge 
detections. High contrast features such as icebergs, moraines and shadows may disturb the 
algorithm. Features that do not extend across the glacier, perpendicular to the defined long 
axis of margin position  variation  are  less  likely  to be misclassified.  Longitudinal moraines 











pixel  refinement calculates a  likely position within a pixel but has no way of validating  its 
output. Sub‐pixel accuracy refinement is likely to produce the best results when the edge is 
not perpendicular  to  the pixel grid, as  the position within a pixel may be  calculated as a 
function of the rate of margin position variation across the surrounding pixels (as in the data 










is detected with  low confidence  (for example the margin  is detected only part way across 
the glacier, and the contrast over the margin is low) it will be classified as noise. Conversely 
a pixel which may be noise, but  is  in  line with surrounding margin position observations  is 
likely to be included in the final margin position dataset. The calculated margin positions are 
therefore more  likely to vary slowly and continuously than the actual glacier margin. Large 





A. Continous variation type response







B. Grid aligned type response


















manual  exclusion  of  data  during  the  curve  fitting  process may  also  remove  valid margin 
positions,  although  care  was  taken  only  to  remove  points  which  could  confidently  be 
recognised as noise.  



































Figure  26 Histogram  of  residuals  for  all  glaciers  after  fitting  seasonal‐scale  varying  spline  smoothing 
curves to the margin positions. 
2.1.16 Validation 
Validation of  the methodology was performed against  the data of  Joughin et al.  (2008b). 
Joughin et al. used a semi‐automatic method,  in which automatically detected edges were 
visually inspected for inclusion. Figure 27 shows a comparative plot of the two datasets for 
Helheim  Glacier,  whilst  Figure  28  shows  the  same  for  Kangerdlugssuaq.  The  margin 
positions of  the present  study were  adjusted by  the difference  in means  to have  similar 
margin position origins  to  those of  the  Joughin et al.  (2008b) data. When  interpreting  the 
graphs it is important to note that lines drawn between points are linear interpolations and, 
over longer periods of data absence, do not represent the margin position data. Meaningful 
validation  comparisons  should  therefore be  restricted  to  regions  at, or proximal  to, data 
points.   
For both Helheim and Kangerdlugssuaq, the overall trend captured by both the data of the 
present  study  and  Joughin  et  al.  (2008b)  appears  the  same.  For  Helheim  glacier  there 
appears to be a scaling difference between the two datasets, with the Joughin et al. margin 
positions  showing  a  greater  range  of  variation.  This  could  be  due  an  incorrect  pixel‐to‐ 
 





















Figure  28  Comparison  of  margin  positions  produced  by  automated  method  of  present  study  and  visually  checked 
semi‐automatic method of Joughin et al. (2008b). 
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distance  scaling  factor  used  to  transform  the  data  of  the  present  study,  or  a  distortion 





changes within  a  season.  For example,  the  retreat  and  advance during 2002  for Helheim 
Glacier or  the approximately  linear decline  in margin position during  the summer of 2003 
and  2004,  again  for  Helheim,  is  shown  in  both  datasets.  The  seasonal  cycle  of 




exhibited  in  the  data  of  the  present  study  which  not  in  the  Joughin  et  al.  data.  This  is 
particularly prevalent for Helheim Glacier where daily to weekly changes in margin position 
appear  somewhat  stochastic. This  is  likely due  to  the  size of changes being  similar  to  the 
resolution of the MODIS sensor and limits our ability to establish causality between margin 
positions  and  environmental  variables  over  short  time  scales  (see  section  4.4  SST/SAT 
forcing). 
A quantification of  typical error may be produced  from  the absolute differences between 
the  datasets. As  the  sampling  intervals were  not  equal,  comparisons  are made  between 
interpolated  artificial  points.  This  is  likely  to  increase  the  size  of  the  error, making  it  an 
overestimate.  The  calculated  root  mean  squared  errors  (RMSE)  for  the  Helheim  and 
Kangerdlussuaq  datasets  were  0.548  and  0.367  km  respectively.  The  higher  error  for 
Helheim  than  Kangerdlussuaq  is  likely  to  be  due  to  the  scaling  distortion  present  on 
Helheim. Helheim may thus adequately represent trends on a relative or short term scale, 
but  have  an  elevated  RMSE.  These  errors  reduce  to  0.193  and  0.193  km  (these  figures 
happen  to be  the  same  to 3 decimal places) when only days  containing data across both 





There  are  a  very  limited  number  of  air  temperature  monitoring  stations  situated  in 
Greenland which do not adequately  represent  the  study area. The ERA‐Interim  reanalysis 
product  (Simmons  et  al.  2007),  produced  by  the  European  Centre  for  Medium‐Range 
Weather Forecasts (ECMWF) was therefore used to gain surface air temperature (SAT) data. 
The  product  is  the  output  of  a  weather  model,  which  assimilates  data  from  weather 
stations,  satellites, ocean buoys, aircraft,  ships,  radiosonde and other  sources.  It  is based 
upon the ERA‐40 reanalysis product (Uppala et al. 2005), with a number of added datasets 
and model  improvements, such an  increased number of calculated pressure  levels, higher 
spatial  resolution  and  better  model  physics.  Data  were  interpolated  between  grid 




visible  imagery used  for glacier margin position tracking. As pass times were the same  for 
both datasets  the probability of obtaining  simultaneously  cloud  free margin position  and 
proximal SST data was increased, allowing for greater comparisons to be drawn. The MOD28 
SST data product has a spatial resolution of 4 km and is produced daily. It is calculated from 














testing.  It  is unknown why  this was  the  case, and was presumed  to be a  function of  the 
particular  images produced by  its  local setting. A sample of 300  images was taken  for this 
glacier  to  produce  a  new  parameter  space.  The  result  showed  a  similar  shaped  success 
surface but with a large shift in the location of the ‘cliff’. Glacier specific threshold values of 
0.27 and 0.62 for NDSI and cirrus respectively were instead used in this case.  
The  raw  extracted margin  position  data  are  presented  for  all  24  glaciers  in  Figure  29. A 
number of key measures for each glacier are shown  in Table 1. The mean number of data 
points  obtained  for  each  glacier  was  468.3.  This  corresponds  to  an  average  sampling 
frequency  of  6.78  days. Data  frequencies  are  higher  during  summer  than winter  due  to 
winter snow cover of the glacier and surrounding sea ice making the margin position more 
difficult to detect. The lack of surface reflectance disparity across the calving margin during 
winter may be  seen as periodic white bands with  little  contrast  in Figure 16. The plot of 
Jakobsahvn  Isbræ margin position  (contained  in  Figure 29)  clearly  shows a  lack of winter 
data points,  although  some other  glaciers  such  as  Tingmjarmiut 1 have more  continuous 





2.1.14  Anomaly  exclusion),  whereby  noise  lying  along  a  fitted  spline  curve  had  been 
included as a margin position point.  
A number of glaciers did not produce coherent margin positions. This can be detected when 
































Mogens 3  272  Good  Good  0.08  Weak  0.2729  ‐3.42  0.25  1.65 
Mogens 2  268  Good  Good  0.09  Moderate  0.5273  ‐1.42  0.07  1.27 
Mogens 1  318  Good  Good  0.11  Moderate  0.4199  ‐2.38  0.53  2.90 
Tingmjarmiut 1  267  Good  Good  0.08  Moderate  0.3848  ‐3.17  0.36  3.07 
G5  526  Good  Good  0.06  Strong  0.5912  ‐0.22  ‐0.11  2.84 
Heimdal  474  Unknown  Unknown  0.06  None  0.1516  ‐0.08  0.18  3.30 
Sehested  549  Unknown  Unknown  0.07  Weak/None  0.1777  ‐0.06  0.07  3.54 
Skinefaxe  291  Good  Unknown  0.06  Moderate  0.2795  ‐0.02  0.16  2.58 
Bernstorf 3  544  Good  Good  0.13  Strong  0.5413  ‐1.21  0.13  2.15 
Bernstorf 2  343  Good  Good  0.06  Strong  1.1926  ‐4.03  0.61  4.65 
Bernstorf 1  481  Good  Good  0.17  Moderate  0.5362  ‐0.81  ‐0.14  3.14 
Ikertivaq 5  491  Poor  Unknown  0.14  Unknown  0.4469  ‐1.92  0.02  4.67 
Ikertivaq 4  776  Poor  Poor  0.14  Unknown  0.3491  ‐0.13  ‐0.03  5.37 
Ikertivaq 3  762  Poor  Poor  0.19  Unknown  0.4829  ‐0.17  ‐0.02  5.46 
Ikertivaq 2  715  Poor  Poor  0.18  Unknown  0.7847  ‐0.75  ‐0.46  4.62 
Ikertivaq 1  554  Poor  Poor  0.25  Unknown  0.5063  ‐0.51  0.20  2.87 
Helheim  503  Good  Good  0.27  Weak  1.7587  ‐4.52  2.17  7.28 
Kangerdlugssuaq  670  Good  Good  0.08  Strong  2.5625  ‐5.00  1.93  6.60 
KL‐T G30  278  Good  Unknown  0.08  Moderate  0.4907  ‐0.12  ‐0.16  1.86 
KL‐T G31  428  Good  Good  0.10  Strong  0.5222  ‐0.38  0.07  1.51 
KL‐T G32  420  Good  Good  0.11  Strong  1.1668  ‐0.78  ‐0.70  4.69 
KL‐T G33  294  Poor  Unknown  0.27  Unknown  0.2428  ‐0.25  ‐0.39  3.51 
Jakobshavn Isbræ  486  Good  Good  0.05  Strong  2.9207  ‐11.32  ‐1.35  9.33 







exercised  in  the  interpretation of data  from  these glaciers. Glaciers which appear  to have 
produced such data are Ikertivaq 1, Ikertivaq 2, Ikertivaq 3, Ikertivaq 4, Ikertivaq 5 and KL‐T 
G33.  They  have  been  denoted  as  exhibiting  ‘poor’  margin  coherence  in  Table  1.  Two 
glaciers, Heimdal and Sehested, also appear  to have produced  such data but have a very 
small  range  of  margin  position  variability,  preventing  accurate  identification  of  the 
phenomenon. They have been  labelled as having  ‘unknown’ margin coherence  in Table 1. 
The ‘quality’ column of Table 1 reflects for each glacier the degree of confidence which may 




Many  of  the  calving  margins  of  the  sampled  glaciers  display  seasonal  fluctuations.  The 
approximate  degree  to  which  a  regular  seasonal  pattern  may  be  found  in  the  data  is 
described  in  the  ‘seasonality’  column of  Table 1.  The  seasonal  range of each  glacier was 
calculated  from  margin  positions,  smoothed  to  remove  stochastic  variation  but  with 
sufficient temporal  independence to retain monthly scale trends. The  ‘level’ component (a 
365‐day centred moving average) of each glacier margin position time series was subtracted 
from  the  data,  to  remove  long  term  trends.  For  each  glacier,  each  year  of  smoothed 





the  largest  seasonal  ranges were  Jakobshavn  Isbræ  (2.9  km),  Kangerdlugssuaq  (2.6  km), 
Helheim (1.8 km), Bernstorf 2 (1.2 km) and KL‐T G32 (1.2 km). 
3.3 Margin position trends 
To  examine  the  next  order  of  trend,  inter‐annual  changes  were  investigated.  To  isolate 
change on this scale, a 365‐day centred moving average of the glacier margin position time 
series was calculated and is hitherto referred to as the ‘level’ component of the data. The 










Figure  31  Relative  margin  positions  of  all  sampled  south‐eastern  GrIS  glaciers  (Jakobshavn  Isbræ  excluded).  Dotted 
magenta  line  indicates glacier margin position, whilst black  line behind has a thickness proportional to glacier width. The 
largest glacier width (thickest line) is 7.3 km, whilst the smallest is 0.8 km. 
 
Figure 32 Averaged glacier margin positions  for all south‐eastern GrIS glaciers  (Jakobshavn  Isbræ excluded), with glacier 
weightings by glacier widths.  




























































in  Figure  30  and  for  all  glaciers  in  Figure  31.  Figure  31  shows  that  over  the  course  of 
observation many glaciers have experienced significant levels of retreat. Retreat appears to 
occur  in steps, starting  in 2002 and continuing to mid 2005. After this period many of the 
glaciers  stay  at  the  same  level or experience  some  advance, but do not  recover  to 2001 





(2.2 km), Kangerdlugssuaq  (1.9 km), Bernstorf 2  (0.61) and Mogens 1  (0.5 km), whilst two 
glaciers,  Jakobshavn  Isbræ and KL‐T G32  showed continued  significant  retreats of 1.4 and 




To  allow  for  continued  analysis,  the  rate  of  margin  position  change  (first  derivative  of 
margin position) was calculated to show periods of advance and retreat. In order to achieve 
this, the margin positions were smoothed and  interpolated using a spline curve to remove 





appears  physically  unlikely  and  is  probably  invalid.  Many  of  the  other  glaciers  produce 
seasonal patterns with stable frequencies, advancing in winter followed by summer retreat. 
This pattern can be seen  in the mean margin position rate of change  for all south‐eastern 










Figure 34 Mean  rate of margin position change  for all  south‐eastern glaciers  (n = 23), with averaging weighted by 
glacier width. Retreat is marked in pink for values below 0, whilst advance is marked in blue for those above. 
3.4 Environmental variables 
Air and sea surface  temperatures  (SAT and SST) were studied  in an attempt  to determine 





rise  is 3.8° C. This peak  is  then  largely  sustained  for many  southern glaciers,  such  as  the 
Mogens and Bernstorf glaciers until mid 2004, whist in northerly areas such as those around 
Helheim,  Kangerlugssuaq  and  the  KL‐T  glaciers  the  peak  lasts  for  only  a  year,  before 
dropping to by approximately 1.5° C to a new constant  level. At the start of 2004 the SAT 
around all glaciers drops sharply, on average by 4.9° C by the start of 2006. Temperatures 
then  increase by 1.2° C during 2006, before  falling again to  levels on average 0.6° C  lower 
than at the start of 2006.  
















































rise  to 2004  levels, high  temperatures are maintained until  the  start of 2007  in  the most 
southern  study  areas which  includes  the Mogens,  Tingmjarmiut,  Sehested,  Skinefaxe  and 






To  assess  the  potential  forcing  of  calving  margin  position  by  sea  and  air  surface 
temperatures,  the  level  time  series  of  the  datasets were  compared. Average  time  series 
were  calculated  across  all  south‐eastern  glaciers  for  SAT,  SST  and  margin  position.  The 
relative  influence of each glacier  (its averaging weight) was determined proportionally by 
the  glacier width, which was  calculated  by  the mean  distance  across  the  fjord  over  the 
region of calving margin position variability. The  rate of margin position  level change was 
also  calculated  by  differentiation  of  the  margin  position  level.  The  results  are  shown  in 
Figure 37. Figure 37 A shows ERA‐Interim reanalysis SAT levels over the observation period. 
SAT levels increase over mid 2001 to 2003, remaining high until late 2004. During this period 





small  advance,  they  remain  relatively  high  until  the  start  of  2007,  whereupon  they 
experience only a small decline.  
Using data averaged across all south‐eastern glaciers, plots of rate of glacier margin position 
change  versus  SSTs  and  SATs were made,  as  for  an  average  year of  the  sampling period 


















Figure  38  Annually  averaged  rate  of  margin  position  change  plotted  as  a  function  of  air  (A)  and  sea  (B)  surface 
temperature,  averaged  for  all  south‐eastern  glaciers.  Negative  margin  position  change  appears  to  occur  when 
temperatures are lower. 




































































for  SATs,  with  retreat  rapidly  accelerating  when  SATs  approach  or  exceed  0 °C,  and 
approximately  linear  for SST. The points which make up  this  trend  represent  consecutive 
days and are therefore autocorrelated. Progression through the year may be followed  in a 
coherent  line clockwise on the figures, starting from the top  left. To begin with,  in winter, 
the rate of margin position change remains high, signifying advance. The rate then becomes 
negative  as  temperatures  rise  during  the  summer,  before  returning  to  positive  values  as 
temperatures drop with the approach of winter. By the end of the average year, the  final 
margin position rate of change value reached  is  lower than the starting value, as over the 
course  of  the  monitoring  period  the  glaciers  generally  retreat  (see  3.3  Margin  position 
trends). 
Inter‐annual  scale margin position changes may also be visualised by comparing  the  level 
components of the data. The responses of the glaciers vary, and are presented as a series of 
individual plots in Figure 39 (SATs) and Figure 40 (SSTs). Again, due to autocorrelation in the 
data,  points  may  be  tracked  through  time,  starting  from  the  top  left  of  the  plots  and 
continuing clockwise. For both SATs and SSTs there are consistent response patterns across 
many of  the glaciers. For SATs  these responses  involve  increasing  temperatures with  little 
change  in glacier position, until a point  is  reached, upon which  rapid  retreat occurs. This 
retreat  appears  to  continue  regardless  of  the  following  temperature  change, which may 
remain  high  (for  example,  the  case  of Mogens  3)  or  decrease  (as  for  Kangerdlugssuaq). 
Temperatures  then  remain  low, which  produces  no  change  in margin  position  for  some 
glaciers  (e.g.  Mogens  3),  or  small  degrees  of  advance  (e.g.  Bernstorf  3,  Helheim).  The 
generalised shape is shown in Figure 41. Similar patterns are seen for SSTs as they follow a 






















To test  for a possible  forcing, correlations were performed between the  first derivative of 
smoothed margin position change and both SAT and SST time series data. Correlations were 




were  very  small,  with  only  Bernstorf 2,  Jakobshavn  Isbræ  and  KL‐T  G31  showing  weak 
degrees  of  negative  correlation,  having  correlation  coefficients  of  ‐0.65,  ‐0.53  and  ‐0.51 
respectively.  G5  showed  an  unexpected  positive  correlation  between  SAT  and  margin 
position  levels with  a  coefficient of 0.50.  The mean  correlation  coefficient  for  all  glaciers 
(weighted  by  glacier  width)  was  ‐0.20,  showing  advance  occurred  in  times  of  lowered 
temperature, but  signified a  low degree of  correlation.  Similar  correlations with  SST data 
also  had  low  magnitude  coefficients.  Those  with  greatest  magnitude  were  Jakobshavn 
Isbræ, Bernstorf 2, KL‐T G31 and Helheim with coefficients of  ‐0.75,  ‐0.64,  ‐0.55 and  ‐0.45 




Conducting  correlations  using  the  level  components  of  data  also  found  small  correlation 




for Kangerdlugssuaq and Skinefaxe and 0.63  for G5 and KL‐T G32, as well as  some  lower 
coefficients of  ‐0.61,  ‐0.54  and  ‐0.53  for  Sehested,  Jakobshavn  Isbræ  and Tingmjarmiut 1 



































Glacier  Coeff.  p‐value  Coeff.  p‐value  Coeff.  p‐value  Coeff.  p‐value  Coeff.  p‐value  Coeff.  p‐value  Coeff.  p‐value  Coeff.  p‐value 
Mogens 3  ‐0.05  0.01  ‐0.05  0.01  ‐0.50  0.00  ‐0.27  0.00  ‐0.13  0.00  ‐0.20  0.00  0.07  0.27  0.01  0.95 
Mogens 2  ‐0.31  0.00  ‐0.22  0.00  ‐0.30  0.00  0.06  0.00  ‐0.35  0.00  ‐0.30  0.00  0.02  0.82  ‐0.04  0.63 
Mogens 1  ‐0.13  0.00  ‐0.08  0.00  ‐0.25  0.00  ‐0.09  0.00  ‐0.22  0.00  ‐0.18  0.00  0.01  0.91  0.10  0.18 
Tingmjarmiut1  ‐0.17  0.00  ‐0.20  0.00  ‐0.60  0.00  ‐0.30  0.00  ‐0.13  0.00  ‐0.27  0.00  ‐0.06  0.31  ‐0.02  0.83 
G5  0.50  0.00  0.64  0.00  ‐0.03  0.13  ‐0.15  0.00  0.54  0.00  0.64  0.00  ‐0.06  0.23  ‐0.03  0.63 
Heimdal  0.12  0.00  0.04  0.01  ‐0.11  0.00  0.03  0.07  0.12  0.00  0.07  0.00  0.05  0.33  0.07  0.26 
Sehested  ‐0.22  0.00  ‐0.28  0.00  ‐0.19  0.00  ‐0.09  0.00  ‐0.19  0.00  ‐0.28  0.00  0.02  0.60  0.09  0.10 
Skinefaxe  ‐0.06  0.00  0.03  0.13  ‐0.21  0.00  ‐0.05  0.01  ‐0.05  0.01  0.06  0.00  ‐0.02  0.73  ‐0.01  0.93 
Bernstorf 3  ‐0.17  0.00  0.00  0.87  ‐0.45  0.00  ‐0.14  0.00  ‐0.25  0.00  ‐0.05  0.01  ‐0.03  0.46  0.01  0.88 
Bernstorf 2  ‐0.65  0.00  ‐0.64  0.00  ‐0.35  0.00  ‐0.02  0.33  ‐0.65  0.00  ‐0.66  0.00  0.01  0.91  0.08  0.28 
Bernstorf 1  ‐0.41  0.00  ‐0.22  0.00  ‐0.27  0.00  ‐0.16  0.00  ‐0.46  0.00  ‐0.34  0.00  ‐0.09  0.08  0.11  0.09 
Ikertivaq 5  ‐0.04  0.02  ‐0.05  0.00  ‐0.06  0.00  ‐0.31  0.00  ‐0.09  0.00  ‐0.08  0.00  0.01  0.85  ‐0.06  0.33 
Ikertivaq 4  ‐0.15  0.00  ‐0.11  0.00  ‐0.09  0.00  ‐0.06  0.00  ‐0.16  0.00  ‐0.11  0.00  ‐0.02  0.68  0.07  0.16 
Ikertivaq 3  0.05  0.00  0.06  0.00  ‐0.03  0.09  0.01  0.57  0.06  0.00  0.06  0.00  ‐0.04  0.36  ‐0.04  0.45 
Ikertivaq 2  ‐0.23  0.00  ‐0.21  0.00  ‐0.13  0.00  ‐0.16  0.00  ‐0.26  0.00  ‐0.23  0.00  ‐0.03  0.48  0.07  0.19 
Ikertivaq 1  0.10  0.00  0.09  0.00  ‐0.30  0.00  ‐0.06  0.00  0.11  0.00  0.11  0.00  ‐0.06  0.20  0.03  0.56 
Helheim  ‐0.34  0.00  ‐0.45  0.00  ‐0.37  0.00  ‐0.04  0.01  ‐0.38  0.00  ‐0.50  0.00  0.04  0.42  0.02  0.69 
Kangerdlugssuaq  ‐0.35  0.00  ‐0.13  0.00  ‐0.09  0.00  ‐0.07  0.00  ‐0.40  0.00  ‐0.14  0.00  ‐0.08  0.04  0.11  0.03 
KL‐T G30  0.01  0.49  ‐0.03  0.13  0.06  0.00  ‐0.17  0.00  ‐0.04  0.04  0.00  1.00  0.02  0.75  ‐0.08  0.29 
KL‐T G31  ‐0.51  0.00  ‐0.55  0.00  ‐0.14  0.00  0.12  0.00  ‐0.59  0.00  ‐0.60  0.00  0.07  0.16  0.03  0.67 
KL‐T G32  ‐0.07  0.00  0.13  0.00  0.04  0.04  ‐0.18  0.00  ‐0.13  0.00  0.09  0.00  0.02  0.68  ‐0.06  0.32 
KL‐T G33  ‐0.17  0.00  ‐0.22  0.00  ‐0.20  0.00  ‐0.27  0.00  ‐0.19  0.00  ‐0.28  0.00  0.10  0.12  0.01  0.94 
Jakobshavn Isbræ  ‐0.53  0.00  ‐0.75  0.00  ‐0.43  0.00  ‐0.48  0.00  ‐0.63  0.00  ‐0.84  0.00  ‐0.03  0.49  ‐0.02  0.70 
Tingmjarmiut 2  ‐0.28  0.00  ‐0.14  0.00  ‐0.16  0.00  0.10  0.00  ‐0.29  0.00  ‐0.16  0.00  0.02  0.63  0.03  0.65 
Weighted mean  ‐0.2038  0.0118  ‐0.1933  0.0279  ‐0.2156  0.0116  ‐0.1439  0.0557  ‐0.2356  0.0011  ‐0.2288  0.021  ‐0.0093  0.4726  0.0224  0.4487 
 






seasonal  scale  tests were  those which were noted  to have higher degrees of  seasonality 
(Table 1). The correlation coefficient histograms show a more similar distribution between 
air and sea surface temperatures than correlations using other orders of data. Correlations 

































































could  falsely detect a  feature such as a shadow as  the glacier margin, producing plausible 
but incorrect data. This limits confidence in the margin positions of individual glaciers, but is 
unlikely  to  significantly distort  conclusions drawn about  regional  scale  changes or  forcing 
mechanisms.  The  automatically  derived  data  fared  well  in  the  validation  exercises, 
suggesting that such occurrences are rare and that the deductions of this analysis are  less 
likely  to be undermined. Due  to data availability, validation was performed on  two of  the 
larger  glaciers,  which  may  not  fully  represent  problems  specific  to  smaller  glaciers.  For 
example,  fjord wall  shadows are more  likely  to produce  false glacier margin positions on 
smaller glaciers than on larger ones, due to shadows stretching across the full width of the 
glacier causing a contrast change similar in extent to that of the calving margin. Weighting of 
glaciers  in  averages  produced  for  the  response  of  the  south‐east  by  width  reduces  the 
influence of such problems. 
The  short  term  noise  levels  present  in  the  data  (See  section  2.1.15  Error)  prevent  the 
identification  and  analysis  of  individual  calving  events.  Without  being  able  to  separate 
















Kangerlugssuaq  and 1.8  km  for Helheim,  suggest  that  glaciers  are highly  sensitive  to  this 
forcing  and  that  it  is  likely  to  have  the  ability  to  induce  longer  term  sustained  margin 
position  changes  (discussed  in  4.3 Margin position  trends).  It  also  shows  that  the  glacier 
front  can  change  significantly  over  very  short  timescales  and  that  dynamic  change  may 







the  sampled  glaciers of 0.36  km. Comments based upon  limited observations,  suggesting 
the glaciers in the region have fully re‐advanced (Kerr 2009) appear incorrect. The observed 
retreat  suggests  that many  south‐eastern glaciers have been making  contributions  to  sea 
level rise and could continue to do so if their response to environmental forcing continues in 
a  similar manner.  As  retreats were  found  to  be  significant  on many  glaciers  of  all  sizes, 
future research may benefit from considering a wider range of glaciers than the well studied 
three largest (Jakobshavn Isbræ, Kangerdlugssuaq and Helheim).  
The  stepped nature of  changes observed on many of  the  glaciers  suggests  a progression 
through  a  number  of  tipping  points  to  successive  stable  states.  It  is  possible  that  these 
stable states represent equilibriums found between the grounding line and the bedrock and 
are thus determined by glacier bathymetry. This has been predicted by theory (Meier & Post 
1987;  Weertman  1974)  and  modelling  (Vieli  et  al.  2001;  Nick  et  al.  2009).  Attempts  to 
characterise  glacier  margin  position  variation  within  each  stable  configuration  using 
principle  component  analysis  could  not  extract  strong  signals, which may  be  due  to  the 
small  sample of  years.  It  is possible  that  seasonal  changes  represent  variations  in  glacier 










retreat  in margin position.  It would  seem physically  likely and  intuitive  to  suggest  that by 
some mechanism, one or both of these variables were somehow responsible the changes. 
The high degree of correspondence between SATs and SSTs with margin position change on 












comparison with  SSTs.  There  is  also  no  categorical  correspondence  between  the  glaciers 
which  show  re‐advance  and  locations  which  show  continued  high  or  diminished  SSTs, 
further suggesting a  limited  influence of SSTs.  It  is possible  that both SATs and SSTs  force 





step‐change  nature  of  the  response  further  corroborates  the  theory  which  recognises 
multiple  bathymetrically  defined  stable  states.  Transitions  between  states  appear  to  be 
triggered  by  specific  temperature  levels,  after  which  they  show  independence  of 
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temperature  change.  Evidence  for  this  comes  from  the  consistency  of  response  pattern 
across glaciers,  the variation  in  temperature below a  threshold without change  in margin 






temperature  levels  (Chetyrbotskii 2008; McPhee 2008 chap. 7). There  is some evidence  in 
the  data  (Figure  34)  that  inter‐annual  retreat  is  caused  by  an  extension  of  the  calving 















thresholds,  followed  by  independence  of  temperature  during  state  change,  there  is  no 
linear relationship between SATs or SSTs and the derivative of margin position. This may be 
why  statistical  testing  failed  to  find high  correlation  coefficients.  The highly  significant p‐
values  are  likely  to  be  the  result  of  autocorrelation  in  the  data,  which  violates  the 




Vector  autoregressive moving  average modelling  (V‐ARMA),  a  technique more  commonly 






data  quality  issues  may  be  present  for  Ikertivaq  glaciers  and  KL‐T  G33.  For  the  tested 
glaciers,  data  fared  well  in  validation  exercises  against  manually  checked  data  from  an 
independent  study  (Joughin  et  al.  2008b).  The  method  thus  represents  a  less  labour 
intensive means for calculating glacier margin position change. The efficiency of the method 
allowed 79,152 images of glacier fronts to be investigated and should mean future research 
is no  longer  limited  to  a  small number of  glaciers or  low  temporal  resolution.  This  study 
serves as a pilot for future expansion of the method over the whole ice sheet, which would 






outlet  glaciers may be  very  sensitive  to  the operational  forcing mechanism  and  that  it  is 
likely to have the ability to cause large sustained retreats over short time periods. On inter‐
annual  timescales  retreat  a  weighted  average  retreat  of  1.69  km  was  found  to  have 
occurred  between  July  2001  and  July  2005,  after which  a  small  re‐advance  occurred  on 
some glaciers, averaging 0.36 km by July 2008. The retreat is consistent with other research, 
whilst  the  re‐advance  appears  to  have  been  overstated  by  Kerr  (2009).  The  finding  of 










may  not  be  robust. Using  high  temporal  resolution  data,  this  research  has  been  able  to 
precisely  locate  periods  of  dynamic  change within  time  and may  be  used  to  inform  the 
choice of  years  such  studies of elevation,  velocity and gravity  fields use  for  comparisons, 
particularly when the method has been applied to the whole ice sheet. It also highlights the 
possibility and benefits of using higher  temporal  resolution data, which  is seldom done  in 
studies of GrIS change. Many studies are based upon data from satellites with repeat pass 
frequencies higher than the sampling rate. This study provides an example of ways in which 
automation,  albeit  with  some  loss  in  accuracy  and  confidence  in  validity,  can  use  all 
available data to produce more robust findings, accurately located in time.  
Evidence  was  found  for  the  existence  of  discrete  stable  grounding  line  states,  between 
which tidewater glaciers are not in equilibrium and have rapidly changing margin positions. 
This  shows  the  possible  importance  of  bathymetry,  which  is  largely  unknown,  in 
understanding  the  dynamic  response  of  the  ice  sheet.  It  appears  that  changes  in 
temperature  may  trigger  retreats  from  stable  positions,  suggesting  that  the  short  to 
mid‐term response of the GrIS to future climate change is likely to be nonlinear and subject 
to  tipping  points,  at  least  until  glaciers  have  retreated  onto  land.  Combined  with  the 
observed sensitivity  to seasonal cycles and  large scale of changes observed  to be possible 




short  timescales. However,  a  qualitative  assessment  of  temperature  and margin  position 
time  series  indicates  that  SATs may have been more  likely  than  SSTs  to have  caused  the 





levels  for  glaciers  that  had  experienced  high  or  lowered  SSTs.  The  use  of  statistical 
correlations  could  not  establish  causality,  which  could  have  been  highly  significant  over 
short timescales, had there been less noise in the data. Tests were limited in their ability to 
explain the relationship between margin position change and temperature by  its nonlinear 
step‐change  nature.  Modulation  of  calving  rates  by  the  buttressing  effect  of  sea  ice 
formation,  with  season  length  controlled  by  surface  air  temperature,  forms  a  plausible 
physical explanation for the data. Further evidence for this comes from the apparent cause 
of retreats being an increase in duration of calving season length, as opposed to an increase 



























































































































































































































Supplementary Animation S1 Animation  showing MODIS  imagery and edge detection  for Kangerdlugssuaq glacier.  Left 
hand plot shows band 1 surface reflectance of Kangerdlugssuaq and the surrounding area for each cloud free day, which 
forms a single frame of the animation; axis units are km. Central top figure shows surface reflectance of the 'active region', 
the area within which edge detection  takes place; axis units are km. Second  central  figure down  shows detected edge 
pixels (white) over the active region using the Sobel method; axis units are km. Third central figure down shows frequency 
of detected edge pixels (y‐axis) using the Sobel method along the length of the glacier (x‐axis, km). High frequencies signify 
likely calving margin positions. Central bottom figure shows gradient (y‐axis) of across‐glacier averaged surface reflectance 
along the length of the glacier (x‐axis, km), used as part of the brightness profiling method of calculating margin position. 
High brightness gradient locations signify likely calving margin locations. Right hand plot shows detected margin positions 
after consolidation of the two detection methods and noise removal procedures; x‐axis is relative margin position in km, y‐
axis is time in years beginning. A horizontal line travels down the plot to signify animation location within time. 
  
Supplementary Animation S2 Plots are the same as in Supplementary Animation S1, but for Helheim Glacier. Plot details 
are described in the caption for S1. 
