This paper fills a gap in the theory of multipoint iteration function exemplified by the question: how does the secant method converge to a multiple zero. A general theory of the linear convergence of multipoint iterations is developed, and it is shown that two broad classes of iterative methods fit this theory. The results of numerical investigations based on the theory suggest that Muller's method applied to a multiple zero will inevitably produce complex iterates.
Introduction
Let 8 be a complex valued function of a complex variable that is analytic in some region about the origin and has a zero of multiplicity p at the origin. The secant method for approximating a zero of 9 starts with two initial approximations §^ and g^ anc * generates further approximations by means of the formula is defined to be the zero lying nearest gj of the quadratic polynomial that interpolates 0 at ^ , g 2 , and 5 . When p is 1 or 2 and ^ and g^ are sufficiently small, the sequence <g^> is known to converge to zero with order about 1.8 or 1.2. When p > 2, geometric intuition is insufficient to guarantee the convergence of the method, although numerical experiments will readily convince one that the iteration converges linearly and that the convergence ratio is complex.
The object of this paper is to investigate the convergence of multipoint iterations of the form ? <l+,)
-<p<? H) , s 11 "'* J"-*")
to a multiple zero of 9. The investigation is divided into two parts. In Section 2 we shall determine conditions under which the sequence of iterates generated by (1.1) can converge linearly to zero and exhibit an equation whose roots are potential convergence ratios. In Section 3 we shall apply this theory to two broad classes of iteration functions, those generated by linear interpolation, of which the secant method and Muller's method are examples, and those generated by inverse linear interpolation. Although an iteration such as Muller f s method depends on both the function 9 and the 2 choice of an interpolating basis (in this case 1, g, and ^ ), it turns out that the possible convergence ratios depend only on the multiplicity p of the zero of 9 and the fact that linear interpolation on a nice set of functions is used to generate cp. This is analogous to, but slightly weaker than the well known fact that under rather general conditions a multipoint iteration of the form (1.1) converges to a simple zero of 9 with an order that depends only on the number of points used by the iteration (e.g., see [4] ).
The theory developed in Section 2 is closely related to techniques used by Kiho Lee Kim [2] and the author in a numerical investigation of the convergence of a variant of the Rayleigh quotient iteration. about y^ such that whenever x^ ^ £ #7and y £ #J the sequence <?^> conx n-1 verges linearly to zero with ratio H. where
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Moreover to say that < §^> converges linearly to zero with ratio K is equivalent to saying that < §^> converges to zero and <y^> converges to y • It is this latter proposition that we shall actually prove. ESTABLISHES THE THEOREM.
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The nonhomogeneous perturbation has a curious effect on the behavior of the sequence <£^>. As the theorem shows the 5^ may still converge linearly with ratio K, and the rate at which the ratio H is attained will be (k) bounded by the rate at which the sequence <e > approaches zero. Now in (2.10) p may be taken as near p[g'(y )] as we like. Moreover as y. ap-K 1 proaches y , the constant H + can be taken near K. If ^ > p, which will be true in most applications, the will approach zero as ^\ In the homogeneous case, of course, approaches zero as p . Otherwise put, in both the homogeneous and nonhomogeneous cases the 5^ converge linearly, but this behavior may be exhibited more slowly in the nonhomogeneous case.
Interpolatory Methods
In this section we shall consider the behavior of two broad classes of iterative methods for finding a zero of an analytic function 8 and show that the behavior of these methods at multiple zeros is described by the theory of Section 2.
The first method is the method of direct linear interpolation, which includes the secant method and Muller's method. We shall assume that 9 has a zero of multiplicity p at the origin. Let TJTJ, ^2'"*'^N To establish this fact we shall need some additional notation. To obtain a bound on cr^CC)* note that from (3.2)
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We are now ready to compare a ^ with cr^ + 
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then for all X in such that y x 6 the implication (3.7) holds. It follows from Rouche's theorem that A X has a single simple zero in the circle |C -CP^ (X) | £ g||X|P.
Denoting this zero by CP(X), we see that CP can be written in the form CP^ + CP 2 ,
where CP^ is homogeneous and
The importance of Theorem 3.1 when combined with Theorem 2.1 is that it allows the reduction of a large class of methods to methods based on polynomials. In particular the behavior of two point methods applied to a function with a zero of multiplicity p will be the same as the secant method ap- This shows that the secant method can converge linearly to a multiple zero with a positive convergence ratio. However, this does not complete the picture, for equation (3.9) may have other roots whose moduli are less than unity, and these roots also represent possible convergence ratios.
The complete analysis of the other roots of (3.9) is a difficult problem, and the author has had to content himself with a numerical investigation of the ropts of (3.9) for values of p ranging from two to ten. The results
show that equation (3.9) can indeed have other roots with moduli less than unity; however, for none of these roots is |\|r f | less than unity, so that they can be effectively dismissed as possible convergence ratios. The derivatives of cp can be obtained explicitly from (3.12). For each p, there is only one real root of (3.13) for which p(g ! ) < 1. These roots are given below. 
