Abstract: Streamlines are commonly used in scientific visualization. They are the most used geometric items in primitive-based visualization algorithms. In this paper, a modified version of the farthest point seeding strategy streamline placement is presented. The main advantage compared to the original method is the use of a simple easy to implement underlying data structure. The Delaunay triangulation used in the original algorithm is heavy and susceptible to the calculation robustness errors. The distances between lines and the localization of the biggest void in the domain are approximated using the Delaunay triangulation. This paper presents an adaptive distance grid to model the visualization domain and incorporate anywhere the local distance to all the other streamlines and the boundaries exactly without any approximation. The streamlines are started at the farthest point from all the existing ones and the domain boundaries. The localization of the seed point position is directly accessible via the distance adaptive grid. The grid update is direct too, and is done by a greedy algorithm avoiding any additional cost. The obtained results are sufficient, and the extension to multi-resolution is straight and simple.
Introduction
Streamlines are commonly used to visualize vector and direction fields in many domains. They are used in physics, fluid dynamics, mechanics, finite element simulations, computational geometry and many other areas. Drawing a streamline is a very efficient way to describe a particle path according to a vector or a direction field. A streamline is defined as a line that are tangent to the underlying field in each point. It is constructed by successive integrations from an initial point called seed point. When the location of a seed point is defined, the construction of the whole remaining line is directly deduced in a unique way according to an integration scheme. That is why the key of any algorithm of streamline placement is the way how these seed points are picked.
In the remaining of this paper, we define the visualization domain as the surface where the streamlines will be drawn. We consider that the vector field is stationary (constant in time) and defined on a regular grid. The streamline construction consists of two elementary operations: Interpolation and Integration. The interpolation consists of calculating the vector value (v) in each point in the visualization domain according to the points where the vector field is already defined. Since the vector field is described on a regular grid, the bilinear interpolation is the well adequate scheme. If the located point is p, and if the very small enclosing box defined by the points where the vector field is known (Figure 1 ): p1, p2, p3, p4. The interpolation scheme is the following:
Where λ and µ are two real floats between 0 and 1 that represent the distances between the point p and the points p1, p2, p3, p4 on the two coordinates axes.
Considering function v giving the vector value in each point, the streamline is defined as the resolution of this equation:
Where p(t) is the position at t time. This position is defined as follows after a lapse ∆t:
To solve or approximate the resolution of this equation, and thus construct the streamline, different methods were proposed. In this paper, we used the second order Runge-Kutta Integrator:
Where P k denotes the actual position, P k+1 denotes the next position, h denotes the integration step and P ′ k denotes the intermediate point. Thus, by successive integrations, the streamline is constructed like a polyline. The integration of a streamline stops when one of the criteria is satisfied:
• The streamline becomes too close to another one.
• The streamline reaches the visualization domain border.
• The streamline reaches a critical point.
Previous work
The pioneering algorithm is due to Turk and Banks [1] . They proposed an energy minimizing approach to generate high quality placements. Their algorithm initially creates a set of so-called streamlets (short streamlines), then applies series of energy-decreasing elementary operations to combine, delete, create, lengthen, or shorten the streamlets. To get a uniform density of streamlines, the energy to be minimized is related to the difference between a low-pass filtered version of the image corresponding to the current placement and a uniform grey image. This approach generates high quality placements, with significant computation times due to the iterative aspect of the algorithm.
Jobard and Lefer proposed an algorithm to create evenly spaced streamline placements [2] . Their solution is a greedy placement algorithm where streamlines are seeded in the neighborhood of previously placed streamlines ( Figure 2 ). During the numerical integration of the streamline, a set of seed points are spread on both sides, and stored into a container of candidate seed points for future placements. The next streamline is placed from a valid seed point, which was randomly chosen and popped out of this container. The algorithm terminates when no more valid seeds remain, i.e. when the container is empty.
To better depict the topology of the flow, Verma et al. [3] proposed a streamline placement technique where the streamline integration is seeded nearby critical points ( Figure 3) . In a final step, the remaining space is filled by resorting to a random seeding strategy. Although this method provides placements that enhance the flow features and topology, it does not provide precise control over the density. Moreover, seeding streamlines nearby a singularity where the flow is often highly turbulent does not intrinsically favor long streamlines.
One important component for all greedy streamline placement algorithms is the data structure. It is commonly used to model the streamlines and the empty spaces, to accelerate the point location as well as the streamline-tostreamline distance queries. Some specific data structures have also been developed in order to cope with large data sets [4] . A streamline is frequently approximated by a polyline, each integration step adding a new point at one of its extremities. A common acceleration step consists of approximating the distance queries by simpler point-to-point queries, and the number of associated computations is of- ten reduced by using regular Boolean grids combined with region growing procedures [2, 3] . Unfortunately this choice is not suited to high density, and even less suited to variable density. Variable and high density assume that the number of sample points used to approximate the streamline is bigger than the number of points in case of standard small density. This induces more calculations when calculating distances, and even robustness against related difficulties. A visual qualitative study of existing streamline placement algorithms led us to distinguish all greedy methods from the pioneering optimization technique introduced by Turk and Banks [1] . The latter has not been really improved in terms of quality since 1996, while the greedy methods trade efficiency for a lower quality (they are typically two orders of magnitude faster).
In [5] , the authors proposed a novel greedy algorithm to place evenly spaced streamlines with high quality according to the line lengths. The idea is to place the new streamline the farthest away from all previously placed streamlines. They used a Delaunay triangulation to model the spaces and approximate distances between lines. Each time, the new streamline has to be started at the center of the biggest circumscribed circle of the Delaunay triangles ( Figure 5 ). This location approximates the farthest point from all other lines. The Delaunay triangulation is constructed by inserting all the points composing the streamlines plus a set of point sampled on the boundary of the visualization domain. Each time a new streamline is calculated, the Delaunay triangulation is updated by inserting into it the new streamline points.
In [6] , the authors introduced the notion of dual streamlines that are orthogonal to the given vector field as opposed to primal streamlines that are tangential. Seeds for new streamlines are only placed along these curves. The streamline seed point is selected at the midpoint of the largest segment among the dual streamlines (Figure 4) . For non-Planar Domains, they combined the dual seeding placement with a color-coded visualization of pressure to obtain 3D illustrations.
In [7] , the authors introduced dash tubes ( Figure 6 ) that were generalized cylinders extruded along direction of the flow. The geometry is displayed with animated, opacity mapped texturing to visualize velocity and direction of flow. They appear as dashes moving along the direction of the flow. To place dash tubes, they extended the Jobard Grid to three dimensions [2] . They distributed the seed points on a jittered grid. Streamlines that are shorter than the dash length are rejected as soon as they are calculated. The authors used magic lenses and magic boxes to focus on given context in the 3D scene.
Ye et al. [8] proposed a strategy for seeding streamlines in 3D flow fields to capture the essential flow patterns and provide sufficient coverage while reducing clutter. They proposed different seeding templates for different types of critical points. In order to not clutter the display with streamlines, while not missing any important flow feature, they defined influence regions for critical points to not miss any important flow pattern, and filter streamlines based on geometric properties.
To better display 3D Streamlines and reduce visual cluttering in the output image, Li and Shen proposed an image-based approach for streamline generation and rendering [9] . They were inspired by how artists draw in real life by placing streamlines based on how they are distributed across the image plan (Figure 7) . They placed seeds directly on the image plane, then they unprojected back those screen space seeds to unique 3D position in object space by taking into account their depth values. Finally, streamlines are integrated from the object space position. The authors used random strategy to initialize streamlines, and proposed different ways to generate the depth map.
Benjamin et al. [10] proposed an automatic streamline seeding algorithm for vector fields defined on surfaces in 3D space. They performed the streamline integrations in image space using multi-pass technique.
Michael et al. [11] defined a discrete streamline density that they used to propose a context-based method for two and three dimensions. In this method, called Priority Streamlines, streamlines are integrated at points of interest according the density map. Each streamline calculation lowers the density map until the map's global maximum is below a certain threshold (Figure 8) .
Xu et al. [12] proposed a seeding strategy similar to Verma et al. [3] for two and three dimensions. In their method, they place seeds according to an entropy map reflecting the carried information in the streamline placement.
Contribution
Approaches dedicated to germ positioning for computing streamlines are known and limited. All the state-of-theart algorithms for streamline placement in 2D and 3D are based on these approaches. The best approach to date, which produces long streamlines while maintaining the desired density, is the farthest point of seeding strategy algorithm [5] . The Farthest Point Strategy starts the streamline integration at the farthest point away from all of the previously placed ones. It means that those streamlines have all the chance to progress and be the longest possible. The major drawback of the original version of this approach is the use of a highly efficient and robust data structure, but cumbersome to program and use [13] [14] [15] . In ad- dition, the distances are not exactly calculated but rather approximated by the circumscribed circles to Delaunay triangles.
In this article we propose to replace this triangulation by a simple and easy to implement data structure, while providing more accurate and direct distance calculations between streamlines. The adaptive grid presented here provide three functions:
• Evaluate the distances between streamlines and the visualization domain boundary; • Return the occupation status of the space: either the place is occupied or not by streamlines; • Return the center of the biggest void in the visualization domain to integrate the next streamline Figure 9 describes the global algorithm presented in this paper.
2D Adaptive Grid Based Farthest Point Seeding
This section presents the modified version of the farthest point seeding strategy for streamline placement. A global overview is given in algorithm 1.
To obtain a streamline placement, we have to iteratively pick a valid seed point and integrate a streamline from it.
The seed point has to be selected as the farthest away from all the previously integrated streamlines.
This location corresponds to the center of the adaptive gird cell with the highest score among all the other cells. The cell scores represent the distance from the cor- responding cell and all the other streamlines and the domain boundaries.
Adaptive Occupation Grid:
We substitute the Delaunay triangulation with an adaptive occupation grid. This grid models the space in the visualization domain according to the placed streamlines. Each cell in this grid has two attributes:
• Boolean attribute indicating if the cell is crossed or not by a streamline. This attribute is also called cell indicator.
• Integer attribute indicating the distance from this cell to all of the other streamlines and the boundary of the visualization domain. This attribute is called also the cell score.
Initially, all of the cell scores are calculated according to the visualization domain boundaries, and all of the cell indicators are set to false.
After each line integration, the adaptive grid is updated in such a way that each cell score indicates its distance to the other streamlines or the domain boundary.
To pick a seed point, we just need to find the cell with the higher score. The center of this cell is the farthest point from all placed streamlines.
Streamline Integration
After selecting a seed point, we use the Runge-Kutta [16] second order integration scheme to construct the polyline for approximating our streamline.
The distance update algorithm
After each line integration, we have to update the adaptive grid using the algorithm 3. The principle is to span all the grid starting from the current streamline cells and update each cell's neighbor. After each streamline integration, the cells crossed by this streamline have to be updated as follows:
• The indicator is set to true; • The score is set to zero since this cell becomes at zero distance from the streamline.
For the other cells, their scores have to be updated. The old scores were calculated according to the old stream- lines. When the new streamline is introduced, the neighboring cells to those crossed by it have to be set to 1; their neighboring cells have to be set to 2; and so on until we reach the cells localized at a middle between the old streamlines and the new one. It means that the modification of cells scores has to be stopped when the neighboring cell scores are smaller than the current one. In a recursive way, we can recapitulate this operation as follows:
• If the cell value of the current position is smaller than the neighbor cell value, we increment its value and continue updating neighbors; • If the cell value of the current position is greater than the neighbor cell, we quit.
This algorithm guarantees that each score indicates the distance from the cell to the other streamlines and the visualization domain boundary. 
Implementation and Results
We implemented our method using C++ [17] , and OpenGl [18] to visualize our placements. To compare the performance of the proposed modified algorithm to the original method, we used the CGAL Streamline Package [19] .
To evaluate the efficiency of the two algorithms, the two implementations are run in console mode. The OpenGL is used only to visualize the results and get a graphic illustration. The comparison is available in Table 1. As we can see, the grid-based version is faster than the Delaunay-based one by about 30%. This difference could be explained by the use of a simpler data structure requiring less time in updating and accessing elements. The Delaunay triangulation construction runs in O(n log n) times.
In addition to the construction time, localization and update operations needs more time. The Adaptive Grid structure needs only constant time for construction and update operations. Figure 11 presents some of our results using various synthetic vector field to appreciate the visual quality of our algorithm.
Conclusion
In this paper, we presented a modified version of the farthest point seeding strategy. The Delaunay triangulation is replaced by an adaptive regular distance grid to model spaces in the domain and maintain the distance map. The regular adaptive grid is simpler and easier to implement compared to the Delaunay triangulation. The obtained results are visually good, and the processing time is much better than the original method (about 30%).
