Orthonormal polynomials with weight 151" exp(--r4) have leading coeffkients with recurrence properties which motivate the more general equations MT"
INTRODUCTION
Given p>-1 and P = 1, 2,..., let w(r) = ] rlP exp(-1 tlr), where -co < t < +a3. Then the weight function W(T) defines unique orthonormal polynomials pO(r), p,(t), pz(r),... such that and p,(r) = z,,,rm+ lower terms, where the coefficients z,,, > 0. We set p-,(r) = 0, 7~-, = 0. Freud have studied the ratios rr,,-,/zcm because these determine the polynomials p,(r).
When r = 2, Freud shows Freud [5] shows that lim,,,(12/m)'/* c,,, = 1. Here we extend and sharpen these results. Taking any positive sequence (y,, y2 ,...) we fix to > 0 and study the real sequences (<, , cZ ,...) such that ML-1 +rm+L+l)=Y;9 m = 1, 2,... . (1.4) Since the value &, is already given, each real ri inductively determines an infinite sequence (r, , &,.,.) unless some component 5, is precisely zero-and this last condition excludes just countably many <, , If y,,, = y and <,, # 0 then (1.4) has a period-4 solution, namely, (1.5) and this sequence has some negative terms; but our prime concern will be nonnegative L&,,. Unless we state otherwise, hereafter the y,,, are positive and the <,,, are nonnegative. <,=y(o+ 1 +u-')-"*(um-P) form = 1, 2,... . (1.7) Further notation simplifies this work. The set R" (resp. R") of all real ntuples (resp. real infinite sequences) is a vector space under componentwise addition and real scalar multiplication. The scalar 0, with no ambiguity, will denote the zero vector in either space. Typical elements x,y of these spaces will have respective components <,,,, qrn for positive indices m; the scalars to, q,-, with subscript zero will not be components of the associated vectors. Given any x = (<, , & ,...) and y = (11,) q2 ,... ), write x < y (resp. x < y) if all <,,, < v,,, (resp. & < v,,,). Call x nonnegative when 0 < x; call xpositive when 0 < x.
The finite-dimensional space R" will use the standard I" norm: ljxll = max(lr,I: m = l,..., n). (1.8) More generally, let 0 < a = (a,, oZ ,...) E R" and let 0 < b = (/3,,PZ ,...) E R". Then the set Rm, with the norm ll4l, = su~{ll~la~I: m = 1, L. This work fixes positive c = (yi, y2,...) E R" and &, > 0; it seeks nonnegative x = (<, , & ,...) E R to where x satisfies (1.4). Section 2 obtains some basic results for an auxiliary linear recurrence with variable coefficients. Section 3 discusses the truncated problem of finite sequences 5, ,..., <, with fixed &,, &,+ , . Sections 4, 5, 6, for infinite sequences, using an equivalent formulation as a fixed-point problem, prove the existence of nonnegative solutions, and give several criteria for uniqueness. Conversely, an argument in Section 6 generates multiple nonnegative solutions for some vectors c. Also, the stronger hypotheses of Section 5 yield important results for norm-convergence. Section 7, on sequence computation, shows the instability of forward iteration and gives a stable algorithm, with error estimates. Sections 8 and 9, for the original problem (1.3), find an asymptotic expansion of the unique nonnegative solution, and report computational experience with a still more refined algorithm.
LINEAR RECURRENCE
Given any complex sequence (0, , w2 ,... ), consider the complex sequence CL,, C,, t, ,...I such that i mtl -w;c,+i,-,=o (2.1) when m = 1, 2,... . This section, for certain recurrences (2.1), extends a wellknown theorem of Poincare (Monte1 [7, Chap. 51 ) and collects auxiliary results for later use. If (Co, 4,) = (1,0) or (0, l), respectively, then w, ,..., w,, determine the value &+i, whence cm+, is some function B,(wi,...,w,) or c&J, ,--., w,,,), and B, = 0, C, = 1. Then the linearity of (2. Analytic continuation admits all other complex o.
Now let I, be the n x n identity matrix, where n = 1, 2,..., and let E, be the n X n matrix (sij) such that Eij = 1 when Ii -j/ = 1 but otherwise Fi,j = 0. If (!I,,," = m?r/(n + l), where m = l,..., n, then [E, . (sin t?,,,,..., sin nO,,,n)transpose Jk = 2 cos 8,,, . sin ke,,,,, (2.4) for k = l,..., n. Thus E, has the n distinct eigenvalues 2 cos 8,,, and these have the corresponding nonzero eigenvectors (sin 19~~ ,..., sin nOmn)tra"spose. If also w; > w, and some w; > wk, where 1 < k < n, then C,(w, ,***, WJ < c,(o; ,..., 0;). Hence {xE R":x>O;o>F(x)}, for any real o, is bounded in the norm (1.8); and this level set, via this fact, is bounded away from the coordinate hyperplanes. Also, the set is closed, whence it is compact. Thus P(x), on the orthant {x E R": x > 0}, achieves its minimum at some strictly positive x*. This x* is a nonnegative solution; our next theorem shows that no other x is a nonnegative solution. Proof. Let the set K = {x E R": 0 < 6, < y,, m = l,..., n}. Then the nonnegative stationary points of F(x) are just the nonnegative solutions of (3.1), and any such solutions, by Lemma 3.1, are necessarily elements of the set K. By definition, the Hessian F"(x) is the n x n matrix (a'F/a&ar,); by 
INFINITE SEQUENCES
Here we treat the infinite system (1.4): demanding nonnegative solutions, we prove a general existence theorem and obtain a uniqueness criterion. First, we state an equivalent fixed-point problem, using an auxiliary function g. Specifically, we let o=g(r)=-r+(l +?)I'*, .3). Therefore the nonnegative solutions of (1.4) are precisely the fixed points of T. Our first lemmas concern this map T.
LEMMA 4.1. If 0 is the zero vector then To < c; if x is any real vector then 0 < TX. If x < y (resp. x < y) then Ty < TX (resp. Ty < TX) and T2x < T2y (resp. T2x < T'y). If &, = q0 and x, y E R m, while rm~(1/2y,)min(r,-,+r,+,,rl,-,+~,+,) for m = 1, 2,..., then where the interval containing r, has bounds (c,,-, t &,,+ ,)/2y, and (nm-r + n,,,+ ,)/2y,. But we increase I g'(r,)l when we decrease r,. Thus, componentwise, T2k0 has monotone increasing limit x-and, similarly, T2k' '0 has monotone decreasing limit x' as k + co. Also, TX-= x ' and TX' =x-, while Tc<x-<x+ CC. If T has fixed point x*, so that TX* =x*, then x-<x* < xf.
Proof Lemma 4.1 shows, first, that 0 < TkO if k = 1, 2,..., whence Tk' '0 < 10. Specializing these facts gives 0 < T*O < 70; then using T gives T'O < T30 < 70. Together, these are (4.7) when k = 0. Repeatedly using T2 inductively completes (4.7). If j is any positive integer, then the increasing sequence PO, T'O, PO,... has upper bound T2jf '0, and the decreasing sequence 70, T30, T'O,... has lower bound T'jO; so these sequences have componentwise limits x-, xi. Thus Tc < T20 < xP < T2jt '0, while T2j0 < xi < TO < c, and these yield (4.8) when j + co. But g is continuous, whence
Therefore TX-=xf; likewise TX+ = xP. If TX* =x* then 0 <x*; so TzkO < T2k~* =x* = TZkt'x* < TZkt'O, where k=O, 1, 2 ,.... Let k-+ 00 to find x-<x* <x+.
Remark. The sequences x-and xt underlie many later results. 
ANOTHER UNIQUENESS THEOREM
Although the hypotheses of Theorem 5.1 include the restriction u+u-'= 1 + A;*, actually the value u, by Theorem 2.3, need obey only the condition o + u-' < 1 + lim inf, yL/<L r;. However, no explicit formula gives this limit, whereas (5.5) and (5.6) determine I,. Here we strengthen (5.1): we assume that lim,y,+ ,/v, exists and P = lim, Ym+ Jr, > 0. (6.1) (Again, to > 0 and c > 0.) Thereby, extending results of Freud [5] and Nevai 1913 we obtain a new uniqueness theorem via our initial remark. If x=(<,,t2,...)ERm, then x(r) will denote the series C,"= r &,,rm in the complex variable r, and l/s(x) will denote the series radius of convergence, whence S(X) = lim supm ) <, I r'm. (6.2) (the Cauchy-Hadamard formula (Goursat and Hedrick [6, pp. 377-3781)). The value s(x), in some sense, measures the "growth rate" of (r,, r,,...). If also yER* then s(x + y) < max(s(x), s(y)), and if 0 <x< y then s(x) G S(Y). Clearly, the factors of each denominator r,,, are simply powers of the preceding numerators qk. Also, the specified r, is the quotient q,(<l)/r,,(<,). If 5, < <: (resp. <, > r:) then [l,, <;] (resp. [<t, <,I) contains a zero of q,(<)/r,(<) unless it contains a pole, and then it contains a zero of some preceding q, . Hence the zeros of {q,,,: m = 1, 2,...} have <; and r: as monotone limits. But q, has the unique root 0, while q2 has the positive root y, g(<,,/2y,). Given any positive E, choose all & so large that no root of 4 rnfl, via (6.8), exceeds distance ~/2~+' from some root of r~rm-, . The roots of the latter are all roots of some preceding qk. Therefore, r; # c: when E is small enough.
SEQUENCE COMPUTATION
The recurrence (1.3), by definition, has fixed value &, = 0, and Section 8 will show that this recurrence, by Theorem 4.3, has unique nonnegative solution x* = (CT, cz*,...); also, independent remarks will furnish CF. Theoretically, <,, and r,*, via (1.3), determine all c,* for higher m. However, we find here that such forward iteration is an unstable algorithm, and we give a stable one. Hereafter, we fix values y,, = to = 0 because they simplify the discussion, and we take any positive sequence c = (yl, y*,...) such that (1.4) has unique nonnegative solution x*. (Later results will need assumption (6.1).) Further, we choose any r, > 0 and, from &,, rl, we define x = (<, , & ,...) via (1.4). This sequence x represents a hypothetical computation. Clearly, a program can set &, = 0, but it cannot set <i = <T unless the latter is a machine number-and example (1.3) will have irrational <F. Moreover, if the machine {, were actually <f, still, roundoff error would soon produce an m such that the computed <, was not (2; so the effective r, would not be precisely <,*.
However, any distinct <, and <T yield increasingly different &,, and <z. If t, # tf then x+x*, and either some finite <, = 0, whence x has no further elements, or else some finite <, < 0, since x* is the only nonnegative solution. If <,+ z is the first nonpositive element of x, then 0 < l, ,..., <,,+ , , and <,,, < y,, by Lemma 3.1, when 1 < m < n. Now let (y,, y2 ,...) satisfy 
gives immediately
Cm+ ,/C, = C,(w, ,..., corn) 2 C,(l + 1;' . min{y,/<,: m = l,..., n)) (7.2) for m = l,..., n. Therefore, the discrepancy &,, -<,* has alternating sign and exponentially growing magnitude until the value &,, becomes zero or a negative quantity. Clearly, (1.4) has the same instability for backward iteration, because (2.1) has the same properties for decreasing m.
Since we cannot obtain cr,..., <,* by an initial-value method, instead we shall compute these numbers via a boundary-value approach. Hereafter, we assume (6.1) and invoking Lemma 6.1, initially we use (6.3) to make the estimates r,= (Li t 1 +,Ky* Ym, m = 1, 2 ,..., n t 1.
Now, fixing this value <,+, , we solve (3.1) or, recalling the equivalent problem, we minimize F(<, ,..., <,). However, this is a trivial matter unless n > 1; and then, by Lemma 3.1, the domain K" contains the minimum, where K" = (x E R": 0 < &,, < y,,,, m = l,..., n), (7.4) while also, on this domain, Theorem 3.2 shows that F(x) is an analytic, strictly convex function. The literature contains many optimization methods, but these facts suggest a Newton-Raphson algorithm. Specifically, taking (7.3) as a first guess, we solve iteratively F'(x) = 0. Indeed, given any point x,,~ in K", we compute a successor x,,, = x,,,~ -Ax, where (tentatively) Ax 9 F"(x,,~) = F'(x,,,,) (7.5) provided K" contains the resulting xnew; otherwise some a 4 Ax replaces this Ax, where 0 < a < 1. The n x n Hessian matrix P(x), on the domain K", is symmetric, tridiagonal, and diagonally dominant by (3.6) . Also, the subdiagonal has all entries unity. Hence the system (7.5), through Gaussian elimination, produces the required dx in 2n -I multiplications/divisions. Still, our goal is the values <,*. If the estimated <,+, , via this algorithm, determines <, ,..., [,, with high precision, then the remaining error in rl ,..., 4, reflects the initial error in <,+ 1. Ir,-r;I < I<,+, -<,*,,I * um-n-1. ProoJ If we truncate (8.5), (8.6) at the power rk then the resulting polynomials will be nonnegative for small positive r, and we can add multiples of the power rk+' so that the resulting g'(r), g-(7) will be nonnegative for all positive r. If h + (r) > 0, h-(t) > 0, where 0=(-3/h+(r))+h+(t)+(l-t)"2g~(r/(l-r))
+ (1 + ty* g+(T/(l + T)), (8.10) increasing precision, clearly adjusts those values r, which, on the next step, would otherwise need the most correction. Thus each step computes a longer sequence until n(j) reaches n, but early steps involve quite small linear systems ( This process has much slower convergence, but its starting-point was almost the exact solution. Hence the numerical values, after six iterations, showed complete stability in 64-bit floating-point arithmetic. Appendix A gives the first 20 terms.
Having thus minimized roundoff, we ignore it, and, to estimate accuracy, we use (7.8). To find u we need (7.6). For a better value we could explicitly substitute min{y,/{,: m = l,..., n}, but for a faster result we need verify only that &, < A, y,,, when 1 < m < n. A conservative u then satisfies the equation U+U-' = 1 + A<*, whence u N 2.6872901 and CJ' N 1012.0498 > 103; so dropping seven terms from the end of the computed sequence improves the accuracy by a factor of at least 103. Even (7.9) yields the crude estimate that 1t251 -l&i1 < 1, whence I<,,, -r,*I < lo-l5 for m < 216; but (7.11) gives a better bound when (Direct computation checks (7.10) for m = 1; simple algebra proves it for m > 1.1 Now l5251 -<,*,, 1 ( 0.00456 because <,*,, satisfies (7.1 l), and \<,--<;1<2x lo-l5 when m < 222. Indeed, if <,+, is the last value, for any n > 29, while vi+, < c, + , < q,'+ r, then IL+, --m*+,Im,++l-r ,,I~l~rl:o-~jo/<O.O264, (9.7) so that it,,, -(,*I < lo-l4 for any m < n -28.
Another argument improves this estimate. Clearly, our &,, should be very accurate when the index m is small. If we put p = 0 and use (9.2) to find t;", then cl, from the preceding algorithm, has the same value to the last computed digit. No two sequences with the same n have the same pattern of signs. However, it is unclear whether this is significant.
