Abstract. Coordination graphs offer a tractable framework for cooperative multiagent decision making by decomposing the global payoff function into a sum of local terms. Each agent can in principle select an optimal individual action based on a variable elimination algorithm performed on this graph. This results in optimal behavior for the group, but its worst-case time complexity is exponential in the number of agents, and it can be slow in densely connected graphs. Moreover, variable elimination is not appropriate for real-time systems as it requires that the complete algorithm terminates before a solution can be reported. In this paper, we investigate the max-plus algorithm, an instance of the belief propagation algorithm in Bayesian networks, as an approximate alternative to variable elimination. In this method the agents exchange appropriate payoff messages over the coordination graph, and based on these messages compute their individual actions. We provide empirical evidence that this method converges to the optimal solution for treestructured graphs (as shown by theory), and that it finds near optimal solutions in graphs with cycles, while being much faster than variable elimination.
Introduction
A multiagent system (MAS) consists of a group of agents that interact which each other [1, 2] . In such systems agents act individually, but the outcome can differ based on the behavior of the other agents. In this paper, we concentrate on cooperative MASs in which the agents try to optimize a shared performance measure and have to ensure that their selected individual actions result in good team behavior. RoboCup [3] is a good example of a cooperative (or team) MAS in which the agents also have to deal with time constraints since the soccer-playing robots have to coordinate their actions in real-time in order to win.
A recently introduced framework for multiagent coordination is the concept of coordination graphs (CG) [4] , which allows for a tractable representation of the coordination problem. In this framework, payoff functions between subsets of the agents are specified that represent local coordination dependencies between the agents. In order to determine the optimal joint action that maximizes the sum of the local payoffs, a variable elimination (VE) algorithm was proposed in [4] . We applied CGs and VE to our UvA Trilearn RoboCup Simulation team, which won the RoboCup-2003 World Championship [5] . However, although VE is exact and always produces the optimal joint action, it can be slow in certain cases and in the worst case scales exponentially in the number of agents for densely connected graphs. In previous work [6] , we compared two different alternatives to VE. In this paper we will concentrate further on the max-plus algorithm, which is analogous to the belief propagation algorithm [7] [8] [9] for Bayesian networks, as an approximate alternative to VE. In this method, the agents repeatedly exchange payoff messages on which they base their individual action selection. In this paper, we provide empirical evidence that this method converges to the optimal solution for tree-structured graphs and also show that it finds near optimal solutions in densely connected graphs with cycles, while being much faster than VE. These results make this framework interesting for domains as RoboCup where real-time decision making in a group of distributed cooperative agents is of great importance.
Coordination Graphs and Variable Elimination
In this section we will review the problem of computing a coordinated action for a group of n agents using the variable elimination (VE) algorithm [4] . Each agent chooses an individual action a i from a set A i , and the resulting joint action a = (a 1 , . . . , a n ) generates a payoff u(a) for the team. The coordination problem is to find the optimal joint action a * that maximizes u(a), i.e., a * = arg max a u(a). An obvious approach is to enumerate all possible joint actions and select the one that maximizes u(a). However, this approach quickly becomes impractical, since the joint action space × i A i grows exponentially with the number of agents n.
Fortunately, many problems exhibit the property that the payoff matrix u(a) is sparse. Each agent only depends on a small subset of the other agents, e.g., in robotic soccer only robots that are close to each other have to coordinate their actions. A recent approach to exploit such dependencies involves the use of a coordination graph [4] , which decomposes the global payoff function u(a) into a linear combination of local payoff functions, each involving only a few agents. For example, a payoff function involving four agents can be decomposed as follows:
The functions f ij specify the local coordination dependencies between the actions of the agents and can be mapped to a graph G = (V, E) in which each node in V represents an agent, while an edge in E defines a coordination dependency between two agents. Only interconnected agents have to coordinate their actions at any particular instance. The global coordination problem is thus replaced by a number of local coordination problems each involving fewer agents. In order to find the optimal joint action a * we can apply VE, which is essentially identical to variable elimination in a Bayesian network [10] . The algorithm operates as follows. One agent is selected and collects all payoff functions in which it is involved from its neighbors. Next, it optimizes its decision conditionally on the possible action combinations of its neighbors and communicates the resulting 'conditional' payoff function to one of its neighbors. Thereafter, this agent is eliminated from the graph. When only one agent remains, this agent selects an action that maximizes the final conditional strategy. A second pass in the reverse order is then performed in which every agent computes its optimal action based on its conditional strategy and the fixed actions of its neighbors.
We will illustrate VE on the aforementioned decomposition (1). We first eliminate agent 1. This agent depends on the local payoff functions f 12 and f 13 and therefore the maximization of u(a) in (1) can be written as 
, which is independent of a 2 . Next, we eliminate agent 3 giving max a u(a) = max a4 φ 4 (a 4 ) with φ 4 (a 4 ) = max a3 [f 34 (a 3 , a 4 ) + φ 3 (a 3 )]. Agent 4 is the last remaining agent and fixes its optimal action a * 4 = arg max a4 φ 4 (a 4 ). Thereafter, a second pass in the reverse elimination order is performed in which each agent computes its optimal (unconditional) action from its best-response function and the fixed actions from its neighbors. In our example, agent 3 first selects a * 3 = B 3 (a * 4 ). Similarly, we get a * 2 = B 2 (a * 3 ) and a * 1 = B 1 (a * 2 , a * 3 ). In the case that one agent has more than one maximizing best-response action, it can select one randomly, since it always communicates its choice to its neighbors.
The outcome of VE is independent of the elimination order and always results in the optimal joint action. On the other hand, the execution time of the algorithm does depend on the elimination order 1 and is exponential in the induced width of the graph (the size of the largest clique computed during node elimination). This can be slow in certain cases and in the worst case scales exponentially in n. Furthermore, VE will only produce its final result after the end of the second pass. This is not always appropriate for real-time multiagent systems where decision making must be done under time constraints. For example, in the RoboCup 2D Simulation League, each agent has to sent an action to the server within 100ms. In these cases, an anytime algorithm that improves the quality of the solution over time would be more appropriate.
The Max-plus Algorithm
In this section, we describe the max-plus algorithm [7] [8] [9] 6 ] as an approximate alternative to VE. The max-plus algorithm is a popular method for computing the maximum a posteriori (MAP) configuration in an (unnormalized) undirected graphical model. This method, analogous to the belief propagation (BP) or sum-product algorithm in Bayesian networks, operates by iteratively sending messages µ ij (a j ), which can be regarded as locally optimized payoff functions, between agent i and j over the edges of the graph. For tree-structured graphs, the message updates converge to a fixed point after a finite number of iterations [7] . We can translate the above result to our multiagent decision making problem, since computing the MAP configuration is equivalent to finding the optimal joint action in a CG [6] . Suppose that we have a coordination graph G = (V, E) with |V | vertexes and |E| edges. Instead of variables, the nodes in V represent agents, while the global payoff function can be decomposed as follows
Here f i denotes a local payoff function for agent i and is only based on its individual action a i . Furthermore, (i, j) ∈ E denotes a pair of neighboring agents (an edge in G), and f ij is a local payoff function that maps two actions (a i , a j ) to a real number f ij (a i , a j ). A function f i thus represents the payoff an agent contributes to the system when it acts individually, e.g., dribbling with the ball, and f ij represents the payoff of a coordinated action, e.g., a coordinated pass. Again, the goal is to find the optimal joint action a * that maximizes (3). Each agent i (node in G) repeatedly sends a message µ ij to its neighbors j ∈ Γ (i), where µ ij maps an action a j of agent j to a real number as follows:
centralized max-plus algorithm for CG = (V, E) intialize µji = µij = 0 for (i, j) ∈ E, gi = 0 for i ∈ V and m = −∞ while fixed-point = false and deadline to sent action has not yet arrived do // run one iteration fixed-point = true for every agent i do for all neighbors j = Γ (i) do send j message µij(aj) = maxa i˘f i(ai) + fij(ai, aj) + P k∈Γ (i)\j µ ki (ai)¯+ cij if µij(aj) differs from previous message by a small threshold then
Algorithm 1: Pseudo-code of the centralized max-plus algorithm.
where Γ (i) \ j represents all neighbors of i except j and c ij is a normalization vector. This message can be understood as an approximation of the maximum payoff i can achieve for a given action of j, and is computed by maximizing (over the actions of i) the sum of the payoff functions f i and f ij and all incoming messages to i except that from j. The agents keep exchanging messages until they converge. Fig. 1 shows a CG with four agents and the corresponding messages.
A message µ ij in max-plus has three important differences with respect to the conditional strategies in VE. First, before convergence each message is an approximation of the exact value (conditional payoff) since it depends on the incoming (still unconverged) messages. Second, an agent i only has to sum over the received messages from its neighbors defined over its individual actions, instead of enumerating over all possible action combinations of its neighbors (this makes the algorithm tractable). Finally, in VE the elimination of an agent often causes a change in the graph topology. In the max-plus algorithm, messages are always sent over the edges of the original graph.
For trees the messages converge to a fixed-point within a finite number of steps [7, 9] . A message µ ij (a j ) then equals the payoff the subtree with agent i as root can produce when agent j performs action a j . If, at convergence, we define
then we can show that g i (a i ) = max {a |a i =ai} u(a ) holds [6] . Each agent i now individually selects its optimal action a * i = arg max ai g i (a i ). If there is only one maximizing action for every agent i, the globally optimal joint action a * = arg max a u(a) is unique and has elements a * = (a * i ). Note that this global optimal joint action is computed by only local optimizations (each node maximizes g i (a i ) distributed max-plus for agent i, CG = (V, E), spanning tree ST = (V, S) initialize µji = µij = 0 for j ∈ Γ (i), gi = 0, pi = 0 and m = −∞ while deadline to sent action has not yet arrived do wait for message msg if msg = µji(ai) // max-plus message then for all neighbors j = Γ (i) do compute µij(aj) = maxa i˘f i(ai) + fij(ai, aj) + P k∈Γ (i)\j µ ki (ai)
= a i and m = g send global payoff( g ) to all children in ST and unlock action a i return a * i Algorithm 2: Pseudo-code of a distributed max-plus implementation.
separately). In case the local maximizers are not unique, an optimal joint action can be computed by a dynamic programming technique [9, sec. 3.1]. Unfortunately, in graphs with cycles there are no guarantees that either maxplus converges or that the local maximizers a * i = arg max ai g i (a i ) correspond to the global optimum. It has been shown that a fixed point of message passings exists [9] , but there is no algorithm yet that can provably converge to such a solution. However, bounds are available that characterize the quality of the solution if the algorithm converges [12] . In practice, the max-product algorithm has been successfully applied in graphs with cycles [8, 13, 14] .
The max-plus algorithm can both be implemented in a centralized and distributed version. In the distributed implementation, each agent computes and sends updated messages after it has received a new (and different) message from one of its neighbors. In this case, messages are sent in parallel, resulting in a computational advantage over the sequential execution of the centralized algorithm. However, an additional complexity arises since each agent has to individually determine whether the system has converged or when it should report its action. In general we can assume that each agent receives a 'deadline' signal (either from an external source or from an internal synchronized timing signal) after which it must report its action. This, in turn, necessitates the development of an anytime algorithm in which each (local) action is only updated when the corresponding global payoff improves upon the best one found so far. In the centralized version of Alg. 1, we therefore compute the global payoff after every iteration by inserting the current computed joint action into (3). For the distributed case in Alg. 2 the evaluation of the (distributed) joint action is much more complex and is only initiated by an agent when it believes it is worthwhile to do so, e.g., after a big increase in the values of the received messages. This agent starts the propagation of an 'evaluation' over a spanning tree ST of the nodes in G. This tree is fixed beforehand and common knowledge among all agents. An agent receiving an evaluation message fixes its individual action. When an agent is a leaf of ST it also computes its local contribution to the global payoff and sends it to its parent in ST . Each parent accumulates all payoffs of its children and after adding its own contribution sends the result to its parent. Finally, when the root of ST has received all accumulated payoffs from its children, the sum of these payoffs (global payoff) is distributed to all nodes in ST . An agent updates its best individual action a * i only when this payoff improves upon the best one found so far. When the 'deadline' signal arrives, each agent thus does not report the action corresponding to the current messages, but the action related to the highest found global payoff. Alg. 1 and Alg. 2 respectively show a centralized and a distributed version in pseudo-code.
Experiments
In this section, we describe our experiments with the max-plus algorithm on differently shaped graphs. Since our focus in this paper is on the resulting policies and the corresponding (global) payoff, we used the centralized algorithm from Alg. 1. We first tested it on trees with |V | = 100 agents, each having |A i | = 4 actions and a fixed number of neighbors. We created 24 trees in which the number of neighbors per node ranged between [2, 25] . Since we fixed the number of agents, each tree had 99 edges but a different depth. Each edge (i, j) ∈ E was associated with a payoff function f ij where each action combination was assigned a payoff f ij (a i , a j ) generated from a normal distribution N (0, 1).
We applied both the VE and max-plus algorithm to compute the joint action. In VE we always eliminated the agent with the minimum number of neighbors, such that each local maximization step involved at most two agents. For the max-plus algorithm, we applied both a random order and the same order as VE to select the agent to sent its messages. Note that in the latter case, the second iteration is the reverse order of the first (comparable to the reversed pass in VE). 2 shows the relative payoff found with max-plus with respect to the optimal payoff after each iteration. Results are averaged over all 24 graphs. The policy converges to the optimal solution after a few iterations. When using the elimination order of VE to select the next agent, it always converges after two iterations. For this order, each message only has to be computed once (see [15] ) and the two methods become equivalent. When using a random order, it takes a few iterations before the same information is propagated through the graph.
We also tested max-plus on graphs with cycles. Now, because an outgoing message from agent i can eventually become part of its incoming messages, the values of the messages can become extremely large. Therefore, as in [9] , we normalize each sent message by subtracting the average of all values in µ ik using c ij = (4) . Furthermore, we stopped max-plus after 100 iterations when the messages did not converge (as we will see later in Fig. 4 the policy has stabilized at this point).
For our experiments, we created graphs with 15 agents, and a varying number of edges. In order to get a balanced graph in which each agent approximately had the same number of neighbors, we randomly added edges between the agents with the minimum number of edges. We generated 100 graphs for each |E| ∈ [8, 37] , resulting in 3000 graphs. Fig. 3(a)-3 (c) depict example graphs with respectively 15, 23 and 37 edges (on average 2, 3.07 and 4.93 neighbors per node).
We applied the above procedure to create three test sets. In the first set, each edge (i, j) ∈ E was associated with a payoff function f ij defined over five actions per agent and each action combination was assigned a random payoff f ij (a i , a j ) ∈ N (0, 1). In the second set, we added one outlier to each payoff function: for a randomly picked joint action, the corresponding payoff value was set to 10 * N (0, 1). For the third test set, we specified a payoff function using 10 actions per agent and the same method as in the first set to generate the values. 
The timing results
3 for the three different test sets 4 are plotted in Fig. 3 (d)-3(f). They show that the time for the max-plus algorithm grows linearly as the complexity of the graphs increases (the number of messages is related to the number of edges in the graph). The time for VE grows exponentially since it has to enumerate over an increasing number of neighboring agents in each local maximization step. Furthermore, the elimination of an agent often causes a neighboring agent to receive a conditional strategy involving agents it did not had to coordinate before, changing the graph topology to an even denser graph. Fig. 4 shows the relative payoff found with the max-plus algorithm with respect to the optimal payoff after each iteration for graphs with different average numbers of neighbors. For the loosely connected graphs (less than two neighbors) the result is similar to the optimal result after a few iterations only. As the number of neighbors increases, the resulting policy becomes worse. This effect is less evident in the graphs with outliers (Fig. 4(c) ) since certain action combinations are clearly preferred lowering the number of oscillations. Increasing the number of actions per agents (Fig. 4(e) ) has a negative influence on the result because of the increase in the total number of action combinations.
Applying the anytime version as discussed in Section 3, improves the results for all graphs indicating that the failing convergence of the messages causes the algorithm to oscillate between different joint actions and 'forget' good joint actions. Fig. 4 shows that for all sets near-optimal policies are found, although it takes more iterations for the graphs with ten actions per agent to find them.
Conclusion and Future Directions
In this paper, we continued the work started in [6] and investigated further the usage of the max-plus algorithm as an alternative action selection method to variable elimination (VE) in coordination graphs (CG). VE is an exact method that will always report the optimal joint action, but is slow for densely connected graphs with cycles as its worst-case complexity is exponential in the number of agents. Furthermore, this method is only able to report a solution after the complete algorithm has ended. The max-plus algorithm operates by repeatedly sending local payoff messages over the edges in the CG. By performing a local computation based on its incoming messages, each agent is able to select its individual action. We provided empirical evidence that this method converges to the optimal joint action for tree-structured graphs (as shown by theory), and that it finds near optimal solutions in large, highly connected graphs with cycles an order of magnitude faster than VE. Another advantage of the max-plus algorithm is that it can be implemented fully distributed using asynchronous and parallel message passing. For these reasons, we believe max-plus is an appropriate action selection technique for cooperative real-time systems such as used in RoboCup.
As future research, we are planning to implement the max-plus algorithm in our UvA Trilearn 2D simulation team. In previous years, we used VE for cooperative action selection 5 , but computational constraints restricted us in the number of coordination dependencies (see [5] ). Using the max-plus algorithm we hope to be able to introduce more specialized fine-grained coordination.
Finally, we like to apply max-plus to sequential decision making. In [16, 4] CGs are used in combination with VE to learn coordinated policies of the agents using reinforcement learning. We like to investigate whether the usage of maxplus can help to learn the coordinated behavior for larger groups of agents.
