A v ariety of functions which h a ve been used to nd thresholds for images are compared in terms of the actual thresholds returned. All the functions considered are suitable for a novel parallel technique involving an exhaustive s e a r c h. The comparative computational overhead is taken into consideration. Details are given of the preprocessing employed to nd the n modes in the global gray-level histogram. A fuzzy-entropic thresholding method is included by w ay of comparison.
Introduction
Global gray-level image histograms are a convenient method for arriving at an image segmentation which, one hopes, will also re ect a meaningful identi cation of the objects present in an image. Alternatively, taking regionalized histograms may su er from skewed estimates due to the reduced pixel sample size. (Local block histograms may be used when the contrast varies across a bi-modal image 3] or if parallelization is a goal.) A t ypical use would be as a rst step in the identi cation of objects on an industrial conveyor belt 4], where there will also be a time constraint to the identi cation process. Unsupervised thresholding will be necessary so as to avoid interrupting the ow. Quantization, prior to compression, is not the aim of this paper, though the results have a bearing upon such an application. Thresholding is but one technique to perform image segmentation in 1], s e g m e n tation techniques are classi ed into: thresholding or clustering edge detection and region extraction. For further consideration of the latter category inter alia, w h i c h includes techniques such as region growing and region extraction, see 2] .
For well-behaved gray-level distributions, the modal pattern of the distribution can be used to identify objects. (Di culties arise when there are discontinuities arising from sharp peaks in close proximity.) For uni-modal histograms, which are common in scienti c applications, thresholding will result in a`salt and pepper' image 5] and is best avoided. A v ariety of methods exist for bi-modal images, especially a b e t ween-the-means method 6]. (Iterative methods are not of concern in this paper as they do not t the computational model that is applied and in fact the between-the-means method is equivalent 7] to the variation-based method discussed in Section 4). For other applications such as robot vision 8] in an industrial setting, the underlying distribution may b e m ulti-modal so that a practical system will attempt to capture this structure by applying multi-level thresholds. (The underlying distribution implies that the captured image with any noise represents a sample from an ensemble of possible representations of the actual image). The advantage of multi-level thresholding over simply separating background from foreground is that occluded objects may m o r e e a s i l y beidenti ed.
Care should be taken that the thresholding mechanism does not ignore signi cant histogram modes in the form of small peaks which have beencontributed by relatively smaller objects. An industrial setting is assumed in that the scene is correctly lit, so that strong shadows do not contribute spurious peaks, but it is possible for changes in contrast or other e ects to shade the returned gray-level values across a common surface. Other approaches are possible which a void the identi cation of modes and/or use of the histogram but do not require iterative passes or pre-selection of edge transition pixels. For a critical review of thresholding methods and a description of an alternative approach, not involving excess computation or large data-storage, see 9] . Debate on choice of a thresholding function, if computation is not an issue, revolves around the question of`disputed' valleys in the global histogram. The debate implies the presence of an underlying image with ground truth. The transition zone between object and background or between object and object can take various forms in the captured image 10]. Several spatially-distinct surfaces may c o n tribute to the same histogram peak and the valleys may be polluted by noise.
The present study developed in the following way. In a paper by Kapur et al. 11], a partitioned maximum entropy function was used to nd a suitable threshold point for a bimodal image by maximizing a given function. A suggested extension to multi-modal images runs into the problem of an exponential rise in computation, with the time complexity g i v en by O(n r =r!) where n is the numberofgray l e v els and r is the number of threshold points 12]. An added di culty is that the particular entropy function used involves the repeated calculation of natural logarithms, even if certain optimizations are made. It is possible to reduce the time penalty, though not the time complexity, b y using a less computationally intensive partitioning function. Where the number of modes is small, this may be adequate if one also adds a parallel algorithm to further reduce the computation time. As it turns out, a particular parallel decomposition is possible, which is brought forward in this paper. Investigation revealed that there are indeed a number of candidate partitioning functions which h a ve a similar algorithmic structure, making them suitable for parallelization. In this study, the competing claims for each of these functions are tested by the actual thresholds that occur, but not by analysis of the validity of the function. For other comparative studies with an analytical avor see 13, 14] . The reader should bear in mind that di erent thresholding techniques will be appropriate for di erent image types. In this correspondence, a set of faces is used for testing because people are generally tuned to evaluating such images. However, bearing in mind that the end-user is likely to be robotic, objective measures of assessment are also used.
The rest of the paper is organized as follows. Section 2 describes the preliminary processing necessary, including experience in identi cation of histogram peaks. Section 3 is a r esum e o f a parallel algorithm described in a previous paper 12], where the common structure required of suitable partitioning functions is indicated. In Section 4 a description of the thresholding functions is given and the thresholds returned by e a c h function are collated. Relative timings are also to be found in Section 4. Finally, in Section 5 some conclusions are brought together.
Preprocessing
The aim of the complete process is to divide an image into k +1 homogeneous segments given k threshold points, by the following scheme:
::: c T(0) < f (x y) T(1) 0 otherwise:
Here T(k) is the gray-tone threshold, f(x y) is the image intensity function, g is the output image and c is a constant conveniently set as bN=kc for N gray levels. .) The advantage of the particular coe cients used for this Gaussian window is that a number of them can be achieved by shifts. The low-pass lter removes troughs which w ould otherwise give rise to an excessive response, though the use of the lter does assume that smooth gray-tone transitions are re ected in the histogram, which may be a warranted assumption in the case of natural images. An example of a histogram before and after smoothing is shown in Figures 1 & 2 . As will be seen from the formulae given in Section 4.1, normalization is used to avoid dominance by large peaks. By the same token, a few pixels outside the gray level range of the bulk of pixels can have a disproportionate e ect. Clipping to remove all histogram returns below say 5% of the maximum histogram value becomes a useful precaution which will also remove spurious responses. Another preprocessing technique, not used here, is to use local averaging before taking the histogram, so as to cope with textured images 15]. It is convenient t o w ork subsequently from the observed probability distribution formed by normalizing the gray level histogram, speci cally It is important to identify correctly the number of modes present in the image, as otherwise it is perfectly possible for the partitioning algorithm to nd spurious thresholds, which could arise if the method is arbitrary 16]. Two approaches are possible for identi cation of the peaks in the global histogram: either assume that there is an underlying number of modes or impose a limit to the numberofpeaksand work towards that by a peakdetecting routine. Because the numberofcandidate peaks (or, equivalently, valleys) is likely to behigh in the rst approach, relaxation algorithms are used, such as the Metropolis algorithm in a paper by Brunelli 17] , where the minima from all valleys were used as candidate thresholds. It is also perfectly possible to use another optimization technique such as a genetic algorithm 18].
Time considerations led to the use of the second approach, when originally a`clipping' routine 12] was employed to nd the peaks. The problem with that approach for peak detection, as opposed to its use in contrast stretching 19] , is that if the peaks do not all lie at a common level then it is possible to miss a peak. In the histogram of Figure 2, r(k) = c(k) ; c(k) k = 0 1 : : : N ; 1:
with w(i) = 1=L i = ;bL=2c : : : +bL=2c ( signi es convolution). r(k) is the peakdetected signal. It was found that this di erential operator was e ective in locating each peak start, maximum, and end by respectively the negative-going zero-crossing, the positive-going zero-crossing and the maximum before the next negative-going zero-crossing in the graph of r(k). L governs the number of peaks found, which w as set to ve on an heuristic basis. A limit to the number of peaks was set. If too many peaks were found, the process was iterated by r 0 = c 0 ; c 0 c 0 = c r n+1 = c n+1 ; c 0 c n+1 = c n w n = 0 1 2 : : : (5) which a voids the use of a sensitivity parameter. The value of this procedure is illustrated in Figures 3{6 , where the alignment of peak start, maximum and end can be checked from the histogram.
The Parallel Algorithm
In this section, the main features of a parallelization of the computations is developed. First, consider a sequential search for the maximum of a partitioning function. For simplicity, in Figure 7 the case of two potential threshold points, A and B, and hence three segments is illustrated. The gray-level range is from R i to R j in this example the standard 8-bit range is used. A will be initially xed at R i = 0 while B is incremented to R j ; 1. At each position of B the partition function is calculated and the result is stored. When B reaches R j;1 , A is incremented to gray-level one and B returns to gray-level two. The procedure repeats until A has reached R j ; 2. The maximum value of the function is used to indicate the optimum position for A and B. It is found that the computation can be reduced considerably by not performing complete summations for each position of B. In Figure 8 a new value is uncovered to add to partition one, which can be found by simply taking the value passed over from partition two. This`running' method may also be used for the outer calculation loop as A is advanced. The actual`addition' calculations will di er, depending on the partitioning function.
If the running method is to be retained, an equal-range parallel decomposition is possible, which is shown in Figure 9 for four tasks and three threshold points. The rst partition point, A i i = 0 i : : : t ; 1 with t the number of tasks, is only incremented to just before the starting position for the next task. In our previous paper 12], a load-balancing formula is given to avoid the extra calculations performed by tasks further away f r o m R j ; 1. However, that formula can be simpli ed by reversing the numbering of the gray-level range and by equating directly the work performed by e a c h task. In Figure 10 , the boundaries of the gray level ranges are indicated by fk i g. Using the formula for the sum of consecutive integers, in an example for two threshold points and four tasks, the fk i g are related by 
where s is a potential threshold point a n d N is the number of di erent g r a y l e v els. (18) In a paper by O t s u 24], a v ariance-type measure was introduced that has been generally well received, for instance in 9]. In statistics, a similar discriminant or bias analysis is used to identify suitable class sizes for histogram bins. The function to maximize is:
To l a b o u r a p o i n t, the running method structure can also be used because 
which reduces the computation but more importantly means that fast search methods can be used. The method given by Reddi et al. 25] , which is iterative, is not amenable to parallelization. If the search method is quick, then it can become preferable to replicate the search b e t ween parallel tasks, reserving the parallelization to the formation of the global histogram and the nal segmentation of the image. In Figure 11 , the form of the variance function is plotted for two threshold points, when only every tenth value is displayed for practical reasons. Examination of the data reveals that there is a unique maximum, without local maxima. However, it should not be assumed that there are no local maxima in all cases. In research by Kittler et al. 7] , an example is given where two maxima are present for a bi-modal image and, more signi cantly, the global maximum is incorrect. It is assumed that images have beenscreened to avoid this aberration, which occurs when one histogram peak dominates another in a bi-modal image. There are local maxima for the equivalent plots of the other three functions, as displayed in Figures 12{14, making prospective partitioning points are now stepped through the concavity points. There is no longer a need to pass incrementally through each g r a y level. The original p.m.f. is still used for calculation of the function quantities. The running method of calculation is retained, except that it is necessary to nd again the maximum value in the appropriate segments. The possibility of reducing the search space is an advantage over the maximum entropic, correlation function and variation-based methods. Recalculation of the partitioned areas can also be assisted by using a c.d.f..
Results
The rst image (Face 1), before thresholding, is shown in Figure 16 , as are the results of the various thresholding techniques. Further results are given in Figure 17 . The histogram for this image is given in Figure 5 , from which it will beseen that there are broadly three valleys. However, this was determined automatically at the peak detection stage, whereupon the four partitioning functions de ned in Section 4.1 were applied. As a point of comparison, a binary segmentation has been applied to the image by taking simply the arithmetic mean of the gray-level distribution as the threshold. Another interesting comparison is with a threshold resulting from a fuzzy-entropic measure. The method is a variant of the approach of Pal et al. 26 ] in which a fuzzy window of width given by an heuristically-derived bandwidth is passed across the global histogram. (The locations of the thresholds are taken to be the minima of the output.) Instead, the fuzzy membership function, an S-function, is distorted 27] within a range bounded by adjacent peaksinorder to nd a minimum for each peakpair. This method is described brie y in a previous Figure 17 .
The same set of functions was also applied to two other images, Face 2 and Lena (with histogram in Figure 1 ). The results of these experiments are recorded in Figures 18{22 , so that the reader can form an opinion. It is also possible to make objective, quantitive assessments of the success of the chosen thresholds. In a paper by Levine and Nasif 28], an automatic iterative approach to thresholding was introduced, whereby the strength of the threshold depends on normalized statistical measurements. Developing from this 14], thresholding methods were separated under two criteria: shape and uniformity. In a previous paper 12], t h e t wo measures are extended to the multi-level case and here a third discrepancy measure is added. The result of applying these measures to the three face images is tabulated in Tables 1{3. For convenience, the shape and uniformity measures are repeated here: Uniformity = 1 ; P x y R (f(x y) ; ) 2 B (27) where R is the thresholded region of concern, f returns the gray-level, is the mean gray level within the region and B is a normalizing factor based on the region area and its graylevel range. Uniformity is a least-squares measure of the departure of each region selected by a putative threshold from its mean gray-level value. The region may not be topologically compact. Shape = 1 ; P i R (G + I) C (28) where R is the thresholded region of concern, G is a neighborhoodgradient measure, I is the absolute di erence between the gray-level of the pixel of concern and its 8-neighborhood gray-level mean and C is a normalizing factor based on the region area and its gray-level range. The boundary of the image is omitted in this measure as are pixels not in the interior of the thresholded region. it was included in a cost function which was used with the purpose of nding the optimum number of thresholds. Discrepancy gives a measure of the di erence between the thresholded image and the original by means of a central moments measure on the gray-level histogram partitioning. A minimum cost is sought. In each table, the thresholds returned are recorded. The maximum entropy and correlation functions give similar threshold values, particularly for Face 1 and Lena. As noted in Section 4.1, the correlation function entails reduced computation. Thus it is veri ed that the correlation function is a better choice for parallel implementation. Surprisingly, in view of the fact that the two methods involve di erent principles, the fuzzy-entropic method and the area-based method also return similar thresholds. However, these thresholds are not the same as the maximum-entropy ones. The variation-based method returns values which in any v alleys tend to lie between the maximum-entropy ones and the fuzzy-entropic thresholds. Inspection of the histograms indicates that the maximum-entropic thresholds are inclined to lie higher up the side of the valley, on the shoulder of the peaks. A threshold on the shoulder may indicate that one peak disguised the gray-level distribution of two objects 29] . The fact that the same tendency occurs for all thresholds in this study points to bias away from the valley oor in the cases of the maximum entropy method and correlation function. Therefore, we cannot recommend the use of the maximum entropy method or the correlation function for the type of images surveyed. The variation-based method remains a good compromise solution. In the tables, an average of the region values for a particular thresholding method is given along with the ranking for that measure against the other methods. The uniformity measure does pick out a pecking order, while the shape measure is unsuitable for this purpose. The discrepancy measure may well have value in estimating the optimum numberof thresholds, as originally intended, but appears to have little credence as a way of separating out di erent thresholding methods.
Timings
A comparison of the relative timings between the di erent thresholding methods was made using a sequential version of the algorithm. The tests were performed on a SPARC architecture machine with a nominal CPU speed rating of 20MHz and equipped with a Weitek 3170 oating-point unit. The measurements were repeated over 50 iterations because of the possibility of varying background load. The timings, which do not include the data dependent histogram creation and segmentation phases, are for three thresholds. The area function method was applied to all gray levels in Figure 24 . Because there are local calculations at each gray level increment in order to nd the maximum peaks, the area function resulted in much longer timings, though it may be possible to improve this timing somewhat by c hanging the peak maximum search method. Though the area function does not use logarithms, it does require a numberofcalculations beyond the summations, which are reduced because of the running method. There is little to choose between the variance method and the maximum entropy method in terms of timing, though the correlation function method is faster. Turning to Figure 25 , the area function has been applied to just the cavities in the histogram. In the plot marked`concavity' the peaks returned by the peak-detector are used as a basis for determining the numberofthresholds. It will be seen that the simulated annealing algorithm, as originally described in Brunelli's paper 17], gives slightly slower timings on average. Both calculation algorithms give the same thresholds to within a gray-level, so one would naturally select the faster method. Comparing the timings to the fuzzy-entropic method described here, it will be seen that both area function timings are less than the fuzzy method, while it will be recalled that the area and fuzzy methods give similar thresholds. The area method therefore is to bepreferred. As a point of comparison, the same test is performed in the`standard' fuzzy method 26], when the timings are still further reduced, though the method was iterated over a numberofbandwidths. As might beexpected (Figure 26 ), the timing ordering is preserved when the program was parallelized with four processors (SUN4 workstations) using a parallel-Unix communication harness, PVM 30] . Notice that the timing gures are much reduced over the sequential version primarily becauseof the reduction in the number of thresholds from three to two, when the order of complexity of the exhaustive search is exponential. The area function is again used over all gray-levels as a means of comparison, but would actually be applied only to concavity points in practice. The timings vary for each run or iteration because of varying background load.
Conclusions
A comparison has been made of a numberofmulti-thresholding methods. The suggestion is that where the actual thresholds returned are virtually identical, it pays to use a method with reduced computation. It is con rmed that the maximum entropy method and the correlation function method give similar thresholds, but the correlation function is quicker. A more unexpected result is that the fuzzy-entropic method and the area method are also similar in results, though the fuzzy method has a di erent search procedure to the area function method. Otsu's variance method, which gives results between the two types of threshold, may be implemented by a fast search method if local maxima can be assumed not to be present, but otherwise it is as costly in computation as the maximum entropy method. A further point to note is that the simpler functions, those avoiding logarithms, will be less prone to rounding errors in distinguishing the exact maximum. The area function has a key computational advantage in that the complete gray-level range is not used. In fact, as a result of timing studies, the area function method was found to be the fastest of all methods tabulated on this occasion.
As the number of thresholds is increased the burden of calculation escalates. A common property of three of the functions considered is that the presence of local maxima makes an exhaustive search necessary. If the numberof thresholds is not too great, as will generally be the case in practice, an exhaustive search is still possible, because the theoretical time complexity may not outstrip the actual calculation times. The calculation algorithm can beimproved by a running method and parallelization can also beused to reduce the time penalty. A defect of entropic methods, which is noted in the survey by Kapur et al. 14] , is that they are not resilient to noise because they respond to the gray-level distributions. In a paper by Abutaleb 31] , a remedy is proposed in which t h e m e a n intensity value of the local neighborhoodis plotted against the numberof pixels with a particular gray-level. It is perfectly possible to partition the resulting 2D histogram search space by means of the method proposed here. There may w ell beother f u n c t i o n s i n t h i s e l d which will yield to a similar approach i n t h e f u t u r e . Initial positions for the partition points on each task Task 0  Task 1  Task 3  Task 2 Illustration of the scope of the partition points on task 0. B1 and C1 are placed at random within their scope.
A2
B2 C2
Illustration of the scope of the partitioning points on task 1.
Notice the restricted scope of point A2. 
