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Abstract 
In England, ‘policy experiments’ are largely synonymous with the use of randomised 
controlled trials (RCTs) to test whether one policy ‘works’ better than another.  While 
advocacy of the use of RCTs in public policy presents this as relatively straightforward, 
even common sense, the reality is different, as shown through analysis of three high profile 
policy pilots and their evaluations undertaken in health and social care in England in the 
mid/late-2000s.  The RCTs were expected to confirm the direction of policy by resolving 
any remaining uncertainty about the effectiveness of the chosen path and their existence 
was used largely as instruments of persuasion.  The findings from the analysis of the three 
pilots confirm the continuing relevance of Campbell’s 1969 insight that governments 
struggle to experiment in the scientific sense and explain the limited effect of these policy 
experiments on policy decisions. 
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Introduction 
Policy experiments have become increasingly popular in recent years in a number of areas 
of public policy such as international development, education, environment, and health and 
social care, and they have received renewed academic interest (Bos and Brown, 2012; 
Pearce and Raman, 2014; Picciotto, 2012; Sampson, 2010; Stoker and John, 2009; Stoker, 
2010). In England, the term ‘experiment’ in public policy is typically seen as synonymous 
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with randomised controlled trials (RCTs) and similar quasi-experimental designs to assess 
the outcomes of policy pilots (Duflo and Kremer, 2005), although in other countries and 
other branches of public policy analysis the term ‘experimentation’ can be used more 
broadly encompassing a wide range of different forms of testing and trialling of policy 
ideas in practice (Bulkeley and Castán Broto, 2012; Overdevest and Zeitlin, 2012).  
While RCTs of policy pilots have been relatively rare in England, a recent report by the 
Cabinet Office advocated that RCTs should be used much more routinely in government to 
try out new policies (Haynes et al., 2012). The assumptions are that robust evidence from 
RCTs will produce better informed policy decisions and that studies with strong internal 
validity will be more successful in influencing future policy than other forms of evidence 
(Haynes et al., 2012). There is also a push for more robust evidence of policy effectiveness 
from public watchdogs such as Parliamentary Select Committees and the National Audit 
Office (HoC, 2009; NAO, 2013), suggesting that such evidence would make policy 
decisions more defensible and satisfy critics outside and within government that all had 
been done to investigate whether a policy is fit for purpose. 
This is not the first time that RCTs have been advocated as a method for improving policy-
making. In the United States (US), ‘social experiments’ occupied a prominent role in 
public policy in the 1960s and 1970s (Riecken and Boruch, 1978). These “randomised 
field trials” paired the enthusiasm for social interventions of these years with the idea that 
policy would benefit from scientific rationality (Weiss and Birckmayer, 2006). By 1986, 
several dozens of such social experiments had been conducted, many of which were large-
scale trials with thousands of participants such as the Income Maintenance Experiments 
and the Welfare-to-Work experiments (Greenberg and Robins, 1986). These trials 
generated substantial practical experience in conducting RCTs of complex social 
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interventions, as well as a flurry of academic papers reflecting on the methodological 
strengths and weaknesses of RCTs, the challenges of implementing large randomised trials 
and their usefulness for policy (Burtless, 1995; Cronbach and Shapiro, 1982; Manski and 
Garfinkel, 1992; Rivlin, 1974; Shadish et al., 2002). They also set a new benchmark for the 
scale and rigour of research in public policy, with studies such as the RAND Health 
Insurance Experiment influencing virtually all studies of user charge policy undertaken 
since (Newhouse and Rand Corporation Insurance Experiment Group, 1993). However, 
US commentators have been eager to point out that the influence of these social 
experiments on domestic policy was slim, with the RAND study being a case in point 
(Weiss and Birckmayer, 2006; Greenberg and Robins, 1986). Greenberg and colleagues 
note that Welfare-to-Work experiments had only limited effects on unemployment policy. 
Their role was to reinforce policy-makers’ existing convictions about the value of such 
policies rather than to challenge them (Greenberg et al., 2003). From the 1980s onwards, 
enthusiasm for RCTs of social policy declined in the US, and there has been less appetite 
on the part of US policy-makers for large-scale, high-profile experiments of public policy 
(Oakley, 1998).  
Despite these cautionary tales from beyond the Atlantic, since the late 1990s, successive 
UK governments have embarked on a number of RCTs of social interventions, such as the 
Social Support and Family Health Study (Oakley et al., 2003) and the Employment 
Retention and Advancement (ERA) Demonstration programme (initially advised by the 
evaluators who had conducted similar US trials) (Greenberg and Morris, 2005). So why 
has experimentation – especially the use of RCTs to evaluate policy pilots – become so 
attractive to English policy-makers, despite its limited influence on policy in the US?  
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In the UK, there has been substantial debate about the role of RCTs in evaluating complex 
(social) interventions. Oakley and colleagues have argued that RCTs can be used to 
evaluate such interventions and that the use of RCTs in public policy is feasible, ethically 
justifiable and desirable, as this use should enable better informed policy decisions (Oakley 
et al., 2003; Oakley, 2006). They suggest that many of the ethical and practical concerns 
associated with RCTs can be addressed through an appropriate trial design and 
implementation strategy. While the subject of evaluating complex intervention still attracts 
a substantial amount of scholarly interest (Bonell et al., 2012; Petticrew, 2013), both 
conceptually and methodologically, it seems that the feasibility argument in favour of 
undertaking RCTs to evaluate public policy has been won (although not everyone will 
agree with this proposition or is convinced of the superiority of RCTs).  
An alternative perspective on experimentation has recently developed out of studies on 
decision-making in the European Union (EU), which established the concept of 
“experimental governance” (Sabel and Zeitlin, 2008). This concept explores decision-
making under the conditions of “strategic uncertainty”, in which no single organisation or, 
in the EU, member state, is in a position to impose a solution on others. This concept has 
been fruitfully used in the analysis of climate change, forestry and urban water 
management policy (areas not prone to universal agreement), and applied to countries as 
diverse as Australia and China (Bos and Brown, 2012; Bulkeley and Castán Broto, 2012; 
Heilmann, 2008; Overdevest and Zeitlin, 2012). These studies approach experimentation 
as an issue of the power and governance structures that emerge and shift in the process of 
collaborative policy development, without these experiments involving RCTs or 
necessarily being studied systematically at all. While this literature raises relevant 
questions about the hierarchies that underpin the relationship between initiators (e.g. 
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central government) and implementers (e.g. local authorities) of policy experiments in 
England, it has little to say about the role of scientific analysis in the policy process, which 
is the focus of this paper.  
There is also a well-established argument in the policy sciences in the US that governments 
are unlikely to experiment or, if they do, unlikely to make good use of such experiments 
(Campbell, 1969; Peters, 1998). Campbell, the proponent of policy and programme 
evaluation, observed in his seminal essay on policy experimentation, that policy-makers 
tend to commit themselves to a policy direction before rather than after they begin an 
experiment and invest their political capital accordingly (Campbell, 1969). Political capital 
should not be wasted, and policy-makers, perhaps especially if they are elected politicians, 
do not want to be accused of an error of judgement. Even if there is uncertainty about the 
effectiveness of a policy or programme, this cannot be acknowledged and policy 
experiments can rarely, if ever, be seen to ‘fail’. This chimes with the observation that a 
“U-turn” on a policy decision is often seen as a sign of weakness, as it provides the 
political opposition and the media with an opportunity to accuse the government of being 
indecisive and/or incompetent (BBC, 2013; Telegraph, 2012).  
This logic of politics limits the scope of genuine engagement with the findings from 
evaluation (Majone, 1989). If findings are positive they only confirm a decision or, in the 
established jargon of evaluators, are used “symbolically” (Weiss, 1979); if they turn out 
not to support the decision, the chances are that they are ignored or, worse, purposefully 
misinterpreted. Peters noted that experimentation “strikes a chord of scepticism and 
indecision that they [policy-makers] do not like to have associated with them” (Peters, 
1998: 126). This perspective explains the perceived lack of engagement of policy-makers 
with evidence  primarily in terms of the initial motivations of policy-makers in conducting 
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experiments (and in commissioning their evaluations), as opposed to trying to explain after 
the event why findings are not or little used.  This contrasts with much of the evidence use 
literature (Nutley et al., 2007).  
This paper looks at recent experience of policy experiments in health and social care in 
England, and reflects on the role of experiments, specifically RCTs, in policy making in 
England. It argues that policy experiments were aimed at demonstrating the effectiveness 
of policies rather than investigating whether they “worked”. This contrasted with the 
assumption of “genuine uncertainty” about the effects of policy that provides the scientific 
rationale for RCTs as the evaluation design of choice. The paper examines the motivations 
of policy-makers for commissioning policy experiments and then looks at their responses 
to the findings of the evaluations of these experiments. In doing so, it provides the sort of 
empirical data that are often claimed to be lacking in the analysis of the relationship 
between research evidence  and policy (Oliver et al., 2014). It thus attempts to provide 
explain why policy experiments (including the use of RCTs) continue to be attractive to 
policy-makers despite their limited impact on policy decisions.  
 
Aims and methods of this study 
The rest of the paper analyses the practice of policy experimentation through three case 
studies of health and social care policy pilots and related evaluations in England initiated 
by the Department of Health in the mid-2000s:  
 the Whole System Demonstrators (WSD). These were aimed at testing telehealth 
and telecare, and assessing the potential of assistive technologies to integrate health 
and social care (2007-11); 
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 the Individual Budget (IB) pilots, which tested the effects of providing social care 
users with a budget to purchase their own care (2006-08); and  
 the Partnerships for Older People Projects (POPP) pilots aimed at understanding 
how collaborations between the NHS, local authorities and the voluntary sector 
could benefit the health and wellbeing of older people and keep them out of 
hospital (2006-09).  
All three pilot programmes were announced in the 2006 NHS White Paper, “Our health, 
our care, our say”, although at least two of the three initiatives had had a longer period of 
gestation (see below). The cases were selected purposively to represent policy experiments 
that were sufficiently high profile (at the time) to attract political capital and attract 
comprehensive evaluations, two of which involved RCTs. All three used a combination of 
outcome, process and economic evaluations. Cases were selected for the current study in 
negotiation with DH officials, based in its Research & Development Directorate, to ensure 
access to individuals involved in the pilot programmes, both in the DH and in participating 
pilot sites, which would have been difficult to achieve otherwise. The involvement of 
officials is likely to have ‘biased’ the selection of programmes towards those that were 
comprehensively evaluated and thus perhaps seen by DH as examples of more rigorous 
and successful research commissioning. This is advantageous for this study insofar as it 
allows us to concentrate on evaluations that boast an experimental design and that would 
generally be regarded as being of high quality, which, in turn would be expected to have 
substantial relevance for, and impact on, policy.  
The study is based on an extensive analysis of documents (n=56), and interviews with key 
stakeholders, such as DH officials, academic evaluators and pilot site managers (n=31). 
The documents analysed were mostly in the public domain and included 40 policy 
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documents published by the Government, the DH and other public bodies; 11 scientific 
publications including evaluation reports and scientific papers; and 15 classified as ‘other’ 
including media articles, a letter to the editor and expert opinion published in newspapers. 
Documents were identified through extensive searches of government websites and 
websites of researchers involved in the evaluations, in addition to standard search engines 
(Google; Google Scholar). Although efforts were made to obtain internal government 
documents, for example, pilot planning documents, these attempts were mostly 
unsuccessful. It was decided not to use the Freedom of Information Act to obtain 
documents since it was judged that this might well jeopardise interviews with policy 
officials.   
Interviewees were selected on the grounds of their involvement in each programme, with 
evaluators being most easily identified through their contribution to evaluation reports and 
published papers. DH officials and pilot site managers were identified through a 
combination of internet search, personal professional networks and snowballing. 
Interviews were conducted by the lead author (SE) between December 2011 and January 
2013. Interviews were semi-structured, using a combination of themes from the literature 
and themes emerging from the study, lasted between 40 and 160 minutes, and were tape 
recorded and transcribed.  
Case studies were analysed in two steps: first a narrative of events and decisions was 
developed to structure the data from both documents and interviews, and to get a sense of 
the processes involved in piloting and evaluation; second a thematic analysis was 
undertaken, informed by themes from the literature on policy piloting and evaluation, and 
others that had emerged from the preceding narrative. There was no strict boundary 
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between data collection and analysis, as some themes began to emerge during data 
collection, which were then used to inform further interviews.  
The discussion that follows focuses on two aspects of the findings, in particular:  
 the objectives and reasoning of officials for initiating the three policy experiments; 
and  
 the use and usefulness of the findings produced from the three policy experiments 
by, and for, policy officials.  
In doing so, it revisits the argument made by Campbell (1969) that democratic 
governments are unlikely to be able to make good use of policy experiments.  
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Motivations for policy experimentation 
The orthodoxy of RCTs suggests that a trial is appropriate if (and only if) the experiment is 
undertaken under conditions of genuine uncertainty about the effectiveness of the 
intervention; if this condition is not met, experimenting would be both unethical and 
wasteful (Freedman, 1987). The findings of this study, however, suggest that the 
assumption of uncertainty was much more ambiguous in the experiments examined here 
and that trialling was mostly seen as a strategy for demonstrating the effectiveness of a 
chosen path rather than to assess whether or not a policy was likely to “work”.  
Despite this, the three case studies suggest that measuring effectiveness (and cost 
effectiveness) was a key objective for officials, with comprehensive outcome evaluations 
commissioned for each programme, of which two included RCTs (Bower et al., 2011; 
Glendinning et al., 2008; Windle et al., 2009). These were embedded in broader 
approaches to evaluation, including detailed examinations of implementation processes, 
and were based on fairly large scale pilot programmes, in which 19 sites (POPP), 13 sites 
(IB) and 3 sites (WSD), comprising local authorities, NHS organisations and others, 
participated.  Each evaluation involved a substantial number of participants, with over 
1500 service users involved in POPP, and over 1300 and over 6000 recruited in the RCT 
component of the Individual Budget pilots and the WSD, respectively (Bower et al., 2011; 
Glendinning et al., 2008; Windle et al., 2009). 
All three studies measured multiple end points, covering a range of relevant outcome 
measures, such as (using the IB evaluation as an example) social care outcomes; control 
over daily life; quality of life; and user satisfaction (Glendinning et al., 2008). WSD 
involved a cluster RCT of telehealth and telecare, in which participants were allocated into 
intervention and control groups through their enrolment with particular GP practices. In the 
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IB RCT, participants were randomised as individuals, with one group receiving an 
individual budget and the other usual care (Glendinning et al., 2008). Both RCTs were 
carefully designed to avoid contamination of intervention and control groups, and involved 
sufficiently large population groups to allow for meaningful statistical analysis. The 
evaluation of POPP did not use randomisation, but a sample from the British Household 
Panel Survey was constructed during the evaluation to allow for a quasi-experimental 
comparison between those participating in the projects and those who did not.  
Reducing uncertainty 
It was not possible to ascertain why two programmes were evaluated by a RCT and the 
third one not. Indeed, the non-randomised POPP evaluation had been criticised at the time 
by some, including by DH officials, for not being sufficiently rigorous; however, by that 
time it was too late to change the research design which officials had earlier agreed.  More 
importantly perhaps, POPP had initially set out to foster local learning and innovation, and 
indeed, was deliberately organised to comprise a large number of diverse projects 
volunteered by pilot sites. In part this seems to have been a result of a minimal steer from 
DH officials as to what these projects should entail other than that they should 
“demonstrate ways of supporting older people in leading active and healthy independent 
lives” (evaluation tender). In the sense that the programme aimed to try out different 
initiatives, it could be considered as experimental, but the resulting diversity prevented, 
rather than facilitated, its evaluation through experimental methods.  
In contrast, the evaluations of the IB pilots and WSD were much more clearly focused on 
reducing knowledge uncertainty, and so gave an initial impression of being genuine policy 
experiments designed to test whether or not the two initiatives ‘worked’. Each programme 
involved novel aspects of policy that had not yet been tested in practice, at least not at such 
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a large scale and/or within the English NHS or social care system, respectively. A large 
number of pilots of telehealth and telecare had been conducted before WSD, but these 
were typically small-scale local projects that were poorly evaluated if at all (Bower et al., 
2011). The research evidence suggested that telecare could be effective, but, again, most 
studies were small and poorly designed with the majority from outside the UK (Barlow et 
al., 2007). The evidence on individual budgets was similarly patchy, with some studies of 
direct payments in social care in England and other countries, plus some small-scale pilots 
organised by a voluntary organisation called ‘In Control’ of personal budget for adults with 
learning disabilities in England, but no evidence existed on the effects of such payments on 
older people. Also, previous forms of direct payment had not involved combining different 
funding streams into a single budget (Arksey and Baxter, 2012; Dawson, 2000). So, 
questions about effectiveness were key drivers of these evaluations.   
However, the analysis suggests that the motivation to experiment was more complex in the 
case of IB and WSD. Indeed, policy documents and interviews indicate that there was 
already a substantial degree of prior commitment to each policy in existence, in spite of the 
fact that definitive evidence of effectiveness had yet to be established.  
The WSD, for example, was linked to targets to increase the uptake of telecare that had 
existed since the 2000 NHS Plan and was supported by a raft of reports from the House of 
Commons Health Committee, the Audit Commission and the DH (Audit Commission, 
2004; DH, 2000; DH, 2005a; HoC, 2004). Yet, uptake of such technologies in the NHS 
had remained slow (Bower et al., 2011). 
One official involved in the WSD noted that the programme was purposefully called a 
“demonstrator programme” to indicate that it was expected to facilitate permanent change 
rather than the usual “pilot” or an “experiment” which suggested a limited lifespan. This 
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was especially important as the WSD aimed to change the “whole system” of service 
delivery for people with long-term illness rather than a particular service:  
“We didn’t want a pilot, we didn’t want to do piloting and then end. What we wanted to 
do was demonstrate what can happen and what can work. To do that you had to really 
get people to think differently from the traditional pilot, which has a beginning and an 
end. This is something we wanted to be almost integrated into the whole system in 
terms of the way that care is delivered. So that is why it was called a programme rather 
than a pilot.”   Official 
Making the pilots a “demonstration programme” also signalled that sites had been selected 
by DH because of their ability to innovate and to show others how to achieve whole system 
changes successfully. This was also how site managers saw their involvement in the 
programme: 
“I think the difference was, demonstrator was really meant to be to demonstrate, and it 
was what we were originally told, how you could make the best use of these 
technologies to benefit your community, which is completely different from evaluating 
Telehealth and Telecare using a randomised controlled trial.”   Local manager 
From the perspective of implementers, the incentive in participating in the programme was 
to be able to ‘showcase’ their approaches and to gain kudos in the process, both from DH 
and their local communities:  
“We wanted to capitalise on our telecare experience investment for which the local 
mayor had been very influential and forward thinking. We wanted to have the kudos of 
being part of a nationally recognised programme. We wanted to get our hands on some 
money to help us develop our experience around telehealth, which was nowhere on the 
planat at that stage as far as we were concerned.”    Local manager 
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However, from a DH perspective, the rationale for “demonstration” was slightly different. 
This excerpt from a policy document, aimed at informing local managers and others 
involved in WSD about the purpose of the programme, illustrates that demonstrator status 
also defined the role of evidence from evaluation; i.e. the experiment:  
“The key challenge behind the demonstrators is to provide credible evidence that 
comprehensive integrated care approaches combined with the use of advanced assistive 
technologies, do both benefit individuals and deliver gains in cost effectiveness of care.” 
(DH, 2006b: : 7) 
Evidence was to be produced, but ex ante uncertainty – the hallmark of genuine 
experimentation in the Campbellian sense – played no role in the programme. On the 
contrary, the document suggests that the programme was intended to “demonstrate” that 
telehealth and telecare “worked” by providing “credible evidence” of its effectiveness.  
Tensions between experimentation in the presence of uncertainty and demonstration of 
success also characterised the IB pilot programme. While the evaluation was designed as 
an RCT, not everyone in the DH thought the experimental research design was appropriate 
and one official noted that, in retrospect, the programme should have been a demonstrator. 
A newsletter produced by DH in 2007, about a year into the programme, summarises the 
commitment to individual budgets as the future policy direction:  
“The Government is clear that putting power in people’s own hands is the way forward 
for social care. We think that a modern system should put people and their families in 
control by offering personalised services and giving them the freedom to choose the 
type of support they want. We are committed to driving this forward, and Individual 
Budgets, the In Control [italics in the original] programme and work on promoting and 
increasing the take-up of direct payments are key to doing this. These are not separate 
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initiatives or fleeting experiments, but the future for social care in the next decade and 
beyond.” (CSIP, 2007: 1) 
Individual budgets fitted well with the wider policy agenda of encouraging ‘self-directed 
support’ and, later, ‘personalisation’ promoted by the Government in health and social care 
(DH, 2005b; PMSU, 2005). Key individuals involved in CSIP, the Care Services 
Improvement Programme within DH, whose role consisted of supporting the local 
implementation of the IB pilots, enthusiastically supported individual budgets, which they 
regarded as fundamental to improve choice and control for people with disability. 
However, this level of commitment was in contrast with the objective of the RCT, which 
was to establish experimentally whether individual budgets produced better outcomes than 
the status quo. This tension between experimentation and showing how outcomes could be 
achieved is prominent in many of the accounts of those involved in the pilots:  
“As far as I can remember and understand it, the pilots were set out to test whether or 
not self-directed support could work for people as a way of doing business.  What 
learning could we get from social care systems doing things this way?  Would this be 
better for people?  And at the same time if we worked in this way, which is the self-
directed support process, based entirely on the In Control seven steps model. [...].  So it 
was testing out that model and seeing if people’s experience would be better and testing 
out whether or not we could braid funding streams so to try and make the experience 
seamless for people and go through less bureaucracy.  I think those were the two things 
that the pilots were meant to test out.”    Local manager 
In addition to experimentation and demonstration, there was also a need for local learning, 
particularly as the practical implications of individual budgets were still largely unclear at 
the beginning of the programme (and the RCT). Thus, if there was a need for 
Ettelt et al. Policy experiments: investigating effectiveness? 
18 
 
experimentation, the evaluation also needed to find out how best individual budgets could 
be operationalised and administered in practice.  
Establishing the “business case” for policy  
Politically, this tension between different piloting and evaluation goals was resolved when 
the Minister for Care Services, Ivan Lewis, decided to announce the national roll-out of 
individual budgets before the evaluation had been completed. For the evaluators, this 
decision came as a shock:  
“My understanding with the IB pilots and evaluation was the evaluation was about 
asking ‘Does this work? Is this a basis for going forward?’ [...] That’s why I was fairly 
gobsmacked when the minister decided half-way through to announce that they were 
going to be rolled out. [...] Because I thought he did genuinely depend on the outcome 
of the evaluation.”    Researcher 
Indeed, from an evaluation perspective, the decision pre-empted the evidence of 
effectiveness of individual budgets; for policy-makers, including the Minister, the 
emerging experience from the pilots was sufficiently promising, irrespective of the formal 
findings of the trial. The different objectives at play were not seen as in contradiction by 
officials. Thus one official noted in relation to WSD that the RCT was purposefully used to 
produce the most robust form of evidence to demonstrate to professionals in the NHS that 
supporting the uptake of such technologies was worthwhile, the assumption being that 
clinicians and commissioners would be most responsive to “gold standard”, RCT, evidence 
of effectiveness.  
In a similar vein, the RCT was used to persuade the Treasury. The Treasury played a dual 
role in relation to these policy experiments. Treasury officials participated in the initial 
research meetings at the planning stages of the IB and the WSD evaluations. Researchers 
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who also attended the meetings recalled that Treasury analysts specifically requested 
robust approaches to outcome evaluation, preferably RCTs, with a related cost-
effectiveness analysis, as shown by this example from the IB pilot evaluation:  
“I do remember that by the time we were putting the research proposal together, the 
Treasury was very influential because it wanted two things.  One was in the short term, 
it wanted to know what the cost of introducing individual budgets would be, so a big 
issue for the evaluation therefore was ‘what are the set-up costs’.  [...] And the second 
interest of the Treasury was they had some very traditional questions about costs and 
effectiveness of individual budgets compared with standard provision.  And that had a 
big role in the development of the research protocol because that was interpreted as 
meaning we had to have some kind of comparative quasi scientific study design.”   
Researcher 
Thus the Treasury requested evidence of effectiveness and cost, to better understand the 
risks involved in initiating the programmes. And yet, this mostly seemed to happen at the 
beginning of the programmes, with little evidence that the Treasury followed up when the 
evidence was emerging.  
RCTs were also part of the DH’s strategy to persuade Treasury officials that the 
programmes were worth investing in, by supporting the DH’s business case for the 
investment in assistive technologies:  
“There will be a radical and sustained shift in the way in which services are delivered, 
ensuring that they are more personalised and that they fit into people’s busy lives. [...] 
The White Paper [Our health, our care, our say] proposed a number of whole system 
demonstrators that would help us prove the business case for such wide ranging 
changes.” (DH, 2006b: 5)  
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Again, the business case was argued from a position of certainty, with the evidence from 
the RCT (and other sources) playing a supporting role only. This rhetoric is very different 
from the idea of the experiment that rests on genuine uncertainty.  
In a similar vein, the 2006 NHS White Paper, “Our health, our care, our say” noted that 
POPP was intended to “provide examples of how innovative partnerships arrangements 
can lead to improved outcomes for older people” with no reference to the fact that these 
initiatives were yet to be tested and thus of uncertain cost effectiveness (DH, 2006a: : 48). 
On the contrary, the White Paper maintained that “the economic case for primary and 
secondary disease prevention has been made. The task is now to develop local services that 
translate this evidence into service delivery” (DH, 2006a: : 48).  
The RCT was also expected to ensure that the studies commissioned by the DH could not 
be criticised on the grounds of the quality of their methods, an experience that had 
traumatised officials on earlier occasions; for example, in the case of the evaluation of the 
integrated care pilots, which had suffered from regression to the mean which could have 
been prevented had the study involved randomisation (Roland et al., 2005). The experience 
of evaluating the POPP pilots also triggered the commissioning of a second study that was 
more narrowly focused on a few key interventions, with control groups, and thus better 
able to measure relative effectiveness of the pilots versus the status quo (Steventon et al., 
2011). It was also hoped that robust outcome evaluation in the case of the WSD would end 
the debate about the desirability of assistive technologies in the NHS “once and for all”, as 
a local manager recalls:  
“So I think they [...] [thought] we will do this trial to demonstrate that it does or does 
not do what it says on the tin and then we can then bring technology into normalisation, 
normal workloads. We will crack this once and for all because everybody either did not 
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know about the technology or those that did may have been sceptical. Most people were 
sceptical.”    Local manager 
In the case of assistive technologies, in particular, there was a definite desire among 
officials to overcome the scepticism that prevailed in the NHS among clinicians and move 
these technologies into “mainstream services” by providing definitive evidence of superior 
effectiveness.   
In conclusion, the analysis of the intentions of policy-makers associated with the three 
policy experiments suggests that while there was genuine interest in understanding the 
effects of the programmes, the extent to which this was understood as being 
“experimental” in the sense of testing effectiveness under conditions of uncertainty was 
limited. Policy experiments were seen as strategies to demonstrate that the policies worked, 
to establish “the business case” for further investment and to use the strongest possible 
evidence for the purpose of winning the policy argument. They were very much less seen 
as opportunities for wider experimentation that might produce results that could challenge 
the general direction of policy.  
 
Use and usefulness of findings from policy experiments 
In practice, the relationship between evaluation findings and policy decisions is complex, 
and instrumental uses of evidence are comparatively rare (Alkin and Taut, 2002; Mark and 
Henry, 2004; Weiss, 1979). Evaluations of complex interventions such as the WSD are 
unlikely to produce simple “Yes/No” answers and questions are likely to remain about the 
contextual factors influencing the effects of such interventions (e.g. whether differences in 
the technical infrastructure or in staffing matter), which limit generalisations and claims to 
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transferability (Steventon et al., 2012). But even if evaluators conclude that a policy is not 
sufficiently effective or does not provide value for money, it is difficult to imagine, as 
Campbell (1969) suggested, that policies that have attracted such investment of political 
capital will be dropped entirely on the basis of the findings of an evaluation.  
Classifying whether evidence was used, used well or not used remains a challenge. 
Interviewees suggested that there were examples of policy learning generated by the 
evaluations, much of which was associated with insights gained from the process 
evaluation (e.g. the difficulties of managing an individual budget and the anxieties 
experienced by older users in this case). However, such engagement and uptake of findings 
was not systematic. It is also not clear how much the formal evaluation added to the 
knowledge that local managers and policy-makers would have gained during the 
programme in the absence of the evaluation. Indeed, some noted that using the RCT as an 
evaluation strategy reduced the potential for local learning in the case of WSD, for 
example, because processes that had been identified locally as being inappropriate could 
not be changed because of the fixed trial protocol (Hendy et al., 2012).  
While such learning seemed to be valued and even influential, it was outcome evaluation 
that had the higher currency among national policy-makers. Yet, the attention given to the 
RCTs before and during the evaluations did not mean that the findings had much 
immediate impact on policy decisions. At interview, evaluators recalled the disbelief 
shown by DH officials at the first presentation of the findings of the IB pilots’ evaluation, 
which showed that IBs were less cost-effective and more difficult to implement than 
officials had expected:  
“Some of the people in the room, including people from CSIP, looked at our draft 
findings and said ‘I don’t believe this. I just refuse to believe it’. ‘Cos it did not say 
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what they, certainly what they had wanted it to say or what they had expected it to say 
from their intimate contact with the sites.”   Researcher 
The evaluators also recalled their frustration with the official response of the DH to the 
findings, which resulted in the production of a 40-page brochure that, in the researchers’ 
eyes, generously glossed over the problems and inconsistencies of the programme revealed 
by the evaluation (DH, 2008). However, in terms of direct policy impact, all of this was 
irrelevant, as the decision to make individual budgets national policy had already been 
taken.  
Similarly, some researchers involved in the WSD were frustrated by the government’s 
publication of “headline findings” ahead of the publication of findings from the evaluation 
in scientific journals. The headline findings presented percentage reductions in emergency 
admissions, accident and emergency department visits, elective admissions, bed days and 
mortality among users of telehealth devices (DH, 2011), yet omitted the caveats and 
qualifications that appeared in the later scientific publication, resulting in equally 
unqualified press coverage (Smyth, 2011).  The “headline findings” also displayed 
estimates of future savings for the NHS that had not been part of the research findings, and 
a statement by the Prime Minister endorsing assistive technologies that did not match the 
more carefully worded presentation of findings by the researchers: 
“The NHS expects to spent £750 million on installing the systems, but says that it will 
save about £1.2 billion as a result over the next five years.  
Mr Cameron said in a speech on medical innovation yesterday. “We’ve trialled it, it’s 
been a huge success, and now we’re on a drive to roll this out nationwide. This is going 
to make an extraordinary difference to people” (Smyth, 2011).  
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It was an over-statement from the researchers’ perspective to say that the WSD had been ‘a 
huge success’. Although the findings published a few months later in the British Medical 
Journal suggested that there were statistically significant reductions in mortality and the 
number of hospital admissions among users of telehealth (Steventon et al., 2012), the cost-
effectiveness analysis published in the same journal in 2013 concluded that telehealth was 
“not a cost effective addition to standard support and treatment” (Henderson et al., 2013). 
Both the IB and the WSD examples illustrate Campbell’s (1969) point, albeit with a twist: 
officials demanded robust outcome evaluation, but they got into difficulty when the 
findings did not confirm their preconceived judgement and tried to extricate themselves by 
presenting the findings in ways exclusively favourable to their prior policy commitments.  
This study was limited to three policy experiments, two of which were evaluated using an 
experimental study design. The programmes were initiated by the DH, and while other 
departments, such as the Treasury, were involved in some of the decisions, these three 
cases may not be representative of approaches to piloting, evaluation and experimentation 
used by other departments or by government as a whole. The programmes also took place 
before austerity became a government priority, when the government was determined to 
undertaken ambitious policy initiatives and was prepared to spend money on implementing 
and evaluating them. Yet despite the DH investing in producing “gold standard” policy 
experiments, the impact of these programmes on policy was only very modest.  
 
Discussion 
This study analysed three examples of policy experiments, two of which involved large-
scale RCTs, in national health and social care policy in England. It traced the motivations 
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of DH officials for experimenting and established that the experiments aimed to 
demonstrate effectiveness, rather than to establish whether the policies were effective or 
not. It also examined official responses to the findings from the evaluations, which 
indicated that the policy experiments were meant to support policy decisions that had 
already been taken, either before the pilots started, or while they were being conducted. 
The policy experiments were used strategically early in the policy process to establish a 
narrative of “evidence informed policy” in support of existing policy decisions. Yet this 
focus on experimentally established outcomes via RCTs made it difficult to address 
uncertainties about policy implementation and strategy. While the evaluations also 
analysed processes and implementation, these aspects tended to be undervalued by national 
policy officials. However, undertaking high-profile policy experiments brought new risks 
for policy-makers later in the process if findings were insufficiently supportive of 
previously adopted policies. In these cases, findings had to be presented in the most 
favourable light possible to the discomfort of the evaluators. 
The three case studies suggest that there was an appetite for experimentation among 
officials, but there was tension between different motives. While the policy experiments 
aimed to establish whether the policies were effective, the intention was to demonstrate 
effectiveness rather than to answer open questions, and thus to bolster policy decisions that 
had been taken before the policy experiment was initiated (or, in the case of the IB pilots, 
while the RCT was being conducted). The up-front enthusiasm for experimentation was 
also not matched later by the level of sustained attention to the findings that evaluators 
might have hoped for. Indeed, the three case studies bear a striking resemblance to the fate 
of the social experiments undertaken in the 1960s and 1970s in the US (Greenberg and 
Robins, 1986), and indicate that Campbell (1969) was right all along: policy-makers still 
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find it difficult to accept and act on findings that challenge a direction to which they have 
already committed themselves. 
So, how was it that these three experiments were initiated in the first place? It seems 
perplexing that policy-makers opted for independent academic evaluations that were 
designed to deliver robust and defensible evidence of (cost) effectiveness, but then 
squirmed with discomfort once the findings over which they had no control were produced. 
Most importantly, research rigour did not translate into policy impact, a finding that 
resonates with much of the evidence to policy literature (Nutley et al., 2007). One possible 
explanation is that evidence-informed policy has now become such an established doctrine 
for policy-making that all government departments in the UK have to demonstrate that 
they are adhering to it, in order to be able to defend their actions.  
While commissioning rigorous research can be seen as a short-term success, for those who 
promote evidence use in government in general, and the use of RCTs in particular, research 
commissioning is not the same as using evidence to make better informed policy decisions, 
and robust evaluation does not automatically translate subsequently into good use of 
evidence. Yet, for policy-makers, it seemed in these three cases that being seen to be 
initiating rigorous evaluation was more “useful” than the subsequent generation of 
knowledge, which consequently posed risks to the DH’s reputation as both a decisive and 
an evidence-informed decision maker. The examples also suggested that policy-makers, at 
the time, were tempted to expect that robust outcome evaluation would end the 
uncomfortable debates that had clouded the policies to which the Government had 
committed itself. Yet this did not happen.  
This experience also provides a cautionary note to any expectations of easy evaluation use 
in government and highlights, once again, the political nature of the policy process in 
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which evidence “use”, here in the form of research commissioning and pilot initiation, is 
frequently part of a narrative constructed to increase the legitimacy and plausibility of 
policy (Greenhalgh and Russell, 2007; Foy et al., 2013). Even if government departments 
were to be forced to publish their responses to rigorous evaluation reports, explain the 
extent to which they accepted the findings or not and be held to account for evaluation use 
by Parliament, as the National Audit Office recently demanded (NAO, 2013), this does not 
remove the incentives on policy-makers to try to suppress or reinterpret findings that they 
are not comfortable with. Pressures on policy-makers to be seen as decisive (on the part of 
ministers) and effective (on the part of officials) will tend to make it unlikely that such 
procedures will increase their willingness to risk being seen as at fault or promoting 
policies that ‘fail’, especially as accountability tends to focus on procedures (evidence use 
as due process) rather than outcomes (good policies – however subjectively defined – as a 
result of evidence use). Proposals that focus on improving the policy process or changing 
attitudes towards research (e.g. the recently proposed idea of ‘social equipoise’ in policy to 
match the clinical equipoise that is supposed to underpin clinical trials (Petticrew et al., 
2013) completely underestimate the force and drama of this aspect of the political game at 
the level of central government.  
This does not mean that there was no uncertainty about the policies about to be initiated. In 
the case studies, this type of uncertainty came in different forms: the IB pilots illustrated a 
case in which the managerial and practical implications of providing budgets for social 
care users had not been established before the pilots, so that it was initially unclear how 
individual budgets could be operationalised. The POPP pilots, in contrast, consisted of 
many diverse interventions rather than one intervention with one mode of action. In both 
programmes, the uncertainty was, therefore, one of strategy and implementation; concerns 
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about effectiveness should logically have followed determining whether the intervention 
could be implemented feasibly. This, however, warrants a different set of evaluation 
questions and, potentially, a broader scope and different style of experimentation that is 
more likely to allow learning at the level of local policy implementation than central 
strategy formulation. RCTs will not be able to provide the answers to such questions. As 
the experience of the WSD suggests, they can even prove obstacles to local learning and 
adaptation as indicated in the interviews for the current study and confirmed independently 
by Hendy and colleagues (2012). While these aspects were addressed in the components of 
the evaluations that analysed implementation processes, these more detailed findings 
tended to be less appreciated by officials, for whom findings of effectiveness – the 
evidence that policy “works” – took priority.  
Conclusion 
Taken together, these examples of three policy experiments illustrate the primacy of 
political reasoning over scientific or managerial rationalities that would aim to make policy 
better informed by insights from evaluation and/or more successfully implemented.  The 
findings confirm the continuing relevance of Campbell’s 1969 insight that governments 
struggle to experiment in the scientific sense and also help explain the limited effect of the 
policy experiments discussed above on policy decisions. 
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