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a b s t r a c t
This work investigates the behavior of the sample variance of an explosive random
coefficient autoregressive process yt = (a + ut)yt−1 + εt . It is shown that the simulated
sample variance has a distributionwhen a2 < 1 and a2+σ 2u = 1.Moreover, the variance of
yt when a = −1 is found to be three times larger as compared with the case where a = 1.
© 2011 Elsevier Ltd. All rights reserved.
1. The model
The random coefficient autoregressive (RCA) model has been analyzed extensively since the pioneering work of Nicholls
and Quinn [1]. An RCA process can be stationary or nonstationary, depending on the value of the autoregressive parameter
and the variance of the error term. Consider the following RCA model:
yt = Atyt−1 + εt (1)
= (a+ ut)yt−1 + εt
= ayt−1 + (utyt−1 + εt), (2)
where {εt}∞t=0 and {ut}∞t=0 are two mutually independent sequences of zero-mean, finite variance i.i.d. random variables
on a probability space (Ω,ℑ, P). The parameterization in (2) illustrates the ARCH effect in the error term [2]. Assume that
y0 = 0; by successive substitutions, we obtain
yt =
t∏
i=2
Aiε1 +
t∏
i=3
Aiε2 + · · · Atεt−1 + εt = εt +
t−1
j=1

t∏
i=j+1
Ai

εj. (3)
For any given t , we have
E(yt) = 0. (4)
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By the i.i.d. assumptions of Ai and εj, we have, for all i and j, that
Var(yt) = Var(εt)+ Var

t−1
j=1

t∏
i=j+1
Ai

εj

= σ 2ε +
t−1
j=1

t∏
i=j+1
E(A2i )

E(ε2j )
= σ 2ε + σ 2ε
t−1
j=1
(a2 + σ 2u )t−j. (5)
Model (1) is said to satisfy the second-order stationarity conditionwhenever E(a+ut)2 = a2+σ 2u < 1. If E(a+ut)2 ≥ 1,
then yt is explosive. In particular, when a2 + σ 2u = 1, yt will exhibit integration in variance [3] and will be analogous to an
IGARCH process [4]. The behavior of yt when a2 + σ 2u = 1 can be found in Figure 1 of Wang and Ghosh [5]. In this work, we
simulate the sample variance of yt when a2 + σ 2u = 1. Our results have revealed some previously unnoticed features of the
random coefficient model. It is found that while the population variance of the RCA process explodes when a2 + σ 2u = 1,
the corresponding sample variance seems to follow a distribution.
2. Sample variance of yt when a2 + σ2u = 1
Define the sample variance of yt as
S2 = 1
T
T−
t=1
(yt − y)2
= 1
T
T−
t=1
y2t −

1
T
T−
t=1
yt
2
= T − 1
T 2
T−
t=1
y2t −
2
T 2
T−1
I=1
T−
J>I
yIyJ . (6)
To study the asymptotic behavior of the sample variance of yt under the restriction a2 + σ 2u = 1, note that the process
can be expressed as
yt = εt +
t−1
j=1

t∏
i=j+1
Ai

εj. (7)
From Eq. (5), using the i.i.d. assumptions of Ai and εj, and the fact that for all t , E(yt) = 0, E(At) = a, E(A2t ) = 1, and
E(ε2t ) = σ 2ε , we have
E(y2t ) = Var(yt) = σ 2ε + σ 2ε
t−1
j=1
(a2 + σ 2u )t−j = σ 2ε + σ 2ε
t−1
j=1
1 = tσ 2ε , (8)
and
E(S2) = T − 1
T 2
T−
t=1
tσ 2ε −
2
T 2
T−1
I=1
T−
J>I
E

εI +
I−1
j=1
I∏
i=j+1
Aiεj

εJ +
J−1
j=1
J∏
i=j+1
Aiεj

= T
2 − 1
2T
σ 2ε −
2
T 2
T−1
I=1
T−
J>I
E

I−1
j=1
I∏
i=j+1
Aiεj
J−1
j=1
J∏
i=j+1
Aiεj +
J−1
j=1
J∏
i=j+1
AiεjεI

= T
2 − 1
2T
σ 2ε −
2
T 2
σ 2ε
T−1
I=1
T−
J>I

E

I−1
j=1

I∏
i=j+1
Ai
J∏
i=j+1
Ai

+
J∏
i=I+1
E(Ai)

= T
2 − 1
2T
σ 2ε −
2
T 2
σ 2ε
T−1
I=1
T−
J>I

E

I−1
j=1

I∏
i=j+1
Ai

I∏
i=j+1
Ai
J∏
i=I+1
Ai

+
J∏
i=I+1
a

= T
2 − 1
2T
σ 2ε −
2
T 2
σ 2ε
T−1
I=1
T−
J>I

E

I−1
j=1

I∏
i=j+1
A2i
J∏
i=I+1
Ai

+ aJ−I

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= T
2 − 1
2T
σ 2ε −
2
T 2
σ 2ε
T−1
I=1
T−
J>I

I−1
j=1

I∏
i=j+1
E(A2i )
J∏
i=I+1
E(Ai)

+ aJ−I

= T
2 − 1
2T
σ 2ε −
2
T 2
σ 2ε
T−1
I=1
T−
J>I

I−1
j=1
1

aJ−I + aJ−I

= T
2 − 1
2T
σ 2ε −
2σ 2ε
T 2
T−1
I=1
T−I−
k=1
Iak.
In particular, for any given T , when a = 1, we have
E(S2) = T
2 − 1
2T
σ 2ε −
2σ 2ε
T 2
T−1
I=1
I(T − I) = T
2 − 1
2T
σ 2ε −
2σ 2ε
T 2

1
6
T 3 − 1
6
T

= T
6
σ 2ε + O(1). (9)
When a = −1, we have
E(S2) = T
2 − 1
2T
σ 2ε −
2σ 2ε
T 2
T−1
I=1
T−I−
k=1
I(−1)k = T
2
σ 2ε + O(1). (10)
To verify the above results for the two special cases, note that when a = 1, we have
yt = yt−1 + εt =
t−
i=1
εi. (11)
For any given T ,
S2 = 1
T
T−
t=1
(yt − y)2 = 1T
T−
t=1
y2t −

1
T
T−
t=1
yt
2
. (12)
Using E(εiεj) = 0 for i ≠ j,
E(S2) = 1
T
T−
t=1
E

t−
i=1
εi
2
− E

1
T
T−
t=1
t−
i=1
εi
2
= 1
T
T−
t=1
t−
i=1
E(ε2i )− E

1
T
T−
t=1
tεT−t+1
2
= 1
T
T−
t=1
tσ 2ε −
1
T 2
T−
t=1
t2E(ε2T−t+1)
= σ
2
ε
T
T−
t=1
t − σ
2
ε
T 2
T−
t=1
t2
= σ
2
ε
T
T (T + 1)
2
− σ
2
ε
T 2
1
6
T (2T + 1)(T + 1)
= T
2
σ 2ε −
T
3
σ 2ε + O(1)
= T
6
σ 2ε + O(1).
Similarly, when a = −1, we have
yt = −yt−1 + εt =
t−
i=1
(−1)t−iεi. (13)
yt + yt−1 = εt . (14)
When T is odd,
T−
t=1
yt = εT + εT−2 + εT−4 + · · · + ε3 + ε1. (15)
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Table 1
Percentiles of 1T
∑T
t=1(yt − y)2 for T = N = 10,000.
a\% 1% 5% 10% 50% 90% 95% 99% min max Mean
−1 337 572 768 2970 11,989 17,112 28,981 164 63,144 5093
−.8 8.35 9.50 10.27 15.04 33.97 52.43 209 6.98 5184 37.64
−.6 6.96 7.84 8.38 11.90 26.45 41.73 165 5.75 15,385 24.65
−.4 6.59 7.39 7.94 11.22 25.95 41.70 170 5.40 76,135 39.24
−.2 6.50 7.33 7.90 11.17 25.46 40.05 154 5.34 109,530 36.96
0 6.58 7.35 7.86 11.08 24.90 40.74 165 5.31 20,130 22.12
.2 6.53 7.31 7.87 11.13 25.75 39.90 185 5.34 327,667 54.54
.4 6.58 7.45 7.99 11.36 25.34 40.39 140 5.65 29,068 28.74
.6 6.93 7.77 8.35 11.90 26.91 41.66 165 5.59 26,459 25.59
.8 8.46 9.46 10.26 14.87 34.56 53.57 231 6.87 35,572 33.09
1 234 359 449 1177 3499 4575 7578 126 16,282 1666
When T is even,
T−
t=1
yt = εT + εT−2 + εT−4 + · · · + ε4 + ε2. (16)
For any given T , using E(εiεj) = 0 for i ≠ j, and letting [x] be the integer part of x,
E(S2) = 1
T
T−
t=1
y2t −

1
T
T−
t=1
yt
2
= 1
T
T−
t=1
E

t−
i=1
(−1)t−iεi
2
− 1
T 2
E(εT + εT−2 + εT−4 + · · ·)2
= 1
T
T−
t=1
t−
i=1
E((−1)2(t−i)ε2i )−
1
T 2
[
T + 1
2
]
σ 2ε
= 1
T
T−
t=1
tσ 2ε − o(1)
= σ
2
ε
T
T (T + 1)
2
− o(1)
= T
2
σ 2ε + O(1).
Thus, the variance is explosive and ratio of the sample variance of yt evaluated at a = −1 to that evaluated at a = 1
converges to 3.
3. Simulation results and conclusion
A simulation is conducted to examine the behavior of the sample variance of yt when a2 + σ 2u = 1. We suppose that
yt = Atyt−1 + εt;
At = a+ ut , a = 0,±.2,±.4,±.6,±.8,±1;
εt ∼ N(0, 1);
ut ∼ N(0, σ 2u ); σ 2u = 1− a2;
εt and ut are independent of each other. Let T be the sample size and N the number of replications. The percentiles of
1
T
∑T
t=1(yt−y)2 for (T ,N) = (10,000, 10,000), (10,000, 20,000) and (20,000, 20,000) are reported in Tables 1–3 respectively.
It is apparent that when a = −1 or 1, the process {yt}Tt=1 is explosive. Although yt has a growing variance under the
condition a2 + σ 2u = 1, to our surprise, the sample variance of the process {yt}Tt=1 seems to follow a distribution when
a2 < 1. The mean of this sample variance lies between the 90th and 95th percentiles. The value of the 99th percentile is
seemingly bounded and is much lower than the corresponding maximum. The maximum value seems to be unbounded for
all values of a satisfying a2+ σ 2u = 1. For cases where a = −1 and a = 1, the means of the sample variance in the tables are
of order T2 and
T
6 respectively, as implied by the result in Section 2. Moreover, the ratio of the sample variance of yt evaluated
at a = −1 to that evaluated at a = 1 is close to 3, which conforms with the theoretical finding. Note that for cases where
−.6 ≤ a ≤ .6, the distribution of the sample variance does not varymuchwhen T increases from 10,000 to 20,000. It should
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Table 2
Percentiles of 1T
∑T
t=1(yt − y)2 for T = 10,000 and N = 20,000.
a\% 1% 5% 10% 50% 90% 95% 99% min max Mean
−1 355 560 774 2928 11,728 16,175 26,852 148 84,605 4952
−.8 8.48 9.57 10.33 14.93 34.81 56.51 218 6.84 17,384 30.00
−.6 6.94 7.76 8.33 11.87 26.57 41.42 144 5.57 32,614 23.26
−.4 6.62 7.41 7.97 11.28 25.75 41.02 148 5.38 77,003 25.89
−.2 6.56 7.35 7.89 11.10 24.96 40.36 165 4.97 363,067 46.88
0 6.55 7.33 7.85 11.12 25.65 41.12 160 5.35 980,791 132
.2 6.51 7.34 7.88 11.11 25.04 39.48 153 5.43 83,723 31.31
.4 6.58 7.40 7.96 11.29 25.60 39.47 144 5.34 31,330 22.54
.6 6.92 7.80 8.37 11.89 26.53 41.46 143 5.67 43,158 25.30
.8 8.45 9.50 10.26 14.85 35.22 56.36 221 6.91 47,403 36.40
1 252 367 460 1189 3410 4588 7186 125 18,307 1658
Table 3
Percentiles of 1T
∑T
t=1(yt − y)2 for T = N = 20,000.
a\% 1% 5% 10% 50% 90% 95% 99% min max Mean
−1 701 1136 1521 5840 23,962 32,874 56,701 286 144,061 10,043
−.8 9.69 10.81 11.55 16.21 35.75 56.10 212 7.80 248,536 46.90
−.6 7.89 8.78 9.36 12.92 28.02 43.82 154 6.57 10,468 22.46
−.4 7.52 8.32 8.89 12.29 26.29 40.68 137 6.46 113,163 35.73
−.2 7.50 8.27 8.78 12.03 25.31 38.85 129 6.26 27,392 23.87
0 7.42 8.24 8.79 12.04 25.57 39.56 145 6.17 823,046 65.18
.2 7.44 8.27 8.81 12.12 26.70 41.80 148 6.31 22,324 21.95
.4 7.52 8.33 8.86 12.22 26.32 40.96 170 6.02 10,861 23.79
.6 7.94 8.76 9.34 12.87 27.98 42.77 163 6.39 36,723 25.04
.8 9.68 10.88 11.63 16.27 36.11 56.65 181 7.49 28,888 30.30
1 492 723 915 2369 6825 9201 14,445 243 37,974 3306
be noted that the results of this work are based on the assumptions of stable AR parameters and i.i.d. error terms. For future
extensions, one may include a change point in the AR parameter [6], and relax the i.i.d. assumption of the error term [7,8]
to see whether the results are preserved under such circumstances.
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