Abstract. Let Σ ⊂ R d be a C ∞ -smooth closed compact hypersurface, which splits the Euclidean space R d into two domains Ω±. In this note self-adjoint Schrödinger operators with δ and δ ′ -interactions supported on Σ are studied. For large enough m ∈ N the difference of mth powers of resolvents of such a Schrödinger operator and the free Laplacian is known to belong to the trace class. We prove trace formulae, in which the trace of the resolvent power difference in L 2 (R d ) is written in terms of Neumann-toDirichlet maps on the boundary space L 2 (Σ).
Introduction
This paper is strongly inspired by the work of Pavel Exner on Schrödinger operators with singular interactions of δ and δ ′ -type supported on hypersurfaces in R d . Such operators play an important role in mathematical physics, for instance, in nuclear physics or solid state physics or in connection with photonic crystals or other nanostructures. In the case of a curve in R 2 such models are also called "leaky quantum wires". The first rigourous investigations of such operators started in the late 1980s (see, e.g. [1, 14, 15] ), and the interest in these operators grew steadily in the last two decades. We refer the reader to the review paper [26] , the monograph [30] , the references therein and also to the more recent papers [6, 7, 10, 23, 24, 29, 35, 44] .
Let Σ ⊂ R d , where d ≥ 2, be a C ∞ -smooth closed compact hypersurface without boundary, which naturally splits the Euclidean space We define these operators rigorously via quadratic forms; see Definition 1.1 below. Let us first fix some notation. Since the space L 2 (R d ) naturally decomposes as 
Let us now introduce the following quadratic forms that correspond to the formal expression in (1.1). According to [14, §2] , [10, §3.4] and [6, Proposition 3.1] , the symmetric quadratic forms
in L 2 (R d ) are closed, densely defined and bounded from below; here u = u + ⊕ u − with u ± as above, and · ± denotes the norm on L 2 (Ω ± ; C d ). 
The operator H α,Σ is called Schrödinger operator with δ-interaction of strength α supported on Σ; the operator K ω,Σ is called Schrödinger operator with δ ′ -interaction of strength 1 ω supported on Σ. The operator H free is the usual free Laplacian on R d , and K N is the orthogonal sum of the standard Neumann Laplacians on Ω + and Ω − . Let us mention that the operators H α,Σ and K ω,Σ can also be introduced via interface conditions at the hypersurface Σ; see, e.g. [10] .
The aim of this paper is to derive trace formulae for H α,Σ and K ω,Σ . According to [10] for m ∈ N the resolvent power differences 2) are in the trace class. Their traces as functions of λ or as functions of interaction strengths are expected to encode a lot of information on the operators H α,Σ and K ω,Σ themselves and on the shape of Σ. Such non-trivial connections have been observed in various other settings in the classical papers [18, 36, 42] and more recently in, e.g. [5, 34, 38, 39, 46] . The main results of the paper (see Theorems 1.2 and 1.3) are formulae that express the traces of the resolvent power differences in (1.2) in terms of traces of derivatives of certain operator-valued functions in the boundary space L 2 (Σ). These operator-valued functions are, in turn, expressed in terms of Neumann-toDirichlet maps on Ω ± corresponding to the differential expression −∆ − λ and in terms of the coupling functions α, ω. Trace formulae of this kind are useful (see, e.g. [19, 20, 32] ) in connection with the estimation of the spectral shift function.
1.1. Traces, Neumann-to-Dirichlet maps and some operator functions. We first recall some notions that are needed in order to formulate the main results of this paper. For a compact operator K in a Hilbert space H we define its singular values s k (K), k = 1, 2, . . . , as the eigenvalues of the non-negative compact operator |K| = (K * K) 1/2 ≥ 0 in H ordered in non-decreasing way and with multiplicities taken into account. If ∞ k=1 s k (K) < ∞, we say that K belongs to the trace class and define its trace as
where λ k (K) are the eigenvalues of K repeated with their algebraic multiplicities. Note also that the series in the definition of the trace converges absolutely.
Let us also define some auxiliary maps associated with partial differential equations. For the sake of brevity, we introduce the spaces [43, §2.7.3] . For every λ ∈ C \ R + (where R + := [0, ∞)) and every ϕ ∈ L 2 (Σ) the boundary value problems
∆ (Ω ± ); see, e.g. [43, §2.7.3] . The operatorvalued functions λ → M ± (λ), λ ∈ C \ R + , are then defined as
For fixed λ ∈ C \ R + the operators M ± (λ) are the Neumann-to-Dirichlet maps for the differential expression −∆ − λ on the domains Ω ± . The operators M ± (λ) are compact and injective and their inverses are called Dirichlet-to-Neumann maps. Recently, there has been a considerable growth of interest in the investigation of these maps (see, e.g. [3, 4, 25] ), in particular also with the aim to derive spectral properties of the corresponding partial differential operators (see, e.g. [2, 13, 31] ). Further, we define the following operator-valued functions
We should mention that for every λ ∈ C \ R + the operator M + (λ)
is invertible and therefore M (λ) is well defined. Moreover, M (λ) and M (λ) are compact operators in L 2 (Σ) for every λ ∈ C\R + ; see [10, Propositions 3.2 and 3.8] . It is worth mentioning that M (λ) and the inverse of M (λ) appear naturally in the theory of boundary integral operators. They are used in the treatment of partial differential equations from both analytical [45] and computational [48] viewpoints. The operator-valued function M (·) was successfully applied to the spectral analysis of the operator H α,Σ in quite a few papers; see, e.g. [27, 28, 30, 41] and the survey paper [26] .
Statement of the main results.
In the first main result of this note we obtain a trace formula for the resolvent power difference of the operators H α,Σ and H free . 
belongs to the trace class, and its trace can be expressed as
In the second main result of this note we obtain trace formulae for the resolvent power differences of the pairs of operators {K ω,Σ , K N } and {K ω,Σ , H free }.
Theorem 1.3. Let the self-adjoint operators
be as in Definition 1.1, and let the operator-valued function M be as in (1.4) . Then the following statements hold.
We remark that it is also implicitly shown that the derivatives of the operatorvalued functions appearing in the trace formulae exist in a suitable sense and that these derivatives belong to the trace class.
The main ingredients used in the proofs, which are given in Section 3, are Krein-type resolvent formulae, properties of weak Schatten-von Neumann classes, asymptotics of eigenvalues of the Laplace-Beltrami operator on Σ, and elements of elliptic regularity theory. We point out that for the proof of Theorem 1.3 (ii) an auxiliary trace formula for the resolvent power differences of H free and K N is derived in Lemma 3.4. This trace formula is also of certain independent interest. We also mention that a similar strategy of proof was employed in our previous paper [12] where we proved trace formulae for generalized Robin Laplacians.
Preliminaries
This section consists of five subsections. In Subsection 2.1 we recall the notion of weak Schatten-von Neumann classes and their connection with the trace class, and in Subsection 2.2 we collect certain formulae that involve derivatives of holomorphic operator-valued functions. Next, in Subsection 2.3 we recall the definitions of quasi boundary triples and associated γ-fields and Weyl functions. Krein's resolvent formulae and sufficient conditions for self-adjointness of extensions are discussed in Subsection 2.4. Finally, in Subsection 2.5 we introduce specific quasi boundary triples, which are used to parameterize Schrödinger operators with singular interactions from Definition 1.1.
S p,∞ -classes and the trace mapping.
Let H and K be Hilbert spaces. Denote by S ∞ (H, K) the class of all compact operators K : H → K. Recall that, for p > 0, the weak Schatten-von Neumann ideal S p,∞ (H, K) is defined by
Often we just write
holds, and for s, t > 0 one has 
Moreover, if K 1 ∈ B(H, K) and K 2 ∈ B(K, H) are such that both products K 1 K 2 and K 2 K 1 are in the trace class, then
The next useful lemma is a special case of [11, Lemma 4.7] and is based on the asymptotics of the eigenvalues of the Laplace-Beltrami operator. For a smooth compact manifold Σ we denote the usual L 2 -based Sobolev spaces by H r (Σ), r ≥ 0.
Derivatives of holomorphic operator-valued functions.
In the following we shall often use product rules for holomorphic operator-valued functions. Let
If A(λ) −1 is invertible for every λ ∈ U, then relation (2.5a) implies the following formula for the derivative of the inverse,
2.3. Quasi boundary triples, Weyl functions and γ-fields. We begin this subsection by recalling the abstract concept of quasi boundary triples introduced in [8] as a generalization of the notion of (ordinary) boundary triples [16, 40] . For the theory of ordinary boundary triples and associated Weyl functions the reader may consult, e.g. [17, 21, 22] . Recent developments on quasi boundary triples and their applications to PDEs can be found in, e.g. [9, 11, 12, 13] . (iii) for all f, g ∈ dom T the abstract Green identity holds:
Definition 2.2. Let S be a closed, densely defined, symmetric operator in a Hilbert
Next, we recall the definitions of the γ-field and the Weyl function associated with a quasi boundary triple {G, Γ 0 , Γ 1 } for S * . Note that the decomposition 
2.4. Self-adjoint extensions and abstract Krein's resolvent formula. In this subsection we parameterize subfamilies of self-adjoint extensions via quasi boundary triples and provide a couple of useful Krein-type formulae for resolvent differences of these extensions.
The following hypothesis will be useful in the following.
Hypothesis 2.1. Let S be a closed, densely defined, symmetric operator in a
Hilbert space H and let {G, Γ 0 , Γ 1 } be a quasi boundary triple for S * such that ran Γ 0 = G. Moreover, let γ and M be the associated γ-field and Weyl function, respectively.
We remark that the quasi boundary triple {G, Γ 0 , Γ 1 } in Hypothesis 2.1 is also a generalized boundary triple in the sense of [22] . In this case the γ-field and the Weyl function associated with {G, Γ 0 , Γ 1 } are defined on the whole space G, and the formulae (2.8a) and (2.8c) are valid for all ϕ ∈ G.
Next, we state a Krein-type formula for the resolvent difference of A j := T ↾ ker Γ j , j = 0, 1.
Proposition 2.3. [12, Theorem 2.5] Assume that Hypothesis 2.1 is satisfied and that A 1 is self-adjoint in H. Then the formula
In the next proposition, we formulate a sufficient condition for self-adjointness of the extension of A defined by
and provide a Krein-type formula for the resolvent difference of A [B] and A 0 .
Proposition 2.4. [12, Theorem 2.6] Assume that Hypothesis 2.1 is satisfied, that
M (λ 0 ) ∈ S ∞ (G) for some λ 0 ∈ ρ(A 0 ),
and that B ∈ B(G) is self-adjoint in G.

Then the extension A [B] of A is self-adjoint in H, and the formula
. In this formula the middle term satisfies
Quasi boundary triples for coupled problems.
We recall particular quasi boundary triples, which are used to parameterize the self-adjoint operators from Definition 1.1. Furthermore, we reformulate some of the abstract statements from Subsections 2.3 and 2.4 for these quasi boundary triples. First, we introduce the subspace H
where H 3/2 ∆ (Ω ± ) are as in (1.3). Further, to shorten the notations, we also define the jump of the normal derivative by [ 
. Following the lines of [10, Section 3], we define the opera-
and their restrictions S and S by
It can be verified that S (respectively, S) is the restriction of H free to functions, whose Dirichlet trace (respectively, Neumann trace) vanishes on Σ. In particular, as a consequence of this identification we arrive at the inclusions dom S, dom S ⊂ H 2 (R d ). It can also be shown that the operators S and S are closed, densely defined, and symmetric in L 2 (R d ) and that the closures of T and T coincide with S * and S * , respectively. Furthermore, we define the boundary mappings by
The identities
can be checked in a straightforward way. According to [10 
. Moreover, the operator-valued functions γ and γ satisfy γ(λ)ϕ = u λ (ϕ) and γ(λ)ϕ = u λ (ϕ) for ϕ ∈ L 2 (Σ) and λ ∈ C \ R + .
Thanks to (2.7) the adjoints of γ(λ) and γ(λ) can be expressed as
for λ ∈ C \ R + . We also remark that, by [10, Propositions 3.2 (iii) and 3.8 (iii)], we have ran
According to Proposition 2.3, the formula
holds for all λ ∈ C \ R + . Since the operators of multiplication with α and ω are bounded and self-adjoint in L 2 (Σ), by Proposition 2.4 the extensions
In a way similar to [10] , one can check that these restrictions coincide with H α,Σ and K ω,Σ , respectively. Moreover, by Proposition 2.4, the formulae
hold for all λ ∈ ρ(H α,Σ ) and all λ ∈ ρ(K ω,Σ ), respectively. In these formulae the middle terms on the right-hand sides satisfy
for λ in the respective resolvent sets.
Proofs of the main results
In this section we prove the main results of the paper: the trace formulae for the Schrödinger operators with singular interactions. Theorems 1.2 and 1. Then for every λ ∈ C \ R + and every k ∈ N 0 the following relations hold:
By taking the adjoint in (3.1) and replacing λ by λ we obtain
From (2.8a), (2.8b), (3.1) and (3.2) we now obtain γ (k) (λ),
,∞ . (ii) For k = 0 we observe that by (2.12) we have ran M (λ) = H 1 (Σ). Therefore, Lemma 2.1 with K = L 2 (Σ) and r = 1 implies that
where we applied (3.1), (3.2) and (2.2).
Proof of Theorem 1.2. In order to shorten notation and to avoid the distinction of several cases, we set
It follows from (2.2) and the fact that
The remainder of the proof is divided into two steps.
Step 1. Let α ∈ L ∞ (Σ; R) and set
where T (λ) ∈ B(L 2 (Σ)) by (2.15). Next, we show that
by induction. Relation (2.6) implies that 5) which is in A 3 by Lemma 3.1 (ii). Let m ∈ N and assume that (3.4) is true for every k = 1, . . . , m, which implies, in particular, that
by (3.5) and (2.5b). Relation (3.6), the boundedness of α, Lemma 3.1 (ii) and (3.3) imply that
since p + q + r = m. This shows (3.4) for k = m + 1 and hence, by induction, for all k ∈ N. Since T (λ) ∈ B(L 2 (Σ)), we have, in particular,
Step 2. By taking derivatives we obtain from (2.14a) that, for m ∈ N,
By Lemma 3.1 (i) and (3.7), each term in the sum satisfies
2m+1 < 1 and, by (2.1) and (3.9), all terms in the sum in (3.8) are trace class operators, and the same is true if we change the order in the product in (3.9). Hence, we can apply the trace to the expression in (3. 
which finishes the proof. Then for every λ ∈ C \ R + and every k ∈ N 0 the following relations hold: 
Proof. (i) According to (2.11) we have
Employing the regularity shift property [45, Theorem 4.20] and the trace theorem [45, Theorem 3.37] we conclude that
It follows from the decomposition dom T = dom K N ∔ ker( T − λ), λ ∈ C \ R + , and the properties of the Neumann trace [43, §2.7.3] that the restriction of the mapping Γ 0 to
is a bijection onto H s (Σ) for s ≥ 0. This, together with the definition of the γ-field, implies that
Hence, it follows from the definition of M (λ), the definition of Γ 1 in (2.10) and the trace theorem that
To verify the opposite inclusion, let
, and the assertion is shown. 2 and all λ ∈ C \ R + the resolvent power difference
Proof. The proof is divided into three steps.
Step 1. Let us introduce the operator-valued function
Note that the product is well defined since by Lemma 3.3 (i)
The closed graph theorem implies that S(λ) ∈ B(L 2 (R d ), L 2 (Σ)) for all λ ∈ C\R + . Next we prove the following smoothing property for the derivatives of S: (ii), relation (3.10) is true for k = 0. Now let l ∈ N 0 and assume that (3.10) is true for every k = 0, 1, . . . , l. It follows from (2.5a), (2.6), (2.8b), (2.8c) and (2.13) that for λ ∈ C \ R + ,
Hence, with the help of (2.5a) we obtain 
which finishes the proof.
