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Sensory neurons are often tuned to particular stim-
ulus features, but their responses to repeatedpresen-
tation of the same stimulus can vary over subsequent
trials. This presents a problem for understanding
the functioning of the brain, because downstream
neuronal populations ought to construct accurate
stimulus representations, even upon singular expo-
sure. To study how trial-by-trial fluctuations (i.e.,
noise) in activity influence cortical representations of
sensory input,weperformedchronic calcium imaging
of GCaMP6-expressing populations in mouse V1. We
observed that high-dimensional response correla-
tions, i.e., dependencies in activation strength among
multiple neurons, can be used to predict single-trial,
single-neuron noise. These multidimensional cor-
relations are structured such that variability in the
response of single neurons is relatively harmless to
population representations of visual stimuli. We pro-
pose that multidimensional coding may represent a
canonical principle of cortical circuits, explaining
why the apparent noisiness of neuronal responses is
compatible with accurate neural representations of
stimulus features.INTRODUCTION
The presentation of stimulus features modulates the responses
of single neurons in sensory cortex such that the outside world
is represented in the activation pattern of neuronal populations.
However, the activity of single neurons shows substantial vari-
ability in spike rate and timing across repeated presentations
of the same stimulus (Faisal et al., 2008). This variability is often
called neural noise and poses a problem: how can animals react
quickly and reliably to sensory input when the stimulus represen-
tation would already be noisy at the first stage of cortical pro-
cessing? It has been proposed that neural circuits solve this2486 Cell Reports 16, 2486–2498, August 30, 2016 ª 2016 The Autho
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population code. If the variability of neuronal responses were in-
dependent, higher precision of stimulus representation would be
achieved by combining the responses of more neurons (Beck
et al., 2008; Knill and Pouget, 2004; Ma et al., 2006). However,
neurons are often correlated in the variability of their response
to the same stimulus, which means that simple averaging is
insufficient to achieve maximal precision (Averbeck and Lee,
2006; Hansen et al., 2012; Lee et al., 1998; Vinje and Gallant,
2000).
The interdependency between responses of pairs of neurons
(i.e., noise correlations [NCs]) has been proposed to influence
the amount of information that can be extracted from population
codes in different ways, ranging from being beneficial to being
mostly irrelevant or harmful (Averbeck et al., 2006; Cafaro and
Rieke, 2010; Cohen and Kohn, 2011; Cohen and Maunsell,
2009; Ecker et al., 2011; Fiscella et al., 2015; Herrero et al.,
2013; Montijn et al., 2014; Serie`s et al., 2004). Another aspect
that complicates the study of NCs is that these correlations
can be heterogeneous in their size and effects on population co-
des, depending on factors such as the nature of the presented
stimulus features, correlations between neurons other than the
pair being studied, and differences in general arousal state (Che-
laru and Dragoi, 2016; Ince et al., 2013; Jazayeri and Movshon,
2006; Miller et al., 2014; Moreno-Bote et al., 2014; Pitkow
et al., 2015; Scho¨lvinck et al., 2015). Therefore, one of the
most relevant challenges in neurophysiology is explaining how
accurate sensory representations can be generated by neuronal
populations in the face of instantaneous single-neuron response
fluctuations.
Pairwise dependencies might be important for neuronal
populations that represent sensory information, but it has
been hypothesized that the underlying structure of neural re-
sponses may be multidimensional—i.e., dependent on interac-
tions among more than two neurons (Franke et al., 2016; Kanit-
scheider et al., 2015; Latham et al., 2003; Pasupathy and
Connor, 2002; Pillow et al., 2008; Schneidman et al., 2006). A
related computational problem in natural vision holds that
many features are present simultaneously, and these features
are thought to be represented with high fidelity by ensembles
of neurons in early sensory areas (Baddeley et al., 1997; Eichhornr(s).
creativecommons.org/licenses/by-nc-nd/4.0/).
et al., 2009; Froudarakis et al., 2014; Kayser et al., 2003; Vinje
and Gallant, 2000). Such concurrent representation of multiple
stimulus features is known to exist in higher visual and non-visual
brain areas (DiCarlo et al., 2012; Sigala et al., 2008; Stokes et al.,
2013), but it is unknownwhethermultidimensional coding is used
in primary visual cortex (V1) to enable efficient representations of
natural scenes. Moreover, long-term stability of these codes and
their correlation structure is required for many aforementioned
models of the cortex to be neurophysiologically plausible, and
the extent of this temporal stability is as yet unknown.
We therefore set out to investigate two important factors in
the interaction of correlated variability with population coding:
(1) the stationarity of correlations over time and (2) the pres-
ence and potential use of higher-dimensional correlations in
population coding. For instance, can responses of neuronal
triplets be described well by the pairwise interactions of its
members? If not, what might be the use of higher-dimensional
interactions? We recorded long-term (>4 weeks) neuronal re-
sponses to drifting gratings and natural movies from the
same populations of L2/3 (cortical layer 2/3) V1 neurons in
awake mice using GCaMP6 calcium imaging (Chen et al.,
2013). Our data show that neuronal responses are variable
across trials but relatively stable across days. We observed
that multidimensional correlations are of critical importance
for the efficacy of population codes by restricting variability
to those directions in neural space that are perpendicular to
the axes coding for stimulus features. Moreover, these corre-
lations can be used to predict up to half of the instantaneous
noise in single-neuron activity. We conclude that much of the
trial-by-trial fluctuation shown by individual neurons is not
noise but might be functionally important for the neuronal pop-
ulation code of sensory input.
RESULTS
Neuronal Responses Are Variable across Trials, but
Tuning Is Stable across Days
We performed chronic GCaMP6m imaging in V1 L2/3 of awake
mice to study the variability in responses of neuronal popula-
tions to drifting gratings (n = 9 mice recorded long term, over
2–5 weeks) and natural movies (n = 4 mice recorded long term;
n = 5 mice recorded short term, on a single day; Figure 1A).
We found that the orientation tuning and responses to natural
movies of many neurons were reliable over this period (Figures
1B–1F). However, some neurons showed weak or non-orienta-
tion-tuned responses across trials and recording sessions.
Such neurons might be located at the edge of the focal plane
in some recording sessions or might be non-responsive to visual
stimulation by our drifting gratings. We therefore excluded
these from further analyses and included only neurons that
showed a non-random orientation preference across days (for
long- and short-term recordings, respectively, on average 48%
of 43–158 neurons and 55% of 130–181 neurons per mouse
were consistently tuned to orientation across recording ses-
sions; Figures S1 and S2). Although tuning to the orientation of
drifting gratings was stable over days for many neurons, the re-
sponses of these stable neurons for subsequent trials of the
same orientation were still variable (Figure 1D). We hypothesizedthat some of this variability might be related to the behavioral
state of the animal. Because pupil size is positively correlated
with arousal (Bradshaw, 1967; Coull et al., 2004; Vinck et al.,
2015), we performed eye-tracking during neurophysiological re-
cordings (Figure S3) and found that during trials in which the
mouse’s pupil size was large, neuronal responses showed a
higher variability (SD) across repetitions to the preferred orienta-
tion, as well as increased NCs, despite similar levels of mean ac-
tivity (Figure 1E; Figure S3).
We aimed to better quantify the observation that variability can
be high across trials mere seconds apart, whereas tuning simi-
larity is stable across days (Figure S4). We therefore calculated
NC and signal correlation (SC) matrices for each recording ses-
sion. This splits the neuronal responses into a signal component
that encodes grating orientation (Figures 2A and 2B) and a noise
component that reflects trial-by-trial fluctuations (Figures 2C and
2D). The stability of the population response can be approxi-
mated by calculating the Pearson correlation between pairs of
SC matrices recorded during different sessions. Analysis of SC
versus inter-recording time in days (Figure 2B) yielded three
main results. First, when two sessions were recorded on the
same day (inter-recording time was 0 days), the correlation be-
tween these recordings was relatively high (r = 0.52 ± 0.088,
mean ± SD) but clearly far from identical (r = 1.0). This means
that pairwise neuronal responses to the same stimuli across rep-
etitions are largely defined by short-term fluctuations that occur
on the order of minutes to hours. Second, longer intervals, on the
order of days, decrease correlations at a slower pace. Even after
an interval of a month, the correlations were well above zero
(one-sample t test across four recording pairs with largest
time intervals, mean interval 29.8 days, p < 0.01; Figure 2B).
After fitting the data with exponential decay functions, we found
that SC half-lives were similar across animals (mean ± SEM half-
life across mice, 37.3 ± 10.8 days). Third, when repeating
these analyses for across-recording similarity in NCs, the effects
were comparable in form and magnitude. We found that r
was 0.48 ± 0.097 (mean ± SD) for recordings made on the
same day and that the mean ± SEM of half-life across mice
was 41.1 ± 6.0 days (Figures 2D and 2E). These results suggest
that correlation structures are relatively stable over time,
showing a slow decay that is in linewith previous reports of multi-
day stability of orientation tuning (Chen et al., 2013; L€utcke et al.,
2013; Mank et al., 2008). However, these results also indicate
that there are large fluctuations in pairwise NCs and SCs on
the order of minutes to hours (cf. Figures S4 and S5).
Next, we asked whether higher-dimensional representations
would be similarly stable over days.We calculated amultidimen-
sional population code similarity, based on the distance between
neural representations of the same orientation on two different
recording days (the number of dimensions in this approach
equals the number of neurons; see Experimental Procedures).
The similarity has a maximum of 1.0 and is normalized by the
average trial-by-trial variability in multidimensional representa-
tions of the same orientation. A value of 0.0 indicates that repre-
sentations of the same orientation are as distant as the mean
trial-by-trial variability within those recordings. First, we per-
formed this procedure for pairs of neurons, each time averaging
across 100 randomly selected groups. After fitting the data withCell Reports 16, 2486–2498, August 30, 2016 2487
Figure 1. Neural Activity of the Same GCaMP6-Expressing Neurons Was Recorded over the Course of Multiple Weeks in Awake Mouse V1
(A) A double-layer coverglass prevented skull regrowth during chronic imaging (Goldey et al., 2014).
(B) Top: the same neuronal population could be imaged over multiple weeks. Bottom: the timeline of an example animal showing viral injection, intrinsic optical
signal (IOS) imaging, and subsequent two-photon GCaMP6 imaging sessions.
(C) Tuning of color-coded neurons from (B) for the three example sessions shows that orientation tuning remains relatively stable over this period.
(D) Example dF/F0 traces of the four neurons in (B) (depicted by colored dot) show that responses to square-wave drifting gratings of single neurons are variable
across subsequent repetitions. Stimulus presence is depicted by colored bars, with each color representing a different orientation (left). Boxplots on the right-
hand side show the distribution of responses in dF/F0 for each neuron’s preferred and one of the neighboring orientations (22.5 degrees), with colored numbers
indicating the percentage overlap between these distributions due to trial-by-trial variability.
(E) During trials in which the animal’s pupil size was larger than average—an often used proxy for increased arousal—neuronal responses were larger (top: mean,
**p < 0.01), more variable (middle: SD, **p < 0.01), and more strongly correlated (bottom: NCs [noise corr.], *p < 0.05). Moreover, the effect size (Cohen’s D) for
increase in variability (0.71 ± 0.16, mean ± SEM) was larger than for increase in mean (0.20 ± 0.09, mean ± SEM; paired t test of Cohen’s D values across animals,
p < 0.005).
(F) Same as (D) for natural movies. Each vertical band represents one movie repetition. Different shades serve visualization purposes only.an exponential decay function, we found that this metric’s simi-
larity was 0.51 ± 0.04 (mean ± SD) for recordings on the same
day and that the mean ± SEM of the half-life across mice was
62.0 ± 9.2 days (Figure 3A). Next, this procedure was repeated
with different group sizes (triplets, quadruplets, etc.), yielding a
half-life for each dimensionality. Analysis of half-lives as a func-
tion of dimensionality showed that high-dimensional representa-
tions of visual stimulus orientation are more temporally stable
than pairwise representations by the same populations (Fig-
ure 3B). We observed a consistent within-animal effect, in which
high-dimensional codes were more stable than pairwise codes
(t test of high-dimensional half-lives normalized to pairwise; p <
0.001; Figure 3C), although raw half-lives were quite variable
across animals (mean ±SEMof half-life decay times; at pairwise:
62.0 ± 9.2 days; at maximum dimensionality: 74.4 ± 10.3 days).
Neuronal Populations Encode Stimulus Orientation in
Higher-Dimensional Space
Earlier work has demonstrated that non-zero spike-count corre-
lations between pairs of neurons can lead to higher-dimensional2488 Cell Reports 16, 2486–2498, August 30, 2016network states that are hard to predict from pairwise correlations
(Schneidman et al., 2006). Therefore, the multidimensional cor-
relation structure of a neuronal population could in principle
contain more information than might be apparent from the re-
sponses of pairs of neurons. It is unknown whether neurons in
mouse visual cortex encode stimuli in a lower-dimensional
(e.g., pairwise) way or whether stimuli are represented in a multi-
dimensional response space that cannot be inferred from lower-
dimensional statistical interdependencies. To investigate the
potential of multidimensional population coding, we created a
Mahalanobis-distance-based decoder that assumes multivar-
iate Gaussian responses and can be used for any number of
dimensions (i.e., a variant of a quadratic discriminant analysis;
Figure 4A; see Figure S6 for analysis of this assumption).
We used Mahalanobis space because this normalizes all
variability, even across multiple dimensions and regardless of
its direction (see Experimental Procedures). This means that
Mahalanobis space automatically incorporatesmultidimensional
correlations. The variability normalization also means that deci-
sion boundaries between stimulus classes are always linear in
Figure 2. Pairwise Response Structures Are Relatively Stable over Time but Show a Slow Exponential Decay
(A) SC matrix of the same population of neurons recorded during two example sessions ten days apart. The analyses in the main text pool sessions across days.
Neurons are sorted by their average preferred orientation across all sessions, as depicted by the color bar (in degrees).
(B) Left: pairwise correlations of SC matrices of all sessions of one animal plotted as a function of their inter-recording interval in days. The color of each point
represents the average number of days that has passed since the first recording day. This shows that effects do not depend on the number of days passed. The
red line is a fitted exponential decay function, with the half-life is shown in the top left corner. Right: SC decay functions per animal (gray), and mean across
animals (red).
(C and D) Same as (A) and (B) but for NCs.
(E) Half-lives of SCs and NCs are around 40 days and are not significantly different between the two (paired t test of half-life decay times, n = 9 animals, SC-NC,
p = 0.703, NS). Blue bars show mean ± SEM across animals.Mahalanobis space (but not necessarily in non-normalized
response space; e.g., cf. Figures 4A and 4E; De Maesschalck
et al., 2000). This simplifies the neural computations necessary to
optimally extract information from a population code, assuming
that neural circuits can perform response normalization (Caran-
dini et al., 1997; Lee and Maunsell, 2009; Montijn et al., 2012;
Reynolds and Heeger, 2009; Ringach, 2010) and decorrelation
(Wiechert et al., 2010).
Using this decoder, we performed a bootstrapping procedure
of orientation decoding for all dimensionalities, in which the
dimensionality is defined as the number of cells within one
randomly drawn group of neurons. We integrated information
ranging from 1 to 100 groups (i.e., samples) of neurons of
different sizes (i.e., dimensionalities), ranging from 2 to 14 neu-
rons per group (see Experimental Procedures; Figure 4B). This
analysis showed that the decoder’s performance saturated
60–80 randomly drawn groups of neurons for all dimensional-
ities and all mice, so we performed all further analyses with the
integration of 100 random groups for each dimensionality.To quantify the effect of experimentally measured correla-
tions on neuronal population codes, we compared the de-
coder’s performance on the real data to its performance on
shuffled datasets, in which trials were randomized across rep-
etitions of the same stimulus type. This procedure preserves
stimulus tuning but destroys NC structures and therefore
allows the identification of effects that are only due to NCs of
a certain dimensionality. For independent decoding (i.e.,
dimensionality 1) there was no difference between shuffled
and non-shuffled datasets (orientation decoding accuracy,
mean ± SEM across animals: 49.5% ± 4.1% for shuffled,
50.5% ± 3.6% for non-shuffled; errors corrected over shuf-
fled: 1.2% ± 2.0%; paired t test, p = 0.336), but the decoding
of stimulus orientation gradually improved based on the higher-
dimensional structure present in the recorded data (orientation
decoding accuracy at dimensionality 15: 44.7% ± 4.2% for
shuffled, 53.2% ± 4.0% for non-shuffled; errors corrected
over shuffled: 15.8% ± 2.0%; paired t test, p < 0.001;
Figure 4C).Cell Reports 16, 2486–2498, August 30, 2016 2489
Figure 3. High-Dimensional Population Codes Are More Temporally Stable Than Low-Dimensional Population Codes
(A) Pairwise population code stability computed using the multidimensional metric (see the Experimental Procedures). Left: example animal, showing similarity
per pair of recordings as a function of inter-recording period. Right: pairwise stability of all animals, showing amean half-life of 62.0 days. The red line is the overall
fit of points of all animals combined.
(B) Analysis of code stability performed for different dimensionalities, normalized per animal to the half-life at maximum dimensionality (max. dim., 100%).
Population codes are more temporally stable, because higher-dimensional representations are taken into account.
(C) Quantification of (B), showing that for all animals, high-dimensional codes were more temporally stable than low-dimensional codes (122.1% ± 3.9%,
mean ± SEM at max. dim., of pairwise half-life decay times set to 100%; t test, ***p < 0.001).We fitted a half-logistic growth function to the observed
performance across dimensionalities 2–15 and calculated
the asymptotic performance that would hypothetically be
reached (see Experimental Procedures). Asymptotic perfor-
mance showed an even larger difference between shuffled
and non-shuffled performance than independent and pairwise
performance, suggesting that V1 neuronal populations encode
unique information in high-dimensional space that cannot be
inferred using lower-dimensional representations (Figure 4D).
This effect is not due to simply taking information from more
neurons; if this were the case, decoding performance for any
dimensionality (especially the low-dimensional ones) would
not saturate 60–80 random groups (Figure 4B); more impor-
tantly, there would be no difference between shuffled and
non-shuffled decoding performance (Figure 4C). This within-
dimensionality saturation effect, combined with the across-
dimensionality increase in performance, shows that additional
information on stimulus orientation is encoded in higher-dimen-
sional neuronal response space that is not present in a lower-
dimensional space. Moreover, the effect was present when
using a range of time windows, showing that multidimensional
coding is not dependent on particular epochs during stimulus
processing (Figure S6L).
Multidimensional Response Variability Is Structured to
Reduce Impairment of Orientation Coding
As with any classification problem, variability orthogonal to a
decision boundary increases the likelihood that a stimulus is
misclassified, while variability parallel to decision boundaries is
irrelevant for the classification of a stimulus pair (Figure 4E).
We therefore tested whether neuronal circuits might be more
variable along dimensions that are not relevant for coding pri-
mary stimulus features (i.e., orientation for V1; Figure 4F). In a
higher-dimensional spacewith N neurons, all instances of a stim-
ulus feature (i.e., orientation) can be captured within a single2490 Cell Reports 16, 2486–2498, August 30, 2016curve. In this case, a line tangential to the orientation coding
curve exists for each orientation. Movement along this line corre-
sponds to a shift in the encoded stimulus orientation, while all N
 1 other possible directions are irrelevant for encoding orienta-
tion of that stimulus. These other dimensions may then be used
to represent other stimulus features, such as contrast and spatial
frequency, or for modulatory effects, such as attention, arousal,
or other factors, without interfering with the encoding of orienta-
tion (Figure 4G).
We tested the non-uniformity of variability in higher-dimen-
sional space by calculating the across-repetition variability
orthogonal and parallel to decision boundaries for all pairs of
adjacent stimulus orientations (see Experimental Procedures).
As before, we compared this variability to the shuffled variability,
in which correlation structures are destroyed. Our data show that
variability is higher parallel than orthogonal to decision bound-
aries across all animals, suggesting that variability occurs more
in directions that do not impair orientation coding than in those
that do (paired t test, n = 9, orthogonal versus parallel variability,
p < 0.005; Figure 4H; Figures S7A–S7D).
Single-Trial Natural Scene Decoding Is More Reliable
when Using High-Dimensional Correlations
To test whether our previous observations apply to natural
scenes that contain higher-order statistical visual features not
present in drifting gratings, we presented movies from the
BBC’s Earthflight (Winged Planet)–Condor Flight School (Fig-
ure 5A) to nine mice (see Supplemental Experimental Proce-
dures). These movies consisted of four distinct scenes that
elicited reliable time-locked responses across repetitions over
several weeks (Figure 5B). Similarly to orientation decoding,
we found a saturation of accuracy for scene decoding 60–80
randomly drawn groups of neurons (Figure 5C) and performed
all further analyses integrating information from 100 random
groups of neurons.
Figure 4. Trial-by-Trial Responses of Neuronal Populations Encode Stimulus OrientationMore Accurately when Taking into Account Higher-
Dimensional Correlations within the Population
(A) Example pairwise response to all stimulus orientations showing Mahalanobis-distance-based decision boundaries between stimuli.
(B) Bootstrapping procedure for cross-validated (CV) decoding of stimulus orientation shows increasing accuracy when integrating the information from different
numbers of randomly selected groups of neurons, which saturates around 60 groups (i.e., samples). Differently colored lines show this effect for different di-
mensionalities (group sizes of 2, 6, 10, and 14 neurons).
(C) Percentage increase in decoding performance when using real NC structures, relative to the performance when NC structures are destroyed by randomly
shuffling trials of the same stimulus class per neuron. The curve shows the mean ± SEM across animals (n = 9; x axis, dimensionality).
(D) Quantification of (C); taking into account that higher-dimensional correlation structures allow a larger percentage of errors to be corrected compared to
decoding using shuffled datasets (mean ± SEM; paired t tests; independent versus pairwise, p < 0.05; independent versus asymptote, p < 0.005; pairwise versus
asymptote, p < 0.005). Unshuffled performance is not higher than shuffled when assuming independent responses, but it is higher using pairwise or higher-
dimensional correlations (t tests versus 0; independent, p = 0.546, NS; pairwise, p < 0.005; asymptote, p < 0.001). This means that information on stimulus
orientation is (at least partly) encoded within higher-dimensional correlation structures.
(E) Z score normalized responses for two neurons (N15 and N30) from an example session to two adjacent stimulus orientations: 67.5 degrees (blue dots) and 90
degrees (red dots). The black line shows the decision boundary based onMahalanobis distance to themean orientation responses across repetitions (black line is
slightly non-linear due to a close but non-perfect correspondence between Mahalanobis space and Z score normalization).
(F) For the example data from the neurons in (E), the variability across trials is larger parallel to the decision boundary than the variability is orthogonal to it (seeH for
quantification). Large distance in normalized neuronal response space orthogonal (but not parallel; gray lines) to the decision boundary can impair stimulus
coding, because it could lead to the trial ending up on the other side of the boundary.
(G) Proposed functional consequences of differential variability orthogonal and parallel to decision boundaries in multidimensional population responses; two
stimulus classes (yellow and brown spheres, e.g., orientations of 67.5 and 90 degrees) are separated by a linear decision hyperplane. When the population
response to a stimulus is variable orthogonal to the decision boundary, this impairs the precision of orientation coding (red arrow), because it results in repre-
sentation of a different orientation; therefore, all non-orientation-related modulations (e.g., arousal and learning effects) would ideally occur only parallel to the
decision boundary (green arrows).
(H) Experimentally measured variability in high-dimensional space (mean ± SEM of maximum dimensionality: 45.1 ± 6.5, n = 9 animals) is higher parallel than
orthogonal to decision boundaries between neighboring orientations when compared to shuffled distributions (paired t test, p < 0.005).
In all panels, asterisks indicate statistical significance: *p < 0.05; **p < 0.005; ***p < 0.001.The improvement in decoding accuracy relative to the shuffle
control also increased for natural scenes as a function of dimen-
sionality, confirming the results for oriented gratings (Figure 5D).
However, for natural scenes, we found that low dimensionalities
(up to 10) showed worse decoding performance for unshuffled
than for shuffled datasets (scene decoding accuracy for dimen-
sionality 1, mean ± SEM across animals: 84.0% ± 6.7% for shuf-fled, 81.5% ± 6.2% for non-shuffled; errors corrected over shuf-
fled: 88.4% ± 37.6%; paired t test, p < 0.05), suggesting that
lower-dimensional correlations impair natural scene coding
(e.g., they might reflect common input noise; see also Abbott
and Dayan, 1999; Ecker et al., 2010; Kohn and Smith, 2005;
Sompolinsky et al., 2001; Zohary et al., 1994). Higher dimension-
alities did not show this effect (scene decoding accuracy forCell Reports 16, 2486–2498, August 30, 2016 2491
Figure 5. Analysis of Neuronal Responses to Natural Movies with Distinct Scenes Confirms the Reliability of Neural Activity in Higher-
Dimensional Space under More Ecologically Valid Viewing Conditions
(A) Depiction of a single natural movie trial containing four scenes (durations: scenes 1 and 3, 3.6 s; scenes 2 and 4, 6.4 s). Each presentation lasted 20 s and was
repeated 31 times per recording session.
(B) Six example neurons from the same population showing stable responses over several weeks of recording (n = 7 sessions of 31 repetitions each). Gray lines
indicate scene transitions. For all recordings, the first repetition was excluded from further analyses to avoid onset responses.
(C) Decoding of scene identity (n = 4 scenes; chance level, 25%) shows saturated responses after integrating 60 groups (i.e., samples) similar to Figure 3B.
(D) Percentage increase in cross-validated (CV) decoding performance when using real correlation structures, relative to shuffled (as Figure 3C). The curve shows
the mean ± SEM across animals (n = 9 mice).
(E) In contrast to orientation decoding, performance decreased when using non-shuffled distributions for low dimensionalities but increased for high
dimensionalities (paired t tests; independent-pairwise, p = 0.108, NS; independent-asymptote, p < 0.05; pairwise-asymptote, p < 0.05). This suggests that lower-
dimensional correlations impair natural scene decoding, potentially reflecting common noise, but that higher-dimensional correlations increase scene
separability. The lower effect size for natural scenes than for orientations might be due to a ceiling effect of decoding performance (>95% accuracy; see C).
(F) Similar to orientation coding, population response variability for natural movies was lower orthogonal than parallel to multidimensional decision boundaries
(p < 0.05).
In all panels, asterisks indicate statistical significance: *p < 0.05.dimensionality 40: 79.4% ± 6.4% for shuffled, 80.7% ± 6.4% for
non-shuffled; errors corrected over shuffled: 10.3% ± 3.8%;
paired t test, p < 0.05), suggesting more reliable scene decoding
when taking into account higher-dimensional correlations (Fig-
ure 5E). As for drifting gratings, we found that for distinct natural
scenes, the variability orthogonal to decision boundaries was
lower than it was parallel to these boundaries (paired t test, p <
0.05; Figure 5F; Figures S7E–S7H).
Apparent Noise Is Predictable in Higher-Dimensional
Space
In natural vision, the projection of the outside world on the retina
is constantly changing; therefore, the neural code representing
the outside world should also differ over time within, not just be-
tween, natural scenes. The multidimensional neural representa-
tion of the 20-s-long stimuli can therefore be visualized as a2492 Cell Reports 16, 2486–2498, August 30, 2016curved trajectory through neural space (Figure 6A). The farther
apart two points are on this curve, the better segregated are their
corresponding neural representations. One way to study the reli-
ability of such representations over repetitions of the same
sequence is to perform a cross-validated decoding procedure
on all time points (single data acquisition frames) and trial repe-
titions. This yields a confusion matrix that can be used to visu-
alize the decoder’s performance (Figure 6B). The mean squared
errors (MSEs) of this example animal’s confusion matrices sug-
gest an improved accuracy with higher dimensionality (indepen-
dent, MSE = 131ms, pairwise; MSE = 126ms; maximum dimen-
sionality, MSE = 99 ms; Figures 6B–6D).
However, the MSE is sensitive to outliers, so we proceeded to
quantify the decoder’s performance with the temporal inaccu-
racy as full width at half maximum (FWHM) of the temporal un-
certainty around the actual frame. We compared this uncertainty
Figure 6. Frame-by-Frame Multidimensional Analysis of Natural Movie Responses Shows Increased Instantaneous Decoding Performance
when Using Higher-Dimensional Correlations
(A) Examplemean response trajectory (normalized between 0 and 1) of a triplet of neurons to a 20-s-longmovie presentation. Thewidth of the tube is scaled to the
SD across repetitions (0.1s). The red arrow marks the direction of time.
(B) Cross-validated decoding output of natural movie frames as confusion matrix using maximum dimensionality of an example animal.
(C) MSE in milliseconds across movie frames for decoding with independent (Indep.; red), pairwise (blue), and maximal dimensionality (Max. dim.; black)
responses.
(D) Difference in confusion matrices between shuffled and real decoding output (shuffled = real), illustrating the quantification method used in (E).
(E) Decoding using high-dimensional correlations in unshuffled responses is more temporally accurate than when using shuffled responses, while for low di-
mensionalities decoding was more temporally accurate using shuffled responses (n = 9 animals, paired t tests; independent-pairwise, p < 0.005; independent-
asymptote, p < 0.005; pairwise-asymptote, p < 0.05). Asterisks indicate statistical significance; *p < 0.05, **p < 0.005.for unshuffled datasets to shuffled datasets and, as before,
found that while independent and pairwise performance was
better with shuffled than with unshuffled datasets, maximum-
dimensional performance was higher with the correlation
structures intact (paired t tests across animals, n = 9;
independent-pairwise, p < 0.005; independent-asymptote, p <
0.005; pairwise-asymptote, p < 0.05; Figure 6E). We conclude
that high-dimensional correlations enhance population code
accuracy for drifting gratings, as well as scene-based and
instantaneous time-based representation of natural movies.
The increased temporal decoding accuracy using higher popula-
tion response dimensions suggests that stimulus classes (i.e.,
frames in the natural movie) are well separated, but this does
not necessarily mean that noise is predictable.
We hypothesized that random fluctuations in the stimulus-
driven response at the level of single neurons (i.e., neural noise)
might be predictable when higher-dimensional interrelations
among neurons are taken into account. We therefore calculated
for each trial and neuron the most likely variability in dF/F0
activity based on the activity of all other neurons at that point
in time (see Experimental Procedures; Figures 7A–7E). When
we predicted this instantaneous neural noise for different dimen-
sionalities, we found that pairwise correlations could be used to
explain about 5% of the trial-by-trial variability in neuronal re-
sponses (Figures 7F–7H). However, at maximal dimensionalities,
almost half (45%) of all instantaneous trial-by-trial neural noisewas predictable (Figures 7F–7H). This value is likely a lower
bound, because most factors that could influence the pre-
dictability (such as measurement noise) would decrease its
value. We therefore conclude that almost half of all observed
trial-by-trial fluctuations in single-neuron responses do not
constitute noise, in the sense that noise would be random and
unpredictable. Single-neuron fluctuations are strongly corre-
lated in higher-dimensional space to the whole of the local
neuronal population in which the neuron is embedded.
DISCUSSION
We found that neuronal responses are variable across trials but
that the statistics of neuronal responses (i.e., orientation prefer-
ence, structure of correlations, and multidimensional population
codes) are relatively stable across days (Figures 1, 2, and 3). The
relatively long-term stability of the population code makes it
neurophysiologically plausible that neuronal populations may
take into account higher-dimensional neural response interde-
pendencies in the inputs they receive. We hypothesized that
information about stimuli might be encoded not only within pair-
wise response relations between neurons but also within higher
dimensions of population codes. An analysis of multidimensional
responses showed that V1 populations encode stimulus orienta-
tion or the identity of natural scenes more reliably in higher di-
mensions and that the shape of correlational dependenciesCell Reports 16, 2486–2498, August 30, 2016 2493
Figure 7. Almost Half of All Trial-by-Trial Fluctuations in the Response of Single Neurons Can Be Predicted from the Rest of the Neuronal
Population when Using High-Dimensional, but Not Low-Dimensional, Correlations
(A) At each acquisition frame during natural movie viewing, the neuronal population activity can be represented as a multidimensional point relative to that
population’s multivariate Gaussian response across repetitions of the same point in time during the movie. For a given neuron (e.g., neuron 1), it should be
possible to predict the noise (i.e., the instantaneous offset relative to its mean response) when the activity of the rest of the population is known (in the example
illustrated by neuron 2). At a single frame, for each population activity vector of [1. N] neurons, the most probable activity of neuron N can be read out from the
N-dimensional multivariate Gaussian based on all other presentations of this movie frame.
(B) Example neuron showing highly variable responses across repetitions of the same natural movie (top). Mean ± SD of responses across repetitions (bottom).
Green dotted line shows the movie frame (#221) in which this neuron was most highly active.
(C) Example of noise prediction for frame 221 of the neuron in (B), showing recorded neural activity across repetitions (black), prediction using correlations of 100
pairs (blue), and use of high-dimensional correlations (red).
(D) Pairwise correlations can predict only a small amount of single-neuron response noise and tend to regress to the mean level of activation (R2 = 0.106).
(E) Using high-dimensional correlations (example shows dimensionality 14), this neuron’s noise is predictable (R2 = 0.685).
(F) Average noise prediction across neurons that were responsive to natural movies shows that using high-dimensional correlations allows better prediction of a
neuron’s noise than using only low-dimensional correlations. At very high dimensionalities (typically >30–40) the multivariate Gaussian is ill defined because of an
insufficient number of repetitions, explaining the plateau and eventual performance decline.
(G) Example of a neuron illustrating that subsampling the number of repetitions included in noise prediction at dimensionality 40 allowed an extrapolation of the
performance with higher numbers of repetitions than were available.
(H) Maximal actual prediction (Max. Pred.) and extrapolated performance (Extrap.; asymptote) show similar levels of noise prediction (paired t test, Max. Pred.
versus Extrap., p = 0.072, NS): just under half of a neuron’s noise can be predicted from the responses of the neuron’s surrounding population when using high-
dimensional correlations. These predictions were significantly higher than using only pairwise correlations (t tests, Max. Pred. versus pairwise and Extrap. versus
pairwise, both p < 0.001). Noise prediction of datasets obtained on a single day was not significantly different from those recorded across multiple weeks (t test,
across versus within days, p = 0.915, NS). Asterisks indicate statistical significance; ***p < 0.001.with dimensionalities of 10–20 is structured so as to reduce
response variability that might otherwise impair orientation cod-
ing (Figures 4, 5, and 6). Moreover, we found that neural noise
apparent at the single-neuron level becomes quite predictable
when analyzed through higher-dimensional population codes
(Figure 7). While single neurons might appear noisy, trial-by-trial
fluctuations are thus relatively harmless and predictable when
viewed from a population perspective.
One important potential confound for these results is non-sta-
tionarity of responses across multiple recording days. The expo-
nential decay of SCs andNCswe observed (Figure 2) could theo-2494 Cell Reports 16, 2486–2498, August 30, 2016retically be caused by a slow decrease in signal-to-noise ratio
(SNR) across days. A decrease in SNR across time, for example,
due to GCaMP overexpression, would bias correlation values to-
ward zero as time progresses. However, if this were the case, we
would observe a relation between time after recording start and
inter-recording correlations: two sessions recorded in the first
week of the experiment would show a higher correlation than
two sessions recorded in its last week. As can be seen in Figures
2B and 2D, this was not the case. The dark blue (near the start of
the experiment) and dark red points (near the end of the experi-
ment) are intermixed, showing that SNR reduction over time
cannot explain the observed exponential decay. Moreover, a
more exhaustive analysis based on neuropil contamination
confirmed that our results were robust and not influenced by
neuropil signals (Figure S5).
A non-stationarity in responses across days may also
confound the decoding and noise prediction results. The pre-
dictability of noise in neuronal responses might be high only
because of systematic changes in neuronal responses across
days. To address this issue, we recorded data across several
weeks, as well as on a single day. We tested whether noise pre-
dictability was different for across-days datasets and within-day
datasets, but we found no difference between the two (two-sam-
ple t test, p = 0.915, not significant [NS]). This argues against the
noise prediction being dependent on slow, long-term changes in
population responses. In contrast, it shows that noise predict-
ability is robust in the face of these slow changes and that
fluctuations in neuronal activity can be predicted over short
timescales (i.e., several hours; pooling recordings from a single
day) and long timescales (i.e., weeks; pooling recordings from
different days).
Finally, an important confound may be the undersampling of
response distributions when using high dimensionalities. Most
of our analyses showed a saturation of effects at high dimension-
alities. However, the absence of further increases in perfor-
mance above these ranges does not necessarily mean that cor-
relations of higher dimensionalities do not enhance population
coding efficacy; rather, it means that we were likely confronted
with undersampling of multidimensional response distributions,
given the size of the datasets available. Tominimize this potential
confound, we always compared shuffled to non-shuffled data-
sets, because bias due to undersampling should be equal for
both (see also Figures S6I–S6K for a comparison using greedy
classifiers). Nonetheless, the scope of our results should only
be taken to pertain to L2/3 neuronal populations of a limited
size (20–40) in mouse V1.
Probabilistic codes have been proposed in previous work to
enable optimal cue combination, to use metabolic energy effi-
ciently, and to provide a framework for integrating learning expe-
riences (Deneve et al., 1999; Knill and Pouget, 2004; Ma et al.,
2006; Beck et al., 2008; Dene`ve andMachens, 2016). Our obser-
vations are not mutually exclusive with a Bayesian interpretation
but instead provide a multidimensional interpretation of probabi-
listic population codes. Variability in neuronal activity may trans-
late into increased distance of the instantaneous population
response to the multidimensional curve that represents the con-
tinuum of stimulus orientations (Figure 4G). In other words, low
certainty about stimulus features might translate into increased
distance parallel to decision boundaries. The classical Bayesian
interpretation of population codes is then the projection of this
multidimensional representation onto a one-dimensional firing
rate axis, where each neuron is a single point. However, this
multidimensional coding framework is currently a hypothesis;
to test this proposal, future research will have to be performed
to assess the dependence of parallel distance on stimulus
reliability.
Our data show that variability orthogonal to decision bound-
aries (impairing stimulus discrimination) is lower than it is parallel
to these boundaries (Figures 4H and 5F). We showed this to bethe case for the orientation of drifting gratings and for natural
scenes, but in addition to orientation (and the non-specific bulk
of features present in natural scenes), many other well-defined
features, such as spatial and temporal frequency, may show
this non-uniform variability. For an ensemble of N neurons, there
are as many orthogonal directions in which stimulus features
could be encoded independently without interference. In the
case of V1, this could mean not only that orientation representa-
tions are less variable in multidimensional space than expected
from a random distribution but also that all canonical stimulus
features encoded by V1, such as contrast and temporal fre-
quency, may be encoded in multidimensional space in a way
that reduces variability along these coding curves.
This multidimensional orthogonal coding principle may be
extended to other sensory areas, for example, the auditory
cortex, where the properties of pitch and spatial location may
be encoded in a way that minimizes variability along their
coding curves. The orthogonal-coding principle proposed here
is distinct from othermodels that rely onmultidimensional attrac-
tor points or lines (Latham et al., 2003). Attractor points are stable
nodes in multidimensional space, and intermediate states are by
definition transient and unstable. Our alternative coding scheme
predicts that such intermediate states around the trajectory rep-
resenting a continuous feature (e.g., grating orientation) are
meaningful by encoding the relative unreliability of information
about the feature in question. If the multidimensional orthogonal
coding principle is a canonical coding feature in cortical circuits
across the brain, it may help explain why previous reports on
the effects of pairwise NCs have been so heterogeneous and
why single-neuron responses to repeated presentations of the
same stimuli seem noisy.
EXPERIMENTAL PROCEDURES
Experimental Protocols and Data Preprocessing
Detailed information on experimental protocols and data preprocessing is
available in the Supplemental Experimental Procedures. In short, we used
14 C57BL/6 wild-type mice in this study: nine mice were recorded over
several weeks, five within a single day. All experimental procedures were
conducted with approval of the animal ethics committee of the University
of Amsterdam. Two-photon calcium imaging was performed with a 512 3
512 pixel frame size at a sampling frequency of 12.7 Hz on a modified Leica
SP5 confocal system with a wavelength of 880–910 nm to excite GCaMP6
molecules after virally induced expression in L2/3 of mouse V1. Visual stimuli
were either bidirectionally moving square-wave drifting gratings (60 retinal
degrees, 0.05 cycles/degree, 1-Hz temporal frequency, 3-s duration with
direction reversal after 1.5 s, 5-s inter-trial interval [ITI]), or natural movies
presented at 25 Hz that consisted of four scenes taken from the BBC’s Earth-
flight (Winged Planet)–Condor Flight School. Each presentation lasted 20 s
and was repeated 31 times per recording session; no interval was present
between repetitions. We discarded the first of these 31 repetitions to avoid
onset effects. All stimuli were presented on a 15-inch thin-film transistor
(TFT) screen with a refresh rate of 60 Hz positioned 16 cm from the mouse’s
eye, which was controlled by MATLAB using the PsychToolbox extension
(Brainard, 1997; Pelli, 1997). Data were x-y registered and checked for move-
ment artifacts along the z axis, and region of interests were semi-automati-
cally selected using custom MATLAB software. Mice were awake during all
recordings, and the visually stimulated eye was monitored with an infrared
camera. When necessary, t test p values were corrected for multiple
comparisons using a false discovery rate (FDR) procedure (Benjamini and
Hochberg, 1995). Pairwise NCs and SCs were calculated as described pre-
viously (Montijn et al., 2014).Cell Reports 16, 2486–2498, August 30, 2016 2495
Multidimensional Population Code Stability
In addition to pairwise interactions, we tested the stability of multidimensional
neuronal representations of oriented gratings across days (Figure 3). We
calculated, for the same stimulus orientation, the Euclidian distance in multidi-
mensional space between population responses on different recording days
as follows. For each trial t, the population response can be represented as a
multidimensional vector rt = [r1 . rN], where r is neuronal activity in dF/F0
(mean over frames during stimulus presentation per neuron) and N is the num-
ber of neurons. The average population response mq for orientation q is the
mean over all repetitions for that orientation. For each orientation, we normal-
ized the Euclidian distance dq,t1,t2 between mq for two recording days t1 and t2








A value of 1.0 indicates that the distance in population representation be-
tween days is the same as the variability in responses within 1 day. We aver-
aged the distance across all orientations to get one value per recording pair.
To be able to fit an exponential decay function to this distance, we transformed
it into similarity metric sMD:
sMDt1;t2 = 1 d0t1;t2: (2)
For a similarity of 1.0 the population response distance is 0.0 (i.e., the pop-
ulation responses are identical), and for a similarity of 0.0 the variability is equal
within and across days. To study different dimensionalities, we subsampled
the total population 100 times and averaged the mean Euclidian distances ob-
tained from the neuronal groups of the same size (e.g., for dimensionality 3, we
took the mean Euclidian distance across 100 triplets of neurons).
Mahalanobis Analysis of Group-Wise Multidimensional Activity
Decoder
To investigate neuronal response interdependencies within groups larger than
pairs, we constructed a multidimensional decoder that classifies trials by mini-
mizing multidimensional Mahalanobis distances to stimulus classes, in which
each neuron’s activity represents a dimension. Because the Mahalanobis dis-
tance normalizes multidimensional variability and covariability, the optimal
interclass separation boundaries are linear hyperplanes in Mahalanobis space
(but not necessarily in normal response space; cf. Figures 4A and 4E; De
Maesschalck et al., 2000). We calculated the Mahalanobis distance Dq(t) be-
tween the population activity rt of each trial t (as earlier) and the mean popula-
tion activity mq for stimulus class q, in which each dimension represents a single
neuron in the population:
DqðtÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðrt  mqÞTS1q ðrt  mqÞ:
q
(3)
Here, T indicates the vector transpose and Sq
1 is the inverse of the covari-
ance matrix over all neurons for stimulus q. We repeated this procedure for all
stimulus classes (e.g., eight grating orientations), yielding Mahalanobis dis-
tances for all combinations of trials and stimulus types. The decoded stimulus
type for a trial t is the class q with the lowest Mahalanobis distance D(t). We
used a leave-one-repetition-out (cross-validation) procedure, in which the
class means and covariance matrix were calculated with exclusion of the to-
be-decoded repetition block consisting of all stimulus types (i.e., grating orien-
tations or natural movie scenes or frames).
When the neuronal group size (number of dimensions) grows, the number of
possible combinations grows beyond exponentially. We therefore performed a
decoding procedure for all neuronal group sizes while integrating information
from different numbers of groups by taking the sum of Mahalanobis distances
to all stimulus classes over neuronal groups (Figure 4B). We observed a satu-
ration of performance of 60–80 groups of neurons, indicating that adding
more random groups of neurons will no longer increase the amount of informa-
tion that can be extracted. For further analyses, we therefore used the de-
coder’s performance when integrating up to 100 random groups of neurons
and assumed this performance reflects the maximal amount of information
that can be extracted (e.g., Figures 4C and 4D).2496 Cell Reports 16, 2486–2498, August 30, 2016Multidimensional Response Variability and Noise Prediction in
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To assess multidimensional neuronal variability, we calculated the distance in
neural space orthogonal and parallel to decision boundaries between adjacent
orientations (q1,q2; Equations S9 and S10). The variability is expressed as SD
(units of dF/F0) across repetitions of the same orientation. To control for biases
across animals and across dimensionalities, we normalized the raw variability
by the variability obtained after shuffling.
We performed a leave-one-repetition-out cross-validated prediction of
across-repetition neuronal response noise of the same movie frame to ascer-
tain the noisiness of neuronal responses. To do so, we fitted a multivariate
Gaussian of varying dimensionality (i.e., number of neurons) and used as
readout the most likely response of neuron N, given the neuronal response
vector of neurons [1  (N  1)] during that repetition for the fitted multivariate
Gaussian (also see the Supplemental Experimental Procedures).
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