The increasing ubiquity of wireless mobile devices is promoting unprecedented levels of electronic collaboration among devices interoperating to achieve a common goal. Issues related to host interoperability are addressed partially by the principles of the service-oriented computing paradigm. However, certain technical concerns relating to predictable interactions among hosts in mobile ad hoc networks have not yet received much attention. We introduce "follow-me sessions," where interactions occur between a client and a service, rather than a specific service provider. A client may thus exploit several service providers during the course of its interaction with a given service. This redundancy mitigates the effects of mobility-induced disconnections, thereby facilitating reliable communication. The switching of service providers is done using a combination of strong process migration, context-sensitive binding, and location-agnostic communication protocols. This paper covers the architecture and implementation of a middleware that supports follow-me sessions and shows how this middleware mitigates issues related to proxy-based service-oriented architectures in mobile ad hoc networks. We support our claims via a technical evaluation of our approach.
INTRODUCTION
Mobile devices today have limited computational power and persistent storage. In scenarios that require the execution of a small, computationally intensive piece of code, e.g., running a public/private key encryption algorithm, the mobile device is stymied by its own lack of computational power. However, most modern mobile devices have built-in 802.11b wireless capability that allows them to communicate with proximal hosts. This capability on a reference host can be used to leverage off the capabilities of proximal hosts to achieve the required goal, i.e., CPU intensive code can be pushed over the wireless link onto more powerful hosts who execute the code and return the result to the caller. In both cases, a service refers to the code another host runs for the client. The client controls the service even if the service is executing on a remote host.
Allowing such behavior requires solving a key problem. Physical mobility of the devices coupled with the modest range of 802.11b wireless cards results in limited intervals of time when two devices can communicate with each other. This is especially true in mobile ad hoc networks client calls to its parent server. From the application programmer's perspective, the proxy-server communication is abstracted from the client but is relevant to the middleware programmer. Jini (Waldo, 1999) is an implementation of the proxy model, targeted towards wired and fairly reliable networks. This is evidenced by its use of a centralized service directory which is a single point of failure for the system.
In Web services (WS), service advertisements in the form of Uniform Resource Identifiers (URI) are placed in a well-known centralized directory. Clients can search the directory for a service, retrieve the URI for the service, and then connect directly to the service at its specified URI. Since the client interacts directly with the service, it requires the client to be aware of the interaction protocol and the location of the service. Strict enforcement of standards means that clients have to specify their requests in a standardized format and syntax, and also follow standardized protocols for interaction with the service. A collection of languages, all of which use XML (XML-Core-Working-Group, 2000) syntax, are used for client-service interactions. The lowest level language is the Resource Description Framework (RDF) (W3C-Semantic-WebActivity, 2003), which provides a basic set of constructs to describe entities and relations. The Web services Description Language (WSDL) (W3C-XML-Activity-On-XML- Protocols, 2003) , describes the actual functionality of the service. The Simple Object Access Protocol (SOAP) (XML-Protocol-Working-Group, 2003) describes what is being sent across the wires and encapsulates all application layer protocol issues. Higher-level languages describe why a piece of data is being sent between two hosts. High-level description languages are required to be clear and concise, and to support easy matching between two entities. Ontologies are high-level languages that capture the semantics of an entity and its relation to other entities. An ontology is often itself structured into layers. DAML+OIL (Horrocks, 2002 ) is a combination of a markup language to construct ontologies (DAML) and an ontology inference layer (OIL) to interpret the semantics of the description. A popular ontology for Web services is OWL-S (Martin et al., 2004) (previously known as DAML-S).
For our purposes, the major difference between Web services and proxy-based models is that in Web services, a service is essentially a process running on a well known remote host and it is up to the client to know the correct protocol to contact and use the server. However, in proxy-based systems, a service is a combination of a process running on a remote server and the proxy that it ships to the client. The client therefore needs to only make local method calls to interact with the remote service. Despite the differences, both approaches are targeted to wired infrastructures, evidenced by centralized architectures that are not viable in more dynamic networks. Adapting these approaches to MANETs is a complex task because the Web services architecture is too rigid for the dynamic environment of a MANET and hence requires adaptation. It is our view that by combining the power of Web services with the flexibility of proxy-based systems, the best features of both systems can be appropriately exploited. This paper proposes a mechanism to handle the dynamism of MANETs upon which the Web services infrastructure could be placed.
Migration of Services
The concept of moving a process from one physical host to another has been attempted in the past. µCode (Picco, 1998) is an example of a system that supports mobile code for Java. The disadvantage of µCode is that it requires every participating host in the system to run a µServer, which coordinates the mobility of the code. This is an undesirable restriction in the open environment of MANETs. Further, this infrastructure has a fairly large footprint, which is not practical in small resource constrained devices. Other mobile agent systems such as Agent Tcl (Gray, Kotz, Nog, Rus, & Cybenko, 1997) support the mobility of code between hosts, but they do not provide several alternate strategies or a decision mechanism based approach. The code migrates in response to application generated stimuli rather than network conditions and connectivity. MARS (Cabri, Leonardi, & Zambonelli, 2000) on the other hand supports mobility of code, but not of data, which is not sufficient for mobile services.
A migration mechanism has been developed in Python (Calderone, 2005) . However, this implementation is targeted to stable, wired networks and is not suitable for use in MANETs. The advantage of our implementation is that it assumes no infrastructure dedicated to code mobility on any host, is robust enough to handle the dynamism of MANETs, and supports the migration of both data and execution states together or individually.
The Unique Challenge of MANETs
In MANETs, the network infrastructure is borne entirely by the mobile hosts that comprise the network. There is no fixed infrastructure that the mobile units can rely on for message relay. Communications among mobile hosts occur in a peer-to-peer manner. Centralized SOC architectures fail because the availability of a service directory on a certain host cannot be guaranteed when hosts are mobile (hosts depend on the directory being accessible to find services). Two scenarios are shown: Figure 1 (a) is a consistency issue -a client can read an advertisement in the directory for a service that is not accessible; while in Figure 1 (b), the client is in range of the service but cannot access the directory which informs him of the existence of the service. To overcome these issues, we developed a proxy-based system based on the Jini model (Waldo, 1999) but adapted to MANETs. Details of this work may be found in (Handorean & Roman, 2003) . While using a proxy isolates the client from the network communication issues and remote invocation challenges, thus allowing for thin clients, disconnections continue to be a challenge for the design of the proxy-server interaction. In MANETs this proves to be a difficult task, a common challenge for all service providers in this changing environment. The shortcoming of our present system is that in the face of permanent disconnection, the application does not crash but the progress made is lost. In this paper, we seek to remedy this issue. Our approach consists of introducing a layer of abstraction at the middleware level that handles the aforementioned issues in a manner transparent to the client application, thereby allowing the application developer to code using high level constructs, leaving the low level mechanics to our middleware. This middleware is described in detail in the next section.
MECHANISMS DELIVERING CONTEXT-AWARE SESSION MANAGEMENT
Given that our middleware is designed to operate in the dynamic environment of the MANET, we had to make subtle but important changes to the traditional SOC model to accommodate this dynamism. In line with these changes, we introduced a revised terminology, which we describe first. We then follow it up with a brief explanation of the core concept of FMS. The remainder of the section is a presentation of the various mechanisms that help deliver FMSs.
Terminology
In traditional SOC, a service provider places a service advertisement in a publicly available service directory. Clients formulate service requests, which describe the type of service that they require. A matching algorithm pairs requests with service advertisements. Clients use the returned service advertisement to access the service. This characterization makes certain assumptions: 1) it assumes that a given instance of a service is always resident on the host that advertised it, and 2) it assumes that two instances of the same code running on different hosts are different services.
In our work we do not make such assumptions. Hence, we augment the vocabulary of traditional SOC to accommodate the additional variables in our system. Any host that is willing to run any code (provided by the host or the client) is called a volunteer host. A service process is the software process that executes on the volunteer host and delivers the required functionality. When a specific service process is paired with a specific volunteer host, they are jointly referred to as a service provider. Note though, that if a service process moves from one host to another, there are two possible service processes-volunteer host combinations and hence two different service providers even though the service process remains the same.
Recall in the traditional SOC model, a service consists of a single service process on a single volunteer host. In our model, given that a service process can migrate from one volunteer host to another or be replaced by another instance on another volunteer host, the notion of a service is not as rigid as the traditional model. Rather, a service is a collection of service processes and volunteer hosts that in combination provide the desired functionality. Any one service process, though capable of delivering the entire required functionality may only deliver part of the functionality since it is switched out depending on the needs of the client. Similarly, a volunteer host might process only part of the task before it is switched out. Finally, we define interaction to be the communication that occurs between the client and service provider while a task is the job that the service provider is performing for the client.
"Follow-me" Sessions Explained
Observe that traditionally, a session is a lasting connection between a client and a server host during which several packets of data are exchanged. Usually, a session is not interrupted by a disconnection. However, in FMSs, the lasting connection is between a client and a service as explained above, rather than a specific service process or volunteer host. Since hosts can move in and out of communication range due to physical mobility, the FMS must have the capability to span multiple connectivity intervals without severely disrupting the client-service interaction. We also impose the restriction that all FMS functionality be built into the middleware layer with the purpose of abstracting complexity associated with a decoupled and transient computing environment from the application programmer.
Realization of such functionality requires that the middleware be able to move the data and/or computation state of the client-service interaction from one host to another. The remainder of this section discusses the mechanisms needed to deliver follow-me sessions. We describe two mechanisms (strong process migration and context-sensitive binding) that help move a process from one host to the other. We also describe location-agnostic protocols, which help ensure that any communication intended for a service process is delivered to it in spite of its logical mobility.
Strong Process Migration
An essential contributor to our "follow-me" session is the strong process migration (hereinafter referred to simply as strong migration). Strong migration entails data state migration, execution state migration, and binary code transfers. Data state migration transfers the state of an object's instance variables when the binary code for that object is already available on the destination machine. Execution state migration entails transferring the program counter and the call stack content. Binary code transfer downloads the binary code of the process on the target machine, where the loader can find it and load it into memory.
Strong migration allows for processes to be stopped, transferred, and resumed at a new destination. To deliver the desired semantics, our design entails a strong migration mechanism for Java threads (as described in the implementation section, our system is implemented in the Java programming language). While capturing and transferring the execution state, an artificial program counter (see implementation section for explanation of why we cannot directly use the PC of the JVM), which indicates where the execution should be resumed from, and the Java call stack (which is equivalent to the native language call stack) are captured and transferred in a serializable format to the new destination. Other systems that support strong migration are (Peine & Stolpmann, 1997; Gray, 1996) .
Ideally, the migration happens in a manner completely transparent to the process being transferred. This is, however, extremely dangerous. For example, such a process could be transferred at a moment when it holds locks on resources. Without support from the operating system, these locks would never be released, since the owner process does not operate under the supervision of the operating system on the current host. A system that achieves transparent process migration in cooperation with the operating system is (Claypool & Finkel, 2002) . In our case, the JVM on each host plays the role of the operating system, and it is one of our goals not to tamper with the JVM. Hence, we cannot migrate a service process in a manner completely transparent to the process itself, and therefore to the human developer who writes the code of the service process. We give the programmer control over the places where the process can be paused and transferred by manually marking such locations with checkpoints. This does not guarantee that the developer does not use the checkpoints in wrong places, e.g., while having a resource locked for exclusive access.
We deliver our strong migration in two forms: lightweight and heavyweight migration. The lightweight migration entails only the transfer of state information while the heavyweight variant transfers the binaries too. The first step in our strong migration mechanism is checkpointing.
Checkpointing is a mechanism introduced to improve the fault tolerance of software. It entails saving the current state of a program and its data, including intermediate results to non-volatile storage, so that if interrupted the program can be restarted at the last checkpoint. If a program run fails because of some event beyond the program's control (e.g., hardware or operating system failure) then the processor time invested before the checkpoint will not have been wasted. We address failures triggered by hosts' disconnection while a task is processed in a distributed manner.
If a client-service process interaction does not run to completion during a window of connectivity, the task has to be completed during a subsequent window of connectivity or in collaboration with another volunteer host. Using checkpoints, the interaction can resume from an intermediary point (i.e., from the last checkpoint the execution flow went through), and does not have to be restarted from the beginning.
At each checkpoint we record the state of the thread, including its program counter and call stack, which are known as the execution state. Note that for our implementation in Java, we had to introduce an artificial program counter because the JVM does not allow outside access to its program counter. We update our artificial program counter at each checkpoint. The value of the artificial program counter is transferred to the destination host and is used to resume the execution of the server process. As in any native programming language, every time a method is invoked, a new frame (or entry) is created and pushed to the top of the call stack. The frame, which contains the parameters of the method call and local (temporary) variables, is destroyed when the method returns. The data state is composed of the values of instance variables (live objects). These are easier to transfer as serializable objects (we do require all such objects to be serializable).
When the service process migrates from one volunteer host to another, the state recorded at the last checkpoint visited is transferred. Any further computing is lost as the session and state information resumes from that last checkpoint, e.g., if the checkpoint is placed just before a for loop, the loop will be started from the beginning when the execution is resumed at the destination host. If the checkpoint is added immediately inside the loop, the execution resumes with the last iteration of the loop executed on the initial volunteer host. During migration, the serialization process wraps only the content of an object (values of member variables) and not the bytecode from which the object was created. This includes all objects inside the initial object. In the case of heavyweight migration, we use a combination of reflection and exceptions to build the closure of the classes that need to be migrated. We developed a custom class loader (Handorean, Sen, Hackmann, & Roman, 2004) that is able to capture on the destination host all exceptions caused by missing bytecode. After catching such an exception, we use reflection to build the list of dependencies (instances of other classes the object that triggered the exception creates) and send it to the source volunteer host, demanding the missing bytecode. On the source volunteer host, we inspect the proxy we advertise using reflection when we publish the service advertisement. We publish the code of all classes the proxy instantiates and which are not part of the standard JDK or of the middleware (i.e., they may not be available on a client machine). This code is downloaded, installed and loaded by our custom class loader on the destination host. We offer more details about this procedure in the implementation section of this paper.
A service process should not migrate when holding reserved resources. Therefore, the developer should only place checkpoints in places where the service process does not hold any locks on shared resources. Since locks on shared resources are usually not held for a long time (to avoid hoarding), we consider this to be an acceptable constraint on the developer.
It should be noted that any migration involves two steps. First, a copy of the service process is made. Second, a termination flag is set on the original volunteer host. The copy of the service process is migrated to the destination host. The original instance continues running until it encounters the next checkpoint. At this time, it checks the termination flag. Since the flag was set when the migration was initiated, the original instance terminates itself. It is always safe to terminate the original instance since we assume that the thread serviced only one client. Since an alternate volunteer host is now servicing the client, it is safe to terminate the thread on the original host. The reason for not terminating the thread upon completion of the migration is because we implemented our system in Java which does not allow threads to be reliably stopped from outside (the mechanism to do so exists but it is deprecated for stability reasons.)
Context-sensitive Binding
Another mechanism for achieving the functionality of FMSs is context-sensitive binding (CSB), a mechanism that decouples the interface of a service from its realization. The realization of the interface is provided by a changing set of service processes such that the best service process provides the realization at any given time, where best is defined as the service process on the volunteer host that is likely to remain connected to the client host for the longest duration. Switching between service processes and volunteer hosts occurs dynamically and transparently in a context-sensitive manner. Context-sensitive binding offers several features:
• Policy based selection: the set of qualifying volunteer hosts is chosen based on policies, e.g., ensure that the client is always connected to a volunteer host running the required service that is not more than 25m away." When choosing a volunteer host, the policy is the first filter that is applied after choosing a set of service providers that already offer the needed functionality (i.e., this step executes after the service query/discovery step) or that offer to run code provided by the client.
• Metric based evaluation: once the set of candidates is determined, the best volunteer host is chosen according to client-specified metrics (e.g., the client works with the volunteer host that will stay connected to it for the longest time).
• Transparent binding maintenance: context-sensitive binding provides for dynamic switching between volunteer hosts to provide the best available service at any given time. Except for a small interval of time when the mechanism is switching between volunteer hosts, continuous binding between the client and the server is maintained. However, the switching of the volunteer host is masked from the client by the middleware, so from the client's perspective, the binding appears continuous for the time interval it uses the service.
While CSB can be guided by any kind of policy, in the interest of a targeted and complete treatment, we focus on spatiotemporal policies, as these are among the most relevant in MANETs. More specifically, as shown in the examples above, we deal with the policy that emphasizes the connectivity of service providers over all else. The metric for evaluating volunteer hosts is the duration of connectivity between the client host and the volunteer host on which the service process is resident (a longer interval is better).
CSB is responsible for changing the volunteer hosts and service providers such that it is the best available given a context. In MANETs, the primary reason for context changes is physical mobility. As hosts move in space, they encounter a changing set of hosts over a period of time.
Since other hosts too move in space, the set of hosts that the client host is connected to changes rapidly and unpredictably. Given these changes, the CSB mechanism must constantly evaluate which volunteer host is most likely to be connected the longest and switch the volunteer host and/or service process if necessary. In addition, it must have the capability for choosing replacement volunteer hosts (described in the next section).
Once an initial volunteer host is chosen, the client begins its interactions with the service process on that volunteer host. Periodically, a snapshot of the interaction is taken (using the checkpointing mechanism described earlier). In parallel, the CSB mechanism periodically evaluates the context to check if the current volunteer host is still the preferred one. The periodicity of this check can be customized according to the environment. For example, for fast moving cars, a period of 1 second would be appropriate, whereas for ships, a period of 10 seconds would not be detrimental and would save computational resources. By default, we set the periodicity to 4 seconds.
If it is determined that the volunteer host needs to be switched, the middleware preempts the interaction between the client and the service process and sends a termination message. The client's calls to the service process are then temporarily held locally while the latest snapshot is migrated from the old service process to the new service process on the volunteer host that is replacing the original. Once this snapshot has been installed, again using the migration mechanism described earlier, the calls are directed to the new service process on the replacing volunteer host. This is achieved via the use of location agnostic protocols, which are described below.
The key difference between CSB and strong migration is that in CSB, the binary code is not transferred. The usefulness of this is when proprietary software is involved, or there are licensing issues, which prohibit the distribution of binaries. Rather than move the process, we simply switch to another licensed instance of it, which allows the client to continue its work without raising issues of security and ownership of code.
Location Agnostic Protocols
A key element in the delivery of the context-aware session management is the communication protocol between the client (proxy) and the server applications. All these interactions logically belong to the same "follow-me" session. Therefore, the client side should not be impacted by the disconnection from service process, service process migration or context-sensitive rebinding to a new service process as long as the session is in progress, i.e., it is preferable for changes to be transparent. While the disconnection cannot be completely hidden from the client application (when the client expects an immediate answer from a service process on a disconnected volunteer host, there is nothing the middleware can do to help), it can be masked as a delayed response until the two hosts in question reconnect.
To accomplish this, we employ a location-agnostic communication protocol. The client obtains a unique session identifier, which will be used to stamp all messages exchanged in a working session. The client only knows that at the other end there is a service process handling the requests belonging to this session. Similarly, the service process knows to pick up and serve only messages marked with the appropriate session ID. This leads to a communication protocol based on the content of the messages rather than the explicit destination stamped on each message.
STRATEGIES FOR CONTEXT-AWARE SESSION MANAGEMENT
The mechanisms described in the previous section represent the "toolbox" available to us to ship processes from one volunteer host to another. Depending on the context of the client and volunteer hosts at the time the process needs to be moved (i.e., when disconnection between them is imminent), the type and combination of mechanisms required changes. This section describes combinations of mechanisms used for various scenarios.
Temporary Disconnection
An imminent disconnection between the client and the volunteer host can be temporary. For example, a person whose PDA is serving the function of the volunteer host can leave the room temporarily to make a call. In such cases, the volunteer host is expected to come back into range within a short period of time, i.e., the client and volunteer host can reconnect in the near future. In such a case, the system can opt for a temporary disconnection rather than moving the computation to another host. Under this scheme, the middleware allows the client and the service process on the volunteer host to disconnect, but the service process continues executing for the duration of the temporary disconnection. If the task completes while the hosts are disconnected, the results are saved by the service process on the volunteer host. When the client reconnects, it can retrieve the result, if available, or continue with direct interaction.
There are two issues with this approach. The first relates to determining whether the disconnection is temporary or not. This is covered in detail later in the paper. The second issue relates to potential communication between the client and service process during the temporary disconnection. Clearly, no such communication can occur when the client is disconnected from the volunteer host on which the service process is resident. Hence, this option can only be used effectively for a special class of client-service process interactions, which consist of a single communication to initiate the interaction and a single communication (the result) at the end of the interaction. If additional communication is required, then the processing will block until the two hosts reconnect. While this approach is restrictive, it is attractive in that it results in no overhead (if the client reconnects before the service process finishes the task or there is no communication required resulting in the process not blocking). However, if the result is held on the volunteer host or some communication is required during the disconnection, there is an overhead associated with the time lag between when the process finishes or is interrupted and when the hosts reconnect. This is shown pictorially in Figure 2 . 
Volunteer Host Swapping
The second option available is volunteer host swapping. Volunteer host swapping is done using CSB. This allows dynamic hot swapping between similar service processes to complete a task. For example, as shown in Figure 3 , a client could begin its interaction with the service process on volunteer host VH.A. However, when a disconnection from volunteer host VH.A is imminent, the client can switch to the service process on volunteer host VH.B. The partially computed results and other data and execution state are migrated automatically from VH.A to VH.B by the middleware. Volunteer host swapping can be used in situations where there are multiple similar service providers available in close proximity or if several similar services exist in a small region of space. There are two open questions. The first relates to the existence of multiple services-if there is more than one alternate service provider available, which one should be chosen? In our middleware, we always choose the service provider (<service process, volunteer host>) such that the chosen volunteer host will remain connected to the client for the longest duration because volunteer host swapping has a higher overhead than temporary disconnection due to the fact that CSB is used, i.e., the data and execution state has to be migrated between volunteer hosts and we wish to minimize this overhead. The second question relates to the similarity of services. The notion of similarity in this context must be strict in the sense that services must provide similar functionality and have the same input and output signatures. A mismatch will cause exceptions or behavior that has inconsistent semantics. Thus, services with similar functionality and dissimilar signatures are not considered to be similar by our system. 
Process Migration
This option is similar to volunteer host swapping but in addition to transferring data and execution state, it can also transfer binary code. Process migration, shown pictorially in Figure 4 is more flexible than volunteer host swapping because it does not need the volunteer host to actually have a similar service process code available and running on it (the service process and its binaries are migrated to the new host from the current volunteer host). Thus, process migration can be used in combination with any volunteer host in the MANET as long as they are within communication range of the client. The middleware transfers the binary code, data and execution state to the new volunteer host and resumes the computation from the point it was at when the transfer was triggered. It should be noted that if the alternate volunteer host chosen also offers the service in question, then process migration is not required and a simple volunteer host swap can be performed as described above. Due to the fact that the binaries have to be moved, process migration is more expensive in terms of overhead than volunteer host swapping. 
Temporary Retrieval
In the case that there are no neighboring volunteer hosts at the time of disconnection, resulting in none of the above options being available, the middleware can opt to temporarily suspend the interaction between the client and service process, shown pictorially in Figure 5 . The data and execution state of the service process on the current volunteer host is shipped to the client and stored on it. The client in the meantime continues to search for alternate volunteer hosts. When such a volunteer host becomes available, the stored state is transferred onto that volunteer host and processing is resumed. Note that we do not consider the possibility of the client executing the code because if this were an option, the client would not have needed to use a volunteer host in the first place. This option is the most expensive in terms of overhead because it requires two migrations: one to recover the process from the host it is executing on and another to resume it later and offers zero progress between them because processing is suspended until an alternate is found. The advantage of this option is that it is always available, i.e., it is independent of other hosts in the MANET, but it is used only in the worst-case scenario due to its high overhead. 
ACCOMODATIONS FOR THE MOBILE ENVIRONMENT
Thus far, we have described how to move the data and/or the execution state of a process from one volunteer host to another and resume execution on the destination volunteer host using various strategies and mechanisms. However, we have not shown how we select which host to move to and the procedure by which we make that deduction. This section covers in detail the features of our system that help us to a) deduce that a disconnection is imminent and b) deduce which host the computation should be moved to as a result of the imminent disconnection.
Describing the Physical Motion of Hosts
We mentioned earlier that one of the characteristics of hosts in a MANET is that they exhibit physical mobility. Since all hosts are physically mobile, disconnections occur frequently and in an unpredictable fashion. One way that we can make the disconnections more predictable is by having every host in the MANET advertise its path through physical space over time. We acknowledge that this may not be practical in all situations, especially those involving random or unplanned patterns of motion. However, there are situations where a host would be able to advertise its intended path in advance for various lengths of time, e.g., situations involving robots that follow a fixed path or highly structured tasks where the location of a person at a given time is easily traced. Thus, we work under the assumption that all hosts in the MANET advertise their intended path. Further we assume that the paths advertised are correct and there is no malicious intent on the part of the hosts.
We call the description of the path taken by a host in a MANET as motion profile. Formally, a motion profile is a function that gives the location of a host as a function of time. We support two encodings of motion profiles:
• Polynomial Encoding. In this encoding, the motion profile is encoded as a set of two polynomial equations with n-degree terms parameterized by time t. Evaluating the first polynomial for a given value of t yields the x-position of the host while evaluating the second polynomial for the same value of t gives the y-position of the host.
• Waypoint Encoding. In this encoding, we use a vector of waypoints, which are <x,y,t> 3-tuples ordered by t that represent the x and y position of the host at time t. Waypoint encoding is not as precise as polynomial encoding since they offer a coarser granularity, but it can be used in situations which do not demand a high degree of precision. Also note that in this encoding the motion is linear between points and at constant speed.
Learning Motion Profiles and Deducing Windows of Opportunity
Every host in the MANET maintains a local knowledge base, which consists of the motion profiles of other hosts in the MANET that it has collected. Initially the knowledge base contains only the current host's motion profile for a certain time in the future. However, when hosts encounter each other, they gossip, exchanging not only their own motion profiles but also the motion profiles stored in each other's knowledge bases. Since all hosts time-stamp their motion profiles when they make them available to other hosts, any conflicts are resolved by using the latest motion profile. In this manner, hosts in the MANET rapidly gather information about the physical motion of other hosts. However, this raw information is not sufficient for our purposes.
Recall that we had two purposes for gathering this information; deducing when a disconnection is imminent and deducing which host the computation should be moved to. Both questions can be answered by computing the time intervals or windows of opportunity during which a host will be connected to the client. By comparing these windows of opportunity with the current time, we can deduce whether a disconnection is about to occur. If a disconnection is imminent, we can examine the windows of opportunity with other hosts and move the computation to one that has the longest window.
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The calculation of the windows of opportunity is done using the algorithm shown in Figure 6 . The algorithm takes as input all the known motion profiles. For each host whose motion profile the current host knows, e.g., h i , we compare its motion profile against all other motion profiles the current host knows, e.g., h j . For the entire length of the known motion profiles, e.g., from t current until t end , we search for windows of communication opportunity, which are time intervals when the two hosts are in communication range. This is determined by comparing the Euclidian distance between the two hosts against the communication range (assumed to be known and the same for all hosts). The result of the algorithm is a series of time intervals during which communication is possible between a pair of hosts. The result is shown pictorially in Figure 7 .
Using Windows of Opportunity to Select Alternate Hosts
Once we have calculated the windows of opportunity pair wise among all known hosts whose motion profiles the current host knows, we can use that data to select an alternate volunteer host when the client host is about to disconnect from the volunteer host it is currently working with. Figure 7 shows the connectivity intervals determined by the motion profiles in the upper half. The windows of opportunity are listed in the lower half. Each time interval lists the windows of opportunity available. The connectivity intervals in the upper half also show a sample follow-me session as made possible by the sample configuration presented. For example, as shown in Figure  7 , at time t 0 , client C is working with the process on H1. Since the client's window terminates at time t 2 , it starts looking for hosts to migrate the process to at time t 1 . At t 1 , there are two optionsmigrate to H2 or H3. Note that H1 is connected to H2 and H3, which makes the migration option possible. H3 is selected since client C has the longer window of opportunity with H3. Processing continues until t 4 when H3 disconnects from C. However, since it will reconnect at t 5 , we do not migrate the process. Instead we opt for a temporary disconnection. At t 6 , the process is migrated to H4 since H3 is about to disconnect permanently at t 7 . Processing continues on H4 until t 8 when presumably the task is completed. It should be noted that this is a rudimentary decision mechanism that only considers the time to disconnection as the metric when choosing among alternates. More sophisticated decision mechanisms that take into account other characteristics of the host such as processor power, program characteristics, etc., are possible.
IMPLEMENTATION
"Follow-me" sessions have been implemented in Java, using Limone (Fok, Roman, & Hackmann, 2004) as a middleware to handle the implications of a MANET, i.e., physical mobility of hosts.
Here, we present a brief overview of Limone, a description of the implementation and a proof of concept demonstration.
Limone Overview
Limone is a Java implementation of the Linda (Gelernter, 1985) coordination model, designed for MANETs, which masks details associated with coordination and communication from the application programmer, similar to the Lime (Murphy, Picco, & Roman, 2001 ) model which served as source of inspiration. A host running Limone runs a LimoneServer supporting one or more agents, which are analogous to application modules. Coordination in Limone occurs via transiently shared tuple spaces. Every tuple space in Limone is identified by a name. Tuple spaces having the same name are merged to form a federated tuple space when their hosts are within communication range.
Tuple spaces are containers for tuples. Tuples are ordered sequences of Java objects, which have a type and a value. An agent places a tuple in the tuple space, making it available to all other agents that are sharing the same tuple space. To read a tuple from the tuple space, an agent needs to provide a template, which is a description of the tuple that the agent is interested in. A template is a sequence of fields, each of which can contain a formal representing the required type for that field or an actual value that identifies the type and value of the corresponding field. A template is said to match a tuple if all the corresponding fields match pair wise.
An agent can access the tuple space via standard Linda operations: rd (read a tuple), in (remove a tuple), and out (write a tuple). The in and rd operations take a template as a parameter and return a tuple as the result or block until a match is found (the operations are synchronous). Limone offers probe variants of the traditional blocking operations (inp, rdp), and group operations (outg, ing, rdg, rdgp, and ingp). While the original calls return a matching tuple (if available) or null otherwise (if nonblocking), the group operations return all matching tuples.
To provide asynchronous interactions, Limone, includes a reaction mechanism R(s, p), defined by a code fragment s that specifies the actions to be executed when a tuple matching the pattern p is found in the tuple space. Blocking operations are not allowed in s.
Checkpoints
The implementation of strong code migration presents several technical problems. (1) The standard JVM does not allow programs to save or restore the program counter, (2) once an application has been migrated, it should stop running on the original host; but arbitrarily stopping threads in the middle of execution is inherently unsafe, and (3) saving the complete state of an application involves saving its local variables, which cannot be accessed at runtime by an external library.
We approached these problems by choosing to instrument the bytecode of applications rather than trying to manipulate them at runtime. This instrumentation process adds bytecode to applications to aid with for strong code migration, including code to work around these technical limitations. We developed a new type of Java thread called MobileThread, which adds several methods and fields to Java's standard Thread class (described below), and which can be transferred among hosts without losing any progress made on a particular host. The application programmer creates mobile applications by extending the MobileThread class (see example code in Figure  8 ). The programmer defines checkpoints by calling the addCheckpoint() method. While appearing to the programmer to be an ordinary method call, it serves as a marker in the bytecode to indicate the location of checkpoints. After compiling the Java source code, the resulting bytecode is passed into the instrumenter, which converts the code so that it is capable of being strongly migrated. This instrumenter is implemented using the BCEL class file manipulation library (Dahm, 2001 ).
To do this, the instrumenter first collects a list of all the local variables in the current method. It then adds a field for each of these local variables; these fields are used later to store the state of the local variables. The instrumenter also inserts a field to store an artificial program counter. The instrumenter then searches for all calls to addCheckpoint(). At each checkpoint, the instrumenter inserts code to check the do_pause field, which indicates whether or not the application thread is being paused so it can be migrated. If this field is set, then the method immediately returns. If it is not, then the method copies all of the in-scope local variables to the fields described above and then sets the artificial program counter to some unique value. Finally, the instrumenter removes the call to addCheckpoint(), since it only serves to mark the bytecode. The instrumenter also appends code at the end of the method to copy these fields back into the corresponding local variables and jump to the checkpoint; these "restoration points" provide a place for the thread to restore its state and return to the last checkpoint it passed before being migrated. The bytecode instrumenter then adds code to the beginning of the method to see if the paused field is set. If this is the case, then the application jumps to the appropriate restoration point based on the contents of the artificial program counter field. This has the indirect effect of restoring the thread's local variables and the JVM program counter.
The MobileThread class adds two important methods to the standard Thread class: pause() and unpause(). The pause() method sets the do_pause and paused fields to true; the former tells the thread that it should stop execution as soon as it reaches the next checkpoint, and the latter tells the thread that it should restore its state when it is restarted. The unpause() method simply resets the do_pause field to false and restarts the thread; since the pause() call set the paused flag, the thread will jump to the appropriate restoration point and return to the last checkpoint passed before pausing. This way, instrumented applications can be migrated across hosts by pausing the application thread, serializing it on the original host, deserializing it on the new host, and unpausing it.
To minimize the cost of copying local variable state, the instrumenter uses BCEL to statically analyze the liveness of local variables. Only those variables currently in scope at a given checkpoint are copied. However, BCEL cannot determine which fields may have been altered at a given point in the code. So, our instrumented applications do not keep copies of fields for "rolling back" later, since this would require creating copies of all fields at all checkpoints. A field may be placed in an inconsistent state if it is altered and the application is migrated before reaching the next checkpoint. Therefore we require that mobile application developers not alter any mutable fields between two checkpoints; any partial computations should be accumulated in local variables and then stored in fields after the method's last checkpoint.
Migration
When migrating applications across hosts, it is likely that they will not have their bytecode available at destination. The solution to this problem is an automated code management system. In the interest of space, we omit details of analyzing the source code and disbursing code, which can be found in (Handorean et al., 2004) . Instead, we focus on its application to "follow-me" sessions.
When an application is migrated, our middleware attempts to deserialize it. If this fails due to missing bytecode, the middleware catches the ClassNotFoundException and fetches the needed bytecode. This is done by using a custom classloader and a custom ObjectInputStream that refers to this new class loader. Our custom ObjectInputStream intercepts any failed attempts to resolve classes locally and invokes our custom LWClassLoader, which attempts a rdp operation on the code repository using the pattern <Names:class name, BinaryCodeFile.class> to retrieve the byte code for the required class. If this rdp operation succeeds, the class loader loads the JAR package contained in this tuple into memory.
Protocols and Context Sensitive Binding
The choice of tuple space-based communication was a natural fit for communication protocols that are immune to disconnections, support resuming, and do not use explicit location information for message delivery. The tuple space communication is similar to exchanging messages on a board: the source puts the message out and the recipients come and look for the messages they need, no matter which side of the board they look from. Our board is a tuple space formed of all local tuple spaces carried by each host and transiently shared when within communication range. The level of granularity we assume allows transfer of a tuple atomically from one host to the other. If a disconnection occurs during transfer, the tuple will remain available in the source local tuple space. The protocol supports resuming only at the layers above tuple space coordination, and therefore if the transfer of a tuple is interrupted it will have to be restarted from zero. The tuple-based communication, handled at middleware level, protects the application from crashes in face of disconnections.
The location-agnostic character of interactions is another benefit of using tuple spaces. The recipient of a message listens for messages (wrapped in tuples) using a template that describes the messages it should read. In our implementation, each proxy-server pair stamps its messages with a shared session ID. There may be more servers providing the same service, but each server will only pick up messages labeled with the session ID it is currently serving. This session ID is created by the proxy when the proxy is instantiated on the client's machine by obtaining a hash based on the object's memory address, which is unique on the host.
We combine this value with a host ID and stamp it with the time when the session begins, which makes it globally unique. The proxy communicates the session ID to its server, which learns to pick up messages with this particular stamp. Looking at Figure 9 , when the client is in position h it can talk to two servers on H3 and H4. The server running on H3 will pick up the tuples generated by the proxy running on the client because it can match the session ID. The CSB handles redirecting the traffic to a new server. That is, it teaches a service instance on a different volunteer host to recognize, pick up, and service requests previously destined to another process in a manner transparent to the client. This is accomplished by migrating the computation state, which includes the transfer of the session ID. If the service instance is the result of migrating the old service onto a new server, the state information the service carries with it will include the session ID. In the current implementation, if there are multiple servers available, the context-sensitive binding mechanism chooses the one with which the connection is guaranteed for a longer period of time (based on an analysis of the motion profiles of the carrier hosts and wireless communication range).
EVALUATION
Our main goal in this section is to offer a proof of concept for our ideas by way of a simple application that exploits the capabilities of our software. The application we use is a simple recording service that records an Internet radio stream and saves it to local storage as an MP3 file. Figure 10 shows the configuration used in our tests. The sequence of events were as follows:
1. C discovers the service on A (assume A offers the service). 2. A records the radio stream for 10 seconds. 3. The service packs and migrates to B using various methods 4. B records the radio stream. 5. The result is retrieved by C. Since our middleware relies on location and motion profile information to make migration decisions, our experiments required some source of location information. Our previous experience indicated that tests with 802.11b and reasonably priced portable GPS systems resulted in unpredictable errors that were related to quality of the GPS signal, obstructions to the 802.11b radio on the devices, among others. Hence, we opted for a simulated location generator called the Virtual Space Simulator (VSS) developed by us. The VSS runs on a machine and feeds location information to the clients that connect to it. We configured the motion profile of each host into VSS, which periodically tells each host where it is and how it moves at each moment. The middleware running on each host makes the decisions about migration and binding based on this location information received from the VSS server, which makes our indoor simulations realistic.
The servers encoded a radio show from a live feed.
The goal of our experiments was to record 20 seconds of music from the time that the service discovery was initiated. The results of our experiment are summarized in Figure 11 .
All figures are the average of 5 runs
Step 1 Service Discovery
Step 2 Service Invocation on Host A
Step 3 Migration
Step 4 Service Invocation on Host B
Step 5 Step 1, which is the service discovery phase took 189 ms. This figure does not vary across the different methods of migration because service discovery in our experiment did not require any migration of code (the service was assumed to exist on Host A).
Step 2, which was the step during which music was recorded by Host A is also uniform at 10 seconds for all methods since we explicitly set the application parameters to record for 10 seconds on Host A before initiating a migration to Host B.
Step 3, which is when the migration occurs, yields a wide range of figures. For temporary disconnection, there is no applicable migration overhead since the service continues to reside on Host A-only the client temporarily loses contact with the volunteer host. Volunteer host swapping using CSB took an average of 2478 ms with a total of 1.41KB transferred as opposed to process migration, which took 3216ms transferring 2.95KB on average. For volunteer host swapping, the data transferred was exclusively partial results while in the case of process migration, code for the service (35 Java class files) was transferred in addition to the partial results. The difference in time can be accounted for by the fact that additional data was transferred and by the fact that in process migration, the migration process cannot start immediately but must wait until the next checkpoint is encountered in the service code (the reason for this has been described in detail in the implementation section). Temporary retrieval entails two migrations. One from the old service provider to the client and another at a later time from the client to the new service provider. Thus the numbers for temporary retrieval, depending on the migration method used is double that of volunteer host swapping or process migration.
Step 4 shows the duration of recording on Host B. In the case of temporary disconnection, it can record for the full 10 seconds since no time was lost to overhead. However for all other strategies, a full 10 seconds of music cannot be recorded since some time was lost in the migration process. Finally, in
Step 5, the results are retrieved by the client. Volunteer host swapping in this case takes longer than process migration only because in the former technique, the lower migration overhead resulted in more music being recorded, which increased the size of the result.
One interesting observation we made during our experiments was that the time it takes to complete a CSB varies greatly depending on whether the host to which the session migrates has run the service before or it just offers it but nobody ever used it so far. The Java Virtual Machine loads into memory classes as late as possible, which means that even classes of the running threads are not loaded into memory until the control flow requires their instantiation. This made the code migration and on demand code retrieval possible for us, but costly, due to the amount of time needed to load. The difference is almost one order of magnitude. A CSB to a host that hasn't served any other client takes an average 2,478 ms; when we re-run the experiment after having loaded and run the service at least once on a volunteer host, the CSB time penalty went down almost 10 times, to an average of close to 300 ms. This explains why step 3 was on the average 10 times longer than step 5. During step 5, we only retrieve the final result and computation state (which in this case indicate job completion), but the classes related to the computation state had already been used by the client when the service was discovered. Finally, we obtained an overall average 16.59 seconds worth of recording out of the total of 20 seconds intended (the penalties are due to steps 1 and 3, step 5 starting after the 20 seconds had elapsed) when step 3 was thread migration, and 17.33 seconds, when step 3 was CSB. If during step 2, the CSB happens to a host B that has run the service before (i.e., the classes are already loaded by the class loader into the JVM), the performance of the CSB scenario increases to over 19 seconds of recording out of the 20 seconds targeted.
We can draw a few important conclusions from our experiments: 1) The approach of migrating services in a MANET is feasible, as illustrated by our experiments. 2) When multiple hosts offering the same service are available in a region of space, service migration has fairly low overhead (19 out of 20 seconds of the stream were captured in spite of a migration in the middle).
3) Even when services are not readily available, the very existence of hosts allows for the execution of services (process migration) albeit with higher overhead.
DISCUSSION
An issue we did not address in this paper is related to the security of inter-host collaboration.
There are concerns about accepting code from another host to be executed locally. Certain restrictions have to be applied such as the downloaded code should not have access to the local file system or to certain parts of the system's memory, similar to the restrictions imposed on Java applets. The code uploaded by a client onto a server can also be the target of the server's curiosity and the client may want to protect the service's code from a malicious server's introspection. A solution for this is presented in (Sander & Tschudin, 1998) where the authors describe a method to compute using encrypted functions (i.e., the code uploaded is encrypted). The tensions between the servers' concerns about accepting code for execution and the clients' concerns about not giving away code need to reach a balance where both parties are satisfied with the level of security.
Another important issue is to figure the time needed to complete a migration so we can start it early enough. Factors influencing this time interval are the speed of the source and destination hosts, the size of the data being transferred (code, input data, partial results), the computation power of the two machines, the bandwidth of the wireless link, etc. The motion profiles of the two hosts and most of the other parameters can be obtained at runtime (e.g., the size of the data to be transferred can be determined relatively trivially, etc). Another challenge is evaluating how much time it takes for a piece of code to execute on a certain machine. This cannot be statically determined as the load of the processor varies at run time. A way to tackle the issue is to have a sample piece of code used as unit of measure and report the execution of the rest of the code to this unit. Thus, after many runs, a certain procedure can be labeled as taking x units to complete for a certain input (recursive calls, different sizes of the input, or waiting for input or in synchronized calls can affect the evaluation). The sample piece of code could be run in the background from time to time, and by measuring the time it takes to execute we can get a sense of the system's load and the execution speed of the application's code in real time. Results in this specific research area can be found in (Brzezniak & Meyer, 2004) , (Felser, Golm, Wawersich, & Kleinoder, 2002) , (Puschner & Vrchoticky, 1991) , and (Lisper, 2003) .
Related to process migration, we mentioned that a process should not migrate while holding locks on shared resources. On the new host the locks are invalid while on the old host the locks continue to block the resource until the operating system or Java Virtual Machine releases these locks by force. It is part of our future work to develop a mechanism that releases the locks automatically before migration and resumes execution of the process on the host by redeclaring the interest for those locks. The process would thus compete for the locks like any other process that has always been running on that host. To do this, we need to develop our custom locks which will be recognized by our middleware such that they can be manipulated automatically, i.e., they will be released before migration and the computation on the new volunteer host will start with the effort to reacquire those locks before any other work can be done. These locks have to be uniquely identifiable across all hosts, such that a lock that guards a certain resource on a host should not be confused with another lock that has different semantics in the addressing space of another host (e.g., protects another resource). The detailed study of such mobile locks is part of our future work.
A "follow-me" session accompanies the client until the task is finished. It resembles a cloud spanning the client host and one or more other hosts where services of interest to the client may be running. The same functionality can be achieved, in some very particular situations, using Mobile IP (Perkins & Myles, 1994) . MobileIP allows for a host to "drag" its IP address along as it moves in space. The work was developed for wired networks where the same host would connect to the network from different places or would cross network boundaries. The mobile node uses two IP addresses: a fixed home address and a care-of address that changes at each new point of attachment. From each new point of attachment the host communicates "home" its new address. The traffic destined for this host will always be directed towards the home address. At this location, a server relays the packets to the IP address the mobile host has registered. The approach is interesting because it exhibits the location-agnostic characteristic. It supports mobile computing but does not entail software migration and also assumes Internet (or at least LAN) connectivity for the long distance routes the packets may have to follow. This solution applies in situations where the service process is fixed on a machine while the client moves without requiring the service to follow it.
The migration of a service may not always be possible, like we assumed throughout this presentation. Certain services may not run on some machines for various reasons. For example, a service that encodes a live broadcast in MP3 format cannot run on a machine that lacks the computational power to perform the task in real time. Another example is a service that requires a certain piece of hardware for its processing. If a host does not have a floating point unit or a printer, that host may not qualify as a candidate for help even if the client may have windows of opportunity with it. To ensure only qualified hosts participate in a follow-me session, the service itself has to provide clear requirements in terms of execution environment both from a hardware (e.g., every volunteer host must have a sound card and speakers) and software (e.g., every volunteer host must be capable of 64 bit encryption). Such verifications are easy extensions to our middleware and are not included at this point. Along with these verifications, other operations can be performed upon migration, such as a password check. Imagine a mobile remote desktop application, similar to the remote desktop offered by current versions of Windows. As the user moves from machine to machine, a password verification can be enforced before access is granted to the remote session. These kinds of application-level operations are above the middleware layer we developed.
CONCLUSIONS
While service oriented computing continues to become more and more popular in wired networks, it has not received the same level of attention in wireless networks, particularly MANETS. This is due to the inherent difficulties of programming for such a dynamic and unstable environment. In this paper, we introduced "follow-me" sessions, a new abstraction supporting service oriented computing in MANETs. "Follow-me" sessions are supported by an accompanying context-aware session management middleware that helps deliver the required functionality. We first defined the "follow-me" session, which encompasses multiple windows of communication between the client and the service. We then described various strategies that can be used to ensure continuity of service provision in the challenging ad hoc mobile setting using a combination of strong process migration, context-sensitive binding, and location agnostic communication protocols. In addition to these mechanisms, we described a basic decision mechanism that allows the system to select from various hosts depending on the connectivity window between the client and the hosts in question. We delivered stop/transfer/resume computation semantics and disconnection and migration-proof coordination among participants. A working implementation, demonstration application, and simulation results were also presented.
