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Fractional calculus has recently been identiﬁed as a very important mathematical tool in the ﬁeld of
signal processing. Digital ﬁlters designed by fractional derivatives give more accurate frequency response
in the prescribed frequency region. Digital ﬁlters are most important part of multi-rate ﬁlter bank sys-
tems. In this paper, an improved method based on fractional derivative constraints is presented for the
design of two-channel quadrature mirror ﬁlter (QMF) bank. The design problem is formulated as
minimization of L2 error of ﬁlter bank transfer function in passband, stopband interval and at quadrature
frequency, and then Lagrange multiplier method with fractional derivative constraints is applied to solve
it. The proposed method is then successfully applied for the design of two-channel QMF bank with
higher order ﬁlter taps. Performance of the QMF bank design is then examined through study of various
parameters such as passband error, stopband error, transition band error, peak reconstruction error
(PRE), stopband attenuation (As). It is found that, the good design can be obtained with the change of
number and value of fractional derivative constraint coefﬁcients.
© 2015 Karabuk University. Production and hosting by Elsevier B.V. This is an open access article under
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Multi-rate systems, especially multi-rate ﬁlter banks are widely
used in several applications of signal processing such as: in speech
processing [1], image processing and telemedicine [2] etc. Basically,
multi-rate ﬁlter bank structure is divided into two parts: ﬁrst is
analysis section and second is synthesis section. In analysis part,
signal is divided into different sub-bands and some speciﬁc pro-
cesses are applied on the sub-bands. In synthesis section, processed
sub-bands are combined and signal is reconstructed. Among all the
multi-rate ﬁlter banks, two-channel ﬁlter bank was ﬁrst used for
sub-band coding of speech signal. Two-channel ﬁlter bank is
fundamental part of multi-rate ﬁlter bank and also called as
quadrature mirror ﬁlter (QMF) bank.
Due to immense application of QMF bank in signal processing,
various optimization methods have been developed for the design
of optimized QMF bank [3e12]. These optimization methods areB. Kuldeep), anilkdee@gmail.
ersity.
d hosting by Elsevier B.V. This is acategorized as: gradient based optimization methods and nature
inspired optimization methods. Gradient based optimization
methods basically depend upon the gradient of function like ﬁeld
function method [3], weighted least square method (WLS) [4,5],
LevenbergeMarquardt algorithm (LM) [6e8], Quasi-Newton
method [8] etc. Gradient based method gives stationary solution
where gradient is zero. In [3], a novel approach for QMF bank has
been proposed using ﬁeld function method. In [3], modiﬁed ﬁeld
function is introduced for obtaining global minima using various
extra constraints on prototype ﬁlter and ﬁlter bank. A new WLS
technique for designing FIR ﬁlter, based on neural network, has
been developed by researchers recently [4]. Another technique
based on neural network was proposed for designing QMF bank
without any convergence problem [5]. A different approach for the
design of two-channel QMF bank using Marquardt optimization
method is given in [6]. Design was further modiﬁed using Lev-
enbergeMarquardt (LM) method [7]. Recently, authors in [8] have
used LevenbergeMarquardt (LM) and Quasi-Newton (QN) optimi-
zation method simultaneously for the effective design of two-
Channel QMF bank.
Recently, nature inspired methods are widely used for obtaining
global solution of linear and nonlinear problems because stochastic
and meta-heuristic nature. Nature inspired methods are basicallyn open access article under the CC BY-NC-ND license (http://creativecommons.org/
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reproduction, mutation and interaction and social behavior: ﬂock
of birds, schooling of ﬁsh, and intelligence of swarm of bee. Nature
inspired methods such as genetic algorithms [9], particle swarm
optimization (PSO) [10,11] and differential evolution [12] are
associated with global solution. In [9], a signed powers-of-two
coefﬁcient perfect reconstruction QMF bank using CORDIC ge-
netic algorithm, which is based on coordinate rotation, is designed.
In [10], a QMF bank design by PSO with nonlinear unconstraint
optimization is given. QMF design was further improved by
modiﬁed PSO [11]. In [11], modiﬁcation is done by hybridization of
PSO with Scout Bee form of artiﬁcial bee colony (ABC) algorithm. In
[12], QMF design was further enhanced using adaptive differential
evolution algorithm.
All these approaches are suitable for low order QMF ﬁlter bank
design and for higher order, efﬁcient design of QMF bank is not
possible due to high ripples that occur in passband and stopband of
analysis and synthesis ﬁlters. In [13], linear ﬁnite impulse response
(FIR) ﬁlter has been designed by fractional derivative at prescribed
frequency point, and it gives smoother passband and stopband
region than conventional least square and conventional derivative
methods which show ability of fractional derivative towards more
conﬁned analysis of two-channel QMF bank and can be used to
design higher order two-channel QMF bank. However, as the au-
thors of this paper have been able to ascertain on the basis of
detailed literature review, very less [14] attempt has been made for
the design of two-channel QMF bank by using fractional derivative.
This paper, therefore, presents the design of higher order QMF bank
using fractional derivative constraints.
Fractional calculus is a branch of mathematics which admits
deﬁnition of fractional derivative and fractional integral. In frac-
tional calculus, deﬁnition of integral and derivative operators are
almost same as the conventional deﬁnition, only integer order of
calculus is changed into fractional order. It means order becomes
more generalized in fractional calculus. In term of mathematical
framework, fractional derivative is a very old concept, but from
application point of view, it is a very novel concept. For function f(x),
nth order fractional derivative is deﬁned as
Dnx f ðxÞ ¼
ðdnf ðxÞÞ
ðdxnÞ (1)
Fractional calculus has been identiﬁed as very important
mathematical tool inmany areas of science and engineering such as
basic physics [16], numerical methods [17], material science [18],
optical engineering [19], earthquake engineering [20], electric
network [21], control system [22], ﬂuid mechanics [23], heat me-
chanics [24], electromagnetic theory [25] and signal processing
[26] etc. Fractional calculus has been exploited in many applica-
tions of signal processing, such as design of fractional order dif-
ferentiator for image sharpening, estimation of fractional noise [26]
and estimating the fractional order derivative for a given contam-
inant signal [27]; design of fractional order multi-scale variation
modal to preserve textural information of image, to eliminate
staircase effect [28] and for image de-noising [29]; design of more
ﬂexible RL and RC circuit by fractional order derivative [30];
development of very low sensitive to noise method by using frac-
tional derivative for identiﬁcation of blur parameters of the motion
blurred image [31]. Fractional derivative is also used to update the
coefﬁcients according to prescribed adaptive learning algorithm
[32]; to design ﬁlter for image contrast enhancement [33]; for the
design of ﬁxed fractional delay FIR ﬁlter [34] and for efﬁcient design
of one and two dimensional linear phase FIR ﬁlter [13,35].
The most famous deﬁnitions of fractional derivative that have
been popularized in the world of fractional calculus are:RiemanneLiouville, M. Caputo, and GrunwaldeLetnikov deﬁni-
tions. In ﬁrst two deﬁnitions, fractional derivative is being evalu-
ated with the use of integration. Because of integration, these two
fractional derivatives are more computationally complex as
compared to GrunwaldeLetnikov deﬁnition. Due to summation
form of GrunwaldeLetnikov fractional derivative, this formula
became the ﬁrst choice of computer numerical solver. Because of
inherent low complexity, GrunwaldeLetnikov deﬁnition of frac-
tional derivative has been used in this paper. Mathematical deﬁ-
nition of fractional derivative given by Grunwald-Letnikov is [13]:
Dux f ðxÞ ¼
ðduf ðxÞÞ
ðdxuÞ ¼ limD/0
X∞
k¼0
ð1ÞkCuk
Du
f ðx kDÞ (2)
where,Cuk is given by
Cuk ¼
Gðuþ1Þ
Gðkþ1ÞGðu kþ1Þ ¼
8<
:
1 k¼ 0
uðu1Þðu2Þ…ðu kþ1Þ
1:2:3…k
k 1
(3)
and G(,) is the gamma function.
In Section 2, fractional derivative deﬁned by Eq. (2) will be used
to design prototype ﬁlter for QMF bank. The paper is structured as
follows: In this section, brief introduction of two-channel QMF
bank and fractional derivative is given. In Section 2, design
formulation of QMF is explains. In Section 3, results obtained by the
proposed design method are discussed. Finally, conclusions are
made in Section 4.
2. Formulation of design problem
Two-channel ﬁlter bank is fundamental multirate ﬁlter bank.
Recently, different design formulation and theory of two-channel
ﬁlter bank were proposed by many researchers [3e12]. Two-
channel ﬁlter bank divides input signal into two subbands using
analysis section and after applying some speciﬁc or required oper-
ation signal reconstructed using synthesis section of two-channel
ﬁlter bank. Basic block diagram of two-channel ﬁlter bank is
shown in Fig. 1. Ideally, reconstructed output should be exact replica
of the input signal with some delay. Since, different types of distor-
tion occur in QMF ﬁlter bank, exact reconstruction is not possible.
Basically, three types of distortion occur in QMF bank: aliasing
distortion, phase and amplitude distortion or peak reconstruction
error (PRE). Aliasing distortion occurs because of non-idealness
(realization of ideal ﬁlter is not possible) of ﬁlter, which can be
eliminated using a suitable design of the synthesis ﬁlters. Phase
distortion occurs because of nonlinear phase response of the ﬁlter,
which can be eliminated using linear phase FIR ﬁlter. But, peak
reconstruction error can never be eliminated completely. In case of
a two-channel QMF bank shown in Fig. 1, aliasing distortion is
eliminated by [6e8].
H1ðzÞ ¼ H0ð  zÞ; G0ðzÞ ¼ H1ð  zÞ and G1ðzÞ ¼ H0ð  zÞ
(4)
where,H0(z) and H1(z) are analysis ﬁlters, while G0(z) and G1(z) are
the synthesis ﬁlters.
From Eq. (4), it can be interpreted that all the ﬁlters (H1(z), G0(z)
and G1(z)) of QMF bank are derived by prototype ﬁlter H0(z). Let
prototype ﬁlter H0(z) is a linear phase FIR ﬁlter has frequency
response
H0

eju

¼ ejuðN1Þ=2H0ðuÞ (5)
Fig. 1. Quadrature mirror ﬁlter bank.
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of two-channel QMF bank, overall amplitude response T(u) of two-
channel QMF bank can be deﬁned as [6e8,15].
jTðuÞj ¼
n
jH0ðuÞj2 þ jH0ðu pÞj2
o
(6)
If prototype ﬁlter H0(eju) is ideal low pass ﬁlter, then its ampli-
tude response can be deﬁned as
H0ðuÞ ¼ H0ð0Þ 0  u  up
¼ 0 us  u  p (7)
where, H0(0) is amplitude response of the ideal ﬁlter at zero fre-
quency; up and us are passband and stopband edge frequency. Now
using Eqs. (7) and (6) can be rewritten as
jTðuÞj ¼ jH0ð0Þj2 0  u  up
¼ jH0ð0Þj2 us  u  p
(8)
For perfect reconstruction, Eq. (8) must satisﬁed and at u ¼ p/2
Eq. (8) is reduced to
jH0ðp=2Þj ¼ 0:707H0ð0Þ (9)
Eq. (9) is termed as perfect reconstruction condition. Authors in
[15] have used the above condition for ﬁnding optimum cut-off
frequency and optimum passband edge frequency so that ampli-
tude distortion is minimum. In this paper, perfect reconstruction
condition is taken as constraint for improve reconstruction called
transition band constraint.
It is indicated from Eq. (9) that the design of two-channel ﬁlter
bank is a prototype ﬁlter design. Let, H0(z) is a prototype low-pass
FIR ﬁlter and its amplitude response is given by
H0ðuÞ ¼
XM1
n¼0
an cos

nþ 1
2

u (10)
where, M is deﬁned as M ¼ N/2 and H0(u) can be rewritten as
H0ðuÞ ¼ aTbðuÞ (11)
where; a ¼
h
a0a1a2…aðN=2Þ1
iT
(12)
and bðuÞ ¼ ½cosðu=2Þ…cosðuðN  1Þ=2ÞT (13)
Now the problem is, how to ﬁnd the ﬁlter co-efﬁcient vector ‘a’
so that magnitude response of the prototype ﬁlter H0(u) approxi-
mately approaches to desired magnitude response Hd(u). So, in this
part of the paper, ﬁlter co-efﬁcient vector a is determined by
minimizing the following objective functionfðaÞ ¼ 1
p
0
@ Z
u2R
ðH0ðuÞ  HdðuÞÞ2du
1
A (14)
where, Hd(u) is deﬁned using Eqs. (12) and (14) as
HdðuÞ ¼
8<
:
H0ð0Þ 0  u  up
0 us  u  p
0:707H0ð0Þ u ¼ p=2
(15)
and, R is the interested band. Here for simplicity, R is deﬁned as
R2 R1 ∪ R2.
where, R1 2 [0,up] ∪ [us,1] and R2 2 {p/2}.
Eq. (14) can be rewritten as
fðaÞ ¼ 1
p

aTQa 2pTaþ a

(16)
where, Q ¼ Q1 þ Q2.
Q1, Q2, p, a given by
Q1 ¼
Z
u2R1
bðuÞbðuÞTdu (17)
Q2 ¼ ðbðuÞ  0:707bð0ÞÞ2 at u ¼ p=2 (18)
p ¼
Z
u2R1
HdðuÞbðuÞdu (19)
a ¼
Z
u2R1
ðHdðuÞÞ2du (20)
To improve the magnitude response of prototype ﬁlter H0(u),
and reconstruction quality of QMF bank the following constraints
are applied:
H0ðuÞju¼p=2 ¼ 0:707H0ð0Þ (21)
and DuH0ðuÞju¼u0 ¼ 0 (22)
where, u0 is the prescribed frequency point, and u2 {u1, u2, u3…uL}
is fractional order of fractional derivative. Hence, the total numbers
of constraints are L þ 1. Constraint given by Eq. (21) is nothing but
perfect reconstruction condition given by Eq. (9) [6e8] called
transition band constraints such that the magnitude response of
prototype ﬁlter at u ¼ p/2(H0(p/2)) should be exactly equal to
0.707H0(0) which improves the reconstruction quality of QMF.
Constraint given by Eq. (22) is called fractional derivative constraint
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increases the ﬂatness of H0(u) at u0. The fractional derivative of
H0(u) can be computed by
DuH0ðuÞ ¼
du
 PM1
n¼0 an cos

nþ 12

u
!
duu
¼
XM1
n¼0
an
du cos

nþ 12

u
duu
¼
XM1
n¼0
an

nþ 1
2
u
cos

nþ 1
2

uþ pu
2

¼ aTcðu;uÞ
(23)
where, vector c(u, u) is given by
cðu;uÞ ¼
2
6666666666666666664
ð1=2Þu cos

1=2

uþ pu
2

ð3=2Þu cos

3=2

uþ pu
2

ð5=2Þu cos

5=2

uþ pu
2

:
:
:
ðnþ 1=2Þu cos

nþ 1=2

uþ pu
2

3
7777777777777777775
(24)Fig. 2. Two-channel QMF bank designed by the proposed method with N ¼ 32, up ¼ 0.4p a
response of the prototype ﬁlter in dB; b amplitude responses of the analysis ﬁlters in dB; caTbðp=2Þ ¼ 0:707H0ð0Þ (25)
aTcðu0;ukÞ ¼ 0 (26)
The above constraints can be rewritten in matrix form as
Ca ¼ f (27)
C ¼
2
666666664
bTðp=2Þ
cT ðu0;u1Þ
cT ðu0;u2Þ
:
:
:
cT ðu0;uLÞ
3
777777775
f ¼
2
666666664
0:707
0
0
:
:
:
0
3
777777775
(28)
Now, the design problem is reduced to
Minimize fðaÞ ¼ 1
p

aTQa 2pTaþ a

; subject to Ca ¼ f
(29)
For solving above optimization problem, Lagrange multiplier
method is exploited. The optimal solution of this problem is given
by
ao ¼ Q1p Q1CT

CQ1CT
1h
CQ1p f
i
(30)
This closed form optimized solution ao is used to ﬁnd optimum
prototype ﬁlter coefﬁcients h0(n). Eq. (4) shows that all the ﬁlters ofnd us ¼ 0.6p and u1 ¼ 1, u2 ¼ 2.2, u3 ¼ 3, u4 ¼ 4, u5 ¼ 5, u6 ¼ 6, u7 ¼ 28.8. a Amplitude
reconstruction error in dB.
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which has ﬁlter coefﬁcients h0(n).3. Result and discussion
In this section, the proposed method is used for the design of
prototype ﬁlter for a two-channel QMF bank. Various design ex-
amples are appended to show the usefulness and superiority of this
method. The effectiveness of this method is evaluated in terms of
following powerful parameters:
Peak reconstruction error (PRE) in dB:
PRE ¼ max
n
10 log
H0eju2 þ H0ejðupÞ2o (31)
Stopband attenuation:
As ¼ 20 log10jH0ðuÞj; at u ¼ us (32)
Passband Error:
fp ¼
1
p
Zup
0
ðH0ðuÞ  1Þ2du (33)
Stopband Error:Fig. 3. Two-channel QMF bank designed by the proposed method with N ¼ 56, up ¼ 0.4p and
dB; b amplitude responses of the analysis ﬁlters in dB; c reconstruction error in dB.fs ¼
1
p
Zp
us
ðH0ðuÞ  0Þ2du (34)
Transition band Error [6e8]:
ft ¼ ðH0ðuÞ  0:707H0ð0ÞÞ2 at u ¼ p=2 (35)
In Section 3.1, performance of the proposedmethod is presented
with distinct design examples. After that, in Section 3.2, compari-
son of the proposed method with known methods is presented.
3.1. Design example
Example I: In this example, a two-channel QMF bank is designed
with N ¼ 32, up ¼ 0.4p and us ¼ 0.6p. The values of fractional de-
rivative constraints are taken asu1 ¼ 1, u2 ¼ 2.2, u3 ¼ 3, u4 ¼ 4,
u5¼ 5, u6¼ 6, u7¼ 28.8, and initial value of ﬁlter coefﬁcient is taken
ash0(n) ¼ [0, 0, 0, 0……0.707]. The resulting performance param-
eters obtained are:
fp ¼ 2:4043 1007; fs ¼ 1:0517 1005; ft
¼ 2:0831 1030; PRE ¼ 0:0099 dB; As ¼ 30:6055 dBus¼ 0.6p and u1¼1, u2¼ 2.2, u3 ¼ 23.7. a Amplitude response of the prototype ﬁlter in
Table 1
Performance parameters in different design examples using the proposed method.
Filter
taps
u3 ɸp ɸs ɸt PRE As
28 31.6 1.84  1007 1.10  1005 1.23  1032 0.0193 30.45
32 24.7 5.23  1008 2.99  1006 1.23  1032 0.0141 35.48
40 27.1 6.10  1009 2.32  1007 1.23  1032 0.0080 45.53
48 39.6 2.50  1009 1.79  1008 3.58  1027 0.0058 55.65
56 44.0 7.87  1011 1.39  1009 1.77  1029 0.0051 66.32
64 8.30 1.21  1010 1.10  1010 4.45  1030 0.0044 77.20
72 23.6 2.35  1011 7.55  1012 1.08  1021 0.0035 88.56
76 9.80 4.13  1011 2.01  1012 1.54  1020 0.0020 96.10
82 4.80 1.59  1011 1.59  1013 2.01  1020 0.0020 109.33
90 45.3 6.79  1012 7.59  1013 5.07  1017 0.0093 115.33
94 12.7 8.08  1012 7.85  1015 6.58  1018 0.0093 125.25
100 20.5 7.69  1012 5.57  1014 1.90  1014 0.0215 108.21
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Fig. 2(a), while that of the analysis ﬁlter is depicted in Fig. 2(b), and
the variation in reconstruction error is shown in Fig. 2(c)
respectively.
Example II: In this example, a two-channel QMF bank is designed
with N ¼ 56, up ¼ 0.4p and us ¼ 0.6p. The values of fractional de-
rivative constraints are taken as u1 ¼ 1, u2 ¼ 2.2, u3 ¼ 44. The
resulting performance parameters obtained are:
fp ¼ 2:7608 1011; fs ¼ 1:3862 1009; ft
¼ 1:7799 1029; PRE ¼ 0:0051 dB; As ¼ 66:3169 dB
Results obtained are depicted in Fig. 3. Several other examples
are also designed using the same method with N ¼ 32, up ¼ 0.4p,Fig. 4. Variation of peak reconstruction error (PRE) with respect to fractional derivative con
Fig. 5. Variation of passband error (ɸp) with respect to fractional derivative constraintus¼ 0.6p, u1¼1, u2¼ 2.2, and u3 is taken as a variable and obtained
results are summarized in Table 1.
From simulation results of the designed examples, it can be
observed that the proposed method is compatible with higher or-
der ﬁlter taps (up to N ¼ 100) QMF bank design. Results clearly
show that method gives better performance in terms of PRE, ɸp, ɸs
and ɸt. ɸt is appreciably reduced as compared to passband and
stopband error. Minimum PRE obtained among different designs is
0.0020 dB with N¼ 82. Hence, the proposed QMF bank can be used
in various applications, where higher order ﬁlter bank effectively
works such as in echo cancellation, cross talk suppression, and ECG
signal processing. Figs. 4e8 presents the variation of PRE, ɸp, ɸs, ɸt
and As respectively with respect tou1 ¼1, u2 ¼ 2.2 and u3 ¼ variable
with N ¼ 5 6, up ¼ 0.4p, us ¼ 0.6p. From ﬁgures, it is demonstrated
that all the performance parameter vary and several maxima and
minima occur with the variation of fractional derivative constraint
u3. So by varying the value of fractional derivatives constraint,
desired value of PRE, ɸp, ɸs, ɸt and As can be achieved.
Results in Table 2 show that all the performance parametersPRE,
ɸp, ɸs, ɸt and As can be effectively varied with the variation of
number of fractional derivatives constraints (Fromu1……u9). As
seen in Section 3.1, example II, PRE is 0.0051 for N ¼ 56 andu1 ¼ 1,
u2 ¼ 2.2, u3 ¼ 44, but with fractional derivatives constraints, u1 ¼1,
u2 ¼ 2.2, u3 ¼ 9.1, u4 ¼ 4, u5 ¼ 5, u6 ¼ 6 and u7 ¼ 7, PRE becomes
0.0036. Hence, it can be concluded that, through alteration of value
and number of fractional derivatives constraints, PRE can be
reduced effectively. The CPU conﬁguration used is Intel (R) Core
(TM) i3-2350M @ 2.3 GHz, 2 GB of RAM. Minimum CPU time
0.0156 s (for number of fractional derivative constraints ¼ 1 and
N ¼ 32) and maximum CPU time 0.1024 s (for number of fractional
derivative constraints ¼ 10 and N ¼ 120).straint u3 with N ¼ 56, up ¼ 0.4p and us ¼ 0.6p and u1 ¼ 1, u2 ¼ 2.2 and u3 ¼ variable
u3 with N ¼ 56, up ¼ 0.4p and us ¼ 0.6p and u1 ¼ 1, u2 ¼ 2.2 and u3 ¼ variable
Table 2
Performance parameters variation with respect to number of fractional derivatives
constraints.
U ɸp ɸs ɸt PRE As
u1 ¼ 1 1.39  1010 1.09  1009 1.69  1029 0.0147 67.16
u1e2 ¼ 1e2; 1.50  1010 1.22  1009 1.78  1029 0.0088 66.87
u1e3 ¼ 1e3; 1.31  1010 1.25  1009 1.69  1029 0.0080 66.79
u1e4 ¼ 1e4; 2.44  1009 8.40  1010 1.69  1029 0.0328 67.44
u1e5 ¼ 1e5; 2.71  1009 9.65  1010 1.78  1029 0.0267 66.94
u1e6 ¼ 1e6; 8.13  1009 1.66  1009 1.51  1029 0.0126 67.94
u1e7 ¼ 1e7; 9.44  1009 1.63  1009 1.51  1029 0.0063 69.14
u1e8 ¼ 1e8; 4.63  1008 6.50  1009 1.23  1032 0.0374 59.46
u1e9 ¼ 1e9 5.14  1008 2.06  1008 1.69  1029 0.0098 55.62
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In Table 3, comparative study of the proposed method with
other existing methods [6e8,10e12,15] is carried out. For this, two-
channel QMF bank is designed with the same speciﬁcations
(N ¼ 32, up ¼ 0.4p and us ¼ 0.6p) as used in existing methods. It
was found that the performance of proposed method is signiﬁ-
cantly improved as compared to earlier known techniques in terms
of PRE, passband error, stopband error and transition band error. As
can be seen, the maximum order of transition band error, passband
and stopband error are 1032, 1008 and 1006 respectively. Thus
the results show that large amount of reduction occurs in transitionFig. 6. Variation of stopband error (ɸs) with respect to fractional derivative constraint u3 with N ¼ 56, up ¼ 0.4p and us¼0.6p and u1 ¼ 1, u2 ¼ 2.2 and u3 ¼ variable
Fig. 7. Variation of transition band error (ɸt) with respect to fractional derivative constraint u3 with N ¼ 56, up ¼ 0.4p and us ¼ 0.6p and u1 ¼ 1, u2 ¼ 2.2 and u3 ¼ variable
Fig. 8. Variation of stopband attenuation (As) with respect to fractional derivative constraint u3 with N ¼ 56, up ¼ 0.4p and us ¼ 0.6p and u1 ¼ 1, u2 ¼ 2.2 and u3 ¼ variable
Table 3
Comparison with other method.
Type of algorithm ɸp ɸs ɸt PRE As
Algorithm [6]. 1.45  1008 2.76  1006 9.01  1006 0.0270 35.20
Algorithm [7]. 7.42  1009 1.27  1006 6.63  1009 0.0102 36.59
Algorithm [8]. 3.29  1008 5.30  1005 2.02  1008 0.0089 34.38
Algorithm [10]. 2.35  1008 5.79  1008 e 0.0148 36.87
Algorithm [11]. 5.27  1008 1.00  1005 3.61  1011 0.0126 34.14
Algorithm [12]. 2.48  1008 3.37  1006 e 0.0085 36.91
Algorithm [15]. 2.29  1008 1.27  1006 3.19  1011 0.0114 35.60
Proposed(u3 ¼ 24.7) 5.23 £ 1008 2.99 £ 1006 1.23 £ 1032 0.0141 35.48
Proposed(u7 ¼ 28.8) 2.40 £ 1007 1.05 £ 10e05 2.08 £ 1030 0.0099 30.61
Bold represent the results obtained by proposed method.
Fig. 9. Two-channel QMF bank designed by the proposed method with N ¼ 36, up ¼ 0.4p and us ¼ 0.6pand {u1, u2, u3 and u4} ¼ {13.50, 7.10, 4.44 and 4.19}. a MAD in dB; b MPR in
dB; c MSR in dB.
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average percentage differences (PD) for the proposed method and
published results [6,7,10,11,15] in term of peak reconstruction error
is 28.57%, 2.9%, 33.11%, 21.42% and 13.16%. Percentage difference is
calculated by using Eq. (36).
It can be seen from Table 3, that transition band error is
approximately 1020-1024 times better than the other methods.
Stopband error has improved as compared to algorithms [8,11,12].
Compared with the rest of results, passband and stopband errors
order are comparable to each other.
PDError ¼
maxjErrorjother maxjErrorjproposed
maxjErrorjother
 100% (36)
In [3], for N ¼ 36, up ¼ 0.4p and us ¼ 0.6p achieve maximum
amplitude distortion (MAD), maximum passband ripple (MPR) and
maximum stopband ripple (MSR) are 58.1557 dB, 64.2416 dB
and 50.3625 dB respectively for fractional order {u1, u2, u3 and
u4} ¼ {13.50, 7.10, 4.44 and 4.19}. Fig. 9(a)e(c) shows, MAD, MPR,
and MSR derived by proposed method with same speciﬁcation
given in [3]. It is clear from Fig. 9, MAD, MPR and MSR
are 61.84 dB, 65.00 dB and 49.09 dB respectively, which prove
that proposed method gives better performance in term of MAD
and MPR from method in [3].
4. Conclusion
In this paper, design of a two-channel quadrature mirror ﬁlter
(QMF) bank through fractional derivative constraints is presented.
From the experimental results, it is evident that the proposed
design method gives very small reconstruction error as compared
to other existing methods. In terms of transition band error, large
reduction in error has been observed. Passband and stopband error
results are very close to that of other previous work. Proposed
method is also gives better performance from [3] in term of MAD
and MPR. Variation in all the performance parameters (peak
reconstruction error, passband error, stopband error, transition
band error, stopband attenuation) with the change in number and
value of fractional derivative constraint coefﬁcients makes this
design very ﬂexible as compared to other existing methods. QMF
bank design with higher ﬁlter taps (up to N ¼ 100) shows the su-
periority of this method. The QMF bank designed by this method
can be used in various applications where higher order QMF
effectively works such as in echo cancellation, cross talk suppres-
sion, and ECG signal processing.
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