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Weyl semimetals (WSMs), featuring massless linearly dispersing chiral fermions in three dimensions,
provide an excellent platform for studying the interplay of electronic interactions and topology, and ex-
ploring new correlated states of matter. Here, we examine the effect of a local repulsive interaction on an
inversion-symmetry breaking Weyl semimetal model, using Cluster Dynamical Mean Field theory (CDMFT)
and Variational Cluster Approximation (VCA) methods. Our analysis reveals a continuous transition from
the gapless Weyl semimetal phase to a gapped spin density wave (SDW) ordered phase at a critical value of
the interaction, which is determined by the band structure parameters. Further, we introduce a finite tilt in
the linear dispersion and examine the corresponding behavior for a type-II Weyl semimetal model, where
the critical interaction strength is found to be significantly diminished, indicating a greater susceptibility
towards interactions. The behavior of different physical quantities, such as the double occupancy, the spec-
tral function and the Berry curvature associated with the Weyl nodes are obtained in both the semimetallic
and the magnetically ordered states. Finally, we provide an interaction-induced phase diagram for the Weyl
semimetal model, as a function of the tilt parameter.
I. INTRODUCTION
The interplay of electronic correlations and band topol-
ogy in strongly spin-orbit coupled systems [1–3] presents
a topic of great interest in contemporary Condensed Matter
Physics, with the potential to uncover new and exotic phases
of matter. In this context, topological insulators [4–10] and
Weyl semimetals [11–14] are examples of strongly spin-
orbit coupled systems with low-energy degrees of freedom
that are described by massless linearly dispersing electrons,
and are suitable for studying the combination of many-body
and band structure effects in topological materials. In par-
ticular, Weyl semimetals (WSMs) feature pairs of nondegen-
erate bands touching each other at isolated points in the
band structure, with Weyl fermions as low-energy quasi-
particles. Theoretically, this can be realized by breaking
either inversion or time-reversal symmetry (TRS) or both.
WSMs are characterized by open Fermi arcs [13, 15–20]
on their surfaces and a novel response to applied electric
and magnetic fields [13, 21–26]. A conventional or type-
I Weyl semimetal has a conical spectrum and a point-like
Fermi surface, but the energy dispersion at the node could
also be tilted along a given direction. When the tilt ex-
ceeds a certain critical value, the Weyl node appears at the
intersection of an electron and a hole pocket, giving rise
to a type-II WSM [15, 27–29]. The latter class of models
are known to have properties qualitatively different from
those of the former, some of which include a field-selective
anomaly in magnetotransport [30] and an intrinsic anoma-
lous Hall effect [31]. On the experimental side, a num-
ber of material candidates for both type-I and type-II Weyl
semimetals have been proposed, and confirmed in recent
times [15, 20, 28, 32–37].
Correlation effects are expected to be important for Weyl
semimetal candidates, which often involve heavier elements
with a strong spin-orbit interaction. Moreover, there have
been experimental reports of collective many-body effects,
such as superconductivity [33, 38] or magnetism [39–41],
in Weyl semimetals, necessitating the theoretical treatment
of electronic instabilities. Other important questions in-
volve the robustness of the topological properties of a
Weyl semimetal in the presence of interactions [42–47],
and the possibility of realizing interaction-induced topo-
logically nontrivial phases [43–45]. The effects of elec-
tronic interactions in WSMs have been explored using var-
ious approaches [42–61] such as perturbative renormal-
ization group (RG) [51–53, 57, 58, 62], mean-field anal-
yses [29, 45, 49, 50, 54, 55, 63], strong-coupling expansion
methods [43] and, occasionally, numerical techniques [44,
46, 47, 56]. Specific examples of possible broken-symmetry
states have been considered, such as excitonic and charge-
density wave (CDW) instabilities [43–45, 50, 51, 55, 57],
as well as superconducting ground states [29, 49, 64, 65].
There have been comparatively fewer studies of interaction
effects in type-II WSMs, using similar approaches [54, 57].
In order to complement the existing results, it is useful to
employ a nonperturbative approach, that can describe the
physical properties of the model by continuously varying
the interaction strength, producing results that are highly
illustratory in nature, and comprehensive as well. Besides,
having a common framework to detect possible broken-
symmetry phases and examine the changes in the topologi-
cal properties of the system, makes it easier to characterize
new and exotic types of order. Finally, one needs a simple
way of introducing a linear tilt in the dispersion, and ex-
amining its effect on the properties of the interacting WSM
model.
In this paper, we attempt to address these concerns,
by studying the effect of a local, repulsive interaction
on a simple inversion-symmetry breaking Weyl semimetal
model, using two complementary methods, Cluster Dynam-
ical Mean Field Theory (CDMFT) [66–69] and the Varia-
tional Cluster Approximation (VCA) [44, 70–73]. Both of
these belong to a set of closely related approaches known
as Quantum Cluster Methods [74, 75], which consider a fi-
nite cluster of sites embedded in an infinite lattice, and add
to it additional fields or “bath” degrees of freedom, so as to
best represent the effect of the surrounding infinite lattice.
The values of these additional parameters are set using vari-
ational or self-consistency principles. In these approaches,
broken symmetry states can appear even for the smallest
clusters used, and unlike ordinary mean field theory, these
are dynamical in nature, and retain the full effect of strong
correlations. These methods allow us to obtain the full in-
teracting Green’s function, spectral functions and topologi-
cal properties as a function of the interaction strength, and
include additional tuning parameters, such as a finite tilt in
the dispersion, with relative ease.
Our main findings are as follows. At a critical value of the
interaction strength, U = Uc , the Weyl semimetal undergoes
a continuous transition to a topologically trivial spin density
wave (SDW) ordered state. We find an ordering wavevector
Q = (0,0,pi), which connects Weyl nodes of opposite chiral-
ities, with the magnetization pointing in the z direction. In
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Figure 1. Projection of the Fermi surface on the kx = 0 plane, for
the WSM model defined in Eq. (2), with band structure parameters
vx = vy = vz = 1, and (A) wz = 0 (type-I) for U = 1, and (B)
wz = 1.2 (type-II) for U = 0. In the former case, we observe
point Fermi surfaces at the positions of the Weyl nodes in the plane,
i.e. (0,0, 0), (0,0,±pi), (0,±pi, 0) and (0,±pi,±pi), whereas in the
latter case, each Fermi point is replaced by an electron and a hole
pocket, connected by the corresponding Weyl node, the boundaries
of which can be clearly seen along the kz-direction. Note that we
choose an interaction strength U < Uc for the above illustration,
where Uc is a critical value of the interaction amplitude, at which
a gap opens in the spectrum and the system becomes magnetically
ordered.
the rest of the paper, we denote this particular SDW order as
M (0,0,pi)z . For the untilted Weyl dispersion, it is equivalent to
a state with an ordering wavevector Q = (pi, 0, 0) (see Ap-
pendix A), with the magnetization pointing in the x direc-
tion, which we henceforth denote as M (pi,0,0)x . Besides, a dif-
ferent spin density wave order denoted as M (pi,pi,pi)z , with an
ordering wavevector Q = (pi,pi,pi), is also found to closely
compete with M (0,0,pi)z in this analysis (see Appendix A for
a pictorial depiction of the different types of magnetic or-
der that can be realized in this system). These particular
orders are presumably favored by the presence of nesting in
the band structure, between Weyl nodes of opposite chiral-
ities. Since our analysis is limited to the effect of repulsive
local interactions at half-filling, we constrain our attention
to various spin density wave instabilities. As expected, the
magnetic order is accompanied by the gradual appearance
of a spectral gap, and the destruction of the Berry curvature
associated with the Weyl nodes, which we compute for the
folded band structure, in the ordered state. As the interac-
tion amplitude increases, the SDW order is found to become
more robust, as indicated by a gradual increase in the mag-
nitude of the order parameter. The critical interaction Uc ,
at which it appears, also depends on the details of the band
structure and the model parameters considered. We intro-
duce a finite tilt parameter wz (assumed to be along the kz
direction for simplicity) and find that in the over-tilted type-
II regime, the transition occurs at a significantly diminished
value of the interaction, Uc . This is consistent with the ex-
pectation of an increased sensitivity towards interactions,
when each Fermi point is replaced by an electron and a hole
pocket (see Fig.1(B)). Once again, the SDW order M (0,0,pi)z
(which is no longer equivalent to M (pi,0,0)x for wz 6= 0) is
found to be favored for the type-II WSM model. In general,
the magnitude of the tilt parameter strongly affects the crit-
ical amplitude for the transition, and its orientation may
decide the specific nature of the magnetic order. We have
independently verified our results for the order of the phase
transition and the competing density-wave instabilities, us-
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Figure 2. A part of the 12-site (4 × 8) cluster-bath system used
in our CDMFT computations, with 4 cluster sites and 8 bath sites
in total, depicting one of the bath sites. For model parameters in
the type-I regime, with |wz |< 1, we use a particle-hole symmetric
ansatz for the bath parameters, and each cluster site is hybridized
with every bath site in the system. This situation is pictorially de-
picted here. The bath energies are denoted by Ei(i = 1− 8), and
these are hybridized with the cluster sites with hopping amplitudes
Θir(i = 1− 8, r = 1− 4). Note that we consider E2 = −E1 in this
case. For |wz | > 1, we find it easier to work with generic bath
parameters that are not particle-hole symmetric, and each cluster
site is then hybridized with only two of its nearest bath sites, for
simplicity.
ing both the CDMFT and the VCA approaches.
The paper is organized as follows. In Sec. II we introduce
the model Hamiltonian, and provide a brief overview of the
CDMFT and VCA methods that are used in our analysis. In
Sec. III we present the results of our CDMFT computations
for the double occupancy and the dominant SDW order pa-
rameter, as a function of the interaction. We also pictorially
illustrate the behavior of the spectral function and the Berry
curvature associated with the Weyl nodes. We then present
the results of our VCA calculations, which confirm the na-
ture of the spin density wave instability occuring in this sys-
tem, as well as order of the transition. We also present the
corresponding results as a function of the increasing tilt pa-
rameter wz , which pushes the critical interaction strength
Uc to smaller values. Based on these results, we present the
interaction-induced phase diagram of the WSM model con-
sidered by us, as a function of wz . Finally, in Sec. IV, we
summarize our results, discuss some relevant observations,
and present the conclusions of our study.
II. MODEL AND METHODS
A. Model Hamiltonian
Consider the general form of the Hamiltonian in the vicin-
ity of a Weyl point, along with a possible tilt in the disper-
sion, given by
H0(k) = wzkz + vxkxσx + vykyσy + vzkzσz , (1)
where σx ,y,z are the Pauli matrices. The corresponding
eigenvalues are
E±(k) = wzkz ±
q
v2x k
2
x + v2yk2y + v2z k2z .
The first term is a linear tilting term, which is crucial for
the emergence of type-II Weyl fermions. Once |wz | > |vz |,
the Weyl cone is over-tilted and the Fermi surface changes
from a point to an electron and a hole pocket, touching each
other at the type-II Weyl node. Throughout our analysis,
we consider vx = vy = vz = 1 and tune the tilt parameter
wz , to explore different regimes. When |wz | < |vz | = 1, we
3have a conventional type-I Weyl semimetal, while |wz | > 1
corresponds to the over-tilted type-II regime. In principle,
one could also have a non-linear dispersion in one or more
directions in Eq. (1) above, and include a quadratic tilt term
( referred to as a Type-III WSM [76] ). This model has its
own peculiar properties and will be studied in a future work.
For the purpose of our analysis, we study models defined
on the cubic lattice. Using Eq. (1) above, we consider the
following noninteracting lattice model for a Weyl semimetal
with a linear dispersion,
H0 =
∑
k
c†k

wz sin kz + vzσz sin kz
+ vxσx sin kx + vyσy sin ky

ck, (2)
where the lattice spacing has been set to unity, and the
fermion operators are spin doublets, i.e. ck ≡ (ck↑, ck↓). The
Weyl nodes for the above model occur at the points (0,0, 0),
(pi, 0, 0), (pi,pi, 0), (pi,pi,pi) and permutations thereof. One
of the consequences of the presence of Weyl nodes at these
high-symmetry points is the absence of Fermi arcs in the or-
thogonal x−, y− or z−directions. This is due to the fact
that the projected Weyl points on the surfaces in all of these
directions are formed by Weyl points of opposite chiralities
(see Fig. 5). However, we do see Fermi arcs in the (110)
direction for this model. We also introduce a tilt parameter,
along the kz-direction for simplicity, to study the behavior in
the corresponding type-II regime. When wz = 0, the above
model preserves particle-hole and time-reversal symmetry,
but breaks inversion symmetry. For a finite value of wz , it
also violates time-reversal symmetry, although this has no
effect on the positions of the Weyl nodes.
In the real-space representation, the noninteracting
Hamiltonian takes the following form
H0 =
−i
2
∑
r,αβ

wzc
†
rαcr+zˆβ + vzc
†
rασ
z
αβ cr+zˆβ
+ vx c
†
rασ
x
αβ cr+ xˆβ + vy c
†
rασ
y
αβ
cr+ yˆβ
−µ∑
r,σ
nr,σ, (3)
Here, xˆ , yˆ and zˆ are the lattice unit vectors along the x , y
and z directions, the operator crα annihilates a particle with
spin α on site r, while σµ (µ = x , y, z) denotes the three
Pauli matrices corresponding to the spin degree of freedom,
and the number density per spin projection of the spin-1/2
electrons is nr,σ = c†r,σcr,σ. In the following analysis, we
investigate the effect of local Hubbard interactions on the
model defined above. The resulting Hamiltonian is as fol-
lows,
H = H0 + U
∑
r
nr,↑nr,↓, (4)
where H0 is defined in Eq. (3) above. U is the Hubbard
interaction parameter which is taken to be positive, or re-
pulsive. For the purpose of our analysis, the chemical po-
tential is fixed at µ = U/2 throughout, which corresponds
to half-filling.
As mentioned earlier, we examine the possibility of spin
density wave (SDW) orders as prototypical many-body in-
stabilities of the WSM model at half-filling with repulsive
interactions. A general SDW operator with wavevector Q is
defined as follows-
ΨSDW = λ
∑
r
Ar cos[Q.r +φ], (5)
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Figure 3. Evolution of the double occupancy and the spin density
wave (SDW) order parameter 〈M (0,0,pi)z 〉with an ordering wavevec-
tor Q = (0, 0,pi), as a function of the interaction parameter U for
two sets of model parameters (A) vx = vy = vz = 1, wz = 0 (type-
I, above) and (B) vx = vy = vz = 1, wz = 1.5 (type-II, below).
For the untilted dispersion, this is equivalent to the order M (pi,0,0)x ,
with Q = (pi, 0, 0). In both the cases, we observe a continuous
transition to an SDW ordered state, for a critical value of the in-
teraction strength, Uc . For wz = 0, we find Uc ≈ 3, whereas for
wz = 1.5 > vz , the system reacts much more strongly to the pres-
ence of interactions, with Uc ∼ 0.1. This is expected due to the
appearance of a finite Fermi surface for an over-tilted dispersion.
As explained in the text, we find a jump in the order parameter
〈M (0,0,pi)z 〉 as a function of increasing U in our CDMFT calculations
for a value of U > Uc , which leads to an apparent hysteresis be-
havior. However, as we decrease U , the system seems to undergo
a continuous transition at U = Uc .
where Ar = Szr ,S
x
r , and λ is a variational parameter. In
the following analysis, we probe the presence of SDW or-
ders with wavevectors Q = (pi, 0, 0), (0,0,pi), (pi,pi, 0) and
(pi,pi,pi), and observe stable solutions for multiple values
of Q in the strongly interacting regime, depending on the
parameters chosen.
B. Methods: CDMFT and VCA
Here, we provide a brief overview of the Quantum Cluster
Methods used in our analysis. For a more detailed discus-
sion on the principles and the mathematical background of
these methods, please see Ref. 74.
Cluster Dynamical Mean Field Theory (CDMFT) is an
extension of the Dynamical Mean Field Theory (DMFT)
method, where the single-site impurity is replaced with a
cluster of sites with open boundary conditions, which takes
into account short-range spatial correlations exactly. In this
approach, the effect of the cluster’s environment is taken
into account by a set of uncorrelated, additional orbitals
hybridized with the cluster, known as the “bath”. The infi-
4nite lattice is thus tiled into small clusters, each of which is
coupled to a bath of uncorrelated, auxiliary orbitals. These
bath orbitals have their own (possibly spin-dependent) en-
ergy levels Eiσ and are hybridized with the cluster sites r
with amplitudes Θirσ. The bath parameters (Eiσ,Θirσ) are
determined by a self-consistency condition (see Ref. 74 for
details).
In our analysis, we use a 12-site (4× 8) cluster-bath sys-
tem, which is illustrated in Fig.2. An effective model is
solved on the cluster, and the self-energy associated with
that cluster is then applied to the whole lattice. The lattice
Green’s function is computed from the cluster’s self-energy
Σ(ω) as
G−1(k˜,ω) = G−10 (k˜,ω)−Σ(ω)
where k˜ denotes a reduced wavevector (defined in the Bril-
louin zone of the super-lattice), and G0 is the noninteracting
Green’s function. Once a solution is found for a given set
of model parameters, average values of one-body operators
defined on the lattice can then be obtained from the above
Green’s function G. An exact diagonalization solver is used
(at zero temperature), and the complexity of the computa-
tion is determined by the total number of cluster and bath
orbitals. For the type-I WSM model with |wz | < 1, we con-
sider a particle-hole symmetric ansatz for the bath param-
eters, and every cluster site is hybridized with every bath
site in the system by a hopping parameter. For the type-II
WSM model with |wz |> 1, on the other hand, we no longer
impose particle-hole symmetry on the bath parameters, and
for simplicity, each cluster site is now only hybridized with
the two bath sites that are adjacent to it.
The Variational Cluster Approximation (VCA) method in-
volves solving a model exactly on a small cluster of lattice
sites, adding fields that represent the effect of the cluster’s
environment. The essence of this method lies in Potthoff’s
self-energy functional approach (SFA) [77], which involves
a functional Ω[Σ], of the self-energy Σ, parametrized by
the one-body terms collectively labeled by h. The original
Hamiltonian H, defined on the infinite lattice, is considered
along with a reference Hamiltonian H ′, which is often a re-
striction of H to the cluster. A finite number of Weiss fields
may be added to the latter, in order to probe different bro-
ken symmetries. Any one-body term can be added to H ′,
since the basic requirement is that H ′ and H must share the
same interaction term. The electron self-energy Σ(ω) asso-
ciated with H ′ is then used as a variational self-energy, in
order to construct the Potthoff self-energy functional (see
Ref.74 for a detailed mathematical explanation of the VCA
approach) :
Ω[Σ(h)] = Ω′[Σ(h)] + Tr ln[−(G−10 −Σ(h))−1]
− Tr ln(−G′(h)), (6)
where G′ is the physical Green’s function of the cluster, G0
is the noninteracting Green’s function of the original lat-
tice model, and h denotes collectively the coefficients of all
the adjustable one-body terms added to H ′, acting as vari-
ational parameters. The symbol Tr stands for a sum over
all degrees of freedom and frequencies. Ω′ is the ground-
state energy of the cluster which, along with the associated
Green’s function G′, is computed numerically, in our case via
the exact diagonalization method at zero temperature. The
best possible self-energyΣ(ω) corresponds to the stationary
point of the functional. The latter is then combined with G0
to form an approximate Green’s function G for the original
Hamiltonian H, from which any one-body term, such as the
order parameters associated with various SDW orders, can
be computed. We define our reference Hamiltonian on an
eight-site cubic cluster.
III. RESULTS AND DISCUSSION
In this section, we discuss the behavior of different phys-
ical quantities associated with the WSM model defined in
Eq. (2), as a function of the interaction strength U , obtained
from our analyses. Using CDMFT, we examine the double
occupancy, the relevant SDW order parameters, the spectral
function and the Berry curvature associated with the Weyl
nodes, for both the type-I and type-II WSM models. In the
VCA approach, we first obtain the behavior of the Potthoff
functional Ω as a function of the relevant Weiss fields, cor-
responding to different types of order. The stationary point
of the functional is then used to approximately evaluate the
Green’s function for the lattice model, and calculate differ-
ent physical properties as a function of the interaction am-
plitude. We also compare the critical interaction strength
for different values of the tilt parameter wz . Finally, we ob-
tain the interaction-induced phase diagram of the system,
as a function of wz .
A. CDMFT: Numerical results
1. Type-I:
Here, we discuss our CDMFT results for a type-I Weyl
semimetal model, with vx = vy = vz = 1 and wz = 0. These
results remain qualitatively unchanged for all |wz |< |vz |.
a. Double occupancy and order parameter: For the
above values of the band structure parameters, our CDMFT
solutions indicate that the Weyl semimetal undergoes a con-
tinuous transition to the spin-density wave (SDW) ordered
state M (0,0,pi)z , at a critical interaction amplitude U = Uc ≈ 3.
We find clear signatures of a phase transition in the double
occupancy, as well as the magnitude of the SDW order pa-
rameter |〈M (0,0,pi)z 〉| calculated as a function of U (see Fig. 3).
However, there is an apparent discrepancy between the be-
havior of these quantities for increasing and decreasing val-
ues of U . In the former case, we observe a jump in the dou-
ble occupancy as well as the order parameter |〈M (0,0,pi)z 〉|,
for U ≈ 5> Uc . This is evident from Fig. 3(A). However, as
we decrease the magnitude of U , no such jump is observed,
and the transition appears to be continuous. Therefore, an
apparent hysteresis behavior is observed in the transition
region of Uc1 < U < Uc2 where Uc1 ≈ 3 and Uc2 ≈ 5, which
also shows up in the double occupancy. The reason for ob-
serving a finite jump in the order parameter is unclear, but
it could potentially be due to a false minimum generated in
the self-consistency procedure employed in CDMFT. In the
next section, we find that our VCA results clearly point to-
wards a second-order phase transition in this system.
b. Spectral function: We also calculate the spectral
function A(ω, kx , ky , kz) = − 1pi ImG(ω, kx , ky , kz) for the
WSM model, and illustrate our results for two different val-
ues of the interaction parameter U , representative of the
semimetallic and M (0,0,pi)z phases respectively (see the upper
panel in Fig. 4). At U = 1< Uc , the spectrum is found to be
gapless, as expected, and the dispersion resembles that of
a noninteracting type-I WSM. At U = 5 > Uc , a large spec-
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Figure 4. The spectral function, obtained from our CDMFT cal-
culations, for the gapless Weyl semimetal phase, as well as the
magnetically ordered phase. The panels above and below corre-
spond to the type-I and type-II regime of parameters, respectively.
In the upper panel, we present the spectral functions for the band
structure parameters vx = vy = vz = 1 and wz = 0, considering
U = 1 < Uc , where the system is still gapless, and U = 5 > Uc ,
where a finite gap has appeared in the spectrum. The lower panel
shows the corresponding results for wz = 1.5, with the interaction
amplitudes U = 0.05 < Uc and U = 3 > Uc . From Fig. 3(B), we
observe that the order parameter 〈M (0,0,pi)z 〉 varies very slowly as a
function of U in the over-tilted regime, which may lead to a more
gradual appearance of the spectral gap.
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Figure 5. The field lines of the Berry curvature ∇×A in the kz = 0
plane, for the type-I WSM model with parameters vx = vy = vz = 1
and wz = 0, considering U = 2 < Uc , where the system is still in
the semimetallic state. As expected, we obtain the same result for
the type-II WSM model in the gapless regime. In this plane, the
Weyl nodes are present at the points (0, 0,0), (±pi, 0, 0), (0,±pi, 0)
and (±pi,±pi, 0). The directions of the arrows and the colors (red
or blue) indicate the chiralities associated with the different nodes.
At a critical interaction strength Uc , we observe a transition to an
SDW order M (pi,0,0)x , with an ordering wavevector Q = (pi, 0, 0)
(or, equivalently M (0,0,pi)z with Q = (0,0,pi)) which connects Weyl
nodes of opposite chiralities. In the ordered state, backfolding due
to the ordering wavevector Q maps these Weyl nodes to one an-
other, leading to a gapped spectrum, and the Berry curvature van-
ishes.
tral gap is observed, along with a nontrivial value for the
SDW order parameter 〈M (0,0,pi)z 〉. This is consistent with the
expectation of a phase transition at U = Uc ≈ 3.
c. Topological properties: In order to verify the topolog-
ical properties of the WSM model in the presence of inter-
actions, we calculate the Berry phases associated with the
Weyl nodes, using an approach introduced in Ref. 47, which
we briefly describe below.
In a noninteracting WSM, the Weyl points can be identi-
fied as hedgehog singularities of the Berry curvature, ∇×
a(k), where a is the Berry connection defined in terms of
the occupied Bloch states. In the presence of interactions, a
many-body Berry connection A(k) and associated Berry cur-
vature ∇× A are analogously defined in Ref. 47, using the
zero-frequency Green’s function. A topological Hamiltonian
is defined as,
Ht(k) = −G(0, k)−1 = H(k) +Σ(0, k)
where H is the Bloch Hamiltonian for the noninteracting
case, while Σ(iω, k) is the self-energy matrix. Ht plays the
role of an effective Bloch Hamiltonian for the interacting
system, and its eigenstates are used to define the many-
body Berry connection, as A(k) = −i∑〈nk|∇|nk〉, where
Ht(k)|nk〉 = eεn(k)|nk〉, { eεn(k)} being the band structure of
Ht . Here the sum is restricted to eigenstates with eεn(k)≤ 0.
It has been argued that the monopoles of ∇×A correspond
to the Weyl points of the interacting system.
Using the above approach, we have calculated the Berry
curvature for different band structure parameters, and a
range of values of U . Fig. 5 shows the field lines of ∇× A
in the kz = 0 plane, for U = 2 < Uc , which illustrates the
topological properties of the WSM model in the presence
of interactions. In the ordered state, we consider a folded
Brillouin zone for calculating the Berry curvature, which is
found to vanish. Backfolding due to an ordering vector Q
maps Weyl nodes to regions of the Brillouin Zone with nodes
of opposite chirality, where they meet and gap out. We have
also verified that the Fermi arcs in this system vanish in the
gapped state.
2. Type-II (over-tilted):
Next, we consider the WSM model in the over-tilted type-
II regime, i.e. when the tilt parameter |wz | > |vz |. As an il-
lustrative example, we discuss our results for the band struc-
ture parameters vx = vy = vz = 1 and wz = 1.5.
a. Double occupancy and order parameter: When the
tilt wz exceeds a critical value, the Fermi points are replaced
by electron and hole pockets touching each other at the
type-II Weyl node, the outlines of which can be seen on the
kx = 0 plane, along the kz direction, in Fig. 1(B). Due to
the presence of a finite density of states at the Fermi level
in this case, the WSM phase is expected to be more suscep-
tible to interaction effects, which is confirmed in our analy-
sis. Here, the system again undergoes a second-order tran-
sition to the SDW ordered state M (0,0,pi)z (which is no longer
equivalent to M (pi,0,0)x for wz 6= 0) at a critical value of the
interaction U = Uc , where Uc ∼ 0.1. Note that this is signifi-
cantly diminished in comparison to the previous case, where
Uc ≈ 3. We find that for increasing U , the double occupancy
as well as the order parameter 〈M (0,0,pi)z 〉 show a small jump
at around U ∼ 0.3, and an apparent hysteresis behavior is
again observed in the region Uc1 = 0.1 < U < Uc2 = 0.3.
However, it is found to be less prominent than in the case
6of a type-I WSM. As we decrease the magnitude of U , no
such jump is observed and the transition is appears to be
continuous (see Fig. 3(B)).
b. Spectral function: We also show the spectral func-
tion obtained in this case for two representative values of
U , i.e. U = 0.05 < Uc and U = 3 > Uc , in the lower panel
in Fig. 4. In this case, we find a relatively gradual opening
of the spectral gap, as compared to the upper panel with
wz = 0, which may be due to a much slower variation in the
magnitude of the order parameter 〈M (0,0,pi)z 〉 in this case.
To conclude this part of our analysis, our CDMFT solu-
tions for the WSM model in Eq. (2), with interactions, indi-
cate a second-order phase transition to a spin density wave
ordered state at a critical interaction strength U = Uc . This
is accompanied by the appearance of a gap in the spectral
function and the vanishing of the Berry curvature associated
with the Weyl nodes. For both the type-I and type-II WSM
models considered above, we observe an apparent jump in
the magnitude of the order parameter for increasing values
of U , which is absent for decreasing U . This could be due to
a false minimum in the CDMFT procedure, which is prone
to first-order transitions. The SDW order is found to become
more robust for larger values of U , as indicated by a slow in-
crease in the magnitude of the order parameter for U > Uc .
In the next section, we confirm the order of the transition
using the VCA approach.
B. VCA: Numerical results
We have also used the Variational Cluster Approximation
(VCA) method to investigate the effect of local repulsive in-
teractions on the WSM model. As stated earlier, we limit our
considerations to spin density wave instabilities, and probe
the relevant SDW orders by solving the following Hamilto-
nian on an 8-site cubic cluster,
H ′ = H ′0 + hM (0,0,pi)′z
where H ′0 and M (0,0,pi)′z are the restriction to the cluster of
the kinetic energy operator, and the SDW operator M (0,0,pi)z
defined in Eq. (5), respectively. The coefficient h is the cor-
responding Weiss field, which is the only variational param-
eter used in optimizing the Potthoff functional Ω. We study
the evolution of the Potthoff functional Ω, as a function of
h, for different values of U . Initially, for a weakly interact-
ing system, Ω has a single minimum at h = 0 , indicating
the absence of the corresponding SDW order. At a critical
value U = Uc , it develops a new minimum at a finite value
of the Weiss field h , along with a maximum at h= 0 and this
behavior of Ω confirms the continuous nature of the WSM-
SDW transition. The approximate Green’s function for the
lattice model, determined by the stationary point of Ω, is
then used to evaluate the order parameter 〈M (0,0,pi)z 〉 as a
function of U . Finally, we present the interaction-induced
phase diagram of the WSM model, as a function of the tilt
wz .
1. Type-I:
Here, we describe the VCA results for a type-I WSM model
with parameters vx = vy = vz = 1 and wz = 0. Fig. 6(A)
shows the behavior of the Potthoff functionalΩ as a function
of the Weiss field h for different values of U . For U < Uc ,
Ω has a single minimum at h = 0 , corresponding to the
gapless semimetallic state. At U ≈ 3 = Uc , it develops a
new minimum at a finite value of h (with a maximum at
h= 0), indicating a continuous transition to the correspond-
ing magnetically ordered state. Likewise, we find compet-
ing minima in the functional for the SDW orders M (pi,0,0)x and
M (pi,pi,pi)z , and select the solution with the lowest value of Ω
at the stationary point. We then calculate various physical
properties of the model, and in particular, the order param-
eter 〈M (0,0,pi)z 〉 as a function of U , which goes to zero at the
critical value U = Uc , as illustrated in Fig. 6(B). The magni-
tude of 〈M (0,0,pi)z 〉 increases slowly as a function of U , and is
found to be sensitive to the band structure parameters.
2. Type-II (over-tilted):
Here, we discuss our VCA results for the WSM model pa-
rameters vx = vy = vz = 1 and wz = 1.5. We find that the
Potthoff functional Ω once again develops a minimum at a
nonzero value, with a maximum at h = 0 for a critical in-
teraction strength Uc ∼ 0.7 (see Fig. 6(C)), which is signif-
icantly lower than the one obtained for the type-I regime.
The solution corresponding to the stationary point of Ω is
used to calculate the order parameter 〈M (0,0,pi)z 〉 as a func-
tion of U (see Fig.6(D)). Overall, the behavior of the system
in this regime is found to be qualitatively similar to that of
the type-I WSM model, though evidently more sensitive to
interaction effects. This is consistent with the CDMFT re-
sults obtained for this model.
In Fig. 7, we use our VCA results for different sets of band
structure parameters to plot the magnitude of the order pa-
rameter 〈M (0,0,pi)z 〉 as a function of U , for different values
of wz . As the tilt wz is increased, the critical interaction
strength Uc decreases. In particular, we find a significant
change in the value of Uc when |wz | > 1 = |vz |. Fig. 8
shows the interaction-induced phase diagram for the WSM
model defined in Eq. (2), as a function of the parameter wz ,
for vx = vy = vz = 1. The value of the tilt parameter wz , at
which the system undergoes a transition from the type-I to
the type-II regime (dictated by a singularity in derivative of
the critical interaction Uc) is also found to be slightly renor-
malized in the presence of interactions, as indicated by the
dashed red line in Fig. 8. In general, for a nontrivial tilt
term, the position in the phase diagram where the order ap-
pears is highly sensitive to the magnitude of the tilt, and the
nature of the magnetic order may depend on its direction.
To conclude this part, we find from our VCA analysis that
the WSM model defined by us in Sec. II shows a continuous
transition to an SDW ordered state at a critical value of the
interaction strength Uc , and this order becomes more robust
for increasing values of U . The position in the phase dia-
gram where the order appears depends on the band struc-
ture parameters, and is found to be particularly sensitive to
the value of the tilt parameter wz . While M
(0,0,pi)
z is found
to be the dominant SDW order in most the cases we con-
sider, in general one could also have competing orders such
as M (pi,0,0)x or M
(pi,pi,pi)
z , depending on the model parameters
and the orientation of the tilt.
IV. CONCLUSIONS
In summary, we have studied the effect of a local repul-
sive interaction U on an inversion-symmetry breaking Weyl
semimetal (WSM) model using the Cluster Dynamical Mean
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Figure 6. Panel (A): Behavior of the Potthoff functional Ω as a function of the Weiss field h for different values of U (in the vicinity of the
critical interaction Uc) for the type-I WSM with model parameters vx = vy = vz = 1 and wz = 0. Panel (B): Evolution of the SDW order
parameter 〈M (0,0,pi)z 〉 as a function of U , obtained from our VCA calculations. Panels (C) and (D): Corresponding results for the type-II
WSM model, with vx = vy = vz = 1 and wz = 1.5. We find that for both these models, the Potthoff functional Ω develops a minimum at a
nonzero value of the Weiss field h , at a critical value of the interaction strength, U = Uc . This is an indication of a continuous transition to
the corresponding ordered state. The behavior of the order parameter 〈M (0,0,pi)z 〉 as a function of U , obtained from the VCA approach, also
indicates a second-order transition at U = Uc . Note that the value of Uc depends sensitively on the tilt parameter wz , and is significantly
diminished in the parameter regime where |wz |> 1.
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Figure 7. Evolution of the SDW order parameter 〈M (0,0,pi)z 〉 as a
function of the interaction strength U , obtained from our VCA
calculations, for different values of the tilt parameter wz , with
vx = vy = vz = 1. Note that as the magnitude of wz increases,
the magnetic transition is found to occur at smaller values of U ,
which implies that the semimetallic phase is now more susceptible
to interactions. In particular, once in the over-tilted type-II regime,
i.e. |wz |> |vz |, we find a sharp decrease in the critical value of the
interaction Uc , due to the appearance of a finite Fermi surface with
neighboring electron and hole pockets. This change is also evident
from the behavior of the critical interaction Uc as a function of wz ,
plotted in Fig. 8.
Field Theory (CDMFT) and Variational Cluster Approxima-
tion (VCA) methods. We examine the evolution of the sys-
tem as a function of the interaction strength U , taking into
account the effect of a nonzero tilt parameter wz . We find
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Figure 8. The interaction-induced phase diagram for the Weyl
semimetal model defined in Eq. (2), as a function of the tilt pa-
rameter wz and the corresponding critical interaction Uc . The lat-
ter determines the phase boundary between the WSM and M (0,0,pi)z
(SDW) phases for increasing values of |wz |. For increasing values
of wz , the critical interaction strength for the transition is found
to decrease. We find a singularity in the derivative of Uc , which
indicates the appearance of a finite Fermi surface in the over-tilted
type-II regime. The dashed red line demarcates the transition be-
tween the type-I and type-II regimes.
that the system undergoes a second-order transition at a
critical value of the interaction U = Uc , to a spin density
wave (SDW) ordered state, with an ordering wavevector
Q = (0, 0,pi) and magnetization in the z-direction. For
the untilted dispersion, this is equivalent to the correspond-
ing state with a wavevector Q = (pi, 0, 0) and magnetiza-
tion in the x-direction. These wavevectors connect Weyl
8nodes of opposite chiralities, and such instabilities are fa-
vored by the nesting between these points in the band struc-
ture. This result makes sense from a physical point of view,
since the Weyl nodes are pinned to high-symmetry points in
our model, preventing the movement of nodes of opposite
chiralities towards each other. The phase transition is ac-
companied by the gradual appearance of a gap in the spec-
trum. The Berry flux associated with the Weyl nodes is also
found to disappear in the ordered state due to the backfold-
ing of the Weyl nodes with opposite chiralities onto each
other.
In the type-II or over-tilted regime, the corresponding
phase transition occurs at a significantly lower value of Uc ,
indicating that the WSM phase is more susceptible to inter-
actions in this case. The nature of the transition as well as
the magnetic order is confirmed by the results of our VCA
calculations. We then obtain the ground-state phase dia-
gram for the WSM model, as a function of the tilt parameter
wz , and find that the critical value of the tilt at which the
system undergoes a transition from the type-I to the type-
II WSM phase is renormalized in the presence of interac-
tions. Spin density-wave instabilities have also appeared in
previous studies on type-I and type-II WSM models, using
different methods [43, 44, 50, 51, 54, 78, 79], primarily
analytical.
There have been a handful of studies in the literature on
interaction effects in Weyl semimetals which have employed
Quantum Cluster Methods [44, 47, 80], and a prominent ex-
ample, similar in spirit to our work, is Ref. 44, where the
VCA approach is used to investigate the effect of both re-
pulsive and attractive interactions on a time-reversal sym-
metry breaking type-I WSM model with tetragonal symme-
try, using a slab geometry. Unlike in the model used by us,
the specific symmetries and structure of this model allow
the positions of the Weyl nodes to be unrestricted along
one of the directions in momentum space. In addition, we
also employ the CDMFT approach for our analysis, which
is useful for studying a possible Mott insulating phase. As
mentioned earlier, we restrict ourselves to the consideration
of repulsive interactions at half-filling, and more generally,
for longer-range or attractive interactions, one should take
into account competing instabilities, such as charge density
wave and superconducting states. While the Quantum Clus-
ter Methods used in this analysis have the advantage of be-
ing nonperturbative and are especially useful in the strongly
interacting limit, they only take into account short-range
correlations, and may therefore overemphasize the order.
Our treatment may easily be generalized to more compli-
cated Weyl semimetal models, such as for multi-Weyl sys-
tems with quadratic tilt terms, and such problems will be
addressed in future studies.
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(a) (b)
Figure 9. The arrangement of the 4-site clusters employed for our CDMFT calculations, with superlattice vectors that can accommodate
the SDW orders considered by us, i..e. (a) M (0,0,pi)z with wave vector Q = (0,0,pi) and (b) M
(pi,pi,pi)
z with wave vector Q = (pi,pi,pi). Here,
we consider a cluster of side α, where α is the lattice constant and the superlattice vectors are (1, 1,0), (0,2, 0) and (0,0, 2), with distances
measured in units of α.
(a) (b)
Figure 10. The 8-site cubic cluster employed by us for our VCA computations with an illustration of the competing solutions for SDW
orders, i.e. (a) M (0,0,pi)z with wavevector Q = (0,0,pi) and (b) M
(pi,pi,pi)
z with wavevector Q = (pi,pi,pi). Here, we consider a cluster of side
α, where α is the lattice constant, and the superlattice vectors are (2, 0,0), (0,2, 0) and (0, 0,2), with distances measured in units of α.
APPENDIX A: EFFECTIVE HAMILTONIAN AT LARGE U
We use the strong-coupling expansion method to obtain
the effective spin Hamiltonian for our model in the large-U
limit. For wz = 0, the effective Hamiltonian is given by
He f f = Jz
∑
〈i j〉z
(Szi S
z
j − S xi S xj − S yi S yj )
+ Jx
∑
〈i j〉x
(−Szi Szj + S xi S xj − S yi S yj )
+ Jy
∑
〈i j〉y
(−Szi Szj − S xi S xj + S yi S yj ),
where Jx = Jy =
4v2x
U , Jy =
4v2y
U and Jz =
4v2z
U in terms of
our WSM model parameters. For Jz  Jx , a ferromagnetic
order along z is favored with spins in the x y plane, with
an antiferromagnetic order along (pi, 0, 0), as a correction,
if S is along x . The same behavior would be observed in
the other two directions if we have Jx  Jz , for instance, so
the ratios JzJx or
Jz
Jy
do not have a qualitative effect on the be-
havior of the above Hamiltonian. This is consistent with the
equivalence that we observe, for wz = 0, between the SDW
order M (0,0,pi)z (with wavevector (0, 0,pi) and magnetization
in the z direction) and M (pi,0,0)x (with wavevector (pi, 0, 0)
and magnetization in the x-direction). However, we find
no such equivalence to be present in either the noninteract-
ing or the large-U limit, when wz 6= 0.
