In the following, we introduce a general mathematical framework which interpolates between marginal knowledge (F 1 , . . . , F d ) and full knowledge of F X . For the purpose of this paper, we disregard the statistical uncertainty related to F 1 , . . . , F d and only concentrate on the probabilistic structure.
The mathematical framework
We follow the mathematical setup described in [37] . Let B = Π d i=1 B i be the product of d Borel spaces with σ -algebra B = n i=1 B i , B i being the Borel σ -algebra on B i . Define I := {1, . . . , d} and let ξ ⊂ 2 I , the power set of I, with ∪ J∈ξ J = I. For J ∈ ξ , let F J ∈ F(B J ) be a consistent system of probability measures on B J = π J (B) = Π j∈J B j , π J being the natural projection from B to B J and F(B J ) denoting the set of all probability measures on B J . Consistency of F J , J ∈ ξ means that J 1 , J 2 ∈ ξ , J 1 ∩ J 2 = / 0 implies that
Finally, we denote by
the Fréchet class of all probability measures on B having marginals F J , J ∈ ξ . Consistency of F J , J ∈ ξ , is a necessary condition to guarantee that F ξ is nonempty. When ξ is regular (see [41] ), then consistency is also sufficient. When the system ξ is non-regular, e.g. ξ = {{1, 2}, {2, 3}, {3, 1}}, the Fréchet class F ξ may be empty even with consistent marginals, as illustrated in [37] .
In the following, we will consider the case B i = R, B = R n . For the sake of notational simplicity, we identify probability measures on these spaces with the corresponding distribution functions. We will study only regular systems of marginals which interpolate between two particular choices of ξ :
• ξ d = {{1}, . . ., {d}}, also called the simple system of marginals, which defines the Fréchet class
This is the most often used marginal system in Risk Aggregation and the natural setup for the theory of copulas, as discussed in [28] .
• ξ I = {I}, also called the trivial system of marginals, in which
where F X is the distribution function of the vector X. This case represents the complete dependence information about X.
There are other important cases representing intermediate dependence information between ξ d and ξ I . Relevant examples are:
, the multivariate system of marginals. This system has the role of the simple marginal system when one studies aggregation of random vectors instead of aggregation of random variables.
• ξ ⋆ d = {{1, j}, j = 2, . . . , d}, the star-like system of marginals and
, the serial system of marginals. These latter two systems are of particular interest when dependence from bivariate datasets is available.
When ξ is a partition of I, i.e. when all sets J ∈ ξ are pairwise disjoint, we speak about a non-overlapping system of marginals, overlapping otherwise. According to this definition, ξ d , ξ I and ξ M d are non-overlapping marginal systems, while ξ ⋆ d and ξ = d are overlapping. We study Risk Aggregation under incomplete information frameworks in Section 2. Section 3 will focus instead on the problems arising within the complete information system ξ I .
Bounds for functions of risks: the coupling-dual approach
We will focus on those risk measures ρ(Ψ (X)) which are representable as
for some measurable function ψ : R d → R. This representation includes some of the most popular risk measures, such as Value-at-Risk. Most importantly, (1) will allow to use the theory of Mass Transportations within the context of Risk Aggregation.
In this section, we illustrate how to obtain bounds on E[ψ(X)] under an incomplete information setting, i.e. when the distribution function F X of the vector X is not completely specified. Formally, we assume that
Since F X is not uniquely determined, there exist an entire range of values for E[ψ(X)], which are consistent with the choice of the subgroups J ∈ ξ of marginals. The infimum and supremum of this range are defined as
Since the Fréchet class F ξ is convex and the problems (2a) and (2b) are linear on F X , (2a) and (2b) both admit a dual representation. This representation is to be found in the theory of Mass Transportations. 
There exist several versions of Theorem 2.1 which are valid under weaker assumptions and more general settings, even non-topological ones. For more details on these versions, a proof of Theorem 2.1 and a complete coverage of the theory of Mass Transportations, we refer to the milestone book [35] and the review paper [38] . According to [23] , we call a coupling every random vector X having distribution function F X ∈ F ξ . Moreover, we call dual choice for (3a) any family of functions f = { f J , J ∈ ξ } which are admissible for (3a). Analogously, we define a dual choice g = {g J , J ∈ ξ } for (3b). By Theorem 2.1, a coupling X and two dual choices f and g satisfy
for all F X ∈ F ξ . A coupling and a dual choice which satisfy (4a) (or (4b)) with two equalities will be called an optimal coupling and a dual solution, respectively, since they solve problem (2a) (or (2b)). Equations (4a) and (4b) illustrate the coupling-dual approach in Risk Aggregation. Problems (2a) and (2b) are in general very difficult to solve, with some exceptions illustrated in Section 2.2 below. Depending on the system ξ of marginals, the concept of a copula might not be useful and it may be difficult even to identify a single coupling in F ξ . When the solutions of (2a) and (2b) are unknown, any dual choice satisfying (4a) or (4b) provides a bound on m ξ or M ξ .
Application 1: bounding Value-at-Risk
We now illustrate the usefulness of the dual representations (3a) and (3b), in the case of Value-at-Risk (VaR). VaR is probably the most popular risk measure in finance and insurance, this is no doubt due to its importance within the Basel II capitaladequacy framework; see [4] . The VaR of a profit-and-loss random variable L at the probability (or confidence) level α ∈ (0, 1) is simply the α-quantile of its distribution, defined as
where F L is the distribution of L. Under the terms of Basel II, banks often measure the risk associated with a portfolio X = (X 1 , . . . ,
, the VaR of the sum of its marginal components. This is for example the case of operational risk; see [15] . Using our notation, we have ρ = VaR and Ψ = +, the sum operator. Typical values for α are α = 0.95 or α = 0.99, or even α = 0.999 in the case of credit and operational risk. By (5) , bounding the VaR of a random variable L from above is equivalent to bounding from below its distribution F L or, similarly, bounding from above its tail (or survival) function 
Note that the inequality ≥ in the definition of the indicator function in (6) is essential in order to guarantee that the supremum is attained; see Remark 3.1(ii) in [13] . With respect to any random vector
while, for its inverse M
, we have
According to Theorem 2.1, the dual counterpart of (6) is given by:
The dual solution for (9) is given in [36] for the sum of two risks (d = 2). Independently from this, [25] provided the corresponding optimal coupling. For the sum of more than two risks, (9) seems to be very difficult to solve. The only explicit results known in the literature are given in [36] for the case of the sum of marginals being all uniformly or binomially distributed.
When the value of M ξ (s) is unknown, equation (4b) plays a crucial role. In fact, every dual admissible choice in (9) gives un upper bound on M ξ (s) which, though not sharp, is conservative from a risk management point of view. This is for instance the idea used in [13] to produce bounds on
The following theorem is a reformulation of Th. 4.2 in the above reference and illustrates the case of a homogeneous risk portfolio, i.e. F i = F for all i = 1, . . . , d.
Theorem 2.2. Let F be a continuous distribution with non-negative support. If
The infimum in (10) can be easily calculated numerically by finding the zeroderivative points of its argument.
, the bound given in [36] . The idea of using dual choices to produce bounds on functions of risks was discussed further in [12] (within simple systems with non-homogeneous marginals), [14] (multivariate systems) and [16] (overlapping systems). Bounds produced by a choice of admissible dual functionals are referred to as dual bounds. A related study of bounds on VaR can be found in [22] .
In Figure 1 , we plot the dual bound function D ξ d for a portfolio of three (d = 3) Gamma-distributed risks. In the same figure, we also give the tail function of the random variable X 1 + X 2 + X 3 in case of comonotonic (C X = M) and independent (C X = Π ) marginals; for this notation, see [28] , Chapter 5. Note that the two tail functions cross at some thresholdŝ and the tail function obtained under comonotonicity lies above the one obtained under independence for all s >ŝ. We will return on this later in Section 3. Table 1 shows the upper bounds D (1 − α) on the VaR of the Gamma portfolio, as well as exact quantiles in case of independence and comonotonicity. Recall that for comonotonic risks VaR is additive, see also (15) later in the paper. Figure 1 and Table 1 exemplify the fact that, using (7), (8) and (10), we have
We finally remark that the entire curve D ξ d (s) is generally obtained within seconds, independently of the number d of variables under study. In general, the computational time of dual bounds strongly depends on the number of non-homogeneous marginals.
It is interesting to study how dual bounds vary within different marginal systems having the same univariate marginals. To this aim, we now consider d risks X 1 , . . . , X d which we assume to be Pareto distributed with tail parameter θ , i.e. [16] .
In Table 2 , we give upper VaR limits D
for Frank-Pareto portfolios of increasing dimensions. As quantile levels, we take α = 0.99 and α = 0.999. For comparison, the comonotonic quantiles are also given. Considering the absolute values reported in Table 2 , the overlapping bounds are smaller than the corresponding bounds obtained in a non-overlapping setting. The reason is clear: switching from a non-overlapping simple system to a overlapping star-like marginal system means reducing the Fréchet class of attainable risks, i.e. having more information about the dependence structure of the portfolio X. Formally, we have
Under the extra information represented by ξ ⋆ d , less capital is needed to offset the underlying portfolio risk.
Detailed studies of the quality of the dual bounds have been presented in [13] for D
, and in [16] 
Open problems
The
The proof of the optimality of the dual functionals for the case d = 2, given in [36] , is based on Strassen's theorem (see Th. 11 in [40] ). Unfortunately, Strassen's theorem does not have an obvious extension to the product of more than two marginal spaces; see [39] [7] . In models of actuarial interest, in [15] it is shown that the last mentioned lower bound does not depend on d. Therefore, a better bound on m ξ d (s) is needed.
Finally, VaR dual bounds of the type (10) are needed for more general aggregating functionals Ψ .
Application 2: supermodular functions
In the simple marginal setting ξ = ξ d , there are some functionals ψ for which the solutions of problems (2a) and (2b) are known. They form the class S d of supermodular functions.
Definition 2.1. A measurable function
where u ∧ v is the componentwise minimum of u and v, and u ∨ v is the componentwise maximum of u and v.
When d = 2, a function c : R × R → R is supermodular if and only if [24] and [5] . For the only if part, see [34] . ⊓ ⊔
The most popular supermodular function is the product ×(x) = Π n i=1 x i . When ψ = ×, Theorem 2.3 gives the well-known result that a multivariate comonotonic distribution maximizes correlation between its marginals.
Note that Theorem 2.3 applies to a large class of interesting functionals, includ-
, where the h i 's are non-decreasing (see [29] ) and ψ(x) = h(∑ We remark that the functional ψ = 1 {∑ d i=1 x i ≥s} , which defines the worst-VaR problem (6), is not supermodular and hence does not satisfy the assumption of Theorem 2.3. Hence, it may happen that a comonotonic coupling does not maximize the VaR of the sum of d risks, as we will study in details in Section 3 below.
Open Problems
For d = 2, the infimum in (13) is attained by the countermonotonic distribution 
The calculation of the distribution of the sum of risks
In the trivial system of marginals ξ = ξ I , we have that F ξ I = {F X }. This setting represents complete probabilistic information about the portfolio X of risks held. In fact, from a theoretical point of view, the knowledge of F X completely determines the distribution of the random variable Ψ (X). In practice, we will see that things are more complicated.
The system ξ I is particularly important in stress-testing, i.e. when one has different models for F X and wants to stress-test the distribution of Ψ (X). Especially in the context of the current (credit) crisis, financial institutions often have information on the marginal distributions of the underlying risks but want to stress-test the interdependence between these risks, for instance assuming different copula scenarios.
In the following, we will study the case of the sum of risks, i.e. Ψ = +. Thus, we will focus on the computation of the distribution of
where (14) is a rather onerous task. In the literature, there exist several methods to calculate (14) when the marginals X i are independent. In some rare cases, it is possible to write the integral in (14) in closed form. For general marginals, one can for instance rely on the Fast Fourier Transforms; see [8] and the references therein for a discussion within a risk management context.
Much less is known when the X i 's are dependent. Indeed, when X has a general copula C X , one often has to rely on integration tools like Monte Carlo and QuasiMonte Carlo methods. When F X has a density function f X , these methods approximate (14) by the average of f X evaluated at M points x 1 , . . . , x M filling up I(s) in a convenient way, i.e.
If the x i 's are chosen to be (pseudo) randomly distributed, this is the Monte Carlo (MC) method. If the x i 's are chosen as elements of a low-discrepancy sequence, this is the Quasi-Monte Carlo (QMC) method. A low-discrepancy sequence is a totally deterministic sequence of vectors that generates representative samples from a uniform distribution on given subsets. Compared to Monte Carlo methods, the advantage of using quasi-random sequences is that points cannot cluster coincidentally on some region of the set. Using Central Limit Theorem arguments, it is possible to show that traditional MC has a convergence rate of O(M −1/2 ), and this independently of the number of dimensions d. QMC can be much faster than MC with errors approaching O(M −1 ) for a smooth underlying density. For details on the theory of rare event simulation within MC methods, we refer the reader to the monographs [3] , [18] and [27] . For an introduction to QMC methods, see for instance [32] . A comprehensive overview of both methods is given in [42] . Note that all the techniques mentioned above warrant considerable expertise and, more importantly, need to be tailored to the specific problem under study. In particular, the implementation very much depends on the functional form of f X (either direct, or through the marginals and a copula). The re-tailoring of the rule to be iterated, from example to example, is common also to other numerical techniques for the estimation of (14), such as quadrature methods; see [6] and [33] for a review. However, in the computation of multidimensional integrals as in (14), numerical quadrature rules are typically less efficient than MC and QMC since they must be applied iteratively.
A simple and competitive tool for the computation of the distribution function of a sum of random variables is the AEP algorithm introduced in [1] . If one knows the distribution F X of X, it is very easy to compute the F X -measure of hypercubes in R d . Thus, the authors of [1] propose a decomposition of I(s) via a infinite union of (possibly overlapping) hypercubes and hence compute (14) in terms of the algebraic sum of the probability masses contained in them.
In the MC and QMC methods described above, the final estimates contain a source of randomness. Instead, the AEP algorithm is completely determinist because it is solely based on the geometrical properties of I(s). Moreover, the accuracy of MC and QMC methods is generally lost for problems in which the density f X is not smooth or cannot be given in closed form, and comes at the price of an adaptation of the sampling algorithm to the specific example under study. The AEP algorithm however can handle in a uniform way any joint distribution F X and does not require existence or smoothness of a density f X . As illustrated in [1] , AEP performs better than QMC in dimensions d = 2, 3 and slightly worse for dimensions d = 4, 5. In these latter dimensions, however, programming a QMC sequence is much more demanding than using AEP. At the time being, AEP cannot be applied for d > 5 due to computational complexity (memory).
We set d = 3 and we use AEP to provide estimates for the tail and the quantile (VaR) function of the sum S 3 = X 1 + X 2 + X 3 . For pedagogical reasons, we assume the marginals F i of the portfolio to be Pareto distributed with tail parameter θ i > 0. We consider the two dependence scenarios obtained by coupling the Pareto marginals either by the independent copula C X = Π or via the comonotonic copula C X = M. In the following, we use the fact that VaR is additive under comonotonicity; see Prop. 3.1 in [9] . This means that, for a comonotonic vector
Denote by F Π the distribution of S 3 obtained under independence between the X i 's and by F M the distribution of S 3 obtained under comonotonicity between the X i 's. F Π and F M , respectively, are the corresponding tail functions. We study two different cases: when the X i 's have finite or infinite first moment.
The finite-mean case. In Figure 2 (left), we plot F Π and F M when the Pareto tail parameter θ for the marginal distributions is set to 2 (the X i 's have finite first moment). We note that the two curves F Π and F M cross once at some high threshold s =ŝ. For s <ŝ, we have that F M (s) < F Π (s). Recalling (5), this means that 
i.e. for the lower levels α <α, VaR α (S 3 ) is larger under independence between the X i 's. For α >α, inequality (16) is obviously reversed and we have that
i.e. for the higher levels α >α, VaR α (S 3 ) is larger under comonotonicity between the marginals. Recalling (15), and for the independent vector (X Π 1 , X Π 2 , X Π 3 ), inequality (17) can be written as
i.e. VaR is subadditive in the tail of F Π . When θ > 1, [19] illustrates that this tail behavior can be extended to more general dependence and marginal scenarios.
The infinite-mean case. Figure 2 (right) shows the same plot as Figure 2 (left), but now the Pareto tail parameter θ = 1 (the X i 's have infinite first moment). We note that F M (s) < F Π (s) for all s ∈ R. Therefore, all the quantiles of S 3 under independence are larger than the corresponding quantiles under comonotonicity and inequality (18) is reversed:
(19) This shows that, in general, VaR may fail to be subadditive. Typical frameworks in which VaR shows a superadditive behavior are: marginals with infinite mean or skew distributions (as in this case) and/or marginals coupled by a non-elliptical copula; see [28] . An early interesting read on this is [11] . In [10] , a mathematical summary of the issue is given within extreme value theory using the concept of multivariate regular variation.
Possible superadditivity is an important conceptual deficiency of Value-at-Risk. In fact, VaR has been heavily criticized by many authors for not being a coherent measure of risk; see the seminal paper [2] . Many other authors have discussed desirable properties which a general risk measure ρ has to satisfy. Textbook treatments are [28] and [17] . Finally, in Table 3 , we show the quantiles for S 3 for different levels of probabilities, under several marginal and dependence scenarios. Along with independence (C X = Π ) and comonotonicity (C X = M), we study the case in which the copula of X is of Clayton type (C X = Cl). There are various points to remark about:
• The behavior of the tail function F Cl of S 3 under the Clayton scenario is similar to the behavior of F Π studied above. When θ > 1, F Cl and F M cross once. This can be seen from the fact that, for θ = 2 and θ = 1.3, the comonotonic quantiles are smaller than the Clayton ones when the quantile level α is small, while they are larger when α is large. In this case, VaR under the Clayton scenario shows subadditivity in the tail. For θ = 1, we have that F M (s) ≤ F Cl (s) for all s ∈ R, hence VaR under the Clayton model is superadditive at all levels α. We also note that the intersection point between the Clayton and the comonotonic curve goes to infinity as the tail parameter θ approaches 1 from above. When θ = 1, the two curves do not cross.
• Since the marginal distributions of the X i 's are fixed, the first moment of the sum S 3 does not depend on the copula C X . When θ > 1, two different distributions for S 3 have the same finite mean and therefore cannot be stochastically ordered; see Sect. 1.2 in [30] for the definition of stochastic order and its properties. As a consequence, two different distributions for S 3 must cross. The case illustrated in Figure 2 , in which the intersection point is unique, is typical for two random variables which are stop-loss ordered; see Th. 1.5.17 and Def. 1.5.1 in [30] (in this last reference the authors use the equivalent terminology increasing-convex order to indicate the stop-loss order). When θ = 1, we have that E[S 3 ] = +∞ and it is possible that F M < F Π , i.e. the distribution of S 3 under independence is stochastically larger than the distribution of S 3 under comonotonicity, as illustrated in Figure 2 (right). For general distributions, both the change of behavior with respect to stochastic dominance and superadditivity of VaR in the tail seem to be strictly related to the existence of first moments. For some further discussions on this phenomenon, see [21] , [31] and [20] .
• For Pareto marginals of the form (11), the quantile function of S 3 can be given in closed form under the independence and comonotonic assumptions. Things are different when one assumes a Clayton-type dependence. In this latter case, the computation of the distribution and the VaRs of S 3 requires one of the integration techniques described above in this section. In particular, the quantiles in Table 3 have been obtained via AEP.
Open problems
In insurance and finance, there is a increasing need of software being able to compute the distribution of Ψ (X) when the distribution of X is known. The authors of [1] are working on a extension of AEP to general increasing functionals Ψ . Moreover, efficiency of AEP for dimensions d > 5 needs to be improved. Finally, AEP and its competitors open the way to the computational study of large and non-homogeneous risk portfolios.
