Abstract. An involution # on an associative ring R is formally real if a sum of nonzero elements of the form r # r where r ∈ R is nonzero. Suppose that R is a central simple algebra (i.e. R = M n (D) for some integer n and central division algebra D) and # is an involution on R of the form r # = a −1 r * a, where * is some transpose involution on R and a is an invertible matrix such that a * = ±a. In section 1 we characterize formal reality of # in terms of a and * | D . In later sections we apply this result to the study of formal reality of involutions on crossed product division algebras. We can characterize involutions on D = (K/F, Φ) that extend to a formally real involution on the split algebra
Abstract. An involution # on an associative ring R is formally real if a sum of nonzero elements of the form r # r where r ∈ R is nonzero. Suppose that R is a central simple algebra (i.e. R = M n (D) for some integer n and central division algebra D) and # is an involution on R of the form r # = a −1 r * a, where * is some transpose involution on R and a is an invertible matrix such that a * = ±a. In section 1 we characterize formal reality of # in terms of a and * | D . In later sections we apply this result to the study of formal reality of involutions on crossed product division algebras. We can characterize involutions on D = (K/F, Φ) that extend to a formally real involution on the split algebra D ⊗ F K ∼ = M n (K). Every such involution is formally real but we show that there exist formally real involutions on D which are not of this form. In particular, there exists a formally real involution # for which the hermitian trace form x → tr(x # x) is not positive semidefinite.
ǫ-hermitian cones on central simple algebras
We say that an involution * on a central simple algebra R is formally real if any finite sum of nonzero elements of the form rr * where r ∈ R is nonzero. In this section we introduce our main technical tool for the study of formally real involutions -the notion of an ǫ-hermitian cone. The precise relationship between ǫ-hermitian cones and formally real involutions is explained by Corollary 4. Recall that a central simple algebra is a full matrix ring over a central division algebra. Let R be a central simple F -algebra with involution * and ǫ ∈ F such that ǫǫ * = 1. An element a ∈ R is ǫ-hermitian if ǫa * = a. The set of all ǫ-hermitian elements in R will be denoted by S ǫ (R). A subset M of S ǫ (R) such that M + M ⊆ M, aMa * ⊆ M for every a ∈ R and M ∩ −M = {0} will be called an ǫ-hermitian cone on R.
Theorem 1. Let D be a central division F -algebra with involution * .
For every ǫ ∈ F such that ǫǫ * = 1 and for every integer n there exists a one-to-one correspondence between
• ǫ-hermitian cones on D and • ǫ-hermitian cones on M n (D) (with involution [x ij ] * = [x * ji ]). We will need the following well-known "Diagonalization Theorem". 11 B 12 is the Schur complement of B 11 . The second claim is just a short computation. Now, we can prove the theorem.
Proposition 2. Every matrix
Proof. Let us start with the case ǫ = −1 and * | D = id. In this case D = F and 2S ǫ (D) = 0. Let M be an ǫ-hermitian cone on M n (D). Pick any C ∈ M. By Proposition 2, there exists an invertible matrix P such that
where a i ∈ S ǫ (D) and b j ∈ D. Note that the matrix
is invertible and Q * P * CP Q = −P * CP . The latter follows from
It follows that P * CP ∈ M ∩ −M = {0}, so that C = 0. Hence {0} is the only ǫ-hermitian cone on M n (D). For n = 1 we get that {0} is also the only ǫ-hermitian cone on D.
From now on we assume that either ǫ = −1 or * | D = id. Therefore, every ǫ-hermitian matrix is congruent to a diagonal matrix.
For every ǫ-hermitian cone N of D write
We claim that
We claim that for every ǫ-hermitian cone N on D we have that
n . In particular, for x = (1, 0, . . . , 0), we get that a ∈ N. To prove the opposite inclusion pick any a ∈ N. Then aE 11 ∈ F (N) since x(aE 11 )x * = x 1 ax * 1 ∈ N for every x ∈ D n . It follows that a ∈ G(F (N)).
We claim that for every ǫ-hermitian cone M on M n (D) we have that F (G(M)) = M. Since every ǫ-hermitian matrix is congruent to a diagonal matrix, it suffices to show that a diagonal matrix belongs to F (G(M)) if and only if it belongs to M. Pick a diagonal matrix A ∈ F (G(M)). Then for every x ∈ D n , xAx * ∈ G(M). In particular a 11 , . . . , a nn ∈ G(M). It follows that a 11 E 11 , . . . , a nn E 11 ∈ M. Hence A = j P 1j (a jj E 11 )P * 1j ∈ M. To prove the opposite inclusion, pick A ∈ M. It follows that a jj E 11 = E 1j AE * 1j ∈ M for every j. Hence a 11 , . . . , a nn ∈ G(M). It follows that xAx
Let R = M n (D) be a central simple F -algebra with char F = 2. The following is a summary of [4] , Theorem 3.1 and Proposition 2.20: For every involution # on M n (D) there exists an involution * on D such that #| F = * | F and an invertible matrix A ∈ M n (D) such that A * = ±A and (
be the mapping defined by φ(X) = AX. A short computation shows that φ induces a one-to-one correspondence between the set S ǫ (M n (D), #) and the set S ǫη (M n (D), * ). Moreover φ is additive and for every
give a one-to-one correspondence between (1) and (2) for every ǫ. The mappings F and G from Theorem 1 give a one-to-one correspondence between (2) and (3).
As a corollary of Theorem 3, we obtain a characterization of formally real involutions on central simple algebras. A 1-hermitian cone containing 1 will be called unital hermitian cone in the sequel. If A has a nonzero hermitian square on its diagonal (e.g. 1) then every 1-hermitian cone on (M n (D), * ) which contains the matrix A is a unital hermitian cone. If D is a division algebra admitting a unital hermitian cone then char K = 0 for every subfield K of D.
Extensions of involutions from
Let D be a central division F -algebra and K a maximal subfield of D. Every involution * on D such that K * ⊆ K extends to an involution on D ⊗ F K. This is clear if * is of the first kind (i.e. * | F = id). If * is of the second kind (i.e. * | F = id), one has to observe first that
are the symmetric parts of K and F . The aim of this section is to give an explicit construction of the extension which will be used in later sections. From now on we assume that char K = 0.
Lemma 5. For every involution * on D there exists a maximal (i.e. self-centralizing) subfield of D which is * -invariant.
Proof. We need the following claim: A central simple algebra with involution in which every normal element is central is a field.
Let A be a central simple algebra in which every normal element is central. Pick any element a ∈ A. The element α = a + a * is symmetric, hence normal. By the assumption α ∈ Z(A). It follows that aa
Since a is normal, it is central by the assumption. Hence A = Z(A).
Suppose now that L is a * -subfield of a division algebra D which is not contained in any other * -subfield.
Lemma 6. Every finite extension of fields with involution is generated by either a symmetric or an antisymmetric element. (We assume that both fields have characteristic zero.)
Proof. Let K/F be a finite extension of fields with involution. This means that K is a field with involution * , F * ⊆ F and K/F is a finite field extension. Write F 0 = Sym(F ) and K 0 = Sym(K). By the Primitive Element Theorem, there exists an element θ such that K = F 0 (θ). If K = K 0 then θ is symmetric and we are done. If
) and both generators are antisymmetric. By the Primitive Element Theorem, there exists an
. It is also interesting to note that if F = F 0 then K/F is generated by a symmetric element. Namely,
, where k is an antisymmetric generator of F/F 0 .
There exists a unital, hermitian and
Proof. Let D be a division algebra with center F and K a maximal * -subfield in D. Pick a symmetric or antisymmetric element x ∈ K such that K = F 0 (x) and let χ(t) = t n + a n−1 t n−1 + . . . + a 1 t + a 0 be its minimal F 0 -polynomial. Write
The mapping f is defined by
The coefficient was chosen so that f (1) = 1 as one can easily verify. Clearly, f is K − K bilinear. A short computation shows that for every z ∈ D, xf (z) = f (z)x. This relation implies that f (z) commutes with all elements from K, hence it belongs to K. To prove that f (z * ) = f (z) * for every z ∈ D one has to distinguish the case when x is symmetric from the case when x is antisymmetric. The symmetric case is easy. In the antisymmetric case we use the fact that χ(t) has only even powers.
Remark. Note that tr = tr K/F •f , where tr is the reduced trace.
Let K be a maximal subfield of a division algebra D and e 1 , . . . , e n a right K-basis of D. Let λ : D → M n (K) be the left regular representation defined by a[e 1 , . . . , e n ] = [e 1 , . . . , e n ]λ(a) for a ∈ D and let j : K → M n (K) be the natural imbedding defined by j(k) = kI where I ∈ M n (K) is the identity matrix. Then the mapping
Proof. Since f is hermitian, it follows that A is hermitian. If A is singular, then there exists a vector v = (α 1 , . . . , α n ) ∈ K n such that Av = 0. Since f is right K-linear, it follows that f (e * i ( n j=1 (e j α j )) = 0 for every
n j=1 e j α j )) = 0 for any β 1 , . . . , β n ∈ K. Since D is a division algebra we can pick for every a ∈ D. Applying f to all elements of this identity we get that λ(a
be a quaternion algebra. Recall that D is an F -algebra with two generators i and j, and three relations
It is a division algebra if and only if the only solution in F of the equation
With respect to this basis, the imbedding λ :
The involution # on M 2 (K) which extends the involution * of D is given by X # = A −1 X * A where X * is the hermitian transpose of X:
More general examples (crossed products) will be given later.
Formally real involutions on crossed products
Let D be a central division F -algebra with involution * and K a maximal subfield of D such that K * ⊆ K. In this section we assume that K/F is a Galois extension and we will write G for its Galois group. In Chapter 4 of [2] it is shown that there exists a normalized cocycle Φ : G × G → K \ {0} such that D is isomorphic to the crossed product algebra (K/F, Φ). By definition, (K/F, Φ) is a right K-vector space with basis (e σ ) σ∈G and its multiplication is defined by
Namely, for every σ = id, there exists k ∈ K such that k σ = k. Since ke σ = e σ k σ and f is K-K bilinear, it follows that f (e σ )k = k σ f (e σ ). By the choice of k, f (e σ ) = 0. On the other hand f (e id ) = f (1) = 1.
Our first example (motivated by [6] ) shows that formal reality of * does not necessarily imply formal reality of its extension to D ⊗ F K.
By eliminating a and b using relations x 3 = a, y 3 = b, we see that D 3 is the skew field of fractions of the Ore domain R = C x, y /(yx − ǫxy). Each element from R can be written uniquely as a linear combination of monomials x m y n with complex coefficients. We pick any monomial ordering < and write lt(d) for the leading term of d with respect to this monomial ordering. If lt(d) = cx m y n , then lt(dd * ) = ccǫ 2mn x 2m y 2n . Since C is formally real, it follows that R is formally real as well. Hence, D 3 is also formally real by Proposition 2 in [1] .
The involution # on D ⊗ F K ∼ = M 3 (K) which extends * is given by The goal of this section is to characterize involutions on D for which the extended involutions on D ⊗ F K are formally real. We need an auxiliary result:
Φ) is a division algebra with involution
* satisfying K * ⊆ K, then the following assertions are equivalent:
* for every k ∈ K and σ ∈ G, (2) e * σ e σ ∈ K for every σ ∈ G, (3) f (e * τ e σ ) = 0 for every σ, τ ∈ G such that σ = τ . Proof. For every k ∈ K and every σ, τ ∈ G, we have that
We will use this identity several times.
(1) ⇒ (2) Suppose that (k σ ) * = (k * ) σ for every k ∈ K and σ ∈ G. Then the identity (used with τ = σ) implies that e * σ e σ commutes with (k * ) σ for every k ∈ K, hence it commutes with every element from K. By the Double Centralizer Theorem, it follows that e * σ e σ ∈ K for every σ ∈ G.
(2) ⇒ (1) If e * σ e σ ∈ K for every σ, then the identity implies that (k
The identity and the assumption imply
Suppose that f (e * τ e σ ) = 0 for every σ, τ ∈ G such that σ = τ . The fact that the matrix A = [f (e * τ e σ )] is nonsingular implies that f (e * σ e σ ) = 0 for every σ ∈ G. Replacing τ by σ in the identity and applying f , we get that (k
Theorem 10. If D = (K/F, Φ) is a division algebra with involution * satisfying K * ⊆ K, then the following assertions are equivalent:
* for every k ∈ K and σ ∈ G, (3) e * σ e σ ∈ K for every σ ∈ G and there exists a unital hermitian cone on K which contains all of them.
Proof. (1) ⇒ (2) Suppose that D ⊗ K is formally real. We claim that f (e * σ e σ ) = 0 for every σ. The identity from the proof of Proposition 9 (used with τ = σ) then implies that (k σ ) * = (k * ) σ for every k ∈ K and σ ∈ G. If the claim is false then the matrix A has a zero entry on the diagonal, hence it is congruent to a diagonal matrix which has two nonzero entries of opposite signs. Hence A cannot belong to a unital hermitian cone on (M n (K), * ). Therefore (D, * ) ∼ = (M n (K), #) does not have a unital hermitian cone, contrary to the assumption. The second part of assertion (2) follows from the fact that D is contained in D ⊗ K.
(2) ⇒ (3) If (2) is true, then by Proposition 9 e * σ e σ ∈ K for every σ ∈ G. Since D is formally real, the set of all sums of hermitian squares is a unital hermitian cone which contains e * σ e σ and it restricts to a unital hermitian cone on K. For the sake of completeness we also note that (D, * ) need not be formally real even if all its maximal * -subfields are formally real. and a = b = 2. Let D be a Q(ǫ)-algebra generated with two generators x, y and three relations x 3 = a, y 3 = b, yx = ǫxy. The involution is defined by ǫ * = ǫ −1 , x * = x, y * = y. We claim that every maximal * -subfield of D is formally real. Note that * | Q(ǫ) = id, hence we know by the proof of Lemma 6 that every maximal * -subfield of D can be generated by a symmetric element. It follows that every maximal * -subfield can be * -embedded into C with standard involution, thus it is formally real.
We also claim that D is not formally real. It suffices to see that
Extensions and contractions of unital hermitian cones
Let D = (K/F, Φ) be a crossed product division algebra with involution * such that K * ⊆ K and (D⊗K, * ) ∼ = (M n (K), #) is formally real. Let (e φ ) φ∈G be the standard right K-basis of D and let λ : D → M n (K) be the left regular representation of D with respect to the standard basis. Let N be the set of all unital hermitian cones on (K, * ) which contain a σ = e * σ e σ for every σ ∈ G. By assertion (3) of Theorem 10, N is nonempty.
Lemma 11. We can define an action of G on N by
Proof. An element k ∈ K belongs to N σ if and only if a σ k σ ∈ N. It follows that N σ + N σ ⊆ N σ and N σ ∩ −N σ = {0}. By assertion (2) of Theorem 10, * | K commutes with every element of G. It follows that N σ ⊆ S 1 (K) and r * N σ r ⊆ N σ for every r ∈ K. For every σ, τ ∈ G we have a σ a σ τ = e * σ e * τ e τ e σ = Φ(τ, σ)
* a τ σ Φ(τ, σ) ∈ N. It follows that N σ contains a τ for every τ ∈ G and that (N τ ) σ = N τ σ .
Let M be the set of all unital hermitian cones on (D, * ). For every
Theorem 12. Setup from above. For every N ∈ N we have
For every M ∈ M we have
Proof. To prove (1), pick any u ∈ D and note that [e *
Claim (1) now follows from the definition of N e . Claim (3) is rather tricky. Pick σ ∈ G and u = ω∈G e ω r ω ∈ D.
At ( * ) we used the cocycle identity and f (e * φσ e ωτ σ ) = a φσ δ φ,ωτ . At ( * * ) we used k
Since every element of D is of the form d σ , we can also prove the opposite inclusion.
To prove (2), pick k ∈ K and note that k ∈ N e if and only if diag(a σ k σ ) σ∈G = Aλ(k) belongs to F (N). Hence, k ∈ N e if and only if a σ k σ ∈ N for every σ ∈ G. Claim (2) now follows from the definition of N σ . Claim (4) is a simple consequence of claims (2) and (3).
Claim (5) follows from the fact that an element k ∈ K belongs to M c if and only if a σ k σ = e * σ ke σ ∈ M c . Claim (6) now follows from Claim (2) 
Let us state two simple corollaries.
Corollary 13. Setup from Theorem 12. For every unital hermitian cone N on K, the following are equivalent:
(1) a σ n σ ∈ N for every n ∈ N and σ ∈ G (i.e. N ∈ N and N σ = N for every σ ∈ σ), (2) N extends to a unital hermitian cone on
Proof. Clearly (3) implies (2) . By Claim (5) of Theorem 12, (2) implies (1) . To see that (1) implies (3) take (2) (1) M extends to a unital hermitian cone on
Proof. Suppose that (1) We finish this section with two examples which prove the following claims:
(1) a unital hermitian cone from N can have no extension to D, 
Since 1/b is a sum of squares, it follows that −i ∈ N 1 , a contradiction. The proof that N 2 does not extend to D is analogous. This proves Claim (1) above. Note that by Corollary 13 N 1 ∩ N 2 extends to D.
Theorem 3 and Corollary 4 tell us that
. This proves Claim (4) above.
The involution on D is defined by i * = i and j * = j. Let R be the Rsubalgebra of D generated by i and j. Note that R = R i, j /(ij + ji) is an Ore domain and that its skew field of fractions is D. Similarly, the fields of fractions of commutative R-subalgebras S = R[i, j 2 ] and T = R[i 2 , j 2 ] are K and F respectively. We will construct two different unital hermitian cones M 1 and M 2 on R such that M 1 ∩S = M 2 ∩S. By Proposition 2 in [1] , M 1 and M 2 extend uniquely from R to D. These extensions are clearly different, but they have the same restriction to K. This will prove Claim (2) above.
Every element of R is a linear combination of monomials i m j n . We pick any monomial ordering < and write lt(d) for the leading term of d with respect to this monomial ordering. If s ∈ R is symmetric and lt(s) = ci m j n , then 2|mn. For every r such that lt(r) = ui k j l we have that lt(r * (−1)
are unital hermitian cones (even Baer orderings) on R. Clearly, they are different and they have the same restriction to S (take n even). Note that j ∈ M 1 and −j ∈ M 2 . We will show that there is no unital hermitian cone on D ⊗ F K which contains either λ(j) or −λ(j). Therefore, neither M 1 nor M 2 extends to D ⊗ F K. This will prove Claim (3) above. Note that
Clearly, there is no unital hermitian cone on K which contains b and −b. Therefore, by Corollary 4, there is no unital hermitian cone on (M n (K), #) which contains λ(j). The same proof also works for −λ(j).
Hermitian trace forms
Let A be a central simple F -algebra with involution * and tr : A → F its reduced trace. The mapping
is called the hermitian trace form of (A, * ). Write N (A, * ) for the image of this map. We say that the hermitian trace form is positive semidefinite if N (A, * ) ∩ −N (A, * ) = {0}. In this case, N (A, * ) is a unital hermitian cone on F . Proof. Implications (2) ⇒ (3) and (4) ⇒ (5) are clear.
(1) ⇒ (2) Let P be the * -ordering containing N = N (D, * ) . Write M P = {c ∈ Sym(K)| ∀k ∈ K : tr(k * ck) ∈ P }. To see that N (D⊗K, * ) ∩ −N (D⊗K, * ) = {0}, it suffices to show that M P ∩ −M P = {0} and N (D⊗K, * ) ⊆ M P . If c ∈ M P ∩ −M P , then tr(k * ck) = 0 for every k ∈ K. and note that tr(1) = tr(k * 1 ck 1 ) − tr(k * 2 ck 2 ) = 0 which is impossible because char F = 0 by the existence of P . It follows that M P is a unital hermitian cone on (K, * ). Next we show that N ⊆ M P . To see this, pick c ∈ N and note that tr(k * ck) = c tr(k * k) ∈ N · N ⊆ P for every k ∈ K. Now we can prove that N (D⊗K, * ) ⊆ M P . Pick an F -basis g 1 , . . . , g n of D such that [tr(g of N, the diagonal elements tr(g * i g i ) belong to N. For every element z ∈ D ⊗ K ∼ = M n (K) there exist k i ∈ K such that z = n i=1 λ(g i )k i . It follows that tr(z # z) = n i=1 k * i k i tr(g * i g i ) ∈ M P , because M P is a unital hermitian cone on K which contains N.
(3) ⇒ (4) Let N = N (D, * ) and M N = {c ∈ K| ∀k ∈ K : tr(k * ck) ∈ N}. As above, we see that M N ∩ −M N = {0} hence M N is a unital hermitian cone on (K, * ). Let e i , i = 1, . . . , m be a right K-basis of D such that [f (e * i e j )] i,j is diagonal and write a i = f (e * i e i ). Since tr(k * a i k) = tr(f ((e i k) * (e i k))) = tr((e i k) * (e i k)) ∈ N for every k ∈ K, it follows that a i ∈ M N for every i = 1, . . . , m. Now Corollary 4 implies that D ⊗ K is formally real.
In Section 5 of [7] , it is proved that the five assertions of the proposition are equivalent for quaternion algebras a,b F with standard involution. In Section 4 of [5] , it is shown that (5) is equivalent to (3) in many other cases. (They use different terminology.) By our Example 2, (5) is not always equivalent to (4) . We conjecture that in general any two assertions are inequivalent.
