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The objective of this thesis is to present the isomorphic classification of Lp,∞(Ω,Σ, µ)
spaces, 1 < p <∞, for purely non-atomic measure spaces (Ω,Σ, µ).
Chapter 1 gives a brief introduction on the terminologies and notations related to
weak Lp spaces . This will be given in Section 1.1 together with some useful results by
Carothers and Dilworth [1], [3], and Leung [9]. In Section 1.2, we review the development
on the study of isomorphic problems of weak Lp spaces and state the objectives and
outline of the thesis.
In Chapter 2, Leung’s result in [7] will be extended for some purely non-atomic
measure spaces. In particular, we will observe the subspace structure of Lp,∞({−1, 1}I)
for arbitrary index set I. Embeddings from Lp,∞ (
⊕
I [0, 1]) into L
p,∞({−1, 1}I) will be
studied in Section 2.1, while embeddings from `p,∞(Γ) into Lp,∞({−1, 1}I), |Γ| > ℵ0, in
Section 2.2.
Embeddings between certain weak Lp spaces will be studied in Chapter 3. First, we
present a representation of purely non-atomic weak Lp spaces in Section 3.1. Then fol-
lowed by introducing three isomorphic-invariant parameters on purely non-atomic weak
Lp spaces in Section 3.2. And finally, in Section 3.3 we give the characterization of
complemented embeddings between certain purely non-atomic weak Lp spaces.
The classification theorem will be presented in Chapter 4. In Section 4.1, it will be
v
Summary vi
shown that for any non-atomic measure spaces (Ω,Σ, µ), the weak Lp spaces Lp,∞(Ω,Σ, µ)
can be classified into two mutually exclusive groups (for p ≥ 2) with nine isomorphic
classes in each group. Section 4.2 closed the chapter with partial results and open prob-
lems on the uniqueness of the classification.
Chapter 1
Introduction
In this chapter we introduce some common notations and terminologies in Banach space
theory, mostly follow those in [10] and [11]. Notations related to weak Lp spaces and
measure spaces will also be given. In Section 1.2, we shall see the development of the
study of isomorphism between weak Lp spaces. We close this chapter with the objectives
and outline of the thesis.
1.1 Definitions, Notations, and Basic Results
A weak Lp space is a Lorentz function space Lp,q with q =∞. For this reason, the weak
Lp spaces will be denoted by Lp,∞. Here is the definition.
Definition 1.1. Let (Ω,Σ, µ) be a measure space. For 1 < p < ∞, the weak Lp space




c(µ{|f | > c})1/p <∞. (1.1.1)




where f? is the decreasing rearangement of |f | defined by
f?(t) = inf{s > 0 : µ{|f | > s} ≤ t}, 0 ≤ t < µ(Ω).
1
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Using substitution t = µ{|f | > c} for any c > 0, it is clear that ‖ · ‖ and ‖ · ‖p,∞ are
equivalent. Note that ‖ ·‖p,∞ defined in (1.1.2) is not a norm on Lp,∞(Ω,Σ, µ) because it
does not satisfy triangle inequality. However, it is well known that ‖ · ‖p,∞ is equivalent
to a norm under which Lp,∞(Ω,Σ, µ) is a Banach space. We refer to [13, Chapter 12] for
the details. This norm is given by
|||f ||| = sup
A∈Σ
∫
A |f | dµ(
µ(A)
)1−1/p , (1.1.3)
where the supremum is taken over all measurable set A with 0 < µ(A) < ∞. Since we
are only concerned with isomorphic questions, the quasi-norm ‖ · ‖ in (1.1.1) shall be
used in most computations involving norm on Lp,∞ spaces.
For an arbitrary set Ω and any G ⊆ Ω, we define the indicator function of G, 1G, by
1G(ω) =

1 if ω ∈ G;
0 otherwise.
Below are notations for some special Lp,∞ spaces and subspaces.
`p,∞(Ω) = Lp,∞(Ω,P(Ω), µ), where µ is the counting measure on the power
set P(Ω).
`p,∞ = `p,∞(N).
Mp,∞(Ω,Σ, µ) = the closed subspace of Lp,∞(Ω,Σ, µ) generated by the indicator
functions 1σ, σ ∈ Σ with µ(σ) <∞.
Every weak Lp space Lp,∞(Ω,Σ, µ) is a Banach lattice with the natural ordering ≤
defined by f ≤ g if f(ω) ≤ g(ω) for µ-a.e. ω ∈ Ω. The binary operations ∨ and ∧ are
defined by f ∨ g = sup{f, g} and f ∧ g = inf{f, g}. Two elements f and g in a Banach
lattice is disjoint if |f | ∧ |g| = 0.
Definition 1.2. Let X be a Banach space. Y is a complemented subspace of X if there
is a projection P on X such that P (X) = Y .
For Banach spaces X and Y , we shall use the following notations.
X ∼ Y = X is isomorphic to Y .
X ∼= Y = X is isometrically isomorphic to Y .
X ↪→ Y = X is isomorphic to a subspace of Y .
X
c
↪→ Y = X is isomorphic to a complemented subspace of Y .
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The following theorem is a well known variant of Pelczyn´ski’s ”decomposition method”.
For a proof, see [7].
Theorem 1.3. Let X and Y be Banach spaces. Suppose X ∼ (X⊕X) and Y ∼ (Y ⊕Y ).
If X
c
↪→ Y and Y c↪→ X, then X ∼ Y .
Lp,∞(Ω,Σ, µ) is the dual space of Lq,1(Ω,Σ, µ), where 1p +
1
q = 1. The norm on the





Now we recall some terminologies regarding measure spaces.
A measurable subset σ of a measure space (Ω,Σ, µ) is an atom if µ(σ) > 0, and
either µ(σ′) = 0 or µ(σ \σ′) = 0 for each measurable subset σ′ ⊂ σ. A purely non-atomic
measure space is one which contains no atoms.
A collection S of measurable sets generates a measure space (Ω,Σ, µ) if Σ is the
smallest σ-algebra containing S as well as the µ-null sets. A purely atomic measure
space is one which is generated by the collection of all of its atoms. A countably generated
measure space is one which is generated by a sequence of measurable sets. A measure
space (Ω,Σ, µ) is said to be σ-finite if there is a sequence (Ωn)n∈N of measurable sets




Let (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) be measure spaces. Denote by Nµ1 and Nµ2 the
µ1− and µ2−null sets respectively. Then µ1 (respectively µ2) induces a function µˆ1
(respectively µˆ2) on the σ-complete Boolean algebra Σ1/Nµ1 (respectively Σ2/Nµ2).
Definition 1.4. Two measure spaces (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) are isomorphic if there
is a Boolean algebra isomorphism Φ : Σ1/Nµ1 → Σ2/Nµ2 such that µˆ1 = µˆ2 ◦ Φ.
The following theorem, which can be found in [12], follows from the observation that
the collection of functions of the from
∑
n∈N
an 1An , where the sum is taken pointwise,
(an) ⊂ R and (An)n∈N is a pairwise disjoint sequence in Σ, is dense in Lp,∞(Ω,Σ, µ).
Theorem 1.5. If (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2) are isomorphic measure spaces, then
Lp,∞(Ω1,Σ1, µ1) ∼= Lp,∞(Ω2,Σ2, µ2).
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Let (Ω,Σ, µ) be a measure space and let 0 < a ∈ R. Define the measure space
a · (Ω,Σ, µ) as (Ω,Σ, a · µ), where (a · µ)(σ) = aµ(σ) for all σ ∈ Σ. Let A be an index




(Ωα,Σα) is defined to be the set Ω =
⋃
α∈A
Ωα endowed with the smallest
σ-algebra Σ generated by
⋃
α∈A











The measure space (Ω,Σ, µ) is denoted by
⊕
α∈A
(Ωα,Σα, µα). In this measure space, σ ∈ Σ
if and only if (σ ∩ Ωα) ∈ Σα for all α ∈ A and there exists countable B ⊆ A such that
for all α /∈ B, σ ∩ Ωα are all equal to Ωα or all empty.
The support of a real-valued function f on Ω is defined by {ω ∈ Ω : f(ω) 6= 0}. The





is contained a.e. in a countable union of Ωα.








= 0 a.e. except for
countably many α ∈ A.

















α ∈ A : µα




∣∣∣∣{α ∈ A : µα{|f 1Ωα | > 0} 6= 0}∣∣∣∣ ≥ |A′|,
a contradiction. Hence, there exists δ > 0 with µα{|f 1Ωα | > δ} 6= 0 for uncountably
many α ∈ A. So, there is  > 0 and an infinite subset A ⊆ A′ so that µα
{|f 1Ωα | > δ} > 
for all α ∈ A. But this implies
















 |F | =∞,
which is impossible.
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By {−1, 1} we denote the two-point measure space of which each point is assigned
a measure of 12 . For any index set I, {−1, 1}I denotes the product measure space of I
copies of {−1, 1} together with its usual σ-algebra and product measure. For each i ∈ I,
we denote by εi : {−1, 1}I → {−1, 1} the projection that maps (xα)α∈I onto the i-th
coordinate, i.e. εi(x) = xi for all x ∈ {−1, 1}I . (εi)i∈I is also known as Rademacher
functions on {−1, 1}I . By Khintchine’s inequality, (εi)i∈I is equivalent to the `2(I) basis
and hence, `2(I) ↪→ Lp,∞({−1, 1}I).
The Haar functions {hn}∞n=1 on [0, 1] is defined as follows.
h1 = 1[0,1]
and for k = 1, . . . , 2n and n = 0, 1, 2, . . . ,
h2n+k = 1[(2k−2)2−n−1,(2k−1)2−n−1) − 1[(2k−1)2−n−1,2k·2−n−1).
For n = 0, 1, 2, . . . , we denote by Hn the n-th level Haar functions given by Hn = {hk :
2n−1 < k ≤ 2n}. Note that for n ∈ N, there are 2n−1 Haar functions with disjoint
supports. The Haar functions (or Haar system) {hn}∞n=1 are elements of Lp[0, 1]. In
fact, they form an unconditional basis of Lp[0, 1] for 1 < p < ∞ ([11], Theorem 2.c.6).
The following theorem observes a property of the Haar functions as elements of weak Lp
space.
Theorem 1.7 ([9, Proposition 8]). Let (hn)∞n=1 be the Haar functions on [0, 1] and




cannot be pairwise disjoint.
We can extend the Haar functions to be defined on {−1, 1}I for any infinite set I.
Fix a sequence (in)n∈N in I. The Haar functions on {−1, 1}I determined by (in)n∈N
are defined as follows. For n = 0, 1, 2, . . . , define Hn, the collection of n-th level Haar











εin : bk ∈ {−1, 1} for all k < n
}
.
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A probablility space is a measure space (Ω,Σ, µ) with µ(Ω) = 1. A random variable
f is a real-valued measurable function on a probability space (Ω,Σ, µ). The mean of a
random variable f on a probability space (Ω,Σ, µ) is given by
∫
Ω f dµ and the distribution
of f is df (t) = µ{f > t}, t ∈ R.
Definition 1.8. Random variables (fi)i∈I on a probability space (Ω,Σ, µ) are said to be

























The measure space {−1, 1}I defined earlier is a probability space and the Rademacher
functions (εi)i∈I on {−1, 1}I are independent.
Definition 1.9. Random variables (fi)i∈I on a probability space (Ω,Σ, µ) are said to be
identically distributed if for all i, j ∈ I and i 6= j, dfi = dfj . Random variables (fi)i∈I
are called i.i.d. when they are both independent and identically distributed.
For n = 2, 3, . . . , the n-th level Haar functions on {−1, 1}I are identically distributed
but not independent.
Definition 1.10. A random variable f on a probability space (Ω,Σ, µ) is said to be
symmetric if df = d(−f). Random variables (fi)i∈I are said to be symmetric if for each












for any open sets (Di)i∈F in R.
Remark 1.11. If (fi)i∈I is a sequence of independent random variables, then (fi)i∈I is
symmetric if and only if each fi is a symmetric random variable.
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Let An and Bn be two positive quantities that depends on n. We denote by An . Bn
if there exists C > 0, which is independent of n, such that An ≤ CBn for all n. We write
An ∼ Bn if An . Bn and Bn . An. The following result on symmetric random variables
can be found in [1]. It is stated in the form in which we will use it.
Theorem 1.12 ([1, Lemma 2.2]). Let 1 < p < ∞. Then for any symmetric sequence











for all scalars (ak).
The following notion and result follow from [1]. Given f1, . . . , fn ∈ Lp,q[0, 1], we
define the disjoint sum
n⊕
k=1




for all t ∈ R. The norm of a disjoint sum
n⊕
k=1
fk is bounded below (up to a constant) by





















for any f1, . . . , fn in Lp,∞[0, 1].
1.2 The Objectives and Outline of the Thesis
Carothers and Dilworth, [1], [2], studied the subspace structure on Lorentz spaces Lp,q[0,∞)
for q < ∞. In particular, they showed that for 1 < p < ∞, 1 ≤ q < ∞, and p 6= q,
Lp,q[0, 1] and Lp,q[0,∞) are not isomorphic ([1, Corollary 3.2]).
The subspace structure of Lp,∞[0, 1] and `p,∞ was studied by Leung in [5] and [6].
In the following paper, [7], Leung showed that for 1 < p < ∞, both Lp,∞[0, 1] and
Lp,∞[0,∞) are isomorphic to `p,∞. He extended this result for purely atomic measure
spaces. The isomorphic classification of purely atomic weak Lp spaces was done in [8].
Leung also studied the isomorphic relationship between purely atomic and purely non-
atomic weak Lp spaces. In [9], he showed that the isomorphism of atomic and non-atomic
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weak Lp spaces does not hold beyond the situation where the underlying purely atomic
measure space is countably generated and σ-finite. In particular, he showed that for
an uncountable index set I, Lp,∞({−1, 1}I) does not embed into Lp,∞(Ω,Σ, µ) for any
purely atomic measure space (Ω,Σ, µ) ([9, Theorem 2]).
This thesis is a continuation of the research to obtain the isomorphic classification of
purely non-atomic weak Lp spaces. This is the main objective of the thesis. Its content is
divided into four chapters, including the introduction chapter. The investigation starts
with the study of subspace structure of Lp,∞({−1, 1}I) in Chapter 2, where we try to
find analogy for the results in [7]. Then we continue to study the embeddings between
purely non-atomic weak Lp spaces. In doing so, we need to represent purely non-atomic
weak Lp spaces in a ’standard form’. This will be done in Chapter 3, where we also
observe necessary conditions of isomorphism of purely non-atomic weak Lp spaces and
characteristic of embeddings between certain purely non-atomic weak Lp spaces. Based
on this ’standard’ representation and the results in Chapter 3, we are able to obtain an
isomorphic classification of purely non-atomic weak Lp spaces. The problem to determine
the uniqueness of the classification has only been partially solved. We will present both
the isomorphic classification and partial results on its uniqueness in Chapter 4.
Chapter 2




In [7], Leung showed that `p,∞ ∼ Lp,∞[0, 1] ∼ Lp,∞[0,∞). Obviously, Lp,∞[0, 1] c↪→
Lp,∞[0,∞) and prior to this, Leung [5] had already proven
`p,∞
c
↪→ Lp,∞[0, 1]. (2.0.1)
Hence, the main content in [7] was to show
Lp,∞[0,∞) c↪→ `p,∞. (2.0.2)
Since [0, 1] is measure isomorphic to {−1, 1}N and [0,∞) = ⊕
n∈N
Jn, where for every n ∈ N,













We would like to generalize the result for larger measure spaces. We ask the question:
does the complemented embedding (2.0.3) still hold if we replace N by an uncountable
set? The answer depends on p. Throughout this chapter, we shall denote by I an index
set with |I| ≥ ℵ0 and for every i ∈ I, we denote by Ji a copy of the measure space [0, 1]






can be embedded complementably into Lp,∞
({−1, 1}I). But this is no
longer true for p ≥ 2. In fact, we will show in Section 2.2 that for p ≥ 2 and an
uncountable set I, `p,∞(I) cannot be embedded into Lp,∞({−1, 1}I). Furthermore, we
9







observe that if there is an embedding from `p,∞(Γ) into Lp,∞({−1, 1}I) for 1 < p < 2,
then the images of the unit vectors under this embedding are not independent.







In this section we will prove the following.












, we write f =
⊕
fi, where fi = f |Ji . Theorem 2.1







({−1, 1}I). The sketch of the proof is given as follows. First, we will obtain a
collection of pairwise disjoint subsets (Ωn)n∈N of {−1, 1}I so that the measures µ(Ωn)
decrease rapidly with certain bound as n → ∞. Next, on each Ωn, we will construct
random variables {Xi}i∈I on {−1, 1}I so that the restrictions {Xi1Ωn}i∈I on (Ωn,Σ ∩
Ωn, µ/µ(Ωn)) act like Rademacher functions on [0, 1]. Then we defined the embedding







We begin with the construction of pairwise disjoint subsets (Ωn)n∈N of {−1, 1}I .








for all j ∈ N. (2.1.1)







= 0, there is a sequence of














2−m for all j ∈ N,
the sequence (Kn)∞n=1 satisfies (2.1.1).







Throughout the sequel, we shall fix a sequence (Kn)∞n=1 as described in Lemma 2.2.
Let M = {jm ∈ I : m ∈ N} be a collection distinct elements in I. For each n ∈ N, let
δn ∈ {−1, 1}Kn such that (δn)∞n=1 is pairwise incomparable, that is , if n1 6= n2, then





ω ∈ {−1, 1}I : ω(jm) = δn(m)
}
.
Then (Ωn)∞n=1 are pairwise disjoint subsets of {−1, 1}I and µ(Ωn) = 2−Kn for all n ∈ N.







for all j ∈ N. (2.1.2)
For each i ∈ I and n ∈ N, let N(i, n) = {α(i, n, k) ∈ I \M : 1 ≤ k ≤ 2n + 1} be a
finite subset of I such that {N(i, n)}i∈I,n∈N are pairwise disjoint and let
σ(i, n) = Ωn
⋂[ n⋂
k=1
{ω ∈ {−1, 1}I : ω(α(i, n, k)) = −1}
]
.
Then µ(σ(i, n)) = 2−nµ(Ωn) = 2−(n+Kn) for all i ∈ I and n ∈ N.
Now we partition σ(i, n) into 2n disjoint subsets as follows. For each n ∈ N, let τn :
{1, . . . , 2n} → {−1, 1}n be the bijection that satisfies τn(k) < τn(l) (in the lexicographical
order of the elements of {−1, 1}n) if and only if k < l and denote by τn(k)j the value of
the j-th coordinate of τn(k), j = 1, . . . , n. For instance, if n = 2, then
τ2(1) = (−1,−1), τ2(2) = (−1, 1),
τ2(3) = (1,−1), τ2(4) = (1, 1),
and τ2(3)1 = 1.
For each i ∈ I and n ∈ N, let




ω ∈ {−1, 1}I : ω(α(i, n, n+ j)) = τn(k)j
} for k = 1, . . . , 2n.
Then for fixed i ∈ I and n ∈ N, {σ(i, n, k)}2nk=1 is a partition of σ(i, n) and
µ(σ(i, n, k)) = 2−nµ(σ(i, n))
= 2−2nµ(Ωn)
= 2−(2n+Kn) for k = 1, . . . , 2n.











2(n+Kn)/p εα(i,n,2n+1) 1σ(i,n), (2.1.3)
that is, for fixed i ∈ I and n ∈ N, Xi has support σ(i, n) with values ±2(n+Kn)/p. It is




Furthermore, we have the following important property of Xi.
Lemma 2.3. For all n ∈ N, {Xi1Ωn}i∈I is i.i.d. and symmetric on (Ωn,Σ∩Ωn, µ/µ(Ωn)).












for any c ∈ R and i, j ∈ I, i 6= j, that is, {Xi1Ωn}i∈I is identically distributed on
(Ωn,Σ ∩ Ωn, µ/µ(Ωn)).
Let F be a finite subset I and (Di)i∈F be open subsets of R. For any i ∈ I,(
Xi1Ωn
)−1(Di) = Ui ∩ Ωn, where Ui ∈ σ{εj : j ∈ N(i, n)}. By the choice of N(i, n), the











































that is, {Xi1Ωn}i∈I is independent on (Ωn,Σ ∩ Ωn, µ/µ(Ωn)) and since each Xi1Ωn is
symmetric, {Xi1Ωn}i∈I is symmetric on (Ωn,Σ ∩ Ωn, µ/µ(Ωn)).
Let n ∈ N. By the choice of α(i, n, k), {εα(i,n,k) : i ∈ I, n + 1 ≤ k ≤ 2n} is
i.i.d. on {−1, 1}I . We also have the following lemma, which follows from the fact that
{α(i, n, k) : i ∈ I, k = 1, . . . , 2n+ 1} are all distinct and all disjoint from M .







Lemma 2.4. Let n ∈ N. Then {εα(i,n,k) : i ∈ I, n + 1 ≤ k ≤ 2n}
⋃{1A} is independent
on {−1, 1}I for all A ∈ σ{Xi1Ωn : i ∈ I}.
Lemma 2.5. Fix n ∈ N. Let F ⊂ I be finite and (ki)i∈F be a sequence of integers
with 0 ≤ ki ≤ 2n for all i ∈ F . For each i ∈ F , let σ(i, n, 0) = Ωn \ σ(i, n) and




























Proof. Note that σ(i, n, 0) ∈ σ{Xi1Ωn : i ∈ I}. Let F0 = {i ∈ F : ki = 0} and














































































Thus, we showed (2.1.4).















where S′i = {0, . . . , 2n} \ Si for all i ∈ F .




















































































































For n ∈ N and k = 1, . . . , 2n, let A(i, n, k) be the copy of [(k − 1)2−n, k2−n) in Ji.




















Ji) and the summation is taken pointwise. Observe that for





Lemma 2.6. The random variables (f˜i)i∈I are symmetric on ({−1, 1}I ,Σ, µ).
Proof. Let F ⊂ I be finite and (Di)i∈F be open sets in R. By the definition of f˜i in (2.1.6),
for each n ∈ N, we have (f˜i1Ωn)−1(Di) = U+i,n ∩ Ωn and (−f˜i1Ωn)−1(Di) = U−i,n ∩ Ωn,
where U+i,n, U
−
i,n ∈ σ{εj : j ∈ N(i, n)}. Observe that for all n ∈ N,
µ(U+i,n) · µ(Ωn) = µ(U+i,n ∩ Ωn) by the choice of N(i, n)
= µ(U−i,n ∩ Ωn) since f˜i1Ωn is symmetric
= µ(U−i,n) · µ(Ωn),
that is, µ(U+i,n) = µ(U
−




i,n. Note that {Ωn} ∪ {Ui,n :



































































The next three lemmas lead to Proposition 2.10, which shows that for any finite









∥∥∥∥ are equivalent. We begin by recalling a
simple fact of an averaging operator on Lp,∞[0, 1].











Then ‖Pnf‖ . ‖f‖ for all f ∈ Lp,∞[0, 1].
Proof. Let f ∈ Lp,∞[0, 1] and for k = 1, . . . , 2n, let ak = 2n
k/2n∫
(k−1)/2n
f dλ. Since Pnf is




Bi = {j ∈ N : 1 ≤ j ≤ 2n and |aj | ≥ |ai|}. Denote Ui =
⋃
k∈Bi
[(k − 1)2−n, k2−n). Then























The operator Pn defined in Lemma 2.7 above is called the averaging operator on
[0, 1] with repsect to measurable sets {[(k − 1)/2n, k/2n) : 1 ≤ k ≤ 2n}.
Lemma 2.8. Fix n ∈ N and 1 < p < ∞. Let ⊕ fi ∈ Lp,∞(⊕ Ji) and F be a finite



























Proof. Let ai,k = 2n
∫
A(i,n,k)
∣∣fi∣∣dλ. Note that (aj)|F |2nj=1 = ((ai,k)i∈F )2nk=1 ∈ `p,∞ and

















































Hence, a?j . (j−12n)1/p for all j = 1, . . . , |F |2n, where (a?j ) is the decreasing re-
arrangement of (aj)
|F |2n


































∥∥∥∥ = 1. Let i ∈ I and n ∈ N. If ω ∈ Ωn,




































Since {σ(i, n, k)}2nk=1 is pairwise disjoint, for any ω ∈ Ωn,




















































. Then c ≤Mn0 and
µ{|fˆ | > c} = µ({|fˆ | > c} ∩ Ωn0)+ ∑
n>n0
µ
({|fˆ | > c} ∩ Ωn)
≤ µ{|fˆ1Ωn0 | > c}+ ∑
n>n0
µ(Ωn)
≤ (c−1∥∥fˆ1Ωn0∥∥)p +M−pn0 by (2.1.2).










µ{|fˆ | > c}






Taking supremum over all c > 0, we obtain the required inequality.























∥∥∥∥ ≤ 1. For





























∥∥∥∥∥ by Lemma 2.7
≤ 1.





∥∥∥∥ > 1. We want to show that ‖fˆ‖ is bounded below by a
























Also, note that lim
x→∞x
(
1− e−1/x) = 1. So, we can choose n0 ∈ N so large that∥∥∥∥∥⊕
i∈F
Pn0(fi)




1− e−1/x) ≥ 1
2
for x ≥ 2
n0
|F | . (2.1.9)





∣∣B(i, c)∣∣)1/p > 1 or equiva-
lently, ∑
i∈F
∣∣B(i, c)∣∣ > 2n0c−p, (2.1.10)


































































































































by (2.1.9) and (2.1.11).




∥∥∥∥ ≤ 1 implies ‖fˆ‖ . 1, otherwise ‖fˆ‖ ≥





7→ fˆ is positively homogeneous, i.e. α̂f = αfˆ
for all α > 0, we prove the proposition.




Lp,∞({−1, 1}I) for 1 < p < 2.





















. First, we show that w?−∑
i∈I
f˜i converges in Lp,∞({−1, 1}I).
By Lemma 2.6, (f˜i)i∈I are symmetric random variables on {−1, 1}I . Then for any finite

























∥∥∥∥∥ by Proposition 2.10.
Let q be such that 1p +
1
































|〈g, f˜i〉| <∞ and this shows
that w?−∑
i∈I
f˜i converges in Lp,∞({−1, 1}I). Thus, T is well defined. It is also a linear
map.










































We will show the opposite of (2.1.13) by observing the following. Let n ∈ N. For
a given finite subset F ⊂ I, let PF be an averaging operator on Lp,∞({−1, 1}I) with



















f˜i1Ωn if i ∈ F ;
0 if i /∈ F.
(2.1.14)
To see this, note that for each i ∈ I and n ∈ N, f˜i1Ωn is symmetric and a linear
combination of 1Ωn∩U , where U ∈ σ{εj : j ∈ N(i, n)}. Hence, we can write f˜i1Ωn =∑
aj
(
1Vj − 1V ′j
)
, for some non-negative constants aj , measurable sets Vj , V ′j ∈ σ{εl : l ∈
N(i, n)} with µ(Vj) = µ(V ′j ) for all j, and j runs over a finite index set.
If i /∈ F and U ∈ σ
{



































ak where U ⊆ Vk if i ∈ F ;
−ak where U ⊆ V ′k if i ∈ F ;∑
aj
(
µ(Ωn) · µ(U) · µ(Vj)− µ(Ωn) · µ(U) · µ(V ′j )
)
= 0 if i /∈ F.
This implies (2.1.14).






























































































































To show that T is a complemented embedding, we need to find a bounded operator
S so that the composition ST is the identity operator. Using similar technique as in [5],
this will be done in Proposition 2.14 through the following two lemmas.
























































∥∥∥∥∥ since µ(σ(i, n, k)) = 2−2nµ(Ωn)
. ‖y‖ by Lemma 2.7.

















exists for all y ∈ Lp,∞({−1, 1}I).
Lemma 2.13. Let 1 < p < 2 and U be a free ultrafilter of N. For i ∈ I and n ∈ N, let
Si,n be defined as in (2.1.16). Let F ⊂ I be finite. For all y ∈ Lp,∞({−1, 1}I), define








∥∥SF (y)∥∥ . ∥∥y∥∥.











) ≤ 2 |F |∑
j=1
xj for all 0 ≤ xj ≤ 2−n (2.1.18)










































































We will show that there is a positive constant M > 0 such that ‖y‖ ≥ M . Let
{i1, . . . , im} = {i ∈ F : (i, k) ∈ A for some k, 1 ≤ k ≤ 2n} and for 1 ≤ j ≤ m, let
Aj = {k : (ij , k) ∈ A}. Note that |A| =
m∑
j=1
|Aj | ≤ m 2n. Let U =
⋃
(i,k)∈A
























































Now, we find a lower bound for (2.1.22). Note that µ(Uj) = |Aj | 2−2nµ(Ωn) for all


































































































































































Let F = (Fα) be the directed set of finite subsets of I under the inclusion relation.
Fix i0 ∈ I and y ∈ Lp,∞({−1, 1}I). Let f ∈ Lq,1(Ji0), 1p + 1q = 1. Then there exists





















exists for all f ∈ Lq,1(⊕ Ji) such









is the closed linear span of such functions f , w?− lim
F∈F
SF (y) exists for all
y ∈ Lp,∞({−1, 1}I).
Proposition 2.14. Let 1 < p < 2, T be the embedding defined in Proposition 2.11,
and SF be the mapping defined in Lemma 2.13. Let U be a free ultrafilter on N and F
be the directed set of finite subsets of I under the inclusion relation. Define a mapping
S : Lp,∞({−1, 1}I)→ Lp,∞(⊕ Ji) by
S(y) := w?− lim
F∈F
SF (y).



















and f˜ = Tf = w?−∑
i∈I
f˜i. Fix i0 ∈ I, n ∈ N, and

























































































Si,n(f˜) = fi for all i ∈ I. And for any finite set F ⊂ I,


























The proof of Theorem 2.1 now follows immediately from Propositions 2.11 and 2.14.
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2.2 Embedding from `p,∞(Γ) into Lp,∞({−1, 1}I)
Throughout the sequel, let Γ be an uncountable set and (eγ)γ∈Γ be unit vectors in `p,∞(Γ)
given by eγ = 1{γ}. The objective of this section is to show:
1. If 2 ≤ p <∞, then there is no embedding from `p,∞(Γ) into Lp,∞({−1, 1}I);
2. If 1 < p < 2 and T : `p,∞(Γ)→ Lp,∞({−1, 1}I) is an embedding, then (Teγ)γ∈Γ is
not independent.
Both of these results are proved by way of contradiction. The first result follows from
an observation that for any bounded linear operator Q from `p,∞(Γ) into Lp,∞({−1, 1}I),
only countably many Qeγ are non-zero (Proposition 2.18). In the sequel, we shall use











We begin with some results regarding the members of En.
Lemma 2.15. Let 1 < q < ∞. Then for all n ∈ N and for every sequence (gk)∞k=1 in
En, there is a subsequence (gkj )
∞
j=1, which, in the L
q,1({−1, 1}I)-norm, is dominated by
the `2-basis.
Proof. We shall prove the lemma by induction on n. For n = 1, the claim follows
immediately from Khintchine’s inequality. Assume that for some n ∈ N, the claim is
true. Let (gk)∞k=1 be in En+1. We consider two cases. If there exists i0 such that εi0
is a factor of gk for infinitely many k, then a subsequence (gkj )
∞
j=1 can be written as










by the induction hypothesis.
Otherwise, (gk)∞k=1 has a subsequence (gkj )
∞




are pairwise disjoint finite subsets of I with |Fj | = n + 1 for all j ∈ N. In this case, it
is easy to see that (gkj )
∞
k=1 is equivalent to any sequence (εij )
∞
j=1 and the result again is
true.
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Lemma 2.16. Let 1 < p < ∞. For every f ∈ Lp,∞({−1, 1}I) and n ∈ N, the set
{g ∈ En : 〈g, f〉 6= 0} is countable.
Proof. Fix n ∈ N and f ∈ Lp,∞({−1, 1}I). Suppose {g ∈ En : 〈g, f〉 6= 0} is uncountable.
Then there exists δ > 0 such that Gf = {g ∈ En : |〈g, f〉| > δ} is infinite. By Lemma
2.15, Gf contains a sequence (gk)∞k=1 such that
∥∥∑ akgk∥∥q,1 . ∥∥(ak)∥∥`2 for all finite

















for all finite sequence of scalars (ak). However, this leads to a contradiction. As a




m for 1 ≤ k ≤ m;
0 for k > m.
Then (amk ) satisfy




for all m ∈ N,
which is impossible.
Lemma 2.17. Let Q : `p,∞(Γ) → Lp,∞({−1, 1}I) be a bounded linear operator and for
every n ∈ N, let Γn =
{
γ ∈ Γ : 〈g,Qeγ〉 6= 0 for some g ∈ En}. If 2 ≤ p < ∞, then for
every n ∈ N, Γn is countable.
Proof. Fix n ∈ N. On the contrary, suppose Γn is uncountable. Let γ1 ∈ Γn be arbitrary.
Given τ0 < ω1. Suppose that for every τ < τ0, γτ has been chosen. By Lemma 2.16, the
set {g ∈ En : 〈g,Qeγτ 〉 6= 0} is countable for all τ < τ0. Hence, G = {g ∈ En : 〈g,Qeγτ 〉 6=
0 for some τ < τ0} is countable as well.
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If for every γ ∈ Γn \ {γτ : τ < τ0}, 〈g,Qeγ〉 6= 0 for some g ∈ G, then there exists
g0 ∈ G and δ > 0 such that
∣∣〈g0, Qeγ〉∣∣ > δ for infinitely many γ ∈ Γn. As in the proof










for all finite sequence of scalars (ak) and appropriate signs sk = ±1. But this is impos-





for any m ∈ N.
So, there must exists γ ∈ Γn \ {γτ : τ < τ0} such that 〈g,Qeγ〉 = 0 for all g ∈ G. Let
this γ = γτ0 . In this way, we inductively construct {γτ : τ < ω1} ⊆ Γn such that
Gτ = {g ∈ En : 〈g,Qeγτ 〉 6= 0} are pairwise disjoint. (2.2.1)
Now, for each τ < ω1, choose gτ ∈ Gτ . Since there are uncountably many such gτ ,
there exist  > 0 and an infinite J ⊆ {τ : τ < ω1} such that
∣∣〈gτ , Qeγτ 〉∣∣ >  for all τ ∈ J. (2.2.2)
By Lemma 2.15, we can find a sequence (gτk)
∞
k=1 that satisfies (2.2.2) and is dominated




= 0 if j 6= k. Hence, for all finite sequences
(ak) and (cj) and appropriate signs sk = ±1,








∥∥(cj)∥∥`2 · ∥∥(ak)∥∥`p,∞ .
So, ∥∥(ak)∥∥`2 = sup‖(cj)‖`2=1
|∑ akck|∥∥(cj)∥∥`2 .
∥∥(ak)∥∥`p,∞
for all finite sequence of scalars (ak). But this inequality is impossible since 2 ≤ p <∞.





, m ∈ N. Thus, Γn must be
countable.
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Proposition 2.18. If 2 ≤ p < ∞, then for any bounded linear operator Q : `p,∞(Γ) →
Lp,∞({−1, 1}I), the set {γ ∈ Γ : Qeγ 6= 0} is countable.
Proof. Let Q : `p,∞(Γ)→ Lp,∞({−1, 1}I) be a bounded linear operator. By Lemma 2.17,
for each n ∈ N, 〈g,Qeγ〉 = 0 for all g ∈ En except for countably many γ ∈ Γ. Moreover,
if γ0 ∈ Γ satisfies 〈
g,Qeγ0
〉




then Qeγ0 = 0. Hence,
{
γ ∈ Γ : Qeγ 6= 0
}
is countable.
Theorem 2.19. If Γ is uncountable and 2 ≤ p < ∞, then there is no embedding from
`p,∞(Γ) into Lp,∞({−1, 1}I).
Proof. Suppose there exists an embedding Q from `p,∞(Γ) into Lp,∞({−1, 1}I). By
Proposition 2.18, there are only countably many eγ ∈ `p,∞(Γ) that satisfies ‖Qeγ‖ ∼
‖eγ‖. But this contradicts Γ being uncountable.













Now we prove the second result. Let 1 < p < 2. If T : `p,∞(Γ) → Lp,∞({−1, 1}I)
is an embedding and Teγ is independent, then we can construct a certain unbounded
increasing sequence (bk)∞k=1 (Proposition 2.26) but at the same time it is bounded by the
norm of some elements in Lp,∞({−1, 1}I). This will lead to a contradiction. The proof
is derived through the following few lemmas. First, we show that Teγ has mean zero for
uncountably many γ ∈ Γ.
Lemma 2.21. Let 1 < p < ∞. If T : `p,∞(Γ) → Lp,∞({−1, 1}I) is an embedding, then∫
Teγ dµ = 0 except for countably many γ ∈ Γ.
Proof. Note that ‖f‖ & ∫ |f | dµ ≥ ∫ f dµ for all f ∈ Lp,∞({−1, 1}I). Let F ⊂ Γ be









∥∥∥∥∥∥ ∼ |F |1/p.











Teγ dµ 6= 0 for uncountably many γ ∈ Γ. Then there exists C > 0 and








for all finite subset F ⊂ G, which implies that |F |1/p−1 > C. But this is impossible since
F is arbitrary. Thus,
∫
Teγ dµ 6= 0 for countably many γ ∈ Γ.
As a consequence of Lemma 2.21, we may assume Teγ has mean zero for all γ ∈ Γ.
The following result estimates the norm of the square function of independent mean zero
random variables. This fact in pointed out by Carothers and Dilworth [3].
Theorem 2.22 ([3, Fact 2.2]). Let 1 < p < ∞ and 1 ≤ q ≤ ∞ and let f1, . . . fn be















Lemma 2.23. Let 1 < p < 2 and T : `p,∞(Γ) → Lp,∞({−1, 1}I) be an embedding. If
(Teγ)γ∈Γ is independent, then Γ′ =
{




{∣∣Teγ∣∣ > c})1/p = 0} is countable.





∥∥∥∥∥∥∥ ≥ |F |1/p




{∣∣Teγ∣∣ > c})1/p < 12 whenever c ≥ nγ . Hence, ∥∥Teγ1{|Teγ |>nγ}∥∥ ≤ 2 for
all γ ∈ Γ′.
Suppose Γ′ is uncountable. Then there exists an infinite set Γ′′ ⊆ Γ′ and n0 ∈ N
such that nγ = n0 for all γ ∈ Γ′′. Let gγ = Teγ1{|fγ |≤n0} and hγ = Teγ1{|fγ |>n0} for all
γ ∈ Γ′′. Note that |gγ | ≤ n0 and ‖hγ‖ ≤ 12 for all γ ∈ Γ′′. Hence, for any finite subset
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≤ n0|F |1/2 + 2 |F |
1/p,
which implies that |F |1/p−1/2 ≤ 2−1 n0. But this leads to contradiction since 1 < p < 2
and Γ′′ is infinite.
Lemma 2.24. Let 1 < p < 2 and T : `p,∞(Γ) → Lp,∞({−1, 1}I) be an embedding. If
(Teγ)γ∈Γ is independent, then there exists a constant 0 <  < 1 and a sequence of positive
numbers (bi)∞i=1 that satisfies the following conditions:





is an integer ≥ 2 for all i ∈ N (2.2.3)




{∣∣Teγ∣∣ > bi})1/p >  for all γ ∈ Γn, 1 ≤ i ≤ n. (2.2.4)






{∣∣Teγ∣∣ > c})1/p > 0 for all γ ∈ Γ.






{∣∣Teγ∣∣ > c})1/p > 4 for all γ ∈ Γ0. (2.2.5)





{∣∣Teγ∣∣ > b1})1/p > 4 >  for all γ ∈ Γ1.
So, b1 satisfies conditions (2.2.3) and (2.2.4).
Next, we find b2. By (2.2.5), there exists c2 > 0 with c2 ≥ 21/p b1 and an uncountable




{∣∣Teγ∣∣ > c2})1/p > 4 for all γ ∈ Γ2.
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Now, let b2 = max
{
m1/p b1 : m ∈ N and m1/p b1 ≤ c2
}
. By the choice of c2 we see that
(b2/b1)p = m is an integer ≥ 2. So, b2 satisfies conditions (2.2.3). Also,(
µ
{∣∣Teγ∣∣ > b2})1/p ≥ (µ{∣∣Teγ∣∣ > c2})1/p > 4
c2
.




{∣∣Teγ∣∣ > b2})1/p ≥ 4b2
c2















>  since 1 < p < 2.
So, b2 satisfies condition (2.2.4). In the same way, we can inductively construct b3, b4, . . .
and complete the proof.
In the lemma below, we present an easy result from Calculus.












































for all α > 0. And thus, the claim follows.
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Proposition 2.26. Let 1 < p < 2 and T : `p,∞(Γ) → Lp,∞({−1, 1}I) be an embedding.
Let (bi)∞i=1 and 0 <  < 1 as in Lemma 2.24. If (Teγ)γ∈Γ is independent, then for any





∥∥∥∥∥ ≥ 2−1/p bk.
Proof. Fix k ∈ N. Choose n ∈ N, n > k, so large that exp (− 12(n− k + 1)(/bk)p) ≤ 12 .




{∣∣Teγj ∣∣ > bi})1/p >  for 1 ≤ j ≤ n, 1 ≤ i ≤ n.
Define mk−1 = 0 and mi = (bi/bk)p for k ≤ i ≤ n. For a given i, where k ≤ i ≤ n, let
Aj = {|Teγj | > bi} if mi−1 < j ≤ mi. Note that µ(Aj) > (/bi)p for all mi−1 < j ≤ mi.


























































































2.2 Embedding from `p,∞(Γ) into Lp,∞({−1, 1}I) 38





































































Theorem 2.27. Let 1 < p < 2. If T : `p,∞(Γ)→ Lp,∞({−1, 1}I) is an embedding, then
(Teγ)γ∈Γ is not independent.
Proof. Suppose (Teγ)γ∈Γ is independent. Let (bi)∞i=1 as in Lemma 2.24. Then, by Propo-










































However, from (2.2.3), we know that lim
k→∞
bk =∞. This is a contradiction.
Chapter 3
Embeddings Between Lp,∞ Spaces
In this chapter, we take a closer look into embeddings between Lp,∞(Ω,Σ, µ) spaces
for purely non-atomic measure spaces (Ω,Σ, µ). We shall call these spaces purely non-
atomic Lp,∞ spaces. In order to obtain some characteristics of embeddings between
purely non-atomic Lp,∞ spaces, we need to represent these spaces in a more informative




aα · {−1, 1}Iα
)
for some index sets A and (Iα)α∈A and positive constants
(aα)α∈A. In the subsequent sections, it will be shown that the conditions on A and Iα
are used to identify isomorphism between purely non-atomic Lp,∞ spaces.
The task to identify isomorphic classes of purely non-atomic Lp,∞ spaces begins
with obtaining some sufficient and necessary conditions for embeddings between these
spaces. In Section 3.2, we will investigate necessary conditions for the isomorphism
betwen purely non-atomic Lp,∞ spaces. Three isomorphic invariant parameters will be








|Iα|, and max(|A|,ℵ0). The latter is valid
for 2 ≤ p <∞. In Section 3.3, we shall present a sufficient and necessary condition for a
complemented embedding between certain purely non-atomic Lp,∞ spaces for 2 ≤ p <∞.
Though these results do not form a complete characterization of isomorphism between
purely non-atomic Lp,∞ spaces, they are useful to distinguish certain isomophic classes
as we shall see in Chapter 4.
39
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3.1 Representation of Purely Non-atomic Lp,∞ Spaces
The following result is a consequence of Maharam’s theorem on classification of measure
algebras, which can be found in [4, Theorems 14.7 and 14.8]. It is stated in the form in
which we will use it.
Theorem 3.1 (Maharam). Let (Ω,Σ, µ) be a purely non-atomic, finite measure space.
Then (Ω,Σ, µ) is measure isomorphic to
⊕
α∈A
aα · {−1, 1}Iα, where |A| ≤ ℵ0, 0 < aα, and∣∣Iα∣∣ ≥ ℵ0 for all α ∈ A.






. First, we shall obtain a decomposition for any Lp,∞
space.





α∈A such that L











= 0 if α 6= β for all α, β ∈ A. Then S with the inclusion
relation is a partially ordered set. By Zorn’s Lemma, there exists a maximal element of
S, say (Ωα)α∈A.
We observe that if σ ∈ Σ has finite positive measure, then
µ(σ ∩ Ωα) > 0 for some α ∈ A; (3.1.1)








The condition (3.1.1) follows from the maximality of (Ωα)α∈A. To see (3.1.2), we
take B = {α ∈ A : µ(σ ∩ Ωα) > 0}. If B is uncountable, then there exists an countably
infinite subset B′ ⊂ B and  > 0 such that µ(σ ∩ Ωα) >  for all α ∈ B′. Then µ(σ) ≥∑
α∈B′















> 0 for some β ∈ A. However, this implies
µ(σ ∩ Ωγ) > 0 for some γ ∈ A \B, contradicts the choice of B. Thus, (3.1.2) follows.
For all α ∈ A, let Σα = {σ ∩ Ωα : σ ∈ Σ} and µα = µ
∣∣
Σα
. We will construct an
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Let f ∈ Lp,∞(Ω,Σ, µ). Then for each n ∈ N, 0 < µ ({|f | > 1n}) <∞, and by (3.1.2),
there exists a countable subset Bn ⊆ A such that
µ
({













































Thus, for each f ∈ Lp,∞(Ω,Σ, µ), we can define a countable set Bf = {α ∈ A : f1Ωα 6= 0}.
For each α ∈ A, let
fα =

f1Ωα if α ∈ Bf ;
0 if α /∈ Bf .
Then each fα is Σα-measurable and since fα = 0 except for countably many α ∈ A,⊕
α∈A



























Let f, g ∈ Lp,∞(Ω,Σ, µ). It is obvious that T (cf) = cTf for all c ∈ R. Note that
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B(f+g) ⊆ (Bf ∪Bg). If α ∈ (Bf ∩Bg) \B(f+g), then f1Ωα = −g1Ωα a.e. Hence,
T (f + g) =
⊕
α∈A
(f + g)α =

(f + g)1Ωα if α ∈ B(f+g)
0 if α /∈ B(f+g)
=

(f + g)1Ωα = f1Ωα if α ∈ Bf \Bg
(f + g)1Ωα = g1Ωα if α ∈ Bg \Bf
0 = f1Ωα + g1Ωα if α ∈ (Bf ∩Bg) \B(f+g)











= Tf + Tg.












Proposition 1.6, g1Ωα = 0 a.e. except for countably many α ∈ A. Let




g1Ωα is defined a.e. on (Ω,Σ, µ). Clearly,
⊕
α∈A
fα = g a.e.
The following proposition is an extension of Theorem 1.5.
Proposition 3.3. Let A be an index set. For all α ∈ A, let (Ωα,Σα, µα) and (Ω′α,Σ′α, µ′α)
be finite measure spaces. If (Ωα,Σα, µα) is measure isomorphic to (Ω′α,Σ′α, µ′α) for all











Proof. For every α ∈ A, let τα : Σα → Σ′α be such that τα induces a measure isomorphism
form (Ωα,Σα, µα) onto (Ω′α,Σ′α, µ′α). For a countable subset B ⊆ A, we define FB to be










where the sum is taken pointwise, aα,n ∈ R, σα,n ∈ Σα for all n ∈ N, α ∈ B and
σα,n∩σα,m = ∅ if m 6= n. Then
⋃
FB, where the union is taken over all countable subset
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Then T is an isometry from
⋃

















Now we present the representation theorem of purely non-atomic Lp,∞ spaces.
Theorem 3.4. Let (Ω,Σ, µ) be a purely non-atomic measure space. Then there exists




aα · {−1, 1}Iα
)
, where
∣∣Iα∣∣ ≥ ℵ0 for all α ∈ A.
Proof. By Proposition 3.2, there exist purely non-atomic finite measure spaces (Ωβ ,Σβ, µβ)β∈B





. And by Theorem 3.1,
for each β ∈ B, there exists an index set Jβ, 0 < aα ∈ R, and |Iα| ≥ ℵ0 for all α ∈ Jβ
such that (Ωβ,Σβ , µβ) is measure isomorphic to
⊕
α∈Jβ
aα · {−1, 1}Iα . Then











aα · {−1, 1}Iα




aα · {−1, 1}Iα
)




In the sequel, a purely non-atomic measure space (Ω,Σ, µ) is said to be in standard
form if Lp,∞(Ω,Σ, µ) is isomorphic to Lp,∞
(⊕
α∈A
aα · {−1, 1}Iα
)
for some index sets A,
(Iα)α∈A with |Iα| ≥ ℵ0 for all α ∈ A and positive real numbers (aα)α∈A. The following
is a useful property of purely non-atomic Lp,∞ spaces.














aα · {−1, 1}Iα
)
.
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Proof. For any f ∈ Lp,∞
(⊕
α∈A
aα · {−1, 1}Iα
)
, we write f =
⊕
α∈A
fα, where fα = f1{−1,1}Iα .
For each α ∈ A, fix iα ∈ Iα and denote Ω−α = {ω ∈ {−1, 1} : ω(iα) = −1} and
Ω+α = {ω ∈ {−1, 1} : ω(iα) = 1}. Since for each α ∈ A, |Iα| ≥ ℵ0, we have a bijection
φα : Iα → Iα \ {iα}. Define mappings τ−α : {−1, 1} → Ω−α by (τ−α ω)i = ωφα(i), i ∈ Iα and
τ+α : {−1, 1} → Ω+α by (τ+α ω)i = ωφα(i), i ∈ Iα. Then both τ−α and τ+α are bijections for










aα · {−1, 1}Iα
)⊕(⊕
α∈A
aα · {−1, 1}Iα
))
by Tf = f1 ⊕ f2, where f1(ω) =
⊕
α∈A
fα(τ−α ω) and f2(ω) =
⊕
α∈A
fα(τ+α ω). T is obviously
linear. To calculate the norm of Tf , we observe that for each α ∈ A and any c > 0,
µα{|f1| > c}+ µα{|f2| > c} = µα{|f1Ω−α | > c}+ µα{|f1Ω+α | > c}
= 2µα{|f | > c}.
So, ‖Tf‖ = ‖f1 ⊕ f2‖ = 2‖f‖ for all f ∈ Lp,∞
(⊕
α∈A
aα · {−1, 1}Iα
)
. Thus, T is




aα · {−1, 1}Iα
)⊕( ⊕
α∈A
aα · {−1, 1}Iα
))













if ω ∈ Ω+α .
Since f1 and f2 are both measurable functions, f =
⊕
α∈A




aα · {−1, 1}Iα . In fact, f ∈ Lp,∞
(⊕
α∈A
aα · {−1, 1}Iα
)
and Tf = f1 ⊕ f2.
By Proposition 3.5, any purely non-atomic Lp,∞ space satisfies the hypothesis in The-
orem 1.3. Hence, for any purely non-atomic measure spaces (Ω1,Σ1, µ1) and (Ω2,Σ2, µ2),
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3.2 Isomorphic-invariant Parameters




aα · {−1, 1}Iα
)
. These conditions are expressed in terms of the
parameters |A| and |Iα|.




aα · {−1, 1}Iα . For each α ∈ A and i ∈ Iα, let εαi be defined by
εαi (ω) =

εi(ω) if ω ∈ aα · {−1, 1}Iα ;
0 otherwise,
and let Pα be the projection from Lp,∞
(⊕
α∈A




aα · {−1, 1}Iα
)
.
By Khintchine’s inequality, (εi)i∈Iα is equivalent to the `2(Iα) basis. Hence,
`2(Iα) ↪→ Lp,∞
({−1, 1}Iα) ↪→ Lp,∞(⊕
α∈A
aα · {−1, 1}Iα
)
for all α ∈ A. (3.2.1)
The first result is given below.
Theorem 3.6. Let 1 < p <∞. If Lp,∞
(⊕
α∈A





















Proof. Note that for any measure space (Ω,Σ, µ), the simple functions on Ω are dense
in Lq,1(Ω,Σ, µ), the predual of Lp,∞(Ω,Σ, µ). Hence, Lp,∞
(⊕
α∈A
aα · {−1, 1}Iα
)
can be





aα · {−1, 1}Iα
))′




















bβ · {−1, 1}Jβ
)
can also be normed by A.
































, then |B| > |A|. For each β ∈ B, let fβ = 1bβ ·{−1,1}Jβ .
Then for each β ∈ B, there exists gβ ∈ A such that 〈fβ, gβ〉 6= 0. Since |B| > |A|, there
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exists g ∈ A such that 〈fβ , g〉 6= 0 for uncountably many β ∈ B. Hence, there exists
δ > 0, an infinite subset B′ ⊆ B, and M < ∞ such that ∣∣〈fβ, g〉∣∣ > δ and bβ ≤ M for
all β ∈ B′. Without loss of generality, assume 〈fβ, g〉 > δ for all β ∈ B′. Let F be an











≤ ‖g‖M |F |1/p,
which implies |F |1−1/p ≤ ‖g‖Mδ−1. However, this leads to a contradiction because |F |
can be arbitrarily large.
On the other hand, if sup
β∈B






, then there exists β0 ∈ B such
that




= |A|. Since ∣∣Jβ0∣∣ > |A|, there exists g0 ∈ A, ρ > 0 and
infinite subset J ⊆ Jβ0 such that 〈εβ0j , g0〉 > ρ for all j ∈ J . Hence, for any finite subset











∼ ‖g0‖ ‖(ej)j∈F ‖`2
= ‖g0‖ |F |1/2,














The following lemma will be used to prove the second result.
Lemma 3.7. Let Γ be an uncountable set and (Ω,Σ, µ) be a measure space. If p 6= 2 and
T : `2(Γ)→ Lp,∞(Ω,Σ, µ) is an embedding, then (Teγ)γ∈Γ cannot be pairwise disjoint.
Proof. Let δ > 0 be such that ‖Teγ‖ > δ for all γ ∈ Γ. Then for every γ ∈ Γ, there is a
positive rational number cγ such that cγ
(
µ{|Teγ | > cγ}
)1/p
> δ. Since Γ is uncountable,
3.2 Isomorphic-invariant Parameters 47
there exists c > 0 and an infinite subset Γ′ ⊆ Γ such that c(µ{|Teγ | > c})1/p > δ for all
γ ∈ Γ′.





























∥∥∥∥∥∥ ≥ δ|F |1/p. (3.2.2)




∥∥∥∥∥∥ ∼ ‖(eγ)γ∈F ‖`2 = |F |1/2 (3.2.3)












1/p = ‖T‖ |F |1/p. (3.2.4)
Since F can be arbitrarily large, (3.2.2) and (3.2.3) implies p > 2. But on the other
hand, (3.2.3) and (3.2.4) implies p < 2. This is a contradiction. Thus, (Teγ) cannot be
pairwise disjoint.
Theorem 3.8. Let 1 < p <∞. If Lp,∞
(⊕
α∈A













Proof. By symmetry, it is sufficient to show sup
β∈B
|Jβ | ≤ sup
α∈A




















First, we consider the case p 6= 2. Let ΩA =
⊕
α∈A




{−1, 1}Jβ . By (3.2.1), `2(Jβ0) ↪→ Lp,∞(ΩB). And since Lp,∞(ΩB) ↪→ Lp,∞(ΩA), there is
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Jαn = {j ∈ Jβ0 : 〈Tej , g〉 6= 0 for some g ∈ Eαn} .
If there is an n ∈ N so that |Jαn | > sup
α∈A
|Iα| ≥ ℵ0, then there exists a subset J ′ ⊆ Jαn
with |J ′| = |Jαn | and δ > 0 such that for all j ∈ J ′,
∣∣〈Tej , g〉∣∣ > δ for some g ∈ Eαn. Also,
for any α ∈ A, |Eαn| = |Iα| ≤ sup
α∈A
|Iα| < |J ′|. Hence, without loss of generality, there
exists an infinite subset J ′′ ⊆ J ′ and g0 ∈ Eαn such that 〈Tej , g0〉 > δ for all j ∈ J ′′. This
implies for any finite subset F ⊂ J ′′ we have












≤ ‖g0‖ ‖T‖ |F |1/2,
which leads to a contradiction. So, we must have |Jαn | ≤ sup
α∈A
|Iα| for all n ∈ N . However,
this contradicts Lemma 3.7 and thus, sup
β∈B
|Jβ | ≤ sup
α∈A
|Iα|. To see the contradiction,







Let j1 ∈ Jβ0 be arbitrary. Assume that jτ has been chosen for all τ < τ0 < |Jβ0 |.




{−1, 1}Iα . Denote Λτ0 =
⋃
τ<τ0















3.2 Isomorphic-invariant Parameters 49
Hence, there exists j ∈ Jβ0 such that 〈Tej , g〉 = 0 for all g ∈ Eαn, α ∈ Λτ0 , n ∈ N. This
implies that Tej = 0 a.e. on {−1, 1}Iα for all α ∈ Λτ0 . Thus, Tej is disjoint from Tejτ
for all τ < τ0. To complete the induction, let jτ0 = j.
Now we consider the case p = 2. Let S : L2,∞({−1, 1}Jβ0 ) → L2,∞(ΩA) be an
embedding and g1 = 1{−1,1}Jβ0 . Since (εj)j∈Jβ0 is equivalent to the `
2(Jβ0) basis, we can
use similar argument as the induction process above to find j1 ∈ Jβ0 such that Sεj1 is
disjoint from Sg1. Let g2 = εj1 . By Proposition 1.6, there exists a countable subset A
′ ⊂
A such that Sg1 and Sg2 are supported on
⋃˙
α∈A′
{−1, 1}Iα . Since (1{εj1=−1}·εj)j∈Jβ0\{j1} is




is disjoint from Sg1 and Sg2. Let g3 = 1{εj1=−1} · εj2 . Continue inductively to choose
(gn)∞n=1 such that (gn)∞n=1 is equivalent to the Haar functions (hn)∞n=1 and (Sgn)∞n=1 are
pairwise disjoint. However, this contradicts Theorem 1.7.
Theorem 3.8 implies the following.
Theorem 3.9. Suppose Lp,∞
(⊕
α∈A





bβ · {−1, 1}Jβ
)
. If
{|Iα| : α ∈ A} has a maximum, then so does {|Jβ | : β ∈ B}. In this case, the max-
ima are equal.
To prove Theorem 3.9, we need the following lemmas.
Lemma 3.10. Let I and J be arbitrary index sets so that |I| > max(|J |,ℵ0). If T :
`2(I)→ Lp,∞({−1, 1}J) is a bounded linear operator, then ∣∣{i ∈ I : Tei 6= 0}∣∣ < |I|.
Proof. Let IT = {i ∈ I : Tei 6= 0} and S be the collection of all functions in
(
Lp,∞({−1, 1}J))′
of the form 1σ, where σ ∈
⋃
finite F⊆J
σ{εi : i ∈ F}. Suppose |IT | = |I|. Then for every
i ∈ IT , there is gi ∈ S such that 〈Tei, gi〉 6= 0. Since |S| = |J | < |I|, there exists g0 ∈ S
and I ′ ⊆ I with |I ′| = |I| such that 〈Tei, g0〉 6= 0 for all i ∈ I ′. Since I ′ is uncountable,
without loss of generality, we may assume that there exists  > 0 with |〈Tei, g0〉| >  for





|〈Tei, g0〉| > |F |.
On the other hand,∥∥∥∥∥∑
i∈F
sign(〈Tei, g0〉)Tei




∥∥∥∥∥ ∼ ‖T‖ |F |1/2
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so that |F |1/2 . ‖T‖−1. But this is a contradiction because F could be arbitrarily
large.





be a bounded linear operator. Then for all B ⊆ A with |B| < |I|, there exists i ∈ I such
that PαTei = 0 for all α ∈ B.
Proof. Otherwise, there exists B ⊆ A with |B| < |I| such that for all i ∈ I, PαTei 6= 0
for some α ∈ B. For each i ∈ I, choose αi ∈ B such that PαiTei 6= 0. Since |B| < |I|,
there exists I ′ ⊆ I, |I ′| = |I| and α0 ∈ B such that Pα0Tei 6= 0 for all i ∈ I ′. Since
Pα0T : `
2(I) → Lp,∞({−1, 1}Iα0) is bounded and |I| > max(|Iα0 |,ℵ0), by Lemma 3.10,
|I ′| = ∣∣{i ∈ I : (Pα0T )ei 6= 0}∣∣ < |I|, which is a contradiction.
Proof of Theorem 3.9. On the contrary, suppose {|Iα| : α ∈ A} has a maximum, say |Iα0 |,





∣∣Iα∣∣ = ∣∣Iα0∣∣ for all
γ ∈ B. By (3.2.1), `2(Iα0) ↪→ Lp,∞
(⊕
α∈A





bβ · {−1, 1}Jβ
)
.
Hence, there is an embedding T : `2(Iα0)→ Lp,∞
(⊕
β∈B
bβ · {−1, 1}Jβ
)
. By Lemma 3.11,
we can inductively construct a subset I ′ ⊆ Iα0 with |I ′| = |Iα0 | such that (Tei)i∈I′ is
pairwise disjoint. By Lemma 3.7, we must have p = 2.
Let S : L2,∞({−1, 1}Iα0 ) → L2,∞
(⊕
β∈B
bβ · {−1, 1}Jβ
)
be an embedding. Following
the same argument as in the proof of Theorem 3.8 for the case p = 2, we can construct a
pairwise disjoint sequence (gn)∞n=1 so that it is equivalent to the Haar functions (hn)∞n=1
and (Sgn)∞n=1 are pairwise disjoint. But this contradicts Theorem 1.7. Thus, {|Jβ| : β ∈
B} must have a maximum.
Next, we present the third result.
Theorem 3.12. Let 2 ≤ p <∞. If Lp,∞
(⊕
α∈A





bβ · {−1, 1}Jβ
)
,
then max(|A|,ℵ0) = max(|B|,ℵ0).









aα · {−1, 1}Iα
)
and max(|B|,ℵ0) > max(|A|,ℵ0).
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Then |B| > max(|A|,ℵ0). Hence, there exists n ∈ N such that∣∣∣∣{β ∈ B : 1n ≤ bβ ≤ n
}∣∣∣∣ = |B|.




bβ · {−1, 1}Iβ
 ↪→ Lp,∞(⊕
α∈A
aα · {−1, 1}Iα
)
.
Let T : `p,∞(B′) → Lp,∞
(⊕
α∈A
aα · {−1, 1}Iα
)
be an embedding. By Lemma 2.17,
the bounded map PαT satisfies
∣∣{β ∈ B′ : (PαT )eβ 6= 0}∣∣ ≤ ℵ0 for all α ∈ A. For each
α ∈ A, let Bα = {β ∈ B′ : (PαT )eβ 6= 0}. Then∣∣∣∣∣ ⋃
α∈A
Bα
∣∣∣∣∣ ≤ |A| · ℵ0 ≤ max(|A|,ℵ0) < |B|.





such that (PαT )eβ0 = 0 for all α ∈ A. But this
implies that Teβ0 = 0, contradicts T being an embedding.
The results in this section are summarized as follows.
Definition 3.13. A parameter Π defined for every measure space in standard form is
said to be isomorphic-invariant (for weak Lp spaces defined on measure spaces in standard
form) if Π(Ω1,Σ1, µ1) = Π(Ω2,Σ2, µ2) whenever Lp,∞(Ω1,Σ1, µ1) ∼ Lp,∞(Ω2,Σ2, µ2).
























aα · {−1, 1}Iα
)
= max (|A|,ℵ0) for 2 ≤ p <∞.
Note that a consequence of Theorem 2.1, Π3 is not isomorphic-invariant for 1 < p <
2. Let I be an uncountable index set and for each i ∈ I, Ji be a copy of [0, 1]. By






Lp,∞({−1, 1}I) c↪→ Lp,∞({−1, 1}I)
⊕
Lp,∞({−1, 1}I) ∼ Lp,∞({−1, 1}I).
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On the other hand,










⊕{−1, 1}I) ∼ Lp,∞({−1, 1}I). However, Π3({−1, 1}I) =





3.3 Characterization of An Embedding Between Weak Lp
Spaces, p ≥ 2
Let B be an index set and let (Jβ)β∈B be a collection of infinite sets. Assuming certain











for 2 ≤ p < ∞. The main
result in this section is given below.
Theorem 3.14. Let A and B be arbitrary index sets and (Iα)α∈A and (Jβ)β∈B be col-
lections of infinite sets. Assume
If {|Jβ| : β ∈ B} has a maximum, say
∣∣Jβ0∣∣, then ∣∣{β ∈ B : ∣∣Jβ0∣∣ = |Jβ |}∣∣ ≥ ℵ0.
(3.3.1)
Then, for 2 ≤ p <∞, the following are equivalent:
























Furthermore, for 1 < p < 2 we have (1)⇒ (2)⇒ (3).
A collection of infinite sets (Jβ)β∈B is called having infinite-maximum property if it
satisfies (3.3.1). The more complicated part of the proof is the implication (3) ⇒ (1).
We shall prove the theorem using the following results.
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. Then there exists a Haar function h ∈ L2,∞({−1, 1}I) such
that PαTh 6= 0 for some α ∈ A with |Iα| ≥ |I|.
Proof. On the contrary, suppose for all Haar function h ∈ L2,∞({−1, 1}I),
PαTh = 0 for all α ∈ A where |Iα| ≥ |I|. (3.3.2)
Let g1 = 1{−1,1}I and A1 = {α ∈ A : PαTg1 6= 0}. By Proposition 1.6, |A1| ≤ ℵ0.





for all i ∈ I.
Since |A1| ≤ ℵ0 < |I| and (εi)i∈I is equivalent to the `2(I) basis, by Lemma 3.11, there
exists i1 ∈ I such that PαTεi1 = 0 for all α ∈ A1.








for all j ∈ I \ {i1}. Note that A2




j∈I\{i1} is equivalent to the





0 for all α ∈ A1 ∪A2.
Let g3 = 1{εi1=1} · εi2 . Then Tg3 is disjoint from Tg1 and Tg2. Continue inductively
to choose g4, g5, . . . such that (gn)∞n=1 is equivalent to the sequence of Haar functions
(hn)∞n=1 and (Tgn)∞n=1 are pairwise disjoint. However, this contradicts Theorem 1.7.










. Then there exists a mapping g : A→ B such that ∣∣Jg(α)∣∣ ≥∣∣Iα∣∣ for all α ∈ A and ∣∣g−1{β}∣∣ ≤ ℵ0 for all β ∈ Range(g).
Proof. Note that for each α ∈ A, any Haar function hα ∈ Lp,∞({−1, 1}Iα) can be re-





by defining it to be zero on {−1, 1}Iγ ,






so that PβThα 6= 0 and
∣∣Jβ∣∣ ≥ ∣∣Iα∣∣. Hence, we can
define a function g : A → B by the correspondence α 7→ β described above. If
there is β ∈ Range(g) where g−1{β} is uncountable, then there is an uncountable set
Aβ ⊆ g−1{β} and n ∈ N∪{0} such that for all α ∈ Aβ, hα is an n-th level Haar function
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and PβThα 6= 0. Then (hα)α∈Aβ is equivalent to the unit vectors in `2,∞(Aβ). However,
this contradicts Proposition 2.18. Thus, g−1{β} is countable for all β ∈ Range(g).
If 2 < p < ∞, then for each α ∈ A, there is β ∈ B such that |Jβ| ≥ |Iα| and
PβTε
α
i 6= 0 for some i ∈ Iα. Otherwise, there exists α ∈ A such that PβTεαi = 0 for all
i ∈ Iα and for all β ∈ B with |Jβ | ≥ |Iα|. Let B′ =
{














. Using Lemma 3.11, we can inductively construct a subset I ′ ⊆ Iα
with |I ′| = |Iα| and (Sεi)i∈I′ is pairwise disjoint. This, however, contradicts Lemma 3.7.
Thus, we have a correspondence α 7→ β such that |Jβ| ≥ |Iα| and PβTεαi 6= 0 for some
i ∈ Iα. Let g : A→ B be a function defined by such correspondence.
If there is β ∈ Range(g) with g−1{β} is uncountable, then there are uncountably
many α ∈ A so that PβTεαiα 6= 0. However, this contradicts Proposition 2.18 since
(εαiα)α∈g−1{β} is equivalent to the unit vectors in `
p,∞(g−1{β}).
Proposition 3.16 is similar to the implication (3) ⇒ (1) in Theorem 3.14. The
implication (3) ⇒ (1) in Theorem 3.14 will be true if we are able to obtain an injection
from the mapping g. The following two lemmas, which are results from set theory, show
that this is possible under a certain assumption.
Lemma 3.17. Let B be an arbitrary index set and (Jβ)β∈B be a collection of infinite sets
having infinite-maximum property. Then there exists a limit ordinal τ and a bijection
g : {γ : γ < τ} → B such that ∣∣Jg(γ1)∣∣ ≤ ∣∣Jg(γ2)∣∣ whenever γ1 < γ2 < τ .
Proof. Let τ be the order type of B and define a bijection g : {γ : γ < τ} → B by
g(0) = β0 where
∣∣Jβ0∣∣ = min{|Jβ | : β ∈ B};
g(γ) = βγ where
∣∣Jβγ ∣∣ = min{|Jβ| : β 6= g(γ′) for all γ′ < γ}.
Then
∣∣Jg(γ1)∣∣ ≤ ∣∣Jg(γ2)∣∣ whenever γ1 < γ2 < τ . If {|Jβ | : β ∈ B} has no maximal element,
then τ is a limit ordinal.
If {|Jβ| : β ∈ B} has a maximal element, say
∣∣Jβ1∣∣ = sup
β∈B
(|Jβ |), then we have an
ordinal τ ′ and a bijection
g1 : {γ : γ < τ ′} →
{
β ∈ B : |Jβ| <
∣∣Jβ1∣∣}
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so that
∣∣Jg1(γ1)∣∣ ≤ ∣∣Jg1(γ2)∣∣ whenever γ1 < γ2 < τ ′. Let C = {β ∈ B : ∣∣Jβ1∣∣ = |Jβ|}.
Then we can obtain a bijection
g2 : {γ : τ ′ ≤ γ < τ ′ + |C|} → C.
Define g = g1 ∪ g2 : {γ : γ < τ ′ + |C|} → B. Then g is bijective. And since |C| ≥ ℵ0,
τ ′ + |C| is a limit ordinal.
Lemma 3.18. Let A be a set and let g : A → {α : α < τ} be a function so that
1 ≤ ∣∣g−1{α}∣∣ ≤ ℵ0 for all α < τ . If τ is a limit ordinal, then there exists an injection
f : A→ {α : α < τ} so that f(a) ≥ g(a) for all a ∈ A.
Proof. Let γ < τ be a limit ordinal. Then γ + n < τ for all n ∈ N ∪ {0}. For this γ and
n ∈ N ∪ {0}, let Aγ+n = g−1{γ + n}. Note that 1 ≤
∣∣Aγ+n∣∣ ≤ ℵ0 for all limit ordinals








Aγ+n → {α : γ ≤ α < γ + ω}




Now, for all a ∈ A, there is a unique limit ordinal γa < τ and an integer na ∈ N∪{0}
such that g(a) = γa + na. Define f : A → {α : α < τ} by f(a) = fγa(a). Then
f(a) ≥ g(a) for all a ∈ A. Now we show that f is injective. Let a, a′ ∈ A with a 6= a′. If
γa 6= γa′ , say γa < γa′ , then γa + ω ≤ γa′ and hence, f(a) = fγa(a) 6= fγa′ (a′) = f(a′). If
γa = γa′ , then, since fγa is an injection, f(a) = fγa(a) 6= fγa(a′) = f(a′).
Proof of Theorem 3.14. If (1) holds, then for each α ∈ A, the measure algebra of {−1, 1}Iα
is isomorphic to a measure sub-algebra of {−1, 1}Jf(α) and hence, any measurable func-
tion x on {−1, 1}Iα can be extended to a measurable function x˜ on {−1, 1}Jf(α) with
























Thus, (1) ⇒ (2).
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The implication (2) ⇒ (3) is trivial. Now we show (3) ⇒ (1). By Proposition 3.16,
there exists a function g : A→ B such that ∣∣Jg(a)∣∣ ≥ ∣∣Ia∣∣ for all a ∈ A and ∣∣g−1{β}∣∣ ≤ ℵ0
for all β ∈ Range(g). And by Lemma 3.17, there exists a limit ordinal τ and a bijection
g′ : {γ : γ < τ} → Range(g) ∪ {β ∈ B : |Jβ | ≥ |Jγ | for all γ ∈ Range(g)}
such that
∣∣Jg′(γ1)∣∣ ≤ ∣∣Jg′(γ2)∣∣ whenever γ1 < γ2 < τ .
Let B′ = {β ∈ B : |Jβ| ≥ |Jγ | for all γ ∈ Range(g)}. Define a mapping g˜ : A∪B′ →





for all a ∈ A;
g˜(β) = (g′)−1(β) for all β ∈ B′.
Then g˜ is surjective and for all γ < τ ,





Hence, 1 ≤ ∣∣g˜−1{γ}∣∣ ≤ ℵ0. Since τ is a limit ordinal, by Lemma 3.18, there exists an
injection f˜ : A ∪ B′ → {γ : γ < τ} so that f˜(a) ≥ g˜(a) for all a ∈ A ∪ B′. Hence,
f = g′ ◦ f˜ |A is injective and∣∣Jf(a)∣∣ = ∣∣Jg′(f˜(a))∣∣ ≥ ∣∣Jg′(g˜(a))∣∣ = ∣∣Jg(a)∣∣ ≥ ∣∣Ia∣∣
for all a ∈ A.
As a consequence of Theorem 3.14, we have the following.
Corollary 3.19. Let 2 ≤ p < ∞. Let A and B be arbitrary index sets and (Iα)α∈A











if and only if there are injections f :
A → B and g : B → A such that ∣∣Jf(α)∣∣ ≥ ∣∣Iα∣∣ for all α ∈ A and ∣∣Ig(β)∣∣ ≥ ∣∣Jβ∣∣ for all
β ∈ B.
Chapter 4
Isomorphic Classification of Purely
Non-Atomic Weak Lp Spaces
This classification problem is an extension of the problem discussed in [7], where Leung






are isomorphic to the purely atomic weak Lp space `p,∞(N). How-
ever, the method used in [7] does not apply in the general case. For instance, we have
seen in Theorem 2.19 that for p ≥ 2 and uncountable I, `p,∞(I) cannot be embedded
into Lp,∞
({−1, 1}I) and in [9], Leung showed that for 1 < p < ∞ and uncountable I,
Lp,∞
({−1, 1}I) does not embed into any purely atomic weak Lp space Lp,∞(Ω,Σ, µ).
We learnt in chapter 3 that, in the context of Lp,∞ spaces, any purely non-atomic
measure space can be represented in the standard form
⊕
α∈A
aα · {−1, 1}Iα . By observing
the underlying measure space in the standard form, we are able to obtain an isomorphic
classification of purely non-atomic Lp,∞ spaces. This will be done in Section 4.1. There
are 18 isomorphic classes, including the trivial space, depending on the behaviour of
A, (aα)α∈A and (|Iα|)α∈A. In Section 4.2, we try to determine the uniqueness of this
classification. Because of its complexity, only partial answers have been obtained. It will
be shown that for p ≥ 2, the 18 isomorphic classes can be grouped into two mutually
exclusive (non-isomorphic) groups with 9 classes in each group. We close the chapter
will some results and open problems in regard to the uniqueness of the classification.
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aα · {−1, 1}Iα be a purely non-atomic measure space in the standard form. We
shall call the sum
∑
α∈A
aα and the cardinalities (|Iα|)α∈A the width and complexity, respec-
tively, of the measure space. We may assume A is an ordinal interval that preserves the
order of |Iα|, i.e. |Iα| ≤ |Iα′ | whenever α < α′. There are three cases to be considered:




2. A is countable and
∑
α∈Aγ
aα =∞ for all γ ∈ A, where Aγ = {α ∈ A : |Iα| ≥ |Iγ |};
3. A is uncountable and Aγ = {α ∈ A : |Iα| ≥ |Iγ |} is uncountable for all γ ∈ A.
In each case above we will consider whether {|Iα| : α ∈ A} has a maximum. In general,
any standard purely non-atomic measure space has a combination of all the three cases.
Proposition 4.1 observes the simplest form of Lp,∞ space with the underlying measure
space of case 1. Propositions 4.2 and 4.4 observe the cases 2 and 3, respectively.
The proposition below shows there are only two types of purely non-atomic Lp,∞
space with underlying standard measure space of finite width (case 1). The two types
will depend whether {|Iα| : α ∈ A} has a maximum.
Proposition 4.1. Let 1 < p < ∞ and A be an ordinal. Let ⊕
α∈A
aα · {−1, 1}Iα be a
measure space in standard form with aα > 0 for all α ∈ A,
∑
α∈A
aα <∞, and |Iα| ≤ |Iα′ |
whenever α < α′. Then





aα · {−1, 1}Iα
)
∼ Lp,∞({−1, 1}Iα0);




bn < ∞ and a collection of infinite sets (Jn)n∈N with









bn · {−1, 1}Jn
)
.




aα < ∞, A is a countable ordinal. For any α′ ∈ A, let B(α′) = {α ∈
A : |Iα| = |Iα′ |} and cα′ =
∑
α∈B(α′)
aα. By the assumption, all cα′ are positive and finite.
Let A′ ⊆ A be such that |Iα| 6= |Iβ| for all α, β ∈ A′, α 6= β. Then for all α′ ∈ A′,⊕
α∈B(α′)
















cα′ · {−1, 1}Iα′
)
.
In other words, in the context of weak Lp spaces, the measure spaces with same com-
plexity can be combined together into one measure space with a finite width. So, we
may assume |Iα| < |Iα′ | whenever α < α′.
First, we consider the case where {|Iα| : α ∈ A} has a maximum, say
∣∣Iα0∣∣. Then,
obviously, Lp,∞
({−1, 1}Iα0) c↪→ Lp,∞(⊕
α∈A
aα · {−1, 1}Iα
)
. Now we show the opposite
embedding.





· {−1, 1}Iα0 .
Since





































Next, we consider the case where {|Iα| : α ∈ A} has no maximum. Let β be the
order-type of A. In this case, β is a limit ordinal. Define β0 = 0 and for every n ∈ N, let
βn = min











βn = β. Otherwise, there exists γ < β such that γ ≥ βn for all n ∈ N.
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which implies that aγ+1 = 0. But this contradicts the assumption aα > 0 for all α ∈ A.
Hence, ⊕
α∈A





aα · {−1, 1}Iα
 .
For each n ∈ N, we will find some values bn > 0 so that Lp,∞
( ⊕
βn−1<α≤βn
aα · {−1, 1}Iα
)
can be embedded complementably into Lp,∞
(
bn · {−1, 1}Iβn
)
. The value of bn will de-
pend on the value of aβn .
LetK =
{





. Then for all n ∈ K, ∑
βn−1<α≤βn
aα < 3aβn .
So, for each n ∈ K, the measure algebra of ⊕
βn−1<α≤βn
aα · {−1, 1}Iα is isomorphic to a






aα · {−1, 1}Iα
 c↪→ Lp,∞(⊕
n∈K
3aβn · {−1, 1}Iβn
)
.
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Let K ′ = N \K. Then for all n ∈ K ′,
∑
βn−1<α<βn








































So, for each n ∈ K ′, the measure algebra of ⊕
βn−1<α≤βn
aα · {−1, 1}Iα is isomorphic to a
measure sub-algebra of 6a′n · {−1, 1}Iβn , where a′n =
∑
βn<α≤βn+1






aα · {−1, 1}Iα
 c↪→ Lp,∞(⊕
n∈K′
















































a′n · {−1, 1}Iβn
)
. (4.1.2)
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aβn if n ∈ K;
a′n if n ∈ K ′,
and

















bn · {−1, 1}Jn
)
.
The proposition below observes purely non-atomic Lp,∞ spaces with underlying stan-
dard measure space of countably infinite width (case 2). As in Proposition 4.1, there are
only two types of such spaces, depending whether {|Iα| : α ∈ A} has a maximum.
Proposition 4.2. Let 1 < p < ∞ and A be a countable ordinal. Let ⊕
α∈A
aα · {−1, 1}Iα
be a measure space in standard form with aα > 0 for all α ∈ A and |Iα| ≤ |Iα′ | whenever
α < α′. Suppose
∑
α∈Aγ
aα =∞ for all γ ∈ A, where Aγ = {α ∈ A : |Iα| ≥ |Iγ |}. Then














∣∣Iα0∣∣ for all n ∈ N;
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where ℵ0 ≤ |J1| < |J2| < · · · .
Proof. First, we consider the case where {|Iα| : α ∈ A} has a maximum, say
∣∣Iα0∣∣. For
each α ∈ A, let Fα be a finite index set such that aα ≤ |Fα|. Then for each α ∈ A, the















Since A is countable, we have a bijection from
⋃
α∈A






















∣∣Iα0∣∣ for all n ∈ N.
On the other hand, since
∑
α∈Aα0
aα = ∞, for each n ∈ N, there is a finite subset
Gn ⊂ Aα0 such that
∑
α∈Gn
aα ≥ 1 and (Gn)∞n=1 is pairwise disjoint. Then, for each
n ∈ N, the measure algebra of {−1, 1}Jn is isomorphic to a measure sub-algebra of⊕
α∈Gn
























an · {−1, 1}In
)
. (4.1.5)
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Next, we consider the case where {|Iα| : α ∈ A} has no maximum. Choose a sequence
α1 < α2 < α3 < · · · in A such that |Iα1 | < |Iα2 | < |Iα3 | < · · · and sup
n∈N
|Iαn | = sup
α∈A
|Iα|.
For each n ∈ N, let Jn = Iαn . Let (Sn)∞n=1 be a partition of N with |Sn| = ℵ0 for all
n ∈ N and for each n ∈ N, let the elements of Sn be ordered with the usual ordering of
N.
Since A is countable, there exists a bijection α↔ nα, nα ∈ N. And for each α ∈ A,
there is a finite subset Fα ⊂ Snα such that |Iα| ≤ |Jk| for all k ∈ Fα and aα ≤ |Fα|.

























On the other hand, since
∑
α∈Aα1
aα =∞, there is a finite subset G1 ⊂ Aα1 such that∑
α∈G1
aα ≥ 1. Note that for all α ∈ G1, |Iα| ≥ |J1|. Then the measure algebra of {−1, 1}J1
is isomorphic to a measure sub-algebra of
⊕
α∈G1
aα · {−1, 1}Iα . Since for each n = 2, 3, . . . ,∑
α∈Aαn











Since for all n = 2, 3, . . . , |Iα| ≥ |Jn| for all α ∈ Gn, the measure algebra of {−1, 1}Jn is
isomorphic to a measure sub-algebra of
⊕
α∈Gn


































The following lemma is a result from set theory. This will be used to prove the next
proposition.
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Lemma 4.3. Let A be a well ordered set of ordinal τ . Suppose
Aα = {γ ∈ A : γ ≥ α} is uncountable for all α ∈ A. (4.1.8)
If for every α ∈ A, we assign a non-zero countable ordinal βα, then∑
α<τ
βα ≤ τ. (4.1.9)
Proof. Without loss of generality, assume A is an ordinal interval. Obviously, by (4.1.8),
τ is an uncountable limit ordinal and in general we can write τ = ω1 · η + ζ for some
countable ordinal ζ. However, by (4.1.8), ζ = 0. Hence, τ = ω1 · η for a non-zero
ordinal η. We shall prove (4.1.9) by transfinite induction on η. First, we observe that∑
α<ω1
βα ≤ ω1. For, if
∑
α<ω1









βα ≤ ω1 · ν holds for all ν < ξ ≤ η. If ξ is a successor ordinal,









≤ ω1 · ν + ω1
= ω1 · (ν + 1) = ω1 · ξ.














βα ≤ ω1 · ξ for all ξ ≤ η and (4.1.9) follows.
The proposition below shows that there is only one type of purely non-atomic Lp,∞
spaces with underlying standard measure space of uncountably infinite width (case 3).
Proposition 4.4. Let 1 < p < ∞ and A be an ordinal. Let ⊕
α∈A
aα · {−1, 1}Iα be a
measure space in standard form with aα > 0 for all α ∈ A and |Iα| ≤ |Iα′ | whenever
α < α′. Suppose Aα =
{
γ ∈ A : |Iγ | ≥ |Iα|
}
is uncountable for all α ∈ A. Then for any









bα · {−1, 1}Iα
)
.
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bα · {−1, 1}Iα
)
.





bβ, where Gα =
γ ∈ A :∑
ν<α














is non empty and hence, we can define an ordinal
β0 = min




Here, G0 = {β ∈ A : 0 ≤ β < β0} and (4.1.10) holds with α = 0. Since a0 < ∞, β0 is










is non empty and hence, we can define an ordinal
β1 = min




Then (4.1.10) holds for α = 1. And since a1 <∞, β1 is countable. Suppose for all ν < α,
βν have been chosen so that (4.1.10) holds for all ν < α. Let
βα = min







βγ . Then (4.1.10) holds for α. Since aα <∞, βα is countable. Thus, for





















bα · {−1, 1}Iα
)
.
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Using the previous three propositions, we are now ready to state and prove the main
result.
Theorem 4.5. Let (Ω,Σ, µ) be a purely non-atomic measure space. Then Lp,∞(Ω,Σ, µ)
is isomorphic to E⊕ F⊕G, where





, where |Iα| ≥ ℵ0 and Aα =
{
γ ∈ A : |Iγ | ≥
∣∣Iα∣∣}
is uncountable for all α ∈ A;





, where either ℵ0 < |J1| < |J2| < · · · or ℵ0 ≤
|J1| = |J2| = · · · ;
3. G = {0} or Lp,∞ ({−1, 1}K1) or Lp,∞(⊕
n∈N
an · {−1, 1}Kn
)
, where ℵ0 ≤ |K1| <




Furthermore, |Iα| < |Jm| < |Kn| for any α,m, n.
Proof. By Theorem 3.4, Lp,∞(Ω,Σ, µ) ∼ Lp,∞
(⊕
α∈A
aα · {−1, 1}Iα
)
for an index set
A and a collection of positive real numbers (aα)α∈A and |Iα| ≥ ℵ0 for all α ∈ A.
In general, let A be an ordinal interval that preserves the order of |Iα| and let τ
be the order-type of A. Then τ = τ0 + ζ, where τ0 = ω1 · η and ζ < ω1. Let
τ1 = min
{





A0 = {α ∈ A : α < τ0} ∪ {α ∈ A : α ≥ τ0 and |Iα| = |Iγ | for some γ < τ0},
A1 =
({α ∈ A : τ0 ≤ α < τ0 + τ1} \A0)
∪ {α ∈ A : α ≥ τ0 + τ1 and |Iα| = |Iγ | for some γ < τ0 + τ1},
A2 = {α ∈ A : τ0 + τ1 ≤ α < τ}.
Then A = A0 ∪A1 ∪A2, where A0 is uncountable and satisfies
A0α =
{
γ ∈ A0 : |Iγ | ≥
∣∣Iα∣∣} is uncountable for all α ∈ A0, (4.1.11)
and both A1 and A2 are countable and satisfy
∑
γ∈A1α
aγ =∞ for all α ∈ A1, (4.1.12)
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where A1α =
{





















aα · {−1, 1}Iα
 .
Now, we make further observation on the spaces Lp,∞
( ⊕
α∈Ak
aα · {−1, 1}Iα
)
, k = 0, 1, 2.






















where either ℵ0 ≤ |J1| = |J2| = · · · (if {|Iα| : α ∈ A1} has maximum) or ℵ0 < |J1| <
|J2| < · · · (if {|Iα| : α ∈ A1} has no maximum).




aα · {−1, 1}Iα
)
is isomorphic to either
Lp,∞




an · {−1, 1}Kn
)
if {|Iα| : α ∈ A2} has no maximum,




From the choice of A0, A1, and A2, we see that |Iα| < |Jm| < |Kn| for any α,m, n.
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, where Aα =
{
γ ∈ A : |Iγ | ≥












, where ℵ0 ≤ |J1| < |J2| < · · · ;
G1 = Lp,∞




an · {−1, 1}Kn
)
, where ℵ0 ≤ |K1| < |K2| < · · · and
∑
n∈N
an <∞, an > 0.
The following table list all possibilities of isomorphic classes of purely non-atomic
weak Lp spaces.
Group 1 (countable width) Group 2 (uncountable width)
1. {0} 10. E1
2. F1 11. E1
⊕
F1
3. F2 12. E1
⊕
F2
4. G1 13. E1
⊕
G1































Table 4.1: isomorphic classes of purely non-atomic Lp,∞ spaces
4.2 The Uniqueness of Isomorphic Classes
Throughout the sequel, let E, F, and G as in Theorem 4.5 and E1, Fk, Gk, k = 1, 2,
as described in previous section. The isomorphic classes described in Table 4.1 are
said to be unique if they are non-isomorphic to each other. It is possible to have a
purely non-atomic Lp,∞ being isomorphic to more than one classes. For instance, when
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ℵ0 = |K| = |J1| = |J2| = · · · , any weak Lp space that is isomorphic to Lp,∞
({−1, 1}K)






We start the observation with the question: if
(
E ⊕ F ⊕ G) ∼ (E′ ⊕ F′ ⊕ G′), what
can we conclude about E and E′, F and F′, G and G′? Though a complete answer is not
known, we are able to obtain partial answer for p ≥ 2. The following proposition shows
that the two groups, countable and uncountable width, are mutually exclussive if p ≥ 2.
Proposition 4.6. Let 2 ≤ p <∞. If (E⊕ F⊕G) ∼ (E′ ⊕ F′ ⊕G′), then E ∼ E′.











. If τ = 0, then
(
F ⊕ G) ∼ (E′ ⊕ F′ ⊕ G′). Since the index sets
associated with F and G (also F′ and G′) are countable, by Theorem 3.12, τ ′ = 0. Hence,
in this case, E ∼ {0} ∼ E′.
Now, let τ 6= 0 and ζ ′ be the (countable) order type of the index set associated
with (F′ ⊕ G′). Since E ↪→ (E′ ⊕ F′ ⊕ G′), Proposition 3.16 implies that there exists a
mapping g : τ → τ ′ + ζ ′ such that ∣∣I ′g(α)∣∣ ≥ ∣∣Iα∣∣ for all α < τ and ∣∣g−1{β}∣∣ ≤ ℵ0 for all
β ∈ Range(g).
Observe that for every α < τ , there exists β < τ ′ such that
∣∣I ′β∣∣ ≥ ∣∣Iα∣∣. Otherwise,
if there is α0 < τ such that
∣∣Iα0∣∣ > ∣∣I ′β∣∣ for all β < τ ′, then τ ′ ≤ g(α) < τ ′ + ζ ′ for all




∣∣∣ ≤ ℵ0. However, this contradicts the fact that
Aα0 is uncountable, c.f. (4.1.11). Hence, for any α < τ with g(α) ≥ τ ′, we can establish
a correspondence
α 7→ βα < τ ′ such that
∣∣I ′βα∣∣ ≥ ∣∣Iα∣∣. (4.2.1)
Now define a mapping h : τ → τ ′ by
h(α) =

g(α) if g(α) < τ ′;
βα in (4.2.1) if g(α) ≥ τ ′.
Since ζ ′ is countable,
∣∣h−1{β}∣∣ ≤ max(|ζ ′|,ℵ0) = ℵ0 for all β < τ ′ and ∣∣I ′h(α)∣∣ ≥ ∣∣Iα∣∣
for all α < τ . By Lemma 3.18, we can obtain an injection f : τ → τ ′ such that∣∣∣I ′f(α)∣∣∣ ≥ |Iα| for all α < τ and it follows from Theorem 3.14 that E c↪→ E′.
By symmetry, we can use similar argument as above to obtain E′ c↪→ E. Thus, by
Theorem 1.3, E ∼ E′.
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Proposition 4.7. Suppose F′ and G′ are not both trivial. If 2 ≤ p <∞, then E1 is not
isomorphic to
(
E′1 ⊕ F′ ⊕G′
)
.




. Let A, A′, N1, and N2 be index sets





Let α0 ∈ A such that
∣∣Iα0∣∣ > sup
α∈A′






↪→ (E′ ⊕ F′ ⊕G′). By Proposition 3.16, there exists a mapping
g : Aα0 → A′ ∪ N1 ∪ N2 such that
∣∣g−1{β}∣∣ ≤ ℵ0 for all β ∈ A′ ∪ N1 ∪ N2 and
|Iα| ≤

∣∣I ′g(α)∣∣ if g(α) ∈ A′;∣∣J ′g(α)∣∣ if g(α) ∈ N1;∣∣K ′g(α)∣∣ if g(α) ∈ N2.
However, we observe that g(α) /∈ A′ for all α ∈ Aα0 since |Iα| > sup
α∈A′
∣∣I ′α∣∣ ≥ ∣∣I ′g(α)∣∣ for all









which contradicts the fact that Aα0 is uncountable, c.f. (4.1.11). Thus, the proposition
follows.
The following proposition is a direct consequence of Theorem 3.9.
























E′ ⊕ F′ ⊕G′2
)
.
Proof. Since the complexity of F1 (or G1) has a maximum, while that in F′2 (or G′2) does
not have maximum, the proposition follows directly from Theorem 3.9.
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The following tables summarizes the uniqueness properties discussed so far.
G′1 F′1 ⊕G′1 F′2 ⊕G′1 F′2 G′2 F′1 ⊕G′2 F′2 ⊕G′2
F1 1© 2© 3© B B B B
G1 4© 5© C C C C
F1 ⊕G1 6© C C C C
F2 ⊕G1 C C C C
F2 7© 8© 9©
G2 10© 11©
F1 ⊕G2 12©
Table 4.2: isomorphic relationship in group 1 (countable width)
E′1 E′1 E′1 E′1 E′1 E′1 E′1 E′1
⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕
F′1 G′1 F′1 F′2 F′2 G′2 F′1 F′2
⊕ ⊕ ⊕ ⊕
G′1 G′1 G′2 G′2
E1 A A A A A A A A
E1 ⊕ F1 13© 14© 15© B B B B
E1 ⊕G1 16© 17© C C C C
E1 ⊕ F1 ⊕G1 18© C C C C
E1 ⊕ F2 ⊕G1 C C C C
E1 ⊕ F2 19© 20© 21©
E1 ⊕G2 22© 23©
E1 ⊕ F1 ⊕G2 24©
Table 4.3: isomorphic relationship in group 2 (uncountable width)
A: non-isomorphic by Proposition 4.7
B: non-isomorphic by Proposition 4.8 (1)
C: non-isomorphic by Proposition 4.8 (2)
1©, . . . , 24© are unknown isomorphic relationships.
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In a special case where ℵ0 = |K| = |J1| = |J2| = · · · , it is known that F1 ∼ G′1. For
uncountable complexity, the isomorphic relationship between F1 and G′1 is not known.
However, if assuming F1 ∼ G′1 holds, then we would have fewer isomorphic classes.
























) ∼ (F′2 ⊕G′1).
Proof. Let (|Jm|)m∈N and |K| be the complexities associated with F and G1, respectively.




↪→ (F′1 ⊕G′1). On the other hand, by Theorem 3.9 F1 ∼ G′ implies
|Jm| = |K ′| for all m ∈ N. Since |K ′| = |J1| and |J ′m| < |K ′| = |Jm+1| for all





↪→ F1 and the isomorphism follows from Theorem 1.3.
2. Since |J ′1| < |J ′2| < · · · < |K ′|, the same argument in the previous case holds.










5. From previous cases,
(
F1 ⊕G1
) ∼ F′′1 ∼ (F′2 ⊕G′1).
Refering to Table 4.2, Proposition 4.9 tells us if 1© is an isomophism, then 2©, 3©,
4©, 5©, 6© are also isomorphisms. Similar result is obtained for 7©, . . . , 12©.
Proposition 4.10. Let p ≥ 2. If F2 ∼ G′2, then
























) ∼ (F′2 ⊕G′2).
Proof. Let (|Jm|)m∈N and (|Kn|)n∈N be the complexities associated with F and G2, re-
spectively. Similarly, (|J ′m|)m∈N and (|K ′n|)n∈N for F′ and G′2. Let ω0 denote the initial
ordinal with cardinality ℵ0.
1. Obviously, F2 ∼ G′2
c
↪→ (F′1 ⊕G′2). On the other hand, by Theorem 3.14, F2 ∼ G′2
implies there exists an injection f : ω0 → ω0 such that |K ′n| ≤ |Jf(n)| for all n < ω0.
Now, define a mapping f ′ : ω0 + ω0 → ω0 by
f ′(n) =

f(2n− 1) for n < ω0;
f(2n) for ω0 ≤ n < ω0 + ω0.
Then f ′ is an injection such that |K ′n| ≤ |Jf ′(n)| and |J ′n| < |K ′n| ≤ |Jf ′(n)| for all










2. Same argument as in the previous case. Note that the construction of the injection
f ′ does not depend on the behaviour of (|J ′n|)n∈N.










5. From previous cases,
(
F1 ⊕G2
) ∼ F′′2 ∼ (F′2 ⊕G′2).
We end the discussion by listing some open problems that may lead to the complete
understanding of the uniqueness of this classification.
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1. Does (E1 ⊕ F ⊕ G) ∼ (E′1 ⊕ F′ ⊕ G′) imply (F ⊕ G) ∼ (F′ ⊕ G′)? If yes, then we
only need to study the isomorphic relationship on the classes in either group.
2. Are F1 ∼ G′1 and F2 ∼ G′2 true? If yes, then for 2 ≤ p < ∞ and non-empty





is isomorphic to exactly one of these:
Lp,∞








, where |J1| < |J2| < · · · .
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