Abstract. In this paper we present a study on the Random Forest (RF) family of ensemble methods. From our point of view, a "classical" RF induction process presents two main drawbacks : (i) the number of trees has to be a priori fixed (ii) trees are independently, thus arbitrarily, added to the ensemble due to the randomization principle. Hence, this kind of process offers no guarantee that all the trees will well cooperate into the same committee. In this work we thus propose to study the RF mechanisms that explain this cooperation by analysing, for particular subsets of trees called sub-forests, the link between accuracy and properties such as Strength and Correlation. We show that these properties, through the Correlation/Strengh 2 ratio, should be taken into account to explain the sub-forest performance.
Introduction
Random Forest is a family of classifier ensemble methods that use randomization to produce a diverse pool of individual classifiers, as for Bagging [1] or Random Subspaces methods [2] . It can be defined as a generic principle of classifier combination that uses L tree-structured base classifiers {h(x, Θ k ), k = 1, ...L} where {Θ k } is a family of independent identically distributed random vectors, and x is an input data. The particularity of this kind of ensemble is that each decision tree is built from a random vector of parameters. A Random Forest can be built for example by randomly sampling a feature subset for each decision tree (as in Random Subspaces [2] ), and/or by randomly sampling a training data subset for each decision tree (as in Bagging [1] ). Since they have been introduced in 2001, RF have been studied in many ways, both theoretically and experimentally [3] [4] [5] [6] [7] [8] [9] [10] [11] . In most of those works, it has been shown that RF are particularly competitive with one of the most efficient learning principles, i.e. boosting [5, 7, 10] . However, the mechanisms that explain the good performance of RF are not clearly identified. For example, it has been theoretically proved in [5] and experimentally confirmed in [9] , that above a certain number of trees, adding more trees in the forest does not improve the accuracy. Yet, no research work has studied the way each tree contributes to the performance of a RF, and how they cooperate.
In this paper we propose to go one step further in the understanding of RF mechanisms, by studying properties of different subsets of decision trees, with different performance. Thus our aim is not to find better subsets of trees that can outperform a larger ensemble of trees, but rather to study properties that can explain those differences in the sub-RF performance. Therefore, as we will discuss in section 3, we have decided to use a sub-optimal classifier selection technique, i.e. SFS (Sequential Forward Selection) [12] , to generate different sub-RF that exhibit better accuracies on a test set than the initial forest from which sub-RF have been obtained. By monitoring the accuracies and by focusing on some particular properties shared by these sub-forests, we bring some primary responses for explaining the differences in performance. Strength and correlation properties, as defined in [5] , have been chosen to study the evolution of sub-RF accuracy during the classifier selection process. We show that these properties, through the Correlation/Strengh 2 ratio, are important criteria that should be taken into account for explaining the performance evolution according to the number of trees in the sub-RF.
The paper is thus organized as follows: we recall in section 2 the Forest-RI principles; in section 3, we first explain our approach for studying the RF mechanisms, and then describe our experimental protocol, the datasets used, and the results obtained. We finally draw some conclusions and future works in the last section.
The Forest-RI algorithm
One can see Random Forests as a family of methods, made of different decision trees ensemble induction algorithms, such as the Breiman Forest-RI method often cited as the reference algorithm in the literature. In this algorithm the Bagging principle is used with another randomization technique called Random Feature Selection. The training step consists in building an ensemble of decision trees, each one trained from a bootstrap sample of the original training set -i.e. applying the Bagging principle -and with a decision tree induction method called Random Tree. This induction algorithm, usually based on the CART algorithm [13] , modifies the splitting procedure for each node, in such a way that the selection of the feature used for the splitting criterion is partially randomized. That is to say, for each node, a feature subset is randomly drawn, from which the best splitting criterion is then selected.
To sum up, in the Forest-RI method, a decision tree is grown by using the following process :
-Let N be the size of the original training set. N instances are randomly drawn with replacement, to form the bootstrap sample, which is then used to build the tree. -Let M be the dimensionality of the original feature space, and K a preliminary fixed parameter so that K ∈ [1..M]. For each node of the tree, a subset of K features is randomly drawn without replacement, among which the best split is then selected. -The tree is thus built to reach its maximum size. No pruning is performed.
In this process the tree induction is directed by a single hyperparameter, i.e. the number K of randomly selected features. This number allows to introduce more or less randomization in the induction. Consequently, except when K = M, in which case the tree induction is not randomized at all, each tree of a RF presents structure and properties that can not be foreseen a priori. With the introduction of randomization in the RF induction, one hopes to take benefits of complementarities of individual trees, but there is no guarantee that adding a tree in a RF will allow to improve the performance of the ensemble. One can even imagine that some trees of a RF make the accuracy of the ensemble decrease. This idea has led us to study how trees cooperate in the same committee to ensure a better accuracy.
In the literature, only few research works have focused on the way trees have to be grown in a RF. When introducing RF formalism in [5] , Breiman demonstrated that above a certain number of trees, adding more trees does not allow to improve the performance. Precisely he stated that for an increasing number of trees in the forest, the generalisation error converges to a maximum. This result indicates that the number of trees in a forest does not have to be as large as possible to produce an accurate RF. The works of Latinne et al. in [9] , and of Bernard et al. in [3] experimentally confirm this statement. However, noting that above a certain number of trees no improvement can be obtained by adding more "arbitrary" trees in the forest does not mean obviously that the optimal performance has been reached. It does neither give explanation of the good cooperation of trees in the ensemble. Thus the idea of our experimental work is to lead an analysis of the evolution of accuracies, in order to understand this cooperation. We present in the next section our experimental approach for those purposes.
Notice that in the rest of this paper, the term Random Forest (RF) will always stand for a forest built with the Forest-RI algorithm.
Analysing strength and correlation in sub-RF
The principle of our experiments is to generate different subsets of trees and to evaluate their accuracies on the same test set so that it will be possible to examine some properties shared by the "best" sub-RF regarding the performance of the initial RF. The idea is firstly to use a classifier selection technique to generate those sub-RF and then to measure and monitor the properties on which we have decided to focus on. First, two main choices have thus to be made: a selection criterion and a selection method.
Selection criteria for classifier selection can be divided into two main approaches: the filter approach and the wrapper approach [14] . On the one hand the filter approach consists in selecting a subset of classifiers according to an a priori evaluation that does not take into account the combination performance. On the other hand, the wrapper approach attempts to select the subset of classifiers that a posteriori optimizes the combination performance. As we intend to find a correlation between properties and accuracy the wrapper principle has been adopted for our experiments. Thus classifiers have been selected by optimizing the accuracy on a test set -i.e. minimizing the error rate. It is obvious that using the test set for the selection criterion, rather than an independent validation set, does not allow to evaluate the generalisation error rate of the resulting subsets and thus will not allow to conclude on the overall performance of the sub-RF comparing to the initial forest. However our goal is not actually to perform classifier selection to find better sub-RF in terms of generalisation capacities, but rather to focus on a possible link between accuracy and some properties regarding a particular prediction set.
Concerning the selection method, for the reasons mentioned above, the optimality of the selection method is not a priority here. That is the reason why the well-known classifier selection algorithm SFS (Sequential Forward Selection) has been chosen. This method is known to be sub-optimal because the sequential process makes each iteration depend on the previous one, and finally not all the possible solutions are explored. However it presents the advantage to be fast and simple. This selection technique iteratively builds a sub-optimal subset from an ensemble of classifiers according to a given criterion [12] . At each iteration of the SFS process, each remaining classifier is added to the current subset and the one that optimizes the performance of the ensemble is retained. The stopping criterion in such an iterative process is commonly based on the convergence of the accuracy, but it can also be defined for example by a maximum number of iterations that determines the number of classifiers in the final subset [15] . For our experiments we have decided to let the selection algorithm explore all the possible iterations, i.e. for a number L , from 1 to L, of trees in the final subset, where L is the size of the original RF.
Then, our goal is thus to bring elements of explanation for this evolution of accuracy. In [5] , Breiman introduced two crucial notions for inducing accurate RF : the strength, noted s, and the correlation, noted ρ. The definition of the strength is based on the margin function of a RF, that measures the extent to which the average number of votes for the right class exceeds the average vote for any other class. The strength is consequently defined as the expectation of the margin function over all the training samples. The correlation is the "classical" pairwise correlation, averaged over all the pairs of decision trees in the forest. This pairwise correlation is however computed through the raw margin function of each tree which gives three possible answers for a given training sample: 1 if the tree predicts the right label; −1 if the tree predicts the most popular of the wrong label; and 0 if the tree does not predict any of these two labels.
Breiman proved that an upper bound of the generalisation error of RF is given thanks to the ratio ρ s 2 . He conjectured that in understanding the functioning of random forests, this ratio will be a helpful guide -the smaller it is, the better. We thus propose to experimentally study this statement by measuring this ratio for each of the sub-RF obtained during the selection process. This would allow to match this property with the accuracy, and to determine whether or not it can totally or partially explain its evolution.
We first describe in the following subsection the datasets used. We then detail our experimental protocol and results in the next two subsections.
Datasets
The 18 datasets that have been used in these experiments are described in Table 1 . The first 13 datasets have been selected from the UCI repository [16] , because they concern different machine learning issues in terms of number of classes, number of features and number of samples. Twonorm and Ringnorm are two synthetic datasets designed by Breiman and described in [17] . Three additional datasets on different handwritten digit recognition problems have been used: (i) the well-known MNIST database [18] with a 85 multiresolution density feature set (1 + 2 × 2 + 4 × 4 + 8 × 8) built from greyscale mean values as explained in [3] ; (ii) Digits and DigReject both described in [19] , on which a 330-feature set has been extracted, made from three state-of-the-art kinds of descriptors, i.e. a 117-statistical/structural feature set [20] , a 128-feature set extracted from the chaincode (contour-based) [21] , and the same 85-feature set as for MNIST. 
Experimental protocol
In this section we describe the full experimental protocol. First, each dataset has been divided into a training and a testing subset, with respectively two thirds of the samples used for training, and the other third for testing. We denote this split by T = (T r , T s ) where T r and T s stand respectively for the training set and the testing set. Then, a RF is grown from T r , with a number L of trees fixed to 300. The value of the hyperparameter K has been fixed to √ M, which is a default value commonly used in the literature. An experimental work on the parametrization of RF, presented in [22] , has shown that this value of K is a good compromise to induct accurate RF. Thus, SFS method is applied on the RF, so that at each iteration the tree to add is the one that allows to obtain the most accurate sub-forest on the test set. For each of these sub-RF three measures have been monitored : (i) the error rate measured on T s (ii) the strength value (iii) and the correlation value.
Finally a statistical test of significance has been performed at each iteration of the selection procedure, in order to state whether or not the resulting subset outperforms the initial forest regarding to a particular prediction set. For that purpose we lean on the comparison of five approximate statistical tests, compared in [23] . In this paper, it is recommended to use McNemar's test [24] , for which it is shown that it better suits to experimental protocols like ours. This test is used here to determine whether or not two learning algorithms differ significantly according to their sets of predictions. Three answers can thus be obtained through the McNemar test: -H 0 is rejected and n 01 > n 10 : Algorithm B produces significantly more accurate classifiers than algorithm A.
-H 0 is rejected and n 01 < n 10 : Algorithm A produces significantly more accurate classifiers than algorithm B. -H 0 is accepted: The two algorithms do not produce classifiers significantly different in term of accuracy.
This procedure has been run for all the sub-RF in order to determine whether or not they outperform the initial RF on the test set. Algorithm 1 summarizes the whole experimental protocol applied to each dataset. Results are presented and discussed in the next subsection. Randomly draw without replacement 2 3 × N samples from the original dataset to form the training subset T r . The remaining samples form the testing subset T s .
Algorithm 1 Experimental Protocol
h ← Forest-RI(L = 300,K = √ M,T r ). h (0) S FS ← ∅. for i = 1 to L do h (i) S FS ← h (i−1) S FS ∪ h(k) where k = argmin h( j) h (i−1) S FS {error(h (i−1) S FS ∪ h( j),T s ) }. (i) ← Test h (i) S FS on T s . s(i) ← compute strength for h (i) S FS on T s . ρ(i) ← compute correlation for h (i) S FS on T s .
M(i) ← run a McNemar test of significance with classifiers (h, h (i)
S FS ) on the testing set T s end for Table 2 presents the best error rates obtained during the selection process on each dataset, and the number of trees of the corresponding subset. Figure 1 presents 18 diagrams of our results for the 18 datasets used. For each of them, a curve has been plotted, representing the error rate obtained during the selection procedure, according to the number of trees in the subset. For comparison, a line has also been drawn on each diagram that represents the error rate obtained with the initial forest of 300 trees. Finally the McNemar test results have also been plotted on the same diagrams. For each sub-RF of each size a McNemar answer has been obtained that indicates whether or not the sub-RF has outperformed the initial forest. If so, a mark has been drawn on the x-axis of the diagrams. In that way sub-RF with significant improvement over the initial RF are highlighted. One can first observe from Table 2 that in spite of the sub-optimality of SFS, it always finds a subset of trees that exhibits a lower error rate on the test set than the initial RF, induced with Forest-RI. Results of McNemar statistical test presented in Figure 1 strongly confirm this statement. Though it does not concern generalisation performance, a surprising result is that the number of trees in the "best" subset found during the selection process is often very small regarding to the size of the initial forest, sometimes even approaching 30% of the amount of available trees (Musk, Segment and Vehicle). Classifier selection has already shown to be a powerful tool for obtaining significant improvement with ensemble of classifiers [25] [26] [27] , but this result leads us to think that it would be interesting to further focus on the number of trees that have to be grown in a forest to obtain significant improvement comparing to RF induced with Forest-RI, and rather according to generalisation accuracy.
Results
Additional diagrams are then presented in Figures 2 and 3 : (i) the 9 diagrams in figure 2 represent the error rates according to the ratio ρ s 2 (ii) The 9 diagrams in figure 3 represent this ratio according to the size of the sub-RF obtained during the selection process. In a concern to be clearer, only 9 of the 18 datasets have been used to illustrate our results, but tendencies discussed in this section can be expanded to the rest of the datasets since all the curves obtained follow the same global behavior. Figure 2 highlights the link between ρ s 2 and RF accuracy. One can firstly remark that the points on these diagrams follow the same global distribution for all the datasets, with a strong rise of error rates for increasing values of the ratio. From our point of view, this illustrates the fact that error rates are strongly related to the ratio and that this former measure tends to explain, at least partially, the variation of performance from a sub-RF to another. However, according to Breiman's theoretical results, the values of this ratio should decrease jointly with the error rate, and one can observe that it is not strictly the case in these diagrams. The minimal error rate is never reached for the minimal value of ρ s 2 , and a small rise is obtained for decreasing values on the x-axis. It seems to us that those few points for which the ratio is weak but for which the error rate is not minimal as expected, are particular cases for which the ratio computation has been biased. An explanation of these few points that do not fit with Breiman's theoretical results can probably be found in figure 3 . One can notice indeed that all the curves in this figure surprisingly tend to monotonically decrease as the number of trees in sub-RF decreases. This decreasement is firstly consistent with our previous results that show that best error rates are obtained for a small subset of trees. But values of ρ s 2 seem particularly unstable for sub-RF made of less than about 50 trees, and this unstability has systematically been obtained for all the datasets used in our experiments. We think in the light of these results that the size of the sub-forests obtained during the selection process plays a role in the explanation of performance variations. Although the SFS method is interesting for evaluating the extent to which RF performance can be enhanced by selecting particular subsets of trees, the sequentiality of such a procedure seems to introduce a bias in the computation of Strength and Correlation measures. To continue the analysis of RF mechanisms via the study of sub-RF and of their accuracy evolution, we think that it would be more judicious to use a selection method such as Genetic Algorithm and to fix the number of trees selected, so that resulting sub-RF would be of the same size.
Conclusions
In this paper different sub-RF have been generated from a pool of random trees, in order to analyse RF mechanisms that could explain performance variation from a forest Fig. 3 . the ratio ρ s 2 according to the size of the sub-RF to another. A classifier selection method, i.e. the Sequential Forward Selection method (SFS), has been used for generating those sub-forests. The goal was firstly to obtain subsets of trees that exhibit lower error rates than the initial forest on a particular test set, in an attempt to correlate strength and correlation properties with those performance variations. A surprising result is that the "best" subsets of decision trees on the test set have shown to contain a small number of trees regarding to the amount of trees available in the initial forest, i.e. sometimes about 30%. Though this result is not significant in terms of generalisation performance, this statement gives the intuition that in a "traditional" RF induction algorithm several trees may deteriorate the performance of the ensemble, and that improvement could be obtained by inducing decision trees in a less arbitrary way in order to build accurate RF.
However for being able to design a RF induction procedure that could avoid this deterioration, it is essential to firstly identify and understand mechanisms that could explain the variations in sub-RF performance. We have thus propose in this paper a primary analysis that aimed at studying Strength and Correlation properties according to sub-RF accuracy obtained during the selection process on a particular test set. This experimental work has shown that the ratio ρ s 2 , introduced by Breiman in [5] , is linked to performance variation of RF. The nature of this link still remains an open issue but we believe that this classifier selection approach will be very helpful in future works to identify it and to better understand Random Forest mechanisms.
