
















predictive models:  first‐principles models  and  black‐box models.  The  fact  that  first‐principles 
models are less accurate than black‐box models under extreme bacterial growth conditions suggests 






mean  square  error  (MSE). This places ANN methodology  at  a disadvantage  against  alternative 
techniques and, especially, polynomial modelling. 





Biochemical  engineering,  which  aims  to  develop  and  optimize  bioprocesses,  is  having  an 
increasingly  strong  economic  impact  on  developed  countries  by  effect  of  the  wide  variety  of 
industrial fields where it is currently used (e.g., agri‐food, pharmaceutical and energy production) 
[1].  As  a  rule,  bioprocesses  include  complex  operations  involving  intricate  biotransformation 
mechanisms effected by microorganisms that require an appropriate environment for development. 
In this scenario, simulation techniques provide powerful tools for the quantitative prediction of 
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Mechanistic models are based on  the physic‐chemical and biological  factors  that govern  the 
target process [4]. Such factors are represented by differential balance equations, kinetic equations 




based  on  available  knowledge  about  the  process  with  a  parameter  estimation  problem  from 

















 Artificial  neural  networks  (ANNs)  [13]  consist  of  so‐called  “neurons”.  These  are  elemental 
computation or processing units that operate in parallel [14] and are mutually connected across 
a network comprising various layers. The ANNs used to model bioprocesses use mathematical 
combinations of basis  functions  that can be  fitted  to experimental data by determining  their 
connection weights and biases. This makes ANNs highly accurate approximators to both static 
and dynamic non‐linear  functions. The process, which  is known as “supervised  training” or 











Generally,  the process  involves  transforming ethanol  into acetic acid with  the aid of a  culture of 
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must thus be carefully chosen in order to ensure appropriate conditions for the microorganisms to 
grow.  Industrially,  the  optimum  acetification  conditions  are  those  that maximize  productivity; 
however, identifying them requires careful modelling of the process. 
There are various models for acetification (particularly as regards the biotransformation step). 
Most are of  the  first‐principles  (mechanistic)  [6,9] or black‐box  (polynomial  regression)  type  [24]. 
Although first‐principles models are the more complex, they tend to hold over broader operational 
ranges because  they use available  information about  the process concerned. Blackbox models are 
easier  to develop  because,  as noted  earlier,  they  only  relate  input  and  output variables  through 
operational  variables  based  on  experimental  data  used  to  fit  them  irrespective  of  the  particular 
mechanisms governing their behavior. 
Developing a  first‐principles model requires examining  the  influence of each variable on  the 
process, establishing balance and energy equations, defining kinetic equations and estimating their 
parameters. A number of kinetic equations for the acetification process have been proposed [6], some 
















construct  than mechanistic models  because  they  have  a  preset  structure  based  on  polynomial 
equations and require no prior checking for identifiability. The fitting algorithms used are intended 





Estimating  the  coefficients  of  a  polynomial model  requires  performing  a minimum  number  of 
experiments at different values  (levels) of  the operational variables. The accuracy of  the  ensuing 
model will depend on how well polynomial terms are selected and their parameters estimated (i.e., 
on the amount of data available for as widely different operating conditions as possible). 




and,  specifically,  face‐centered  cubic  designs  [29].  The  data  obtained  by  testing  are  utilized  to 
calculate the coefficients of the polynomials by using statistical methods of the  least‐squares type, 
such  as best  subset  regression, backward  stepwise  regression or  forward  stepwise  regression,  in 
combination with one of various methods  for  identifying  the most  significant  terms  (e.g., Pareto 
analysis  [30] or  calculations  based  on  the  coefficient  of determination, R2). These  algorithms  are 
included  in  most  major  statistical  software  packages  and  used  as  supporting  tools  for  the 
computations needed, all of which can be performed in a highly systematic manner. 





at  the end of a cycle and rate of raw substrate  loading) at  levels spanning  the  typical operational 
ranges for industrial processes in combination with an appropriate experimental design. 





















Table  1.  Experiments  used  to  construct  the  first‐principles  model. 𝐸 (maximum  ethanol 
concentration allowed during semi‐continuous loading mode, % v/v); 𝐸   (ethanol concentration 
at  the  end  of  the  cycle, %  v/v;   𝑉   (%  unloaded  volume);  𝐹   (loading  flow  rate  (L∙min−1); 
𝐴𝑐𝐻   (acetic  acid  concentration  at  the  end  of  the  cycle,  g  AcH∙L‐1);  𝑃   (experimental 
productivity, g AcH∙h−1) 
Experiment No  Loading Mode  𝐸   𝐸   𝑉   𝐹   𝑨𝒄𝑯𝒄𝒚𝒄𝒍𝒆  𝑃  
1  Continuous  ‐  2  75  0.035  95 ± 1  15.1 ± 0.5 
2  Continuous  ‐  2  50  0.035  98 ± 1  17.1 ± 0.5 
3  Continuous  ‐  2  25  0.035  97 ± 1  17.3 ± 0.4 
4  Continuous  ‐  3.5  50  0.035  78 ± 5  16.3 ± 0.4 
5  Continuous  ‐  0.5  50  0.035  111 ± 1  14.7 ± 0.3 
6  Continuous  ‐  0.5  75  0.01  110 ± 1  14.3 ± 0.3 
7  Continuous  ‐  3.5  25  0.06  81 ± 1  17.8 ± 0.3 
8  Semi‐continuous  5  1.5  50  0.02  101 ± 2  14.8 ± 0.4 
9  Semi‐continuous  5  0.5  50  0.02  110 ± 2  13.8 ± 0.4 
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Table 2. Experiments used to construct the polynomial model.  𝐸   (ethanol concentration at the 
end of  the cycle, % v/v);  𝑉   (% unloaded volume);  𝐹   (loading  flow  rate  (L∙min‐1);  𝐴𝑐𝐻  
(acetic  acid  concentration  at  the  end  of  the  cycle,  g AcH∙L‐1);  𝑃   (experimental  productivity,  g 
AcH∙h−1). 
Experiment No  𝐸   𝑉   𝐹   𝑨𝒄𝑯𝒄𝒚𝒄𝒍𝒆  𝑃  
1  3.5  75  0.06  81 ± 1  15.4 ± 0.4 
2  3.5  75  0.01  81 ± 1  15.1 ± 0.4 
3  3.5  25  0.06  81 ± 1  17.8 ± 0.3 
4  3.5  25  0.01  81 ± 1  17.4 ± 0.6 
5  0.5  75  0.06  108 ± 1  14.4 ± 0.4 
6  0.5  75  0.01  110 ± 1  14.3 ± 0.3 
7  0.5  25  0.06  112 ± 1  13.6 ± 0.3 
8  0.5  25  0.01  111 ± 1  13.8 ± 0.2 
9  3.5  50  0.035  78 ± 1  16.3 ± 0.4 
10  0.5  50  0.035  111 ± 1  15.5 ± 0.2 
11  2  75  0.035  95 ± 1  15.1 ± 0.5 
12  2  25  0.035  97 ± 1  17.3 ± 0.4 
13  2  50  0.06  95 ± 1  16.7 ± 0.5 
14  2  50  0.01  95 ± 1  16.5 ± 0.6 
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 𝑋 ,  𝑋 ,  𝐸,  𝐴  and  𝑂  are  the  concentrations of viable  cells, dead  cells, ethanol, acetic acid 
and dissolved oxygen (all in g∙L−1), respectively. 
 𝑡  is the time (h). 
 𝑉   is  the  volume  of  the  medium  (L),  𝐹   the  raw  material  feed  rate  (L∙h−1),  𝐸   the 
concentration  of  ethanol  in  the  fed  raw material  (g∙L−1)  and  𝑂 the  dissolved  oxygen  in 
equilibrium with air (g∙L−1). 
 𝑟   is the cell growth rate (g cell∙L−1∙h−1),  𝑟   the cell death rate (g cell∙L−1∙h−1),  𝑟   the cell 
lysis  rate  (g  cell∙L−1∙h−1),  𝑟   the  ethanol  uptake  rate  (g  ethanol∙L−1∙h−1),  𝑟   the  acetic  acid 
formation  rate  (g  acetic  acid∙L−1∙h−1)  and  𝑟   the  dissolved  oxygen  uptake  rate  (g 
oxygen∙L−1∙h−1). 
 𝜇   is  the  specific growth  rate  (h−1),  𝜇   its maximum value  (h−1)  and  𝑓 ,  𝑓   and  𝑓   are 
terms representing the influence of ethanol, acetic acid and dissolved oxygen on cell growth, 
respectively;  𝐾   is  the  ethanol  saturation  constant  (g  ethanol∙L−1),  𝐾   is  the  ethanol 
inhibition constant (g ethanol∙L−1), 𝐾   is the acetic acid inhibition constant (g acetic acid∙L−1) 
and 𝐾   is  the dissolved oxygen saturation constant  (g oxygen∙L−1);  𝜇   is  the specific cell 
death  rate  (h−1),  𝜇   its  minimum  possible  value  (h−1)  and  𝑓   and  𝑓   are  terms 
representing  the  influence of ethanol and acetic acid on cell death, respectively; 𝐾   and 
𝐾   are  the ethanol and acetic acid‐induced cell death rate constants  (g∙L−1), respectively; 
𝜇   is the specific cell lysis rate (h−1). 
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 𝑎 /   is the ethanol yield factor required to supply the amount of energy needed for biomass 
growth  (determined experimentally as 116.96 g ethanol∙g−1 cell),  𝑌 /   is  the stoichiometric 
coefficient of ethanol uptake  for acetic acid formation  (0.767 g ethanol∙g−1 acetic acid) and 
𝑌 /   is the stoichiometric coefficient of ethanol relative to oxygen (1.44 g ethanol∙g‐1 oxygen). 
 𝛽  is a constant encompassing the following factors: 𝐾 𝑎  is the overall volumetric coefficient 
of mass transfer for the liquid phase (determined experimentally as 500 h−1), 𝑉𝑉   is the ratio 
of the air feed rate to the volume of the medium (h−1),  𝑅  is the universal gas constant (0.082 























if  the number of parameters and kinetic equations are  increased.  In any case,  the discussion and 
detailed analysis about metabolic issues of these bacteria is beyond the objectives and needs of this 
work, and some basic aspects could be consulted elsewhere [33–37]. 
Acetic acid productivity  𝑃   (g acetic acid∙h−1) can be calculated using Equation  (22), where 
𝐴𝑐𝐻   is the acetic acid concentration at the end of the production cycle (g acetic acid∙L−1),  𝑉  







a second order Box–Behnken model (23), where  𝑌  is the dependent or response variable, 𝑋  are the 
independent variables or factors and 𝑏  are the polynomial coefficients. This type of model considers 
interactions between factors. 
𝑌 𝑏 𝑏 𝑋 𝑏 𝑋 𝑋 𝑏 𝑋   (23)
The estimated model was  (24), where  the  factors used were  the ethanol concentration  in  the 
medium at  the  time  the reactor  is unloaded  (𝐸 ) and  the unloaded volume (𝑉 ).  It was 
found that the loading flow rate (𝐹 ) was not a significant factor in this case. 
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𝑃 10.36 3.344 𝐸 0.0118 𝑉 0.413 𝐸 1.01 10











function  (activation  function)  is  applied.  Usually, MLP‐based  models  use  a  sigmoid  (25)  or  a 











While  the number of  inputs and outputs  to be used when applying MLP methodology  to a 
specific problem  is preset, those of hidden  layers and neurons  in each  layer are not. There are no 
general rules for selecting such numbers, which are usually chosen by trial and error. Too  large a 














Figure  1  shows  the mean  experimental production values  and  their  standard deviations,  in 
addition to the values estimated by the first‐principles model under the conditions of Table 1. 
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Figure  1.  Experimental  productivity  vs.  estimated  productivity  predicted  by  the  first‐principles 
model. 
As can be seen, experiments 5, 8 and 9, were those resulting in the greatest differences between 
experimental and predicted values. For some reason,  the predictions of  the  first‐principles model 
were not  as accurate as  those obtained under other  conditions.  In  the previous  experiments,  the 
ethanol concentration at the time the reactor was unloaded was low or very low; furthermore, half 
the  reactor content was used as  inoculum  in  the next cycle and  the  loading  rates used  fell  in  the 
middle of the experimental range. As will be commented further, the scarcity of substrate and the 
presence of high  concentrations of acetic acid under  these  conditions may have been  stressful  to 
acetifying bacteria. 






Figure 3 compares  the productivity values estimated by  the  first‐principles model under  the 
experimental  conditions  used  to  fit  it.  As  can  be  seen,  the  greatest  differences  were  those  of 
experiments 7 and 8 (Table 2), both of which used extreme conditions (viz., unloading of the reactor 
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at very low substrate concentrations and low volumes of reaction medium). The resulting low ethanol 
availability  and high  acidity must have been highly  stressful  for bacteria  in  the medium,  so  the 




accurate  predictions.  As  can  be  seen  from  Figure  4,  the  differences  between  predicted  and 








The  predictive  ability  of  the  two models  was  compared  in  greater  detail  in  terms  of  the 
productivity response surfaces they provided. 
The  ethanol  concentration  at  unloading  time  (𝐸 )  and  the  percent  unloaded  volume 
(𝑉 ) were assumed to span the range from 0.5 to 3.5 % v/v and from 25 to 75 %, respectively. 


























































considers  the  previous  finding  that  the  polynomial model was more  accurate  in  predicting  the 
experimental  results,  then  the  first‐principles model was  seemingly unable  to  accurately predict 
acetic acid production under such extreme conditions. 
From  the  response  surfaces and  relative errors obtained over  the  𝐹   range  from 0.01  to 0.06 
L∙min–1 and  𝑉   range from 25 to 75 % at a fixed  𝐸   value of 0.5, 2.0 or 3.5 % v/v (Figures 
6–8),  it  follows  that  the  residuals  found  at  the  latter  two  𝐸   values  were  less  than  10% 



































































































Figures  9–11  show  the  response  surfaces  and  relative  errors  obtained  at  a  constant  volume 
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Based on  the previous  results, both models predicted  roughly  the  same productivity values 
under conditions  favoring bacterial growth  (viz., no alcohol depletion,  low acidity); additionally, 
such values were very similar to their experimental counterparts. 
Conversely,  the  first‐principles  model  was  much  less  accurate  in  predicting  acetic  acid 
production under  the most unfavorable  conditions  for bacterial growth. This may have been  the 
result of its kinetic equations disregarding the effect of some factor under extreme conditions and/or 
the  difficulty  of  estimating  the  parameters  of  such  equations  (i.e.,  of  solving  the  structural  and 
practical identifiability problems they pose). 
Although first‐principles models are theoretically valid over a wide range of conditions, their 
results  are  strongly  dependent  on  the  kinetic  equations  used,  which  can  rarely  consider  all 











and systematically developed;  furthermore,  they provide accurate predictions—at  least under  the 
range of experimental conditions used  in  their development. The  increased predictive ability and 
prediction quality of polynomial models allows them to be used as references for improving first‐





thanks  to  the availability of  two previous models, a  feasibility analysis about  their use has been 
completed, even though the available data can be scant. Like polynomial regression models, ANN‐
based models can be constructed from experimental data obtained under conditions spanning the 




weighted  inputs and bias  for each neuron  in  the hidden  layer was used as  input of a hyperbolic 









supervised  learning.  The  variables  used  as  ANN  inputs were  the  ethanol  concentration  in  the 
medium at the time the reactor is unloaded (𝐸 ), the unloaded volume (𝑉 ) and the loading 
flow  rate  (𝐹 ). The  experimental data distribution  and ANN  training  strategy were described  in 
section 2.4. Data were  fitted by back‐propagation  in combination with  the Levenberg–Marquardt 
method  to  solve  the  least‐squares  problem  arising  in  estimating  the  parameter  values  for  each 
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network with weights and biases as decision variables. The cost function for each network was taken 








By way  of  example,  Figures  12  and  13  show  the  results  of  the  fitting  of  the  network most 
accurately estimated with 3 neurons  (viz., no. 1  in Table 3). Figure 12 shows  the variation of  the 
training and validation MSE as a function of the number of epochs. As can be seen, both MSE values 






Figure 12. Variation of  the  training and validation MSE  (Mean Square Error) with  the number of 
epochs. 































1  3  0.0839  0.0838  0.97452  20 
2  5  0.0836  0.0795  0.975  7 
3  10  0.0838  0.0852  0.975  6 






and  𝑉   and  𝐸   values spanning the ranges from 25 to 75 % and from 0.5 to 3.5 % v/v, 
respectively. 
 





































































































Despite  the overall goodness of  the estimates (Table 4),  the results  for conditions outside  the 
experimental data were not so good. This led us to examine the quality of the predictions obtained 




By way of example, Figure 18 compares  the  results obtained at each  flow  rate with  the best 
network containing three neurons in the hidden layer and the response surface for the polynomial 
model. As can be seen,  these networks do not coincide with no. 1  in Table 4. This suggested  that 
alternative networks among those trained here could perform better than those initially selected. In 














































None  of  the networks  constructed with  other  numbers  of  neurons  in  the  hidden  layer  that 
improved on  the  results of  the polynomial model coincided with  those  in Table 4. Therefore,  the 
network  selection  criterion  used  with  the  relatively  narrow  range  of  experimental  conditions 
available, which was based on the goodness of fitting of the networks, was probably not the most 
suitable. Table 5 shows the MSE relative to the polynomial model of the networks of Table 4 and 













































in  that  layer. This  suggests  that  the most  suitable number of neurons  in  the hidden  layer of our 
predictive ANNs was 5 or a slightly greater number. 
Based on  the  foregoing, selecting an effective ANN  for modelling a bioprocess over a broad 
enough  range  of  operating  conditions  when  experimental  data  are  scant  is  rather  difficult. 
Nevertheless,  there  is a possibility  to  find ANNs with a better  fit;  the main problem  is  to choose 
suitable assessment criteria when reference models do not exist, an issue that might be analysed in 
future works.  In  fact,  this would be of great  interest, considering  that obtaining  large amounts of 
experimental data from a bioprocess is a difficult, time‐consuming task. As shown here, in this case, 
one or more artificial networks were able to be constructed to predict its results under a broad range 
of  operating  conditions  only  because  the  surface  response  of  a  polynomial model  for  the  given 
bioprocess was known. 







with mechanistic  (first‐principles) or polynomial (black‐box) models. The  former models have  the 
disadvantages  that  their  kinetic  equations  are  difficult  to  establish  and  that  estimation  of  their 








factors  such  as  cell  growth  below  a  given  substrate  concentration  or  a  boosting —not  purely 
inhibitory—  effect  of  the  product  (acetic  acid)  at  low  concentrations. One  other  reason  for  the 
differences may be inaccuracy in estimating the parameter values of the kinetic equations by effect of 






type  have  been  analyzed.  The  networks  contained  a  single  hidden  layer  and  were  used  in 
combination with all experimental data available for the acetification process, some for training and 
other  for validation, and  the mean  square  error as  training  target  function. A  comparison of  the 
results obtained with ANNs containing a variable number of neurons in the hidden layer and the 
predictions of the polynomial model revealed the optimum number of neurons to be 5–10. However, 
the predictions of  the networks with  the  smallest MSE values under operating  conditions  in  the 
middle of the range used for training were not good, as expected, which made identifying the most 











S3.  Semi‐continuous  loading  mode  without  exceeding  a  preset  ethanol  concentration.  Figure  S4.  Ethanol 
concentration during cycle. Experiment 1, Table 1. Figure S5. Acetic acid concentration during cycle. Experiment 
1,  Table  1.  Figure  S6.  Ethanol  concentration  during  cycle.  Experiment  8,  Table  1.  Figure  S7.  Acetic  acid 
concentration during cycle. Experiment 8, Table 1. 
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