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Abstract
We prove the existence of a unique unstable strong solution in the sense of L1-norm for an abstract
Rayleigh–Taylor (RT) problem arising from stratified viscous fluids in Lagrangian coordinates
based on a bootstrap instability method. In the proof, we develop a method to modify the initial
data of the linearized abstract RT problem based on an existence theory of unique solution of
stratified (steady) Stokes problem and an iterative technique, so that the obtained modified initial
data satisfy necessary compatibility conditions of the (original) abstract RT problem. Applying
an inverse transformation of Lagrangian coordinates to the obtained unstable solution, and then
taking proper values of parameters, we can further get unstable solutions for the RT problems in
viscoelastic fluids, magnetohydrodynamics (MHD) fluids with zero resistivity and pure viscous
fluids (with or without interface intension) in Eulerian coordinates. Our results can be also
extended to the corresponding inhomogeneous case (without interface).
Keywords: Rayleigh–Taylor instability; stratified viscous fluids; incompressible fluids;
magnetohydrodynamic fluids; viscoelastic fluids; inhomogeneous viscous fluids.
1. Introduction
Considering two completely plane-parallel layers of stratified (immiscible) pure fluids, the
heavier one on top of the lighter one and both subject to the earth’s gravity, it is well-known
that such equilibrium state is unstable to sustain small disturbances, and this unstable distur-
bance will grow and lead to a release of potential energy, as the heavier fluid moves down under
the gravitational force, and the lighter one is displaced upwards. This phenomenon was first
studied by Rayleigh [42] and then Taylor [47], and is called therefore the Rayleigh–Taylor (RT)
instability. In the last decades, this phenomenon has been extensively investigated from math-
ematical, physical and numerical aspects, see [3, 11, 48] for examples. It has been also widely
investigated how the RT instability evolves under the effects of other physical factors, such as
elasticity [18, 30, 31, 49], rotation [3, 4], internal surface tension [12, 22, 53], magnetic fields
[24, 26, 28, 29, 50, 51] and so on.
In this article, we are interested in the mathematical proof for the existence of (nonlinear) RT
instability solutions in Eulerian coordinates. In 2003, Hwang–Guo made the first breakthrough to
prove the existence of a unique RT instability solution in the sense of L2-norm (of Lebesgue space)
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for an inhomogeneous (inviscid) pure fluid (without interface). Jiang–Jiang further proved the
corresponding viscous case in a general bounded domain [23]. Later Pru¨ess–Simonett obtained
a RT instability solution in some norm of Sobolev–Slobodeckii space for stratified pure viscous
fluids (with or without interface intension) in R3 in 2010 [41]. Recently, Wike further extended
Pru¨ess–Simonett’s result to the cylindrical domain with finite height [54]. It should be noted
that the value of norm of Sobolev–Slobodeckii space considered by Pru¨ss–Simonett is larger than
the one of L2-norm. Hence it is still an open problem that whether exists a RT instability
solution in the sense of Lp-norm for some p > 1. In this article, we indeed prove the existence
of a RT instability solution in the sense of L1-norm for stratified pure viscous fluids defined
on a horizontally periodic layer by further developing new mathematical analysis techniques.
Obviously, L1-norm is the lowest norm in Lebesgue spaces, since the norm is defined on a bounded
periodic cell. Moreover, we can obtain similar results in the other two types of fluids, i.e.,
viscoelastic fluids and magnetohydrodynamics (MHD) fluids with zero resistivity.
To uniformly investigate the RT instability solutions in the three types of fluids, we consider
the existence of RT instability solutions of a so-called abstract (stratified) RT problem, which
includes uniform equations of the three type of fluids in Lagrangian coordinates. The abstract
RT problem defined on a horizontal periodic domain reads as follows:
ηt = u in Ω,
ρut + divASA(q, u, η) = ∂2M¯η in Ω,
divAu = 0 in Ω,
J(SA(q, u, η)− gρη3I)Ae3 − M¯3∂M¯ηK = ϑHAe3 on Σ,
JηK = JuK = 0 on Σ,
(η, u) = 0 on Σ+−,
(η, u)|t=0 = (η0, u0) in Ω.
(1.1)
Next we explain the notations in the above ART problem, and the other relevant notations.
(1) Domains:
Ω+ := {(yh, y3) ∈ R3 | yh := (y1, y2) ∈ T, 0 < y3 < τ},
Ω− := {(yh, y3) ∈ R3 | yh ∈ T, −l < y3 < 0}, Ω := Ω+ ∪ Ω−,
Σ+ := T× {τ}, Σ− := T× {−l}, Σ := T× {0}, Σ+− := Σ+ ∪ Σ−,
where l, τ > 0, T := T1 × T2, Ti = 2πLi(R/Z), and 2πLi (i = 1, 2) are the periodicity lengths.
(2) Unknowns: η := η(y, t) : Ω × [0, T ] → R3, and u := u(y, t) : Ω × [0, T ] → R3 are the
unknowns. Moreover, ζ := η + y : Ω× [0, T ]→ Ω. In addition, we denote the functions f |Ω± by
f± for f = η, u, ζ and so on.
(3) Known parameters and vectors: ρ± := ρ|Ω± > 0, µ± := µ|Ω± > 0, κ± := κ|Ω± > 0, ϑ > 0
and g > 0 are constants. M¯ is a constant vector. ei denotes the unit vector, the i-th component
in which is 1. In addition, ρ+ and ρ− satisfy the RT condition ρ+ > ρ−.
(4) Jump notation: For f defined on Ω, the notation JfK := f+|Σ − f−|Σ, where f±|Σ are the
traces of the functions (or parameters) f± on Σ.
(5) Notations involving A: The matrix A := (Aij)3×3 is defined via
AT = (∇ζ)−1 := (∂jζi)−13×3,
where the subscript T denotes the transposition, and ∂j denote the partial derivative with respect
to the j-th components of variables y. A˜ := A − I, and I is the 3 × 3 identity matrix. The
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differential operator ∇A is defined by
∇Aw := (∇Aw1,∇Aw2,∇Aw3)T and ∇Awi := (A1k∂kwi,A2k∂kwi,A3k∂kwi)T
for vector function w := (w1, w2, w3), and the differential operator divA is defined by
divA(f
1, f 2, f 3) = (divAf
1, divAf
2, divAf
3)T and divAf
i := Alk∂kf il
for vector function f i := (f i1, f
i
2, f
i
3)
T. It should be noted that we have used the Einstein conven-
tion of summation over repeated indices. In addition, we define ∆AX := divA∇AX .
We shall remark some properties of A. We can deduce from (1.1)1 and (1.1)3 that ∂t det∇ζ =
0, where det denotes the determinant of matrix ∇ζ . Hence, if the initial date η0 satisfies
det∇(η0 + y) = 1, then det∇ζ = 1. Thus, by the definition of A, we see that
A = (A∗ij)3×3, (1.2)
where A∗ij is the algebraic complement minor of (i, j)-th entry of matrix (∂jζi)3×3. Moreover, it
is easy to check that Ae3 = ∂1ζ × ∂2ζ . In addition,
∂kA
∗
ik = 0 or ∂kAik = 0, (1.3)
which implies some important relations
divA˜u = div(A˜Tu) (1.4)
and
div∂itA∂
j
tu = div(∂
i
tAT∂jtu) for i, j > 0. (1.5)
(6) Compound symbols, and operators:
SA(q, u, η) := SA(q, u, η)− κρ(∇η∇ηT), SA(q, u, η) := qI − µDAu− κρDη,
DAu := ∇Au+∇AuT, Dη := ∇η +∇ηT, ∂M¯ := M¯ · ∇, ∂2M¯ := (∂M¯)2,
Hn := |∂1ζ |2∂22ζ − 2(∂1ζ · ∂2ζ)∂1∂2ζ + |∂2ζ |2∂21ζ,
Hd := |∂1ζ |2|∂2ζ |2 − |∂1ζ · ∂2ζ |2, H := Hn · ~n/Hd, ~n := Ae3/|Ae3|,
S(q, u, η) := qI − D(µu+ κρη), n˜ := ~n− e3.
Since we consider the strong solution of the ART problem, we have
J∂iηK = J∂
2
i ηK = 0 for i = 1 and 2
due to JηK = 0. Thus JϕK = 0 for ϕ = Ae3, ~n, Hn, Hd or H . In addition, the operator SB is
defined as SA with B in place of A for some matrix B. Similar definitions also are used in the
operators divB, ∇B, SB and DB.
For the derivation of a priori estimate of the ART problem in Section 4, next we shall further
rewrite (1.1) as a nonhomogeneous form, in which the unknowns at the left hands of the identities
are linear.
Let f and r 6= 0 belong to R3, we define that Πrf := f − (f · r)r/|r|2. It should be noted
that Πrf = 0, if only if f  r. Then, applying the operator Π~n to (1.1)4 yields that
Π~nJSA(q, u, η)Ae3 − M¯3∂M¯ηK = 0,
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which can be rewritten as a nonhomogeneous form:
Πe3JS(q, u, η)e3 − M¯3∂M¯ηK = N, (1.6)
where we have defined that
N :=J(S(q, u, η)e3 − M¯3∂M¯η) · n˜~n+ (S(q, u, η)e3 − M¯3∂M¯η) · e3n˜
− Π~n(S(q, u, η)A˜e3 − (µDA˜u+ κρ∇η∇ηT)Ae3)K.
Multiplying (1.1)4 by ~n/|Ae3| (i.e., taking scalar product), we have
J(SA(q, u, η)~n− M¯3∂M¯η/|Ae3|) · ~n− gρη3K = ϑH,
which can be rewritten as a nonhomogeneous form:
Jq − 2(µ∂3u3 + κρ∂3η3)− gρη3 − M¯3∂M¯η3K− ϑ∆hη3 = M, (1.7)
where we have defined that
M := M1 + JM2K, M1 := ϑ(H
n · ~n(1−Hd)/Hd +Hn · n˜+Hn · e3 −∆hη3),
M2 :=M¯3∂M¯η · n˜+ (1− |Ae3|)M¯3∂M¯η · ~n/|Ae3|+ (µDA˜u+ κρ∇η∇ηT)~n · ~n
− S(q, u, η)n˜ · ~n− S(q, u, η)e3 · n˜ and ∆h := ∂21 + ∂22 .
It is easy to observe that (1.1)4 = (1.6) + (1.7)Ae3.
Now we define two nonlinear mappings of (η, u, q) as follows:
N 1(q, u, η) := µdivDA˜u− divA˜SA(q, u, η) + κρdiv(∇η∇ηT),
N 2(q, u, η) := (N1,N2,M),
then, using (1.6) and (1.7), we can easily get a nonhomogeneous form of the ART problem (1.1):
ηt = u in Ω,
ρut + divS(q, u, η) = ∂2M¯η +N 1 in Ω,
divu = −divA˜u in Ω,
JS(q, u, η)e3 − gρη3e3 − M¯3∂M¯ηK− ϑ∆hη3e3 = N 2 on Σ,
JηK = JuK = 0 on Σ,
(η, u) = 0 on Σ+−,
(η, u)|t=0 = (η0, u0) on Ω,
(1.8)
It should be noted that we have used the simplified notations N i := N i(q, u, η) for i = 1 and
2 in the above ART problem for simplicity. The problem obtained by omitting the nonlinear
terms N 1 and N 2 in (1.8) is called the linearized ART problem. We will use unstable solutions
of the linearized ART problem to construct unstable solutions of the (nonlinear or original) ART
problem.
Before stating our main result, we shall introduce some simplified notations throughout this
article.
(1) Basic notations:
D denotes a closure of a point set D ⊂ RN . Ω− = R2 × [−l, 0], Ω+ = R2 × [0, τ ], Ω′± :=
Ω±\∂Ω±, Ω = R2× [−l, τ ], Ωτ−l := R2×(−l, τ), Ω− := Ω∪Σ, T εm,n := (−(m+ε)L1π, (m+ε)L1π)×
4
(−(n + ε)L2π, (n+ ε)L2π), T := T 02,2, T ε := T ε2,2, Σ+0 := Σ ∪ Σ+, T ε−l,τ := T ε × ((−l, 0) ∪ (0, τ)),
T τ−l := T 0−l,τ ,
∫
:=
∫
T τ
−l
.
∫
Σ
:=
∫
T
. IT := (0, T ) is a times interval, R
2
T := R
2× IT , ΩT± := Ω′±× IT ,
ΩT := Ωτ−l × IT .
The j-th difference quotient of size h is Dhjw := (w(y + hej)− w(y))/h for j = 1 and 2, and
Dhhw := (D
h
1w1, D
h
2w2), where |h| ∈ (0, 1), and w is defined on Ω and a locally summable function.
Similarly, we define the fractional differential operator D
3/2
h
w := (w(y + h) − w(y))/|h|3/2 for
h ∈ R2 × {0}. ∇h := (∂1, ∂2)T. fh := (f1, f2) and divhfh := ∂1f1 + ∂2f2 for f = (f1, f2, f3)T.
∂αh denote ∂
α1
1 ∂
α2
2 for some multiindex of order α := (α1, α2); ∂
j
h denotes ∂
α
h for any α satisfying
|α| = α1 + α2 = j; D3/2,αh := D3/2h ∂αh ; ∇khw ∈ X denotes that ∂αhw ∈ X for any α satisfying
|α| = k, where X denotes a function space.
Let w(x, t) be a function defined on a set D × IT for some T , then w(D, t) := ∪x∈D{w(x, t)}
for given t ∈ IT . If w is independent of t, we denote w(D) = ∪x∈D{w(x)}. Let f(x, t) : ΩT → R3.
If f(yh, 0, t) : R
2 → R2 is a diffeomorphic mapping for given t ∈ IT , then we denote the inverse
function of fh(yh, 0, t) with respect to yh by (fh)
−1(xh, t). (fh)
−1(T , t) := ∪xh∈T {(fh)−1(xh, t)}.
If f is independent of t, we can omit t in the definitions (fh)
−1(xh, t) and (fh)
−1(T , t).
We define a β function such that β(a) = 0 if ϑ = 0, else β(a) = a, where ϑ is the parameter in
the ART problem. a . b means that a 6 cb for some constant c > 0, where the positive constant
c may depend on the domain Ω, and known parameters such as ρ±, µ±, g, ϑ and M¯ , and may
vary from line to line.
(2) Simplified notations of function spaces
Lp := Lp(Ω) = W 0,p(Ω), W i,2 := W i,2(Ω), H i := W i,2,
H∞ := ∩∞j=1Hj, H i :=
{
w ∈ H i
∣∣∣∣ ∫
T 1
wdy = 0
}
,
H i+ǫ :=W i+ǫ,p(T) denotes Sobelve–Sobodetskii spaces,
H10 := {w ∈ H1(Ω−) | w|Σ+
−
= 0 in the sense of trace},
H i0 := H
1
0 ∩H i, H1σ := {w ∈ H10 | divw = 0 in Ω},
H iσ := H
1
σ ∩H i, H1σ,Σ :=
{
w ∈ H1σ
∣∣ w3|Σ ∈ H1(T)} ,
H1σ,3 := {w ∈ H1σ,Σ | w3|Σ 6= 0}, H1σ,ϑ =
{
H1σ,Σ if ϑ 6= 0,
H1σ if ϑ = 0,
A := {w ∈ H1σ,ϑ ∣∣ ‖√ρw‖2L2 = 1} ,
where 1 < p 6∞, ǫ ∈ (0, 1), and k > 0, i > 1 are integers.
To prove the existence of unstable classical solutions of linearized ART problem, we shall
introduce a function space
H1,kσ,ϑ :=
{ {w ∈ H1σ,Σ ∣∣∇jhw ∈ H1 and w3|Σ ∈ Hk+1(T) for j 6 k} if ϑ 6= 0,
{w ∈ H1σ
∣∣∇jhw ∈ H1 for j 6 k} if ϑ = 0,
where k > 0 is integer. It should be noted that H1,0σ,ϑ = H
1
σ,ϑ.
To make sure that the ART problem can be reformulated in Eulerian coordinates, we shall
consider the solution η belonging to the function space H3,10,∗ ⊂ H30 , in which all elements denoted
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by ̟ enjoy the following properties: for φ := ̟ + y,
det∇φ(y) = 1, (1.9)
det∇hφh(yh, 0) > 1/2 for any yh ∈ R2,
φh(yh, 0) : R
2 → R2 is a C1-diffeomorphic mapping,
φ(y) : Ω 7→ Ω is a homeomorphism mapping,
φ±(y) : Ω
′
± 7→ φ±(Ω′±) are C1-diffeomorphic mappings,
T −1/2−l,τ ⊂ φ−1(T τ−l) ⊂ T 1/2−l,τ , T −1/2 ⊂ (φh)−1(T ) ⊂ T 1/2.
We call the property (1.9) the keeping volume condition.
(3) Simplified Sobolev norms:
‖ · ‖i := ‖ · ‖W i,2(T τ
−l)
, | · |s := ‖ · |T ×{0}‖Hs(T ), ‖ · ‖2i,j :=
∑
|α|=i
‖∂αh · ‖2j ,
‖ · ‖L1 := ‖ · ‖L1(T τ
−l)
, | · |L1 := ‖ · |T ×{0}‖L1(T ),
‖ · ‖2i,j :=
∑
06k6i
‖ · ‖2i,j, | · |−s denotes the norm of the dual space of Hs(T),
where s is a real number, and i, j are non-negative integers. It should be noted that
‖f |Tm,n‖Hi+1/2(Tm,n) 6 c|f |i+1/2
for any f ∈ H i+1, where the constant c depends on m and n. In addition, we define a so-called
stratified Stokes norm:
‖(u, q)‖S,k :=
√
‖u‖2k+2 + ‖∇q‖2k + |JqK|2k+1/2.
(4) Energy functionals:
E(t) := ‖η(t)‖23 + ‖(u, q)(t)‖2S,0, D(t) := ‖η(t)‖23 + ‖(u, q)(t)‖2S,1,
E(w, ϑ, κ, M¯) := I(w, ϑ, κ, M¯)− gJρK|w3|20,
I(w, ϑ, κ, M¯) := ϑ|∇hw3|20 + ‖
√
κρDw‖20/2 + ‖∂M¯w‖20,
where E is used to discriminate the stability and instability of the ART problem, and I is called
the stabilizing effect term. Sometimes we also denote E(w, ϑ, κ, M¯), reps. I(w, ϑ, κ, M¯) by E(w),
reps. I(w) for the simplicity.
Now we introduce our main result.
Theorem 1.1. Under the instability condition
E(w, ϑ, κ, M¯) < 0 for some w ∈ H1σ,ϑ, (1.10)
a zero solution to the ART problem (1.1) is unstable in the Hadamard sense, that is, there are
positive constants Λ, m0, ǫ and δ0, and a vector function (η˜
0, u˜0, q˜0, ηr, ur, qr) ∈ H4σ ×H2σ ×H1×
H40 ×H20 ×H1, such that, for any
(η0, u0, q0) := δ(η˜0, u˜0, q˜0) + δ2(ηr, ur, qr) ∈ H4,10,∗ ×H2 ×H1 with δ ∈ (0, δ0),
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there is a unique strong solution (η, u) ∈ C0(IT , H3,10,∗ × H20 ) to the ART problem with initial
data (η0, u0) and with a unique (up to a constant) associated pressure q (with initial data q0).
Moreover the solution satisfies
|χ3(T δ)|L1, ‖χ3(T δ)‖L1, ‖∂3χ3(T δ)‖L1, ‖χh(T δ)‖L1,
‖∂3χh(T δ)‖L1, ‖divhχh(T δ)‖L1 , ‖A3k∂kχ3(T δ)‖L1,
‖A3k∂kχh(T δ)‖L1, ‖(A1k∂kχ1 +A2k∂kχ2)(T δ)‖L1 > 4ǫ (1.11)
and
‖∂M¯χ3(T δ)‖L1 , ‖∂M¯χh(T δ)‖L1 > 4ǫ if M¯3 6= 0 (1.12)
for some escape time T δ := 1
Λ
ln 8ǫ
m0δ
∈ IT , where χ = η or u, ζ := η + y, and T denotes some
time of existence of the solution (η, u). Moreover, the initial data (η0, u0, q0) satisfies necessary
compatibility conditions:
divA0u
0 = 0 in Ω, (1.13)
JSA0(q0, u0, η0)A0e3 − gρη03A0e3 − M¯3∂M¯η0K = ϑH0A0e3 on Σ, (1.14)
where H0, A0, and ~n0 denote the initial data of H, A, and ~n, respectively, and are defined by η0.
Remark 1.1. It should be noted that the solution (u, q) in the above theorem enjoys the addi-
tional regularity:
(ut,∇q, JqK) ∈ C0(IT , L2 × L2 ×H1/2(T)), q ∈ H1 for each t ∈ IT ,
(u,∇q, ut, JqK) ∈ L2(IT , H3 ×H1 ×H1 ×H3/2(T)). (1.15)
Remark 1.2. Noting that (see Lemma A.4 in [51])
‖w‖20 6 (l2 + τ 2)‖∂~nw‖20 for any w ∈ H10 , (1.16)
where ~n is a constant vector with ~n3 = 1, thus, making use of (1.16), (2.11), (9.24), (9.25) and
Korn’s inequality (see Lemma 9.5), we can see that, for (ϑ, κ, M¯3) 6= 0,
I(w, ϑ, κ, M¯) = 0 for some w ∈ H1σ,ϑ, if and only if
{
w = 0 for (κ, M¯3) 6= 0;
|w3|20 = 0 for (κ, M¯3) = 0
and
∞ > Dis(ϑ, κ, M¯) :=
{
sup06=w∈H1σ,ϑ gJρK|w3|20/I(w, ϑ, κ, M¯) for (κ, M¯3) 6= 0;
supw∈H1σ,3 gJρK|w3|20/ϑ|∇hw3|20 for (κ, M¯3) = 0.
Thus, we see that the instability condition (1.10) is equivalent to
1 < Dis(ϑ, κ, M¯) for (ϑ, κ, M¯3) 6= 0.
Of course, if (ϑ, κ, M¯3) = 0, we always have the instability condition (1.10) (the case of (ϑ, κ, M¯3) =
0 with M¯h 6= 0 can be observed from Lemma 9.19).
Remark 1.3. By modifying the derivation of Growall-type energy inequality (4.79) and multi-
energy method in [51], we can verify the global (asymptotic) stability of the ART problem under
the stability condition Dis(ϑ, κ, M¯) < 1 with (κ, M¯3) 6= 0. We will present the verification of the
stability result in a separate article.
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The proof of Theorem 1.1 is based on a so-called bootstrap instability method. The bootstrap
instability method has its origin in [9, 10]. Later, various versions of bootstrap approaches were
presented by many authors, see [6, 8] for examples. In this article, we adapt the version of
bootstrap instability method in [8, Lemma 1.1] to prove Theorem 1.1 by further introducing
some new mathematical techniques. Our proof procedure can be divided into five steps. Firstly,
we shall construct unstable solutions to the linearized ART problem, this can be achieved by a
modified variational method as in [12, 23] and an existence theory of the stratified (steady) Stokes
problem due to the presence of viscosity, see Proposition 3.1. Secondly, using energy method as in
[55] with new auxiliary estimates in Sobelve–Sobodetskii spaces (see Lemmas 9.11 and 9.12), we
can prove that the local-in-time solution of the ART problem enjoys some Gronwall-type energy
inequality, which couples with an auxiliary solution of the linear problem (4.59), see Lemma 4.10.
It should be noted that our constructed Gronwall-type energy inequality is very different with
the standard form in [8, Lemma 1.1]. Thirdly, we want to use initial data of solutions of the
linearized ART problem to construct initial data for solutions of the (nonlinear) ART problem
as in [8, Lemma 1.1]. However the initial data of the linearized and corresponding nonlinear
ART problems have to satisfy different compatibility conditions. Thus we can not directly use
the initial data of linearized ART problem as the one of nonlinear ART problem as in [8, Lemma
1.1]. To circumvent this difficulty, we use existence theory of stratified Stokes problem and
iterative technique to modify initial data of solutions of the linearized ART problem, so that
the obtained modified initial data belong to H4,10,∗ ×H20 ×H1, satisfy the compatibility condition
(1.13)–(1.14), and are close to the initial data of the linearized ART problem, see Propositions
5.1–5.2. Fourthly, we deduce the error estimates between the solutions of the linearized and
nonlinear ART problems based on a method of largest growth rate as in [19]. Noting that the
error function ud (i.e. the error between the nonlinear and linear solutions concerning u) does not
enjoys divergence-free condition, thus we shall use existence theory of stratified Stokes problem
again to modify ud, so that the method of largest growth rate can be used to deduce the desired
error estimates. Finally, we prove the existence of an escape time and thus obtain Theorem 1.1.
The detailed proof of Theorem 1.1 will be provided in Sections 3–7.
Thanks to Theorem 1.1, we can use an inverse transformation of Lagrangian coordinates to
establish the following theorem, which will implies some instability results of RT problem in
viscoelastic fluids, magnetohydrodynamics (MHD) fluids with zero resistivity and pure viscous
fluids (with or without interface intension) in Eulerian coordinates by taking proper values of
parameters.
Theorem 1.2. Let λ > 0, (η, u, q) be constructed in Theorem 1.1 with sufficiently small δ and√
λM¯ in place of M¯ , and ζ := η + y. We define that, for any t ∈ IT ,
d := η3((ζh)
−1(xh, t), 0, t) ∈ (−l, τ), v := u(ζ−1(x, t), t),
V := ∇ζ(ζ−1(x, t), t)− I, N := ∂M¯η, σ := q(ζ−1(x, t), t),
ν := (−∂1d,−∂2d, 1)T/
√
1 + |∇xhd|2,
(1.17)
Σ(t) := {(xh, x3) | xh ∈ T, x3 := d(xh, t)}, (1.18)
Ω+(t) := {(xh, x3) | xh ∈ T, d(xh, t) < x3 < τ}, (1.19)
Ω−(t) := {(xh, x3) | xh ∈ T, −l < x3 < d(xh, t)}, (1.20)
Ω′±(t) := ζ±(Ω
′
±, t), Ω(t) := Ω+(t) ∪ Ω−(t), (1.21)
Ωp(t) := {(xh, x3) | xh ∈ T , −l < x3 < τ, x3 6= d(xh, t)}, (1.22)
(d0, v0, V 0, N0, σ0, ν0) := (d, v, V,N, σ, ν)|t=0. (1.23)
Then we have the following conclusions:
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(1) for each t > 0,
(v, V,N, σ)(t) ∈ H2σ(Ω(t))×H2(Ω(t))×H2(Ω(t))×H1(Ω(t)), (1.24)
(vt, Vt, Nt) ∈ L2(Ω(t))×H1(Ω(t))×H1(Ω(t)), (1.25)
d ∈ H5/2(T), dt, ν(xh, t) ∈ H3/2(T), , (1.26)
where we have defined that
Hk(Ω(t)) := {ω | ω± := ω|Ω′
±
(t) ∈ Hkloc(Ω′±(t)), ω(y1, y2, y3) =
ω(y1 + 2πmL1, y2 + 2πmL1, y3) for any integers m and n}, (1.27)
Hkσ(Ω(t)) := H
1
σ ∩Hk(Ω(t)). (1.28)
Moreover,
∇hd, ν are continuous on R2T , (1.29)
v is continuous on ΩT , N±, V± are continuous on ζ˜±(ΩT±), (1.30)
where ζ˜±(y, t) := (ζ±(y, t), t). In addition,
d ∈ C(IT , H3(T)) ∩ L2(IT , H7/2(T)), dt ∈ L2(IT , H5/2(T)) if ϑ 6= 0. (1.31)
(2) (v, V,N, σ, d) solves a so-called mixed RT problem:
ρvt + ρv · ∇v + divSV,M(σ, v, V + I, N + M¯) = 0 in Ω(t),
Vt + v · ∇V = ∇v(V + I) in Ω(t),
Nt + v · ∇N = ∇v(N + M¯)T in Ω(t),
divv = divN = 0 in Ω(t),
dt + v1∂1d+ v2∂2d = v3 on Σ(t),
JSV,M(σ, v, V + I, N + M¯)ν − gρdνK = ϑCν on Σ(t),
JvK = 0 on Σ,
v = 0 on Σ+−,
(v, V,N)|t=0 = (v0, V 0, N0) in Ω(0),
d|t=0 = d0 on Σ(0),
(1.32)
where SV,M(σ, v, V + I, N + M¯) := pgI − µDv − κρ(UUT − I)− λ(N + M¯)⊗ (N + M¯).
(3) (v, V,N, d) satisfies the instability relations:
|d(T δ)|L1, ‖̟(T δ)‖L1δ , ‖∂3̟(T δ)‖L1δ , ‖divhvh(T δ)‖L1δ > ǫ, (1.33)
‖V33(T δ)‖L1δ , ‖(V13, V23)(T δ)‖L1δ , ‖(V11 + V22)(T δ)‖L1δ > ǫ, (1.34)
‖N3(T δ)‖L1δ , ‖Nh(T δ)‖L1δ > ǫ, if M¯3 6= 0 (1.35)
for some escape time T δ ∈ IT , where ̟ = v3 or vh, and L1δ := L1(Ωp(T δ)).
(4) the initial data (v0, V 0, N0, σ0, d0, ν0) satisfies
‖(v0, V 0, N0)‖2 + ‖σ0‖1 + |d0|5/2 + β(|d0|3) 6 Cδ (1.36)
and the compatibility conditions:
divv0 = 0 in Ω(0), (1.37)
JSV,M(σ0, v0, V 0 + I, N + M¯)ν0 − gρd0ν0K = ϑC0ν0 on Σ(0), (1.38)
where the constant C depends on the norms of functions η˜0, u˜0, q˜0, ηr, ur and qr in
Theorem 1.1.
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Remark 1.4. It should be noted that, since η(t) ∈ H4,10,∗ for each t ∈ IT , the domains defined in
(1.18)–(1.20) automatically satisfy, for each t > 0,
Ω− = Ω(t) ∪ Σ(t), Ω+(t) ∩ Ω−(t) = ∅, and Ω±(t) ∩ Σ(t) = ∅.
In addition, by the regularity of (η, u), we further derive many additional conclusions, for exam-
ples,
ζ˜(y, t) : ΩT → ΩT , ζ˜±(y, t) : ΩT± → ζ˜±(ΩT±)
and ζ¯(yh, t) : R
2
T → R2T are homeomorphism mappings, (1.39)
ζ˜±(y, t) : Ω
T
± → ζ˜±(ΩT±) and ζ¯(yh, t) : R2T → R2T
are C1-diffeomorphic mappings, (1.40)
where we have defined ζ˜(y, t) := (ζ(y, t), t) and ζ¯(yh, t) := (ζh(yh, 0, t), t).
The rest article are organized as follows: In Section 2, by taking proper values of parameters
in Theorem 1.2, we further establish existence results of instability solutions for the RT problems
in stratified viscoelastic fluids, stratified MHD fluids, and stratified pure fluids (with and without
surface tension) in sequence, see Corollaries 2.1–2.3. In Sections 3–7, we will provide the detailed
proof of Theorem 1.1. Finally, we will introduce how to use Theorem 1.1 to establish Theorem
1.2 in Section 8.
2. Applications
In this section, we will take proper values of parameters in Theorem 1.2 to obtain the existence
results of RT instability solutions of RT problems in stratified viscoelastic fluids, stratified MHD
fluids, and stratified pure fluids (with or without interface intension) in Eulerian coordinates.
We will also briefly introduce relevant mathematical progress of RT problems in the three types
of stratified viscous fluids.
2.1. Stratified viscoelastic fluids
The RT instability was often investigated in various models of viscoelastic fluids from the
physical point of view, see [2, 44] for examples. It is well-known that viscoelasticity is a material
property that exhibits both viscous and elastic characteristics when undergoing deformation. In
particular, an elastic fluid strains when stretched and quickly return to its original state once
the stress is removed. So the elasticity will have a stabilizing effect like internal surface tension.
Recently, Jiang–Jiang–Wu have proved that sufficiently large elasticity coefficient can contribute
to the elasticity to inhibit RT instability by a mathematical model of stratified viscoelastic fluids
[30]. In this article, we further provide the mathematical result of RT instability in viscoelastic
fluids under an instability condition (1.10) with M¯ = 0. To begin with, let us recall the RT
problem of stratified viscoelastic fluids in a domain Ω in [30]:
ρ±∂tv± + ρ±v± · ∇v± + divSV±(pg±, v±, U±) = 0 in Ω±(t),
∂tU± + v± · ∇U± = ∇v±U± in Ω±(t),
divv± = 0 in Ω±(t),
dt + v1∂1d+ v2∂2d = v3 on Σ(t),
Jv±K = 0, JSV±(pg±, v±, U±)ν − gdρ±νK = ϑCν on Σ(t),
v± = 0 on Σ±,
(v±, U±)|t=0 = (v0±, U0±) in Ω±(0),
d|t=0 = d0 on Σ(0).
(2.1)
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Next we should explain the notations in the above (stratified) VRT problem (2.1).
For each given t > 0, d := d(xh, t) : T 7→ (−l, τ) is a height function of a point at the interface
of stratified (viscoelastic) fluids. Σ(t) is a set of interface, and defined by (1.18).
The subscripts + resp. − in the notation f+ resp. f− mean that the functions or parameters
f+ resp. f− are relevant to the upper resp. lower fluids. Ω+(t) and Ω−(t) are the domains of
upper and lower fluids, respectively, and defined by (1.19) and (1.20).
For given t > 0, v±(x, t) : Ω±(t) 7→ R3, U±(x, t) : Ω±(t) 7→ R9 and p±(x, t) : Ω±(t) 7→ R
are the velocities, the deformation tensors (3 × 3 matrix-valued function) and the pressures
of fluids. ρ±, κ± and µ± are the density constants, viscosity coefficients and the elasticity
coefficients of fluids, where ρ+ > ρ−. g is the gravity constant. ϑ the surface tension coefficient.
SV±(pg±, v±, U±) := pg±I − µ±Dv± − κ±ρ±(U±UT± − I), where pg± := p± + gρ±x3.
For a function f defined on Ω(t), we define Jf±K := f+|Σ(t) − f−|Σ(t), where f±|Σ(t) are the
traces of the quantities f± on Σ(t). ν is the unit outer normal vector at boundary Σ(t) of Ω−(t),
and C the twice of the mean curvature of the internal surface Σ(t) [38], i.e.,
C := ∆hd+ (∂1d)
2∂22d+ (∂2d)
2∂21d− 2∂1d∂2d∂1∂2d
(1 + (∂1d)2 + (∂2d)2)3/2
.
Finally, we briefly explain the physical meaning of each identity in (2.1). The equations
(2.1)1–(2.1)2 describe the motion of the upper heavier and lower lighter fluids driven by the
gravitational field along the negative x3-direction, which occupy the two time-dependent disjoint
open subsets Ω+(t) and Ω−(t) at time t, respectively. We call (2.1)1 the momentum equation,
and (2.1)2 the deformation equation. Since the fluids are incompressible, we naturally pose the
divergence-free condition (2.1)3. The two fluids interact with each other by the motion equation
of a free interface (2.1)4 and the interfacial jump conditions in (2.1)5. The first jump condition in
(2.1)5 represents that the velocity is continuous across the interface. The second jump in (2.1)5
is equivalent to
JSV±(p±, v±, U±)Kν = ϑCν on Σ(t),
which represents that the jump in the normal stress is proportional to the mean curvature of the
surface multiplied by the normal to the surface [35, 55]. The non-slip boundary condition of the
velocities on both upper and lower fixed flat boundaries are described by (2.1)6, and (2.1)7–(2.1)8
represent the initial status of the two fluids.
The problem (2.1) enjoys an equilibrium state (or rest) solution: (v, U, pg, d) = (0, I, p¯g, d¯),
where d¯ ∈ (−l, τ). We should point out that p¯g can be uniquely computed out by hydrostatics,
which depends on the variable x3 and ρ±, and is continuous with respect to x3 ∈ (−l, τ). Without
loss of generality, we assume that d¯ = 0 in this article. If d¯ is not zero, we can adjust the x3
co-ordinate to make d¯ = 0. Thus d can be regarded as the displacement away from the plane Σ.
To simply the representation of the problem (2.1), we introduce the indicator function χΩ±(t)
and denote
ρ = ρ+χΩ+(t) + ρ−χΩ−(t), µ = µ+χΩ+(t) + µ−χΩ−(t), κ = κ+χΩ+(t) + κ−χΩ−(t),
v = v+χΩ+(t) + v−χΩ−(t), U = U+χΩ+(t) + U−χΩ−(t), p = p+χΩ+(t) + p−χΩ−(t),
v0 = v0+χΩ+(0) + v
0
−χΩ−(0), U
0 = U0+χΩ+(0) + U
0
−χΩ−(0),
SV(pg, v, U) := pgI − µDv − κρ(UUT − I).
Now, we denote the perturbation quantity around the equilibrium state (0, 0, I, p¯g) by
d = d− 0, v = v − 0, V = U − I and σ = pg − p¯g.
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Then we have a VRT problem in perturbation form:
ρvt + ρv · ∇v + divSV(σ, v, V + I) = 0 in Ω(t),
Vt + v · ∇V = ∇v(V + I) in Ω(t),
divv = 0 in Ω(t),
dt + v1∂1d+ v2∂2d = v3 on Σ(t),
JSV(σ, v, V + I)ν − gρdνK = ϑCν on Σ(t),
JvK = 0 on Σ,
v = 0 on Σ+−,
(v, V )|t=0 = (v0, V 0) in Ω(0),
d|t=0 = d0 on Σ(0),
(2.2)
where we have defined that Ω(t) := Ω+(t) ∪ Ω−(t), and omitted the subscript ± in Jf±K for
simplicity. Thus a zero solution is an equilibrium-state solution of the above perturbation VRT
problem.
It is well-known that the movement of the free interface Σ(t) and the subsequent change of
the domains Ω±(t) in Eulerian coordinates will result in severe mathematical difficulties. There
exist three methods to circumvent such difficulties, see the transformation method of Lagrangian
coordinates in [12], the method of translation transformation with respect to x3-variable in [41],
and “geometric” reformulation method in [13]. Next we shall adopt the transformation method
of Lagrangian coordinates so that the interface and the domains stay fixed in time. In addition,
the VRT problem in Lagrangian coordinate has better mathematical structure.
We assume that there exist invertible mappings
ζ0± : Ω± → Ω±(0),
such that
Σ(0) = ζ0±(Σ), Σ± = ζ
0
±(Σ±) (2.3)
and
det∇ζ0± = 1. (2.4)
We further define ζ := ζ+χΩ+ + ζ−χΩ− , and the flow maps ζ as the solutions to{
∂tζ(y, t) = v(ζ(y, t), t) in Ω
ζ(y, 0) = ζ0(y) in Ω.
(2.5)
We denote the Eulerian coordinates by (x, t) with x = ζ(y, t), whereas the fixed (y, t) ∈ Ω× R+
stand for the Lagrangian coordinates.
In order to switch back and forth from Lagrangian to Eulerian coordinates, we shall assume
that ζ±(·, t) are invertible and Ω±(t) = ζ±(Ω±, t), and since v± and ζ0± are all continuous across
Σ, we have Σ(t) = ζ±(Σ, t). In view of the non-slip boundary condition v|Σ+
−
= 0, we have
y = ζ(y, t) on Σ+−.
In addition, by the incompressible condition, we have det∇ζ = 1 in Ω as well as the initial
condition (2.4), see [37, Proposition 1.4].
Now, setting η = ζ − y and the Lagrangian unknowns
(u, U˜ , q)(y, t) = (v, U, σ)(ζ(y, t), t) for (y, t) ∈ Ω× R+,
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then in Lagrangian coordinates (η, u, q) satisfies a so-called transformed VRT problem (please
refer to Section 8 for omitted derivation):
ηt = u in Ω,
ρut + divASA(q, u, η) = 0 in Ω,
divAu = 0 in Ω,
JηK = JuK = 0, JSA(q, u, η)− gρη3IKAe3 = ϑHAe3 on Σ,
(η, u) = 0 on Σ+−,
(η, u)|t=0 = (η0, u0) in Ω
(2.6)
with U˜(y, t) = ∇ζ±(y, t). We call η the displacement function of particle (labeled by y). Ob-
viously, the above transformed VRT problem can be deduced from the ART problem (1.1) by
taking M¯ = 0.
To focus on the elasticity effect upon the RT instability, Jiang–Jiang–Wu omitted the surface
tension in the transformed VRT problem, and proved that the transformed VRT problem with
ϑ = 0 is stable [30] under the stability condition
Dis(0, κ, 0) < 1.
We mention that, using the energy methods in [30] and Section 4, we can also verify that the
transformed VRT problem is stable under the stability condition Dis(ϑ, κ, 0) < 1.
Noting that the instability condition (1.10) with M¯ = 0 and with (ϑ, κ) 6= 0 is equivalent to
Dis(ϑ, κ, 0) > 1, (2.7)
thus Theorem 1.1 presents that the transformed VRT problem is unstable, when (ϑ, κ) = 0, or
the instability condition (2.7) with (ϑ, κ) 6= 0 is satisfied. Moreover, by Theorem 1.2, we also
obtain the instability result of the perturbation VRT problem (2.2).
Corollary 2.1. Under the instability condition (2.7) with (ϑ, κ) 6= 0 or (ϑ, κ) = 0, the perturba-
tion VRT problem (2.2) is unstable. More precisely, (d, v, V, σ) constructed by Theorem 1.2 with
λ = 0 is an unstable solution to the perturbation VRT problem.
2.2. Stratified MHD fluids
Now we turn to introduce the instability results in the RT problem of stratified MHD fluids
(with zero resistivity). The topic of the effects of magnetic fields upon the RT instability in
stratified MHD fluids goes back to the theoretical work of Kruskal and Schwarzchild [34] in
1954. They analyzed the effect of an impressed horizontal magnetic field on the growth of
the RT instability, and pointed out that the curvature of the magnetic lines can influence the
development of instability in compressible MHD fluids, but can not inhibit the RT instability
growth. The effect of the impressed vertical magnetic field upon the RT instability was also
investigated by Hide for incompressible inhomogeneous MHD fluids [3, 17]. Since Kruskal and
Schwarzchild’s pioneering work, many physicists proceeded to develop the linear theory and
nonlinear numerical simulation of the magnetic RT instability, due to its applications in a range
of scales from laboratory plasma physics to atmospheric physics and astrophysics. In particular,
Hester et al. [16] compared the observational characteristics of the Crab Nebula with simulations
of the magnetic RT instability performed by Jun et al. [32], and found that the magnetic RT
instability could explain the observed filamentary structure, which is also observed in the Sun
[20, 21].
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The (nonlinear) magnetic RT instability was first mathematically proved by Hwang in inho-
mogeneous inviscid MHD fluids in Eulerian coordinates in 2008. Jiang et.al. further considered
the corresponding viscous case [28]. However, to our best knowledge, up to now, there are not any
available result of mathematical proof of magnetic RT instability in the stratified MHD fluids in
Eulerian coordinates. Therefore, in this article, we further use Theorem 1.2 to establish the exis-
tence result of RT instability solutions for the following RT problem in stratified incompressible
viscous MHD fluids under the instability condition (1.10) with κ = 0 in Eulerian coordinates:
ρ±∂tv± + ρ±v± · ∇v± + divSM± (pg,M±± , v±,M±) = 0 in Ω±(t),
∂tM± =M± · ∇v± − v± · ∇M± in Ω±(t),
divv± = 0 in Ω±(t),
divM± = 0 in Ω±(t),
dt + v1∂1d+ v2∂2d = v3 on Σ(t),
Jv±K = 0, JSM± (pg,M±± , v±,M±)ν − gdρνK = ϑCν on Σ(t),
v± = 0 on Σ±,
(v±,M±)|t=0 = (v0±,M0±) in Ω±(0),
d|t=0 = d0 on Σ(0).
(2.8)
Next we shall explain new equations and notations in the above (stratified) MRT problem.
The equations (2.8)1 and (2.8)2 describe the motion of the upper heavier and lower lighter
MHD fluids with zero resistivity driven by the gravitational field along the negative x3-direction.
(2.8)2 is called the induction equation. We remark that the resistivity is neglected in (2.8)2, and
this arises in the physics regime with negligible electrical resistance. (2.8)4 represent that the
magnetic fields M¯± of the two fluids are source free, and can be seen just as restrictions on the
initial value of M±, since (divM±)t = 0 by (2.8)2. SM± (pg,M±± , v±,M±) := pg,M±± I − µ±Dv± −
λM±⊗M±, and pg,M±± := pg±+λ|M±|2/2, where λ stands for the permeability of vacuum divided
by 4π.
The problem (2.8) enjoys an equilibrium state solution: (v,M, pg, d) = (0, M¯ , p¯g, 0), where M¯
is a constant vector, and called an impressed field (or equilibrium magnetic field). Following the
argument of (2.2), and further defining that
M := M+χΩ+(t) +M−χΩ−(t), N := M − M¯,
pg,M := pg + λ|M |2/2, σ := pg,M − p¯g − λ|M¯ |2/2,
SM(pg,M , v,M) := SM+ (pg,M++ , v+,M+)χΩ+(t) + SM+ (pg,M−− , v−,M−)χΩ−(t),
we can get a MRT problem in perturbation form:
ρvt + ρv · ∇v + divSM(σ, v,N + M¯) = 0 in Ω(t),
Nt = (N + M¯) · ∇v − v · ∇N in Ω(t),
divv = divN = 0 in Ω(t),
dt + v1∂1d+ v2∂2d = v3 on Σ(t),
JvK = 0, JSM(σ, v,N + M¯)ν − gρdνK = ϑCν on Σ(t),
v = 0 on Σ+−,
(v,N)|t=0 = (v0, N0) in Ω(0),
d|t=0 = d0 on Σ(0).
(2.9)
Let ζ be a solution of (2.5), η := ζ − y and the Lagrangian unknowns (u,B, q)(y, t) :=
(v,M, σ)(ζ(y, t), t). If the initial data A0 and B0 satisfy AT0B0 = M¯ and B0 · A0e3 = M¯3, then
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(η, u, q) satisfies a so-called transformed MRT problem [51]:
ηt = u in Ω,
ρut + divASA(q, u) = λ∂2M¯η in Ω,
divAu = 0 in Ω,
JηK = JuK = 0, JSA(q, u)Ae3 − gρη3Ae3 − λM¯3∂M¯ηK = ϑHAe3 on Σ,
(η, u) = 0 on Σ+−,
(η, u)|t=0 = (η0, u0) in Ω
with B = ∂M¯ζ . where SA(q, u) := qI − µDAu. Obviously, the above transformed MRT problem
can be deduced from the ART problem (1.1) with κ = 0 and with
√
λM¯ in place of M¯ . We call
the transformed MRT problem without surface tension the transformed pure-MRT problem.
Next we briefly introduce some mathematical results in the transformed pure-MRT problem.
For a special vertical (magnetic) field M¯ = (0, 0, M¯3), Wang found there exists a strength-
threshold, given by a variational formula, of M¯ for stability/instability based on a linearized
pure-MRT problem, in which he took τ = l = 1 for simplicity [50]. Then Jiang–Jiang–Wang
further computed out the strength-threshold obtained by Wang is equal to
√
gJρK/2λ in [29].
Recently, Wang have rigorously proved that the transformed pure-MRT problem is stable under
the stability condition
M¯3 > mS :=
√
gJρK
λ(τ−1 + l−1)
. (2.10)
which is equivalent to
D˜is(0, 0, M¯) < 1.
Here we have use the following definitions:
D˜is(ϑ, 0, M¯) := sup
06=w∈H1σ,ϑ(Ω
τ
−l)
gJρK|w3|20/I˜(w, ϑ, M¯),
H1σ,ϑ(Ω
τ
−l) :=
{
H1σ(Ω
τ
−l) := H
1
0(Ω
τ
−l) ∩ {divw = 0}, if ϑ = 0;
{w ∈ H1σ(Ωτ−l) | w3(yh, 0) ∈ H1(R2)}, if ϑ 6= 0,
I˜(w, ϑ, M¯) := ϑ|∇hw3|2L2(R2) + ‖∂M¯w‖2L2(Ωτ
−l)
.
Since, for any constant vector ~n with ~n3 = 1,
sup
06=w∈H10
|w3|20
‖∂~nw‖20
= sup
06=w∈H1σ
|w3|20
‖∂~nw‖20
=
1
τ−1 + l−1
, (2.11)
see Lemma 4.6 and Remark 4.3 in [27] for a direct proof, thus the stability condition (2.10) is
equivalent to
Dis(0, 0, M¯) < 1.
We mention that, putting some techniques of energy estimates in Section 4 into the multi-layer
energy method in [51], we can also verify that the transformed MRT problems defined on Ωτ−l,
resp. Ω, are stable under the stability conditions D˜is(ϑ, 0, M¯) < 1, resp. Dis(ϑ, 0, M¯) < 1 with
M¯3 6= 0.
Noting that (1.10) with κ = 0 and with (ϑ, M¯3) 6= 0 is equivalent to
Dis(ϑ, 0, M¯) > 1, (2.12)
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then Theorem 1.1 tells us that the transformed MRT problem is unstable when (ϑ, M¯3) = 0 or
the instability condition (2.12) with (ϑ, M¯3) 6= 0 is satisfied. Moreover, by Theorem 1.2, we also
obtain the instability result of the perturbation MRT problem (2.9).
Corollary 2.2. Under the instability condition (2.12) with (ϑ, M¯3) 6= 0 or (ϑ, M¯3) = 0, the
perturbation MRT problem (2.9) is unstable. More precisely, (v,N, σ, d) constructed by Theorem
1.2 with κ = 0 is an unstable solution to the perturbation MRT problem.
Remark 2.1. Recently Jiang et.al. have proved the existence results of RT instability solutions
in the sense of H2-norm for the non-homogenous viscoelastic fluid and the non-homogenous
MHD fluid [26, 30]. We mention that, by following the derivation of Corollaries 2.1–2.2, we also
obtain RT instability solutions in the sense of L1-norm for the corresponding non-homogenous
viscoelastic fluid and the non-homogenous MHD fluid (without interface).
We further mention the transformed pure-MRT problem. By Lemma 9.19, we can see that,
for any non-zero horizontal field M¯ = (M¯h, 0), the transformed pure-MRT problem is always
unstable for any horizontal field by Corollary 2.2. This means the horizontal field can not
inhibit the RT instability. However, the transformed pure-MRT problem is always stable for
any vertical field satisfying the stability condition (2.10). This means that a sufficiently strong
vertical field can inhibit the RT instability. The reason of the inhibition of RT instability by
the vertical field lies in that the non-slip velocity boundary condition is imposed in the direction
of the vertical field. In [24], the authors have found out that the non-slip velocity boundary
condition, imposed in the direction of magnetic fields, can enhance the stabilizing effect of the
magnetic fields in the linearized IMRT problem (i.e., the linearized RT problem of inhomogeneous
MHD fluids. Moreover, the authors have rigorously proved the mathematical result of inhibition
of RT instability by the horizontal field in the IMRT problem [26]. Such magnetic inhibition
phenomenon by horizontal field was also found in the Parker instability problem [25], where
the horizontal field is vertically decreasing. Recently, the authors have established an magnetic
inhibition theory, which reveals why the non-slip velocity boundary condition can enhance the
stabilizing effect of the magnetic fields [27]. The magnetic inhibition theory can be also used to
explain why the VRT problem (1.32) is stable when κ is sufficiently large.
2.3. Stratified pure viscous fluids
Finally, we discuss the RT problem of stratified pure fluids. Deleting the terms involving V
in (1.32) (or the terms involving M in (2.9)), we get the following RT problem of stratified pure
viscous fluids in perturbation form:
ρvt + ρv · ∇v + divS(σ, v, 0) = 0 in Ω(t),
divv = 0 in Ω(t),
dt + v1∂1d+ v2∂2d = v3 on Σ(t),
JvK = 0, JS(σ, v, 0)− gρdIKν = ϑCν on Σ(t),
v = 0 on Σ+−,
v|t=0 = v0 in Ω(0),
d|t=0 = d0 on Σ(0).
(2.13)
We mention some progress in the RT problem (2.13). If l and τ are infinite, and T is
replaced by R2, Pru¨ess–Simonett first have proved that there exists a unique unstable solution
to the RT problem in a perturbation form in 2010 [41], where the solution (d, v) is unstable
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in the norm of Sobolev–Slobodeckii space W
3−2/p
p (R2) × W 2−2/pp (Ω(t)) for p > 5 based on a
Henry instability method. Later, Wang–Tice–Kim proved that there exists a strength threshold
ϑT := gJρKmax{L21, L22} of the surface tension coefficient for the instability and stability of the
RT problem (2.13) in “geometric” coordinate. More precisely, they proved that the RT problem
(1.32) is stable for ϑ > ϑT [53], and formally verified that a RT problem in “geometric” coordinate
is unstable in the sense of L2-norm for [52]
ϑ ∈ [0, ϑT). (2.14)
In Appendix, we will provide direct proof for the relation
ϑT = sup
w∈H1σ,3
gJρK|w3|20/|∇hw3|20, (2.15)
see Lemma 9.17. Thus we see immediately that the two conditions (2.14) and “(1.10) with
(κ, M¯) = 0” are equivalent. Recently, Wilke have proved there exists a threshold ϑc for the
stability and instability of RT problem of stratified pure fluids defined on a cylindrical domain
based on a rather complete analysis technique of the corresponding free boundary problem which
involves a contact angle [54], where the unstable solutions is also in the sense of norm of Sobolev–
Slobodeckii space as Pru¨ess–Simonett’s result.
However, by (2.15), we can deduce from Theorem 1.2 the following conclusion which presents
that there exists a RT instability solution in the sense of L1-norm to (2.13) under the instability
condition (2.14).
Corollary 2.3. Under the instability condition (2.14), the perturbation RT problem (2.13) is
unstable. More precisely, (v, σ, d) constructed by Theorem 1.2 with κ = λ = 0 is an unstable
solution to the perturbation RT problem.
It is well-known that, in the development of the RT instability, gravity first drives the third
component of velocity v3 unstable, then, the instability of the third component of the velocity
further results in instability of horizontal velocity vh, and the height function d3. Obviously, our
instability result (1.33) accords with this instability phenomenon, and are finer than the known
mathematical results of RT instability solutions in stratified pure viscous fluids [41, 54].
3. Linear instability
In this section, we will use modified variational method to construct unstable solutions for a
linearized ART problem. The modified variational method was firstly used by Guo and Tice to
construct unstable solutions to a class of ordinary differential equations arising from a linearized
RT instability problem [12]. Later, Jiang–Jiang [23, 24] further extended the modified variational
method to construct unstable solutions to the partial differential equations (PDEs) arising from
a linearized RT instability problem. Exploiting the modified variational method of PDEs in [24]
and an existence theory of stratified Stokes problem (see Lemma 9.14), we can obtain a linear
instability result of the ART problem.
Proposition 3.1. Under the assumption (1.10), there is an unstable solution
(η, u, q) := eΛt(w/Λ, w, β)
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to the linearized ART problem
ηt = u in Ω,
ρut + divS(q, u, η) = ∂2M¯η in Ω,
divu = 0 in Ω,
JηK = JuK = 0, JS(q, u, η)e3 − gρη3e3 − M¯3∂M¯ηK = ϑ∆hη3e3 on Σ,
(η, u) = 0 on Σ+−,
(η, u)|t=0 = (η0, u0) in Ω,
where (w, β) ∈ (A ∩H∞)× (H1 ∩H∞) solves the boundary value problem:
Λ2ρw = ∂2
M¯
w − divS(Λβ,Λw,w) in Ω,
divw = 0 in Ω,
JwK = 0, JS(Λβ,Λw,w)e3 − gρw3e3 − M¯3∂M¯wK = ϑ∆hw3e3 on Σ,
w = 0 on Σ+−
(3.1)
with a largest growth rate Λ > 0 satisfying
Λ2 = − inf
̟∈A
(
E(̟) + Λ‖√µD̟‖20/2
)
. (3.2)
Moreover, for χ = η or w,
χ3 6= 0, ∂3χ3 6= 0, χh 6= 0, ∂3χh 6= 0, divhχh 6= 0 in Ω, |χ3| 6= 0 on Σ, (3.3)
∂M¯χ3 6= 0, ∂M¯χh 6= 0 if M¯3 6= 0. (3.4)
Proof. We divide the proof of Proposition 3.1 by four steps.
(1) Existence of weak solutions to the modified problem
divS(sβ, sw, w)− ∂2
M¯
w = α(s)ρw in Ω,
divw = 0 in Ω,
JwK = 0, JS(sβ, sw, w)e3 − gρw3e3 − M¯3∂M¯wK = ϑ∆hw3e3 on Σ,
w = 0 on Σ+−,
(3.5)
where s > 0 is any given.
To prove the existence of weak solutions of the above problem, we consider the variational
problem of the functional F (̟, s):
α(s) := inf
̟∈A
F (̟, s)
for given s > 0, we have defined that F (̟, s) := E(̟) + s‖√µD̟‖20/2. Sometimes, we denote
α(s) and F (̟, s) by α and F (̟) for simplicity, resp..
Noting that
|v|20 . ‖v‖0‖∂3v‖0 for any v ∈ H10 , (3.6)
thus, by Young’s inequality and Korn’s inequality, we see that F (̟) has an lower bound for any
̟ ∈ A. Hence F (̟) has a minimizing sequence {wn}∞n=1 ⊂ A, which satisfies α = limn→∞ F (wn).
Moreover, making use of (3.6), the fact ‖√ρwn‖0 = 1, trace estimate (see Lemma 9.7) and
Young’s and Korn’s inequalities, we have ‖wn‖1 + ϑ|∇hwn3 |0 + |wn|0 6 c1 for some constant c1,
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which is independent of n. Thus, by the well-known Rellich–Kondrachov compactness theorem,
there exist a subsequence, still labeled by wn, and a function w ∈ A, such that
wn ⇀ w in H1σ, w
n → w in L2, wn|y3=0 → w|y3=0 in L2(T),
wn3 |y3=0 ⇀ w3|y3=0 in H1(T) if ϑ 6= 0.
Exploiting the above convergence results, and the lower semicontinuity of weak convergence, we
have
α = lim inf
n→∞
F (wn) > F (w) > α.
Hence w is the minimum point of the functional F (̟) with respect to ̟ ∈ A.
Obviously, w constructed above is also the minimum point of the functional F (̟)/‖√ρ̟‖20
with respect to ̟ ∈ H1σ,ϑ. Moreover α = F (w)/‖
√
ρw‖20. Thus, for any given ϕ ∈ H1σ,ϑ, the point
t = 0 is the minimum point of the function
I(t) := F (w + tϕ)−
∫
αρ|w + tϕ|2dy ∈ C1(R).
Then, by computing out I ′(0) = 0, we have the weak form:
1
2
∫
(sµ+ κρ)Dw : Dϕdy + ϑ
∫
Σ
∇hw3 · ∇hϕ3dyh
+
∫
∂M¯w · ∂M¯ϕdy = gJρK
∫
Σ
w3ϕ3dyh + α
∫
ρw · ϕdy. (3.7)
Noting the fact, for any f 1, f 2 ∈ H1, and any matrix A, B ∈ R3×3,
1
2
∫
DAf
1 : DBf
2dy =
∫
DAf
1 : ∇Bf 2dy, (3.8)
thus (3.7) is equivalent to∫
(sµ+ κρ)Dw : ∇ϕdy + ϑ
∫
Σ
∇hw3 · ∇hϕ3dyh
+
∫
∂M¯w · ∂M¯ϕdy = gJρK
∫
Σ
w3ϕ3dyh + α
∫
ρw · ϕdy.
The means that w is the weak solution of the modified problem (3.5).
(2) Improving the regularity of the weak solution w.
To begin with, we shall establish the following preliminary conclusion:
For any i > 0, we have
w ∈ H1,iσ,ϑ (3.9)
and
1
2
∫
(sµ+ κρ)D∂ihw : Dϕdy + ϑ
∫
Σ
∇h∂ihw3 · ∇hϕ3dyh
+
∫
∂M¯∂
i
hw · ∂M¯ϕdy = gJρK
∫
Σ
∂ihw3ϕ3dyh + α
∫
ρ∂ihw · ϕdy. (3.10)
Obviously, by induction, the above assertion reduces to verify the following recurrence rela-
tion:
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For given i > 0, if w ∈ H1,iσ,ϑ satisfies (3.10) for any ϕ ∈ H1σ,ϑ, then
w ∈ H1,i+1σ,ϑ (3.11)
and w satisfies
1
2
∫
(sµ+ κρ)D∂i+1h w : Dϕdy + ϑ
∫
Σ
∇h∂i+1h w3 · ∇hϕ3dyh
+
∫
∂M¯∂
i+1
h w · ∂M¯ϕdy = gJρK
∫
Σ
∂i+1h w3ϕ3dyh + α
∫
ρ∂i+1h w · ϕdy. (3.12)
Next we verify the above recurrence relation by method of difference quotients.
Now we assume that w ∈ H1,iσ,ϑ satisfies (3.10) for any ϕ ∈ H1σ,ϑ. Noting that ∂ihw ∈ H1σ,ϑ, we
can deduce from (3.10) that, for j = 1 and 2,
1
2
∫
(sµ+ κρ)D∂ihw : DD
h
jϕdy + ϑ
∫
Σ
∇h∂ihw3 · ∇hDhjϕ3dyh
+
∫
∂M¯∂
i
hw · ∂M¯Dhjϕdy = gJρK
∫
Σ
∂ihw3D
h
j ϕ3dyh + α
∫
ρ∂ihw ·Dhj ϕdy
and
1
2
∫
(sµ+ κρ)D∂ihw : DD
−h
j D
h
j ∂
i
hwdy + ϑ
∫
Σ
∇h∂ihw3 · ∇hD−hj Dhj ∂ihw3dyh
+
∫
∂M¯∂
i
hw · ∂M¯D−hj Dhj ∂ihwdy = gJρK
∫
Σ
∂ihw3D
−h
j D
h
j ∂
i
hw3dyh + α
∫
ρ∂ihw ·D−hj Dhj ∂ihwdy,
which yield that
1
2
∫
(sµ+ κρ)DD−hj ∂
i
hw : Dϕdy + ϑ
∫
Σ
∇hD−hj ∂ihw3 · ∇hϕ3dyh
+
∫
∂M¯D
−h
j ∂
i
hw · ∂M¯ϕdy = gJρK
∫
Σ
D−hj ∂
i
hw3ϕ3dyh + α
∫
ρD−hj ∂
i
hw · ϕdy, (3.13)
and
‖√sµ+ κρDDhj ∂ihw‖20/2 + ϑ|Dhj∇h∂ihw|20
+ ‖∂M¯Dhj ∂ihw‖20 . gJρK|Dhj ∂ihw3|20 + |α|‖
√
ρDhj ∂
i
hw‖20, (3.14)
resp..
By Korn’s inequality,
‖Dhj ∂ihw‖21 . ‖
√
sµ+ κρDDhj ∂
i
hw‖20,
thus, using (3.6), Young’s inequality, and the first conclusion in Lemma 9.10 , we further deduce
from (3.14) that
‖Dhh∂ihw‖21 + ϑ|Dhh∇h∂ihw|20 . ‖Dhh∂ihw‖20 . ‖∇h∂ihw‖20 . 1.
Thus, using (3.6), trace estimate and the second conclusion in Lemma 9.10, there exists a sub-
sequence of {−h}h∈R (still denoted by −h) such that
D−hh ∂
i
hw ⇀ ∇h∂ihw in H1σ, D−hh ∂ihw →∇h∂ihw in L2,
D−hh ∂
i
hw|y3=0 →∇h∂ihw|y3=0 in L2(T)
D−hh ∂
i
hw|Σ ⇀ ∇h∂ihw|Σ in H1(T) if ϑ 6= 0.
(3.15)
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Using regularity of w in (3.15) and the fact w ∈ H1,iσ,ϑ, we have (3.11). In addition, exploiting
the limit results in (3.15), we can deduce (3.12) from (3.13). This complete the proof of the
recurrence relation, and thus (3.9) holds.
With (3.9) in hand, we can consider a stratified Stokes problem:
s∇βk − (sµ+ κρ+ M¯23 )∆ωk = ∂khL1 in Ω,
divωk = 0 in Ω,
JωkK = 0, J(sβk − (sµ+ κρ+ M¯23 )Dωk)e3K = ∂khL2 on Σ,
ωk = 0 on Σ+−,
(3.16)
where k > 0 is a given integer, and we have defined that
L1 := ∂2M¯w − M¯23∆w + αρw, L2 := gJρKw3e3 + ϑ∆hw3e3.
Recalling the regularity (3.9) of w, we see that ∂khL1 ∈ L2, and ∂khL2 ∈ H1(T). Applying the
existence theory of stratified Stokes problem (see Lemma 9.14), there exists a unique strong
solution (ωk, βk) ∈ H2 ×H1 of the above problem (3.16).
Multiplying (3.16)1 by ϕ ∈ H1σ,ϑ in L2 (i.e., taking the inner product in L2), and using the
integration by parts and (3.16)2–(3.16)4, we have
1
2
∫
(sµ+ κρ+ M¯23 )Dω
k : Dϕdy
=
∫
αρ∂khwϕdy + gJρK
∫
Σ
∂khw3ϕ3dyh
−
∫
Σ
ϑ∂kh∇hw3 · ∇hϕ3dyh +
∫
∂kh(∂
2
M¯w − M¯23∆w) · ϕdy. (3.17)
Noting that
div∂ihw = 0 in Ω, and J∂
i
hwK = 0 on Σ for any i > 0 (3.18)
and
M¯23
∫
D∂khw : ∇ϕdy −
∫
∂kh(∂
2
M¯w − M¯23∆w) · ϕdy =
∫
∂M¯∂
k
hw · ∂M¯ϕdy,
we can use the integration by parts and (3.8) to rewrite (3.10) as follows:
1
2
∫
(sµ+ κρ+ M¯23 )D∂
k
hw : Dϕdy +
∫
Σ
ϑ∇h∂khw3 · ∇hϕ3dyh
−
∫
∂kh(∂
2
M¯w − M¯23∆w) · ϕdy =
∫
αρ∂khw · ϕdy + gJρK
∫
Σ
∂khw3ϕ3dyh. (3.19)
Subtracting the two identities (3.17) and (3.19) yields that∫
(sµ+ κρ+ M¯23 )D(∂
k
hw − ωk) : Dϕdy = 0.
Taking ϕ := ∂khw−ωk ∈ H1σ,ϑ in the above identity, and using the Korn’s inequality, we find that
ωk = ∂khw. Thus we immediately see that
∂khw ∈ H2 for any k > 0, (3.20)
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which implies ∂khL1 ∈ H1, and ∂khL2 ∈ H2(T) for any k > 0. Thus, applying the stratified Stokes
estimate (9.23) to (3.16), we have
∂khw ∈ H3 for any k > 0, (3.21)
Obviously, by induction, we can easily follow the improving regularity method from (3.20) to
(3.21) to deduce that w ∈ H∞. In addition, we have an associated pressure β := β0 ∈ H∞;
moreover, βk in (3.16) is equal to ∂khβ.
Finally, recalling (3.18), and the embedding inequality (9.2), we easily see that (w, β) con-
structed above is indeed a classical solution to the modified problem (3.5).
(3) Some properties of the function α(s) on (0,∞):
α(s2) > α(s1) for any s2 > s1 > 0, (3.22)
α(s) ∈ C0,1loc (0,∞), (3.23)
α(s) < 0 on some interval (0, c2), (3.24)
α(s) > 0 on some interval (c3,∞). (3.25)
To being with, we verify (3.22). For given s2 > s1, then there exist v
s2 ∈ A such that
α(s2) = F (v
s2, s2). Thus, by Korn’s inequality and the fact ‖√ρvs2‖0 = 1,
α(s1) 6 F (v
s2, s1) = α(s2) + (s1 − s2)‖√µDvs2‖20/2 < α(s2),
which yields (3.22).
Now we turn to prove (3.23). Choosing a bounded interval [c4, c5] ⊂ (0,∞), then, for any
s ∈ [c4, c5], there exists a function vs satisfying α(s) = E(vs) + s‖√µDvs‖20/2. Thus, by the
monotonicity (3.22), we have
α(c5)− c4‖√µDvs‖20/4 > F (vs, s/2) > α(s/2) > α(c4/2),
which yields
‖√µDvs‖20/2 6 2(α(c5)− α(c4/2))/c4 =: ξ for any s ∈ [c4, c5].
Thus, for any s1, s2 ∈ [c4, c5],
α(s1)− α(s2) 6F (vs2, s1)− F (vs2, s2) 6 ξ|s2 − s1|
and
α(s2)− α(s1) 6 ξ|s2 − s1|,
which immediately imply |α(s1)− α(s2)| 6 ξ|s2 − s1|. Hence (3.23) holds.
Finally, (3.24) is obvious by the definition of α and the assumption (1.10), while (3.25) can
be also deduced from the definition of α by using Korn’s inequality and (3.6).
(4) Construction of an interval for fixed point : Let
I := sup{all the real constant s, which satisfy that α(τ) < 0 for any τ ∈ (0, s)}.
In virtue of (3.24) and (3.25), 0 < I < ∞. Moreover, α(s) < 0 for any s ∈ (0, I), and, by the
continuity of α(s),
α(I) = 0. (3.26)
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Using the monotonicity and the upper boundedness of α(s), we see that
lim
s→0
α(s) = ς for some negative constant ς. (3.27)
Now, exploiting (3.26), (3.27) and the continuity of α(s) on (0, I), we find by a fixed-point
argument on (0, I) that there is a unique Λ ∈ (0, I) satisfying
Λ =
√
−α(Λ) =
√
− inf
̟∈A
F (̟,Λ) ∈ (0, I).
Thus there is a classical solution w ∈ A∩H∞ to the boundary problem (3.1) with Λ constructed
above and with β ∈ H1 ∩H∞. Moreover,
Λ =
√
−F (w,Λ) > 0. (3.28)
In addition, (3.3) and (3.4) directly follows (3.28), the fact χ ∈ H1σ for η or w, and the estimate
(1.16). This completes the proof of Proposition 3.1. 
4. Growall-type energy inequality of nonlinear solutions
In this section, we mainly derive that any solution of the ART problem enjoys a Growall-type
energy inequality. We will derive such inequality by a priori estimate method for simplicity. Let
(η, u) be a solution of the ART problem, such that
sup
06t<T
√
‖η(t)‖23 + ‖u(t)‖22 6 δ ∈ (0, 1) for some T, (4.1)
where δ is sufficiently small, and the initial data η0 satisfies det(∇η0+ I) = 1. It should be noted
that the smallness depends on the domain and known parameters in the ART problem, and will
be repeatedly used in what follows. Moreover, the solution enjoys fine regularity, which makes
sure the procedure of formal deduction. We will divide the derivation into three steps: first we
shall introduce some preliminary estimates, then further derive energy estimates of the solution,
finally establish a Growall-type energy inequality.
4.1. Preliminaries
This subsection is devoted to derive some preliminary estimates, which include the estimates
concerning A, the estimate of ∂itdivη, the equivalent estimate of DAw, and the estimates of
nonlinear terms, such as N 1, N 2 and so on.
Lemma 4.1. Under the assumption (4.1), we have
(1) the estimate for A: for 0 6 i 6 2,
‖A‖C0(Ω¯) + ‖A‖2 . 1, (4.2)
‖At‖i . ‖u‖i+1, (4.3)
‖Att‖0 . ‖(u, ut)‖1, (4.4)
|Atte3|−1/2 . ‖u‖3 + ‖ut‖1, (4.5)
‖A˜‖i . ‖η‖i+1. (4.6)
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(2) the estimate of divη: for 0 6 i 6 2,
‖divη‖i . ‖η‖3‖η‖i+1, (4.7)
‖divu‖i . ‖η‖3‖u‖i+1. (4.8)
(3) the equivalent estimate
‖w‖1 . ‖DAw‖0 . ‖w‖1 for any w ∈ H10 . (4.9)
Proof. (1) We can employ (1.2), embedding inequality (9.2) and product estimate (9.8) to have
(4.2). Similarly, we can further use (1.1)1, (9.12), (9.18), trace estimate and the fact
Ae3 = ∂1(η + y)× ∂2(η + y) = e3 + e1 × ∂2η + ∂1η × e2 + ∂1η × ∂2η (4.10)
to deduce (4.3)–(4.5).
To bound A˜, we assume that δ is so small that the following expansion holds.
AT = I −∇η + (∇η)2
∞∑
i=0
(−∇η)i = I −∇η + (∇η)2AT ,
which implies that
A˜T = (∇η)2A˜T + (∇η)2 −∇η.
Thus, using product estimate (9.8), we find that, for 0 6 i 6 2,
‖A˜‖i . ‖∇η‖22‖A˜‖i + ‖∇η‖i(1 + ‖∇η‖2),
which yields (4.6).
(2) Since det(∇η0 + I) = 1, one can derive from (1.1)1 that det(∇η + I) = 1. In addition,
using determinant expansion theorem, we see that
1 = det(∇η + I) = 1 + divη + rη,
where rη := ((divη)
2 − tr(∇η)2)/2 + det∇η. Consequently,
divη = −rη.
By (4.1), and product estimate (9.8), we immediately get (4.7) from the above relation.
Using (4.3), (4.6) and product estimate (9.8), we can derive (4.8) from (1.8)3.
(3) Using (4.6) and Korn’s inequality, we can derive that
‖DAw‖0 . ‖w‖1,
‖w‖1 . ‖Dw‖0 . ‖DA˜w‖0 + ‖DAw‖0 . ‖η‖3‖w‖1 + ‖DAw‖0,
which imply (4.9) for sufficiently small δ. 
Lemma 4.2 (Estimates of nonlinear terms). Under the assumption (4.1),
(1) we have
‖N 1‖i . ‖η‖3(‖(κη, u)‖i+2 + ‖∇q‖i) for 0 6 i 6 1, (4.11)
|N 2|1/2 . ‖η‖3(‖((κ+ |M¯3|)η, u)‖2 + ‖η‖2,1 + |JqK|1/2), (4.12)
|N 2|3/2 . ‖η‖3(‖(η, u)‖3 + |JqK|3/2) if ϑ = 0, (4.13)
|N 2h |3/2 . ‖η‖3(‖(η, u)‖3 + |JqK|3/2), (4.14)
|∂tM1|1/2 . ‖∂tM1‖1 . ‖η‖3‖(η, u)‖3. (4.15)
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(2) In addition,
N 3 :=µdivADAtu+ κρdivA∂t(∇η∇ηT)− divAtSA(q, u, η),
N 4 :=JµDAtuAe3 −SA(q, u, η)Ate3 + ∂t(gρη3A˜e3 + κρ∇η∇ηTAe3)K
+ ϑ∂t(HA˜e3 + (H −∆hη3)e3)
N 5 := (κρ+ M¯23 )divη/µ− divA˜u,
we have
‖N 3‖0 + |N 4|1/2 . ‖η‖3‖(η, u)‖3 + ‖u‖2(‖u‖3 + ‖∇q‖1) + |JqK|1/2‖u‖3, (4.16)
‖N 5‖j+1 . ‖η‖3‖(η, u)‖j+2 for 0 6 j 6 1. (4.17)
Proof. Next we only derive (4.15) for example, since the derivations of the other estimates are
similar, and simpler. We mention that we shall further use product estimates (9.9) and (9.11)
for the derivations of |JqK|3/2 and |JqK|1/2 in (4.12)–(4.14) and (4.16).
Using embedding inequality (9.2) and product estimate (9.8), we derive from (4.10) that, for
sufficiently small δ, ∥∥|Ae3|−1∥∥2 . 1 and ‖1− |Ae3|‖j . ‖η‖j+1 for 0 6 j 6 2.
Making use of (4.3), (4.6), product estimate (9.8) and the two estimates above, we get
‖~n‖2 . 1, ‖n˜‖j . ‖η‖j+1 and ‖n˜t‖j . ‖u‖j+1. (4.18)
Recalling the definitions of Hn and Hd, and then making use of (4.18), product estimate (9.8)
and (9.18), we can easily estimate, for 0 6 k 6 1,
‖Hn‖k . ‖η‖2,k, ‖Hn · e3 −∆hη3‖k . ‖η‖3‖η‖2,k, ‖Hnt ‖k . ‖(η, u)‖2,k,
‖Hnt · e3 −∆hu3‖k . ‖η‖3‖u‖k+2 + ‖u‖3‖η‖k+2,
‖1/Hd‖2 . 1, ‖1−Hd‖j . ‖η‖j+1, ‖Hdt ‖j . ‖u‖j+1.
(4.19)
Consequently, making use of (4.18)–(4.19), product estimate (9.8) and trace estimate, we can
easily get (4.15).
4.2. Basic energy estimates
This subsection is devoted to the derivation of energy estimates of (η, u), which include the
yh-derivative estimates of (η, u) (see Lemmas 4.3–4.4), the estimate of temporal derivative of u
(see Lemma 4.5), the stratified Stokes estimates of u (see Lemma 4.6), the hybrid derivative
estimate of (η, u) (see Lemma 4.7), and the equivalent estimate of E (see Lemma 4.8). Next we
will establish those estimates in sequence.
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Lemma 4.3. Under the assumption (4.1), the following estimates holds:
d
dt
∫ (
ρ∂ihη · ∂ihu+
µ
4
|D∂ihη|2
)
dy + I(∂ihη)
. |η3|2i + ‖u‖2i,0 +
√
ED for
{
0 6 i 6 1;
(i, ϑ) = (2, 0),
(4.20)
d
dt
∫
T4,4
∫ (
ρD
3/2
h
∂hη ·D3/2h ∂hu+
µ
4
|DD3/2
h
∂hη|2
)
dydh+ ϑ|∇h∂hη3|21/2
. |η3|22 + ‖u‖21,1 +
√
ED, (4.21)
d
dt
∫ (
∂2hη · ∂2hu+
µ
4
|D∂2hη|2
)
dy + κ‖∂2hη‖21 + ‖∂M¯∂2hη‖20
. ‖u‖22,0 + |∂2hη3|1/2(|∇h∂h(ηh, uh)|1/2 + |J∇hqK|1/2) +
√
ED. (4.22)
Proof. (1) Applying ∂ih to (1.8), we have
ρ∂ihut = ∂
i
h(∂
2
M¯
η − divS(q, u, η) +N 1) in Ω,
div∂ihu = −∂ihdivA˜u in Ω,
J∂ihηK = J∂
i
huK = 0 on Σ,
∂ihJS(q, u, η)e3 − gρη3e3 − M¯3∂M¯ηK = ∂ih(ϑ∆hη3e3 +N 2) on Σ,
∂ih(η, u) = 0 on Σ
+
−.
(4.23)
Multiplying (4.23)1 by ∂
i
hη in L
2 yields that
d
dt
∫
ρ∂ihη · ∂ihudy =
∫
∂ih(∂
2
M¯η − divS(q, u, η)) · ∂ihηdy
+
∫
ρ|∂ihu|2dy +
∫
∂ihN 1 · ∂ihηdy =:
3∑
k=1
Ik. (4.24)
Exploiting the integration by parts, and the boundary conditions in (4.23), we get
I1 =
∫
Σ
∂ihJS(q, u, η)e3 − M¯3∂M¯ηK · ∂ihηdyh +
∫
(∂ihS(q, u, η) : ∇∂ihη − |∂ih∂M¯η|2)dy
=gJρK|∂ihη3|20 − I(∂ihη)−
1
4
d
dt
∫
µ|D∂ihη|2dy +
∫
∂ihqdiv∂
i
hηdy + I4,
where we have defined that
I4 :=
∫
Σ
∂ihN 2 · ∂ihηdyh.
Thus we have
d
dt
∫ (
ρ∂ihη · ∂ihu+
µ
4
|D∂ihη|2
)
dy + I(∂ihη)
6 c
(|∂ihη3|20 + ‖∂ihu‖20)+

∫
qdivηdy + |I3|+ |I4| for i = 0;
‖∂hdivη‖0‖∂hq‖0 + |I3|+ |I4| for i = 1;
‖∂2hdivη‖0‖∂2h∇q‖0 + |I3|+ |I4| for (i, ϑ) = (2, 0).
(4.25)
Exploiting the partial integrations and (9.18), we get
|I3| =
∣∣∣∣∫ ∂ihN 1 · ∂ihηdy∣∣∣∣ . ‖∂ihη‖0‖N 1‖i for 0 6 i 6 1
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and
|I4| .
{ |η|0|N 2|0 for i = 0;
|∂hη|1/2|N 2|1/2 for i = 1.
If (i, ϑ) = (2, 0), by (9.18) and the partial integrations, we can further estimate that
|I3| . ‖∇h∂2hη‖0‖N 1‖1 and |I4| =
∣∣∣∣∫
Σ
∂2hN 2 · ∂2hηdyh
∣∣∣∣ . |∂2hη|1/2|N 2|3/2.
In addition, we have (see (3.32) in [30] for the derivation)∫
qdivηdy = −
∫
ψ · ∇qdy −
∫
Σ
JqKe3 · ψdyh . ‖η‖22(‖∇q‖0 + |JqK|1/2),
where
ψ :=
 −η1(∂2η2 + ∂3η3) + η1(∂2η3∂3η2 − ∂2η2∂3η3)η1∂1η2 − η2∂3η3 + η1(∂1η2∂3η3 − ∂1η3∂3η2)
η1∂1η3 + η2∂2η3 + η1(∂1η3∂2η2 − ∂1η2∂2η3)
 and divη = divψ.
Thus, inserting all the estimates above into (4.25) yields that
d
dt
∫ (
ρ∂ihη · ∂ihu+
µ
4
|D∂ihη|2
)
dy + I(∂ihη)
6 c
(|η3|2i + ‖u‖2i,0)
+

√ED + ‖η‖0‖N 1‖0 + |η|0|N 2|0 for i = 0;
‖divη‖1‖∂hq‖0 + ‖∂hη‖0‖N 1‖1 + |∂hη|1/2|N 2|1/2 for i = 1;
‖divη‖2‖∂2hq‖0 + ‖∇∂2hη‖0‖N 1‖1 + |∂2hη|1/2|N 2|3/2 for (i, ϑ) = (2, 0).
(4.26)
Finally, making using of (4.7), (4.11)–(4.13), trace estimate and Young’s inequality, we im-
mediately get (4.20) from (4.26).
(2) Applying the operator D
3/2
h
to (4.23) with i = 1, and then augmenting as (4.25), we have
d
dt
∫ (
ρD
3/2
h
∂hη ·D3/2h ∂hu+
µ
4
|DD3/2
h
∂hη|2
)
dy
+ ϑ
(
|∇h∂hη3|(yh,y3)=(h,0)|2 + |∇hD3/2h ∂hη3|20
)
. ϑ|∇h∂hη3|(yh,y3)=(h,0)|2 + |D3/2h ∂hη3|20 + ‖D3/2h ∂hu‖20 + ‖D3/2h ∂hdivη‖0‖D3/2h ∂hq‖0
+
∣∣∣∣∫ D3/2h ∂hη ·D3/2h ∂hN 1dy + ∫
Σ
D
3/2
h
∂hη ·D3/2h ∂hN 2dyh
∣∣∣∣ := I5(h). (4.27)
Making use of (9.14), (9.15), (9.18) and the integration by parts, we can estimate that∫
T4,4
I5(h)dh .|∇h∂hη3|20 + ‖u‖21,1 + |∂hη3|21/2
+ ‖divη‖2‖∇q‖1 + ‖η‖3‖N 1‖1 + |∇h∂hη|1/2|N 2|1/2.
Thus, integrating (4.27) with respect to h over T4,4, and making use of (4.7), (4.11), (4.12), the
first inequality in (9.14), trace estimate and Young’s inequality, we can deduce (4.21) from (4.27).
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(3) Finally, we turn to derive (4.22). For i = 2, using the integration by parts, we have
I1 = −‖√κρD∂2hη‖20/2− ‖∂M¯∂2hη‖20 −
1
4
d
dt
∫
µ|D∂2hη|2dy + I6, (4.28)
where we have defined that
I6 :=−
∫
Σ
∂hJq − 2(µ∂3u3 + κρ∂3η3)− M¯3∂M¯η3K∂3hη3dyh
+
∫
Σ
∂2hN 2h · ∂2hηhdyh +
∫
∂2hq∂
2
hdivηdy.
Putting (4.28) into (4.24) for i = 2, and then using the integration by parts, we have
d
dt
∫ (
ρ∂2hη · ∂2hu+
µ
4
|D∂2hη|2
)
dy + ‖√κρD∂2hη‖20/2 + ‖∂M¯∂2hη‖20
. ‖u‖22,0 + ‖η‖3‖N 1‖1 + |I6|. (4.29)
Noting that
J∂αh ηK = J∂
α
h uK = 0 on Σ,
thus, making use of (4.7), (4.8), (4.14), (9.18), trace estimate and Young’s inequality, we can
estimate that
|I6| .|∂2hη3|1/2(|∂h(Jµ(divu− divhuh)K, Jκρ(divη − divhηh)K)|1/2
+ |∂hdivη|1/2 + |J∂hqK|1/2) + |η|5/2|N 2h |3/2 + ‖divη‖2‖∇q‖1
.|∂2hη3|1/2(|∇h∂h(ηh, uh)|1/2 + |J∇hqK|1/2) +
√
ED. (4.30)
Finally, putting the above estimate and (4.11) into (4.29) yields (4.22). 
Lemma 4.4. Under the assumption (4.1), the following estimates hold:
d
dt
(‖√ρ∂ihu‖20 + I(∂ihη)) + c‖∂ihu‖21 . ‖η3‖2σ(i),1 +
√
ED for
{
0 6 i 6 1;
(i, ϑ) = (2, 0),
(4.31)
d
dt
∫
T4,4
(
‖√ρD3/2
h
∂hu‖20 + I(D3/2h ∂hη)
)
dh . ‖η3‖1,1‖u3‖1,1 +
√
ED, (4.32)
d
dt
‖∂2h(
√
ρu,
√
κρDη3, ∂M¯η3)‖20 + c‖∂2hu‖21
. |∂2hu3|1/2
(|∇h∂h(ηh, uh)|1/2 + |J∇hqK|1/2)+√ED, (4.33)
where we have defined that σ(0) = 0 and σ(i) = i− 1 for i 6= 0.
Proof. (1) Multiplying (4.23)1 by ∂
i
hu, and then integrating the resulting identity over Ω, we
have
1
2
d
dt
∫
ρ|∂ihu|2dy =
∫
∂ih(∂
2
M¯η − divS(q, u, η)) · ∂ihudy +
∫
∂ihN 1 · ∂ihudy. (4.34)
Exploiting (1.4), (1.8)3, (4.6), product estimate (9.8), trace estimate and the integration by parts,
we have ∫
qdivudy =
∫
∇q · (A˜Tu)dy +
∫
Σ
JqKA˜e3 · udy . ‖η‖3‖u‖1(‖∇q‖0 + |JqK|1/2).
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Thus, following the argument of (4.26), and using Korn’s inequality, we have
d
dt
(∫
ρ|∂ihu|2dy + I(∂ihη)
)
+ c‖∂ihu‖21 .
∣∣∣∣∫
Σ
∂ihη3∂
i
hu3dyh
∣∣∣∣
+

√ED + ‖u‖0‖N 1‖0 + |u|0|N 2|0 for i = 0;
‖divu‖1‖∂hq‖0 + ‖∂hu‖0‖N 1‖1 + |∂hu|1/2|N 2|1/2 for i = 1;
‖divu‖2‖∂2hq‖0 + ‖∇h∂2hu‖0‖N 1‖1 + |∂2hu|1/2|N 2|3/2 for (i, ϑ) = (2, 0).
(4.35)
Using trace estimate and (9.18), we have∣∣∣∣∫
Σ
∂ihη3∂
i
hu3dyh
∣∣∣∣ .{ |∂i−1h η3|1/2|∂ihu3|1/2 . ‖η3‖i−1,1‖∂ihu3‖1 for 1 6 i 6 2;|η3|0|u3|0 . ‖η3‖1‖u3‖1 for i = 0.
Consequently, putting the above estimate into (4.35), and then using (4.8), (4.11)–(4.13), trace
estimate and Young’s inequality, we get the desired conclusion (4.31) from (4.35).
(2) Similar to (4.27), we can derive from (4.23) with i = 2 that
1
2
d
dt
(∫
ρ|D3/2
h
∂hu|2dy + I(D3/2h ∂hη)
)
. |D3/2
h
∂hη3|0|D3/2h ∂hu3|0 + ‖D3/2h ∂hdivu‖0‖D3/2h ∂hq‖0
+
∣∣∣∣∫ D3/2h ∂hu ·D3/2h ∂hN 1dy + ∫
Σ
D
3/2
h
∂hu ·D3/2h ∂hN 2dyh
∣∣∣∣ .
Thus, integrating the above inequality with respect to h over T4,4, and then following the argu-
ment of (4.21) from (4.27), we easily get (4.32) from the above estimate.
(3) Finally, we turn to derive (4.33). Similar to (4.29), using Korn’s inequality, we can derive
from (4.34) for i = 3 that
d
dt
‖∂2h(
√
ρu,
√
κρDη/
√
2, ∂M¯η)‖20 + c‖∂2hu‖21 . ‖u‖3‖N 1‖1 + |I7|. (4.36)
where we have defined that
I7 :=−
∫
Σ
∂hJq − 2(µ∂3u3 + κρ∂3η3)− M¯3∂M¯η3K∂3hu3dyh
+
∫
Σ
∂2hN 2h · ∂2huhdyh +
∫
∂2hq∂
2
hdivudy.
Following the argument of (4.30), we get
|I7| .|∂2hu3|1/2(|∇h∂h(ηh, uh)|1/2 + |J∇hqK|1/2) +
√
ED.
Thus, putting the above estimate and (4.11) into (4.36) yields (4.33). 
Lemma 4.5. Under the assumption (4.1), the following estimates hold:
d
dt
(
‖√ρut‖20 + I(u)−
∫
∇q · (ATt u)dy −
∫
Σ
JqKAte3 · udyh
)
+ c‖ut‖21
. |u3|20 +
√
ED. (4.37)
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Proof. Applying ∂t to (1.1)2–(1.1)6, and using (1.8)1, we have that
ρutt + divASA(qt, ut, u) = ∂
2
M¯
u+N 3 in Ω,
divAut = −divAtu in Ω,
JutK = 0 on Σ,
JSA(qt, ut, u)Ae3 − gρu3e3 − M¯3∂M¯uK = ϑ∆hu3e3 +N 4 on Σ,
ut = 0 on Σ
+
−.
(4.38)
By (1.5) with (i, j) = (1, 0),∫
qtdivAtudy =−
d
dt
(∫
∇q · (ATt u)dy +
∫
Σ
JqKAte3 · udyh
)
+
∫
∇q · ∂t(ATt u)dy +
∫
Σ
JqK∂t (Ate3 · u) dyh. (4.39)
Thus, multiplying (4.38)1 by ut in L
2, and using the integration by parts, (4.38)2–(4.38)5 and
(4.39), we can compute out that
1
2
d
dt
(
‖√ρut‖20 + I(u)−
∫
∇q · (ATt u)dy +
∫
Σ
JqKAte3 · udyh
)
+
1
2
‖√µDAut‖20
=
∫ (N 3 · ut − κρDu : ∇A˜ut −∇q · ∂t(ATt u)) dy
+
∫
Σ
(N 4 · ut + gJρKu3∂tu3 − JqK∂t(Ate3 · u)) dyh =: K1. (4.40)
Making use of (4.3), (4.4), (4.6), product estimates (9.8) and (9.12), and trace estimate, we
can estimate that
K1 . |u3|0‖ut‖1 + ‖u‖2|JqK|1/2|Atte3|−1/2 + ‖ut‖0‖N 3‖0 + ‖ut‖1|N 4|0 +
√
ED.
Putting the above estimate into (4.40), and then using (4.5), (4.16) and Korn’s and Young’s
inequalities, we get (4.37). 
Lemma 4.6. Under the assumption (4.1), the following estimate hold:
‖(u, q)‖S,0 . |(κ, M¯3)|‖η‖2 + ‖η‖2,1 + ‖ut‖0. (4.41)
Proof. We rewrite (1.8)2–(1.8)6 as a stratified Stokes problem:
∇q − µ∆u =M1 in Ω,
divu = divu in Ω,
JuK = 0, J(qI − µDu)e3K =M2 on Σ,
u = 0 on Σ+−,
(4.42)
where we have defined that
M1 := κρ∆η + ∂2M¯η − ρut +∇(µdivu+ κρdivη) +N 1,
M2 := JκρDηe3 + gρη3e3 + M¯3∂M¯ηK+ ϑ∆hη3e3 +N 2. (4.43)
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Applying the stratified Stokes estimate to (4.42), we have
‖(u, q)‖S,0 . ‖M1‖0 + ‖divu‖1 + |M2|1/2. (4.44)
Using (4.7)–(4.8) and trace estimate, we can estimate that
‖M1‖0 + ‖divu‖1 + |M2|1/2
. |(κ, M¯3)|‖η‖2 + ‖η‖2,1 + ‖ut‖0 + ‖η‖3‖u‖2 + ‖N 1‖0 + |N 2|1/2.
Putting the above estimate into (4.44), and then using (4.11) and (4.12), we get (4.41). 
Lemma 4.7. Let (η, u) satisfy the assumption (4.1).
(1) It holds that
d
dt
∥∥∥∥√(κρ+ M¯23 )/µη∥∥∥∥2
2
+ c
∥∥((κρ+ M¯23 )η, u)∥∥22 + ‖∇q‖20
. ‖(η, u)‖21,1 + ‖ut‖20 + ED. (4.45)
(2) If (κ, M¯3) 6= 0, we have
d
dt
‖η‖23 + ‖(η, u)‖23 + ‖∇q‖21 + |J∇qK|21/2 . ‖(η, u)‖22,1 + ‖ut‖21, (4.46)
where the norm ‖η‖3 is equivalent to ‖η‖3.
(3) If (κ, M¯3) = 0, we have
‖u‖3 + ‖∇q‖1 + |J∇qK|1/2 . ‖η‖2,1 + ‖u‖2,1 + ‖ut‖1 + ‖η‖23, (4.47)
‖u‖1,2 + ‖∇q‖1,0 + ‖J∇hqK‖1/2 . ‖(η, u)‖2,1 + ‖ut‖1 +
√
ED. (4.48)
Proof. We shall rewrite (4.42) with i = 0 as the two one-layer (steady) Stokes problems:
∇q± − µ±∆ω± =M3± in Ω±,
divω± = N 5± in Ω±,
ω± = ω±|Σ on Σ,
ω± = 0 on Σ±,
(4.49)
where we have defined that
M3± =M3χΩ± , M3 := (∂2Mη − M¯23∆η)− ρut +∇(µdivu+ κρdivη) +N 1,
ω± := ωχΩ±, ω := u+ (κρ+ M¯
2
3 )η/µ, N 5± := N 5χΩ±,
and (N 5±, ω±|Σ) satisfies that ∫
Ω±
N 5±dy =
∫
Σ
ω±|Σ · (∓e3)dyh.
Let the integers i and j satisfy 0 6 i 6 1 and 0 6 j 6 i. Applying ∂jh to (4.49) yields that
∇∂jhq± − µ±∆∂jhω± = ∂jhM3± in Ω±,
div∂jhω± = ∂
j
hN 5± in Ω±,
∂jhω± = ∂
j
hω±|Σ on Σ,
∂jhω± = 0 on Σ±,
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Applying the one-layer Stokes estimate (9.21) to the above Stokes problems, we have
‖ω‖2j,i+2−j + ‖∇q‖2j,i−j . |ω|2i+3/2 + ‖M3‖2j,i−j + ‖N 5‖2j,i+1−j. (4.50)
(1) By (1.1)1, we obviously see that
‖ω‖2j,i+2−j =
d
dt
∥∥∥∥√(κρ+ M¯23 )/µη∥∥∥∥2
j,i+2−j
+ ‖(κρ+ M¯23 )η/µ‖2j,i+2−j + ‖u‖2j,i+2−j. (4.51)
Exploiting (4.7) and (4.8), we have
‖M3‖j,i−j . M¯3‖η‖j+1,i+1−j + ‖η‖j+2,i−j + ‖ut‖j,i−j + ‖η‖3‖(η, u)‖i+2 + ‖N 1‖i. (4.52)
Making use of (4.11), (4.17), (4.51) and (9.6), we can derive (4.45) from (4.50) with (i, j) = (0, 0).
(2) By (4.51) and (4.52), we can derive from (4.50) that
d
dt
∥∥∥∥√(κρ+ M¯23 )/µη∥∥∥∥2
j,i+2−j
+ ‖(κρ+ M¯23 )η/µ‖2j,i+2−j + ‖u‖2j,i+2−j + ‖∇q‖2j,i−j
. ‖η‖2j+1,i+1−j + |ω|2i+3/2 + ‖ut‖2j,i−j + ‖η‖23‖(η, u)‖23 + ‖N 1‖21 + ‖N 5‖22. (4.53)
Since (κ, M¯3) 6= 0, we can derive from (4.53) that
d
dt
‖η‖2j,i+2−j + ‖(η, u)‖2j,i+2−j + ‖∇q‖2j,i−j
. ‖η‖2i+1,1 + |ω|2i+3/2 + ‖ut‖2j,i−j + ‖η‖23‖(η, u)‖23 + ‖N 1‖21 + ‖N 5‖22, (4.54)
where ‖η‖2j,i+2−j :=
∑
06k6i−j ak
∥∥∥√(κρ+ M¯23 )/µη∥∥∥2
j+k,i+2−j−k
, and ak are positive constants.
Thus, putting (4.11) and (4.17) into (4.54) with (i, j) = (1, 0), and then using trace estimate, we
get (4.46).
(3) If (κ, M¯3) = 0, then we can deduce from (4.50) and (4.52) that
‖u‖j,i+2−j + ‖∇q‖j,i−j .|u|i+3/2 + ‖η‖j+2,i−j + ‖ut‖j,i−j
+ ‖η‖3‖(η, u)‖3 + ‖N 1‖1 + ‖N 5‖2.
Making use of (4.11), (4.17) and trace estimate, we can easily deduce (4.47)–(4.48) from the
above estimate. 
Lemma 4.8. Under the assumption (4.1), we have
E is equivalent to ‖η‖23 + ‖u‖22 (4.55)
Proof. By (4.41) and Friedrichs’s inequality, we see that
‖η‖23 + ‖u‖22 . E . ‖η‖23 + ‖u‖22 + ‖ut‖20.
To get (4.55), it suffices to verify
‖ut‖20 . ‖η‖23 + ‖u‖22. (4.56)
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We get from (1.1)2 that
ρut +∇q = ∂2M¯η − divASA(0, u, η)−∇A˜q. (4.57)
Multiplying (4.57) by ∂t(ATu) in L2 and using the integral by parts and (1.5) with (i, j) = (0, 0),
we get ∫
ρ|ut|2dy = K6 +K7, (4.58)
where we have defined that
K6 :=
∫
Σ
JqK∂t(ATu) · e3dyh,
K7 :=
∫ ((
∂2M¯η − divASA(0, u, η)−∇A˜q
) · ∂t(ATu)− ρut∂t(A˜Tu)) dy.
Exploiting (1.7), (9.7) and trace estimate, we can estimate that
K6 .|JqK|1/2|∂t(ATu) · e3|−1/2 . (‖u‖1 + ‖ut‖0)(‖η‖3 + ‖u‖2 + |N 23 |1/2).
In addition, making use of (4.6) and product estimate (9.8), we can estimate that
K7 . (‖u‖1 + ‖ut‖0)(‖(η, u)‖2 + ‖η‖3‖∇q‖0) + ‖η‖3‖ut‖20.
Putting the above two estimates into (4.58) yields that
‖ut‖20 . (‖u‖1 + ‖ut‖0)(‖η‖3 + ‖u‖2 + ‖η‖3‖∇q‖0 + |N 23 |1/2) + ‖η‖3‖ut‖20.
Inserting (4.12) and (4.41) into the above estimate, and then using Young’s inequality, we get
(4.56). This completes the proof of Lemma 4.8. 
4.3. Highest-order estimates of u3 at interface for ϑ 6= 0
In this subsection, we further establish the highest-order boundary estimate of u3. It is
difficult to directly derive the desired estimate based on the ART problem. Motivated by [55],
we shall divide the nonhomogeneous form of the ART problem into two subproblems.
Let (η1, u1, q1) := (η, u, q)− (η2, u2, q2), where (η2, u2, q2) is a solution to the linear problem
η2t = u
2 in Ω,
ρu2t + divS(q2, u2, η2)− ∂2M¯η2 = N 1 in Ω,
divu2 = divu in Ω,
Jη2K = Ju2K = 0 on Σ,
JS(q2, u2, η2)e3 − M¯3∂M¯η2K = gJρKη3e3 + (N 21 ,N 22 ,M2)T on Σ,
(η2, u2) = 0 on Σ+−,
(η2, u2)|t=0 = (η0, u0) on Ω.
(4.59)
We will mention the existence of unique solution of the above problem (4.59) in next subsection.
Then (η1, u1, q1) satisfies
η1t = u
1 in Ω,
ρu1t + divS(q1, u1, η1)− ∂2M¯η1 = 0 in Ω,
divu1 = 0 in Ω,
Jη1K = Ju1K = 0 on Σ,
JS(q1, u1, η1)e3 − M¯3∂M¯η1K− ϑ∆hη13e3 = (M1 + ϑ∆hη23)e3 =: M˜1e3 on Σ,
(η1, u1) = 0 on Σ+−,
(η1, u1)|t=0 = 0 on Ω.
(4.60)
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Then we can use the above two auxiliary problems to derive the highest-order boundary estimate
of u3.
Lemma 4.9. Let ϑ 6= 0 and η0 further satisfy H0 ∈ H1(T). Under the assumption (4.1), for
any given Λ > 0, there exists a non-negative functional EL(t) of solutions (η
2, u2) and (η2, u2)
(see (4.77) for the detailed definition), such that
EL(t) +
∫ t
0
|∇2hu3|21/2dτ
6 c
(‖η0‖23 + ‖u0‖22 + |H0|21)+ Λ ∫ t
0
EL(t)dτ
+ c
∫ t
0
(
‖η3‖21,1 + |η3|22 +Υ
(
Υ+ ‖∂2hq‖0
)
+
√
ED
)
dτ (4.61)
where we have defined that |∇2hu3|21/2 :=
∑
|α|=2 |∂αhu3|21/2.
Proof. (1) Let 0 6 i 6 1. Applying ∂ih∂t to (4.60) yields
ρ∂ihu
1
tt + ∂
i
h(divS(q1t , u1t , u1)− ∂2M¯u1) = 0 in Ω,
div∂hu
1 = divu1t = 0 in Ω,
J∂hu
1K = Ju1t K = 0 on Σ,
∂ihJS(q1t , u1t , u1)e3 − M¯3∂M¯u1K = ∂ih∂tM˜1e3 on Σ,
(∂hu
1, u1t ) = 0 on Σ
+
−.
(4.62)
Multiplying (4.62)1 with i = 0 by u
1
t in L
2, and then using the integration by parts, we can
estimate that
1
2
d
dt
(∫
ρ|u1t |2dy + I(u1)
)
+
1
2
‖√µD∂hu1t‖20 . |∂tu13|1/2|∂tM˜1|−1/2. (4.63)
Similarly to (4.56), we also derive from (4.60) that
‖u1t‖20 . ‖η1‖23 + ‖u1‖22 + |M˜1|21/2,
which, together with (4.12), (4.55), the zero initial data (4.60)7 and the fact H
0 := H|t=0 =
M˜1|t=0/ϑ, yields that
‖u1t |t=0‖20 . |H0|21/2. (4.64)
Integrating (4.63) with respect to t, and using (4.64), and Korn’s and Young’s inequalities, we
further have
‖√ρu1t‖20 + I(u1) + c
∫ t
0
‖u1τ‖21dτ . |H0|21/2 +
∫ t
0
|∂τM˜1|2−1/2dτ. (4.65)
Multiplying (4.62)1 with i = 1 by ∂hu
1 in L2, and using the integration by parts, we have
d
dt
∫ (µ
4
|D∂hu1|2 − ρu1t∂2hu1
)
dy + I(∂hu1)
.
∫
|∂hu1t |2dy + |∇h∂hu13|0|∂tM˜1|0.
34
Integrating the above identity with respect to t, and then using (4.60)7 and (4.64), and Korn’s
and Young’s inequalities, we further have
c‖∂hu1‖21 +
∫ t
0
I(∂hu1(τ))dτ .
∫ t
0
(
‖∂hu1τ‖20 + |∂τM˜1|20
)
dτ + ‖u1t‖20. (4.66)
Thus we can deduce from (4.65) and (4.66) that∫ t
0
|∇h∂hu13|20dτ . |H0|21/2 +
∫ t
0
|∂τM˜1|20dτ. (4.67)
Applying the operator D
3/2
h
to (4.62) with i = 1, thus, following the argument of (4.67), we
have ∫ t
0
|D3/2
h
∇h∂hu13|20dτ . |D3/2h H0|21/2 +
∫ t
0
|D3/2
h
∂τM˜1|20dτ.
Integrating the above integral over T4,4, adding the resulting estimate and (4.67) together, and
then using (9.14) and (9.16), we get∫ t
0
|∇h∂hu13|21/2dτ . |H0|21 +
∫ t
0
(|∂τM1|21/2 + |∆hu23|21/2)dτ. (4.68)
(2) Noting that divη1 = divu1 = 0, thus, following the argument of (4.20)–(4.22), we can
derive from (4.60) that, for 0 6 i 6 1,
d
dt
∫ (
ρ∂ihη
1 · ∂ihu1 +
µ
4
|D∂ihη1|2
)
dy + I(∂ihη1) . ‖u1‖2i,0 + |η13|3/2|M˜1|1/2,
d
dt
∫
T4,4
∫ (
ρD
3/2
h
∂hη
1 ·D3/2
h
∂hu
1 +
µ
4
|DD3/2
h
∂hη
1|2
)
dydh+ ϑ|∇h∂hη13 |21/2
. |η13|22 + ‖u1‖21,1 + |η13|5/2|M˜1|1/2,
d
dt
∫ (
∂2hη
1 · ∂2hu1 +
µ
4
|D∂2hη1|2
)
dy + κ‖∂2hη1‖21 + ‖∂M¯∂2hη1‖20
. ‖u1‖22,0 + |∂2hη13|1/2(|∇h∂h(η1h, u1h)|1/2 + |J∇hq1K‖1/2).
Similarly, following the argument of (4.31)–(4.33) and (4.37), we can derive from (4.60) that
d
dt
(‖√ρ∂ihu1‖20 + I(∂ihη1))+ c‖∂ihu1‖21 . |u13|3/2|M˜1|1/2 for 0 6 i 6 1,
d
dt
∫
T4,4
(
‖√ρD3/2
h
∂hu
1‖20 + I(D3/2h ∂hη1)
)
dh . ‖η13‖1,1‖u13‖1,1 + |∇h∂hu13|1/2|M˜1|1/2,
d
dt
‖∂2h(
√
ρu1,
√
κρDη13, ∂M¯η
1
3)‖20 + c‖∂2hu1‖21
. |∂2hu13|1/2
(|∇h∂h(η1h, u1h)|1/2 + |J∇hq1K|1/2) ,
d
dt
(‖√ρu1t‖20 + I(u1)) + c‖u1t‖21 . |∂tM˜1|21/2.
Using trace estimate and Young’s and Korn’s inequalities, we can derive from the above seven
estimates that, for any sufficiently large c1,
d
dt
E1(t) + cc1
(‖u1t‖21 + ‖u1‖22,1)
6 (|J∇hq1K|21/2/c1 + ‖η1‖22,1 + c31‖η1‖21,1 + c51|(∇h∂hu13, M˜1, ∂tM˜1)|21/2)/c, (4.69)
c
(
c1‖η1‖22,1 + c41‖η1‖21,1
)
6 E1(t), (4.70)
35
where we have defined that
E1(t) :=c
4
1
(∑
|α|61
(∫
ρ∂αh η
1 · ∂αh u1dy + c1I(∂αh η1)
)
+
1
4
‖√µDη1‖21,0 + c1‖
√
ρu1‖21,0
)
+ c31
∫
T4,4
∑
|α|=1
(∫
ρD
3/2,α
h
η1 ·D3/2,α
h
u1dy + c1I(D3/2,αh η1)
)
dh
+ c31
∫
T4,4
(
1
4
‖√µDD3/2
h
η1‖21,0 + c1‖
√
ρD
3/2
h
u1‖21,0
)
dh
+ c1
∑
|α|=2
∫
∂αh η
1 · ∂αh u1dy +
1
4
‖√µDη1‖22,0

+ c1
(
‖√ρu1t‖20 + I(u1) + c1‖(
√
ρu1,
√
κρDη13, ∂M¯η
1
3)‖22,0
)
.
Following the argument of (4.48) and (4.54), we can derive from (4.60) that
d
dt
‖˜η1‖21,2 +
∥∥((κρ+ M¯23 )η1, u1)∥∥21,2 + ‖∇q1‖21,0 + |J∇hq1K|21/2
. ‖(η1, u1)‖22,1 + ‖u1t‖21, (4.71)
where
‖˜η1‖1,2
{
is equivalent to ‖η1‖1,2 for (κ, M¯3) 6= 0;
= 0, for (κ, M¯3) = 0.
Then, by choosing a sufficienlty large c1, we derive from (4.69) and (4.71) that
d
dt
(
E1(t) + ‖˜η1‖
2
1,2
)
+ c‖∇q1‖21,0
6
(
‖η1‖22,1 + c31‖η1‖21,1 + c51|(∇h∂hu13, M˜, ∂tM˜)|21/2
)
/c. (4.72)
By (4.64) and the zero initial data condition of (η1, u1), we see that(
E1 + (κρ+ M¯
2
3 )‖η1‖
2
1,2
)∣∣∣
t=0
6 cc1 ‖u1t‖20
∣∣
t=0
6 cc1(‖η0‖23 + ‖u0‖22 + |H0|21).
Thus, integrating (4.72) over (0, t), and then using (4.68), (4.70) and trace estimate, we get
c1‖η1‖22,1 + c41‖η1‖21,1 +
∫ t
0
(
c51|∇2hu13|21/2 + ‖∇q1‖21,0
)
dτ
6 cc51
(‖η0‖23 + ‖u0‖22 + |H0|21)
+ c
∫ t
0
(‖η1‖22,1 + c31‖η1‖21,1 + c51(|(M1, ∂τM1)|21/2 + |(η2, u2)|22,1) dτ. (4.73)
(3) Following the argument of (4.26) with (i, ϑ) = (2, 0), we can derive from (4.59) that
d
dt
∫ (
ρ∂2hη
2 · ∂2hu2 +
µ
4
|D∂2hη2|2
)
dy
. |η3|2|η23|2 + ‖u2‖22,0 + ‖divη2‖2‖∂2hq2‖0 + ‖∇h∂2hη2‖0‖N 1‖1
+ |∂2hη2|1/2|(N 21 ,N 22 ,M2)|3/2.
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Using (4.11), (4.13) and trace estimate, we further have∫ (
ρ∂2hη
2 · ∂2hu2 +
µ
4
|D∂2hη2|2
)
dy
.
∫ t
0
(|η3|2‖η23‖2,1 + ‖u2‖22,0 + ‖divη2‖2‖∂2hq2‖0
+‖η2‖2,1‖η‖3
√
D
)
dτ + ‖η0‖23 + ‖u0‖22. (4.74)
In addition, following the argument of (4.35) with (i, ϑ) = (2, 0), we can derive from (4.59) that
d
dt
(‖√ρ∂2hu2‖20 + κ‖∂2hη‖21 + ‖∂M¯∂2hη2‖20) + c‖∂2hu2‖21
. ‖η3‖21,1 + ‖divu‖2‖∂2hq2‖0 + ‖∇h∂2hu2‖0‖N 1‖1 + |∂2hu2|1/2|(N 21 ,N 22 ,M2)|3/2.
Thus, similarly to (4.74), making use of (4.8), (4.11), (4.13), trace estimate and Young’s inequal-
ity, we further have
‖∂2hu2‖20 +
∫ t
0
‖∂2hu2‖21dτ
. ‖η0‖23 + ‖u0‖22 +
∫ t
0
(
‖η3‖21,1 + ‖η‖3‖u‖3‖∂2hq2‖0 +
√
ED
)
dτ. (4.75)
Combining (4.74) with (4.75) yields that, for sufficient large c1,
c
(
c1
(
‖∂2hu2‖20 +
∫ t
0
‖∂2hu2‖21dτ
)
+ ‖η2‖22,1
)
6
∫ t
0
(
c1‖η3‖21,1 + |η3|2‖η23‖2,1 +
(
c1‖η‖3‖u‖3 + ‖divη2‖2
) ‖∂2hq2‖0 + c1√ED
+ ‖η2‖2,1‖η‖3
√
D
)
dτ + c1
(‖η0‖23 + ‖u0‖22) . (4.76)
(4) Now we let
EL(t) := ‖(η − η2, η2)‖22,1 + c31‖η − η2‖21,1. (4.77)
Making use of (4.12), (4.15), Young inequality and trace estimate, we can derive from (4.73) and
(4.76) that, for sufficiently large c1,
cc1
(
EL(t) +
∫ t
0
|∇2hu3|21/2dτ
)
6 c101
∫ t
0
(
‖η3‖21,1 + |η3|22 + ‖divη2‖2
(‖divη2‖2 + ‖∂2hq‖0)+√ED) dτ
+
∫ t
0
EL(t)dτ + c
5
1(‖η0‖23 + ‖u0‖22 + |H0|21). (4.78)
Noting that
divη2 = divη0 +
∫ t
0
divudτ,
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then applying the norm ‖ · ‖2 to the above relation, we easily derive
‖divη2‖2 6‖divη0‖2 +
∫ t
0
‖divu‖2dτ
6Υ := ‖η0‖23 +
(∫ t
0
‖η‖23dτ
∫ t
0
‖u‖23dτ
)1/2
.
Putting the above estimate into (4.78) yields (4.61). 
4.4. Growall-type energy inequality
With the estimates of (η, u) in Lemmas 4.3–4.9, we are in the position to derive a prior
Growall-type energy inequality, which couples with the solution (η2, u2) of the linear problem
(4.59) for the case ϑ 6= 0.
Lemma 4.10. For any given constant Λ > 0, there exists a energy functional E(t), and constants
δ1 ∈ (0, 1), c > 0 and C1 > 0 such that, for any δ 6 δ1, if the solution (η, u) of the ART
problem satisfies (4.1) and (η2, u2) is a solution of linear problem (4.59), then (η2, u2) satisfies
the Growall-type energy inequality
E(t) + β(cEL(t) + |d(t)|23) +
∫ t
0
D(τ)dτ
6 Λ
∫ t
0
(E(τ) + β(cEL(τ))dτ
+ C1
(
‖η0‖23 + ‖u0‖22 + β(|d0|23) +
∫ t
0
(β(Υ2) + ‖(η, u)‖20)dτ
)
, (4.79)
and the equivalent estimate
E(t) 6 C1E(t) . E(t) (4.80)
for any t ∈ IT , where
d(xh, t) := ζ3((ζh)
−1(xh, t), 0, t), (4.81)
d0 = d|t=0 ∈ H3(T) and EL(t) is provided by Lemma 4.9.
It should be noted that the above three constants δ1, C1 and c depend on Λ, the domain Ω, and
parameters in the ART problem.
Remark 4.1. By Proposition 5.2, for sufficiently small δ1, the definition (4.81) makes sense.
Proof. Making use of (4.20) for 0 6 i 6 1, (4.31) for 0 6 i 6 1, (4.37) and (4.45), we can derive
that, there exist a constant c, a (sufficiently small) constant δ˜1 and a proper large constant c3
such that, for any sufficiently large constant c2 > 1 and any δ 6 δ˜1,
d
dt
E2 + cO2 6 c2
(
|η3|21 + ‖η‖21,1 + |u3|20 +
√
ED
)
/c, (4.82)
where we have defined that
E2 :=
∑
|α|61
(∫
ρ∂αh η · ∂αhudy + c2I(∂αh η)
)
+
1
4
‖√µDη‖1,0 +
∥∥∥∥√(κρ+ M¯23 )/µη∥∥∥∥2
2
+ c2‖√ρu‖21,0 + c3
(
‖√ρut‖20I(u)−
∫
∇q · (ATt u)dy −
∫
Σ
JqKAte3 · udyh
)
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and
O2 := c3‖ut‖21 + c2‖u‖21,1 +
∥∥((κρ+ M¯23 )η, u)∥∥22 + ‖∇q‖20.
Making using of (4.3), (4.41), the product estimates (9.8) and (9.12), Korn’s inequality and
trace estimate, we can choose constants c and δ˜2 6 δ˜1 such that, for any δ 6 δ˜2 and any sufficiently
large c2 > 1,
c(‖η‖21,1 + ‖ut‖20 − ‖u‖2‖η‖22,1) 6 E2. (4.83)
In addition, we can further deduce that
|H0|1 . |d0|3, (4.84)
|d(t)|23 . |d0|23 +
∫ t
0
D(τ)dτ, (4.85)
please refer to the derivation (8.50) and (8.51) in Section 8.2. Here we does not directly provide
the derivation of the above two estimates, since we shall need auxiliary properties of inverse
transformation of Lagrangian coordinates, which will be introduced in Section 8.1.
Next we derive (4.79) by four cases.
(1) Case of “(κ, M¯3) 6= 0 and ϑ = 0”.
We define that
E3 :=E2 +
∑
|α|=2
(∫
ρ∂αh η · ∂αh udy + c2I(∂αh η)
)
+
1
4
‖√µDη‖2,0 + c2‖√ρu‖22,0,
O3 :=O2 +
∑
|α|=2
I(∂αh η) + c2‖u‖22,1.
Since ϑ = 0, we can further derive from (4.20) for i = 2, (4.31) for i = 2, (4.46), and (4.82)
that, for any sufficiently large c2 > 1,
d
dt
E4 + cO4 6
(
c22
(
‖η‖21,1 + |η3|22 + |u3|20 +
√
ED
)
+ ‖η‖22,1
)
/c, (4.86)
where we have defined that
E4 :=c2E3 + ‖η‖23
and
O4 := c2O3 + ‖(η, u)‖23 + ‖∇q‖21 + |J∇qK|21/2.
In addition, making use of (4.41), (4.55), (4.83) and Young’s and Korn’s inequalities, we can
choose constant δ˜3 6 δ˜2 such that, for any δ 6 δ˜3 and any sufficiently large c2,
E4, E and ‖η‖23 + ‖u‖22 are equivalent, (4.87)
c
(
c2‖η‖22,1 + ‖η‖23 + ‖u‖22
)
6 E4, (4.88)
O4 is equivalent to D. (4.89)
By (4.87)–(4.89), we can derive from (4.86) that there exist constants δ˜4 6 δ˜3 and c2 such
that, for any δ 6 δ˜4,
d
dt
E4 + cD4 6
(‖η‖22 + |η3|22 + |u3|20) /c+ Λ2 E4(τ). (4.90)
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Using (3.6), (4.88), interpolation inequality (9.5) and Young’s inequality, we further get from
(4.90) that
d
dt
E4 + cD4 6 ΛE4(τ) + ‖(η, u3)‖20/c.
Integrating the above inequality with respect to t, and using (4.55) with t = 0, we get (4.79) by
taking δ1 := δ˜4 and E = E4/c for some constant c.
(2) Case of (κ, M¯3, ϑ) = 0.
Let 0 6 j 6 1 and 0 6 k 6 1− j. Applying ∂kh∂j3 to (1.8)2, and then multiplying the resulting
identity by ∂kh∂
2+j
3 η in L
2, we have
d
dt
‖√µ∂kh∂2+j3 η‖20 = −2
∫
∂kh∂
j
3(∂
2
M¯η + µ∆hu+ µ∇divu− ρut −∇q +N 1) · ∂kh∂2+j3 ηdy.
Making use of (4.47)–(4.48), we further have
d
dt
‖√µ∂2+j3 η‖21−j,0 .‖
√
µ∂2+j3 η‖1−j,0‖∂j3(∂2M¯η,∆hu, ut,∇q,∇divu,N 1)‖1−j,0
.‖√µ∂2+j3 η‖1−j,0
(
‖∂j3ut‖1−j,0 +
√
ED
)
+ ‖√µ∂2+j3 η‖1−j,0
{ ‖(η, u)‖2,1 + ‖ut‖1 for j = 0;
‖η‖2,1 + ‖u‖2,1 + ‖ut‖1 for j = 1.
Exploiting Young inequality and (4.55), we derive from the above estimate that
d
dt
‖√µ∂23η‖21,0 6
Λ
2
‖√µ∂23η‖21,0 + c(‖(η, u)‖22,1 + ‖ut‖21 +
√
ED), (4.91)
d
dt
‖√µ∂33η‖20 6
Λ
2
‖√µ∂33η‖20 + c
(‖√µη‖22,1 + ‖u‖22,1 + ‖ut‖21 +√ED). (4.92)
Similarly to (4.86), we can derive from (4.20) for i = 3, (4.31) for i = 3, (4.82) and the above
two estimates that, for any sufficiently small δ and any sufficiently large c2,
d
dt
E5 + cO5 6
Λc2
2
‖√µ∂23η‖21,0 +
Λ
2
‖√µ∂33η‖20
+
(
c2‖η‖22,1 + c32
(
|η3|22 + ‖η‖21,1 + |u3|20 +
√
ED
))
/c, (4.93)
where we have defined that O5 := c
2
2O3 and
E5 := c
2
2E3 + ‖
√
µ∂33η‖20 + c2‖
√
µ∂23η‖21,0.
Similarly to (4.87)–(4.89), exploiting (4.41), (4.47), (4.55), (4.83) and Young’s and Korn’s
inequalities, we have, for any sufficiently small δ and any sufficiently large c2,
E5, E and ‖η‖23 + ‖u‖22 are equivalent, (4.94)
‖√µ∂33η‖20 + c2‖
√
µ∂23η‖21,0 + c
(‖η‖23 + ‖u‖22 + c22‖η‖22,1) 6 E5, (4.95)
O5 + ‖η‖23 is equivalent to D. (4.96)
40
Then, making use of (3.6), (4.94)–(4.96), interpolation inequality (9.5) and Young’s inequality,
we derive from (4.93) that, for any sufficiently small δ and some sufficiently large c2,
d
dt
E5 + cO5 6 ΛE5 + ‖(η3, u3)‖20/c
for any sufficiently mall δ. Consequently we can easily derive (4.79) from the above inequality.
(3) Case of “(κ, M¯3) 6= 0 and ϑ 6= 0”.
We define that
E6 :=c2E2 + c
3
2
∫
T4,4
∑
|α|=2
(∫
ρD
3/2,α
h
η ·D3/2,α
h
udy + c2I(O3/2,αh η)
)
dh
+ c22‖(
√
ρu,
√
κρDη3, ∂M¯η3)‖22,0 + c2
∑
|α|=2
∫
∂αh η · ∂αhudy
+ c32
∫
T4,4
(
1
4
‖√µDD3/2
h
η‖21,0 + c2‖
√
ρD
3/2
h
u‖21,0
)
dh+
c2
4
‖√µDη‖22,0
and
O6 :=c
2
2‖u‖22,1 + c2O2 + c32ϑ|∇h∂hη3|21/2.
Then, using Young’s inequality and trace estimate, we can derive from (4.21), (4.22), (4.32),
(4.33), (4.46) and (4.82) that, for any sufficiently small δ and any sufficiently large c2,
d
dt
E7 + cO7 6
(
‖η‖22,1 + c42
(
|η3|22 + ‖(η, u)‖22 + |∇2hu3|21/2 +
√
ED
))
/c, (4.97)
where we have defined that
E7 := E6 + ‖η‖23,
O7 := O6 + ‖(η, u)‖23 + ‖∇q‖21 + |J∇qK|21/2.
In addition, similarly to (4.87)–(4.89), we also derive that, for any sufficiently small δ and
any sufficiently large c2,
E7, E and ‖η‖23 + ‖u‖22 are equivalent, (4.98)
c(‖η‖23 + ‖u‖22 + c2‖η‖22,1) 6 E7, (4.99)
O7 is equivalent to D. (4.100)
Integrating (4.97) over (0, t), and then making use of (3.6), interpolation inequality, Young’s
inequality and the three results above, we have, for any sufficiently sufficiently small δ and any
sufficiently large constant c2,
E7 + c
∫ t
0
O7dτ 6(‖η0‖23 + ‖u0‖22)/c+
Λ
2
∫ t
0
E7dτ
+
∫ t
0
(‖(η, u)‖20 + |∇2hu3|21/2) dτ/c. (4.101)
Consequently, using (4.98)–(4.100) and interpolation inequality again, we can easily derive (4.79)
from (4.61), (4.84), (4.85) and (4.101).
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(4) Case of “(κ, M¯3) = 0 and ϑ 6= 0”.
We can derive from (4.21), (4.22), (4.32), (4.33), (4.82), (4.91) and (4.92) that, for some
sufficiently large c2 and for any sufficiently small δ,
d
dt
E8 + cO8 6
Λc2
2
‖√µ∂23η‖21,0 +
Λ
2
‖√µ∂33η‖20 +
(|J∇hqK|21/2 + c2‖η‖22,1) /c
+ c62
(
|η3|22 + ‖(η, u)‖22 + |u3|20 + |∇2hu3|21/2 +
√
ED
)
/c,
where we have defined that O8 := c2O6 and
E8 :=c2E6 + ‖√µ∂33η‖20 + c2‖
√
µ∂23η‖21,0.
By (4.47), we further have, for any sufficiently sufficiently small δ and any sufficiently large
constant c2,
d
dt
E8 + cO8 6
Λc2
2
‖√µ∂23η‖21,0 +
Λ
2
‖√µ∂33η‖20 + c2‖η‖22,1/c
+
(
c62
(
|η3|22 + ‖(η, u)‖22 + |u3|20 + |∇2hu3|21/2 +
√
ED
))
/c. (4.102)
Similarly to (4.94)–(4.96), we also derive that, for any sufficiently large c2, E8 and O8 also
enjoys the properties (4.94)–(4.96) with (E8,O8) in place of (E5,O5) for any sufficiently suffi-
ciently small δ. Consequently, similarly to (4.101), we can also derive from (4.102) that, for any
sufficiently sufficiently small δ and any sufficiently large constant c2,
E8 + c
∫ t
0
O8dτ 6(‖η0‖23 + ‖u0‖22)/c+
3Λ
4
∫ t
0
E8dτ
+
∫ t
0
(‖(η, u)‖20 + |∇2hu3|21/2) dτ/c.
which, together with (4.61), (4.84) and (4.85), further implies (4.79). This completes the proof
of Lemma 4.10. 
The local existence of strong solutions to the 3D PDEs model of stratified incompressible
viscous fluids based on the Navier–Stokes equations have been established, see [41, 53, 54] for
examples. Similarly to the existence results of solution of stratified viscous fluids in [53] or
the ones of viscous fluids with upper free boundary in [14, 15, 55], by using a Faedo–Galerkin
approximation scheme for the linearized problem and an iterative method, we can also get a
unique local-in-time existence result of a unique strong solution (η, u) with an associated pressure
q to the ART problem for some T , unique global-in-time strong solution (η2, u2) with an associated
pressure q2 to the linear problem (4.59) for any given N 21 , N 22 and M2 defined by (η, u); moreover
the strong solution also satisfies the a priori estimates in Lemma 4.10. Since the proof is standard
in the local-wellposedness theory of PDEs, and hence we omit the details, and only directly state
the local well-posedness result, in which the solution enjoys the Growall-type energy inequality.
Proposition 4.1. (1) Let (η0, u0) ∈ H30×H20 , ζ0 := η0+y, ζ0h(yh, 0) : R2 → R2 is a homeomor-
phism mapping, and d0 := ζ3((ζh)
−1(xh), 0). There exists a sufficiently small δ2 ∈ (0, 1),
such that, if (η0, u0, d0) satisfying
det ζ0 = 1, d0 ∈ (−l, τ) (4.103)√
‖η0‖23 + ‖u0‖22 + β(|d0|23) < δ2 (4.104)
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and necessary compatibility conditions
divA0u
0 = 0 in Ω, (4.105)
ΠA0e3JSA0(0, u0, η0)A0e3 − M¯3∂M¯η0K = 0 on Σ, (4.106)
then there is a local existence time Tmax > 0, depending on δ2, the domain and the
known parameters in the ART problem, and a unique local-in-time strong solution (η, u) ∈
C0([0, Tmax), H3 ×H2) with a unique (up to a constant) associated pressure q to the ART
problem, where (η, u, q) enjoys the following regularity
(ut,∇q, JqK) ∈ C0([0, Tmax), L2 × L2 ×H1/2(T)),
(u, ut,∇q) ∈ L2((0, Tmax), H3 ×H1 ×H1),
q(x, t) ∈ H1 for t ∈ [0, Tmax).
Moreover, d := ζ3((ζh)
−1(xh, t), 0, t) makes sense, and belongs to C
0(IT , H
3(T)) for ϑ 6= 0.
(2) Using the above strong solution (η, u) to define N 21 , N 22 and M2, then the linear problem
(4.59) possesses unique local-in-time strong solutions (η2, u2) with an associated pressure
functions q2. Moreover, (η2, u2, q2) enjoys the regularity as (η, u, q).
(3) In addition, if (η, u) satisfies
sup
t∈[0,T )
√
‖η(t)‖23 + ‖u(t)‖22 6 δ1 for some T < Tmax,
then the solution (η, u) enjoys the Growall-type energy inequality (4.79) and the equivalent
estimate (4.80) on (0, T ).
Remark 4.2. In the second assertion in Proposition 4.1, we do not mention the necessary com-
patibility conditions as in the first assertion, since the initial data in linear problem (4.59) auto-
matically satisfies necessary compatibility conditions, similarly to (4.105) and (4.106).
Remark 4.3. The initial date of the associated pressure q constructed in Proposition 4.1 satisfies
JSA0(q0, u0, η0)A0e3 − gρη03Ae3 − M¯3∂M¯η0K = ϑH0A0e3 on Σ, (4.107)
and is the weak solution of the mixed boundary value problem (referring to the derivation (4.12)
in [53] for the definition of weak solution)
∆A0q
0/ρ = divA0
(
(∂2
M¯
η0 − divA0SA0(0, u0, η0))/ρ− u0 · ∇A0u0
)
in Ω,
J∇A0q0/ρK · A0e3
= J(∂2
M¯
η0 − divA0SA0(0, u0, η0))/ρ− u0 · ∇A0u0)K · A0e3 on Σ,
∇A0q0 · A0e3 =
(
∂2
M¯
η0 − divA0SA0(0, u0, η0)
) · A0e3 on Σ+−,
(4.107).
(4.108)
It should be noted that test functions for the weak form of (4.108)1 belong to H
1 (referring to
(3.64) in [53]). Since there exists a δ3 such that, for any ‖η‖3 6 δ3,
‖∇q‖0 6 ‖∇Aq‖0 and Ae3 6= 0,
thus we easily see that, for any ‖η0‖3 6 δ3, the weak solution solution q0 ∈ H1 of (4.108) is
unique up to a constant for given (η0, u0).
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Remark 4.4. It should be noted that, for any strong solution (η, u) with an associated pressure q
constructed by Proposition 4.1, for any t0 ∈ (0, Tmax), (η, u, q)|t=t0 automatically satisfies (4.105)
and the weak form of (4.108) with (η, u, q)|t=t0 in place of (η0, u0, q0). We take (η, u, q)|t=t0 as
a new initial data, then the new initial data can define a unique local-in-time strong solution
(η˜, u˜, q˜) constructed by Proposition 4.1; moreover the initial date of q˜ is equal to q|t=t0 up to a
constant.
5. Construction of initial data for nonlinear solutions
For any given δ > 0, let
(ηa, ua, qa) = δeΛt(η˜0, u˜0, q˜0), (5.1)
where (η˜0, u˜0, q˜0) := (w/Λ, w, β), and (w, β) ∈ (A ∩ H∞) × H∞ comes from Proposition 3.1.
Then (ηa, ua) is a solution to the linearized ART problem, and enjoys the estimates, for any i,
j > 0,
‖∂it(ua, qa)‖S,j 6 c(i, j)δeΛt. (5.2)
Moreover, by (3.3) and (3.4), for χ˜0 := η˜0 or u˜0,
|χ˜03|L1‖χ˜0h‖L1‖χ˜03‖L1‖∂3χ˜0h‖L1‖∂3χ˜03‖L1‖divhχ˜0h‖L1 > 0, (5.3)
‖∂M¯ χ˜0h‖L1 , ‖∂M¯ χ˜03‖L1 > 0 if M¯3 6= 0. (5.4)
Unfortunately, the initial data of linear solution (ηa, ua, qa) does not satisfy the necessary com-
patibility conditions of ART problem in general. Therefore, next we modify the initial data of
the linear solutions, so that the obtained new initial data satisfy (4.105) and (4.106).
Proposition 5.1. Let (η˜0, u˜0, q˜0) be the same as in (5.1), then there exists a constant δ4 (depend-
ing on (η˜0, u˜0, q˜0), the domain and the parameters in ART problem), such that for any δ ∈ (0, δ4),
there is a couple (ηr, ur, qr) ∈ H40 ∩H20 ∩H1 enjoying the following properties:
(1) The modified initial data
(ηδ0, u
δ
0, q
δ
0) := δ(η˜
0, u˜0, q˜0) + δ2(ηr, ur, qr) (5.5)
belongs to H40 ×H20 ×H1, and satisfies
det∇(ηδ0 + y) = 1,
the compatibility conditions (4.105) and (4.106) with (ηδ0, u
δ
0, q
δ
0) in place of (η
0, u0, q0).
(2) Uniform estimate: √
‖ηr‖24 + ‖(ur, qr)‖2S,0 6 C2, (5.6)
where the constant C2 > 1 depends on the domain and the known parameters, but is
independent of δ.
Proof. For the simplicity in the proof of Proposition 5.1, we rewrite (ηδ0, u
δ
0, q
δ
0, η˜
0, u˜0, q˜0) by
(ηδ, uδ, qδ, η˜, u˜, q˜).
Recalling the construction of (η˜, u˜, q˜), we can see that (η˜, u˜, q˜) satisfies
divη˜ = divu˜ = 0 in Ω,
Λρu˜+ divS(q˜, u˜, η˜) = ∂2
M¯
η˜ in Ω,
JS(q˜, u˜, η˜)e3 − gρη3e3 − M¯3∂M¯ η˜K = ϑ∆hη˜3e3 on Σ,
Jη˜K = Ju˜K = 0 on Σ,
(η˜, u˜) = 0 on Σ+−.
(5.7)
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If (ηr, ur, qr) ∈ H4 ×H2 ×H1 satisfies
divηr = O(ηr), divur = −divA˜δ(u˜+ δur)/δ in Ω,
JS(qr, ur, ηr)e3 − gρηr3e3 − M¯3∂M¯ηrK = ϑ∆hηr3e3 +N 2(ηδ, uδ, qδ)/δ2 on Σ,
JηrK = JurK = 0 on Σ,
(ηr, ur) = 0 on Σ+−,
(5.8)
where (ηδ, uδ, qδ) is given in the mode (5.5), ζδ := ηδ + y, Aδ := (∇ζδ)−T, A˜δ := Aδ − I and
O(ηr) := δ−2(1+ δ2divηr− det∇ζδ), then, by (5.7), it is easy to check that (ηδ, uδ, qδ) belongs to
H40 ×H20 ×H1, and satisfies
det∇ζδ = 1
(4.105) and (4.106) with (ηδ, uδ, qδ) in place of (η0, u0, q0). Next we construct such (ηr, ur, qr)
enjoying (5.8) by three steps.
(1) We begin with the construction of ηr. We consider a stratified Stokes problem: for a given
function ξ ∈ H4(Ω), 
∇̟ − µ∆η = 0, divη = O(ξ) in Ω,
JηK = 0, J(̟I − Dη)e3K = 0 on Σ,
η = 0 on Σ+−,
(5.9)
where O(ξ) = (1 + δ2divξ − det∇(y + δη˜ + δ2ξ))/δ2. By virtue of the product estimate (9.8), it
is easy to estimate that
‖O(ξ)‖3 6 c(1 + δ‖ξ‖4 + δ2‖ξ‖24 + δ3‖ξ‖34) 6 c1(1 + δ3‖ξ‖34).
By the existence theory on the stratified Stokes problem, there exists a solution (η,̟) ∈ H4×H3
of (5.9) with ‖̟‖20 = 1. Moreover, by stratified Stokes estimate, it holds that
‖(η,̟)‖S,2 6 ‖O(ξ)‖3 6 c1
(
1 + δ3‖ξ‖34
)
, (5.10)
where the letter c1 denotes a fixed constant, and is dependent of δ.
Therefore, one can construct an approximate function sequence {(ηn, ̟n)}∞n=1, such that for
any n > 2, 
∇̟n − µ∆ηn = 0, divηn = O(ηn−1) in Ω,
JηnK = 0, J(̟nI − Dηn)e3K = 0 on Σ,
ηn = 0 on Σ+−,
(5.11)
where ‖η1‖4 6 2c1. Moreover, from (5.10) one gets
‖(ηn, ̟n)‖S,2 6 c1(1 + δ3‖ηn−1‖34) for any n > 2,
which implies
‖(ηn, ̟n)‖S,2 6 2c1 (5.12)
for any n > 2, and any δ 6 1/2c1. Recalling that ‖̟n‖20 = 1, thus there exists a subsequence of
{̟n}∞n=1 denoted by {̟nk}∞k=1, such that
̟nk → ̟r weakly in H3, (5.13)
(̟nk , ̟nk± |y3=0)→ (̟r, ̟r±|y3=0) strongly in H2 ×H3/2(T). (5.14)
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Next we want to show that {(ηn,∇̟n, J̟nK)}∞n=1, is a Cauchy sequence. Noting that
∇(̟n+1 −̟n)− µ∆(ηn+1 − ηn) = 0, div(ηn+1 − ηn) = O(ηn)−O(ηn−1) in Ω,
Jηn+1K = 0, J((̟n+1 −̟n)I − D(ηn+1 − ηn))e3K = 0 on Σ,
ηn+1 − ηn = 0 on Σ+−,
we obtain
‖(ηn+1 − ηn, ̟n+1 −̟n)‖S,2 6 c‖O(ηn)− O(ηn−1)‖3. (5.15)
On the other hand, using (5.12) and the product estimate (9.8), we arrive at
‖O(ηn)− O(ηn−1)‖3 6 cδ‖ηn − ηn−1‖4.
Substituting the above inequality into (5.15), one sees by taking δ appropriately small that
{(ηn,∇̟n, J̟nK)}∞n=1 is a Cauchy sequence in H4 × H2 × H5/2(T). Thus, using (5.13) and
(5.14), we can derive that, for some limit function ηr,
(ηn,∇̟n)→ (ηr,∇̟r) in H3 ×H2,
(ηn|y3=0, J̟nK)→ (ηr|y3=0, J̟rK) in H5/2(T)×H3/2(T).
Consequently, we can take to the limit in (5.11) as n→∞ to see that the limit function (ηr, ̟r)
solves 
∇̟r − µ∆ηr = 0, divηr = O(ηr) in Ω,
JηrK = 0, J(̟rI − µDηr)e3K = 0 on Σ
ηr = 0 on Σ+−.
(5.16)
Furthermore, by (5.12),
‖ηr‖4 6 2c1. (5.17)
(2) Now we turn to construct (ur, qr), we consider a stratified Stokes problem: for a given
function (w, p) ∈ H2 ×H1,
∇q − µ∆u = 0, divu = −divA˜δ(u˜+ δw)/δ in Ω,
JuK = 0, J(qI − µDu)e3K =M6(w, p) on Σ,
u = 0 on Σ+−,
(5.18)
where ηr is provided by (5.16), and we have defined that
M6(w, p) := JκρDηr + (gρηr3 + ϑ∆hηr3)e3 + M¯3∂M¯ηrK
+N 2(δη˜ + δ2ηr, δu˜+ δ2w, δq˜ + δ2p)/δ2.
Then, by the existence theory of stratified Stokes problem, there exist a solution (u, q) ∈ H2×H1
to (5.18) with ‖q‖20 = 1; moreover, similarly to (5.10),
‖(u, q)‖S,0 . ‖divA˜δ(u˜+ δw)‖1/δ + |M6(w, p)|1/2. (5.19)
Recalling (5.17), then, following the arguments of (4.11) and (4.12), we can estimate that
|M6(w, p)|1/2 . 1 + δ(‖w‖2 + ‖∇p‖0 + |JpK|1/2) + δ2‖w‖22.
Thus, by Young inequality, we get, for some constant c2,
‖(u, q)‖S,0 6 c2(1 + δ2(‖w‖22 + ‖∇p‖20 + |JpK|21/2)). (5.20)
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Therefore, one can construct an approximate function sequence {(un, qn)}∞n=1, such that, for
any n > 2, 
∇qn − µ∆un = 0, divun = −divA˜δ(u˜+ δun−1)/δ in Ω,
JunK = 0, J(qnI − µDun)e3K =M6(un−1, qn−1) on Σ,
un = 0 on Σ+−,
(5.21)
where ‖u1‖2 + ‖∇q1‖0 + |Jq1K|1/2 6 c2. Moreover, by (5.20), one has
‖(un, qn)‖S,0 6 c2(1 + δ2(‖un−1‖22 + ‖∇qn−1‖20 + |Jqn−1K|21/2))
for any n > 2, which implies that
‖(un, qn)‖S,0 6 2c2 (5.22)
for any n, and any δ 6 1/2c2.
Next we further prove that {(un,∇qn, JqnK)}∞n=1 is a Cauchy sequence. Noting that
∇(qn+1 − qn)− µ∆(un+1 − un) = 0, in Ω,
div(un+1 − un) = −divA˜δ(un − un−1) in Ω,
J(un+1 − un)e3K = 0 on Σ,
J((qn+1 − qn)I − µD(un+1 − un))e3K =M6(un, qn)−M6(un−1, qn−1) on Σ,
un+1 − un = 0 on Σ+−,
thus we can use the stratified Stokes estimate to get that
‖(un+1 − un, qn+1 − qn)‖S,0
. ‖divA˜δ(un − un−1)‖1 + |M6(un, qn)−M6(un−1, qn−1)|1/2 =: in. (5.23)
Following the arguments of (4.11) and (4.12), it is easy to estimate that
in 6 cδ‖(un − un−1, qn − qn−1)‖S,0.
Putting the above estimate into (5.23) yields
‖(un+1 − un, qn+1 − qn)‖S,0 . cδ‖(un − un−1, qn − qn−1)‖S,0,
which presents that {(un,∇qn, JqnK)}∞n=1 is a Cauchy sequence in H2×H1×H1/2(T) by choosing
a sufficiently small δ. Consequently, we can easily get a limit function (ur, qr) ∈ H2 ×H1 as in
step (1), which solves
∇qr − µ∆ur = 0, divur = −divA˜(u˜+ δur)/δ in Ω,
JurK = 0, J(qrI − µDur)e3K =M6(ur, qr) on Σ,
ur = 0 on Σ+−
by (5.21). Moreover, by (5.22), ‖(ur, qr)‖S,0 6 2c2, which, together with (5.17), yields (5.6). 
If δ is sufficiently small, then ηδ0 constructed in Proposition 5.1 belongs to H
3,1
0,∗ . This fact can
be directly observed from the following conclusion:
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Proposition 5.2. Let k > 3. There exists a constant δ5, depending on Ω, such that, for any
η ∈ Hk0 satisfying ‖η‖3 6 δ5 ∈ (0, 1) and det∇ζ = 1, we have
det∇hζh(yh, 0) > 1/2 for any yh ∈ T, (5.24)
ζh(yh, 0) : R
2 → R2 is a Ck−2-diffeomorphic mapping, (5.25)
ζ : Ω→ Ω is a homeomorphism mapping, (5.26)
ζ± : Ω
′
± → ζ±(Ω′±) are Ck−2-diffeomorphic mapping, (5.27)
T −1/2−l,τ ⊂ ζ−1(T τ−l) ⊂ T 1/2−l,τ , T −1/2 ⊂ (ζh)−1(T ) ⊂ T 1/2, (5.28)
where ζ := η + y, (ζh)
−1 denotes the inverse mapping of ζh(yh, 0), and ζh denotes the first two
components of ζ := η + y.
Remark 5.1. Since η is a horizontally periodic function, then, by (5.25) and (5.26), we can
verify that (ζh)
−1(xh)− xh and ζ−1(x)− x are horizontally periodic functions as well as η.
Proof. Let η ∈ Hk0 satisfy ‖η‖3 6 δ5 and det∇ζ = 1, where ζ := η + y. By the embedding
Hk(Ω±) →֒ Ck−2(Ω±), we have η± ∈ Ck−2(Ω±) and η ∈ C0(Ω). Moreover we also have, for any
sufficiently small δ,
|ηi(y)| 6 Liπ/2 for any y ∈ Ω, (5.29)
− l < inf
yh∈R2
{ζ3(yh, 0)} 6 sup
yh∈R2
{ζ3(yh, 0)} < τ, (5.30)
where i = 1 or 2. Next we prove the results in (5.24)–(5.28) in sequence.
(1) The infimum (5.24) for sufficiently small δ5 is obvious by the embedding inequality (9.2).
(2) We turn to verify (5.25) for sufficiently small δ5 by three steps.
(a) We choose a cut-off function ξ ∈ C∞0 (R2) such that ξ = 1 in T 1, and 0 6 ξ 6 1 in R2.
Then there exists a disk bR(0) of radius R and center 0 ∈ R2, such that ξ = 0 in R2\bR(0) and
T 1 ⊂ bR(0). Let ηξ− := η−ξ. Then ηξ− ∈ Ck−2(Ω−), which yields that ηξ−(yh, 0) ∈ Ck−2(R2). By
the embedding inequality (9.2), we easily see that (ζξ−)h := (η
ξ
−)h + yh : bR(0) → R2 is injective
by Lemma 9.16 for sufficiently small δ5, where (η
ξ
−)h denotes the first two components of η
ξ
−.
Noting that ζh(yh, 0) = (ζ
ξ
−)h in T 1, then
ζh(yh, 0) : T 1 → R2 is also injective.
Thus, by (5.29) and the periodicity of ζh(yh, 0)− yh, we easily see that
ζh(yh, 0) : R
2 → R2 is also injective. (5.31)
(b) We will further prove that
ζh(yh, 0) : R
2 → R2 is surjective. (5.32)
We define that
J := {xh ∈ R2 | xh 6= ζh(yh, 0) for any yh ∈ R2}.
Obviously, to get (5.32), it suffices to prove that
J = ∅. (5.33)
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Next we verify (5.33) by contradiction.
We assume that J 6= ∅. Then there exists a point
x0h ∈ ∂J.
Thus there exists a disk bδ0(x
0
h) ⊂ R2, such that, for any bδ(x0h) ⊂ bδ0(x0h),
bδ(x
0
h) ∩ J 6= ∅ (5.34)
and
bδ(x
0
h) ∩ (R2 \ J) 6= ∅. (5.35)
By (5.35), we can choose two sequences {xnh}∞n=m ⊂ (R2 \ J) and {ynh}∞n=m ⊂ R2 for some
m > 1/δ0, such that x
n
h ∈ b1/n(x0h) ⊂ bδ0(x0h), xnh → x0h and xnh = ζ(ynh). Since (ζ − y) ∈ C0(Ω),
then {ynh}∞n=m is a bounded sequence. Therefore, there exists a subsequence (still labeled by ynh)
such that ynh → y0h for some y0h ∈ R2. By the continuity of ζ , xnh = ζh(ynh , 0) → x0h = ζh(y0h, 0).
Noting that ∇ζh(yh, 0) is invertible for y0h by (5.24), thus, by the well-known inverse function
theorem (see Lemma 9.15) there exist two open sets U , V ⊂ R2 such that y0h ∈ U , x0h ∈ V , and
ζh(U, 0) = V , which imply that there exists a ball bδ1(x
0
h) ⊂ (R2\J) for δ1 < δ0, i.e. bδ1(x0h)∩J = ∅,
which contradicts with to (5.34). Hence (5.33) holds.
(c) By (5.31) and (5.32), ζh(yh, 0) : R
2 → R2 is bijective. Then we can consider an inverse
mapping (denoted by (ζh)
−1) of ζh(yh, 0) defined on R
2 by
(ζh)
−1(ζh(yh, 0)) = y for yh ∈ R2.
Obviously, (ζh)
−1 : R2 → R2 is bijective. Moreover,
(ζh)
−1 ∈ Ck−2(R2). (5.36)
In fact, using the second conclusion of Lemma 9.15, we see that (ζh)
−1 ∈ C1(R2) and
∇xh(ζh)−1(xh) = (∇yhζh(yh, 0))−1|yh=(ζh)−1(xh). (5.37)
Here xi resp. yi represent the i-th component of xh resp. yh. By (5.37) and the regularity η ∈ Hk,
we immediately get (5.36).
Finally, using (5.31), (5.32) and (5.36), we get (5.25).
(3) Now we verify (5.26) for sufficiently small δ by three steps.
(a) To begin with, we proceed to the proof
ζ : Ω→ Ω is injective for sufficiently small δ. (5.38)
Let d(xh) = ζ3((ζh)
−1(xh), 0). Then, by (5.30) and (5.36), d(xh) ∈ Ck−2(R2) and
− l < inf
xh∈R2
{d(xh)} 6 sup
xh∈R2
{d(xh)} < τ, (5.39)
We denote
Ω− := {x ∈ R3 | − l < x3 < d(xh)} and Ω+ := {x ∈ R3 | d(xh) < x3 < τ}.
By the properties of d(xh) and ζ(yh, 0), we can see the following properties of Ω
±:
Ω− := {x ∈ R3 | − l 6 x3 6 d(xh)}, Ω+ := {x ∈ R3 | d(xh) 6 x3 6 τ},
Ω− ∩ Ω+ = Ω− ∩ Ω+ = ∅, Ω− ∪ Ω+ = Ω,
Ω− ∩ Ω+ = {x3 = d(xh)} = ζ({y3 = 0}). (5.40)
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Moreover, we also see that the proof of (5.38) reduces to the proof of
ζ± : Ω± → Ω± are injective (5.41)
for sufficiently small δ. Next we only provide the proof for ζ−, since ζ+ can be similarly proved.
Let S := T 1−l,0. We choose a cut-off function χ ∈ C∞0 (R3) such that χ = 1 in S, and 0 6 χ 6 1
in R3. Then there exists a ball BR(0) of radius R and center 0 ∈ R3, such that χ = 0 in R3\BR(0)
and S ⊂ BR(0). Let ηχ− := η−χ, then ηχ− ∈ Hk(Ω−) ∩ Ck−2(Ω−).
Since Ω′− is locally Lipschitz (see [1, Section 4.9] for the definition), by virtue of the well-
known Stein extension theorem (see Lemma 9.6), there is an extension operator for Ω′−, such
that
E(ηχ−) = η
χ
− a.e. in Ω
′
−, ‖E(ηχ−)‖H3(R3) 6 c‖ηχ−‖H3(Ω−), (5.42)
where the constant c depends on Ω′−.
Define ζE− := y + χE(η
χ
−), then
ζE− = ζ− in S. (5.43)
From (5.42) and the periodicity of η, it follows that
‖E(ηχ−)‖H3(R3) 6 c‖χη−‖H3(Ω′−) 6 c‖η‖3.
Thus, in terms of the embedding inequality (9.2), ∇ζE− is invertible in R3 for sufficiently small
δ5.
Since ζE− (y) = y on ∂BR(0), then ζ
E
− : BR(0)→ RN is injective by Lemma 9.16. Noting that
S ⊂ BR(0), we see by (5.43) that
ζ− : S → ζ−(Ω−) is also injective,
which, together with (5.29), yields
ζ− : Ω− → ζ−(Ω−) is injective. (5.44)
Now, we further show that
ζ−(Ω−) ⊂ Ω−. (5.45)
To this end, it suffices to prove that, for any given yh ∈ R2,
ζ− : lyh → Ω−,
where lyh := {(yh, y3) | y3 ∈ [−l, 0]}. We prove this by contradiction.
Assume that there exists a point y0 ∈ lyh , such that ζ−(y0) ∈/ Ω−. Obviously, y03 ∈ (−l, 0),
where y03 denotes the third component of y
0. Without loss of generalization, we assume that
the point ζ−(y
0) is above the closed set Ω−. Thus, the curve function ζ− defined on l0 := {y ∈
lyh | y3 ∈ (−l, y03)} must go through the upper boundary of ζ({y3 = 0}). We denote by z the
intersection of the curve and the upper boundary. This means that there is a point y ∈ l0, such
that y3 ∈ (−l, y03) and ζ−(y) = z. However, there exists a point σ ∈ {y3 = 0} such that ζ−(σ) = z.
Thus we have ζ−(y) = ζ−(σ) where y, σ ∈ Ω− and y 6= σ. This contradicts with injectivity of ζ−
on Ω−. Hence (5.45) holds. Consequently, by (5.44) and (5.45), we easily get (5.41).
(b) Now we turn to prove that
ζ : Ω→ Ω is surjective, (5.46)
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which reduces to the proof of
ζ± : Ω± → Ω± is surjective. (5.47)
Next we only provide the proof for ζ−, since the case of ζ+ can be similarly proved.
We define that
K := {x ∈ Ω− | x 6= ζ(y) for any y ∈ Ω− }.
By (5.40) and the fact ζ(y)|Σ− = y, we see that K ⊂ Ω−. Obviously, to get the surjective
conclusion of ζ−, it suffices to prove that
K = ∅. (5.48)
We can also verify (5.48) by contradiction.
In fact, we assume that K 6= ∅. Noting that K ∪ ζ(Ω−) ⊂ Ω− and (5.39), then there exists a
point
x0 ∈ ∂K ∩ Ω−.
Noting that Ω− is open, then, there exists a ball Bδ0(x
0) ⊂ Ω−, such that, for any Bδ(x0) ⊂
Bδ0(x
0),
Bδ(x
0) ∩K 6= ∅ and Bδ(x0) ∩ (Ω− \K) 6= ∅. (5.49)
Thus, following the argument of (5.33), we also have a result which contracts with the first
relation in (5.49). Hence (5.48) holds.
(c) By (5.38) and (5.46), ζ : Ω → Ω is bijective. Then we can consider an inverse mapping
(denoted by ζ−1) of ζ defined on Ω by
ζ−1(ζ(y)) = y for y ∈ Ω.
Obviously, ζ−1 : Ω→ Ω is bijective. Next we verify that
ζ−1 is a continuous mapping of Ω onto Ω (5.50)
by contradiction.
We assume that ζ−1 is not continuous for some x0 ∈ Ω. Then, there exists a constant ε > 0,
such that, for any ι > 0, there exists a point xι ∈ Ω satisfying |xι − x0| < ι and
|ζ−1(xι)− ζ−1(x0)| > ε. (5.51)
Let ι = 1/n, we denote yn = ζ−1(x1/n). Since (ζ − y) ∈ C0(Ω), and {x1/n}∞n=1 ⊂ B1(x0) ∩ Ω,
then {yn}∞n=1 is a bounded sequence. Thus there exists a subsequence (still labeled by yn) such
that yn → y0 for some y0 ∈ Ω. By the continuity of ζ and the fact x1/n → x0 as n → ∞,
x1/n = ζ(yn) → ζ(y0) = x0 as n → ∞. Thus ζ−1(x1/n) = yn → y0 = ζ−1(x0), which contracts
with (5.51). Hence (5.50) holds. Consequently, we obtain (5.26) from (5.38), (5.46) and (5.50).
(4) By (5.41) and (5.47), we see that
ζ± : Ω± → Ω± are bijective.
By (5.40) and ζ(y)|Σ = y, we further have
ζ± : Ω
′
± → Ω± are bijective. (5.52)
In addition, following the argument of (5.36), we also ζ−1± ∈ C1(Ω±), which, together with (5.52),
yields (5.27).
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(5) By the embedding inequality (9.2), we have, for sufficiently small δ,
ζ(T −1/2−l,τ ) ⊂ T τ−l ⊂ ζ(T 1/2−l,τ),
ζh(T −1/2 × {0}) ⊂ T ⊂ ζh(T 1/2 × {0}).
Consequently, by (5.25) and (5.26), we immediately get (5.28) from the above relations. This
completes the proof of Proposition 5.2. 
6. Error estimates
This section is devoted to the derivation of error estimates between the solutions of the
nonlinear ART problem and the solutions of linearized ART problem.
To begin with, let us introduce the estimate
|φ|3 6 |φ|7/2 6 C3(‖χ‖4)‖χ‖4 for any χ ∈ H4,10,∗ , (6.1)
where we have defined that φ(xh) := χ˜3((χ˜h)
−1(xh), 0), χ˜ := χ + y, and the positive constant
C3(‖χ‖4) increasing with respect to ‖χ‖4. Please refer to (8.30) in Section 8.2 for derivation of
(6.1).
We define that
C4 := (1 + C3(‖η˜0‖4 + C2))
(√
‖η˜0‖24 + ‖u˜0‖22 + C2
)
> 1,
δ < δ0 := min{δ1, δ2, δ3, C4δ4, δ5}/2C4 < 1,
and (ηδ0, u
δ
0) be constructed by Proposition 5.1. Let ζ
0 := η0 + y and d(xh) := ζ
0
3 ((ζ
0
h)
−1(xh), 0).
Then, by (5.5), (5.6) and (6.1),
|dδ0|3 6 C3(‖η˜0‖4 + C2)(‖η˜0‖4 + C2).
Thus, using (5.5) and (5.6) again, we see that√
‖ηδ0‖23 + ‖uδ0‖22 + β(|dδ0|23) < δ2, δ3 or δ5.
Thus, by Proposition 4.1, there exists a (nonlinear) solution (η, u) with an associated pressure q
of the ART problem with initial value (ηδ0, u
δ
0). Moreover, by Proposition 5.2, η
δ
0 ∈ H4,10,∗ .
Now we estimate the error between the (nonlinear) solution (η, u) and the linear solution
(ηa, ua) provided by (5.1). To this purpose, we define a error function (ηd, ud) := (η, u)− (ηa, ua).
Then we can establish the following estimate of error function.
Proposition 6.1. Let (η, u) be the strong solution of the ART problem with initial value (ηδ0, u
δ
0)
with an associated pressure q, and θ ∈ (0, 1) a small constant such that (4.2)–(4.6), (4.12) and
(4.16) hold for (η, u) satisfying (4.1) with θ in place of δ. For given constants γ and β, if√
‖η‖23 + ‖u‖22 6 θ, δeΛt 6 β, (6.2)
‖η(t)‖23 + ‖(u(t), q(t))‖2S,0 + ‖ut‖20
+
∫ t
0
(‖u(τ)‖23 + ‖∇q(τ)‖21 + ‖uτ‖21) dτ 6 (γδeΛt)2 (6.3)
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on some interval (0, T ), then there exists a constant C5 such that, for any δ ∈ (0, 1) and any
t ∈ (0, T ),
|χd|L1 + ‖χd‖X + ‖divhχdh‖L1 + ‖udt ‖L1 6 C5
√
δ3e3Λt, (6.4)
‖∂M¯χd3(t)‖L1, ‖∂M¯χdh(t)‖L1 6 C5
√
δ3e3Λt, (6.5)
‖(A3k∂kχ3 − ∂3χa3)(t)‖L1 6 C5
√
δ3e3Λt, (6.6)
‖(A3k∂kχh − ∂3χah)(t)‖L1 6 C5
√
δ3e3Λt, (6.7)
‖(A1k∂kχ1 +A2k∂kχ2 − divhχah)(t)‖L1 6 C5
√
δ3e3Λt, (6.8)
where χ = η or u, X = W 1,1 or H1, and C5 is independent of T .
Proof. We divide the proof of Proposition 6.1 by four steps.
(1) Derivation of energy inequality.
Subtracting the ART and the linearized ART problems, we get
ηdt = u
d in Ω,
ρudt + divASA(q, u, η)− divS(qa, ua, ηa) = ∂2M¯ηd in Ω,
divAu
d = −divA˜ua in Ω,
JudJ= 0, JSA(q, u, η)Ae3 − S(qa, ua, ηa)e3
−gρηd3e3 − M¯23∂3ηdK = ϑHAe3 − ϑ∆hηa3e3 on Σ,
(ηd, ud) = 0 on Σ+−,
(ηd, ud)|t=0 = δ2(ηr, ur) on Ω.
(6.9)
Then we formally apply ∂t to (6.9)2–(6.9)5 to get
ρudtt + divASA(q
d
t , u
d
t , u
d) = ∂2
M¯
ud + µdivDA˜u
a
t − divA˜SA(qat , uat , ua) +N 3 in Ω,
divAu
d
t = −divAtu− divA˜uat in Ω,
Judt J= 0, JSA(q
d
t , u
d
t , u
d)Ae3 − gρud3e3 − M¯3∂M¯udK
= ϑ∆hu
d
3e3 + JµDA˜u
a
t e3 −SA(qat , uat , uat )A˜e3K+N 4. on Σ,
udt = 0 on Σ
+
−.
(6.10)
Noting that ∫
qtdivA˜u
a
tdy =−
d
dt
(∫
∇q · (A˜Tuat )dy +
∫
Σ
JqKA˜e3 · uatdy
)
+
∫
∇q · ∂t(A˜Tuat )dy +
∫
Σ
JqK∂t(A˜e3 · uat )dyh,
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thus, following the argument of (4.40), we can formally deduce from (6.10) that
1
2
d
dt
(
‖√ρudt ‖20 + E(ud)− 2
∫ (
∇qd · (ATt u) +∇q · (A˜Tuat )
)
dy
−2
∫
Σ
(
JqdKAte3 · u+ JqKA˜e3 · uat
)
dyh
)
+
1
2
‖√µDAudt ‖20
=
∫ ((
µdivDA˜u
a
t − divA˜SA(qat , uat , ua) +N 3
) · udt − κρDud : ∇A˜udt ) dy
+
∫
Σ
(
JµDA˜u
a
t e3 −SA(qat , uat , ua)A˜e3K+N 4
)
· udt dyh
−
∫
(∇qd · ∂t(ATt u) +∇q · ∂t(A˜Tuat ))dy
−
∫
Σ
(
JqdK∂t(Ate3 · u) + JqK∂t(A˜e3 · uat )
)
dyh =: R1(t).
Integrating the above identity in time from 0 to t yields that
‖√ρudt ‖20 + E(ud) +
∫ t
0
‖√µDAudt ‖20dτ
= 2
(∫ t
0
R1(τ)dτ +R2(t)− R2(0)
)
+ E(ud|t=0 + ‖√ρudt ‖20
∣∣
t=0
), (6.11)
where we have defined that
R2(t) :=
∫ (
∇qd · (ATt u) +∇q · (A˜Tuat )
)
dy +
∫
Σ
(
JqdKAte3 · u+ JqKA˜e3 · uat
)
dyh.
Here we have formally derived (6.11) for simplicity. Of course, (6.11) can be rigorously verified
by a complicated regularized method.
We call δ3e3Λt the three-orders term in general. Next we see that the integrals in the right
hand of the above identity can be controlled by the three-orders term.
(2) Estimate for three-orders small terms.
Noting that (η, u) satisfies the estimates (4.2)–(4.6) and (4.16), thus, by further exploiting
(5.2), (6.3), the product estimates (9.8) and (9.11), and trace estimate we have
R1 .‖udt ‖1
(
‖A˜‖2(‖(ua, uat )‖2 + ‖ud‖1 + ‖∇qat ‖0 + |Jqat K|1/2) + ‖N 3‖0 + |N 4|1/2
)
+ ‖∇qd‖0 (‖u‖2‖Att‖0 + ‖At‖1‖ut‖1) + ‖∇q‖0
(
‖At‖1‖uat‖1 + ‖A˜‖2‖uatt‖0
)
+ |JqdK|1/2(‖u‖2|Atte3|−1/2 + ‖At‖2‖ut‖1) + |JqK|1/2(‖At‖1‖uat‖2 + ‖A˜‖2‖uatt‖1)
.δeΛt(δ2e2Λt + ‖u‖23 + ‖∇q‖21 + ‖ut‖21). (6.12)
Thus, by (6.3), we get ∫ t
0
R1(τ)dτ . δ
3e3Λτ . (6.13)
Similarly, we easily estimate
R2(t) . δ
3e3Λt, (6.14)
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which also yields that
R2(0) . δ
3e3Λt. (6.15)
Noting that ud(0) = δ2ur, we have
E(ud|t=0) . δ4‖ur‖22 . δ3e3Λt. (6.16)
Next we turn to estimate for ‖√ρudt ‖20
∣∣
t=0
. Recalling that
divudt = −div∂t(A˜Tu),
thus, taking the inner product of (6.9)2 and u
d
t in L
2, and using the integration by parts, we have∫
ρ|udt |2dy =
∫
(∂2M¯η
d − divS(0, ud, ηd)− divA˜SA(q, u, η)− µdivDA˜u) · udt dy
+
∫
∇qd∂t(A˜Tu)dy +
∫
Σ
(
JqdK∂t(ATu) · e3 − JqdK∂tua3
)
dyh. (6.17)
Noting that
JqdK = J2(µ∂3u
d
3 + κρ∂3η
d
3 ) + gρη
d
3 + M¯3∂M¯η
d
3K+ ϑ∆hη
d
3 +M,√
‖η‖23 + ‖u‖22 6 θ and (η, u) satisfies the estimate (4.12),
thus, following the arguments of (4.56) and (6.12), we easily derive from (6.17) that
‖udt ‖20 . ‖ηd‖23 + ‖ud‖22 + δeΛt(δ2e2Λt + ‖ηd‖3 + ‖ud‖2),
which, together with the initial data (6.9)6, implies that
‖udt ‖20|t=0 . δ3e3Λt. (6.18)
Consequently, putting (6.13)–(6.16) and (6.18) into (6.11) yields
‖√ρudt ‖20 +
∫ t
0
‖√µDAudτ‖20dτ 6 −E(ud) + cδ3e3Λt. (6.19)
(3) Application of the largest growth rate Λ.
Since ud does not satisfies the divergence-free condition (i.e., divud = 0), thus we can not use
(3.2) to deal with −E(ud). To overcome this trouble, we consider the following stratified Stokes
problem 
∇̟ −∆u˜ = 0, divu˜ = −divA˜u in Ω,
J(̟I − µDu˜)e3K = 0 on Σ,
u˜ = 0 on Σ+−.
Then, by the existence theory of stratified Stokes problem, we have a solution (u˜, ̟) ∈ H20 ×H1.
Moreover,
‖u˜‖2 . ‖divA˜u‖1 . δ2e2Λt. (6.20)
It is easy to check that vd := ud − u˜ ∈ H2σ.
Now, we can apply (3.2) to −E(vd), and get
−E(vd) 6 Λ2‖vd‖20 + Λ‖
√
µDvd‖20/2,
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which, together with (6.2) and (6.20), immediately implies
−E(ud) 6 Λ2‖√ρud‖20 + Λ‖
√
µDud‖20/2 + cδ3e3Λt.
Inserting it into (6.19), we arrive at
‖√ρudt ‖20 +
∫ t
0
‖√µDAudτ‖20dτ 6 Λ2‖
√
ρud‖20 +
Λ
2
‖√µDud‖20 + cδ3e3Λt. (6.21)
In addition,∫ t
0
‖√µDudτ‖20dτ 6
∫ t
0
(‖√µDAudτ‖20 + ‖A˜‖2‖udτ‖21)dτ 6
∫ t
0
‖√µDAudτ‖20dτ + cδ3e3Λt.
Thus we further deduce from (6.21) that
‖√ρudt ‖20 +
∫ t
0
‖√µDudτ‖20dτ 6 Λ2‖
√
ρud‖20 +
Λ
2
‖√µDud‖20 + cδ3e3Λt. (6.22)
(4) Derivation of (6.4)–(6.8):
Recalling the initial data ud(0) = δ2ur, we apply Newton–Leibniz’s formula and Young’s
inequality to find that
Λ‖√µDud‖20 =2Λ
∫ t
0
∫
µDdu : Dudτdydτ + δ
4Λ‖√µDur‖20
6Λ2
∫ t
0
‖√µDud‖20dτ +
∫ t
0
‖√µDudτ‖20dτ + cδ3e3Λt.
Then we derive from (6.22) that
1
Λ
‖udt ‖20 +
1
2
‖√µDud‖20 6 Λ‖ud‖20 + Λ
∫ t
0
‖√µDud‖20dτ + cδ3e3Λt. (6.23)
In addition,
d
dt
‖ud‖20 =2
∫
ud · udt dy 6
1
Λ
‖udt ‖20 + Λ‖ud‖20.
If we put the previous two estimates together, we get the differential inequality
d
dt
‖ud‖20 +
1
2
‖√µDud‖20 6 2Λ
(
‖ud(t)‖20 +
1
2
∫ t
0
‖√µD(ud)‖20dτ
)
+ cδ3e3Λt. (6.24)
Recalling ud(0) = δ2ur, one can apply Gronwall’s inequality to (6.24) to conclude that
‖ud‖20 +
1
2
∫ t
0
‖√µDud‖20dτ . e2Λt
(∫ t
0
δ3e3Λte−2Λτdτ + δ4‖ur‖20
)
. δ3e3Λt. (6.25)
Moreover, we can further deduce from (6.22), (6.23), (6.25) and Korn’s inequality that
‖ud‖21 + ‖udt ‖20 + ‖udτ‖2L2((0,t),H1) . δ3e3Λt. (6.26)
We turn to derive the error estimate for ηd. It follows from (6.9)1 that
d
dt
‖ηd‖21 . ‖ud‖1‖ηd‖1.
56
Therefore, using (6.26) and the condition ηd|t=0 = δ2ηr, it follows that
‖ηd‖1 .
∫ t
0
‖ud‖1dτ + δ2‖ηr‖1 .
√
δ3e3Λt. (6.27)
Noting that L2(T) →֒ L1(T) and H1 →֒ W 1,1, then we can derive (6.4) and (6.5) from (6.26),
(6.27) and trace estimate.
Using (6.3) and (6.4), we can estimate
‖A3k∂kχ3 − ∂3χa3‖L1 6 ‖(A3k − δ3k)∂kχ3 + ∂3χd3‖L1 .
√
δ3e3Λt,
which yields (6.6). Similarly, we also can derive (6.7) and (6.8). This completes the proof of
Proposition 6.1. 
7. Existence of escape times
Let δ < δ0, (η
d, ud) be defined in Section 6, and (η, u) be the strong solution constructed in
Section 6 with an existence time [0, Tmax). Let ǫ0 ∈ (0, 1) be a constant, which will be defined in
(7.9). We define
T δ := Λ−1ln(ǫ0/δ) > 0, i.e., δe
ΛT δ = ǫ0, (7.1)
T ∗ := sup
{
t ∈ (0, Tmax)
∣∣∣∣ √‖η(τ)‖23 + ‖u(τ)‖22 + β(|d(τ)|23)
6 2C4δ0 for any τ ∈ [0, t)
}
,
T ∗∗ := sup
{
t ∈ (0, Tmax) ∣∣ ‖(η, u)(τ)‖0 6 2C4δeΛτ for any τ ∈ [0, t)} .
T ∗∗∗ := sup
{
t ∈ (0, Tmax)
∣∣∣∣ ∫ t
0
‖η‖23dτ 6 Λ/2C1 for any τ ∈ [0, t)
}
.
Noting that √
‖η(t)‖23 + ‖u(t)‖22 + β(|d(t)|23)
∣∣∣∣
t=0
=
√
‖ηδ0‖23 + ‖uδ0‖22 + β(|dδ0|23) 6 C4δ < 2C4δ0 6 δ2 or δ3, (7.2)
thus T ∗ > 0 by Proposition 4.1. Similarly, we also have T ∗∗ > 0. Moreover, by Proposition 4.1
and Remark 4.4, we can easily see that√
‖η(T ∗)‖23 + ‖u(T ∗)‖22 + β(|d(T ∗)|23) = 2C4δ0, if T ∗ <∞, (7.3)
‖(η, u)(T ∗∗)‖0 = 2C4δeΛT
∗∗
, if T ∗∗ < Tmax, (7.4)∫ T ∗∗∗
0
‖η‖23dτ = Λ/2C1, if T ∗∗∗ < Tmax. (7.5)
We denote Tmin := min{T δ, T ∗, T ∗∗, T ∗∗∗}. Noting that (η, u) satisfies
sup
06t<Tmin
√
‖η(t)‖23 + ‖u(t)‖22 + β(|d(t)|23) 6 δ1,
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thus, for any t ∈ (0, Tmin), (η, u) enjoys (4.79) and (4.80) with (ηδ0, uδ0) in place of (η0, u0) by
the third conclusion in Proposition 4.1. Noting that ‖(η, u)(t)‖0 6 2C4δeΛt on (0, Tmin), then we
deduce from the estimate (4.79) and (7.2) that, for all t ∈ (0, Tmin),
E(t) + β(cEL(t) + |d(t)|23) +
∫ t
0
O(τ)dτ
6 c0δ
2e2Λt + Λ
∫ t
0
(
E(τ) + β(cEL(τ) + |d(τ)|23) +
∫ τ
0
O(s)ds
)
dτ (7.6)
for some positive constant c0. Applying Gronwall’s inequality to the above estimate, we deduce
that
E(t) + β(|d(t)|23) . δ2
(
e2Λt + Λ
∫ t
0
eΛ(t+τ)dτ
)
. δ2e2Λt.
Putting the above estimate to (7.6), we get
E(t) + β(|d(t)|23) +
∫ t
0
O(τ)dτ . δ2e2Λt,
which, together with (4.80), yields that, for some constant C6,
E(t) + β(|d(t)|23) +
∫ t
0
(‖∇qτ‖21 + |JqτK|21/2)dτ 6 (C6δeΛt)2 6 C26ǫ20, (7.7)∫ t
0
‖η‖23dτ 6
(
C6√
2Λ
δeΛt
)2
6 C26ǫ
2
0/2Λ on (0, T
min). (7.8)
If M¯3 = 0, we define
m0 := min
χ˜0=η˜0,u˜0
{|χ˜03|L1, ‖χ˜0h‖L1, ‖χ˜03‖L1, ‖∂3χ˜0h‖L1 , ‖∂3χ˜03‖L1, ‖divhχ˜0h‖L1};
else
m0 := min
χ˜0=η˜0,u˜0
{|χ˜03|L1, ‖χ˜0h‖L1 , ‖χ˜03‖L1 , ‖∂3χ˜0h‖L1 , ‖∂3χ˜03‖L1 , ‖divhχ˜0h‖L1 ,
‖∂M¯ χ˜0h‖L1, ‖∂M¯ χ˜03‖L1}.
By (5.3) and (5.4), m0 > 0. Now we define that
ǫ0 := min
{
θ
C6
,
C4δ0
C6
,
Λ√
2C1C6
,
C24
4C25
,
δ5
C6
,
m20
4C25
}
> 0, (7.9)
where θ and C5 come from Proposition 6.1 with γ = C6 and β = ǫ0. Noting that (η, u) satisfies
(7.7), ǫ0 6 θ/C6 and β = ǫ0, then, by Proposition 6.1 with γ = C6, we immediately have
(6.4)–(6.5) for any t ∈ (0, Tmin). Consequently, we further have the relation
T δ = Tmin 6= T ∗ or T ∗∗, (7.10)
which can be showed by contradiction as follows:
If Tmin = T ∗, then T ∗ <∞. Noting that ǫ0 6 C4δ0/C6, thus we deduce from (7.7) that√
‖η(T ∗)‖23 + ‖u(T ∗)‖22 + β(|d(T ∗)|23) 6 C4δ0 < 2C4δ0,
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which contradicts (7.3). Hence, Tmin 6= T ∗.
If Tmin = T ∗∗, then T ∗∗ < T ∗ 6 Tmax. Noting that
√
ǫ0 6 C4/2C5, we can deduce from (5.1),
(6.4), (7.1) and the fact ε0 6 c
2
3/4C
2
5 that
‖(η, u)(T ∗∗)‖0 6 ‖(ηa, ua)(T ∗∗)‖0 + ‖(ηd, ud)(T ∗∗)‖0 6 δeΛT ∗∗(C4 + C5
√
δeΛT ∗∗)
6 δeΛT
∗∗
(C4 + C5
√
ǫ0) 6 3C4δe
ΛT ∗∗/2 < 2C4δe
ΛT ∗∗ ,
which contradicts (7.4). Hence, Tmin 6= T ∗∗.
If Tmin = T ∗∗∗, then T ∗∗∗ < Tmax. Noting that ǫ0 6 Λ
2/2C1C
2
6 , thus we deduce from (7.8)
that ∫ T ∗∗∗
0
‖η‖23dτ 6 Λ/4C1 < Λ/2C1,
which contradicts (7.5). Hence, Tmin 6= T ∗∗∗. We immediately see that (7.10) holds. This
completes the verification of (7.10).
By the relation (7.10) and the definition of Tmin, we see that T δ < T ∗ 6 Tmax. By (7.7) and
the fact ǫ0 6 δ5/C6, we see that
√‖η(t)‖23 + ‖u(t)‖22 6 δ5. Then, by Proposition 5.2, we see that
η ∈ H3,10,∗ . Hence (η, u) ∈ C0(IT , H3,10,∗ ×H20 ) for some T ∈ (T δ, Tmax), and (η, u, q) also enjoys the
regularity mentioned in Remark 1.1.
Noting that
√
ǫ0 6 m0/2C5 and (6.4) holds for t = T
δ, thus, using of (5.1), (6.4), (6.6) and
(7.1), we can easily deduce the following instability relations:
|χ3(T δ)|L1 >|χa3(T δ)|2L1 − |χd3(T δ)|2L1
>δeΛT
δ
(|χ˜03|L1 − C5
√
δeΛT δ) > (m0 − C5√ǫ0)ǫ0 > m0ǫ0/2,
and
‖A3k∂kχ3(T δ)‖L1 >‖∂3χa3(T δ)‖L1 − ‖A3k∂kχ3(T δ)− ∂3χa3(T δ)‖L1
>δeΛT
δ
(‖∂3χ˜03‖L1 − C5
√
δeΛT δ) > m0ǫ0/2,
where χ = η or u. Similarly, we also easily verify that (η, u) satisfies the rest instability relations
in (1.11) and (1.12). This completes the proof of Theorem 1.1 by taking ǫ := m0ǫ0/8.
8. Proof of Theorem 1.2
This section is devoted to the verification of Theorem 1.2. Since η ∈ H3,10,∗ , the definitions
of d, v, V , N and σ in (1.17) make sense. Moreover, by Remark 5.1, v, V , N , σ and d still
are horizontally periodic functions. Next we start to verify that v, V , N , σ and d satisfy
the conclusions in Theorem 1.2 and (1.39)–(1.40) in Remark 1.4. In what follows, we denote
det∇yhζh(yh, 0, t) by Θ(yh, t) for the simplicity.
8.1. Homeomorphism
Let ζ = η + y, y˜ := (y, t), y˜h := (yh, t), x˜ = (x, t) and x˜h = (xh, t). Since η(t) ∈ H3,10,∗ and
η ∈ C(IT , H3), then we have
∇xζ−1 = (∇yζ)−1|y=ζ−1 = AT|y=ζ−1 in Ω, (8.1)
ζ˜ : ΩT 7→ ΩT is bijective mapping, (8.2)
ζ˜± : X 7→ ζ˜±(X) are bijective mappings, (8.3)
det∇y˜ ζ˜(y˜) = 1 in ΩT±, (8.4)
ζ¯(y˜h) : Y → Y is a bijective mapping, (8.5)
det∇y˜h ζ¯(y˜h) = Θ(yh, t) > 1/2, (8.6)
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where X := ΩT± or Ω
T
±, and Y := R
2
T or R
2
T .
We denote the inverse functions of ζ˜±(y˜), resp. ζ¯(y˜h) by ζ˜
−1
± (x˜), resp. ζ¯
−1(x˜h). Recalling the
regularity
ζ ∈ C0(IT , H3) and ζt = u ∈ C0(IT , H2), (8.7)
thus, using embedding theorem Hk+2(Ω±) →֒ Ck(Ω±) for k > 0, we can get
ζ˜± ∈ C1(ΩT±), (8.8)
ζ˜ ∈ C1(RT2 ). (8.9)
By (1.1)5, we further get
ζ˜ , u,∇yhζ ∈ C0(ΩT ). (8.10)
Following the argument of (5.50), we derive from (8.2) and the continuity of ζ˜ in (8.10) that
ζ˜(y˜) : ΩT → ΩT is a homeomorphism mapping. (8.11)
Similar to (5.27) and (8.11), by (8.3), (8.4) and the continuity of ζ˜± in (8.8), we have
ζ˜±(y˜) : ΩT± → ζ˜±(ΩT±) is a homeomorphism mapping, (8.12)
ζ˜±(y˜) : Ω
T
± → ζ˜±(ΩT±) is a C1-diffeomorphic mapping. (8.13)
Moreover, ∇x˜ζ˜−1± = (∇y˜ζ˜±)−1|y˜=ζ˜−1
±
. In particular,
∂tζ
−1
± = −((∇yζ±)−1u±)|y=ζ−1
±
. (8.14)
Similar to (8.1), (8.12) and (8.13), we also derive from (8.5)–(8.6) and (8.9) that
ζ¯(yh, t) : R2T → R2T is a homeomorphism mapping, (8.15)
ζ¯(yh, t) : R
2
T → R2T is a C1-diffeomorphic mapping, (8.16)
∇xh(ζh)−1(xh, t) = (∇yhζh(yh, 0, t))−1|yh=(ζh)−1(xh,t). (8.17)
Summing up (8.11)–(8.13), (8.15) and (8.16), we get (1.39) and (1.40).
8.2. Regularity of solutions of the mixed RT problem
Let a := ‖η‖C0(IT ,H3). In what follows, the notation C(a) denotes a generic positive constant,
which may vary from line to line, and depends on a, Ω, and increases with respect to a.
By transformation of Lagrangian coordinate (i.e., x = ζ(y)), regularity of (ζ, u) and (5.28),
we can estimate that, for any given t > 0,
‖v(t)‖2L2(Ωp(t)) =
∫
ζ−1(T τ
−l)/{y3=0}
|u|2dy 6 2‖u(t)‖20. (8.18)
Noting that ∂xiv = (Ail∂ylu)|y=ζ−1(x) for 1 6 i 6 3, we have
‖∂xiv(t)‖2L2(Ωp(t)) =
∫
ζ−1(T τ
−l)/{y3=0}
|Ail∂ylu|2dy 6 ‖u(t)‖21. (8.19)
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Similarly, we can further derive that, for any 1 6 i, j, k 6 3,
‖∂xj∂xiv(t)‖L2(Ωp(t)) < ‖u(t)‖2,
‖∂xk∂xj∂xiv(t)‖L2(Ωp(t)) < ‖u(t)‖3
from the relations
∂xj∂xiv = (Ajm∂ym(Ail∂ylu))|y=ζ−1
∂xk∂xj∂xiv = (Akn∂n(Ajm∂ym(Ail∂ylu)))|y=ζ−1.
Hence
‖v(t)‖H2(Ωp(t)) 6 C(a)‖u‖2 for any t ∈ IT , (8.20)
‖v(t)‖H3(Ωp(t)) 6 C(a)‖u‖3 for a.e. t ∈ IT . (8.21)
Thanks to the continuity of (∇yζ±, u) in (8.8) and (8.10)–(8.12), we get (1.30). Then (1.32)7
and (1.32)8 obviously hold due to (1.1)6, (1.1)7 and the continuity of u in (1.30). Thus, putting
(8.20), (1.32)7, (1.32)8 and the fact “divv = 0 in Ω(t)” together, we get
v ∈ H2σ(Ω(t)) for any t ∈ IT . (8.22)
Similar to (8.20), we can also get
‖(V,N)(t)‖H2(Ωp(t)) 6 C(a)‖η(t)‖3, (8.23)
‖∇σ(t)‖Hk(Ωp(t)) 6 C(a)‖∇q(t)‖k, (8.24)
‖σ(t)‖Hk+1(Ωp(t)) 6 C(a)‖q(t)‖k+1, (8.25)
where k = 0 and 1. Thus (1.24) holds by (8.22)–(8.25) with k = 0.
By the definitions of v, V and N , we can exploit (1.1)1, (1.3), (8.1), (8.14) and the chain rule
of differentiation to derive that
Ut + v · ∇U = ∇vU, (8.26)
Mt + v · ∇M = M · ∇v, (8.27)
divM = 0, (8.28)
div(M ⊗M) =M · ∇M = ∂2M¯η|y=ζ−1((x,t), (8.29)
where U := V + I = ∇ζ(y, t)|y=ζ−1(x,t) and M := N + M¯ = ∂M¯ζ(y)|y=ζ−1(x,t). Hence (v, V,N)
satisfies (1.32)2 and (1.32)3 by (8.26) and (8.27).
Recalling the definitions of V , σ andA, and using (8.1), (8.29) and chain rule of differentiation,
we can easily get from (1.1)1–(1.1)3 that (v, V,N, q) satisfies (1.32)1 and divv = 0, which, together
with (8.28), yields (1.32)4. Using (1.32)1–(1.32)3, the regularity of (v, V,N, σ) and product
estimate (9.8), we easily further get (1.25).
For any given t > 0, Ξ(x, t) := ((ζh)
−1(xh, t), x3) : Ω+ → Ω+ is a bijective mapping. We
denote the inverse function of Ξ(x, t) by Ξ−1(y, t). Then Ξ an Ξ−1 enjoy the following properties:
Ξ−1(y, t) = (ζh(yh, 0, t), y3), Ξ
−1(T τ−l, t) ⊂ T 1/2−l,τ ,
∇xΞ(x, t) =
 1
Θ(yh, t)
 ∂2ζ2(yh, t) −∂2ζ1(yh, t) 0−∂1ζ2(yh, t) ∂1ζ1(yh, t) 0
0 0 Θ(yh, t)
∣∣∣∣∣∣
yh=(ζh)−1(xh,t)
,
1/2 < Θ(yh, t) = det∇yΞ−1(y, t) < C(a),
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thus, similarly to (8.21), we easily check that
‖η+3 (y, t)|y=Ξ(x,t)‖H3(Ω+) 6 C(a)‖η(t)‖3,
which, together with trace estimate, yields
|d(xh, t) = (η+3 (y, t)|y=Ξ(x,t))|x3=0|5/2 6 C(a)‖η(t)‖3. (8.30)
Moreover, by (8.17), we can compute out
∇xhd =(∇xh(ζh)−1(xh, t))T∇yhζ3(yh, 0, t)|yh=(ζh)−1(xh,t)
=((∇yhζh(yh, 0, t))−T∇yhζ3(yh, 0, t))|yh=(ζh)−1(xh,t) (8.31)
and
∂xi∇xhd =(∂yj(∇yhζh(yh, 0, t))−T∇yhζ3(yh, 0, t))|yh=(ζh)−1(xh,t)∂xi((ζh)−1(xh, t))j . (8.32)
Similar to (8.30), we also have
|(1 + |∇xhd(xh, t)|2)−1/2|3/2 6 C(a),
which, together with (8.30) and (9.9), yields
ν(xh, t) ∈ H3/2(T) for any t > 0. (8.33)
Moreover, making use of the continuity of (ζ,∇yhζ) in (8.10), (8.15) and (8.31), we see that ∇hd
is continuous on R2T , which yields (1.29).
Since, for any given t > 0,
ζ(·, t) : {y3 = 0} → {x3 = d(xh, t)} is a bijective mapping, (8.34)
then, for any given xh, there exists yh such that
xh := ζh(yh, 0, t) = ηh(yh, 0, t) and d(xh, t) = η3(yh, 0, t). (8.35)
We can further compute out that
u3|y3=0 =∂tη3(yh, 0, t) = ∂td(ζh(yh, 0, t), t)
=u1|y3=0∂1d|xh=ζh(yh,0,t) + u2|y3=0∂2d|xh=ζh(yh,0,t) + dt|xh=ζh(yh,0,t), (8.36)
and
v(xh, d(xh, t), t) = v(ζh(yh, 0, t), ζ3(yh, 0, t), t) = u(yh, 0, t)|yh=(ζh)−1(xh,t). (8.37)
Putting yh = (ζh)
−1(xh, t) into (8.36), and then using (8.37), we get (1.32)5 for any given t > 0.
Similar to (8.18) and (8.19), exploiting (8.17) and (9.2), we have,∣∣u+((ζh)−1(xh, t), 0, t)∣∣1 . C(a)|u+(t)|1. (8.38)
Noting that ζh(yh, 0, t) satisfies (5.25) with k = 3 for given t, by (8.17), (9.2) and the fact
Θ(yh, t) > 1/2, we have
sup
y1
h
,y2
h
∈R2
|y1h − y2h|
|ζh(y1h, 0, t)− ζh(y2h, 0, t)|
= sup
x1
h
,x2
h
∈R2
|(ζh)−1(x1h, t)− (ζh)−1(x2h, t)|
|x1h − x2h|
6 C(a).
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Thus, making use of (8.17), (9.2), (9.11) and the above estimate, we further obtain that∣∣∂xiu+((ζh)−1(xh, t), 0, t)∣∣1/2
. C(a)
∣∣((∇yhζh(yh, 0, t))−1)ji∂yju+∣∣1/2 . C(a)|u+|3/2, (8.39)
where (A)ij denotes the (i, j)-th entry of matrix A.
Noting that, by (8.34),
v+(xh, d(xh, t), t) = u+((ζh)
−1(xh, t), 0, t),
thus, by (8.38), (8.39) and trace estimate, we get
|v+(xh, d(xh, t), t)|3/2
= |u+((ζh)−1(xh, t), 0, t)|3/2 6 C(a)‖u‖2. (8.40)
Thus we can derive from (1.32)4, (8.30), (8.40) and (9.9) that
dt ∈ H3/2(T). (8.41)
We get (1.26) by (8.30), (8.33) and (8.41).
Using relations (4.10) and (8.31), we easily compute out that
Ae3|y3=0 =(−∂1η3 + ∂1η2∂2η3 − ∂1η3∂2η2,−∂2η3 + ∂1η3∂2η1 − ∂1η1∂2η3, det∇yhζh)T|y3=0
=Θ(yh, t)(−∂x1d,−∂x2d, 1)T|xh=ζh(yh,0,t),
which yields that
ν|xh=ζh(yh,0,t) =
(−∂x1d,−∂x2d, 1)T√
1 + |∇xhd|2
∣∣∣∣∣
xh=ζh(yh,0,t)
=
Ae3
|Ae3|
∣∣∣∣
y3=0
. (8.42)
Using (8.17), (8.31) and (8.32), we derive that
C|xh=ζh(yh,0,t) = H|y3=0. (8.43)
In addition, we also check that, for any given t > 0,((SV,M(σ, v, V + I, N + M¯)|Ω±(t)) |x3=d(xh,t)ν) |xh=ζh(yh,0,t)
= ((SA(q, u, η)|Ω±Ae3 − M¯3∂M¯η±)/|Ae3|)|y3=0 (8.44)
Consequently, by (8.34), (8.35) and (8.42)–(8.44), we get (1.32)6 from (1.1)4 for any given t.
8.3. Higher regularity of d for ϑ 6= 0
Next we further derive (1.31). Multiplying (1.32)6 by ν yields that
JSV,M(σ, v, V + I, N + M¯)ν · ν − gρdK = ϑC on T. (8.45)
Since |d|5/2 . ‖η‖3, thus, similar to [46, Lemma 3.2], following the argument of [45, Theorem 4],
we derive from (8.45) that, for sufficiently small δ,
|d|7/2 .|JSV,M(σ, v, V + I, N + M¯)ν − gdρνK|3/2 + |d|3/2
=
∣∣(JSA(q, u, η)Ae3 − M¯3∂M¯ηK/|Ae3|)|yh=(ζh)−1(xh,t)∣∣3/2 + |d|3/2. (8.46)
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Following the argument of (8.40), and further exploiting (9.3), we have
|(DAu±)|y3=0|(ζh)−1(xh,t)|3/2 6 C(a)|∇u|3/2 6 C(a)‖∇u‖2. (8.47)
Noting that, for sufficiently small δ,
Ae3/|Ae3|3/2 + |1/|Ae3||3/2 6 C(a),
then, using (9.9), we derive from the above two estimates that∣∣JDAuAe3/|Ae3|K|yh=(ζh)−1(xh,t)∣∣3/2 6 C(a)‖∇u‖2.
Similarly, we also have∣∣(JSA(q, 0, η)Ae3 − M¯3∂M¯ηK/|Ae3|)|yh=(ζh)−1(xh,t)∣∣3/2 6 C(a)(|JqK|3/2 + ‖∇η‖2).
Thus, putting (8.30) and the above two estimates into (8.46) yields
|d|7/2 6 C(a)(‖(η, u)‖3 + |JqK|3/2). (8.48)
Similar to (8.40), we can estimate that
|v±(xh, d(xh, t))|5/2 6 C(a)‖u‖3 for a.e. t > 0.
Using (8.40), (9.3), (9.4) and the above estimate, we can derive from (1.32)5 that
|dt|5/2 .|v3+|5/2 + |∂x1dv1+ + ∂x2dv2+|5/2
.|v3+|5/2 + |d|7/2|v+|3/2 + |d|5/2|v+|5/2
6C(a)(|d|7/2‖u‖2 + ‖u‖3). (8.49)
We further derive from (8.48) and (8.49) that
|d|23 .|d0|23 +
∫ t
0
|d|7/2|dτ |5/2dτ
6C(a)
(
|d0|23 +
∫ t
0
(‖u‖23 + (1 + ‖u‖22)(‖(η, u)‖23 + |JqK|23/2) dτ) . (8.50)
By the regularity of (η, u, q) and (8.48)–(8.50), we immediately get (1.31).
In addition, exploiting (8.50), (9.2) and (9.3), we derive from (8.43) that
|H|1 6C(a)|C|1 6 C(a)|d|3. (8.51)
8.4. Instability relations and properties of initial data
Finally we turn to deduce the last two conclusions in Theorem 1.2. Noting that ζ satisfies
det∇ζ = 1, (5.24), (5.28) and (8.1), thus, using transformations of integral variable, we derive the
following instability relations from the conclusions “|d3(T δ)|L1 > 4ǫ” and “‖divhηh(T δ)‖L1 > 4ǫ”
in (1.11):
|d(T δ)|L1 =
∫
(ζh)−1(T ,T δ)
|η3(yh, 0, T δ)|Θ(yh, T δ)dyh > 1
4
|η3(T δ)|20 > ǫ
and
‖(V11 + V22)(T δ)‖L1δ =
∫
ζ−1(T τ
−l(T
δ))/{y3=0}
|divhηh(T δ)|dy > 1
2
‖divhηh(T δ)‖20 > 2ǫ.
Similarly, we can derive the rest instability relations in (1.33)–(1.35) from (1.11).
Noting that (1.32)4 and (1.32)6 also hold for t = 0, thus we get (1.37)–(1.38). Noting that
η0 ∈ H4, then we easily get (1.36) from the definition of (v0, V 0, σ0, d0) by following the argument
of (8.23), (8.25) and (8.30). This completes the proof of Theorem 1.2.
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9. Appendix
This Appendix is devoted to listing some mathematical analysis tools, which have been used
in the previous sections. It should be noted that in this appendix we still adapt the simplified
mathematical notations in Section 1. For the simplicity, we still use the notation a . b to mean
that a 6 cb for some constant c > 0, where the positive constant c may depend on the domains,
and other given parameters locating lemmas.
Lemma 9.1. Embedding inequality (see [1, Theorems 4.12 and 7.58]): Let D ⊂ R3 be a bounded
Lipschitz domain, then
‖f‖Lp(D) . ‖f‖H1(D) for 2 6 p 6 6, (9.1)
‖f‖C0(D¯) = ‖f‖L∞(D) . ‖f‖H2(D), (9.2)
‖φ‖C(R2) . |φ|3/2 for any φ ∈ H3/2(T), (9.3)
‖φ‖W k,4(T ) . |φ|k+1 for any φ ∈ Hk+1(T), where k > 0 is integer. (9.4)
Lemma 9.2. Interpolation inequality in Hj (see [1, 5.2 Theorem]): Let D be a domain in RN
satisfying the cone condition, then, for any 0 6 j < i, ε > 0,
‖f‖Hj(D) . ‖f‖1−
j
i
L2(D)‖f‖
j
i
Hi(D)
6 C(ε)‖f‖L2(D) + ε‖f‖Hi(D), (9.5)
where the constant C(ε) depends on the domain and ε, and Young’s inequality has been used in
the last inequality in (9.5).
Lemma 9.3. Friedrichs’s inequality (see [40, Lemma 1.42]): Let 1 6 p <∞, and D be a bounded
Lipschitz domain. Let a set Γ ⊂ ∂D be measurable with respect to the (N − 1)-dimensional
measure µ˜ := measN−1 defined on ∂D and let measN−1(Γ) > 0. Then
‖w‖W 1,p(D) . ‖∇w‖2Lp(D)
for all u ∈ W 1,p(D) satisfying that the trace of u on Γ is equal to 0 a.e. with respect to the
(N − 1)-dimensional measure µ˜.
Lemma 9.4. Poinca´re’s inequality (see [13, Lemma 1.43]): Let 1 6 p <∞, and D be a bounded
Lipschitz domain. Then, for any w ∈ W 1,p(D),
‖w‖pLp(D) . ‖∇u‖pLp(D) +
∣∣∣∣∫
D
udy
∣∣∣∣p .
Lemma 9.5. Korn’s inequality (see [13, Lemma 10.7]): Let D be a bounded domain or Ω−, then
for any w ∈ H10 (D),
‖w‖2H1(D) . ‖Dw‖2L2(D).
Lemma 9.6. Stein extension theorem (see [1, Section 5.24]): If D is a domain in RN satisfying
the strong local Lipschitz condition, then there exists a total extension operator for D, i.e., there
exist a linear operator E mapping Wm,p(D) into Wm,p(RN) for every p > 1 and every integer
m > 0, and a constant K = K(m, p) such that for every u ∈ Wm,p(Ω)
(1) Eu(x) = u(x) a.e. in Ω,
(2) ‖Eu‖Wm,p(RN ) 6 K‖u‖Wm,p(Ω).
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Lemma 9.7. Trace estimate: Let k, m and n be nonnegative integers, then
‖f |y3=a‖H1/2(Tm,n) . ‖f‖1 for any f ∈ H1 and a ∈ (−l, τ).
which can be derived from [40, Theorem 1.46] by Stein extension theorem and a cut-off technique.
Remark 9.1. By trace estimate, we further have
|f |j+1/2 . ‖f‖j,1 for any f ∈ Hj+1. (9.6)
Lemma 9.8. Negative trace estimate:
|u3|−1/2 . ‖u‖0 + ‖divu‖0 for any u := (u1, u2, u3) ∈ H10 . (9.7)
Proof. Estimate (9.7) can be derived by integration by parts and an inverse trace theorem [40,
Lemma 1.47]. 
Lemma 9.9. Product estimates: Let D ∈ RN be a bounded Lipschitz domain for N = 2 or 3.
The functions f , g are defined on D, φ, ϕ are defined on T, and ̟ is defined on Ω.
‖fg‖Hi(D) .

‖f‖H1(Ω)‖g‖H1(D) for i = 0;
‖f‖Hi(D)‖g‖H2(D) for 0 6 i 6 2;
‖f‖H2(D)‖g‖Hi(D) + ‖f‖Hi(D)‖g‖H2(D) for 3 6 i 6 5.
(9.8)
|φϕ|r . |φ|s1|ϕ|s2 for 0 6 r 6 s1 6 s2 and s1 > 1, (9.9)
|φϕ|1/2 . ‖φ‖W 1,r(T )|ϕ|1/2 for any r > 2, (9.10)
|̟ϕ|1/2 . ‖̟‖2|ϕ|1/2, (9.11)
|̟ϕ|−1/2 .
{ ‖̟‖2|ϕ|−1/2,
|̟|r|ϕ|−1/2 for any r > 3/2. (9.12)
Proof. The product estimate (9.8) can be derived by using Ho¨lder’s inequality and the embed-
ding inequalities (9.1)–(9.2). Estimate (9.9) can be founded in [13, Lemma 10.1], estimate (9.10)
can be obtained by following the proof of [13, Lemma 10.2], and estimate (9.11) can be derived
by using (9.4) and (9.10), which can be founded in [1, Theorem 7.58]. Finally, using (9.11), we
can get (9.12) by following the proof of the third conclusion in [13, Lemma 10.1]. 
Lemma 9.10. Difference quotients and weak derivatives: Let D be Ω−, or T, and ‖ · ‖Lp(T) :=
‖ · ‖Lp(T ).
(1) Suppose 1 6 p <∞ and w ∈ W 1,p(D). Then ‖Dhhw‖Lp(D) . ‖∇hw‖Lp(D).
(2) Assume 1 < p < ∞, w ∈ Lp(D), and there exists a constant c such that ‖Dhhw‖Lp(D) 6 c.
Then ∇hw ∈ Lp(D) satisfies ‖∇hw‖Lp(D) 6 c and D−hkh w ⇀ ∇hw in Lp(D) for some
subsequence −hk → 0.
Proof. Following the argument of [5, Theorem 3], and use the periodicity of w, we can easily
get the desired conclusions. 
66
Lemma 9.11. Estimates in Sobelve–Sobodetskii spaces: If f ∈ H1/2(T), then∫
T
∫
T
|f(x)− f(y)|2
|x− y|3 dydx 6
∫
T4,4
|D3/2
h
f |20dh 6
∫
T4,4
∫
T6,6
|f(x)− f(y)|2
|x− y|3 dydx. (9.13)
In addition,
|f |21/2 . |f |20 +
∫
T4,4
|D3/2
h
f |20dh . |f |21/2, (9.14)∫
T4,4
‖D3/2
h
ϕ‖20dh . ‖ϕ‖21 for any ϕ ∈ H1, (9.15)∫
T4,4
|D3/2
h
φ|21/2dh . |φ|21 for any φ ∈ H1(T). (9.16)
Proof. Noting that
T × T ⊂ {(y, x) ∈ R4 | y ∈ T , x ∈ T4,4 + y},
{(y, x) ∈ R4 | y ∈ T , x ∈ T4,4 + y} ⊂ T4,4 × T6,6,
thus, using the definition of operator D
3/2
h
, change of variable, Fubini’s theorem and the period-
icity of f , we can easily get (9.13). Exploiting (9.13), Fubini’s theorem and trace estimate, we
can further obtain (9.14) and (9.15).
Now turn to prove (9.16). Since φ ∈ H1/2(T), by Stein extension theorem, we have a extension
function φ˜ satisfying
φ˜ ∈ H1(R2), φ˜ = φ a.e. in T6,6 and ‖φ˜‖H1(R2) 6 c|φ|1
for some constant c. Then we further have∫
T4,4
|D3/2
h
φ|21/2dh 6
∫
R2
|D3/2
h
φ˜|21/2dh . ‖φ˜‖2H1(R2) . |φ|1,
which yields (9.16). 
Lemma 9.12. Dual estimates: If ϕ, ψ ∈ H1/2, and ∂hϕ ∈ L1(T ), then∣∣∣∣∫
Σ
∂hϕψdyh
∣∣∣∣ . |ϕ|1/2|ψ|1/2. (9.17)
Moreover, we have
|∂hϕ|−1/2 . |ϕ|1/2. (9.18)
Proof. First, by using the Parseval’s relation on the Torus (see [7, Proposition 3.1.16]), Ho¨lder’s
inequality in l2, and Newton–Leibnitz formula, we can derive∣∣∣∣∫
Σ
∂hfχdyh
∣∣∣∣ . ‖f‖1‖χ‖1 (9.19)
for any f , χ ∈ H10 satisfying ∂hf |Σ ∈ L1(T ). Then we further use Stein extension theorem and
cut-off technique to verify that (9.19) also holds for f , g ∈ H1 satisfying ∂hf |Σ ∈ L1(T ).
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Finally, since ϕ, ψ ∈ H1/2, by an inverse trace theorem [40, Lemma 1.47], there exist a
Lipschitz domain D, and two functions f , χ ∈ H1(D), such that f |T = ϕ, χ|T = ψ, T ⊂ ∂D and
‖f‖H1(D) . |ϕ|1/2 and ‖χ‖H1(D) . |ψ|1/2.
Consequently, by (9.19), we have ∣∣∣∣∫
Σ
∂hϕψdyh
∣∣∣∣ . |ϕ|1/2|ψ|1/2,
which yields (9.17) and (9.18). 
Lemma 9.13. Existence theory of one-layer (steady) Stokes problem (see [53, Lemma A.8]):
Denoting D be a bounded domain of Ck+2-class, or Ω±, and ∂Ω± := Σ0 ∪Σ±. Let µ be constant,
k > 0, fO,1 ∈ Hk, fO,2 ∈ Hk+1 and fO,3 ∈ Hk+3/2 be given such that∫
D
fO,2dx =
∫
∂D
fO,3~ndyh,
where ~n denote the outer normal vector of ∂D, then there exists a unique strong solution (u, q) ∈
Hk+2(D)×Hk+1(D), which solves{ ∇q − µ∆u = fO,1, divu = fO,2 in D,
u = fO,3 on ∂D.
(9.20)
Moreover, any solution (u, q) ∈ Hk+2(D)×Hk+1(D) of (9.20) enjoys the following estimate
‖u‖Hk+2(D) + ‖∇q‖Hk(D) . ‖fO,1‖Hk(D) + ‖fO,2‖Hk+1(D) + ‖fO,3‖Hk+3/2(∂D). (9.21)
Lemma 9.14. Existence theory of a stratified (steady) Stokes problem (see [53, Theorem 3.1])]:
let k > 0, fS,1 ∈ Hk, fS,2 ∈ Hk+1, fS,3 ∈ Hk+1/2 and fS,4 ∈ Hk+3/2, then there exists a unique
solution (u, q) ∈ Hk+2 ∩Hk+1 satisfying
∇q − µ∆u = fS,1, divu = fS,2 in Ω,
JuK = 0, J(qI − Du)e3K = fS,3 on Σ,
u = 0 on Σ+−.
(9.22)
Moreover, any solution (u, q) ∈ Hk+2 ×Hk+1 of (9.22) enjoys the following estimate
‖(u, q)‖S,k . ‖fS,1‖k + ‖fS,2‖k+1 + |fS,3|k+1/2. (9.23)
Lemma 9.15. Inverse function theorem (see [43, Theorem 9.24]): Let N > 1. Suppose f is a
C1-mapping of an open set E ⊂ RN into RN , f ′(a) is invertible for some a ∈ E, and b = f(a).
Then
(1) there exist open sets U and V in RN such that a ∈ U , b ∈ V , f is one-to-one on U , and
f(U) = V ;
(2) if g is the inverse of f (which exists, by (1)), defined in V by g(f(x)) = x for x ∈ U , then
g ∈ C1(V ) and ∇g(y) = (∇f)−1|x=f−1(y).
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Lemma 9.16. Global existence of inverse function: Let N > 2, D ⊆ RN be an open set,
ζ : D → RN belongs to C1(D), and ∇ζ(x) be invertible for all x ∈ D. Suppose that K is
a compact subset of D, the boundary ∂K is connected, and ζ : ∂K → RN is injective, Then
ζ : K → RN is injective.
Proof. See Theorem 2 in [33] or Corollary 2 in [39].
Lemma 9.17. Concerning threshold of coefficient of surface tension: We have
a := sup
w∈H1σ,3
|w3|20
|∇hw3|20
= max{L21, L22}. (9.24)
Proof. Without loss of generality, we assume that L21 = max{L21, L22}. It should be noted that
|∇hw3|20 = 0 if and only if w3 = 0 for any given w ∈ H1σ,Σ. (9.25)
In fact, let w ∈ H1σ. Since divw = 0, we have
−
∫
T
w3dyh =
∫
T ×(0,τ)
divwdy = 0.
Thus, using Pocare’s inequality, we have
|w3|0 6 |∇hw3|0,
which immediately implies the assertion (9.25).
(1) Now we prove a > L21. We choose a non-zero function ψ ∈ H20 (−l, τ). We denote
w˜ = (ψ′(y3) cos(L
−1
1 y1), 0, L
−1
1 ψ(y3) sin(L
−1
1 y1)),
then w˜ ∈ H1σ,3 and
|w˜3|20
|∇hw˜3|20
=
∫ 2πL1
0
sin2(L−11 y1)dy1
L−21
∫ 2πL1
0
cos2(L−11 y1)dy1
= L21,
which yields a > L21.
(2) Next we turn to the proof of a 6 L21. Let w ∈ H1σ,3. Then |∇hw3|20 6= 0 by (9.25). Let
wˆ3(ξ, y3) be the horizontal Fourier transform of w3(y), i.e.,
wˆ3(ξ, y3) =
∫
T 0
w3(yh, y3)e
−iyh·ξdxh,
where ξ = (ξ1, ξ2), then ∂̂3w3 = ∂3ŵ3. We denote ψ(ξ, y3) := ψ1(ξ, y3) + iψ2(ξ, y3) := wˆ3(ξ, y3),
where ψ1 and ψ2 are real functions. Noting that ψ(0) = 0, by Parseval theorem (see [7, Proposi-
tion 3.1.16]), we have
|∇hw3|20 =
1
π2L1L2
∑
ξ∈(L−11 Z×L
−1
2 Z)
|ξ|2|ψ(ξ, 0)|2 > L−11 |w3|20,
which immediately yields that a 6 L21. The proof is complete. 
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Remark 9.2. Observing the derivation of “a 6 L21”, it is easy to see that
sup
w∈H10,3
|w3|20
|∇hw3|20
6 max{L21, L22}.
which, together with (9.24) and the fact H1σ ⊂ H10 , implies that
sup
w∈H10,3
|w3|20
|∇hw3|20
= max{L21, L22}.
Here we have defined that H10,3 := {w ∈ H10 | w3 ∈ H1(T),
∫
T
w3(yh, 0)dyh = 0, w3 6= 0}.
Lemma 9.18. Dirichlet’s approximation theorem: given α ∈ R and any positive integer N , there
exist integers n, m with 1 6 n 6 N such that |nα−m| < 1/N .
Proof. See [36, Lemma 4.21].
Lemma 9.19. Let L1, L2 be two positive constants, and M¯ ∈ R3 be a non-zero vector. If M¯3 = 0,
then, for any given constant a > 0, there always exists a non-zero function w ⊂ H1σ such that
‖∂M¯w‖20 < a|w3|20. (9.26)
Proof. We only consider the case M¯1 6= 0, because the other case of “M¯1 = 0 and M¯2 6= 0” can
be dealt with similarly.
Let ψ ∈ C∞0 (R) satisfying ψ(0) 6= 0 and ψ = 0 on R \ (a, b), where (a, b) ⊂ (−l, τ). Denoting
C∞σ := {w ∈ C∞0 (Ωτ−l) | divw = 0}.
If L1M¯2/M¯1L2 is a rational number, we can choose some integer i such that cos(iM¯2y1/M¯1L2−
iy2/L2) is a periodic function with periodicity length 2πL1 in y1-direction and with periodicity
length 2πL2 in y2-direction. We further define
w =(0,−ψ′cos(iM¯2y1/M¯1L2 − iy2/L2), L−12 iψsin(iM¯2y1/M¯1L2 − iy2/L2)).
Then w ∈ H1σ. Moreover, it is easy to check that |w3|20 6= 0 and ∂M¯w = 0. Hence (9.26) holds.
If L1M¯2/M¯1L2 is not a rational number, by Dirichlet’s approximation theorem (see Lemma
9.18), there exists a sequence {(pn, qn)}∞n=1 such that pn > 1, qn are integers, and
|rn| → 0 as n→∞,
where we have defined that rn := pnM¯2/L2 − qnM¯1/L1. Now we define
w =(0,−ψ′cos(qny1/L1 − pny2/L2), L−12 pnψsin(qny1/L1 − pny2/L2)).
Then w ∈ H1σ. Moreover, it is easy to check that
|w3|20 = 8π2L1L−12 p2nψ2(0),
‖∂M¯w‖20 = 8π2L1L2r2n(‖ψ′‖2L2(−l,τ)/2 + L−22 p2n‖ψ‖2L2(−l,τ)).
Hence (9.26) holds for sufficiently large n. 
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