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Bare-soil evaporation is one of the governing processes responsible for controlling heat 
and water exchanges between the land and lower part of the atmospheric boundary layer with 
direct implications to meteorology and climatology, waste isolation and storage, vadose zone 
remediation, and water management. Despite its obvious importance to a wide range of scientific 
and industry disciplines, this process remains poorly understood. This is due in part to 
evaporation being a complex multiphase phenomenon that must be described and understood in 
terms of a variety of processes that occur simultaneously at different scales; bare-soil 
evaporation involves the strong coupling of phase change kinematics, internal transport 
mechanisms, soil hydraulic and thermal properties, and atmospheric demand (. Many 
assumptions and simplifications are made during the description and simulation of bare-soil 
evaporation in order to reduce complexity as well as to address knowledge gaps resulting from a 
lack of high spatial and temporal datasets capable of testing and refining existing heat and mass 
transfer theory in coupled systems involving flow in porous media and free-fluid. 
There are therefore a large number of different aspects of bare-soil evaporation that need 
to be carefully and rigorously studied. The purpose of this research was to investigate several of 
the most poorly understood or least characterized areas of this phenomenon using a multifaceted 
approach that included precision experimentation and detailed numerical modeling. Specific 
investigations included: (1) testing the applicability of the combined heat-pulse and sensible heat 
balance method for determining evaporation rates in situ, (2) evaluating non-equilibrium phase 
change under different boundary and initial conditions, and (3) exploring the effects of 
heterogeneous porous surfaces on conditions in the shallow subsurface and near-surface 
boundary layer. Findings from these three studies led to the refinement of heat and mass transfer 
theory in continuum scale numerical models and the realization that further improvement will 
require upscaling to a larger experimental scale in order to be able to observe the feedback 
mechanisms between the land and atmosphere. This prompted an additional two studies that 
focused on using a climate-controlled closed-circuit wind tunnel interfaced with an intermediate 
scale (7.3 m) long soil tank to investigate the feedbacks between key atmospheric and soil state 
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The motivation and problem description of this work are presented here, in Chapter 1. A 
description of the research goals and objects are also provided herein. This in turn is followed by 
an outline of the thesis. 
1.1 Motivation 
Average global evapotranspiration (i.e. the sum of bare-soil evaporation and plant 
transpiration) from land surfaces on Earth is on the order of 0.5 m yr
–1
, or approximately two 
thirds of all precipitation [Brutsaert, 1986]. Bare-soil evaporation accounts for a significant 
portion of this total given that 15.2% of the land surface is classified as barren in addition to 
another 12.6% devoted to agriculture which can remain fallow for parts of the year [Latham et 
al., 2014]. In areas of sparse to moderate vegetation (e.g. agricultural fields, orchards, temperate-
forest climates), bare-soil evaporation can still account for up to 40-50% of total 
evapotranspiration according to many partitioning studies [e.g. Allen, 1990; Wilcox et al., 2003; 
Dirmeyer et al., 2005; Lawrence et al., 2006; Newman et al., 2006]. Bare-soil evaporation is 
therefore one of the primary processes governing simultaneous heat and mass transfer between 
the land and surface layer (first 10 to 100 m of the atmospheric boundary layer above the land 
surface) [Brustaert, 1982; Berge, 1990]. These exchanges in turn have direct implications to the 
hydrogeologic cycle which is closely linked to weather and climate [Shukla and Mintz, 1982; 
Parlange et al., 1995; Bittelli et al., 2008] in addition to strongly influencing soil and water 
management policies with respect to agriculture water supplies [Penman, 1948; Fereres et al., 
2003] and salinity control [Il’Ichev et al., 2008; Nachshon et al., 2011].  
A hydrogeologic water balance for a single soil layer that abuts the land-atmosphere 
interface (i.e. land surface) can be expressed as: 
subsurf QQSEP   (1.1) 
where P (m s
–1
) is precipitation, E (m s
–1
) is evaporation, ΔS (m s
–1
) is the change in water 
storage, Qsurf (m s
–1
) is net surface water runoff, and Qsub (m s
–1
) is net subsurface flow. 
Inspection of Equation (1.1) shows that evaporation is closely linked to every other component 
of the hydrogeologic cycle. Evaporation directly effects spatial and temporal soil moisture 
distributions [King, 1914; Koster et al., 2009] which in turn: acts as a low-frequency forcing 
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term for precipitation [Solomon,1967; Parlange et al., 1992], is highly correlated to surface 
water runoff [Goodrich et al., 1994; Lei et al., 2014], and contributes to groundwater losses 
[Chen and Hu, 2004; Kollet and Maxwell, 2008]. Evaporation remains one of the least 
understood components of hydrogeologic cycle. As water supplies become further stressed in the 
twenty-first century due to continued population growth, water supply pollution, and climate 
change, improving our knowledge and understanding of evaporation and its role in the 
hydrogeologic cycle will only become more environmentally and politically important [National 
Research Council, 2004].  
1.2 Problem Description 
The application and importance of bare-soil evaporation is not limited to just the scales 
and context associated with the hydrogeologic cycle discussed above. It is also fundamental for 
controlling heat and mass transfer during the processes of: food preparation and cooking [Halder 
et al., 2011; Dhall et al., 2012], the drying of textiles [Farnworth, 1986; Li and Zhu, 2003] and 
cosmetics [Wissing and Müller, 2003; Souto and Müller, 2008], waste isolation and storage 
[Trautz and Wang, 2002; Scanlon et al., 2005], vadose zone remediation (e.g. air sparging) 
[Armstrong et al., 1994; Ho et al., 1994], the detection of buried objects [van Dam et al., 2005; 
Smits et al., 2013], and possibly the discovery of life on other planets [Cobos et al., 2006]. The 
heat transfer associated evaporation is critical to the thermoregulation of the human body in 
terms of perspiration from skin, a porous material [Jessen, 2000]. It also was key to food 
preservation in ancient times – Egyptian frescoes, several millennia old, have been found with 
depictions of zeers or nested clay pot evaporative coolers [Evans, 2000]. 
 Despite over a century of research and advances in the above contexts, our understanding 
and theoretical characterization of evaporation in porous media still remains incomplete. This is 
due in part to evaporation being a complex multiphase phenomenon that involves pore-scale 
energy and mass transfer, phase change, and liquid-vapor interfacial displacement [Shokri et al., 
2010; Sakai et al., 2011]. These aspects of evaporation are affected by the strongly coupled 
interactions of soil thermal properties (e.g. thermal conductivity, thermal diffusivity, volumetric 
heat capacity), soil hydraulic properties (e.g. hydraulic conductivity, porosity, soil retention), 
atmospheric demand (e.g. temperature, relative humidity, solar radiation, airflow), and internal 
transport mechanisms (e.g. vapor diffusion, capillary flow, film flow) [Hanks et al., 1967; van de 
Griend and Owe, 1994, Prat, 2002; Zhang, 2010; Zeng et al., 2011]. Models often make 
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simplifying assumptions (e.g. local chemical equilibrium) or neglect key processes when 
simulating the heat and mass transfer associated with evaporation in an effort to reduce model 
complexity and computational cost [Zhang et al., 2007], or address knowledge gaps through the 
use of empirical parameterizations such as enhanced vapor transport [e.g. Philip and de Vries, 
1957; Nassar and Horton, 1977; Bitteli et al., 2008]. The validity of these omissions and 
assumptions are often questionable but are unfortunately required because of a scarcity of high 
spatial and temporal resolution datasets capable of testing and refining current energy and mass 
transfer theories. 
1.3 Research Goals and Objectives 
The overarching objectives the research presented as part of this thesis can be 
summarized as follows: (1) to develop a better understanding of coupled flow systems in the 
context of processes associated with bare-soil evaporation (e.g. phase change) exposed to 
atmospheric airflow under different environmental conditions (e.g. soil heterogeneity, soil 
saturation, temperature); (2) to generate high spatial and temporal resolution experimental 
datasets using different measurement techniques that are capable of testing and improving 
numerical heat and mass transfer theory and models at a variety of scales; (3) identify the most 
important atmospheric (i.e. temperature, relative humidity, wind velocity) and soil (i.e. soil type, 
soil moisture) state variables and feedbacks that effect boundary layer development and bare-soil 
evaporation which is important for the improvement of our understanding of land-atmosphere 
interactions. 
These objectives are designed to address the purpose of this dissertational research, 
investigating several of the current knowledge gaps that remain for heat and mass transfer 
processes in the context of bare-soil evaporation under the influence of near-surface boundary 
layer flows. There are a large number of different topics or aspects of bare-soil evaporation that 
could and need to be investigated. Only three different subjects which have the greatest potential 
to impact or contribute to this field of study have been selected however. The resulting 
investigations include: testing the applicability of the combined heat-pulse and sensible heat 
balance method for determining evaporation rates in situ, evaluating non-equilibrium phase 
change under different boundary and initial conditions, and exploring the effects of 




The first study is prompted by the lack of standardized evaporation measurement 
approaches – heat-pulse probe technology offers a unique approach. The second study is 
motivated by the observation that numerical studies that assume chemical equilibrium (i.e. 
instantaneous volatilization) fail to accurately capture evaporative behavior compared to non-
equilibrium phase change based models. Work has been needed to investigate under what 
conditions non-equilibrium phase change occurs and how it can be best described in numerical 
heat and mass transfer models. Natural and artificial porous media are rarely homogeneous in 
nature; surprisingly little effort has been made to study bare-soil evaporation from such soils. 
This provides the impetus for the topic of the third study. Numerical simulation results from this 
last study and Davarzani et al. [2014] show that models that couple free-fluid and porous media 
flow confirmed unique two-dimensional evaporative behavior and feedbacks between the soil 
and atmosphere that were barely perceptible in experimental data and entirely unobservable in 
classical decoupled models. This in turn prompted an additional two studies that employed a 
climate-controlled closed-circuit wind tunnel interfaced with an intermediate scale (7.3 m) long 
soil tank to focus on: investigating feedbacks between key atmospheric and soil state variables, 
and analyzing the effect of scale on observed evaporative behavior in terms of fetch. These last 
two studies, presented in this dissertation in their early stages, already show the impacts that 
upscaling has on evaporation behavior and experimental design and control. 
All Research is constrained to the first 0.5 m of the atmosphere and shallow subsurface 
where the land-atmospheric interactions (i.e. heat and mass transfer process) predominantly 
occur. Fundamental research at the laboratory scale allows high spatial and temporal resolution 
experimentation and realistic detailed numerical simulation to be performed, providing the 
necessary data to refine and improve existing heat and mass transfer theory. The results 
presented in this dissertation will contribute to the advancement of research in the fields of study 
discussed in Chapters 1.1 and 1.2. 
1.4 Thesis Outline 
 This thesis is composed of 8 chapters and 6 appendices. The motivation and problem of 
this research is found in Chapter 1 along with research goals and scope. An extensive literature 
on topics relevant to this dissertation is presented in Chapter 2. Topics include a 
conceptualization of heat and mass transfer in coupled systems, common evaporation 
measurement techniques, evaporation dynamics, phase change (i.e. volatilization), the effects of 
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soil heterogeneities on evaporation, boundary layer theory, and heat and mass transfer theory. 
The hypotheses driving this research are discussed at the end of Chapter 2. The experimental and 
numerical findings of this thesis are expected to be published in peer-reviewed journals and are 
therefore presented in Chapters 3-7 as their respective manuscripts: 
Chapter 3: Sensible heat balance and heat-pulse method applicability to in situ soil-
water evaporation. 
Chapter 4: Continuum scale investigation of evaporation from bare soil under 
different boundary and initial conditions: An evaluation of non-
equilibrium phase change. 
Chapter 5:  Evaporation from heterogeneous porous surfaces: Integrated modeling of 
the atmospheric boundary layer and shallow subsurface. 
Chapter 6:  Investigation of land-atmosphere interactions using a climate controlled 
porous media-atmospheric flow wind tunnel. 
Chapter 7: Intermediate scale experimental and numerical investigation of bare-soil 
evaporation in the presence of near-surface boundary layer flow. 
 A discourse on the key conclusions and findings of this research is found in Chapter 8. 
Appendix A contains detailed information on the soil materials used in the experiments included 
in this thesis. Appendix B similarly provides details on sensor technologies and measurement 
techniques employed. Appendix C contains a description of the COMSOL Multiphysics software 
used for all numerical modeling efforts. Appendix D contains permissions granted for publishing 
the various chapters in the present dissertation. Finally, complete datasets generated as part of the 
five manuscripts above are provided in electronic Appendix E.  
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This chapter provides a series of discussions on a variety of different topics pertinent to 
heat and mass transfer in porous media, expanding on the motivation and problem description 
introduced in Chapter 1. The first discussion (Chapter 2.1) presents a conceptual model of heat 
and mass transfer in coupled systems consisting of a porous media and free-fluid domain. This in 
turn is followed by information on common evaporation measurement approaches in Chapter 
2.2. A review of evaporation dynamics and phase change follow after in Chapters 2.3 and 2.4. 
The effects of soil heterogeneity on heat and mass transfer are then discussed in Chapter 2.5. A 
review of boundary layer theory that includes flat plate and porous boundaries is then performed 
(Chapter 2.6), followed in in Chapter 2.7 with a detailed description of heat and mass transfer in 
coupled porous media free-fluid systems. This chapter finally concludes with a presentation of 
the three hypotheses driving the research contained within this dissertation as well as the five 
tasks designed to address these hypotheses. Each discussion is designed to provide further insight 
and additional information that is not included in the final manuscripts (Chapters 3-7), but still 
relevant. 
2.1 Conceptual Model of Heat and Mass Transfer in Coupled Systems 
 As already discussed in Chapter 1, bare-soil evaporation is a complex multiphase 
phenomenon that is responsible for controlling heat and mass transfer between porous media 
(e.g. soil) and free-fluids (e.g. atmosphere). The heat and mass fluxes associated with bare-soil 
evaporation occur at land atmosphere interface (Figure 2.1) and are closely linked to other 
processes such as turbulent airflow, precipitation, and incoming heat sources such as solar 
radiation in addition to key state variables such as air temperature and relative humidity. In the 
subsurface (Figure 2.1), these fluxes are largely reliant on phase change (i.e. volatilization and 
condensation, soil saturation, and vapor diffusion. Heat and water vapor mass transfer in the 
subsurface is controlled primarily by the internal transport mechanisms of heat conduction and 
vapor diffusion, respectively (Figure 2.1). At the interface, heat exchange is caused by diffusion 
and convection; similarly diffusion and advection are responsible for the water vapor mass 
exchanges. More information on the relationships of the state variables presented in Figure 2.1 




2.2 Common Evaporation Measurement Approaches 
To date, there is no standard approach for measuring bare soil evaporation at either the 
laboratory or catchment basin scales. The lack of standardized approaches for measuring or 
describing evaporation in terms of state variables for use in land surface models and general 
circulation models has been been identified as the primary cause for the large variability 
simulation results. For example, Pitman and Henderson-Sellers [1998] showed that scatter in 
simulated evapotranspiration could be as high as 34% based on the approach applied. This was 
considered such an important issue, the World Climate Research Programme launched the 
ambitious Project for the Intercomparison of Land-surface Parameterization Schemes (PILPS) 
[Henderson-Sellers et al., 1993; Henderson-Sellers et al., 1995; Henderson-Sellers et al., 1996; 
Pitman and Henderson-Sellers, 1998] to address this problem. The plethora of existing 
measurement approaches can be categorized as being in-situ or based on surface energy balances 
– both of which have their own advantages and disadvantages. 
In-situ measurement techniques for detmining evaporation include: Richards equation in 
conjunction with soil saturation data [e.g. Warrick et al., 1990; van Dam and Feddes], the 
combined heat-pulse and sensible heat balance method [e.g. Heitman et al., 2008a; Heitman et 
Figure 2.1 Conceptualization of heat and mass transfer in coupled systems consisting of 
porous media and a free-fluid presented here in the context of bare-soil evaporation occurring 
in the vadose zone. 
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al., 2008b], micro-lysimetry [e.g. Evett et al., 1995; Daamen and Simmonds, 1996] and macro-
lysimetry [e.g. Johnson et al., 2010; Assouline et al., 2013]. The majority of these approaches 
rely on simple water mass balances, but some such as the combined heat-pulse method and time-
domain reflectometry are dependent on sensible heat balances. The combined heat-pulse and 
sensible heat balance method is the subject of the first manuscript presented in Chapter 1. The in-
situ nature of these measurement approaches means they often have difficulties measuring Stage 
I evaporation when soils are fully saturated; Stage II evaporation measurements on the other 
hand are very accurate. The reader is referred to chapter 2.3 for an in depth discourse on 
evaporation dynamics in the context of the two stages of evaporation. 
The in-situ approach for determining evaporation is advantageous in that the different 
measurement techniques require knowledge of very few variables (e.g. temperature, soil 
saturation) while providing fine temporal and spatial resolution data. The fine spatial resolution 
(3 mm to 1 m) of these approaches comes at the price of not being able to capture large scale 
heterogeneities without an extensive and cost prohibitive sensor network. An additional 
disadvantage of this approach is the significant soil disturbance that occurs during sensor 
installation. This in turn can change local hydraulic and thermal properties as a result of soil 
porosity and density differences which are important factors to subsurface heat and mass 
transfer, the topic of Chapter 5. 
Surface energy balances are often used to determine evaporation. In their most basic 
form, surface energy balances can be expressed as [Brutsaert, 1982]: 
ELHGR Vn  , (2.1) 
where Rn (W m
–2
) is the net radiative flux, G (W m
–2
) is the heat flux into the ground, H (W m
–2
) 
is the sensible heat flux into the atmosphere, Lv (J m
–3
) is the latent heat of vaporization, and E 
(m s
–1
) is the evaporation rate. Sensible heat storage is commonly neglected from SEBs because 
no energy is assumed to accumulate at the soil surface [Ochsner et al., 2007]. Many different 
forms of the surface energy balance in Equation (2.1) exist [e.g. Penman, 1948; Brutsaert, 1975; 
Brutsaert and Stricker, 1979; Morton, 1983; Camillo and Gurney, 1986; van de Griend and 
Owe, 1994]. However, one of the most commonly applied forms is the Penman-Monteith 
equation [Monteith, 1965]: 



















in which Δv (Pa K
–1
) is the slope of the vapor saturation-temperature relation, ρg (kg m
–3
) is gas 




) is the specific heat capacity of air, pvs (Pa) is saturated vapor pressure, 
pv (Pa) is measured vapor pressure, γ (Pa K
–1
) is the pressure dependent psychrometric constant, 
and rs (s m
–1
) is the soil surface resistance to water vapor flow, and ra (s m
–1
) is the aerodynamic 
resistance to water vapor transfer from the soil surface to some height. In Equation (2.2), Rn can 
be defined as the sum of short wave solar radiation (Rs, W m
–2
) and long wave atmospheric 
thermal radiation (Ra, W m
–2
) [Cellier et al., 1995]: 
4
')1(  TRRR asn  , (2.3) 
where α (–) is the albedo of the soil taken to be a value between 0.1 and 0.35 [Itier and de 
Parcevaux, 1974; Brutsaert, 1982], ε’ (–) and ε (–) are the absorption and emission emissivities 






) is the Stephan-Boltzman 
constant, and T∞ (K) is the ambient temperature. G is defined according to Fourier’s law of 






 , (2.4) 
where ∂T/∂z (K m
–1




) is the effective thermal 
conductivity of the soil which is a function of saturation and bulk density [Campbell et al., 
1994]. Lv can be expressed as [Forsythe, 1964]:  
69 10247210494632 x.x.Lv  . (2.5) 
rs can be written as [van de Griend and Owe, 1994]: 
  toprls SS.r   35630exp10 , (2.6) 
and ra as [Monin and Obukhov, 1954; Yamanaka et al., 1997]: 


















































) is the water saturation in the top 1 




) is porosity, k (=0.41) is the von Kármán constant, ū (m s
–1
) is the average 
wind velocity, ha (m) is the height at which humidity and wind velocity are measured above the 
soil surface, d0 (m) is the zero plane displacement height equal to zero for bare soil, zov (m) is the 
surface roughness height for vapor transfer, zom (m) is the surface roughness height for 
momentum transfer, ψv(ζ) is the atmospheric water vapor transfer stability correction factor, and 
14 
 
ψm(ζ) is the atmospheric momentum transfer stability correction factor. zov and zom are often set 
equal to 10
–3 
for bare soil [Mahfouf and Noilhan, 1991; van de Griend and Owe, 1994] and the 
stability correction terms, ψv(ζ) and ψm(ζ), can be calculated using the Webb [1977] formulation 
and Monin-Obukhov stability parameter [Monin and Obukhov, 1954]. 
Equations (2.2-2.7) show that the surface energy balance approach has the inherent 
disadvantage of being complex and reliant on a large number of parameters that are traditionally 
collected using a variety of remote sensing techniques including but not limited to: Bowen-
energy ratios [e.g. Fritschen, 1966; Todd et al., 2000], eddy covariance [e.g. McMillen, 1988; 
Vanderborght et al., 2010], thermal and soil saturation imagery [e.g. Bastiaanssen et al., 1998; 
Shuttleworth et al., 2007; Kalma et al., 2008; Shahraeeni and Or; 2010], surface albedo [Idso et 
al., 1974], and scintillometry [Hill, 1992; Chehbouni et al., 1999]. The use of such approaches 
has been shown to successfully estimate evaporation [Stricker and Brutsaert, 1978; Mayocchi 
and Bristow, 1995]; however these estimates are only as good as the least accurate component 
[Parlange et al., 1995]. Remote sensing is advantageous in that it does not cause any soil 
disturbance but it does come at the price of data being averaged over large areas. Additional 
disadvantages become visible upon inspection of Equations (2.6) and (2.7). rs is an empirically 
derived function that unrealistically implies that the evaporation front remains constant between 
the depths of 0 and 1 cm (ϕ Stop) [Saravanapavan and Salvucci, 2000] which is in direct violation 
of the physics and behavior associated with bare-soil evaporation during its two different 
evaporative stages (Chapter 2.3). Every variable used to calculate ra (Equation 2.7), with the 
exception of wind velocity, is defined arbitrarily by the user. 
2.3 Evaporation Dynamics 
Evaporation is often described as occurring in different stages (i.e. Stage I and Stage II 
evaporation) that are identified according to differences in evaporation rates, location of the 
drying front, and dominant transport mechanisms [Lemon, 1956; Shokri et al., 2010]; see Figure 
2.2. Stage I evaporation, also called the “constant-rate” period, is often defined by the 
establishment of a receding primary drying/evaporation front (interface between the water-
saturated and partially air-filled region) high and relatively constant evaporation rates [Lehmann 
et al., 2008; Shokri et al., 2010]. It is important to note that Stage I evaporation rates do not 
remain constant for poorly graded uniform soils or soils exposed to high wind velocities 
[Shahraeeni et al., 2012]. During Stage I, evaporation is driven primarily by atmospheric 
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demand [Hide, 1954; Lemon, 1956]. The elevated evaporation rates are sustained by capillary 
flow along the hydraulically connected flow paths through the unsaturated zone above the drying 
front (often referred to as the “film region”) [Yiotis et al., 2004; Lehmann and Or, 2009]. The 
liquid menisci in the fine pores at the soil surface remain coupled with the atmosphere the 
longest, continuously drawing water from deeper within the porous media to supply the high 
evaporative demand at the soil surface [Shokri et al., 2008; Shokri et al., 2009; Shokri et al., 
2010]. Fine-grained soils have been shown to have higher evaporation rates and longer Stage I 
durations than coarse-grained soils [Shahraeeni et al., 2012]. 
 
 
Stage I evaporation will continue to occur until the hydraulic connection between the 
drying front and the soil surface is severed due to the depth of drying front exceeding the 
characteristic length of the soil which is defined as [Lehmann et al., 2008]: 
Figure 2.2 Conceptualization of the two stages of evaporation defined in terms of (a) 
evaporation rate and (b) location of the primary drying front. Dark blue, light blue, and white 
denote the saturated, partially saturated, and completely dry zones, respectively. The primary 
drying front is located at the interface between the saturated and partially saturated zones. 
The interface between the partially saturated and completely dry zones marks the location of 





















where σ (N m
–1
) is the liquid surface tension, g (m s
–2
) is gravitational acceleration, and rmin (m) 
and rmax (m)
 
are the minimum and maximum capillary radii respectively. As the drying front 
reaches the characteristic length, the downward gravitational and viscous forces overcome the 
upward capillary forces [Lehmann et al., 2008]. At this point the evaporation rates decrease 
rapidly as evaporation becomes vapor diffusion limited [Fisher, 1923; van Brakel, 1980; Yiotis et 
al., 2004; Lehmann et al., 2008]. This period of decreasing evaporation rate is referred to as the 
transition period or “falling rate” period. Shokri and Or [2011] experimentally demonstrated that 
the transition is affected predominantly by the porous media properties rather than the surface 
boundary conditions. This transition period is often associated with an increase in surface 
temperature of several degrees [Yiotis et al., 2007]. Under strictly drying conditions, the falling 
evaporation rates will eventually stabilize at a relatively constant value, marking the onset of 
Stage II evaporation. At this time a secondary evaporation front (interface between partially 
saturated and completely dry zones) is established. Stage II evaporation is also capillary 
dependent; large capillary pressures suppress evaporation rates by lowering the equilibrium 
vapor pressure and the water energy available according to the Kelvin equation [Ho, 2006].  
2.4 Phase Change 
This section discusses phase change, one of the processes at the heart of evaporation, at 
the microscopic scale. This provides necessary insight and background information that will 
prove useful for understanding continuum scale phase change presented in Chapter 4. It is the 
process responsible for converting water from its liquid phase to its gaseous phase via 
volatilization, or in the case of condensation, converting water vapor to liquid water. By 
definition, phase change between liquid water and water vapor is driven by a difference in 
chemical potential between the liquid water and water vapor. Higher liquid water chemical 
potentials lead to volatilization while a higher water vapor chemical potentials result in water 
condensation. Another way of thinking about phase change is in terms of vapor pressure. 
Volatilization occurs when the vapor pressure above a fluid is less than its equilibrium value 




Phase change at the microscopic scale has been an area of intense research for over a 
century; see Marek and Straub [2001] and Eames et al. [1997] for in depth reviews. In response 
to the chemical potential gradient between liquid water and water vapor phases, phase change 
occurs according to several simultaneously occurring mechanisms (i.e. release/absorption, 
reflection, replacement) at the liquid-gas interfacial boundary (Figure 2.3). During evaporation, a 
liquid water molecule changes phase by volatilizing from the bulk liquid. The volatilized 
molecule can remain as water vapor, be reflected back to and reabsorbed by the bulk fluid, or 
replace another water vapor molecule which in turn condenses to become a liquid water 
molecule (i.e. condensation). In order to volatilize a molecule, energy, often in the form of heat, 
must be added to break the strong adsorption forces keeping the molecule in the liquid phase. In 
order for a molecule to condense, energy must be released [Bond, 2000; Marek and Straub, 
2001]. 
 
The mass flux of water molecules evaporating or condensing is often described at the 
microscopic scale using statistical rate theory, irreversible thermodynamics, or kinetic theory 
Figure 2.3 Mechanisms of (a) evaporation and (b) condensation at the microscopic scale. 
Adapted from Marek and Straub [2001].White circles represent water vapor molecules and 
grey circles represent liquid water molecules. 
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[Bond, 2000] within a thin region separating the liquid surface and bulk gas called the Knudsen 
layer [Rose, 1998]. There are several different mathematical approaches used to describe the rate 
of phase change in terms of kinetic theory [e.g. Knudsen, 1915; Schrage, 1953; Labunstov, 1967; 
Ytrehus, 1997; Ward and Fang, 1999; Bond and Struchtrup, 2004]. One of the most commonly 
applied approaches is the Hertz-Knudsen equation [Hertz, 1882; Knudsen, 1915] which 
calculates the rate of phase change or net evaporation rate at a liquid-gas interface by assuming a 
Maxwellian velocity distribution with zero mean velocity in the bulk gas. The Hertz-Knudsen 
equation implicitly assumes that all molecules hitting the liquid surface sorb to the liquid without 
returning back to the gas phase during condensation and that all molecules vaporizing into the 
gas phase are never reflected back to the liquid phase during evaporation – an oversimplification 
given that reflection, absorption, and replacement can all occur (Figure 2.3) [Marek and Straub, 
2001]. 
Early experimental studies showed that measured evaporation rates of some liquids, 
water included, are substantially less than the maximum values predicted using the Hertz-
Knudsen equation [Burrows, 1957; Maa, 1967]. Therefore, dimensionless terms referred to as 
evaporation (fe) and condensation coefficients (fc) are commonly applied to correct for the 
disagreement between measured and predicted evaporation rates. These coefficients, often 
treated as a single term (i.e. fe = fc), allow for relaxation of the requirement that all molecules 
absorb to or volatilize from the liquid-gas interface [Eames et al., 1997; Tsuruta et al., 1999]. 
Knudesn [1915] defined fe as the ratio of the number of molecules entering the vapor phase to the 
number of molecules leaving the liquid phase. A ratio of fe = 1 corresponds to all liquid water 
molecules being transferred to the vapor phase with none being reflected or replaced [Eames et 
al., 1997; Marek and Straub, 2001]. Similarly, fc is defined as the ratio of molecules absorbed the 
liquid phase to the number of molecules hitting the liquid surface [Prüger, 1940]. When fc = 1, 
all incident molecules are absorbed by the liquid surface [Rose, 1998; Bond, 2000]. fe and fc have 
been theoretically and experimentally shown to range between 10
–4
 and 1 within pressure and 
temperature ranges of 0.1 to 100 kPa and -16.1 to 105°C, respectively; see Eames et al. [1997] 
and Marek and Straub [2001] for in depth reviews. Using fe and fc defined above and a non-
Maxwellian velocity distribution during the derivation process, the Hertz-Knudsen equation can 

































 , (2.9) 




) is the rate of phase change, Mw (kg mol
–1







) is the ideal gas constant, pl and pv (Pa) are the liquid water and water vapor 
pressures respectively, and Tl and Tv (K) are the liquid water and water vapor temperatures 
respectively. Temperature differences between the liquid water and water vapor have been 
reported to be as large as 7.8 °C [Fang and Ward, 1999; Ward and Stanga, 2001].   
2.5 Evaporation from Heterogeneous Soils 
 Heat and mass transfer associated with bare-soil evaporation has been extensively studied 
in the context of homogeneous soils [e.g. Penman, 1948; Philip and de Vries, 1957; Black et al., 
1969; van de Griend and Owe, 1994; Yamanaka et al., 1999; Blight, 2002; Prat, 2002; Bittelli et 
al., 2008; Lehmann et al., 2008; Sakai et al., 2009; Shokri et al., 2009; Davarzani et al., 2014]. 
Surprisingly little work has been performed in the area of bare-soil evaporation from 
heterogeneous soils despite its relevance to many natural environments exposed to sedimentary 
deposition, weathering, fire burning, faulting, and fracturing [Press and Siever, 1986; Shokri et 
al., 2010; Massman, 2012] in addition to engineered soils designed to prevent water loss or vapor 
intrusion (e.g., mulch layers, waste isolation) [Modaihsh et al., 1985; Yamanaka et al., 2004; 
Fuchs and Hadas, 2011]. In this section, bare-soil evaporation from horizontally layered 
heterogeneous soils is briefly discussed. This discourse is designed to act as a companion piece 
to Chapter 5 which focuses bare-soil evaporation from vertically heterogeneous soils; i.e. two 
different soils separated by a sharp vertical interface. 
Willis [1960] performed one of the earliest studies on the topic of evaporation from 
layered soils consisting of different fine-grained and coarse-grained sand packing configurations 
in the presence of a shallow water table. Experimental results showed that evaporation from 
coarse grained soils overlaying fine grained soils was less than the reverse case. In a separate set 
of experiments, Willis [1960] showed that evaporation from a fine-grained homogeneous packing 
configuration was equivalent to that of a heterogeneous packing with a fine-grained top soil 
layer. The findings of Willis [1960] have since been confirmed experimentally in mulching 
studies [Modaihsh et al., 1985; Yamanaka et al., 2004; Fuchs and Hadas, 2011] and numerically 
at the pore scale by Pillai et al. [2009]. Overall, these results can be interpreted in terms of 
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capillary breaks that occur at the interface between the coarse and fine-grained soils. In the case 
of a coarse-grained soil overlaying a fine-grained soil, the smaller air entry pressure of the 
coarse-grained soil leads to the severance of hydraulic connection (i.e. capillary break) at the 
interface of the two soil layers. When the water table is located in the lower soil layer, this 
capillary break enforces Stage II evaporation. In an analogous study, Shokri et al. [2008] 
performed a series of two-layer experiments that instead of using two different soils (i.e. coarse 
and fine soil), used a single sand with one layer treated with hydrophobic solvent. Results were 
identical to those of Willis [1960]; hydrophobic layers interrupt the hydraulic connection 
between the water table and soil surface, enforcing Stage II evaporation. 
Shokri et al. [2010] expanded on this previous research by modifying the characteristic 
length model of Lehmann et al. [2008] to apply to three different scenarios defined in terms of 
the thickness of and the soil type (i.e. coarse, fine) in the top layer. In the first scenario (Figure 
2.4a), the top layer of soil is packed with to a thickness greater than its individual characteristic 
length. The total characteristic length of the system is therefore the characteristic length of the 
top soil layer 
topc LL  , (2.10) 
where Lc is the characteristic length of the system and Ltop is the characteristic length of the top 
soil as determined by Equation (2.8). In the next two scenarios, the thickness of the top soil layer 
is less than the soil’s characteristic length; there are two possible outcomes that depend whether 
the top soil is coarse or fine. When the top layer is coarse, differences in the air entry pressures 
of the two soils can be large enough to anchor the drying front at the interface (Figure 2.4b): 
topc ZL  , (2.11) 
where Ztop (m) is the thickness of the top soil layer. In this scenario, the fine soil will remain 
saturated and the coarse soil will dry. In the opposite case (Figure 2.4c), there are three different 
possible characteristic lengths of which the minimum value is chosen): 
 bottoptopbot,cbot,etop,rc ZZ,ZL,hhminL  , (2.12) 
where hr,top (m) is the residual capillary head of the top soil, he,bot (m) is the air entry head of the 
bottom soil layer, Lc,bot (m) is the characteristic length of the bottom soil layer, and Zbot  (m) is 




2.6 Boundary Layer Theory 
The basics of boundary layer theory (momentum, thermal, mass) for flow over a flat plate 
are presented are presented below. This is in turn followed by a review of the more complex case 
of flow over and within porous media. 
2.6.1 Flat plate flow 
The introduction of the boundary layer concept by Ludwig Prandtl in 1905 is arguably 
one of the greatest contributions to fluid mechanics in the twentieth century. Boundary layer 
theory revolutionized many fields of science and engineering pertaining to fluid flow by 
allowing theoretical predictions and experimental observations to be brought into agreement 
[Anderson, 2005]. Until this point, fluids were treated as ideal or perfect (i.e. incompressible, 
inviscid) which allowed analytical solutions, often in direct conflict with experimental 
observations, to be derived [Kundu et al., 2012]. 
According to theory, flow above any surface can be divided into two disproportionately 
sized regions referred to as the bulk/free flow region and the boundary layer, see Figure 2.5. 
Figure 2.4 Conceptual image of the Shokri et al. [2010] model for layered soil studies using 
the Lehmann et al. [2008] characteristic length (Lc). (a) A soil packing in which the top soil 
layer’s depth exceeds its characteristic length. (b) A soil packing in which the characteristic 
length is equal to the top soil’s depth due to an air entry head limitation. (c) A soil packing in 
which the characteristic length is equal to a difference in residual capillary pressure of the top 
soil and air entry pressure of the bottom soil, the sum of the characteristic length of the 
bottom soil and the depth of the top soil layer, or the sum of the two soil layer depths. 
(a) (b) (c) 
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Within the bulk flow region located outside of the boundary layer, flow is assumed to be 
inviscid. The velocity and pressure in this region remain constant, showing little to no influence 
of surface conditions (e.g. roughness). Temperature and concentration are also constant and 
equal to the free-stream value [Schlichting and Gersten, 2000; Schetz and Bowersox, 2011]. For 
a flat plate, the velocity decreases from its free-stream value outside the boundary layer to zero 
as it approaches the surface (Figure 2.5b) due to fluid adhesion and friction forces (i.e. no-slip 
condition) [Kundu et al., 2012]. In the case example of evaporation, temperature decreases and 
relative humidity increases as one moves from free-stream toward the soil surface (Figure 2.5b) 
[Bird et al., 2007; Mosthaf et al., 2014]. These boundary layers also obey the no-slip condition; 
temperature and mass concentration in the air immediately above a surface are equal to the 
temperature and concentration at the surface. The flow regime within the boundary layer can be 
either laminar or turbulent; air flow over a flat plate is generally considered laminar for Reynolds 
numbers less than the critical value of 5 × 10
5
 in the absence of structures or objects that could 
cause perturbations to the flow [De Witt, 1990]. In the most basic case, flow over a flat plate will 
be laminar until the critical Reynolds number is exceeded by a change in wind velocity or the 
characteristic length becomes sufficiently large. As the flow progresses over the flat plate, the 
thickness of the boundary layer will continue to grow as shown in Figure 2.5a. 
Laminar flow is defined as the movement of fluid “… in parallel layers (laminae) with no 
macroscopic mixing motion across layers” [Kundu et al., 2012] and is commonly described 











 , (2.13) 
where ρg (kg m
–3
) is the density of air, t (s) is time, ug (m s
–1
) is wind fluid velocity vector, τg 
(Pa) is the shear stress tensor, pg (Pa) is the air pressure, and g (m s
–2
) is the gravitational 
acceleration vector. Under laminar flow conditions, heat and mass transfer occurs via lateral and 
vertical molecular and thermal diffusion in addition to lateral advection/convection. The velocity 
profiles are parabolic in shape because particles near the wall are slowed by friction forces 
whereas particles farther from the wall experience little particle-particle interaction. The physical 
thickness of the laminar boundary layer (δu,l, m) is estimated by relating the inertial and friction 











 , (2.14) 
where μg (Pa s) is dynamic viscosity of air, x (m) is lateral distance in the direction of flow, and 
ug (m s
–1
) is wind speed in the x-direction. An exact solution can be obtained by solving the 
Blasius equation [Blasius, 1908] with the assumption that the velocity at the edge of the 



















Figure 2.5 The schematic of (a) the structure of a fully developed boundary layer for flow 
over a flat plate of zero incidence and under constant free-stream velocity, and (b) general 
momentum, thermal, and mass boundary layer thicknesses and profiles. δ, V, C, T denotes 
boundary thickness, velocity, mass concentration, and temperature respectivelyA turbulent 
boundary layer is composed of a viscous sublayer and a log layer.Note the thickness of the 
viscous sublayer is exaggerated for visibility. Image modeled after Schlichting and Gersten 
[2000] and Mosthaf et al. [2014]. 
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Turbulent flow regimes are considerably more complicated, chaotic, and complex than 
their laminar counterpart and are commonly modeled using large eddy simulation (LES) or by 











where gu  (m s
–1




) is the 
Reynolds stress, and gp (Pa) is the temporally-averaged air pressure. The use of RANS 
equations requires additional closure equations which will be discussed later in Chapter 2.7.10. A 
good working definition of turbulence is “… an irregular condition of flow in which the various 
quantities show a random variation with time and space coordinates, so that statistically distinct 
average values can be discerned [Hinze, 1975]” which can be qualitatively described as “…a 
hierarchy of eddies moving along with the mean motion [Robertson, 1965]”. Eddies, which 
range in size from on the order of millimeters to the thickness of the turbulent boundary layer, 
are not to be confused with vortices which are periodic and nonrandom in nature. Kinetic energy 
is extracted from the largest eddies and passed onto smaller and smaller eddies before being 
converted to heat by viscous forces (friction) near a surface [Robertson, 1965; Kundu et al., 
2012. These eddies are responsible for the macroscopic mixing that result in the enhanced rates 
of heat and mass diffusion associated with turbulent flows [Kundu et al., 2012]. 
The turbulent boundary layer is subdivided into three parts (Figure 2.5a) referred to as the 
log layer, buffer layer (not shown for simplicity), and the viscous sublayer. Flow within the 
viscous sublayer is laminar and dominated by viscous shear forces whereas flow within the log 
region is turbulent and dominated by turbulent shear forces. Within the buffer layer between the 
log layer and viscous sublayer, both viscous and turbulence shear forces are important. The 
shape of turbulent velocity profiles reflect these three layers. The velocity is linear in the viscous 
sublayer, curvilinear in the buffer layer, and logarithmic within the log layer; see Figure 2.6. 
Millikan [1938] showed that a velocity that varies logarithmically with height which can be 
expressed in dimensionless wall coordinate units as: 
  Bz
k
u   ln
1
 , (2.17) 
where uα
+
 is the dimensionless wind speed, z
+
 is the dimensionless wall coordinate height, k is 
the von Kármán constant (=0.41), and B is a constant (=5.0 for smooth surfaces). Equation (2.17) 
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is often called the logarithmic law of the wall [Hinze, 1975; Schlichting and Gersten, 2000]. The 
thickness of the individual layers within the overall turbulent boundary layer can be estimated 
using Equation (2.17) assuming assuming that the thicknesses correspond to z
+
 < 5 for the 
viscous sublayer, 5 < z
+
 < 30 for the buffer layer, and z
+
 > 30 for the logarithmic layer [Pope, 
2000]. 
The total thickness of the turbulent boundary layer (δu,t) can also be determined by 
combining the 1/7
th
 power law, the Blasius law of friction for flow in pipes, and von Karman’s 






















 . (2.18) 
A similar equation can also be derived using the 1/7
th






















 . (2.19) 
The thickness of the viscous sublayer (δu,v), usually around 1-2 mm in thickness, can be 













where u*g (m s
–1
) is the friction velocity. 
The statistical approach used to describe turbulent flow is based on the work of Reynolds 
[1894] who divided velocity into a time-averaged component, gu  (m s
–1
), and a fluctuating 
instantaneous component gu' (m s
–1
), such that the velocity can be written as: 
ggg u'uu  . (2.21) 
gu  is determined by averaging the instantaneous velocity measurements over a finite time period 
(Figure 2.7a). This decomposition has important implications because it allows other properties 
of turbulent fluid flow such as Reynolds stress, turbulence intensity, etc. to be determined. 
Experimental studies have shown that instantaneous velocity usually follows a Gaussian 
























'uP , (2.22) 
where the standard deviation (σ, m s
–1
) is equal to the root mean square instantaneous velocity, 
'gu  (m s
–1
). In Figure 2.7b,  'ugP  = 0.01 at 3.04σ, effectively showing that velocity fluctuations 
greater than 3σ are unlikely [Robertson, 1965].  
 
 
The standard deviation is commonly used to define the root mean square value of the 






Tu , (2.23) 
an indicator of the degree of disturbance of the flow. Low turbulence intensity values are 
associated with laminar or slightly turbulent flow. 'gu  is also used to determine the fluid 




) of the flow which can be written as: 
jigg uu '''   . (2.24) 
Figure 2.6 Dimensionless velocity profile plot for turbulent flow conditions modeled after 
Cebeci and Smith [1974] and Pope [2000]. u
+
 is the dimensionless velocity, u
*
 is the friction 
velocity, ū is the average velocity, z
+
 is the dimensionless wall coordinate, z is the height 
above the wall,  υ is kinematic viscosity, k (=0.41) is the von Kármán constant, and B (=5.0 
smooth surface) is a constant. 
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Whereas viscous stress can be related through constitutive laws to other fluid properties, the 
Reynolds stress is result of the flow itself and is further complicated by being on the same scale 
of the turbulent fluctuations of the fluid. 
 
 
The equations for the laminar, turbulent, and viscous boundary layer thicknesses have 
several common relationships to key atmospheric variables. These relationships are summarized 
in Table 2.1. The effects of the majority of the variables on the momentum boundary layer 
thickness are readily seen by looking at the equations presented above (i.e. Equations 2.14, 2.18, 
2.19, 2.20). For example, boundary layer thickness is directly proportional to dynamic viscosity 
and inversely related to wind velocity. An increase in dynamic viscosity should therefore lead to 
an increase in boundary layer thickness whereas an increase in velocity should lead to a decrease 
in thickness. The effect of temperature and relative humidity are not as obvious.  Density and 
viscosity both increase with temperature and decrease with relative humidity, leading to an 
increase in boundary layer thickness with one exception (Table 2.1). The viscous sublayer 




Figure 2.7 Determination of the average and instantaneous velocity components of velocity 
based on averaging time dependent data and using a Gaussian distribution. Image modeled 




Table 2.1 Effect of atmospheric variables on momentum boundary layer thickness  
Action Laminar Boundary Layer Turbulent Boundary Layer Viscous Sublayer  
Increasing velocity (U∞)  Decrease Decrease Decrease 
Increasing length scale (x)  Increase Increase Decrease 
Increasing  fluid viscosity (μα)  Increase Increase Increase 
Increasing temperature (Tα) Increase Increase Increase 
Increasing relative humidity (RH) Increase Increase Decrease 
 
2.6.2 Laminar flow in coupled systems 
There are countless examples of coupled flow systems consisting of a free-fluid domain 
and a porous medium in domain in both nature and industry: aquatic vegetation, coral reefs, 
streambeds, atmospheric vegetative canopies, bare-soil, mulches, bio-tissues, bio-films, chemical 
reactors, heat exchangers, etc. Shavit [2009] divides the research on coupled systems into four 
distinct disciplines; “porous media flow”, “atmospheric canopy flow”, “vegetated flow”, and 
“fluvial flow”. Flow in such two domain systems is than its impermeable flat plate counterpart 
discussed in the previous section. Flow over permeable materials was originally modelled using 
the same no-slip boundary condition applied in flat plate theory [Tao and Joseph, 1962; Joseph 
and Tao, 1966; Shir and Joseph, 1966]. Experimental results showed however, that volume 
fluxes were actually enhanced by the presence of the porous medium – an observation in direct 
disagreement with the no-slip assumption. The velocity profile and therefore volume of flow, 
does not stop at the surface, it instead continues to a finite depth below the interface as shown in 
Figure 2.8 due to external flow penetration within the porous media. The observable finite 
velocity at the interface or virtual bed is called the slip velocity [James and Davis, 2001]. 
Many studies have taken advantage of this slip velocity in order to simplify and couple 
the microscopic scale free-fluid flow, described using the Navier-Stokes equations, with 
macroscopic Darcy flow in the porous media domain. This approach is called two-domain 
coupling; the reader is referred to Mosthaf et al. [2011] for a detailed scission and comparison 
between one and two-domain coupling. The Beavers-Joseph slip condition is one of the most 


















where us,g (m s
–1
) is the slip velocity, uD,g (m s
–1
) is the Darcy velocity (also known as the 
filtration velocity), αBJ is the Beavers-Joseph slip parameter, and kp (m
2
) is the intrinsic 
permeability of the porous medium. Conceptually, the Beavers-Joseph slip parameter in 
Equation (2.25) acts as a jump coefficient that allows the subsurface and free-flow velocity at the 
interface to be scaled by 1/αBJ (Figure 2.9). αBJ has been shown to be very sensitive to different 
variables such as: geometry within the transition region and the microstructure of the surface 
[Sahraoui and Kaviany, 1992], location of the interface [Saffman, 1971; Larson and Higdon, 
1986; Larson and Higdon, 1987], and flow conditions [James and Davis, 2001; Sahraoui and 
Kaviany, 1992]. As a result, the value of αBJ has to be specifically adjusted to adapt for each 
surface condition being applied experimentally or numerically [Rosenzweig and Shavit, 2007]. 
Experiments performed by Beavers and Joseph [1967] showed good agreement between 
measured and predicted mass fluxes, errors were reported to be less than 2%. Further studies 
have validated these original findings both experimentally [Beavers et al., 1970; Taylor, 1971; 
Beavers et al., 1974] and theoretically [Saffman, 1971; Jäger and Mikelic, 2000]. 
 
 
Coupling porous media flow and free-flow under laminar conditions is not limited to the 
use of the Beavers-Joseph slip conditions however. This problem has been extensively studied 
both experimentally and numerically [e.g. Beavers and Joseph, 1967; Beavers et al., 1970; 
Saffman, 1971; Taylor, 1971; Lundgren, 1972; Beavers et al., 1974; Neale and Nader, 1974; 
Figure 2.8 Velocity profiles for flow over an impermeable and permeable material. Us (m s
–1
) 
denotes the slip velocity 
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Rudraiah, 1985; Poulikakos and Kazmierczak, 1987; Sahraoui and Kaviany, 1992; Ochoa-Tapia 
and Whitaker, 1995a; Ochoa-Tapia and Whitaker, 1995b; Kuznetsov, 1996; Gupte and Advani, 
1997; Kuznetsov, 1997; Jäger and Mikelic, 2000; Alazmi and Vafai, 2001; James and Davis, 
2001; Layton et al., 2003; Rivière  and Yotov, 2005; Chandesris and Jamet, 2006; Le Bars and 
Worster, 2006; Chandesris and Jamet, 2007; Rosenzweig and Shavit, 2007; Chandesris and 
Jamet, 2009; Jamet and Chandesris, 2009; Valdés-Parada et al., 2009; Vassilev and Yotov, 
2009; Aguilar-Madera et al. 2011], resulting in a number of additional approaches. Saffman 
[1971] showed that tangential velocity of the fluid at the interface is proportional to the shear 











 . (2.26) 
Equation (2.26) is referred to as the Beavers-Joseph-Saffman slip condition and only contains 
fluid variables. uD,g  is generally much smaller than us,g, thereby allowing it to be neglected. 
Dagan [1979] showed that if us,g is smaller than uD,g , then the tangential velocity can be set 
equal to zero. 
 
 
 Neale and Nader [1974] proposed that the Darcy-Brinkman model could be used to 
















 , (2.27) 
Figure 2.9 Comparison of different two domain interface coupling approaches. The Beavers-
Joseph approach assumes a slip velocity equal to1/α. 
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where μg (Pa s) is the fluid dynamic viscosity, ug (m s
–1
) is velocity, pg (Pa) is pressure, x (m) is 
lateral distance in the direction of low, z (m) is height, and μeff, g (Pa s) is the effective viscosity 
of air which is a function of both the pure fluid viscosity and geometry of the porous medium. 
This approach allows the boundary layer to penetrate below the interface between the two 
domains. The velocity profile within this thin transition zone, shown in Figure 2.9 can be 





























 .  (2.29) 
Sahraoui and Kaviany [1992] found that for the Brinkman approach will only reproduce 
experimental data properly if μeff, g varies with depth. Durlofsky and Brady [1987] showed this 
equation is only valid for volume fractions less than 0.05. This is similar to the finding of James 
and Davis [2001] who showed that there is very little penetration for solid volume fractions 
greater than 0.1 – the porous medium’s resistance to flow is so high that the slip velocity is 
negligible. Experimental Laser Doppler Anemometry measurements made by Gupte and Advani 
[1997] for a fibrous medium with porosity of 0.93 showed a penetration depth of only 2 mm. 
Ochoa-Tapia and Whitaker [1995a, 1995b] realized that using the combined Brinkman 
and Navier-Stokes model conserved velocity continuity, but incidentally created a shear stress 
jump or discontinuity. The authors were able to achieve velocity and a modified normal stress 
continuity by volume averaging (see Whitaker, 1999 for a review) the momentum equation in 



















where ϕ is porosity and β is a dimensionless stress jump coefficient. As in the case of αBJ, the 
dependence on β leads to the problem of deriving a mathematical expression for the 
microstructure of the interface which in all but the simplest cases is beyond current 
computational abilities [Chandesris and Jamet, 2006; Ehrhardt, 2010]. Chandesris and Jamet 
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[2007] and Jamet and Chandesris [2009] showed that the physical nature of these jump 
coefficients are equivalent to surface tension quantities. 
As mentioned earlier flow is rarely laminar in nature, this is especially true for coupled 
permeable rough surfaces which can introduce significant frictional losses and perturbations to 
the flow. In order to maintain laminar flow under these conditions, the flow must be very small 
or the working fluid very viscous. A large body of literature exists on turbulent flow in porous 
media [e.g. Ruff and Gelhar, 1972; Hassanizadeh and Gray, 1987; Zhou and Mendoza, 1993; 
Masuoka and Takatsu, 1996; Antohe and Lage, 1997; Lage, 1998; Nakauama and Kuwahara, 
1999; de Lemos and Pedras, 2001; Nield, 2001a; Nield, 2001b; Lage et al., 2002; Manes et al., 
2006] and to a lesser extent the effect of porous beds on the turbulent flow above [e.g. Munoz-
Goma and Gelhar, 1968; Ruff and Gelhar, 1970; Chu and Gelhar, 1972; Zagni and Smith, 1976; 
Nezu, 1977; Kong and Schetz, 1982; Zippe and Graf, 1983; Das Gupta and Paudyal, 1985; 
Mendoza and Zhou, 1992]. Even fewer studies focus on the coupling of turbulent free-flow with 
porous media [e.g. de Lemos and Silva, 2003; Prinos et al., 2003; Silva and de Lemos, 2003; de 
Lemos, 2004; Breugem and Boersma, 2005; de Lemos, 2005; de Lemos and Silva, 2005; Neale et 
al., 2007; de Lemos, 2009; Pokrajac and Manes, 2009]. 
2.6.3 Experimental investigations of turbulent flow above porous media 
Early experimental studies showed that the logarithmic law of the wall (Equation 2.17) 
remains valid for turbulent flow over porous media if the von Kármán constant (k) is reduced 
from 0.41 (flow over a smooth impermeable surface) to within the range of 0.26 and 0.29 
[Munoz-Goma and Gelhar, 1968; Ruff and Gelhar, 1970; Chu and Gelhar, 1972]. Nezu [1977] 
showed that the value of k is related to intrinsic permeability of the porous medium; increasing 
the intrinsic permeability decreases k. Mendoza and Zhou [1992] derived a form of the 
logarithmic law of the wall that can be expressed as: 
















where ūα is the average fluid velocity at some height z, u*,α is the fluid friction velocity, and L is 
a calculated characteristic length. This equation allows the velocity profile to be extended into 
the porous media as shown in Figure 2.9. Munoz-Goma and Gelhar [1968], Ruff and Gelhar 
[1970], and Chu and Gelhar [1972] also found that in the presence of a porous media there is 
additional Reynolds stress. Moreover, these authors showed that the friction factor associated 
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with the flow increases with Reynolds number – the exact opposite of conventional impermeable 
flow. Zippe and Graf [1983] similarly showed experimentally that overall frictional losses are 
greater for flow over a permeable material than they are for an impervious material. Pokrajac 
and Manes [2009] explain this observation in their work as being the result of eddies penetrating 
the first few pore depths where their size and shape are quickly altered. The porous medium acts 
as a damping material that absorbs the kinetic energy that the eddies are transmitting. 
2.6.4 Evaporation from porous media exposed to turbulent airflow 
In the presence of evaporation, the soil surface acts as heat sink and mass source term 
that leads to the formation of near-surface thermal and mass concentration boundary layers. 
Within these near-surface boundary layers, water vapor and temperature gradients are 
established. The temperature is much cooler near the soil surface and increases with height due 
to evaporative cooling at the soil surface. The vapor concentration is similarly high near the soil 
surface and decreases with height. The effects on the momentum boundary layer would be the 
same as those discussed in Table 2.1. 
The Prandtl and Schmidt numbers can be used to gain insight into this problem in 
addition to providing a way to estimate the thermal and mass concentration boundary layers by 
scaling the velocity profile [Bird et al., 2007]. The momentum and thermal boundary layers can 














 , (2.32) 




) is the fluid specific heat 




) is the fluid thermal conductivity. Similarly, the momentum and 
















) is the fluid diffusion coefficient. Under turbulent flow conditions, eddy 
viscosity, eddy thermal conductivity, and eddy diffusivity can be used in Equations (2.32-2.33) 
in lieu of the variables used above [Bird et al., 2007]. 
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2.7 Heat and Mass Transfer Theory in Coupled Systems 
Two of the earliest studies, Philip and de Vries [1957] and de Vries [1958], derived a 
theory for liquid water and water vapor transport under non-isothermal flow conditions as an 
extension to Richards equations. In this approach, liquid water and water vapor transport is 
driven by both pressure head and temperature gradients. The model of Philip and de Vries [1957] 
has since become the backbone of many other studies [e.g. Rose, 1967; Cass et al., 1984; Saito et 
al., 2006; Sakai et al., 2009; Zeng et al., 2011]. These early models make a number of unrealistic 
simplifications and assumptions to reduce complexity and address knowledge gaps. Effort has 
recently begun on the development of numerical models that realistically couple flow and 
associated heat and mass transfer in porous media, described using Darcy’s law, and free-fluid 
(i.e. atmosphere), described using the Navier-Stokes equations [e.g. Mosthaf et al., 2011; Baber 
et al., 2012; Fetzer, 2012; Davarzani et al., 2014; Mosthaf et al., 2014]. The following is an 
general description of multiphase heat and mass transfer in coupled systems. The reader is 
referred to the theory section of each study (Chapters 3-5) for detailed model information. 
2.7.1 Key assumptions 
The following assumptions are made in the theoretical discussion below: (1) the porous 
media is rigid and non-deformable; (2) liquid water and gas flow is incompressible; (3) air 
miscibility in water can be neglected; (4) the gas phase contains air and water vapor; (5) heat is 
transferred by conduction, convection, and latent heat as a result of phase change; (6) flow in the 
free-fluid domain is laminar. Notice will be provided when additional details regarding certain 
concepts can be found in subsequent chapters. 
2.7.2 Two-phase transport in porous media 
In a porous medium containing only two fluid phases such as liquid water and gas, flow 

























where ul and ug (m s
–1
) are the Darcy liquid water and gas velocity vectors kp (m
2
) is the intrinsic 
permeability tensor, kr,l and kr,g (–) are the liquid water and gas relative permeabilities 
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) are the temperature dependent dynamic liquid water and gas 
viscosities [Lide, 2001], pl and pg (Pa) are the liquid water and gas pressures, g (m s
–2
) is the 
gravitational acceleration vector z (m) is elevation relative to a defined datum, ρl (kg m
–3
) is the 
temperature dependent liquid water density, and ρg (kg m
–3
) is the total gas density. If it is 
assumed that the gas phase is composed of a mixture of air and water vapor and behaves as an 































 , (2.35) 






) is the ideal gas constant, T (K) is the temperature, and Ma and Mw (kg 
mol
–1
) are the molecular weights of dry air and water, respectively. 
The continuity equation can be combined with the Darcy velocities (Equations 2.34a-

























































) are the liquid water and gas 




) is the rate of phase 
change. In two-phase systems such as that being discussed, the saturations of the two phases 
must sum to unity: 
1 gl SS . (2.37) 
The rate of phase change can be described using a number of different formulations such 


















 , (2.38) 
where rd (m) is the radius of interface curvature at air entry, fc and fe are the dimensionless 
condensation and evaporation coefficients respectively, cv (kg m
–3
) is the vapor concentration, 
and cveq (kg m
–3
) is the equilibrium vapor concentration. cveq can be defined as the product of the 
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saturated vapor concentration and Kelvins equation [Campbell, 1985]. The reader is referred to 
Chapter 4 for a detailed discourse on non-equilibrium phase change. 
2.7.3 Soil-water retention, relative permeability, and hydraulic conductivity 
Liquid water and gas pressure, are used to calculate macroscopic capillary pressure 
according to: 
  lglc ppSp  . (2.39) 
There exist several empirical models that are commonly used to calculate liquid water saturation 
using capillary pressure [e.g. Brooks and Corey, 1964; Campbell, 1974; van Genuchten, 1980; 
Campbell and Shiozawa, 1992]; all of which can capture soil retention curves with varying 























































), n (–), and m (–) are the van Genuchten soil parameters; m is defined as 















, , (2.41) 




) is the residual liquid water saturation. The values of α and n are commonly 
measured in small tempe-cell experiments; these experiments are commonly performed at room 
temperature. Temperature corrections to capillary pressure can therefore be applied by 
accounting for the effect of temperature on surface tension (σ, N m
–1
) [Grant and Salehzadeh, 











 , (2.42) 
where Tref (K) is reference temperature. 
Soil-retention models such as those listed above consistently fail to capture retention 
properties at low saturations. Therefore, several extensions to these classical models have 
developed [e.g. Fredlund and Xing, 1994; Fayer and Simmons, 1995; Webb, 2000; Khlosi et al., 
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2006]. For example, the Fayer and Simmons [1995] extension of the van Genuchten [1980] 
model, represents soil water retention at low water saturations by accounting for adsorption of 









































































  , (2.44) 
in which pcm (Pa) is defined as the capillary pressure of water as the soil saturation approaches 
zero. Fayer and Simmons [1995] explain that the ratio of )( gp wcm  is commonly taken to be 
10
7
 cm for fine textured soils. 
As in the case of soil-retention, there also exist a large number of different relative 
permeability models [Brooks and Corey, 1964; Mualem, 1976]. One of the most common 
formulations for liquid water can be expressed as [Mualem, 1976; van Genuchten 1980]: 
  2/12/1, 11 mmelellr SSk  , (2.45) 




, )1()1(  . (2.46) 
In order to better represent hydraulic conductivity across the full range of saturations or 
capillary pressures, the effect of film flow is taken into account in addition to capillary flow. 
Capillary flow dominates at intermediate to high soil saturations. Under low soil saturation 
conditions, liquid film flow can significantly enhance the drying rate through the reduction of 
diffusion path lengths [Laurindo and Prat, 1998; Yiotis et al., 2004]. The presence of isolated 
liquid films of bridges reduce diffusion path lengths, which according to Shahraeeni and Or 
[2012], can improve vapor transport by up to 10%. The effects of both flow regimes can be taken 





c pKpKpK  , (2.47) 
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where cK  (m s
–1
) and fK  (m s
–1
) are the hydraulic conductivities due to capillary flow and film 
flow respectively. The capillary flow hydraulic conductivity component is commonly calculated 
as the product of the relative permeability function (Equation 2.45) and the saturated hydraulic 
conductivity of the porous medium. The hydraulic conductivity due to film flow can be 



















KpK , (2.48) 




) is the saturated hydraulic 
































 , (2.49) 








) is the 




) is the Boltzmann constant, T (K) is 
temperature, i is the charge of an ion, and e (1.602x10
–19
i) is the charge of one electron. 
2.7.4 Vapor transport in unsaturated porous media 
The transport of water vapor in the gas phase is given as [Bear, 1972]: 











gu , (2.50) 
where wv (kg kg
–1






) is the 
effective vapor diffusion coefficient. Dv
*
 is defined as the product of the diffusion coefficient of 
dry air and tortuosity for which there exist several models [e.g. Penman, 1940; Millington and 
Quirk, 1961; Moldrup et al., 1997]. The effects of dispersion can typically be neglected in most 
soils due to the low flow velocities that are often orders of magnitude less than diffusion 
coefficient [Davarzani et al., 2014]. In many studies [e.g. Childs and Malstaff, 1982; Cass et al, 
1984; Campbell, 1985; Bear et al., 1991; Smits et al., 2011; Smits et al., 2012; Davarzani et al., 
2014], the effective diffusion coefficient is also multiplied by an empirical vapor enhancement 
factor (η, –). The vapor enhancement factor is commonly used to address the underestimation of 
vapor fluxes by Fick’s law of diffusion at intermediate to high soil moisture [Philip and de Vries, 









































 , (2.51) 




) is the porosity, and cf (–) is the fraction of clay in 
the soil. Numerically this parameter is used to help increase the overall amount of evaporation 
(often significantly) beyond what would otherwise predicted [Philip and de Vries, 1957; 
Campbell, 1985]. 
2.7.5 Heat transport in porous media 
Continuum scale heat transfer in porous media containing liquid water and gas can be 
expressed as [Whitaker, 1977]: 













) is the effective soil heat capacity, ρb (kg m
–3
) is 




) is the effective soil thermal conductivity, Qloss (W m
–3
) is 
the heat loss, Lv (J kg
–1
) is the latent heat of vaporization of liquid water which varies with 




) is the heat capacity. The 
subscripts l and g denote the liquid water and gas phases, respectively. Equation (2.52) assumes 
local thermal equilibrium (i.e. T = Ts = Tl = Tg) as commonly done in continuum scale heat and 
mass transfer models [Mosthaf et al., 2011]. The effective soil heat capacity can be written as: 
         
gpllplspeffpb
CSCSCC   1, , (2.53) 
where ρs (kg m
–3




)  are the density and heat capacity of the porous media, 












T , (2.54) 












) are the thermal conductivities of water, 
gas (air and water vapor) and the soil and ωw (–),ωg (–), and ωs (–) are calculated weighting 
factors for water, gas, and the soil [Campbell et al., 1994].  
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2.7.6 Single phase free-fluid flow 
 Gas is the only fluid present in the free-fluid. The flow can be described in terms of two-
dimensional continuity and the Navier-Stokes equations [Bird et al., 2007]: 











 , (2.56) 
where ug (m s
–1
) is the gas velocity vector – it is not described using Equation (2.34b) above. 
Equation (2.56) assumes that there is no fluid or solute expansion in addition to the flow being 
laminar as commonly done in continuum scale evaporation models [e.g. Mosthaf et al., 2011; 
Baber et al., 2012; Davarzani et al., 2014]. Flow in reality is turbulent, but has not yet been 
adapted in models; a discussion on modeling turbulent airflow can be found below in Chapter 
2.7.10. 
2.7.7 Single phase free-fluid heat and water vapor transport 
Heat transport in the free-fluid can be described according to [Kaviany, 2001]: 









Λu , (2.57) 




) is the longitudinal thermal dispersion 
tensor of moist air. The mass conservation equation for water vapor in this domain is defined as 
[Bird et al., 2007]: 
 










Du , (2.58) 




) is the Taylor dispersion tensor of water vapor in air. The longitudinal 
dispersion coefficients in Equations (2.57-2.58) can be expressed for stratified flow as [Wooding, 
1960]: 




























) is the gas phase thermal conductivity, Da (m s
–2
) is the binary diffusion 
coefficient of water vapor in dry air which varies with temperature [Campbell, 1985], and 
TPe  
and cPe are the dimensionless thermal and solutal Péclet numbers. 
2.7.8 Interfacial hydrodynamic boundary conditions 
To couple the porous medium and free-fluid flow, boundary conditions at the interface 
between the two domains must be derived. Subscripts ff and pm, will be used from this point 
forward to denote the free-fluid and porous media domains, respectively. Γ is used to represent 
the soil surface interface. The coupling conditions are motivated by thermodynamic equilibrium 
and mirror those of a simple interface; the reader is referred to Mosthaf et al. [2011] for more 
information. A pressure-jump boundary condition is used to define the continuity of the gas 
phase normal stresses condition [Whitaker, 1999]: 
    
pmgffgg
pp  nuI g on Γ, (2.61) 
where I is the dimensionless identity tensor and n is the dimensionless unit normal vector. The 
gas pressure in the porous media domain is calculated by summing the capillary and water 
pressures. The liquid water phase mass flux at the interface is defined as: 
   0
pml
nul  on Γ, (2.62) 
and the continuity of the normal gas phase fluxes as: 
     
pmgffg
nunu gg   on Γ.  (2.63) 
The tangential component of velocity on Γ is expressed using the Beavers-Joseph-








on Γ, (2.64) 
where kp (m
2
) is the intrinsic permeability tensor, tj (j=1, …, n-1) is the linear unit tangential 
vector, and αBJ (–) is the Beavers-Joseph slip parameter which depends on flow conditions, 
porosity, interface location, and interface microstructure. There are a number of different 
formulations that can be used to represent the tangential component of the velocity at the 
interface. The reader is referred to the detailed review in Chapter 2.6.2 for more information. 
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2.7.9 Interfacial temperature and water vapor continuity boundary conditions 
Local thermal equilibrium is employed at the interface between the free-fluid and porous 
medium temperature: 
   pmff TT   on Γ. (2.65) 
This allows the continuity of the heat fluxes to be written as: 
   















 on Γ. (2.66) 
Continuity of the mass flux components are also preserved which allows water vapor 
concentration equilibrium to be expressed in terms of the mass fractions of water vapor in the gas 
phase (wv): 
   
pmvffv
ww   on Γ, (2.67) 
in turn allowing the flux continuity to be described as: 
       
pmvgvgvgffvgvgvg
wDwwDw nunu   *  on Γ. (2.68) 
2.7.10 Future improvements to theory: Review of turbulent free-fluid flow  
Continuum scale models developed by Fetzer [2012] and Mosthaf et al. [2014] have 
attempted to include the effects of turbulence by integrating an algebraic mixing length 
turbulence model and modifying the diffusive fluxes to account for viscous sublayer thickness, 
respectively, with the Navier-Stokes equations. The theory described in the preceeding sections 
can be improved by replacing Equation (2.56) with the Reynolds-averaged Navier-Stokes 
(RANS) equations. Doing so would require additional closure equations and unique coupling 
conditions which will be described below in detail. New coupling conditions at the interface 
would also be required to account for the random nature of turbulence. Very little work has been 
performed in this area to date. A summary of the current literature available on this topic will 
discussed at the end of this chapter section.  
The RANS equations use Reynolds decomposition [Reynolds, 1894] to break the flow 














where ρg (kg m
–3
) is the density of air, gu  (m s
–1
) is the velocity vector, gτ  (Pa) is the shear 




) is the Reynolds stress, pg (Pa) is air pressure, and g (m s
–2
) is the 
gravitational acceleration vector. The introduction of the additional term, the highly non-linear 
Reynolds stress ( 'τ g ) requires additional model closure. This has been an area of intense 
research since the RANS equations were first introduced. There exist several different 
approaches for modeling 'τ g  as shown in Figure 2.10. The main model types consist of 
Reynolds stress models, nonlinear eddy viscosity models, and linear eddy viscosity models. The 
model type, linear eddy viscosity models are the most commonly applied. This approach entails 













) is kinetic turbulent energy, δij (–) is the 
Kronecker delta, and Sij (s
–1




























Equation (2.70) is often referred to as the Boussinesq hypothesis first proposed in 1887 [Schmitt, 
2007] and allows one to conceptualize the effects of turbulence on flow in a similar manner to 
viscosity on flow under laminar conditions [Schlichting and Gersten, 2000; Wilcox, 2002]. The 
Boussinesq hypothesis is not generally valid because the Reynolds stress tensor is not always 
proportional to the strain rate tensor. Fortunately, this is not a problem for simpler flows in 
boundary layers or wakes behind objects. As shown in Figure 2.10, there exist several 
subcategories of linear eddy viscosity models that can be used to calculate the eddy viscosity. 
These subcategories are identified by the number of additional equations employed, i.e. zero, 
one, or two. 
Zero equation models do not use any additional equations; the eddy viscosity of the fluid 
(μt,α) is calculated directly from flow variables. Two of the most common zero-equation models 
are the Baldwin-Lomax [Baldwin and Lomax, 1978] and Cebeci-Smith [Smith and Cebeci, 1967] 
models which define μt,α as a function of the boundary layer velocity profile. Zero-equation 
turbulence models tend to be inaccurate because they do not properly account for the historic 
effects of turbulence such as diffusion and convection of turbulent energy. The second subclass 
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of turbulence models are the one-equation models which as the name suggests, introduce one 
additional equation, one that accounts for turbulent kinetic energy. Two of the most common 
models include the Prandtl one-equation model, also called the mixing length model, [Prandtl, 
1945] and the Baldwin-Barth model [Baldwin and Barth, 1990]. One-equation models are 
considered to be on par with zero-equation models in terms of simulation results – the only major 
improvement of these models over zero-equation models is historic effects are included through 
the kinetic energy term. These models are often used in conjunction with two-equation models as 
a way to initialize the flow because of their simplicity [Wilcox, 2002]. 
 
 
The most commonly applied subcategory of linear eddy viscosity models are the two-
equation models; of which the k-epsilon (ke–εd) and k-omega (ke–ωd) have become industry 
Figure 2.10 Hierarchy of turbulent flow modeling approaches as modeled after Pope [2000]. 
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standards for modeling turbulent flows. These approaches introduce two additional equations for 
kinetic energy (ke) and turbulent dissipation rate (εd) or specific dissipation rate (ωd); εd and ωd 
are used to determine the length and time scales associated with the turbulent flow. The ke–εd 
model is commonly used because of its high rate of convergence and low computational memory 
requirements. This model is not accurate for problems involving strong flow curvature, jet flow, 
separated flow, or adverse pressure gradients [Bardina et al., 1997; Frei, 2013]. 
There exist several different ke–εd models [e.g. Jones and Luander, 1972; Launder and 
Sharma, 1974] based the way that the turbulent dissipation is described. The model of Launder 
and Sharma [1974], often called the standard k-epsilon model, derived turbulent kinetic energy 




































































) is the modulus of the mean rate of strain tensor: 
ijijt SSS 2 , (2.74) 


























































where σε (–), C1ε (–), and C2ε (–) are constants. The eddy viscosity term in Equations (2.72) and 









,  , (2.76) 
in which Cμ (–) is a constant. As one can see from looking at Equations (2.72), (2.75), and (2.76), 
a total of five constants appear (i.e. σk, σε, C1ε, C2ε, Cμ) which must be determined before the 
equations can be solved. These constants can be determined through analysis of decaying 
homogeneous isotropic turbulence, homogeneous shear flow, the logarithmic layer, and direct 
comparison with experimental data, or used as fitting parameters [Schlichting and Gertsten, 
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2000; Wilcox, 2002]. To further complicate matters, these constants all have their own boundary 
conditions that must be satisfied.  
A number of different near-wall approaches have been developed to address the boundary 
condition problem; these approaches can be divided into two layer functions, wall functions, and 
damping functions [Brendberg, 2000; Wilcox, 2002]. The two-layer functions break the free-flow 
domain into two regions, the viscous sublayer and the logarithmic layer. Within the viscous 
sublayer, a zero equation model (typically turbulent kinetic energy based) is applied whereas the 
ke–εd model is applied in the logarithmic region. The wall function approach, also referred to as 
high Reynolds number (HRN) treatment, is used for high Reynolds number flow and does not 
resolve the laminar viscous sublayer. The first grid point is located within the logarithmic layer 
and therefore does not accurately model near-wall turbulence (Figure 2.11). These models 
however are very stable numerically and have fast convergence rates. The damping function 
approaches, also known as Low Reynolds number (LRN) treatments, are used for lower 
Reynolds number flow regimes. This approach integrates all of the flow equations from the 
viscous layer to the outer edge of the logarithmic layer (Figure 2.11). Hundreds of different LRN 
models currently exist, see Patel et al. [1985] and Rodi and Mansour [1993] for reviews. The 











































































































,  , (2.79) 
where f1 (–), f2 (–), and fμ (–) are damping functions. Dt (–) and Et (–) are source terms that are 
active near the solid wall (i.e. within the viscous sublayer). As in the case of the other constants, 
these new terms are assigned scalar values or functions, see Rodi and Mansour [1993] for a 
discussion. Both the HRN and LRN approaches fail to properly simulate the buffer layer where 
the Reynolds stress and viscous stress is especially important; both approaches can be stitched 
together in attempt to improve simulations. 
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The k-omega (ke–ωd) models are another common two-equation modeling approach for 
attaining RANS closure. One of the most widely used ke–ωd models was derived by Wilcox 
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 (–) are constants. As in the case of the ke–εd models there are 
specific near-wall treatments that must be taken into account when using ke–ωd models for flow 
near a surface. 
 
 
Now that the approach for modeling turbulence in the free-fluid domain has been 
presented, the next problem that immediately arises in the case of the present study, just as it did 
in the case of laminar flow, is determining how the flow within the two domains is to be coupled. 
Coupling the free-flow and porous medium domains under turbulent flow regimes can be divided 
Figure 2.11 Schematic of grid discretization for high Reynolds number (HRN) and low 
Reynolds number treatment for two-equation modeling of turbulent flow. 
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into three different approaches or lines of thought. These will be briefly discussed below without 
the presentation of supporting equations for the first two approaches.  In the first coupling 
approach, flow in the free-fluid domain is described using the RANS equation in conjunction 
with a zero equation model [e.g. Kuznetsov et al., 2002; Kuznetsov and Xiong, 2003; Kuznetsov 
and Becker, 2004]. The flow in the porous medium is assumed to remain laminar, a valid 
assumption for low permeability tightly packed soils [James and Davis, 2001]. Coupling was 
completed using stress jumps in similar fashion to Ochoa-Tapia and Whitaker [1995a, 1995b]. 
The Forchheimer correction term and thermal dispersion were used to simulate the effects of 
turbulence in the porous medium in these studies. The physical meaning of these two terms has 
long been debated; Masuoka and Takatsu [1996] suggested that they are the result of turbulent 
mixing the porous medium. Bear [1972] explained that the onset of turbulent flow occurs for 
Reynolds numbers a full order of magnitude higher than which flow deviates according to 
Darcy’s law. Macedo et al. [2001] numerically showed good agreement between Forchheimer 
turbulent flow and the RANS equations in conjunction with the ke–εd for low Reynolds numbers. 
The two approaches quickly deviate under high Reynolds number flows. The authors suggest 
that the Forchheimer flow may be representative of flow up through its transition to turbulent 
conditions and be thought of as a damping term for the kinetic energy and momentum transfer. 
The second approach [Kuznetsov, 2004] uses more realistically simulated turbulence using the 
ke–εd  model in conjunction with the Brinkman-Forchheimer-extended Darcy equation [Nield and 
Bejan, 2009] flow in the porous media. The two-layer approach described above was used. As in 
the first approach, coupling is attained using the stress jump approach of Ochoa-Tapia and 
Whitaker [1995a, 1995b]. As it turns out, this is the same coupling procedure used by the third 
approach employed by Silva and de Lemos [2003], de Lemos [2004], de Lemos [2005], de Lemos 
and Silva [2005], and  de Lemos [2009] that modeled flow in the porous medium using the 
macroscopic form of the RANS equations. The Forchheimer term appears in the derivation of the 
RANS equations and is used in these studies as a damping factor or resistance to flow term 
2.8 Thesis Hypotheses 
Based on the motivation, problem scope, and literature review discussed above, three 
hypotheses are formulated as follows: 
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Hypothesis 1: Momentum, heat, and mass transfer occurring at the land/boundary 
layer interface produce strong dynamic exchanges between the porous medium to the 
atmospheric boundary layer, this requiring coupled modeling. 
Heat, mass, and momentum transfer are controlled by the interactions of the land and 
atmosphere which has important implications for the processes associated with hydrogeologic 
biogeochemical, and carbon cycling [Fernández-Prieto et al., 2012]. Brubaker and Entekhabi 
[1996] succinctly describe the challenge of understanding the coupling of the subsurface and 
atmosphere with respect to “…decipher[ing] the principal influences and feedbacks when the 
many state variables and physical processes in water and energy balance are all interconnected in 
complicated ways. Isolating the individual dependencies and ranking them according to the 
magnitude of their influences are important steps…” Bare-soil evaporation, one of the governing 
processes responsible for controlling the heat and energy exchanges across the land-atmosphere 
interface, is a perfect example. During Stage I evaporation, this multiphase phenomenon is 
driven primarily by atmospheric demand (e.g. air temperature, relative humidity, fetch, radiation, 
turbulent air flow). Evaporation in turn affects the very parameters that drive it through the 
mechanism of phase change and the physical transfer of mass (water) and energy (heat) across 
the interface. Properly understanding the complexities associated with the coupling of the land 
and atmosphere will only become more important in the future as climate change progresses and 
water supplies become further stressed.  
 The interactions or feedbacks between the land and atmosphere in the context of 
evaporation cannot be properly captured using traditional decoupled models that apply 
atmospheric data directly as an enforced boundary condition; evaporation can therefore have no 
effect on conditions at the soil surface. In numerical heat and mass transfer models that couple 
atmospheric flow and porous media flow, the feedbacks between the land and atmosphere can be 
observed. At the soil surface, continuity of temperature, water vapor concentration, heat fluxes, 
and mass fluxes are assumed. These evaporative fluxes affect local atmospheric conditions in the 
near-surface boundary layer, in turn affecting downstream atmospheric demand and evaporation 
rates. The lateral airflow and change in local atmospheric conditions leads can allow two 
dimensional evaporation behavior to be observed (i.e. evaporation rates higher upstream than 
downstream) – this cannot be observed in decoupled models unless multiple different surface 
boundary conditions are applied along the soil surface. 
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Hypothesis 2: Simulated bare-soil evaporation and soil moisture redistribution 
predictions can be improved by better capturing non-equilibrium phase change, and 
including turbulent airflow effects.  
Evaporation is traditionally described in continuum scale models using the assumption of 
equilibrium phase change (i.e. instantaneous volatilization) [e.g. Philip and deVries, 1957; 
Bittelli et al., 2008]. Smits et al. [2011] however, showed that employing non-equilibrium phase 
change can significantly improve simulation results. There exist a large number of non-
equilibrium phase change formulations that can be employed in continuum scale models. Proper 
non-equilibrium phase change formulation selection has the ability to allow empirical fitting 
parameters (e.g. vapor enhancement) to be neglected, reducing model complexity and more 
realistically describing the physics of evaporation. 
The use of fully coupled numerical models have shown great improvement over 
traditional approaches that rely on aerodynamic and surface resistance parameterizations in terms 
of simulation results, being more physically based, and requiring fewer model inputs [Smits et 
al., 2012; Davarzani et al., 2014]. To date, the majority of the existing models of this class have 
assumed the flow is laminar [e.g. Mosthaf et al., 2011; Baber et al., 2012; Fetzer, 2012; 
Davarzani et al., 2014; Mosthaf et al., 2014] that described the free-fluid flow using the Navier-
Stokes equations and Darcy flow in the porous medium. Coupling is attained through the use of 
velocity slip conditions [Beavers and Joseph, 1967; Saffman, 1971] at the interface between the 
porous medium and free-fluid domains. Flow is rarely laminar in nature, however it is instead 
turbulent. In their work, Fetzer [2012] and Mosthaf et al. [2014] apply very simple amendments 
to their laminar flow based models in an attempt to correct for the influence of turbulence. The 
authors of these studies concluded that whereas some improvement was shown by including 
turbulence through the introduction of analytical eddy viscosity models or scaling the diffusion 
length by the thickness of the boundary layer, their overall parameterization is unrealistic. 
Turbulent flow in the atmosphere is more appropriately described using the Reynolds-averaged 
Navier-Stokes equations which unfortunately require additional closure transport equations to 
solve. There are three different approaches that can be taken to attain closure of which the zero-
equation, one-equation, and two-equation linear eddy viscosity models are the most common. 
This raises the question of which model type should be used and under what conditions are the 
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most appropriate for simulating evaporation, thereby driving the need for numerical investigation 
in this area. 
Hypothesis 3: There are several important atmospheric and soil variables that 
influence near-surface boundary layer development above flat soil surfaces that in turn 
impacts the mass and energy fluxes associated with evaporation. 
The influence of variables such as temperature, relative humidity, wind velocity, surface 
roughness, and soil saturaiton on the atmospheric boundary layer have long been acknowledged 
[e.g. Prandtl, 1945; Monin and Obukhov, 1954; Schlichting and Gersten, 2000; Maxwell et al., 
2007]. The atmospheric boundary layer, characterized as the part of the Earth’s atmosphere that 
influences and is influenced by mass and energy exchanges from the land surface, therefore has 
direct implications to evaporation [e.g. Brutsaert, 1975; Brutsaet, 1982; Parlange et al., 1995]. 
Careful experimental investigation of determining the impact and overall importance of these 
respective variables on all three natural boundary layers (i.e. momentum, thermal, mass 
concentration) in the context of evaporation from bare soils has never been performed before 
under carefully controlled atmospheric and soil conditions. Results from such a study have the 
potential to impact how future land surface parameterizations are treated in land surface models 
and general circulation models.  
2.9 Research Scope 
The following research tasks were designed to meet the objectives and test the 
hypotheses outlined in the preceding section. The tasks are composed of both experimental and 
numerical work all designed to better understand coupled flow systems in terms of bare-soil 
evaporation under the influence of near-surface boundary layer atmospheric flow. 
Task 1: Experimental and numerical investigation of the combined heat-pulse and 
sensible heat balance method ability to determine bare-soil evaporation 
This task involved measuring soil temperature increases in response to heat inputs from 
heat-pulse sensors for the first time under carefully controlled laboratory conditions. A soil tank 
outfitted with a sensor network for the measurement of temperature, relative humidity, soil 
saturation, and evaporation was developed. Data collected by the heat-pulse sensors were used in 
a combined heat-pulse and sensible heat balance method to calculate in situ evaporation rates. 
Experimental results were then compared with simulation results from a numerical heat and mass 
transfer model that incorporated the heat-pulse and sensible heat balance approaches. Testing the 
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applicability of this measurement approach was required before this sensor technology could be 
applied in other experiments performed as part of this thesis. 
Task 2: Experimental and numerical investigation of macroscopic non-equilibrium 
phase change 
This task focused on generating four experimental datasets that differed in terms of 
boundary conditions (e.g. surface temperature, humidity and wind speed) and initial conditions 
(e.g. depth to water table, temperature). The data was collected using a small soil tank outfitted 
with a sensor network that was interfaced with a small open-ended wind tunnel. The sensor 
network was capable of measuring air and soil temperature, relative humidity, soil saturation, 
soil thermal properties, wind speed, and weight. The experimental datasets were used to test four 
different non-equilibrium phase change formulations in a numerical heat and mass transfer 
model. The objective was to determine which formulation performs the best under the different 
conditions in addition to showing that the assumption of local chemical equilibrium (i.e. 
instantaneous phase change) is unrealistic and erroneous. 
Task 3: Experimental and numerical investigation of the effect of vertical texturally 
contrasting soil heterogeneities on subsurface processes and boundary layer development 
A series of experiments and numerical simulations were performed to analyze the effect 
of soil disturbance on heat and mass transfer processes. Data was generated using the same 
experimental apparatus used in Task 2. The tank was filled with a tightly packed soil that 
contained a loosely packed soil inclusion. Modeling was performed using a sensible energy 
balance and numerical heat and mass transfer model that coupled Darcy flow in the porous 
media and the Navier-Stokes equations in the free-fluid (i.e. atmosphere) domain. The purpose of 
this work was to explore the effects of soil heterogeneities on boundary layer development and to 
test a conceptual model proposed by Lehmann and Or [2009] and Nachshon et al. [2011a] for 
this soil packing configuration. 
Task 4: Experimental investigation of land-atmosphere interactions in terms of 
feedbacks between state variables 
This task had several different components. The first step involved the construction of a 
large tank that was later interfaced with the closed circuit climate controlled wind tunnel. The 
tank and wind tunnel were outfitted with an array of sensor technologies that were capable of 
continuously and automatically measuring air and soil temperature, relative humidity, and soil 
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saturation. Two specialized measurement systems were employed to measure the momentum, 
thermal, and mass concentration boundary layers. Once the experimental apparatus was 
complete, the wind tunnel was characterized. The purpose of this step was to develop a better 
understanding of the experimental data generated as well as to gain familiarity with the system to 
better and more efficiently collect data. Finally, the effects of soil conditions (e.g. soil type, soil 
saturation) and atmospheric conditions (e.g. temperature, relative humidity, wind speed) were 
explored through extensive boundary layer measurements. 
Task 5: Experimental and numerical investigation of evaporation from bare soil at 
the intermediate laboratory scale 
The goal of this task was to generate a high spatial and temporal resolution evaporation 
dataset that included soil and air temperature, relative humidity, soil saturation, evaporation, and 
boundary layer measurements. Data was generated using the soil tank-wind tunnel apparatus 
developed as part of Task 4. The experimental data was used to explore the effects of fetch as 
well as to validate simulation results that focused on the coupling of porous media and near-
surface boundary layer flow at larger scales compared to that of Task 3. 
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As discussed in Chapter 2.2, there exists a plethora of different approaches for measuring 
evaporation directly (e.g. lysimetery) or in terms of several variables (e.g. surface energy 
balances). This chapter focuses on a nascent in situ approach called the combined heat-pulse 
sensible heat balance method which employs data collected from heat-pulse probes, a novel 
sensor technology. The experimental portion of this chapter was performed as part of my 
Masters research at the Colorado School of Mines. The employed numerical heat and mass 
transfer model was modified from the original developed by Dr. Abdullah Cihan and Dr. 
Kathleen Smits in Smits et al. [2011]. 
3.1 Abstract 
A combined heat-pulse and sensible heat balance method can be employed to determine 
evaporation using temperature measurements and thermal property estimations. The objective of 
this study was to investigate the applicability of the combined heat pulse and sensible heat 
balance method by comparing laboratory experimental data to both an analytical and multiphase 
heat and mass transfer model. A bench scale laboratory experiment was performed to measure 
soil thermal and hydraulic properties at fine spatial and temporal resolutions. Comparisons of 
experimental and numerical results confirmed the applicability of the heat-pulse and sensible 
heat balance methods to determine evaporation rates. Results showed close agreement with 
experimental water loss measurements. This study demonstrated the ability and versatility of 
using the heat-pulse and sensible heat balance methods in numerical heat and mass transfer 
models to determine evaporation rates. Calculated soil thermal properties were in 93.4% and 
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97.5% agreement with experimental results for water content values greater than 0.05. 
Deviations were observed at low water contents due to sensor sensitivity. The calculated 
evaporation rates yielded cumulative water losses that were 96.8% and 97.7% in agreement with 
experimentally measured weight loss data. Late Stage 1 evaporation was overestimated due to 
observed temperature rises by two of the heat-pulse probes. Despite this, the combined heat-
pulse and sensible heat balance method is a power tool that can be used to determine evaporation 
rates in situ. 
3.2 Introduction 
At a fundamental level, bare soil-water evaporation (evapotranspiration in the absence of 
vegetation) and condensation are the governing processes responsible for controlling mass and 
energy fluxes between the land surface and atmosphere in arid and semi-arid climates. 
Evaporation is a vapor flux phenomenon that couples heat and water transfer in the shallow 
subsurface and is a key component in water balance analyses involving water exchange between 
the land and atmosphere [Berge, 1990]. Understanding soil-water evaporation has direct 
application to many areas of engineering and scientific research including; earthen landfill cover 
design [Yanful et al., 2003; Scanlon et al., 2005], air-sparging/vapor extraction [Gierke et al., 
1992; Armstrong et al., 1994], agricultural water management [Ventura et al., 2001; Fereres et 
al., 2003], and climate modeling with respect to land-atmospheric interactions [Judge et al., 
2003; D’Odorico and Porporato, 2004; Mosthaf et al., 2011]. Despite the importance of soil-
water evaporation in these contexts, the phenomenon is still not fully understood. Soil-water 
evaporation is affected by complex interactions between atmospheric demand (humidity, 
temperature, radiation, air flow) [van de Griend and Owe, 1994], and internal transport 
mechanisms in the soil in addition to the soil properties (e.g., vapor diffusivity, thermal and 
hydraulic properties), all of which are strongly coupled [Prat, 2002; Sakai et al., 2011]. Due to 
the inherent complexities and difficulties of measuring evaporation rates in addition to a scarcity 
of existing field or laboratory data capable of testing and refining existing energy and mass 
transfer theories at high spatial and temporal resolutions, the mutual interaction of energy and 
mass transfer is rarely considered in most models or practical applications [Smits et al., 2011]. 
Evaporation from bare soil involves two separate processes, diffusion of water vapor 
from the evaporative or drying front (the location marking the transition from partially saturated 
to completely dry soil conditions) within the soil profile and its removal by turbulent air flow 
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along the land-atmospheric interface. This phenomenon occurs in three distinct stages, referred 
to as stages 1-3, that describe the observed location of the drying front and the dominant 
transport mechanisms [Fisher, 1923; Lemon, 1956]. Stage 1 is defined by an initially high and 
near constant evaporation rate controlled primarily by atmospheric demand [Shokri and Or, 
2011] which continues as long as the evaporative front remains in hydraulic connection with the 
water source via capillary action [Lehmann et al., 2008]. Once the hydraulic connection is 
severed, evaporation becomes vapor-diffusion limited (stage 2) marked by a sudden decrease in 
the evaporation rate [Lehmann et al., 2008]. At this point, evaporation is no longer under the sole 
influence of atmospheric demand; instead, internal transport mechanisms and the soil properties 
control the evaporation process [Shokri and Or, 2011].  Stage 3, also vapor-diffusion limited and 
therefore often combined with stage 2, occurs when the evaporative front is located far below the 
soil surface. 
 Many of the currently used physical measurement and analytical techniques assume that 
soil-water evaporation occurs at the soil or land surface [Heitman et al., 2008b; Heitman et al., 
2010]. This permits the use of micrometeorological methods like the Bowen ratio-energy balance 
or eddy covariance to indirectly quantify evaporation rates above ground [Warrick, 2002]. These 
approaches, however, do not take into consideration the inherent complexities that are associated 
with soil-water evaporation such as the dependence on atmospheric conditions [van de Griend 
and Owe, 1994], soil properties [Prat, 2002], and the constantly changing location of the 
evaporative front [Yamanaka et al., 1998]. Microlysimetry is a commonly used in situ soil-water 
evaporation measurement technique that helps reduce the number of assumptions made in the 
above mentioned methods [Evett et al., 1995; Daamen and Simmonds, 1996]. The drawback of 
this technique is significant soil disturbance during installation of the microlysimeters affecting 
how representative measurements are to undisturbed samples.  
Another less known and relatively new method for in situ estimation of soil-water 
evaporation employs a novel sensor technology called heat-pulse (HP) probes. These sensors are 
used to measure changes in soil temperature in response to a small measured heat input. These 
terms are in turn, used to calculate the soil thermal properties (thermal diffusivity, volumetric 
heat capacity, thermal conductivity) according to an approach referred to as the HP method 
[Campbell et al., 1991; Bristow et al., 1993; Bristow et al., 1994; Heitman et al., 2008a]. The 
thermal property data are then used to calculate the sensible heat flux [Cobos and Baker, 2003; 
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Ochsner et al., 2006] and sensible heat storage [Ochsner et al., 2007] components of the sensible 
heat balance (SHB) equation devised by Gardner and Hanks [1966] and improved upon by 
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where E (m s
–1
) is the evaporation rate, L (J m
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) is the soil thermal conductivity, T (°C) is the soil temperature, z (m) is depth (z = 0 
at the soil surface), and ΔS (W m
–2
) is the change in sensible heat storage.  The subscript i 
indicates the soil layer depth increment as shown in Figure 3.1. Equation (3.1) shows the 
usefulness of this approach in terms of its independence of the soil’s hydraulic properties or 
coupled heat and water transport coefficients [Heitman et al., 2008b]. 
 
 
The HP probe in its most basic form consists of two needles [Campbell et al., 1991] with 
one needle containing a heating element (commonly generating 8 second, 750 J m
–1 
pulses of 
heat; Kamai et al., 2008) and the other needle containing a thermocouple or thermistor for 
measuring temperature. This sensor design has since been modified by others (e.g. Ren et al., 
2000, Xiao et al., 2012; Deol et al.,2012). Ren et al., [2000] created a tri-needle HP probe that 
contained a thermocouple in the outer needles and heating element in the center needle. The 
Heitman et al. [2008a] tri-needle model adopted in the present study contains an additional 
thermocouple located in the center needle with the heating element in help increase the spatial 
resolution by a factor of two. 
A large body of literature exists with respect to the application of the HP method to help 
determine soil thermal properties (e.g., Campbell et al., 1991; Kluitenberg et al., 1993; Bristow 
et al., 1994; Bristow, 1998; Hopmans et al., 2002; Mori et al., 2003), and soil moisture (e.g., 
Campbell et al., 1991; Bristow et al., 1993; Basinger et al., 2003; Heitman et al., 2003). Thermal 
Figure 3.1 Heat-pulse probe design modeled after Heitman et al. [2008a].  The probes consist 
of three needles arranged in parallel that project from an epoxy body. Each needle contains a 
thermistor for measuring temperature; the center needle also contains a resistive heater for 
generating heat pulses. 
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and soil moisture data collected using HP probes have been applied in numerous studies to 
analyze soil-water flow (e.g., Ren et al., 2000; Ochsner et al., 2005; Mortensen et al., 2006; 
Saito et al., 2007; Kamai et al., 2008). However, to date, there are few studies that employ the 
combined HP and SHB method, whether through numerical simulation (e.g., Sakai et al., 2011) 
or field or laboratory experimentation (e.g., Heitman et al., 2008a, 2008b; Xiao et al., 2011, Deol 
et al., 2012). Sakai et al. [2011] performed a numerical experiment, applying generated 
parameters (i.e., temperature, relative humidity, water content, soil properties) from a numerical 
simulation as inputs for the SHB. Results demonstrated that the SHB method can capture the two 
stage (stage 1 and stage 2) evaporation behavior of soil water. Sakai et al. [2011] also found that 
smaller observation grids (sensor spacing) lead to more accurate prediction of evaporation rates.  
Heitman et al. [2008a, 2008b] performed a field experiment where ten HP probes were installed 
within the top 7.2 cm of an agricultural topsoil. Throughout the duration of the experiment, the 
site was repeatedly exposed to natural rainfall events, diurnal temperature cycles, and varying 
levels of solar radiation. Results showed that evaporation rates, calculated as a function of depth 
and time, were in good agreement with other traditional measurement techniques, i.e., 
microlysimetry and Bowen ratio. The sensitivity of these sensors was also demonstrated in terms 
of their ability to accurately capture transient precipitation events. However, the lack of control 
over environmental forcings in field settings results in complicated data. More recently, Deol et 
al., [2012] performed a laboratory column experiment to evaluate the use of an eleven-needle 
heat pulse probe to measure temperature and thermal property distributions.   
The objective of this study was to investigate the applicability of the combined HP and 
SHB method using precision laboratory data in both an analytical and fully coupled heat and 
mass transfer model. We constructed and outfitted a soil tank with an array of state of the art 
sensor technologies for the continuous and autonomous collection of soil water content, 
temperature and relative humidity data at high spatial and temporal resolutions. The tank was 
packed with a uniform test sand for which the hydraulic and thermal properties have been 
characterized [Sakaki and Illangasekare, 2007; Smits et al., 2010]. We incorporated the 
experimental temperature and heat data collected from the HP probes into a numerical MATLAB 
model containing the HP and SHB methods. The applicability of integrating the SHB method 
into fully coupled numerical models (see Sakai et al., 2011) was tested using the aforementioned 
experimental dataset for validation. This was performed in a modified fully coupled non-
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isothermal non-equilibrium multiphase flow (heat, liquid water, water vapor) COMSOL model 
first developed by Smits et al. [2011]. The same atmospheric boundary conditions and soil 
properties of the experimental portion of the present study were used as inputs for this numerical 
model. 
3.3 Mathematical Theory 
In Chapter 3.3.1, the analytical combined heat-pulse and sensible heat balance model is 
presented. This is followed by a discussion of the numerical heat and mass transfer model 
employed in Chapter 3.3.2. 
3.3.1 Heat-pulse and sensible heat balance methodology 
Soil-water evaporation studies commonly make the simplifying assumption that latent 
heat flux (LE) and as a result evaporation, occurs exclusively at the soil surface [Mayocchi and 
Bristow, 1995]. Gardner and Hanks [1966] proposed that the sensible heat balance could be 
modified so that soil-water vapor flow (evaporation) can be determined at any depth below the 
soil surface: 
SHHLE  10 , (3.2) 
where L (J m
–3
) is the latent heat of vaporization; E (m s
–1
) is evaporation; H0 and H1 (W m
–2
) are 
sensible heat fluxes measured at two different depths; and ΔS (W m
–2
) is the change in sensible 
heat storage between the two depths. Latent heat of vaporization is calculated according to 
[Forsythe, 1964]:  
meanTxxL
69 10247.21049463.2  , (3.3) 
where Tmean (°C) is the mean temperature for a given soil depth layer as a function of time.   
 The sensible heat fluxes (H0, H1) are calculated using Fourier’s law of conduction which 
is defined as heat flow (dQ/dt) per unit cross-sectional area, or the product of the negative 




) [Parker, 2003]. The 
incorporation of Fourier’s law of conduction can be seen in Equation (3.1). The change in 






















CS . (3.4) 
76 
 
In this equation, the subscript j denotes the time step and the subscript i again indicates the soil 
depth layer.  
Equations (3.1) and (3.4) are both dependent on two inherent soil thermal properties, λ 




) [Bristow et al., 
1994]. To determine C, there are many different formulations available (e.g., Campbell et al., 
1991; Kluitenberg et al., 1993; Knight and Kluitenberg, 2004). Campbell et al. [1991] first 
applied a temperature distribution around an instantaneously heated line source modeled after 
Carslaw and Jaeger [1959] to simulate the heating element in a heat-pulse needle. In reality 
however, the heating elements are actually finite heated line sources that are not instantaneously 
heated. For this reason, Kluitenberg et al. [1993] applied the temperature solution for a finite 











































where q’ (W m
–1
) is the energy per unit length of heater in the probe, t0 (s) is the duration of the 




) is the thermal diffusivity, 
tmax (s) is the time required to reach the maximum temperature change ΔTmax (°C). The term          
-Ei(-x) represents the exponential integral function with input, x. Bristow et al. [1994] recognized 
that Equation (3.5) is a global maximum; when its derivative is taken and set equal to zero, κ can 











































 . (3.6) 
Errors associated with Equation (3.6) that result from uncertainties in ΔTmax and tmax data are 
compounded in the calculation of C as shown by Equation (3.5). A second formulation 
developed by Knight and Kluitenberg [2004] that uses a Taylor series approximation and is 















































C , (3.7) 
where e is the natural logarithm base and ε = t0/tmax.   
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In addition to indirectly measuring soil water evaporation (Equation 3.1), HP probes are 




). Volumetric water content can be 
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 . (3.8) 
The greatest obstacle of using this approach to determine water content in the field is the 
required foreknowledge of the bulk density and specific heat of the soil minerals – this is not a 
problem for laboratory experimentation because the soil type and packing conditions can be 
controlled. Bristow et al. [1993] showed that the applicability of this approach is moisture 
dependent. Error increases significantly with decreasing water content as the soil dries, limiting 
the use of this approach at low water contents [Bristow et al., 1993].   
3.3.2 Multiphase heat and mass transfer model 
In this work, we used a fully coupled numerical model to solve the governing equations 
for heat, liquid water and water vapor transport in soil developed by Smits et al. [2011].  The 
code implemented a non-isothermal solution that accounted for non-equilibrium liquid/gas phase 
change with gas phase vapor diffusion. Smits et al. [2011] demonstrated the importance of 
accounting for non-equilibrium phase change in simulation efforts to capture gas phase transport 
under transient field conditions.  Below follows a summary of the Smits et al. [2011] model used 
in the present study; refer to Smits et al. [2011] for an in depth discussion. 
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where ρw (kg m
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) is volumetric 
water content, pc (Pa) is capillary pressure, uw (m s
–1
) is the mean pore velocity of liquid water 




) is the rate of phase change between 
liquid water and water vapor through either the process of evaporation or condensation. Rgw is 
given by [Bixler, 1985; Zhang and Datta, 2004]: 














 , (3.10) 
78 
 
where the term in brackets is the mass transfer coefficient in which b (s m
–2
) is an empirical 








) is the universal 
gas constant, T (K) is temperature, and Mw (kg mol
–1
) is the molecular weight of water. The 
coefficient ρg (kg m
–3
) denotes the density of the gas phase expressed according to the ideal gas 
law, and wv the mass fraction of water vapor in the gas phase. cvs (kg kg
–1
) is the temperature 
dependent saturated vapor concentration in the gas phase and Hre (Pa Pa
–1
) is the relative 
humidity calculated according to Kelvin’s equation; the product of these terms is the equilibrium 
water vapor concentration.  
 Similar to the mass balance for liquid water, a mass balance is established for the vapor 
in the gas phase: 















) is the volumetric gas constant, ug (m s
–1
) is the mean pore velocity of the gas 




) is the effective vapor 
diffusion coefficient. Dv is defined as the product of the vapor diffusion coefficient in air, 
tortuosity, and an enhancement factor (η). The Penman [1940] tortuosity model (τ = 0.66 θg) and 
the vapor enhancement factor described by Cass et al. [1984] and Campbell [1985] are applied in 
the present study. 
 Energy conservation is written at a macroscopic scale for the entire system containing 
















) is the specific heat capacity of gas, λT is the effective thermal conductivity 
of the soil [Campbell et al., 1994], and Qs (J) is the heat loss. The energy conservation Equation 
(3.12) is coupled to the combined mass balance equations for liquid water and water vapor 
phases to solve for the total water phase mass transport, yielding: 
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) is the porosity of the soil.  
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3.4 Materials and Methods 
In this section, a discussion of the soil material, experimental apparatus, and experimental 
and modeling procedures, are presented. 
3.4.1 Soil material 
 In the present study we used a uniform sand, Accusand #30/40 (Unimin Corp., Ottawa, 
Minnesota), in which the soil thermal and hydraulic properties are well characterized Smits et al. 
[2010, 2011, 2012]. According to the manufacturer, the sand is 99.8% quartz, has a uniformity 
coefficient of 1.2, mean grain density of 2.66 g cm
–3
, and is rounded in shape.  
3.4.2 Experimental apparatus 
 For the experimental portion of this study, a rectangular tank (9.2 cm wide, 58.4 cm long, 
45.7 cm tall) was constructed using 1.27 cm thick polycarbonate. The tank was outfitted with an 
array of sensors to continuously and automatically monitor θ and T distributions from the soil 
surface to a depth of 27.94 cm below ground surface (bgs); the sensors were installed 
horizontally through the tank walls at 5.08 cm increments starting at a depth of 2.54 cm bgs. The 
HP probes, described in more detail later, were installed over the depth interval of 0–4.8 cm bgs 
which allowed very shallow temperature gradients to be captured at high spatial and temporal 
resolutions. 
 Thirteen ECH2O EC-5 dielectric soil moisture sensors (Decagon Devices, Inc.) and 
eleven EC-T temperature sensors (Decagon Devices, Inc.) were installed to measure water 
content and temperature respectively. The EC-5 sensors were calibrated according to the method 
presented in Sakaki et al. [2008]. Temperature and relative humidity were measured (EHT 
temperature/RH sensor, Decagon Devices, Inc.) at the soil surface and at a height of 40.6 cm 
above the soil surface. Two EHT temperature/RH sensors located at the soil surface were placed 
in close contact with the sand to reflect the temperature and humidity conditions directly at the 
soil surface whereas the sensor located at a height of 40.6 cm captured the ambient atmospheric 
conditions. The data collected by the three RH sensors were recorded using ECH2O (Decagon 
Devices, Inc.) data loggers. 
 Four HP probes installed in the alternating pattern shown in Figure 3.2, constructed and 
calibrated by East 30 Sensors, were used in the present study. These probes, modeled after those 
of Heitman et al. [2008a, 2008b], consisted of three stainless steel needles (1.2 mm diameter, 30 
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mm long) arranged in parallel within an epoxy body as shown in Figure 3.1. A thermistor, used 
for measuring temperature, was installed in each needle; the center needle also contained a 
resistance heater for generating a heat-pulse. The 8 second 750 J m
–1
 heat pulses were generated 
by controlling a direct-current power supply via a CR1000 datalogger (Campbell Scientific) 
 
 The needle spacing (distance between two adjacent needles) of the HP probes used in the 
present study was 3 mm. This spacing was chosen in response to the numerical study performed 
by Sakai et al. [2011]. They showed that smaller needle spacing increases the resolution at which 
evaporation rates can be captured by decreasing the undetectable zone (the layer of soil located 
between the top needle and the midpoint between the top two needles of any given HP probe); 
this has also been addressed using a different sensor structure, see Deol et al. [2012] and Xiao et 
al. [2012]. This needle spacing is smaller than the industry standard (6 mm) and therefore may 
introduce error as a result of the physical volume of the needles [Kluitenberg et al., 1995; Knight 
et al., 2012]. The expected error, based on the theoretical error analysis of Kluitenberg et al. 
[1995] which assumes that the HP probes behave as infinite line sources, ranges from 0.01 to 
12% for thermal diffusivity and 0.01 to 5% for volumetric heat capacity. This compares to the 
expected error ranges for the 6mm spacing of 0.01 to 8% and 0.01 to 2% for thermal diffusivity 
and volumetric heat capacity respectively. The significance of this error will be discussed later.  
The HP probes were calibrated in saturated soil according to the method devised by 
Campbell et al. [1991] and discussed in detail by Ham and Benson [2004]. The saturated 
volumetric heat capacity value used in the calibration process to determine the apparent needle 
spacing was determined using two KD-2 Pro thermal property analyzer 30 mm dual-needle heat 
pulse sensors (SH-1) (Decagon Devices, Inc.). In addition to measuring the temperature and heat 
input data collected during the experiment using the heat pulse probes, λ, C, and k, as a function 
of θw were determined independently in a separate small column experiment using the SH-1 and 
KD-2 Pro.   
Figure 3.2 Cross section of tank showing heat-pulse probe arrangement. 
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In a separate series of tests, the four HP probes were operated under saturated and dry 
conditions. The thermal properties (κ, C), as determined using the HP methodology, were 
compared to KD2 pro estimates using two different SH-1 sensors. For each measurement, the 
same thermal sensor was installed in the sand, the sample was compacted, and the temperature 
heat inputs were recorded in order to calculate the thermal properties. The sensor was then 
removed and the entire procedure was repeated ten times; all measurements were recorded under 
identical conditions (i.e., ambient temperature, packing porosity) to allow for precise 
comparison. The mean values of the calculated κ and C values were found to lie within the 95% 
confidence intervals of the κ and C values measured using the SH-1 sensors under saturated 
conditions. The calculated values fell within the 90% confidence level under dry conditions 
which is not unexpected given the known inaccuracy of these probes under these conditions 
[Bristow et al., 1993]. The correlation of the HP probe and SH-1 sensor show that the 3 mm 
needle spacing did not lead to significant errors in thermal property estimation.  
The experimental portion of the present study was performed in a climate controlled 
closed-circuit wind tunnel located at the wind tunnel/porous media test facility at the Center for 
Experimental Study of Subsurface Environmental Processes (CESEP) at the Colorado School of 
Mines in Golden, Colorado, U.S.A. The wind tunnel, capable of sustaining airflow between 
0.865 m s
–1
 and 10 m s
–1
, has a test section with a 1 m by 1 m cross sectional area, and length of 
7.6 m. The test section itself is located within a climate controlled chamber which allowed for 
the soil tank to be maintained at constant temperature. The soil tank was interfaced with the wind 
tunnel by removing the floor and raising the tank until the soil surface was flush with the test 
section floor (Figure 3.3). The test section was outfitted with a pitot-static probe (Davis 
Instruments) and Laser Doppler Velocimetry system (Innova 70C Argon laser, Coherent, Inc.) to 
measure and monitor wind speed. 
3.4.3 Experimental procedure and data acquisition 





.  Sand was added to the tank in 1 cm depth increments maintaining 
approximately 5 cm of water above the sand surface to ensure saturation and a uniform bulk 
density throughout. After each sand layer was in place, the tank walls were repeatedly tapped 
with a rubber mallet to further compact the sand as described in Sakaki and Illangasekare 
[2007]. This packing approach allowed greater densities to be achieved in comparison to the 
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standard American Society for Testing and Materials (ASTM) method D 4253–00 [Youd, 1973]. 
Vibratory compaction [ASTM, 2006] was not used so as to prevent damaging the sensors. Once 
the tank was fully packed, it was covered with a plastic sheet to prevent water loss from 
occurring before the start of the experiment. The tank was placed on a weighting scale (Sartorius 
model 11,209-95, 65 kg ± 1 g range) to measure mass losses of water. 
 
 
 The experimental portion of the present study was conducted for a total of 10 days under 
steady conditions of approximately 1.1 m s
–1
 air flow and near constant diurnal ambient 
temperature. For the duration of the experiment, the mass loss of water, water content, 
temperature, and relative humidity were sampled every 10 minutes. The HP probes operated on a 
15 minute sampling cycle to allow ample time for the temperature of the surrounding soil to 
recover to ambient temperature between heating events (e.g., Smits et al., 2012; Heitman et al., 
2008a, 2008b, Sakai et al., 2011). Temperature was measured using these probes at 1 second 
intervals for a 5 minute duration starting at the beginning of each heating cycle. The initial 
temperature of the soil at the start of each heating cycle was subtracted from the maximum 
recorded temperature to yield ΔTmax. The MATLAB “max” command was used to automatically 
locate the maximum temperature value and its associated time (tmax) of occurrence for each 
probe’s heating cycles. 
3.4.4 Modeling procedures 
 Thermal properties and sensible heat balance components as described in Equations (3.3), 
(3.4), (3.5), (3.11), and (3.12) were calculated using MATLAB (MathWorks, Inc.). This software 
was chosen for its capability of handling large datasets quickly and efficiently and its ability to 
Figure 3.3 Side view of the wind tunnel test section-tank interface at the porous media wind 
tunnel test facility at the Colorado School of Mines. 
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read several file formats. The temperature and heat input data generated using the HP probes 
were therefore easily imported into MATLAB as a single file and stored as two matrices; one for 
temperature and another for heat. The calculation of the HP and SHB components using this data 
in the MATLAB analytical code is hereon referred to as Approach 1. 
 COMSOL Multiphysics, a finite element method based software, was used for the 
numerical simulation portion of this study. As previously discussed, we employed a model first 
developed by Smits et al. [2011] that couples non-isothermal non-equilibrium multiphase flow 
(heat, liquid water, water vapor), herein called Approach 2. In this model we constrained all 
mass and energy losses to occur from the top boundary through the careful definition of the 
boundary conditions. As in the experimental portion of the present study, the sides and bottom of 
the simulated tank were treated as no flow boundaries. The top boundary was time-invariant with 
respect to liquid water flow and total gas phase pressure whereas it was time dependent with 
respect to temperature and vapor concentration. A no flow boundary was assigned to the liquid 
water and the total gas phase pressure was assumed to be equal to the atmospheric pressure. The 
sides of the tank could be treated as thermally insulated boundaries due to the experimental 
apparatus being located within the climate controlled chamber. A heat sink term was included in 
the model to account for any heat loss from the experimental apparatus. The experimental soil 
surface temperature and relative humidity and internal temperature were used as the time-
dependent inputs for the temperature and vapor concentration boundary conditions at the top and 
bottom of the tank respectively. A total of 150, one-dimensional elements consisting of 151 grid 
points, resulting in a 3 mm mesh size were used in this second approach. This corresponds to the 
same physical needle spacing used in the experimental portion of the present study. UMPACK, a 
direct matrix solver incorporated into the COMSOL software was employed to implicitly solve 
the model. In order to remain consistent with our experimental analysis, this simulation was 
allowed to run for a total of 10 days. The model was used to generate the necessary inputs (water 
content, thermal conductivity, and temperature) at a mesh size equivalent to our physical needle 
spacing, see Sakai et al. [2011] for an in depth description of the modeling approach.  
3.5 Results and Discussion 
 In this section, experimental and numerical results are presented. 
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3.5.1 Temperature analysis and HP probe data 
 Understanding temperature variations in this work is critical. The ambient air temperature 
within the wind tunnel fluctuated ± 0.5 °C diurnally and increased a total of 4 °C by the end of 
the experiment. This warming trend was observed by all EC-T temperature sensors and HP 
probes (Figure 3.4) in addition to being predicted in the multiphase heat and mass transfer model 
(Approach 2). Figure 3.4 provides a comparison of temperature measurements made at depths of 
2.40 cm and 2.54 cm bgs using a HP probe and EC-T temperature sensor respectively. The 
general trends of the two measurements are very similar, the only difference being a slight 
difference in magnitude (approximately 0.2 °C). This difference remained constant throughout 
the experiment and can be explained in terms of the difference in depth of the sensors and 
therefore slight differences in temperature behavior. Liquid water has a greater heat absorbing 









2003]. Therefore as the drying front moves deeper, the “temperature buffer” previously provided 
by liquid water, no longer exists, in turn leading to an overall temperature increase within the 
unsaturated soil profile.  
3.5.2 Calculated soil thermal properties and volumetric water content 
 To further verify the HP probe measurements, HP data were used to calculate the soil 
thermal properties, κ, C, and λ, using Approaches 1 and 2 and compared to independently 
measured soil thermal properties obtained by Smits et al. [2010]. Smits et al. [2010] performed a 
small column experiment to determine the soil thermal properties as a function of soil moisture 
of #30/40 sand under similar boundary conditions of the present study. Refer to Smits et al. 
[2010] for a detailed description of their experimental study. Figure 3.5 shows a comparison of 
the thermal properties (κ, C, and λ) of the test sand as a function of water content for Approaches 
1, 2 and Smits et al. [2010]. Data obtained from the HP probe located at a depth of 2.4 cm bgs 
are used for Approaches 1 and 2. Although not shown, the other HP probes showed consistent 
results.  
Figure 3.5 shows that the general shape of the three curves are similar although the 
magnitude is slightly different. Approaches 1 and 2 closely follow the curves of Smits et al. 
[2010] over the intermediate and saturated water contents, but tend to deviate at low water 
contents (at and below residual saturation). In analyzing the behavior by comparing the statistical 
results, the modified index of agreement (MIA) values between Smits et al., [2010] and 
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approaches 1 and 2 ranged from 93.4% to 97.5% for water content values greater than 0.05%.   
The overall differences in the thermal properties are most likely due to differences in packing 
conditions (i.e., soil porosity) between this study and Smits et al. [2010].  Although the models 
captured the thermal properties over time over the majority of water contents reasonably well, 
the lack of agreement, especially at low saturations, demonstrates there are still some limitations 
in the approaches. Deviations in HP probe thermal property measurements at low water contents 
have been similarly observed by Bristow et al. [1993], Bristow et al. [1998], and Basinger et al. 
[2003]. 
 
The linear trend of the volumetric heat capacity predicted by Approach 2 in Figure 3.5b is 
expected; volumetric heat capacity and water content are linearly related according to Equation 
3.8. The observed increase in volumetric heat capacity in Approach 1 (Figure 3.5b) at water 
contents between 0.01 and 0.05 is the direct result of a large increase in the maximum 
temperature recorded between days 7.8 and 10. This in turn led to a smaller ΔTmax and therefore 
larger C. The HP sensors are extremely sensitive to soil moisture and temperature at low or near 
residual water contents [Bristow et al., 1993]. This fact explains why the temperature increase 
between days 3 and 5.4 does not necessarily result in an increase in volumetric heat capacity. If a 
similar change in the maximum temperature of a given heating cycle had been observed, then 
there would have been an increase in volumetric heat capacity as well. An increase in thermal 




























Figure 3.4 Comparison of temperature as a function of time as determined using an EC-T 
sensor (2.54 cm below ground surface (bgs)), HP probe (2.4 cm bgs) and COMSOL 
numerical model (2.54 cm bgs). 
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diffusivity within this water content range (Figure 3.5a) is not observed because this soil 
property is independent of temperature, see Equation (3.6).  
 








































Smits et al. [2010]
Approach 1
Approach 2




































































Figure 3.5 Comparison of thermal properties of Accusand #30/40 as a function of water 
content for Smits et al. [2010] and Approaches 1 and 2. 
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Figure 3.6 provides a comparison of water content measured independently using an EC-
5 sensor at a depth of 2.48 cm bgs and Approaches 1 and 2. In Approach 1, water content was 
calculated using Equation (3.14) and simulated in Approach 2 using the multiphase heat and 
mass transfer model. Approach 1 follows the EC-5 sensor data closely until day 3 where it 
begins to deviate greatly due to an increase in volumetric heat capacity. The volumetric heat 
capacity increased during this time period in response to the temperature rise measured by the 
HP probe (Figure 3.4). The increase in water content from days 3 to 5.4 and days 7.8 to 10 are 
therefore the direct result of the observed increases in the maximum temperature change during 
these two time periods (Figure 3.4).  The numerical model (Approach 2) underestimates the 
water content as compared to the EC-5 data over the entire course of the experiment.  Through 
the adjustment of soil hydraulic properties and model fitting parameters, we could have fit the 
experimental and modeling data (Approach 2).  However, the goal of this work is not to fit 
experimental and modeling data but rather to investigate soil evaporation formulated with 
different approaches.  Therefore with this in mind, we did not introduce additional empirical 
fitting parameters, even though they are widely used in numerical modeling efforts of 
unsaturated soils.  The underestimation of water content is consistent with that seen in Smits et 
al. [2011] who concluded that further work focusing on small scale processes (experiments and 
models) is needed in order to better understand the fundamental physical processes at play so as 
to avoid using fitting parameters.   
 
Figure 3.6 Comparison of volumetric water content as a function of time determined 
independently using an EC-5 sensor and Approaches 1 and 2.  






































3.5.3 Sensible heat balance calculation of evaporation 
 Total evaporation rate calculated using Approaches 1 and 2 can be compared directly 
with the experimental water loss measurements made using the weighting scale (Figure 3.7). 
Evaporation rates were calculated in Approach 1 by applying the observed temperature 
gradients, heat inputs, and calculated thermal properties to the SHB (Equation 3.1). Similarly, the 
temperatures and thermal properties simulated using the multiphase non-isothermal model were 
applied to the SHB in Approach 2. A total of four evaporation rates, one for each HP probe or 
soil layer, were determined using both Approach 1 and Approach 2. The sum of the evaporation 
rates yielded a total evaporation rate (Figure 3.7) [Heitman et al., 2008a, 2008b; Sakai et al., 
2011, Xiao et al., 2011; Xiao et al., 2012]. The dip visible in the experimental evaporation curve 
between days 6 and 8 is the result of experimental error. The weighting scale’s alignment was 
temporarily compromised when the experimental set up was accidentally nudged while working 
in the vicinity of the experimental apparatus. The calculated rise in evaporation rate (Approach 
1) between days 1.8 and 2.2 is the result of small temperature increases measured by two of the 
HP probes (not shown in Figure 3.4). Therefore, the summation of the four soil layers’ 
evaporation rates yielded the observed bump. The slight decrease in evaporation rates between 
days 3.8 and 4.1 (Figure 3.7) can be similarly explained in terms of an observed temperature 
decrease. 
 
Figure 3.7 Comparison of experimental evaporation rates to Approaches 1 and 2.  






































Visual inspection of Figure 3.8 shows that Approaches 1 and 2 are in good agreement 
with measured water loss rates. In Approaches 1 and 2, cumulative evaporation was determined 
by integrating the respective evaporation curves with respect to time in accordance to Xiao et al. 
[2011, 2012]. Statistical MIA analysis shows a 96.8% agreement between Approach 1 and the 
experimental total evaporation and 97.7% agreement between Approach 2 and the experimental 
total evaporation. Despite the discrepancies in the water loss measurements and two approaches, 
the general behavior and magnitude of the three evaporation curves (Figure 3.7) and total 
evaporation curves (Figure 3.8) are similar. The three evaporation curves in Figure 3.7 are 
marked by initially high evaporation rates that decrease rapidly and stabilize or plateau at later 
times. The curves presented in Figure 3.8 display high water losses at the start of the experiment 
and very little water loss at later times. 
 
The trends observed in the evaporation rate and water loss curves in Figures 3.7 and 3.8 
can be explained in terms of the two stages of evaporation discussed earlier. Stage 1 evaporation 
occurs from days 0 to1.75 (Experimental dataset and Approach 2) and days 0 to 2.2 (Approach 
1); evaporation during these time periods is driven primarily by atmospheric demand. Day 1.75 
and 2.2 mark the start of the transition period of evaporation to its vapor-diffusion limited stage 2 
for the experimental dataset/Approach 2 and Approach 1 respectively. The rapidly falling 
evaporation rates during this stage are common for the uniform #30/40 Accusand used in the 
experimental portion of this study. Stage 2 evaporation is reached by day 4 for Approach 1 and 
Figure 3.8 Comparison of cumulative water loss to Approaches 1 and 2.  
































day 6 for the experiment and Approach 2. The initially high evaporation rates observed during 
stage 1 evaporation and the long transition period (2-4.25 days) are the result of the high 
hydraulic conductivity (0.108 cm s
–1
) and large displacement head (16.1 cm) of the #30/40 sand 
used in the present study [Sakai et al., 2011]. The large hydraulic conductivity and displacement 
pressure allowed the soil surface to remain in hydraulic connection with the evaporation front.  
Approach 1 underestimates the evaporation rate (Figure 3.7) throughout the majority of 
the experiment, with the notable exception being late stage 1 evaporation and early stage 
transition. This in turn yields the observed underestimation of water loss shown in Figure 3.8. 
However, consistent with previous results, the overall underestimation is expected given the 1.5 
mm undetectable zone at the soil surface in which the soil thermal properties are unknown 
[Heitman et al., 2008b; Sakai et al., 2011]. As explained earlier, the deviation of Approach 1 
from the experimental results from day 1.8 to 2.2 is the result of the measured temperature 
increase by two of the sensors. This allowed a higher steady evaporation rate and therefore water 
loss to be maintained longer than expected. The short transition period (2 days) in comparison to 
the 4.25 in the experimental data and Approach 2 can be explained in terms of the HP and SHB 
methods’ sensitivity to temperature [Sakai et al., 2011]. The large temperature increase starting 
at approximately day 2 therefore lead to rapid soil drying and fast transition to stage 2 
evaporation for Approach 1. As mentioned previously, the goal of this work was not to fit the 
numerical multiphase heat and mass transfer model (Approach 2) to experimental results using 
fitting parameters. Rigorous parameter adjustment and incorporation of physical processes that 
may be of importance to the model would have allowed us to match Approach 2 and the 
experimental data with almost exact precision. The overestimation of Approach 2 with respect to 
water loss (Figure 3.8) is therefore consistent with the results of Smits et al. [2011,2012] 
3.6 Conclusions 
With the goal of verifying the combined HP and SHB method and its applicability to 
numerical models, we modified a fully coupled non-isothermal non-equilibrium multiphase flow 
(heat, liquid water, water vapor) model developed by Smits et al. [2011] to include the HP and 
SHB method.  Results from the modified model were compared to an analytical HP and SHB 
model as well as measured data. We developed and used a unique a soil tank equipped with a 
network of different soil moisture, temperature and relative humidity sensors that interfaced with 
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a wind tunnel placed above. Results from the analytical and heat and mass transfer numerical 
simulations were compared with experimental data. 
Results demonstrate that both models can capture the soil thermal property behavior 
(thermal diffusivity, volumetric heat capacity and thermal diffusivity) over a large range of water 
contents. However, agreement differed at water contents at and below residual saturation. The 
variation at low water contents is most likely due to a smaller value Δ𝑇𝑚𝑎𝑥 in addition to the 
sensor technology becoming very sensitive to slight changes under these conditions.  
Evaporation rates estimated using both modeling approaches were in close agreement to 
experimentally measured evaporation rates. The multiphase heat and mass transfer model 
overestimated the evaporation rate, not capturing some of the physical processes at play.  The 
analytical HP and SHB model underestimated the late part of stage 1 evaporation due to an 
observed temperature increase between days 1.5 and 2.2 by two of the HP probes. These findings 
support that the HP and SHB methods can be used with a multiphase heat and mass transfer 
model to predict evaporation rates and cumulative water loss at fine spatial and temporal scales. 
The methodology tested and discussed in this study provides the basis for future experimental 
efforts to predict evaporation rates under heterogeneous and more complex boundary conditions 
conducted at larger scales. It provides an invaluable tool for calculating evaporation rates in situ 
without the reliance on hydraulic properties and limited reliance on fitting parameters. 
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This chapter explores the impact of non-equilibrium phase change on continuum scale 
numerical heat and mass transfer model simulation results. The reader is referred to Chapter 2.4 
for an in depth discourse on microscopic scale phase change. The employed numerical heat and 
mass transfer model was modified from the original developd by Dr. Abdullah Cihan and Dr. 
Smits in Smits et al. [2011, 2012b]. 
4.1 Abstract 
Evaporation and condensation in bare soils govern water and energy fluxes between the 
land and atmosphere. Phase change between liquid water and water vapor is commonly 
evaluated in soil hydrology using an assumption of instantaneous phase change (i.e. chemical 
equilibrium). Past experimental studies have shown that finite volatilization and condensation 
times can be observed under certain environmental conditions, thereby bringing the validity of 
this assumption into question. Several formulations based on irreversible thermodynamics, first 
order reaction kinetics, or kinetic theory of gases have been employed to describe non-
equilibrium phase change at the continuum scale. In this study, results from a fully coupled non-
isothermal heat and mass transfer model applying four different non-equilibrium phase change 
formulations were compared with experimental data generated under different initial and 
boundary conditions. Results from a modified Hertz-Knudsen formulation based on kinetic 
theory of gases, proposed herein, were consistently in best agreement in terms of preserving both 
magnitude and trends of experimental data under all environmental conditions analyzed. 
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Simulation results showed that temperature dependent formulations generally better predict 
evaporation than formulations independent of temperature. Analysis of vapor concentrations 
within the porous media showed that conditions were not at equilibrium under the experimental 
conditions tested. This was further validated by the overestimation of evaporation by an 
equilibrium phase change based model. 
4.2 Introduction 
Approximately 15.2% of the Earth’s land surface is bare soil with in addition to another 
12.6% devoted to cropland which can remain fallow up to half the year [Latham et al., 2014]. 
Bare soil evaporation is therefore an integral component of the hydrogeologic balance with 
respect to mass and energy exchanges between the land and atmosphere [Berge, 1990]. This 
multiphase phenomenon has been studied at various scales in a variety of different scientific and 
industry contexts. Despite extensive research on the subject, the current understanding and 
theoretical characterization of evaporation remains incomplete due, in part, to the complex and 
strongly coupled interactions of transport mechanisms (e.g. phase change, capillary flow, film 
flow, vapor diffusion) [Prat, 2002; Zhang, 2010, Zeng et al., 2011], soil properties (thermal and 
hydraulic) and atmospheric forcings (e.g. humidity, air temperature, turbulent airflow, thermal 
radiation) [van de Griend and Owe, 1994, Prat, 2002]. When modeling these highly dynamic 
and strongly coupled systems, simplifying assumptions such as local chemical equilibrium at the 
continuum scale are often made to reduce model complexity or fill knowledge gaps that result 
from a scarcity of datasets capable of testing and refining existing energy and mass transfer 
theories.  
Phase change between liquid water and water vapor is driven by a difference in chemical 
potential between phases, an indicator of how far a system is away from equilibrium [Tsuruta et 
al., 1999; Chammari et al., 2003]. The assumption of local equilibrium between phases at the 
continuum scale assumes that the water vapor concentration in the air is always equal to its 
equilibrium value, or phase change is instantaneous [Halder et al., 2011]. In equilibrium phase 
change based models based on that of Philip and deVries [1957], water vapor and capillary 
pressures are coupled using Kelvin’s equation. The liquid water and water vapor mass balances 
are expressed by a single unified governing equation with a single negative evaporative flux 
boundary condition. Because the same flux boundary condition is applied to both water phases, 
liquid water and water vapor both unrealistically leave the system. In contrast, non-equilibrium 
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phase change based models separate the two water phases and apply a vapor concentration (i.e. 
relative humidity) boundary condition which is often easier to measure in field settings. 
The equilibrium phase change assumption is often implemented in soil hydrology 
modeling as the time associated with non-equilibrium is often assumed to be negligible [e.g. 
Philip and deVries, 1957; Whitaker, 1977; Parlange et al., 1998; Grifoll et al., 2005; Zhang et 
al., 2005; Bittelli et al., 2008; Sakai et al., 2009; Novak, 2010].  However, the equilibrium 
assumption has never been verified experimentally at the REV scale in porous media; 
experimental evidence has shown that the assumption of local equilibrium may in fact be 
unsuitable [e.g. Bénet and Jouanna, 1982; Armstrong et al., 1994; Ruiz and Bénet, 2001; 
Chammari et al., 2003; Chammari et al., 2008; Lozano et al., 2008; Bénet et al., 2009; Lozano et 
al., 2009; Smits et al., 2011; Smits et al., 2012b; Ouedraogo et al., 2013]. Non-equilibrium 
conditions can be observed at low water saturations when soils are in hygroscopic moisture 
states, especially in clay and silt rich soils [Bénet and Jouanna, 1982; Ruiz and Bénet, 2001; 
Chammari et al., 2003; Lozano et al., 2008]. When in this moisture state, phase change rates are 
reduced as a result of the high binding energy of water layers adsorbed to soil grains [Ouegraogo 
et al., 2013]. Results such as these suggest that phase change may become the process limiting 
evaporation at low saturations rather than vapor diffusion as classically believed [Lozano et al., 
2008]. Non-equilibrium phase change can also be observed in environments with strong 
subsurface airflow such as those near the land-atmosphere interface or close to vapor extraction 
wells. Subsurface airflow drives conditions away from equilibrium through a combination of 
vapor pressure lowering and enhanced rates of vapor transport [Armstrong et al., 1994]. 
Elevated, or fluctuating temperatures in the context of diurnal cycles, also play an important role 
in defining non-equilibrium conditions near the land-atmosphere interface [Assouline et al., 
2010; Assouline et al., 2013]. 
There exist several different formulations that are commonly used to describe non-
equilibrium phase change in continuum scale numerical heat and mass transfer models [e.g. 
Bénet and Jouanna, 1982; Le et al., 1995; Zhang and Datta, 2004]. These formulations are based 
on irreversible thermodynamics, first order reaction kinetics, or the kinetic theory of gases. Each 
formulation contains a phenomenological coefficient – either physically based or not – that is 
often used as a fitting parameter during modeling efforts. To date, a detailed comparison of these 
approaches and their applicability under different environmental conditions has never been 
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performed. The ability of models applying equilibrium and non-equilibrium phase change to 
accurately capture evaporation and the associated soil moisture redistribution under strictly 
drying conditions has on the other hand been previously explored numerically in Smits et al. 
[2011, 2012b]. When compared with experimental data, the equilibrium phase change model 
over predicted evaporation rates, demonstrating kinetically controlled mass transfer. However, 
Smits et al. [2011, 2012b] only tested a single non-equilibrium phase change formulation under 
one set of initial and boundary conditions in addition to not discussing the applicability of non-
equilibrium phase change under different environmental conditions.   
The purpose of this work is to test the ability of numerical heat and mass transfer 
continuum scale model employing different non-equilibrium phase change formulations to 
simulate evaporation from bare soil under various environmental conditions (e.g. surface 
temperature, humidity and wind speed) and initial conditions (e.g. depth to water table, 
temperature). In this study, four non-equilibrium phase change formulations are compared and 
tested against four different precision experimental laboratory datasets. Simulation results are 
analyzed to determine each formulation’s ability to accurately predict evaporation, temperature, 
water saturation distributions, and water vapor concentration. As a final component, simulation 
results from equilibrium and non-equilibrium phase change based models are compared with 
experimental data. Whereas we are not trying to explicitly promote the use of non-equilibrium 
phase change under all environmental conditions, we are trying to initiate interest and further 
research in phase change kinetics in porous media by showing the applicability of different 
approaches. Improving our understanding and representation of phase change in soil, despite it 
being negligible or not, is best explored by applying using non-equilibrium based approaches. 
4.3 Theory 
A summary of the continuum scale heat and mass transfer model, originally developed in 
Smits et al. [2011, 2012a] and modified for the present study is provided below. This includes a 
discourse on the four governing equations used to describe liquid water, water vapor, total gas, 
and energy (Chapter 4.3.1). Given that this numerical model has been successfully used 
previously in Smits et al. [2011, 2012a] and Trautz et al. [2014], the reader is referred to these 
references for more information. In Chapter 4.3.2, the four non-equilibrium phase change 
formulations being tested are presented. This is followed in Chapter 4.3.3 by a discussion on the 
applied initial conditions, boundary conditions, and modeling procedures.  
101 
 
4.3.1 Numerical heat and mass transfer model  
Evaporation in porous media is a multiphase phenomenon consisting of liquid water and 
gas flow. The continuity equations for the liquid and gas phases can be written on the basis of 

























































) are water and gas 
saturation (Sl + Sg = 1), ρl (kg m
–3
) is temperature dependent water density [Hillel, 1980], ρg (kg 
m
-3
) is gas density which is assumed to behave as an ideal gas [Lide, 2001], t (s) is time, pc (Pa) 
is capillary pressure, and ṁ is the rate of phase change expressed in units of mass per unit total 
volume of the porous medium per time. ul and ug (m s
–1
) are the Darcy velocity vectors for the 





























) is the intrinsic permeability tensor of the soil, kr,l and kr,g (–) are water and gas 




) are temperature dependent dynamic water and gas 
viscosities [Lide, 2001], pl and pg (Pa) are water and gas pressures, g (m s
–2
) is the gravitational 
acceleration vector, and z (m) is elevation relative to a defined datum. 
The relationship between phase saturations and capillary pressure are calculated using the 
soil water retention function developed by Fayer and Simmons [1995], based on the van 
Genuchten [1980] model, which better represents soil water retention at low water saturations. 
Fayer and Simmons [1995] account for the adsorption of water to soil, an important process with 




























































) and n are the empirical van Genuchten [1980] parameters which have been 




) is the saturation at pc = 1 Pa and χ 
is the adsorption of water on the soil. Temperature dependent effects on capillary pressure-
saturation curve, as a result of changes in interfacial tension, are corrected as in Grant and 
Salehzadeh [1996]. 
The hydraulic conductivity over a full range of saturations is defined as a function of both 
capillary pressure induced flow and film flow [Zhang, 2010]. Film flow has been shown to be a 
major contributor to flow at low saturations, thereby helping to more accurately capture liquid 
water transport and evaporation under these conditions [Yiotis et al., 2004]. The hydraulic 
conductivity associated with capillary flow is defined according to the van Genuchten [1980] 
model (i.e. product of saturated hydraulic conductivity and relative permeability). The film flow 
contribution to total hydraulic conductivity was described using the Tokunaga [2009] model, 
chosen for its lack of empirical fitting parameters – the reader is referred to Smits et al. [2012a] 
for an in depth discussion.  
Water vapor transport in the dry and partially saturated soil is due to both convection and 











 gu , (4.4) 
where wv (kg kg
–1
) is the mass fraction of water vapor in the gas phase (the primary unknown), 
and Dav is the effective diffusion coefficient of water vapor in air. Dav is defined as the product of 
the binary diffusion coefficient of water vapor in air [Campbell, 1985] and tortuosity, τ (–). 
Although there are many empirical models available to estimate tortuosity, the Penman [1940] 
model (τ = 0.66Sgϕ) is used here as it provided better simulation results during modeling efforts 
when compared to experimental data obtained in this study. Many studies [e.g. Childs and 
Malstaff, 1982; Cass et al, 1984; Campbell, 1985; Bear et al., 1991; Smits et al., 2011; Smits et 
al., 2012a; Davarzani et al., 2014] often introduce an empirical vapor enhancement factor into 
the vapor diffusion coefficient as a multiplication factor to match experimental data by adressing 
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the underestimation of vapor fluxes by Fick’s law of diffusion at intermediate to high soil water 
saturations [Philip and de Vries, 1957]. A vapor enhancement factor however, is not employed in 
the present study. 
The temperature of the system is determined using an energy conservation balance that 
considers conductive, convective, and latent heat transfer (the latter due to phase change) and is 
expressed as [Whitaker, 1977]: 








lg uu , (4.5) 
where T (K) is temperature, ρb (kg m
–3
) is the bulk density of the soil which includes its residing 









) are the specific heat capacities of gas and liquid water respectively, ul (m s
–1
) is the liquid 




) is the effective thermal 
conductivity, L (J kg
–1
) is temperature dependent latent heat of vaporization [Monteith and 
Unsworth,1990], and Qs (W m
–3
) is heat loss from the soil system. Equation (4.5) assumes local-
scale thermal equilibrium between all phases (i.e. T = Tl = Tg = Ts); the reader is referred to 
Mosthaf et al. [2011] for a detailed discussion of applying this assumption in continuum scale 
models. The effective thermal conductivity was calculated according to Campbell et al. [1994] 
which weights the contributions of the liquid water, gas, and the porous medium, based on 
volume fraction and temperature. 
4.3.2 Non-equilibrium phase change formulations 
Natural systems are constantly evolving with respect to entropy – processes such as non-
equilibrium phase change increase the overall entropy of a system [Lide, 2001]. Non-equilibrium 
conditions are defined in terms of how far water vapor concentrations (determined from 
Equation 4.4) are from the equilibrium vapor concentration which is expressed as the product of 










cc wcvsveq exp , (4.6) 
where cvs (kg m
–3
) is the saturated vapor concentration [Campbell, 1985], Hc (m) is the capillary 






) is the universal gas constant, Mw (kg mol
–1
) is the molecular weight of 
water, and T (K) is temperature. Four semi-empirical or empirical non-equilibrium phase change 
formulations based on irreversible thermodynamics, first order reaction kinetics, and kinetic 
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theory of gases are presented below. Each formulation includes the term ϕSl so as to ensure that 
the phase change is expressed in units of mass per unit volume of soil per time (i.e. not mass per 
unit volume of water per time) so as to be consistent with the required units of Equations (4.1), 
(4.4), and (4.5). 
Each formulation depends on one or two phenomenological coefficients, also sometimes 
referred to as equilibrium time coefficients, constants of proportionality, evaporation 
coefficients, or condensation coefficients. As will be discussed below, many of these 
phenomenological coefficients lack physical meaning; they are are a function of the interfacial 
area per volume between the liquid water and gas phases and would ideally be described in terms 
of simplified menisci geometries [e.g. Shahraeeni and Or, 2010], non-dimensional expressions 
[e.g. Geller and Hunt, 1993], or experimental data [e.g. Lozano et al., 2008; Bénet et al., 2009; 
Lozano et al., 2009]. 
Formulation 1, based on irreversible thermodynamics, was first derived by Bénet and 
Jouanna [1982]. In this formulation, phase change is described in terms of liquid water and 
water vapor not being in equilibrium with respect to their molar chemical potentials. By 





























) is soil water saturation, cv (kg m
–3
) is the vapor 
concentration, Lp (kg K s m
–5
) is the phenomenological coefficient which has no physical 




. ϕSl was not 
included in the original formulation derivation but is applied in the present study for the reasons 
stated above. The natural logarithm containing the ratio of vapor concentration and equilibrium 
vapor concentration in Equation (4.7) plays an important role in determining the rate of phase 
change. Under “near-equilibrium conditions” (i.e. cv/cveq ≥ 0.75), the rate of phase change is 
slower than when vapor concentrations are far from equilibrium [Lozano et al., 2008].  To date, 
Formulation 1 has only been tested experimentally for hygroscopic (i.e. clay and silt rich) soils 
primarily at low water saturations for various temperatures and  total gas pressures [e.g. Bénet 
and Jouanna, 1982; Ruiz and Bénet, 2001; Chammari et al., 2003; Lozano et al., 2008; Bénet et 
al., 2009; Lozano et al., 2009]. These studies have shown that as pressure and temperature 
increase, Lp increases. At low soil saturations, Lp displays a bell-shaped relationship to soil 
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saturation [Ruiz and Bénet; 2001; Bénet et al., 2009; Lozano et al., 2009]. At high saturations, 
when the liquid water in the pores is in a funicular state and the gas is almost or completely 
occluded, Lp is constant and limited by the surface available for which water can volatilize 
[Lozano et al., 2008].   
 Formulation 2 is based on first-order reaction kinetics which has been extensively applied 
in organic and inorganic solute vaporization studies [e.g. Cho and Jaffe, 1990, Gierke et al., 
1992; Armstrong et al., 1994].This formulation can be written as [Le et al., 1995; Scarpa and 









 , (4.8)  
where teq (s) is the equilibrium time coefficient. Small values of teq (i.e. ≥ 10
–6
 s) denote near-
instantaneous phase change [Halder et al., 2011]. According to Scarpa and Milano [2002], the 
equilibrium time coefficient is a function of the evaporation surface area per unit volume of 
liquid water which itself is a function of velocity. Halder et al. [2011] estimate the value of teq as 
the ratio of pore gas volume and vapor diffusivity.  
Formulation 3 is expressed as [Bixler, 1985; Zhang and Datta, 2004; Smits et al., 2011; 









 , (4.9) 
where b (s m
–2
) is a constant of proportionality with no physical meaning; large values of b 
signify instantaneous phase change. This formulation bares resemblance to Formulation 2, 
except that it is derived from the kinetic theory of gases in addition to being temperature 
dependent, a key point that will be revisited later during the discussion of simulation results. 
 The final formulation, Formulation 4, proposed herein for the first time for use in 
continuum scale models, is an up-scaled version of the Hertz-Knudsen equation. Formulation 4 
is also derived from the kinetic theory of gases and assumes a Maxwellian non-zero mean 

















 , (4.10) 
where rd (m) is the radius of interface curvature at air entry  which acts as an estimate of  
interfacial area [Mason and Morrow, 1991; Tuller et al., 1999; Or and Tuller, 1999],  fc (–) is the 
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condensation coefficient, and fe (–) is the evaporation coefficient. fc is defined as the ratio of the 
number of water molecules sorbed to the liquid water phase and the total number of water 
molecules hitting the water surface [Prüger, 1940]. Similarly, fe is defined as the ratio of the 
number of water molecules entering the vapor phase and the total number of water molecules 
leaving the liquid phase [Knudesn, 1915]. If fe is held constant at some value and fc is less than fe, 
then any decrease in fc can be interpreted as driving the system farther from equilibrium 
conditions and increasing the rate of phase change [Kryukov and Levashov, 2011].  
 Microscopic scale experimental and theoretical studies have demonstrated that the values 
of fc and fe range between 10
–4
 and 1 within total pressure and temperature ranges of 0.1 to 100 
kPa and -16.1 to 105°C, respectively; see Eames et al. [1997] and Marek and Straub [2001] for 
in depth reviews. fc or fe equal to 1 represents complete evaporation or condensation (i.e. no 
particle reflection); values of these coefficients are always less than 1 due to dipolar interactions 
of the water surface with other molecules [Alty, 1931; Tschudin, 1946; Rubel and Gentry, 1984]. 
In many studies, for simplification, fc and fe are set equal to each other despite being unrealistic 
[Eames et al., 1997]. 
4.3.3 Initial conditions, boundary conditions, and modeling procedure 
Finite element based COMSOL Multiphysics software was used for the numerical 
simulation component of this study. The model was defined in terms of a two dimensional 
domain with conditions identical to those of the experiments to be presented in Chapter 4.4.3. 
The model solved the governing equations described in Chapter 4.3.1 for the four primary 
unknowns: water pressure, gas pressure, water vapor mass fraction in air (used to calculate vapor 
concentration), and temperature. 
Figure 4.1 provides a visual representation of the initial and boundary conditions applied 
in the present study. At the beginning of each numerical simulation, the water pressure was 
hydrostatic. Total gas pressure was set to atmospheric pressure and the vapor concentration was 
set to the model’s initialized value (zero in the case of full saturation). Temperature within the 
model domain was set equal to that of the initial measured temperature. 
The bottom and two side boundaries of the model domain were assigned zero fluxes with 
respect to heat, liquid water, gas, and water vapor transfer (Figure 4.1). Heat loss through the 
tank walls was taken into account through the sink term, Qs, in Equation 4.5. The top boundary 
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was assigned a zero-flux condition for the liquid water phase – the gas phase was set equal to 
atmospheric pressure (Figure 4.1). Time-dependent experimental temperature data was ascribed 






E  , (4.11) 
where E (m s
–1




) is the binary diffusion coefficient of water 
vapor in air, cv (kg m
–3
) is simulated vapor concentration, cv,exp (kg m
–3
) is the experimental 
vapor concentration determined from experimental relative humidity data, and l (m) is the 




A total of 1973 triangular elements consisting of 1061 mesh points and 16376 degrees of 
freedom were used in the numerical simulation of this study. The mesh was repeatedly refined 
until no significant changes in cumulative evaporation (i.e. changes ≤ 10
–4
 kg) were observed. 
The model was implicitly solved using the UMPACK direct matrix solver that is incorporated in 
Figure 4.1 Visual representation of the initial and boundary conditions of the numerical heat 
and mass transfer applied in the present study. J
l
 denotes the liquid water flux, J
g
 the gas flux, 
J
v 
the vapor flux, J
H
 the heat flux, p
l 
the liquid water pressure, p
g
 the total gas pressure, p
atm 
the atmospheric pressure, c
v
 the vapor concentration, T the temperature, D the binary 
diffusion coefficient of water vapor in air, and l the thickness of the viscous sublayer. The 
subscript exp denotes experimental data. 
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the COMSOL Multiphysics software. Time was advanced using the Backward Euler method 
with a built-in adaptive time-stepping scheme. In accordance with the experimental datasets, 
each numerical model simulation ran for the same duration as the experiment it was simulating. 
The phenomenological coefficients of each non-equilibrium phase change formulation were the 
only parameters used to find the model best fits. Two extreme vales were initially chosen as the 
bounds for the coefficients that were subsequently narrowed through an iterative process that 
focused on maximizing the coefficients of determination (r
2
 values) for cumulative evaporation, 
time-dependent soil moisture and time-dependent temperature at several depths; r
2
 values were 
commonly maximized after 15 to 30 simulations. This optimization process was performed 
individually for each formulation under each of the four environmental conditions described in 
Chapter 4.4.3. 
4.4 Materials and Methods 
In this section, the soil material and experimental apparatus employed are discussed. This 
is followed by a description of experimental procedure and data acquisition. 
4.4.1 Soil material 
Field soils are often non-uniform heterogeneous mixtures of organic and inorganic 
materials which can lead to local variations of soil physical, hydraulic, and thermal properties  
which can be a challenge to properly capture during modeling efforts. In the present study, a 
uniform well characterized laboratory test sand, Accusand #30/40 specialty sand (Unimin Corp.; 
Ottawa, Minnesota), identified by its effective sieve size, was used. According to the 
manufacturer, Accusand #30/40 has a uniformity coefficient of 1.2, a rounded shape, and a 
composition of 99.8% quartz. The reader is referred to Table 4.1 for key soil properties relevant 
to this study and the works of Smits et al. [2010] for additional details. 
 






































2.65 0.334 0.028 0.106 5.7 17.8 
a
Sieve data provided from manufacturer 
b
Determined in separate column test 
c
Estimated using RETC computer code 
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4.4.2 Experimental apparatus 
The experimental portion of the present study was performed in a rectangular tank (9.0 
cm wide, 25.0 cm long, 55.0 cm tall) constructed out of 1.25 cm thick polycarbonate (Figure 4.2) 










respectively. The tank was equipped with a sensor network for the continuous and autonomous 
collection of precision soil and air temperature, relative humidity, soil water saturation, weight, 




Soil temperature and soil water saturation distributions were measured along the vertical 
and horizontal extents of the tank. Sensors were installed horizontally through the tank walls at 
5.0 cm depth increments between the depths of 2.5 cm and 22.5 cm (Figure 4.2b). Temperature 
was measured using a total of nineteen EC-T thermistor temperature sensors (Decagon Devices, 
Inc.; Pullman, WA) with an accuracy of ± 0.5 °C. Twenty-five ECH2O EC-5 dielectric soil 
moisture sensors (Decagon Devices, Inc.; Pullman, WA) were used to monitor the soil water 
Figure 4.2 Experimental apparatus used in the experimental portion of this study. Image (a) 






saturation. These sensors were calibrated according to the two-point α-mixing model derived by 
Sakaki et al. [2008]. Relative humidity at the soil surface, and upstream of the soil tank were 
measured using a total of four EHT temperature/RH sensors (Decagon Devices, Inc.; Pullman, 
WA) with accuracies of ±2% and ±3% between relative humidities of  5%-90% and  90%-100% 
respectively. The EHT sensors located at the soil surface were placed in firm contact with the 
soil so as to try to capture relative humidity conditions directly at the soil-atmosphere interface. 
An additional sensor was buried at a depth of 2.5 cm below the soil surface in the center of the 
tank. Data from the three aforementioned sensors were collected every 10 minutes using ECH2O 
EM-50 five channel dataloggers (Decagon Devices, Inc.; Pullman, WA). 
The tank was placed on a precision 65 kg ± 1 g Model 11209-95 weighting scale 
(Sartorius Corporation; Bohemia, NY) to measure water loss throughout the duration of the 
experiment. Weight measurements were used to calculate cumulative evaporation and 
evaporation rate using a mass balance approach. Weight measurements were collected every 10 
minutes. The experimental tank-scale apparatus was interfaced along the tank’s centerline to a 
miniature open-ended wind tunnel constructed out of galvanized steel ductwork (26.0 cm tall by 
8.0 cm wide), Figure 4.2a. The upstream ductwork length is 226 cm in length. Downstream, a 
15.2 cm diameter Pro DB6GTP in-line duct fan (Suncourt, Inc.; Durant, IA) with a VS200 
variable speed controller (Suncourt, Inc.; Durant, IA) was installed 130.1 cm from the tank to 
pull air through the wind tunnel. Wind velocity was measured every 5 minutes with an accuracy 
of ±5% using a pitot-static tube (Dwyer Instruments, Inc.; Michigan City, IN) connected to a 
USB-6218 datalogger (National Instruments Corporation; Austin, TX). Temperature at the soil 
surface was regulated using an infrared Salamander Model FTE 500-240 ceramic heater (Mor 
Electric Heating Assoc. Inc.; Comstock Park, MI) placed within a reflector above the tank 
(Figure 4.2a) which itself was controlled using a Model 2104 temperature control system 
(Chromalox; Pittsburgh, PA) in conjunction with a Model IRt/C.03 infrared temperature sensor 
(Exergen Corporation; Watertown, MA) directed at the soil surface. 
4.4.3 Experimental procedure and data acquisition 
A series of four experiments, differing in terms of boundary and initial conditions (Table 
4.2), were run as part of the present study. EX-1, EX-2, and EX-3 were started with the soil fully 
saturated so as to allow Stage I and Stage II evaporation to be observed. The water table was 
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lowered beyond the characteristic length of the soil (i.e. the maximum film region thickness that 
maintains liquid water flow) in EX-4 to ensure the occurrence of only Stage II evaporation. The 
average wind speed applied across the soil surface during each experiment ranged between 0.55 
and 0.76 m s
–1
, see Table 4.2. EX-1 was run under ambient temperatures whereas the surface 
temperature was held constant during EX-2 and EX-4 using the ceramic heater discussed above. 
EX-3 simulated diurnal conditions by applying two different surface temperatures on 12 hour 
cycles with the purpose of capturing transient evaporative behavior. 
 



















Experiment 1 20 0.37 0.61 0 0.325 
Experiment 2 30 0.09 0.67 0 0.328 
Experiment 3 20 - 50 (Diurnal) 0.04 - 0.20 0.55 0 0.320 
Experiment 4 50 0.12 0.76 25 0.318 
 
Prior to the start of each experiment, the tank was wet packed with #30/40 Accusand 
(Chapter 4.4.1) to approximately the same porosity (Table 4.2) using deionized water. Sand was 
added in 1 cm thick lift increments while maintaining approximately 5 cm of water above the 
soil surface. After the addition of each sand layer, the surface was tamped and the tank walls 
repeatedly tapped with a rubber mallet to compact the sand; see Sakaki and Illangasekare [2007] 
for a detailed description of the packing process. In the case of the partially saturated experiment 
(EX-4), the soil tank was connected to a constant head device. The constant head device, initially 
set at the soil surface, was lowered to 25 cm below the soil surface and allowed to drain freely. 
4.5 Results and Discussion 
 In this section, experimental and simulation results are presented for the four non-
equilibrium phase change formulations under the four experimental conditions previously 
described. Chapter 4.5.1 focuses on the impacts that the adjustment of the phenomenological 
coefficients (i.e. Lp, teq, b, fc, fe) have on evaporation. In Chapter 4.5.2, the final best-fit 
simulation results of each formulation for cumulative evaporation, time-dependent evaporation 
rate, soil temperature, and soil water saturations are compared with experimental results for each 
experimental condition. The significance of the non-equilibrium phase change model with 
respect to evaporation is shown in Chapter 4.5.3 by analyzing time-dependent normalized vapor 
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concentration curves and comparing equilibrium and non-equilibrium phase change based model 
simulation results. 
4.5.1 Mass transfer coefficient impacts on evaporation 
The sensitivity of cumulative evaporation to the five mass transfer coefficients used in 
Formulations 1-4 under the experimental conditions of EX-2 (chosen for its greatest temperature 
and relative humidity stability) are depicted in Figure 4.3. Adjustment of the coefficients affected 
cumulative evaporation by changing the rate of phase change during both Stage I and Stage II 
evaporation; the largest impacts were observed during Stage I evaporation which is in agreement 
with Smits et al. [2011a]. Increasing the values of Lp and b (Figure 4.3a and Figure 4.3c) lead to 
greater cumulative evaporation. In similar fashion to Halder et al. [2007], decreasing teq (Figure 
4.3b) also increased overall cumulative evaporation. When fe was held constant in Formulation 4 
(Figure 4.3d) and fc was decreased, cumulative evaporation increased; the reverse was observed 
when fc was held constant and fe was decreased (Figure 4.3e). 
The maximum and minimum values of the phenomenological coefficients (i.e. Lp, teq, b, 
fc, fe) shown in Figure 4.3 were used as bounds in the optimization procedure used to determine 
the best fits. These maxima and minima were initially found by adjusting values in the literature 
until there was no further discernable impact on cumulative evaporation. In some cases, 
increasing or decreasing the mass transfer coefficients beyond these maximum or minimum 
values altered the fundamental shape of the cumulative evaporation curves. This is best 
demonstrated by Formulation 3 (Figure 4.3c) where large values of b lead to an abrupt and 
angular transition between Stage I and Stage II evaporation. Figure 4.3 shows that every 
formulation with the exception of Formulation 4 underestimates cumulative evaporation. This 
issue could be easily addressed by using a vapor enhancement factor as commonly done in many 
numerical studies that simulate evaporation. The adoption of this factor would have introduced 
an additional fitting term that would have made direct comparison of the four non-equilibrium 
phase change formulations impossible.The radius of interface curvature at air entry, rd, is 
arguably a third fitting parameter in Formulation 4 (Equation 4.10). Additional simulations that 
focused on changing the applied pore length showed very little sensitivity – differences in 
evaporative losses were typically less than 5×10
–4
 kg. It was only upon reaching pore lengths on 




Figure 4.3 Sensitivity of cumulative evaporation to the mass transfer coefficients contained in 
(a) Formulation 1, (b) Formulation 2, (c) Formulation 3, and (d-e) Formulation 4 as shown for 
the experimental conditions of EX-2. Cumulative evaporation increases when the values of L
p
 




 similarly lead to an increase in 
cumulative evaporation whereas decreasing f
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Figure 4.3 raises the question of how the values of the phenomenological coefficients 
compare with those found in other experimental and numerical studies. It is important to note 
that the conditions under which the present study was performed are different from those of past 
studies. However, the following discussion still provides some basis of comparison and 
interpretation of results. The values of Lp used to produce the cumulative evaporation curves 
shown in Figure 4.3a are approximately 7 to 8 orders of magnitude larger than those found by 
Bénet et al. [2009]. This discrepancy is likely the result of Bénet et al. [2009] performing  their 
study on clay sand silt rich soil samples under isothermal no airflow conditions. Similar to Lp, the 
values of b (Figure 4.3c) applied in the present study are 4 to 7 orders of magnitude greater than 
those of Smits et al. [2011] who relied on the use of the vapor enhancement factor. The minimum 




) provided by Halder et al. 





) provided in Eames et al. [1997] and Marek and Straub [2001].  
4.5.2 Non-equilibrium phase change formulation results and experimental data comparison 
 As previously discussed, simulations were run by iteratively adjusting the mass transfer 
coefficients until the coefficients of determination (r
2
 values) between experimental data and 
simulation results were maximized. The final cumulative evaporation and evaporation rate 
curves of the four non-equilibrium formulations under each experimental condition are shown in 
Figure 4.4. The associated r
2
 values of these fitted curves are provided in Table 4.3. Figure 4.4 
and Table 4.3 show that although all formulations are able to capture the overall trends of 
evaporation, certain formulations outperform the others in their ability to capture the magnitude 
of evaporation during the two evaporative stages.  
Formulation 4, and to a lesser extent Formulation 3, best preserve the shape of the 
cumulative water loss curves and provide the best estimates of evaporation rate during both 
Stage I and Stage II evaporation. Formulations 1 and 2 are comparable to Formulations 3 and 4 
and the experimental data only during Stage II evaporation however – this is reflected in both the 
magnitude of the evaporation rates and the similar slopes of the cumulative evaporation curves. 
The overestimation of late Stage II water losses by Formulation 4 is due to the model predicting 
evaporation rates greater than those measured experimentally. This could be addressed by 




Figure 4.4 Observed and simulated cumulative evaporation and evaporation rate curves using 
the four non-equilibrium phase change formulations under the experimental conditions of (a-






























































































































































































































































Inspection of Figure 4.4 and Table 4.3 in the context of the above discussion immediately 
raises the question of why Formulations 3 and 4 yield better results. This is especially apparent 
in the cases of EX-2, EX-3, and EX-4 which imposed elevated temperatures at the soil surface. 
Phase change involves heat transfer in addition to just mass transfer, so it is therefore the 
temperature dependency of Formulations 3 and 4 that lead to the better prediction of evaporation 
rate and cumulative evaporation. This argument is further supported by the results of EX-1 
(Figure 4.4a-b) which was performed under ambient surface temperature conditions. Under these 
experimental conditions, the effect of temperature on phase change is less pronounced as 
demonstrated by the similarity of the cumulative evaporation and evaporation rate curves – the 
exception again being Formulation 4. The more angular shaped cumulative evaporation curve of 
Formulation 3 is due to the rate of phase change being linearly related to temperature in contrast 
to the square root relation of Formulation 4. The poor performance of Formulation 1 compared to 
the other formulations tested in the present study is also due in part to the reliance on the natural 
logarithm of the ratio of the vapor concentration and equilibrium vapor concentration (Equation 
4.7). Near equilibrium conditions (i.e. cv/cveq ≥ 0.75), the natural logarithm is approximately 0 
which in turn leads to small rates of phase change and therefore evaporation. It is only as 
conditions move very far away from equilibrium does the natural logarithm of the ratio begin to 
asymptotically approach -∞, increasing phase change rates. 
 







Formulation 2 Formulation 3 Formulation 4 
Experiment 1 0.813 0.799 0.833 0.987 
Experiment 2 0.592 0.583 0.691 0.940 
Experiment 3 -1.276 -0.677 0.480 0.968 
Experiment 4 -0.281 -0.011 0.788 0.886 
 
Analyzing the temperature, soil moisture, and surface relative humidity model outputs in 
addition to cumulative evaporation and evaporation rate are important in determining whether 
the numerical model accurately captures the physical processes occurring in the soil body. Figure 
4.5 presents the experimental and simulated temperature profiles for EX-2 at times of 1 hour, 1 
day, and 10 days; this experiment was again chosen for having the most stable surface 
conditions. The nonlinearity of the experimental and simulated temperature profiles, which only 
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become more curvilinear with time, are the nonlinear response of the soil thermal properties to 
the redistribution of soil water saturation as the soil dries and transitions from Stage I to Stage II 
evaporation [Prunty and Horton, 1994; Yiotis et al., 2007; Lehmann and Or, 2009]. Figure 4.5 
shows that the model did a good job of reproducing the temperature profiles, especially after the 
first day. The difference in simulated temperatures between the four non-equilibrium phase 
change formulations was always less than 0.1°C. This shows that formulation temperature 
dependency (i.e. Formulations 3-4) appear to have no appreciable effect on the subsurface 
temperature profiles. 
The time distributed experimental soil water saturation at depths of 2.5 cm and 7.5 cm 
below the soil surface for EX-2 are shown in Figure 4.6 in conjunction with the simulation 
results for the four non-equilibrium phase change formulations. Soil moisture at depths greater 
than 7.5 cm below the soil surface are not shown because at these depths remained fully 
saturated by the end of the experiment. Figure 4.6 shows that simulated soil water saturation at a 
depth of 2.5 cm is very similar to the experimental data but deviates at a depth of 7.5 cm. There 
are several possible explanations for this observation including but not limited to: the need for 
additional corrections that can effectively take into account temperature effects at low saturations 
[She and Sleep, 1998], changes in soil water retention properties with changes in bulk density 
with depth [Assouline, 2006], the soil retention relationship not being fully captured by the Fayer 
and Simmons [1995] model, and evaporation not being properly captured during the transition 
period between Stage I and Stage II evaporation. The latter explanation offers some of the 
strongest evidence for interpreting the results of the present study; Formulations 3 and 4 
provided the best estimations of evaporation and as a result soil drying which is reflected in the 
soil saturation curves of Figure 4.6. 
4.5.3 Significance of non-equilibrium conditions 
Simulated and observed normalized vapor concentrations (i.e. cv/cveq) at the soil surface 
and at a depth of 2.5 cm are plotted in Figure 4.7. These normalized vapor concentrations show 
that the phase change conditions were never equilibrium (i.e. ratio of 1) at either depth during the 










































































































a) b) c) 
Figure 4.5 Observed and simulated temperature profiles at time (a) 1 hr, (b) 1 day, and (c) 10 days for experimental conditions of 
EX-2. 
Figure 4.6 Observed and simulated time-dependent soil water saturation at depths of (a) 2.5 
and (b) 7.5 cm below the soil surface for experimental conditions of EX-2. 
a) b) 

































































The time-dependent vapor concentration data presented in Figure 4.7 shows that there is a 
finite period of time required for the vapor concentration to increase. The low normalized vapor 
concentrations are likely the result of a combination of low phase change rates and small liquid-
gas interfacial area. As time progressed beyond day 4, vapor concentration conditions at the soil 
surface (Figure 4.7a) actually began to decrease. 
 
At the soil surface (Figure 4.7a), simulated vapor concentrations were lower than the 
measured vapor concentrations. This discrepancy is due primarily to the relative humidity 
sensors being placed in firm contact with the soil surface (see Chapter 4.4.2). These experimental 
results may therefore be more reflective of vapor concentrations several soil grain diameters 
deep which is consistent with the conclusions drawn by Davarzani et al. [2014]. The four non-
equilibrium phase change formulations produce similar time-dependent vapor concentration 
curves at the soil surface, with Formulation 4 providing the lowest (Figure 4.7a). This is 
expected given the use of the condensation coefficient in Formulation 4. At a depth of 2.5 cm 
(Figure 4.7b), Formulations 2-4 accurately simulate vapor concentrations, particularly at early 
times. Formulation 1 provided the worst fit because it failed to capture evaporation adequately. 
Similarly, Formulation 4 which provided the best simulation of evaporation, also provides the 
best estimation of vapor concentrations at this depth.  
As a final component of the present study, simulated cumulative evaporation and 
evaporation rate, determined using the non-equilibrium phase change based model employing 
Figure 4.7 Observed and simulated time-dependent normalized vapor concentrations at (a) the 
soil surface and (b) depth of 2.5 cm for the experimental conditions of EX-2. 
a) b) 





























































































Formulation 4, and an equilibrium phase change based model are compared under the 
experimental conditions of EX-2. The non-equilibrium phase change based model simulated 
evaporation better than the equilibrium phase change based model; the latter model predicted 
large, almost instantaneous, vaporization of water during Stage I evaporation. These simulation 
results were in agreement with those of Smits et al. [2011] and Smits et al. [2012b] who 
performed an in depth comparison of the two models. The reader is referred to these studies for a 
detailed explanation of the equilibrium phase change based model’s failure to adequately capture 
evaporation. 
4.5.4 Future research on non-equilibrium phase change in porous media 
The five phenomenological coefficients (i.e. Lp, teq, b, fe, and fc) identified in the four 
non-equilibrium phase change formulations were treated as constant parameters in the present 
study as commonly done [e.g. Zhang and Data, 2004; Halder et al., 2011; Smits et al., 2011; 
Smits et al., 2012a; Smits et al., 2012b; Smits et al., 2013; Davarazani et al., 2014]. As discussed 
earlier, extensive experimental testing by Bénet and Jouanna [1982], Ruiz and Bénet [2001], 
Chammari et al. [2003], Bénet et al. [2009], and Lozano et al. [2009] has shown that Lp is 
dependent on soil water saturation, temperature, and total gas pressure. It therefore stands to 
reason that the other phenomenological coefficients must also show some dependency on these 
state variables in addition to airflow. Future work should focus on the development of these 
relationships through precision experimentation and/or pore-network modeling. Microscopic 
non-equilibrium phase change studies have also shown that the phase change is closely linked to 
interfacial area [Eames et al., 1997]. Ideally, future continuum scale non-equilibrium phase 
change would also focus on the adoption of interfacial area which may remain difficult until a 
single interfacial area-saturation-capillary pressure constitutive relationship is developed for the 
soil of interest. 
4.6 Conclusions 
The purpose of this paper was to further explore non-equilibrium phase change in porous 
media with the goal of initiating further interest and research on the topic. This was 
accomplished by comparing and analyzing the results of four non-equilibrium phase change 
formulations based on irreversible thermodynamics, first-order reaction kinetics, and kinetic 
theory of gases under a variety of environmental conditions (e.g. surface temperature, humidity 
121 
 
and wind speed) and initial conditions (e.g. depth to water table, temperature) to determine each 
formulation’s ability to accurately capture evaporation and other associated subsurface heat and 
mass transfer processes. Formulations were tested both against each other and precision 
laboratory data generated in a unique soil tank outfitted with a sensor network capable of 
measuring soil and air temperature, soil moisture, relative humidity, wind speed, and weight loss. 
All modeling efforts were performed in the absence of the vapor enhancement factor, a 
commonly employed empirical fitting parameter, so as to provide a better basis of comparison 
between formulations. As a final component of this study, the ability of the non-equilibrium 
phase change and equilibrium phase change approaches to capture cumulative evaporation and 
evaporation rate were also analyzed. 
Results showed that the continuum scale Hertz-Knuden non-equilibrium phase change 
formulation (Formulation 4), based on the kinetic theory of gases, consistently performed the 
best during simulations for the conditions tested. Comparisons of the non-equilibrium phase 
change formulations show the importance of selecting the proper formulation to provide the best 
estimations of cumulative evaporation and evaporation rate, soil saturation distributions, etc. 
under various environmental conditions in addition having phenomenological coefficients with 
physical meaning. In particular, selecting the proper formulation (e.g. Formulation 4) may allow 
commonly used empirical fitting parameters such as the artificial vapor enhancement factor to be 
neglected, greatly simplifying model calibration. Transitory evaporation between Stages I and II, 
is still not fully captured correctly using the non-equilibrium phase change approach, suggesting 
that some of the physics are still not being properly captured by the model. During the final 
analysis of the present study, simulation results showed that vapor concentrations within the soil 
never approached equilibrium conditions. Furthermore, when the simulation results of an 
equilibrium and non-equilibrium phase change based model were compared, the latter clearly 
provided the best estimations of evaporation. As mentioned above, the goal of our work is to 
improve upon the representation and understanding of phase change in porous media, regardless 
of the use of equilibrium or non-equilibrium based modeling approaches. Therefore, we did not 
assume a simplification (i.e. equilibrium phase change) of a more complex and realistic process 
(i.e. non-equilibrium phase change). With that, we sincerely hope that by showing the different 
ways to present water vapor transport processes in porous media, others will be encouraged to 
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This chapter explores the effects of vertical textural contrasts (i.e. vertical 
heterogeneities) on heat and mass transfer processes in subsurface and in near-surface 
atmospheric boundary layers. Heterogeneities are defined in terms of disturbed soils, or soils that 
differ in terms of hydraulic and thermal properties resulting from different packing porosities and 
densities. The reader is referred to Chapter 2.5 for a discourse on bare-soil evaporation from 
horizontally layered heterogeneous soils which was not investigated in this chapter. 
Experimentation was performed with the assistance of Benjamin Wallen. Numerical simulaitons 
were performed using a heat and mass transfer model originally developed by Dr. Abdullah 
Cihan and Dr. Kathleen Smits in Smits et al. [2012] 
5.1 Abstract 
The sensitivity of water distributions and flux predictions to the hydraulic and thermal 
properties of homogeneous soils have been extensively studied experimentally and numerically 
at the laboratory and watershed scales. Despites its relevance and application in many natural 
and manmade environments (e.g. soils disturbed by tillage practices, wheel-track compaction, 
buried ordinances, and fire burns), there are very few studies focusing on evaporation from 
disturbed soil profiles. Soil disturbance refers to local changes in soil hydraulic and thermal 
properties that result from changes in soil porosity and density. This study explores the effects of 
soil disturbance on subsurface water distributions and flux predictions (i.e. liquid water and 
water vapor) in addition to boundary layer development above the soil surface. Theory 
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previously developed by the authors is modified to allow for the coupling of single-phase (gas) 
two-component (air and water vapor) atmospheric flow and two-phase (gas, liquid) two-
component (air and water vapor) flow in porous media at the continuum scale under non-
isothermal, non-equilibrium conditions in order to simulate the drying behavior and processes 
associated with evaporation from disturbed soils. Modeling results are validated and compared 
with precision experimental data generated in a two-dimensional soil tank filled with a tightly 
packed soil that contains a loosely packed soil inclusion. The soil tank was outfitted with an 
array of sensors for the measurement of wind speed, soil and air temperature, relative humidity, 
soil saturation, and weight. Results demonstrate that, by using this coupling approach, it is 
possible to predict the two stages of evaporation in a drying heterogeneous soil. Liquid water is 
observed to flow from the loosely packed soil region to the tightly packed soil regions via 
capillary pumping; water fluxes are shown to occur in the opposite direction from vertical drying 
fronts. Thin momentum, temperature, and mass concentration boundary layers develop and 
change spatially and temporally in response to soil conditions (i.e. porosity) and evaporation rate. 
5.2 Introduction 
Average global evapotranspiration from land surfaces on Earth is on the order of 0.5 m 
yr
–1
 [Brutsaert, 1986] of which bare-soil evaporation accounts for a significant portion, 40-50%, 
according to many partitioning studies [e.g. Dirmeyer et al., 2005; Lawrence et al., 2006]. Bare-
soil evaporation is therefore one of the main governing processes responsible for controlling 
water and energy exchanges between the land and atmosphere. It is a complicated multiphase 
phenomenon that involves pore-scale mass and energy transfer, phase change, and liquid-vapor 
interfacial displacement [Shokri et al., 2010] which in turn is affected by the strongly coupled 
interactions of soil properties (i.e., thermal and hydraulic), internal transport mechanisms (e.g., 
vapor diffusivity), and atmospheric demand (e.g., humidity, temperature, air flow, surface 
radiation) [van Brakel, 1980; Prat, 2002]. The sensitivity of water distributions and water flux 
predictions to the hydraulic and thermal properties of homogeneous soils has been extensively 
studied at both the catchment basin and laboratory scales in a variety of different contexts. 
Surprisingly, little work has focused on evaporation in heterogeneous soils, despite the relevancy 
to sedimentary layered environments [Press and Siever, 1986; Mohanty and Zhu, 2007], fire 
burn environments [Massman et al., 2008], and locations where soil is disturbed or loosened by 
soil tillage practices, wheel-track compaction, or the placement of buried objects such as a 
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landmines [Reicosky et al., 1980; Hammel et al., 1981; Hendrickx et al., 2003; van Dam et al., 
2005; Smits et al., 2013].  
Literature available on evaporation from heterogeneous soils is often in the context of 
mulch layers [e.g. Modaihsh et al., 1985; Chung and Horton, 1987; Yamanaka et al., 2004; Yuan 
et al., 2009; Fuchs and Hadas, 2011], water loss barriers [e.g. Shokri et al., 2008; Shokri et al., 
2010; Kidron and Tal, 2012], or sedimentary layered catchment basins [e.g. Kollet, 2009; Rihani 
et al., 2010]. Less work has been performed for heterogeneous soils with textural contrasts (e.g. 
coarse and fine soils) separated by a vertical interfaces [e.g. Lehmann and Or, 2009; Shahraeeni 
and Or, 2010; Shahraeeni and Or, 2011; Nachshon et al., 2011a; Nachshon et al., 2011b]. These 
studies have shown that the drying behavior of vertical texturally contrasting soils is more 
complex than those of homogeneous or horizontally layered heterogeneous soils. Evaporation 
behavior from soil columns consisting of fine and coarse soils, separated by a sharp interface, 
was first studied by visually tracking the movement of the evaporation front using time lapse 
photography [Lehmann and Or, 2009]. The distinct drying patterns were then explored in terms 
of evaporation rate using thermography measurements and surface energy balances (SEB) 
[Shahraeeni and Or, 2010; Shahraeeni and Or, 2011]. Nachshon et al. [2011a] and Nachshon et 
al. [2011b] used the same approach as Shahraeeni and Or [2010] to investigate salt precipitation 
in evaporative environments. Together, these four studies showed that under ambient conditions, 
the coarse soil region dried faster than the fine soil region despite having a lower evaporation 
rates which the authors attributed to capillary pumping, or the movement of liquid water due to 
capillary pressure gradients [Yotis et al., 2001]. Additional experiments performed by Lehmann 
and Or [2009] showed that total water loss from a heterogeneous packing configuration with 
vertical soil textural contrasts is greater than that of its homogeneous counterpart. 
Lehmann and Or [2009] proposed a conceptual model, later amended by Nachshon et al. 
[2011a], to explain the observed drying patterns and evaporative behavior discussed above – 
their explanation is also applicable to disturbed soils which differ in porosity and density (e.g. 
tight and loosely packed soil). During Stage I evaporation, often defined by high relatively 
constant evaporation rates and the establishment of a primary evaporation front [Lehmann et al., 
2008], evaporation rates are uniform in both the tight and loosely packed soil regions (Figure 
1a). However, the evaporation front in the loosely packed region quickly retreats, transitioning 
into vapor diffusion limited Stage II evaporation (Figure 1b) which has a much lower 
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evaporation rate. While this is occurring, the tightly packed region remains in Stage I 
evaporation [Lehmann and Or, 2009] and a third distinct evaporation front develops along the 
interface between the tight and loosely packed regions (Figure 1b), connecting the two horizontal 
evaporation fronts [Nachshon et al., 2011a]. Evaporation from this vertical plane suppresses 
evaporation rates in the loosely packed soil region by increasing local vapor concentrations. 
Liquid water is supplied from the loosely packed region to the tightly packed region by the 
capillary pressure gradient that develops between the horizontal evaporation fronts in each region 
(i.e. capillary pumping) [Lehmann and Or, 2009]. The variation in evaporation rates between the 
two soil regions also leads to differences in surface temperatures [Shahraeeni and Or, 2010]; 
surface temperatures are higher in the loosely packed region undergoing Stage II evaporation. As 
liquid water supplies become limited, the tightly packed region begins to transition into Stage II 
evaporation (Figure 1c). At late times, evaporation rates once again become approximately 
uniform as both soil regions are in Stage II evaporation (Figure 1d). It is important to note that he 
presence of capillary pumping and evaporation from the vertical interface has never been 
confirmed or validated. 
The behavior and processes described above that are associated with evaporation from 
vertical texturally contrasting heterogeneous soils has not yet been explored and validated using 
continuum scale heat and mass transfer models. The effects of the textural contrasts on the 
development of the momentum, thermal, and mass concentration boundary layers have also 
never been analyzed using the new generation models capable of simulating free-fluid and 
porous media flow [e.g. Mosthaf et al., 2011; Baber et al., 2012; Davarzani et al., 2014; Mosthaf 
et al., 2014]. These models describe the flow in the porous media using the macroscopic Darcy’s 
law and the microscopic Navier-Stokes equations in the free-fluid. Coupling is attained through 
the use of a slip boundary condition [Saffman, 1971] along with the assumption of temperature, 
mass concentration, and flux continuity at the interface. 
The purpose of this study is to test the conceptual model of Lehmann and Or [2009] as 
well as to better understand the effects of vertical texturally contrasting heterogeneous soil, on 
evaporation, subsurface transport processes, and near-surface boundary layers through precision 
experimentation and detailed numerical simulation. Theory previously developed by Smits et al., 
[2011, 2012] and Davarzani et al., [2014] that couples single-phase (gas), two-component (air 
and water vapor) transfer in the atmosphere and two-phase (gas, liquid), two-component (air and 
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water vapor) flow in porous media at the continuum scale under non-isothermal, non-equilibrium 
conditions is adopted. Specifically, the model is used to explore the effect of soil disturbance on 
subsurface water distributions and fluxes (i.e. liquid water and water vapor) in addition to the 
momentum, thermal, and mass concentration boundary layers in the free-fluid (i.e. atmosphere). 
Simulation results are compared with precision laboratory experimental collected under two 
different temperature boundary conditions using bench scale physical models (i.e. surface energy 
balance) and a unique low wind speed open-ended porous media/ wind tunnel outfitted with a 
sensor network. In previous vertical textural contrast studies, heterogeneities were distinguished 
in terms of the grain size (i.e. coarse and fine) which had similar porosities but different soil 
retention properties. In this study, heterogeneities are created using a single laboratory test sand 
packed to different densities so that a tightly packed soil contains a loosely packed soil inclusion
 
(a) (b) (c) (d) 
Figure 5.1 Conceptualization of evaporation from a heterogeneous soil column consisting of a 
loosely and tightly packed soil. (a) At early times, evaporation from both the loose and tightly 
packed soil regions is uniform. (b) The loosely packed soil region quickly transitions to Stage 
II evaporation as the evaporation front retreats below the soil surface. The duration of Stage I 
evaporation of the tightly packed soil is prolonged due to capillary pumping of liquid water 
from the loosely packed soil due to capillary pressure gradients. Evaporation occurs from the 
vertical evaporation front between the two soil regions in addition to the horizontal 
evaporation fronts in each soil region. (c) As the water supply becomes limited, the 
evaporation front in the tightly packed soil begins to retreat until the (d) tightly packed soil 
also transitions to Stage II vapor diffusion-limited evaporation. Evaporation and capillary 
pumping are denoted by black and white arrows respectively. The evaporation front is 





The model is divided into two parts, a free-fluid and a porous media domain. In this 
section, a summary of the governing equations for heat, mass, and momentum transfer in the 
free-fluid and porous media domains are presented. This discussion also includes the equations 
necessary for coupling the two domains, other applied boundary conditions, and modeling 
procedure. The reader is referred to Davarzani et al. [2014] for a detailed description of the 
model. This section concludes with a description surface energy balance applied in the present 
study to determine evaporation rates. 
5.3.1 Governing free-fluid transport equations 
Gas flow in the free-fluid domain is described using two dimensional continuity and the 
Navier-Stokes equations assuming fluid incompressibility and no thermal or solute expansion 
[Bird et al., 2007]: 











 , (5.2) 
where ρg (kg m
–3
) is the density of gas which is assumed to behave as an ideal gas [Lide, 2001], 
μg (Pa s) is the temperature dependent dynamic viscosity of the gas phase [Lide, 2001], ug (m s
–1
) 
is the gas phase velocity vector, pg (Pa) is the gas phase pressure, g (m s
–2
) is the gravitational 
acceleration vector, and t (s) is the time. Equation (5.2) assumes that the flow is laminar, a 
conventional generalization applied in coupled modeling of evaporation from bare-soil [e.g. 
Mosthaf et al., 2011; Baber et al., 2012; Davarzani et al., 2014]. This however, is an 
oversimplification of atmospheric conditions which in reality are normally turbulent – very little 
work has been performed to date in the area of coupling turbulent free-fluid flow and porous 
media flow [e.g. Kuznetsov et al., 2002; de Lemos and Silva, 2005; de Lemos, 2009]. 
Energy transfer in the free-flow domain is described by [Kaviany, 2001]: 
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) is the longitudinal thermal dispersion tensor of moist air. The mass conservation 
equation for water vapor in this domain is defined as [Bird et al., 2007]: 
 










Du , (5.4) 




) is the Taylor 
dispersion tensor of water vapor in air. The longitudinal dispersion coefficients in Equations 
(5.3) and (5.4) are expressed for stratified flow according to the formulations of Wooding [1960]. 
5.3.2 Governing porous medium transport equations 
The immiscible incompressible flow of liquid water and gas in a rigid porous medium 





















































) is the porosity of the soil, ρl (kg m
–3
) is the temperature dependent density of 
liquid water [Hillel, 1980], ρg (kg m
–3
) is the density of gas which is assumed to behave as an 
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where kr,l and kr,g (–) are water and gas relative permeabilities, kp (m
2
) is the intrinsic 
permeability tensor, g (m s
–2





temperature dependent dynamic water and gas viscosities [Lide, 2001], pl and pg (Pa) are water 
and gas pressures, and z (m) is elevation relative to a defined datum. m  is defined according to 
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) is the ideal gas constant, Mw (kg mol
–1
) is the molecular weight of 
water, T (K) is temperature, rd (m) is the radius of interface curvature at air entry, fc and fe are the 
dimensionless condensation and evaporation coefficients respectively, cv (kg m
–3
) is the vapor 
concentration, and cveq (kg m
–3
) is the equilibrium vapor concentration. cveq is defined as the 
product of the saturated vapor concentration and Kelvins equation [Campbell, 1985]. 
Liquid water and gas pressure, determined by solving Equations (5.5-5.6), are used to 
calculate macroscopic capillary pressure according to pc(Sl) = pg – pl. To compute the saturation 
and relative permeability of the wetting and non-wetting phases, several empirical models such 
as those of van Genuchten [1980] and Brooks and Corey [1964] are often used. These models 
consistently fail to capture retention properties at low saturations. Therefore, several extensions 
to these classical models have developed [e.g. Fredlund and Xing, 1994; Fayer and Simmons, 
1995; Webb, 2000; Khlosi et al., 2006]. The Fayer and Simmons [1995] model, which accounts 
for the adsorption of water vapor to soil through a modification of residual saturation, is 
employed in the present study. Under dry soil conditions, liquid film flow can significantly 
enhance the drying rate through the reduction of diffusion path lengths [Laurindo and Prat, 
1998; Yiotis et al., 2004]. The contributions of both capillary and film flow to hydraulic 
conductivity across the full range of saturations are therefore taken into account [Zhang, 2010]. 
The van Genuchten [1980] model is used to describe hydraulic conductivity due to the capillary 
flow (dominant at intermediate to high saturations) while the model develop by Tokunaga [2009] 
was implemented to describe the portion due to film flow (dominant at low saturations). 
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) is the effective 
vapor diffusion coefficient expressed as the product of the binary diffusion coefficient of water 
vapor in air and the Penman [1940] tortuosity model. 
Heat is transferred in the porous media by convection, conduction (described by Fourier’s 
law), and the latent heat due to phase change [Whitaker, 1977]: 
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) is the effective soil heat capacity, ρb (kg m
–3
) is 




) is the effective soil thermal conductivity, Qloss (W m
–3
) is 
the heat loss, Lv (J kg
–1
) is the latent heat of vaporization of liquid water which varies with 




) is the heat capacity. The 
subscripts l and g denote the liquid water and gas phases, respectively. Equation (5.9) assumes 
local thermal equilibrium (i.e. T = Ts = Tl = Tg) as commonly done in continuum scale heat and 
mass transfer models [Mosthaf et al., 2011]. The effective thermal conductivity is described 
using the Campbell et al. [1994] model which accounts for the contributions of the liquid water, 
gas, and solid phases. 
5.3.3 Domain coupling 
To couple the porous medium and free-fluid domains, boundary conditions applied at the 
interface between the two domains are required. The coupling conditions are motivated by 
thermodynamic equilibrium and mirror those of a simple interface; the reader is referred to 
Mosthaf et al. [2011] for discussion. Continuity of the normal stresses of the gas phase is written 
using a pressure-jump boundary condition [Whitaker, 1999]: 
    
pmgffgg
pp  nuI g on Γ,  (5.10) 
where I is the dimensionless identity tensor and n is the dimensionless unit normal vector. The 
subscripts ff and pm denote the free-fluid and porous media domains respectively, and Γ denotes 
the interface between the free-fluid and porous media domains. The gas pressure in the porous 
media domain is calculated as the summation of the capillary and water pressures. The liquid 
water flux at the interface is set equal to zero (no flow) and the normal gas flux as:  
     
pmgffg
nunu gg   on Γ. (5.11) 
The tangential component of velocity on Γ is expressed using the Beavers-Joseph-








on Γ, (5.12) 
in which tj (j=1, …, n-1) is the linear unit tangential vector, and αBJ (–) is the Beavers-Joseph slip 
parameter which depends on flow conditions, porosity, interface location, and interface 
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microstructure. A value of 0.01 is used for αBJ based on the work of Kim et al. [1994] for a soil 
similar to the one used in the present study. Local thermal equilibrium at the interface is 
assumed; the continuity boundary condition for temperature at the interface is given by:  
   pmff TT  on Γ, (5.13) 
which in turn allows the continuity of the heat fluxes to be written as: 




ggggp TTCTCTTC nuunu glg   on Γ, (5.14) 




) is the gas thermal conductivity. Similarly, continuity of the mass fraction 
of the water vapor in the gas phase can be written as: 
   
pmvffv
ww  on Γ, (5.15) 
and the mass flux of the water vapor as: 
       
pmvgvgvgffvgvgvg
wDwwDw nunu   * on Γ. (5.16) 
5.3.4 Boundary conditions 
In the present study, the porous medium domain is divided into two subdomains 
consisting of a tightly packed soil that contains a loosely packed soil inclusion, see Figure 5.2. 
The sides and bottom of the porous medium domain (Figure 5.2) are described using no flow 
boundary conditions with respect to both heat and mass (i.e. liquid water, gas, water vapor) 
transfer. The internal boundaries between the loose and tightly packed regions assume continuity 
with respect to liquid water, gas, water vapor, and heat. All heat loss from the porous media is 
addressed through the Lv m  and Qloss terms in Equation (5.9) and heat flux in Equation (5.14). 
The left boundary of the free-fluid domain (Figure 5.2) is provided time-dependent 
relative humidity and temperature experimental data. A laminar velocity profile is also applied to 
the left side of the free-fluid domain (i.e. the inlet). The profile is generated by numerically 
solving the Blasius [1908] equations in MATLAB (Mathowrks, Inc.) and applying the mean 
experimental wind speed. Heat and mass loss from the top and right side of this domain is 
described by using free advection and convection boundary conditions respectively. These same 





5.3.5 Surface Energy Balance 
Total cumulative evaporation and evaporation rates were determined using a mass 
balance approach measured using a weighting scale. This is a very accurate method for 
determining water losses but reveals nothing regarding evaporation from each soil packing 
respectively. A surface energy balance (SEB) based off the work of Shahraeeni and Or [2010] 
was derived for the experimental set-up employed in the present in order to estimate soil packing 
specific evaporation. The following discussion presents many of the key components and aspects 
of the SEB used in the present study that focuses on bare-soil evaporation from heterogeneous 
surface consisting of porosity differences. 
The SEB modified from Shahraeeni and Or [2010] is based on the classical formulation 
of Penman [1948]: 
HRGLE n  , (5.17) 
Figure 5.2 Visualization of the boundary conditions applied to the numerical heat and mass 
transfer model modified for use in the present study in which J denotes flux, T denotes 
temperature, and w
v
 denotes the mass fraction of water vapor in air. The subscripts l, g, and T 
correspond to the wetting phase, non-wetting phase, and heat respectively. 
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where LE (W m
–2
) is the latent heat flux, G (W m
–2
) is the soil heat flux, Rn (W m
–2
) is the net 
radiation flux, and H (W m
–2
) is the sensible heat flux. Re-writing Equation (5.17) in 
infinitesimal elemental form accounting for heat gain/loss due to evaporation, conduction, time 
dependent heat storage, long wave radiation, and forced convection yields [Shahraeeni and Or, 
2010]: 





















in which ρl (kg m
–3
) is the density of water, Lv (J kg
–1
) is the latent heat of vaporization, ė (m s
–1
) 
is the evaporation rate, Δh (m) is the thermal decay depth calculated according to [Gardner and 






) is the Stefan-Boltzmann constant, ε (~0.92 wet soil) is 
the surface emissivity, T∞ (K) is the atmospheric temperature, Ts (K) is the surface skin 








)  is the 
effective thermal conductivity, Cp (J kg
–1
) is the soil heat capacity, and t (s) is time.  
 Shahraeeni and Or [2010] showed that the ratio of radiation and and convection 
coefficients are equal to the radiation-convection term ratio  ahT 3 . This in turn allows the 
radiation term to be ignored. The authors similarly argued that heat storage at the interface 
between the porous media and free-fluid is negligible. Solving Equation (5.18) with these two 
assumptions and the packing configuration of the present study (Figure 5.3), allows the final 
form of the SEB to be written as: 
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 , (5.21) 
where w (m) is the width of the tank, and T  (K) is the average surface temperature of a given 
soil packing. The subscripts x(upstream) and x(downstream) refer to the horizontal temperature 
gradient between two temperature measurements made immediately before and after the 
upstream and downstream vertical interfaces respectively. Heat losses under constant airflow 
conditions are primarily due to forced convection. The convective heat transfer coefficient, ha, 
140 
 
can be defined in terms of the dimensionless Nusslet Number  Nu  which can be expressed as 














) is the thermal conductivity of air, xtot (m) is the total length of the soil tank 






Pr , (5.23) 




) is the heat capacity of air, and μa (Pa s) is the dynamic viscosity of air. 
The use of Equation (5.22) is valid for values of Re ≥ 10
5
 and Pr ≥ 0.6[Incropera and DeWitt, 








 , (5.24) 
where u (m s
–1
) is the average air velocity, ρa (kg m
–3
) is air density, Dh (m) is the hydraulic 

















 , (5.25) 
in which w (m) is the width of the tank, and H (m) is the height of the duct.  
5.4 Materials and Methods 
 Below follows a detailed description of the experimental apparatus, soil materials, and 
sensor technologies employed. This is followed by a summary of the experiments performed. 
5.4.1 Apparatus description 
A two-dimensional soil tank (Figure 5.3) is constructed out of 1.2 cm thick acrylic 








) with an internal length, 
width, and height of 25, 9.1, and 55 cm respectively. The soil tank is interfaced with an open-
ended wind tunnel constructed out of galvanized steel ducts with an upstream length of 2.2 m 
and a downstream length of 1.6 m. A VS200 variable speed controller (Suncourt, Inc.; USA) is 
connected to a 15.2 cm diameter Pro DB6GTP in-line duct fan (Suncourt, Inc.; USA) located 
downstream of the soil tank (Figure 5.3a) to induce and control airflow; a galvanized steel duct 
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damper is also used to help control wind speed. The free-stream wind speed is monitored 
immediately downstream of the soil tank (Figure 5.3a) at 10 minute intervals using a 167-12 
stainless steel pitot-static tube (Dwyer Instruments, Inc.; USA) that has an accuracy of + 5%. The 
air temperature within the experimental apparatus is maintained using five Infrared Salamander 
Model FTE 500-240 ceramic radiative heaters (Mor Electric Heating Assoc., Inc.; USA) 
installed in series along the upstream duct work as shown in Figure 5.3a. The heaters are 
controlled by a 2104 temperature control system (Chromalox; USA) regulated by an infrared 





Figure 5.3 Schematic of experimental apparatus: (a) complete setup consisting of soil tank 
interfaced with the wind tunnel and (b) tank and sensors. Note that all dimensions are given in 
centimeters and that figure is not drawn to scale. 
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5.4.2 Packing configuration and soil material 
Accusand #30/40 (Accusands, Unimin Corps.; USA), a silica sand with grain sizes 
ranging from 0.420 to 0.595 mm, is used in the two experiments run as part of the present study. 
The manufacturer provided technical sheet identifies this sand’s uniformity coefficient as 
approximately 1.2, grain density as 2.65 g cm
–3
, grain shape as rounded, and mineralogical 
composition as 99.8% quartz. Other select Accusand #30/40 properties are provided in Table 5.1. 
 



















Van Genuchten Parameters 
α (cm
–1
) n (–) 
Tight 1.79 11.1 0.028 0.06 20 
Loose 1.54 7.2 0.024 0.08 21.5 
*
Parameters determined using RETC based upon experimental data 
 
The tank is wet-packed using deionized water in the configuration presented in Figure 
5.3b Packing regions are identified by their average porosity (e.g. tightly packed region average 
porosity = 0.312; loosely packed region average porosity = 0.440). The bottom tightly packed 
soil region is 0.4 m deep and 0.25 m wide. The top 0.15 m of soil is divided into two 0.05 m 
wide tightly packed regions located on either side (i.e. upstream and downstream) of a 0.15 m 
wide loose packing, see Figure 5.3b. Baffles are used to prevent mixing across the boundaries of 
the tight and loose packing regions (Figure 5.3b). During the packing process, sand is poured 
evenly with the tightly packed soil regions in 2.5 cm increments that are then tamped before the 
tank walls are tapped repeatedly with a rubber mallet; refer to Sakaki and Illangasekare [2007] 
for a detailed explanation of this packing procedure. Once the tightly packed regions are 
completed, the loosely packed sand inclusion is begun. Tamping and tapping is not employed for 
the loose sand packing in order to prevent settling and compaction. Once the sand surface is even 
with the top of the tank, the baffles are removed and relative humidity and temperature surface 
sensors are installed on the soil surface.  
5.4.3 Sensor technologies employed 
Soil saturation distributions within the tank are continuously monitored at 10 minute 
intervals using a total of 25 EC-5 dielectric soil moisture sensors (Decagon Devices, Inc.; USA) 
which measure the dielectric permittivity of the surrounding porous medium in terms of an 
analog-to-digital converter number (ADC count) which is converted to soil saturation using the 
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two-point -mixing model developed by Sakaki et al. [2008]. Soil saturation is measured with an 
accuracy of + 3%. These sensors are installed horizontally between the depths of 2.5 and 22.5 cm 
in 5 cm increments as shown in Figure 5.3b. Data is stored on five EM50 5-channel dataloggers 
(Decagon Devices, Inc.; USA). 
A total of 19 ECT temperature sensors (Decagon Devices, Inc.; USA) are similarly 
installed horizontally in 5 cm increments between the depths of 2.5 and 22.5 cm (Figure 5.3b) to 
monitor subsurface temperature distributions with an accuracy of ± 1 °C. An additional two ECT 
sensors were placed at a height of 8.5 cm above the soil surface to measure air temperature. Data 
is monitored and recorded every 10 minutes using five EM50 5-channel dataloggers. 
Five EHT (Decagon Devices, Inc.; USA) are used to simultaneously measure relative 
humidity and temperature directly at the soil surface and in air immediately upstream and 
downstream of the soil tank (Figure 5.3a). According to manufacturer specifications, temperature 
is measured with and accuracy of ± 1 °C and relative humidity with and accuracy of + 3% 
between 5 and 100%. The three EHT sensors used to measure the surface relative humidity and 
temperature conditions are placed in firm contact with soil surface so as to better reflect the 
conditions immediately at the soil-atmosphere interface. Measurements are made every 10 
minutes and stored on one EM50 5-channel datalogger. 
Surface temperature is also measured remotely using a 320×240 pixel resolution Model 
7320 infrared camera (Infrared Cameras, Inc. (ICI); USA) as shown in Figure 5.3a. The camera 
measures the thermal infrared radiation emitted by surfaces in the spectral range of 7-14 μm with 
a thermal sensitivity of 38 mK and accuracy of +1 
o
C. Emissivity, reflection, and transmission 
corrections are automatically applied by the IR Flash software (ICI; USA) used to control the 
camera. Average temperatures recorded by this camera are used in a sensible energy balance 
model, described in Chapter 5.3.5, to calculate evaporation. 
Evaporation rate is also determined by placing the soil tank on a 65 kg +1 g Model 
11209-95 strain-gauge type weighting scale (Sartorius Corp.; USA).  Automatic weight 
measurements (i.e. water loss) are made every 10 minutes and written directly to file using 
LabVIEW software (National Instruments Corp.; USA). The location of the primary evaporation 
front is visually tracked with the use of a PowerShot Se IS digital camera (Canon; USA). Digital 
images are taken on an hourly basis and saved to file on a dedicated computer using 
CameraWindow software (Canon; USA).      
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5.4.4 Experimental summary 
Two 20 day long experiments are conducted under varying air temperature, relative 
humidity, and wind speed conditions. The first experiment, referred hereon as EX-A, is run 
under ambient conditions whereas the second experiment (EX-30C) is performed for elevated 
temperatures. A summary of average conditions can be found in Table 5.2. 
 






























EX-A 22.9 19 22.3 0.755 0.312 0.44 
EX-30C 36.5 10 32.5 1.094 0.320 0.417 
 
5.5 Results and Discussion 
In this section, experimental and numerical simulation results are presented. 
5.5.1 Comparison between observed and simulated results 
Figure 5.4 presents experimental and simulated time-dependent atmospheric and surface 
temperatures for each soil region (i.e. upstream, center, downstream) and experiment (i.e. EX-A 
and EX-30C). Experimental and simulated temperatures are in good agreement in terms of both 
value and trends. In general, the numerical model predicts lower surface temperatures than those 
observed but still within the 1°C accuracy of the temperature sensors employed. Temperature 
fluctuations, ± 1.5 °C for EX-A and ± 4.75 °C for EX-30C, are due to the daily cycling of the 
laboratory climate system and associated response of the heater control system. Surface 
temperature increases between days 5 and 8 for EX-A and 2 and 6 for EX-30C (Figure 5.4d-f); 
the greatest increases are observed in the loosely packed soil region. This observed temperature 
increase coincides with the transition of the evaporation from Stage I to Stage II. During Stage I 
evaporation (i.e. days 0-5 EX-A, 0-2 EX-30C), the soil surface is cooled by a combination of 
phase change and convective heat losses. The lower downstream temperatures are the result of 
fetch cooling the near surface free-fluid air temperature – a similar observation was made by 
Davarzani et al. [2014]. The temperature difference is especially noticeable in the case of EX-




Time-dependent observed and simulated subsurface temperature for the three soil regions 
are shown in Figure 5.5 at the depths of 2.5, 7.5, and 12.5 cm. The model predicts soil 
temperatures that deviate by no more than 1.5 °C from measured values. As in the case of the 
atmospheric and surface temperatures, the subsurface temperatures fluctuate daily, but to a much 
smaller degree because of the low thermal conductivity of the soil tank’s acrylic glass walls and 
the insulating capacity of the soil itself. Figure 5.5 shows that the sensors close to the soil surface 
are influenced more by the free-fluid flow than those at greater depths. Subsurface temperatures 
also vary laterally as demonstrated by the elevated upstream subsurface temperatures, especially 
in the case of EX-30C. The abrupt temperature increases between days 5–8 (EX-A) and days 2–6 
(EX-30C) are visible throughout the soil profile, although much more pronounced close to the 
soil surface. This increase again coincides with the transition from Stage I to Stage II 
evaporation. 
Time-dependent vapor concentrations at the soil surface of each soil region are displayed 
in Figure 5.6 for EX-A and EX-30C. Experimental data and simulated results are generally in 
good agreement. The higher experimental concentrations for EX-30C are due to the elevated 
temperature which affects the water vapor holding capacity of air. Figure 5.6 shows that the 
vapor concentration in the loosely packed center soil region decreases earlier and more rapidly 
than the tightly packed regions. This corresponds to a faster drying rate in the loosely packed 
region.  Looking at Figure 5.6, the upstream and downstream vapor concentrations appear to 
decrease at the same time. Close inspection however, reveals that there is slight asymmetric 
drying behavior present – water vapor concentrations decrease approximately 0.25 days earlier in 
the upstream soil region than the downstream region. 
 Observed and simulated time-dependent soil saturation profiles for EX-A and EX-30C 
are plotted at depths of 2.5, 7.5, and 12.5 cm in Figure 5.7. Data is not shown for depths greater 
than 12.5 cm because the soil remained fully saturated below this depth after 20 days. As 
demonstrated in Figure 5.7, soil saturation decreases at varying rates and amounts based on both 
vertical and horizontal location within the soil tank. Looking at the upstream and downstream 
tightly packed regions, the evaporation front (the interface between the water-saturated and 
partially air-filled region) moves very quickly through the first row of sensors (Figure 7a and 7c) 








a) b) c) 
d) e) f) 
Figure 5.4 Time-dependent experimental and simulated temperature (a-c) 8 cm above the soil surface for the upstream, center, and 
downstream soil regions respectively and (d-f) at the soil surface for the upstream, center, and downstream soil regions 
respectively for EX-A and EX-30C. The error bars represent the 1°C measurement uncertainty associated with the temperature 
sensors used in the present study. 
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Figure 5.5 Time-dependent experimental and simulated subsurface temperatures (a-c) 2.5 cm, (d-f) 7.5 cm, and (g-i) 12.5 cm 
below the soil surface for the upstream, center, and downstream soil regions respectively. Error bars represent the 1°C 
measurement uncertainty associated with the temperature sensors used in the present study. 
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Figure 5.6 Experimental and simulated vapor concentration as a function of time at the soil surface (i.e. 0.55 m above tank bottom) 
for the (a) upstream region, (b) center region, and (c) downstream region for EX-A and EX-30C. Error bars represent the 3% 
measurement uncertainty associated with the relative humidity sensors used in the present study. 
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The evaporation front progresses more slowly through the second and third row of 
sensors as seen by the more gradually sloped saturation curves. The asymmetry of the drying in 
both regions is barely perceptible – again the upstream tightly packed soil region begins to dry 
sooner than the downstream tightly packed soil region. The loosely packed center soil region 
dries the fastest as evidenced by the steeper slope of the saturation curves (Figures 5.7b, 5.7e, 
and 7h) – this is especially evident at depths of 7.5 and 12.5 cm. The evaporation front reaches 
the second row of sensors (7.5 cm) by day 2-2.5 for the loose center region compared to day 4-5 
for the tight upstream and downstream regions. The elevated temperatures in EX-30C increases 
evaporation rates and as a result of the slope of the saturation curves which is in direct agreement 
with the findings of Huinink et al. [2002]. Upon termination of each experiment, residual 
saturation is reached between the depths of 7.5 and 12.5 cm in the loosely packed center region 
and is never reached in either tightly packed region. In the case of EX-30C, simulated saturation 
in the center region is able drop below the set residual value due to the use of the Fayer and 
Simmons [1995] soil retention function. 
Figure 5.7 shows that simulated soil moisture is in good agreement with experimental 
results at a depth of 2.5 cm but deviates at greater depths. This disparity is due in part to 
variations in local soil properties such as porosity and bulk density [Assouline, 2006]. As will be 
shown later, the poor fit of simulated soil saturation at a depth of 12.5 cm in the loosely packed 
center soil region (Figure 5.7h) corresponds to both an under prediction of evaporation and 
associated reduction of the capillary pressure gradient as the evaporation fronts retreat in the 
tightly packed soil regions. 
It is difficult to actually track the location of the evaporation front by analyzing just the 
soil saturation data in Figure 5.7. This is due to the sampling volume of the EC-5 soil moisture 
sensors having an effective radius of 2.5 cm, or total effective depth range of 5 cm. This means 
that any measurement provided by these sensors is an averaged value over a 5 cm range. 
Therefore when soil saturations less than unity begin to be observed, the evaporation front can be 
located at any depth within the 5 cm range of the sensor. Time-lapse photography offers another 
approach for visually tracking the location of the evaporation front. The front is identified by 
differences in color associated with partially saturated and fully saturated sand. 
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Figure 5.7 Time-dependent experimental and simulated soil saturation (a-c) 2.5 cm below the soil surface, (d-f) 7.5 cm below the 
soil surface, and (g-i) 12.5 cm below the soil surface for the upstream, center, and downstream soil regions respectively. The error 
bars represent the 3% measurement uncertainty associated with the soil moistures sensors applied in the present study. 




























Downstream Soil Region (Tight)






















Center Soil Region (Loose)


















































































































































Figure 5.8 depicts the location of the experimental and simulated primary evaporation 
front at four times during each 20 day experiment. Analysis of these plots shows that the 
experimental data and simulation results are generally in good agreement as seen in the soil 
saturation data. Sharp vertical interfaces, or drying fronts, are observed in both the experimental 
and simulation results. This would be expected for the numerical model in which sharp interfaces 
are defined – the fact that it is observed experimentally shows that the packing procedure 
outlined in Chapter 5.4.2 results in very little mixing between the tight and loosely packed 
regions. In both EX-A and EX-30C, the evaporation front retreats rapidly in the first 5 days (i.e. 
Stage I evaporation). The evaporation front propagation slows considerably for the remaining 15 
days of each experiment. The slow propagation after Day 5 is the result of a decrease in 
evaporation rate as water vapor transport becomes diffusion limited (i.e. Stage II evaporation). 
Figure 5.8 shows that the retreat of the drying front is greater in the loosely packed center soil 
region than in the tightly packed upstream and downstream soil regions – directly correlating 
with soil saturation observations. The higher evaporation rates of EX-30C are responsible for the 
greater evaporation front retreat. 
 
Figure 5.8 Locations of the experimental and simulated drying front on days 0, 1, 5, and 20 






Figure 5.9 presents observed and simulated (i.e. COMSOL and SEB) total evaporation 
rates and cumulative evaporation from the entire soil tank for EX-A and EX-30C. Experimental 
total evaporation is calculated using a mass balance approach and weighting scale data. In the 
case of EX-A (Figure 5.9a-b), Stage I evaporation occurs for approximately 5.25 days with a 
mean evaporation rate of 0.4 mm hr
–1
. EX-30C (Figure 5.9c-d) on the other has a Stage I 
evaporation duration of 3 days with a mean rate of 0.6 mm hr
–1
. The shorter duration and greater 
evaporation rate EX-30C is the result of the greater atmospheric demand associated with the 
experiment. Stage II evaporation rates under both experimental conditions are approximately 
identical (~ 0.1 mm hr
–1
) as would be expected given that Stage II is controlled by soil properties 
[Shokri and Or, 2011]. The duration of Stage I evaporation under each experimental condition 
correlates nicely with the observed temperature increases and relative humidity decreases 



































































































































Figure 5.9 Comparison between experimental and simulated time-dependent (a and c) total 
evaporation rate and (b and d) cumulative evaporation for EX-A and EX-30C respectively. 
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In the case of EX-A (Figure 5.9a-b), evaporation rate and cumulative evaporation 
predicted by both models are in good agreement with the experimental data. The coefficients of 
determination between the experimental and simulated curves are 97.2 and 93.3% for the 
COMSOL and SEB models, respectively. The COMSOL model overestimates Stage I 
evaporation rate (0.45 mm hr
–1
) and underestimates its duration (2 days). The SEB model on the 
other hand accurately captures the duration of Stage I evaporation (5 days) but consistently 
underestimates the evaporation rate (0.25 mm hr
–1
). Stage II evaporation rates are in much better 





The coefficient of determination between the experimental data and COMSOL model is 
98.6% for EX-30C with the only major discrepancy being a 1 day difference in Stage I 
evaporation duration. SEB model results are not shown for EX-30C (Figure 5.9c-d) because 
large temperature gradients between the soil surface and atmosphere (e.g. the 12 °C gradient in 
EX-30C) leads to overestimations of evaporation rate by the Shahraeeni and Or [2010] model 
used in the present study. 
Weight measurements are an accurate method for determining total water loss, but 
unfortunately reveal nothing regarding evaporation from specific soil regions. This is where the 
value of employing the SEB model, which allows soil region specific evaporation rates to be 
calculated, becomes apparent. Figure 5.10 provides a comparison of the evaporation rate and 
cumulative evaporation curves for each soil region as predicted by the COMSOL and SEB 
models for EX-A. The mean evaporation rates during Stage I and Stage II evaporation simulated 
by the COMSOL model are greater than those estimated by the SEB. According to the COMSOL 
model, the tightly packed soil regions have a Stage I evaporation rate of 0.55 mm hr
–1
 that lasts 
approximately 3 days. The loosely packed center region has an average Stage I evaporation rate 
of 0.4 hr
–1
 that lasts only 2 days. The Stage II evaporation rates in the tight and loosely packed 
regions are approximately 0.14 and 0.08 mm hr
–1
, respectively. The SEB model predicts Stage I 
durations of 8.5 and 6 days with evaporation rates of 0.5 and 0.28 mm hr
–1
 in the tight and 
loosely packed regions, respectively. During Stage II evaporation, evaporation rates vary 
between 0.01 mm hr
–1
 and 0.05 mm hr
–1
 in all three soil regions.  
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d) e) f) 
Figure 5.10 Time-dependent evaporation rate and cumulative evaporation from the three soil packing domains (i.e. tight upstream, 
loose middle, tight downstream) determined using the SEB approach and through numerical simulation for EX-A. (a-c), and (c-f) 
correspond to the evaporation rate and cumulative evaporation curves for the tight upstream soil region, loose middle soil region, 
and tight downstream soil region respectively. 






















































Negative values (i.e. condensation) are predicted by the SEB model because measured 
surface temperatures are greater than atmospheric temperatures. Sensitivity analysis of the SEB 
show that a higher surface temperature of less than 0.5 °C is sufficient to change evaporation 
rates by 0.1 mm hr
–1
. Given the underestimation of total evaporation rate and the sensitivity of 
the SEB to temperature gradients, it is likely that the SEB model results presented in Figure 5.10 
underestimate actual evaporation rates which are likely closer to those predicted by the 
COMSOL model. 
Figure 5.10a-c shows that evaporation rates are slightly higher in the upstream region 
compared to the downstream region, especially during Stage I evaporation. Although also seen in 
the COMSOL model results, it is most discernable in the SEB data. The greater upstream 
evaporation rates are the result of the larger atmospheric demand. Atmospheric demand is 
lowered downstream by fetch; evaporation is suppressed by the lower near-surface air 
temperature and higher relative humidity. The loosely packed soil region contributes the most to 
overall cumulative evaporation (Figure 5.10d-f) even though this region has the lowest 
evaporation rates. The greater water loss is the result of the larger cross sectional area and 
porosity of this region. This provides a large volume of water that can be lost – 891 cm
3
 
compared to 421 cm
3
 of the two tightly packed soil regions combined. 
The larger evaporation rates in the tight (low porosity) soil regions are also in agreement 
with Assouline et al. [2010] and Shahraeeni et al. [2012] who analyzed the effect pore size and 
pore spacing (extendable to overall porosity) on evaporation under homogeneous conditions. 
Shahraeeni et al. [2012] showed that evaporation rates are greater for soils with small pores than 
large pores. High porosity soils display reduced evaporation rates compared to low porosity soils 
because of smaller wetted surface area and lower capillary pressure. Smaller wetted surface areas 
associated with large pores or high porosity provides a smaller plane from which evaporation can 
occur [Shahraeeni et al., 2012]. The smaller capillary pressures associated with loosely packed 
soils mean gravitational and viscous forces quickly dominate capillary forces, shortening the 
duration of Stage I evaporation. It is important to note however, that the reduction of capillary 
pressure can lead to evaporation enhancement by increasing equilibrium vapor pressure [Kozak 
and Ahuja, 2003; Ho, 2006]. 
In their work, Lehmann and Or [2009] showed that a heterogeneous soil packing 
consisting of fine and coarse soils have higher total evaporation rates than a homogeneous soil 
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packing. In order to address this finding in the context of the present study, an additional 
simulation, not presented here, has been performed for a homogeneous soil packing 
configuration with the same porosity and air entry pressures as the tightly packed soil regions in 
EX-A. Results show Stage I evaporation rates are only slightly higher (<0.025 mm hr
–1
) than the 
original heterogeneous simulation. The larger total evaporation rate is the result of evaporation 
being uniform across the entire width of the soil tank rather than differing in each soil region as 
seen in Figure 10. Total water losses for the homogeneous packing configuration are less than 
those in the heterogonous packing configuration of EX-A due to the smaller volume of water 
available. This simulation along with the findings of Lehmann and Or [2009] show that soil 
retention properties control evaporation rate whereas porosity is largely responsible for 
determining cumulative water loss. 
5.5.2 Subsurface transport processes  
Figure 5.11a depicts the simulated time-dependent subsurface vapor fluxes at the vertical 
interfaces separating the loose and tightly packed regions. Based on the coordinate system 
employed in the present study, the signs of these fluxes show that the direction of flow is out of 
the tightly packed soil regions into the loosely packed soil region. The existence of these fluxes, 
although very small, is in line with the conceptual model of Nachshon et al. [2011a] in which the 
authors posited that evaporation occurred from vertical drying fronts that develop at the interface 
between texturally different soils (Figure 5.1b-c). The water vapor fluxes are directly influenced 
by three factors within the soil body; the width of the vertical evaporation front (i.e. vertical 
distance between the horizontal evaporation fronts in the loose and tight regions), vapor 
concentration in the loose and tightly packed regions, and local temperatures. There are no vapor 
fluxes on Day 0 because the soil column is fully saturated and therefore a vertical drying front 
does not yet exist. The flux increases as the width of the vertical evaporation front increases in 
response to the retreat of the horizontal evaporation front in the loosely packed soil region. 
Figure 5.11b presents the liquid water fluxes at the same vertical interfaces separating the 
loose and tightly packed soil regions. As in the case of the water vapor fluxes above, the sign of 
the liquid water fluxes are indicative of liquid water transport from the loosely packed soil region 
to the tightly packed soil region. The existence and direction of these liquid water fluxes are in 
agreement with the conceptual model of Lehmann and Or [2009]. These fluxes are driven by 
capillary pressure gradients between the horizontal drying fronts in the loose and tightly packed 
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regions. The early increase in liquid water fluxes during the first several days is again the result 
of the width of the vertical evaporation front increasing as the horizontal evaporation front in the 
loosely packed soil retreats. The liquid fluxes decrease over time as the capillary pressure 
gradients decrease in response to the retreat of the evaporation fronts. A total of 0.16 kg of liquid 
water is lost by the loosely packed region during EX-A to capillary pumping. The smaller 
upstream liquid water flux is the result of the capillary pressure gradient between the upstream 
tightly packed soil region and loosely packed soil region being slightly smaller than the one 
established downstream. The lower upstream capillary pressure was the result of the gas pressure 
near the soil surface being reduced by the airflow. 
 
 
Figure 5.11 Time-dependent (a) water vapor fluxes and (b) liquid water fluxes at the vertical 
upstream and downstream interfaces for EX-A and EX-30C respectively. 
a) 
b) 







































































5.5.3 Momentum, thermal, and mass concentration boundary layers 
 Figure 5.12 depicts the simulated momentum boundary layer above the soil surface for 
EX-30C on Day 20 – EX-30C was chosen for the following discussion for its greater stability 
with respect to air temperature and humidity. The boundary layer grows in thickness from 2.5 cm 
at the front of the tank (x = 0 cm) to 2.7 cm at the back (x = 25 cm). Wind speed at and close to 
the soil surface increases sharply above the loosely packed center soil region. This jump in wind 
speed is the result of the intrinsic permeability of the loosely packed soil region being 
approximately a full order of magnitude larger than the tightly packed regions. According to the 
Beavers-Joseph-Saffman slip interfacial boundary condition (Equation 5.12), the larger intrinsic 
permeability leads to higher wind velocity. The greater near surface wind speeds result in a 
steeper velocity profile that in turn leads to boundary layer thinning as shown in Figure 5.12. The 
thickness of the boundary in Figure 5.12 begins to thicken again above the downstream tightly 
packed soil region due to a drop in near-surface wind speed.  
 
 
 Simulated thermal boundary layers are presented in Figure 5.13 for the experimental 
conditions of EX-30C on Day 1 and Day 20 – snapshots of Stage I and Stage II evaporation. The 
temperature gradients are more extreme and therefore easier to discern in the case of EX-30C. 
Temperature increases with distance away from the soil surface until a constant value is reached 
Figure 12. Simulated momentum boundary layer of for experimental conditions of EX-30C on Day 20. Figure 5.12 Sim l t d momentum bound ry layer of for experimental conditions of EX-30C 
on Day 20. 
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(see subfigure of temperature profile). The thickness of the boundary layer changes along the 
length of the soil tank (x = 0 to x = 25 cm). As in the case of the momentum boundary layer 
discussed above, the boundary layer thickness increases above the tightly packed regions and 
decreases above the loosely packed center region. The thinning behavior above the loosely 
packed soil region is due to the thinning of the momentum boundary layer and lower evaporation 
rates. The steeper faster near surface wind speeds lowers the residence time of a unit volume of 
air in which heat can diffuse into. The lower evaporation rates in the loosely packed soil region 
means there is less localized evaporative cooling as evidenced by the warmer surface 
temperatures. The temperature gradient and thickness of the thermal boundary layer decrease 
over time as evaporation rates decrease and temperature near and at the soil surface begins to 
equilibrate with the free-stream conditions. The thermal boundary layer thickness is observed to 
decrease from approximately 1 cm to 0.9 cm over the 20 day duration simulated. 
 
Figure 5.14 displays the simulated mass concentration boundary layer on Day 1 and Day 
20 for EX-30C. Similar trends to that of the thermal boundary layer (Figure 5.13) can be 
observed. Vapor concentration decreases with height from the soil surface. The thickness of the 
Figure 5.13 Simulated thermal boundary layer spatial and temporal development for EX-30C 





boundary layer again increases above the tightly packed soil regions and decreases above the 
loosely packed soil region. The thinning of the boundary layer is due to a combination of 
increased wind speed near the soil surface (i.e. momentum boundary layer thinning) and the 
lower evaporation rate in this region. The boundary layer becomes essentially non-existent by 
Day 20 as shown by the small vapor concentration gradient shown in the vapor concentration 
profile shown in Figure 5.14b – boundary layer thickness decreases from 0.63 cm on Day 1 
(Figure 5.14a) to 0.21 cm on Day 20 (Figure 5.14b). The disappearance of the vapor 
concentration gradient corresponds to a reduction in evaporation rates the soil transitions from 
Stage I to Stage II evaporation, decreasing the amount of water vapor present.  
 
 Figure 5.15 presents the complete coupling of the free-fluid and porous medium domains 
with respect to temperature and vapor concentration on Day 20 for EX-30C, allowing the 
impacts of the thermal and mass concentration boundary layers on subsurface conditions and 
vice versa to be analyzed. The effect of the distinct drying patterns associated with the 
heterogeneous packing configuration is readily visible in the figure. Temperature is highest in the 
loosely packed soil region which has been in Stage II evaporation for 17 days and as a result 
provided it the longest time to equilibrate with ambient conditions (Figure 5.15a). Elevated 
Figure 5.14 Simulated mass concentration boundary layer spatial and temporal development 






temperatures equal to those found in the boundary layer near the soil surface are found in the 
first 0.5 cm of the tightly packed regions and 2.5 cm of the loosely packed region. Within the 
first 1 cm, the boundary is very thin and the elevated temperature of the free-fluid domain 
heavily influences the simulated temperatures in the upstream tightly packed region. This is seen 
by the elevated temperatures that radiate from the coordinates of (x = 0 cm, y = 0 cm) to a depth 
of approximately 1 cm and distance 1 cm downstream. As discussed earlier, the boundary layer 
thinning above this region is part the result of the small temperature gradients between the free-
fluid and porous media domains.  
 
The effect of the heterogeneous drying patterns is again visible with respect to water 
vapor concentration (Figure 5.15b). The lowest water vapor concentrations are seen in the 
loosely packed center region to the greater depth because of the lower evaporation rates 
associated with this region. Contrary to the drying front, vapor concentrations do not display a 
sharp drop across the interfaces between the loose and tightly packed regions. Instead, a gradual 
decrease is observed; this is the result of the water vapor fluxes (i.e. evaporation) that occur from 
the vertical evaporation fronts discussed earlier. The mass concentration boundary layer shown 






in Figure 5.14 is no longer visible in Figure 5.15b because the vapor concentrations in the 
subsurface are a full order of magnitude larger than in the free-fluid. It impossible to see in 
Figure 5.15b the mass concentration boundary layer which is defined in terms of a vapor 








Past studies exploring the effect of heterogeneous soil packing configurations with 
vertical textural contrasts have used coarse and fine grained sands that have similar porosities but 
distinct soil retention properties. This soil packing configuration was shown to have distinct and 
more complex drying patterns and evaporative behavior than that of a homogeneous or even 
horizontally heterogeneous soil packing configuration. A conceptual model was proposed by 
Lehmann and Or [2009] and amended by Nachshon et al. [2011a] to explain the observed rapid 
retreat of the primary evaporation front in the coarse soil and prolonged Stage I evaporation in 
the fine soil. This conceptual model, in which liquid water moves between soil regions via 
capillary pumping and evaporation also occurs along vertical evaporation fronts, has never been 
previously validated or tested numerically. The purpose of this study was to test this conceptual 
model and improve our understanding of the effects of vertical texturally contrasting 
heterogeneous soils, defined in terms of soil disturbance (i.e. soil porosity), on evaporation 
behavior. Specifically, the impacts of soil heterogeneity on evaporation with respect to the 
subsurface transport of liquid water and water vapor, and the development of momentum, 
thermal, and mass concentration boundary layers are analyzed.  
Experimentation is performed using a small tank apparatus interfaced with a miniature 
open-ended wind tunnel outfitted with a sensor network capable of measuring soil and air 
temperature, relative humidity, soil saturation, wind speed, and weight. The soil tank is filled 
with a tightly packed uniform laboratory test sand that contains an identical sand inclusion that is 
loosely packed. Experimental data is used to generate necessary model inputs (free-fluid 
temperature, relative humidity, mean wind speed) as well as to provide the necessary data for 
model validation. Heat and mass transfer theory previously developed by Smits et al., [2011, 
2012] and Davarzani et al., [2014] that couples single-phase (gas), two-component (air and 
water vapor) transfer in the atmosphere and two-phase (gas, liquid), two-component (air and 
water vapor) flow in porous media at the continuum scale under non-isothermal, non-equilibrium 
conditions is adopted.  
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Simulation results are good agreement with experimental data, showing that numerical 
models that couple subsurface porous media and free-fluid flow can successfully reproduce 
drying patterns and behavior during the two stages of evaporation in heterogeneous soil 
environments. Larger evaporation rate, humidities, and soil saturations – yet lower temperatures 
– were observed in the tightly packed soil regions than in the loosely packed soil region. Stage I 
evaporation was sustained longer in the tightly packed soil regions than in the loosely packed 
soil region as a result of capillary pumping in agreement with conceptual model of Lehmann and 
Or [2009] and Nachshon et al. [2011a] for coarse and fine soils. Capillary pumping was 
identified by the presence of liquid water fluxes at the interface between the tight and loosely 
packed soil regions; these fluxes were significant, accounting for 0.16 kg of the water lost by the 
loosely packed soil region. Evaporation is also shown to occur from the vertical evaporation 
front that develops at the interface of the two regions. This vertical evaporation front connects 
the horizontal evaporation fronts in each soil region. 
Momentum, thermal, and mass concentration boundary layers are also shown to develop 
above the soil surface and evolve with respect to the intrinsic permeability and evaporation rates 
associated with each soil region. The momentum boundary layer thickness thins above the 
loosely packed soil region as a result of wind velocities increasing and the velocity gradient 
steepening due to a larger intrinsic permeability. This thinning of the momentum layer in terms 
of increased wind velocity contributes, by lowering residence time, to the thinning of the thermal 
and mass concentration boundary layers. These boundary layers are also shown to be influenced 
by evaporation rate, changing over time as the soil regions transition from Stage I to Stage II 
evaporation. The findings of the boundary layer development analysis in the free-fluid domain 
provides insight to future numerical work that will focus on coupling Darcy flow in the 
subsurface and more realistic turbulent air flow in the atmosphere. Natural soils are rarely 
homogeneous in nature, but vary drastically at larger scales. Therefore, the findings presented in 
this study will prove valuable in the development of the next generation of land surface models 
that are beginning to incorporate two dimensional heat and mass fluxes at the land-atmosphere 
interface and lateral subsurface flow and transport.  
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The numerical simulation results of Chapter 5 showed that coupled models are able to 
capture the feedbacks between the land and atmosphere. There currently aren’t any existing 
experimental datasets that have been designed to explore these feedbacks. This chapter discusses 
of a novel approach for studying land-atmosphere interaction. A detailed description of a unique 
porous media wind tunnel test facility is described along with explanations of how this system 
can be used. Experimental results investigating the impacts of key atmospheric and soil state 
variables, with evaporation serving as the primary feedback process, on near-surface boundary 
layers are presented to show the applicability and contributions that wind tunnel experimentation 
can make to the field of land-atmosphere interaction science. One dataset to be presented herein 
was generated with the assistance of Thomas Fetzer. 
6.1 Abstract 
Heat, mass, and momentum transfer are controlled by the interactions of the land and 
atmosphere which in turn has important implications to the hydrogeologic, biogeochemical, and 
carbon cycles. Identification of feedback mechanisms and an understanding of the interrelations 
of key state variables and processes are imperative for properly describing and simulating land-
atmosphere interaction processes such as evaporation. Wind tunnels offer a novel approach for 
investigation of land-atmosphere interactions through precision control of soil conditions (i.e. 
soil type, saturation) and atmospheric conditions (i.e. velocity, temperature, relative humidity). 
Careful instrumentation with sensor networks in both the wind tunnel and porous media tank 
allow high spatial and temporal data, capable of testing and refining existing heat and mass 
transfer theories, to be collected. The purpose of this study was to describe a unique climate 
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controlled closed-circuit wind tunnel interfaced with a porous media tank and demonstrate its 
applicability for investigating land-atmosphere interaction under realistic and carefully 
controlled conditions at the intermediate laboratory scale. Experimental results showed that soil 
conditions (i.e. soil type, saturation) and atmospheric forcings (i.e. velocity, temperature, relative 
humidity) all have various impacts on the momentum, mass, and temperature boundary layers 
under different evaporative environments.  
6.2 Introduction 
The atmospheric boundary layer (ABL) is defined as “the part of the troposphere that is 
directly influenced by the presence of the Earth’s surface, and responds to surface forcings with a 
time scale of about an hour or less” [Stull, 1988]; the rest of the troposphere is called the free-
atmosphere. The thickness of the ABL varies spatially in response to terrain and temporally 
based on season and time of day – ranging from hundreds of meters to several kilometers with 
average thickness on the order of 1 km. The ABL is commonly divided into two distinct layers 
(Figure 6.1) referred to as the Ekman layer and the surface layer [Brutsaert, 1982; Garratt, 
1992]. In the Ekman layer, flow is generally geostrophic as it is influenced by the Coriolis force 
due to the Earth’s rotation and not the land surface [Holton, 2004]. The approximately 100 m 
thick surface layer is commonly subdivided into an inertial sublayer and an interfacial sublayer 
(Figure 6.1). The inertial sublayer acts as a transition zone between the Ekman layer and the 
interfacial layer; heat and mass is exchanged within this sublayer by diffusion. The flow, heat, 
and mass transfer are turbulent in nature inside the interfacial sublayer. 
It is within the interfacial sublayer that the majority of the momentum, mass, and energy 
exchanges with the shallow subsurface occur. These exchanges form the backbone of land-
atmosphere interaction science, a complex multidisciplinary field that involves the hydrologic, 
soil physics, biogeochemical and atmospheric sciences communities with important implications 
to: the hydrogeological cycle, biogeochemical cycles (e.g. carbon cycle), meteorology, 
climatology, forestry, and agriculture [Dickinson, 1995; Fernández-Prieto, 2013]. The heat and 
water vapor fluxes associated with evaporation from the land surface govern conditions and 
distributions of temperature, water vapor, and cloud development in the ABL. These variables, 
along with wind velocity, which is affected by the roughness of the land surface, in turn 
determine the downward radiative (i.e. heat) and mass (i.e. precipitation) fluxes that impact the 






The feedbacks among the primary subsurface and atmospheric state variables (e.g. 
turbulent airflow, air and soil temperature, relative humidity, soil saturation) are well-known, see 
Figure 6.2 for a simple conceptual diagram. Brubaker and Entekhabi [1996b] asked three 
poignant questions that are arguably still relevant today: “[1] What detailed components of the 
processes that link the states contribute to form positive or negative feedbacks? [2] What are the 
relative magnitudes of each of the linkages? [3] Which processes dominate and under what 
conditions?” Careful general circulation model and land surface model decomposition has been 
shown to allow individual variables and processes to be isolated and their relative impacts 
explored [e.g. Troen and Marht, 1986; Dickinson, 1995; Brubaker and Entekhabi, 1996a; 
Brubaker and Entekhabi, 1996b; Diremeyer, 2001; Koster et al., 2002; Maxwell and Miller, 
2005; Maxwell et al., 2007; Fernández-Prieto, 2013]. Unfortunately, simulation results are only 
as good as the model’s formulation of evaporation itself or the experimental data used as inputs 
[Pitman and Henderson-Sellers, 1998; Pitman, 2003]. A large amount of uncertainty is 
associated with field data because the data collected using the most common measurement 
techniques (e.g. remote sensing, aircraft, satellite) are spatial and temporal snapshots of a ABL 
that is constantly changing in response to surface heterogeneities and fluctuations in atmospheric 
variables such as wind velocity, temperature, relative humidity throughout the day or night 
[Parlange et al., 1995; Shuttleworth, 2012]. 
Figure 6.1 Structure of the atmospheric boundary layer, or first 1 to 2 km of the troposphere 
above the Earth’s surface. Figure concept adopted from Brutsaert [1982] and Garrat [1992].  
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Wind tunnels interfaced with soil tanks offer a unique apparatus for studying land-
atmosphere interaction by allowing atmospheric variables (i.e. temperature, relative humidity, 
wind velocity) and soil properties (i.e. soil type, soil roughness, soil saturation) to be controlled 
with great precision. These apparatuses can also be outfitted with extensive sensor networks and 
state of the art measurement approaches to collect high spatial and temporal datasets that are 
capable of testing and refining heat and mass transfer theories and answering the questions posed 
by Brubaker and Entekhabi [1996b]. The use of wind tunnels to investigate the ABL is possible 
in part due to the similarity of the boundary layers developed in both systems. The boundary 
layers that develop in the wind tunnel setting and atmosphere are similar in structure, both 
consisting of an inner region and outer region. In the case of wind tunnel boundary layers, this 
corresponds to the bulk flow region, log layer, buffer layer, and viscous sublayer. One of the 
largest differences between the ABL and wind tunnel generated boundary layers is the strong 
influence of rotational Coriolis forces in the Ekman layer of ABLs [Stull, 1988; Garratt, 1992]. 
Exact reproduction of conditions is not possible given the length scales and other limitations of 
wind tunnels however; similarity can allow direct scaling between observed laboratory boundary 
layers and the ABL. 
 
 
Figure 6.2 Simplified conceptual model of feedback processes (ellipses) among key state 
variables (boxes) in the atmosphere and subsurface. Evaporation is comprised of sensible heat 
flux, latent heat flux, and water vapor flux components. Image adapted from Brubaker and 
Entekhabi [1996b] and Pitman [2003]. 
174 
 
Historically, wind tunnels have been used with great success in studies focusing on the 
momentum component [e.g. Cermak and Arya, 1970; Cermak, 1971; Cermak, 1981; Oncley et 
al., 1996; Kozmar, 2010; Burton, 2011; Michioka et al., 2011] and to a lesser extent, the thermal 
and mass concentration components [e.g. Sugita et al., 1998; Sugita and Kishii, 2002] of the 
atmospheric boundary layer. These studies, with the exception of Sugita et al. [1998] and Sugita 
and Kishii [2002] were performed using flat plate or impermeable rough surface boundary 
conditions. This prevented the effect of permeability on near surface flows and other soil state 
variables (e.g. soil saturation, soil temperature) from being explored. Interfacing wind tunnels 
with soil tanks on the other hand allow these additional variables to be addressed directly. 
The purpose of this study is to therefore describe a unique wind tunnel porous media test 
facility that has been recently constructed for the purpose of investigating land-atmosphere 
interaction with high spatial and temporal fidelity. Its capabilities are demonstrated through a 
series of experiments in which the feedbacks or impacts of atmospheric (i.e. wind velocity, air 
temperature, relative humidity) and soil state variables (i.e. soil type, soil saturation) will be 
explored in the context of near surface boundary layers. The test facility used to collect data 
consists of a closed-circuit climate controlled (i.e. temperature, relative humidity, wind velocity) 
wind tunnel interfaced with a 7.3 m long porous media tank located at the Center for 
Experimental Study of Subsurface Environmental Processes (CESEP) at the Colorado School of 
Mines in Golden Colorado, USA. The wind tunnel and porous media tank are both outfitted with 
sensor networks that continuously and autonomously monitor air pressure in the airstream and 
soil, temperature in the airstream and porous media, relative humidity in the airstream and at the 
soil surface, and soil saturation. Two automated traversing systems allow precision momentum, 
thermal, and mass concentration boundary layer measurements to be made along the length of 
the tank. Data collected as part of this study will provide insight into the roles that various state 
variables play on the conditions within and the development of near-surface boundary layers 
above porous media. The high spatial and temporal resolution of the datasets generated using this 
facility will prove invaluable in testing and refining heat and mass transfer theory in the context 
of land-atmosphere interaction.. 
6.3 Theory 
 In Chapter 6.3.1, a brief overview of boundary layer structure and flow is provided. This 
is followed in Chapter 6.3.2 by a discussion of wind tunnel-atmospheric flow similarity. 
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6.3.1 Boundary layer structure and flow 
Flow above any surface can be divided into two disproportionately sized parts referred to 
as the bulk/free flow region and the boundary layer (Figure 6.3a). Within the bulk flow region, 
located outside of the boundary layer, flow is assumed to be inviscid; the velocity, pressure, 
temperature, and vapor concentration also remain constant in this region [Schlichting and 
Gersten, 2000; Schetz and Bowersox, 2011]. Inside the boundary layer, velocity increases with 
distance from the surface. Under evaporative conditions (Figure 6.3b), temperature and water 
vapor concentration increase and decrease with distance from the soil surface respectively [Bird, 
2007].  
 
The flow regime within the boundary layer can be either laminar or turbulent; air flow 
over a flat plate is generally considered laminar for Reynolds numbers less than the critical value 
of 5 × 10
5
 in the absence of structures or objects that could cause perturbations to the flow [De 




Figure 6.3 The schematic of (a) the structure of a fully developed boundary layer for flow 
over a flat plate of zero incidence and under constant free-stream velocity, and (b) general 
momentum, thermal, and mass boundary layer thicknesses and profiles. Note the thickness of 
the viscous sublayer is exaggerated for visibility. Image modeled after Schlichting and 
Gersten [200] and Mosthaf et al. [2014]. 
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boundary layer can be divided into three parts (Figure 6.3a) referred to as the log layer, buffer 
layer (not shown for simplicity), and the viscous sublayer. Flow within the viscous sublayer is 
laminar and dominated by viscous shear forces whereas flow within the log layer is turbulent and 
dominated by turbulent shear forces. Within the buffer layer, located between the log layer and 
viscous sublayer, both viscous and turbulence shear forces are important [Schlichting and 
Gersten, 2000]. Heat and mass are therefore transferred according to diffusion in the viscous 
sublayer and turbulence in the log layer.  
6.3.2 Wind tunnel-ABL similarity 
The use of wind tunnels to investigate near surface boundary layer development and the 
associated momentum, heat, and mass transfer mechanisms and feedbacks based on key state 
variables is possible due to similarity between laboratory and natural atmospheric boundary 
layers. Wind tunnels used for this purpose are designed and constructed so as to meet six general 
similarity criteria in addition to several external conditions based on the governing equations for 
mass, momentum, and energy conservation. According to Cermak [1971], the similarity 
requirements are geometric similarity, kinematic similarity, dynamic similarity, thermal 
similarity, and boundary condition similarity. External conditions include similarity of surface 
roughness, similarity of temperature distributions at the ground surface, similarity of flow 
structure outside of the boundary layer, and sufficient upwind fetch [Cermak, 1981]. The 
similarity requirements can be determined through inspectional analysis [Ruark, 1935] of the 
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) is the specific heat of air, g (m s
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) is gravitational 
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) is the 
dissipation function, t (s) is time, xi (m) is the ith length scale component,  ui (m s
–1
) is the ith 
component of the local instantaneous velocity, ūi (m s
–1
) is the ith component of the local mean 
velocity, ui’ (m s
–1
) is the ith component of the velocity fluctuation, Ωi (rad s
–1
) is the ith 
component of the angular velocity, p  (Pa) is mean air pressure, T (K) is mean air temperature, Δ
T (K) is the mean air temperature difference between the soil surface and some height, θ’ (K) is 
local temperature fluctuation, and To (K) is the reference temperature of air. The brackets < > 
denote averaging of the terms within. The subscript o in Equations (6.2-6.3) denotes reference 
variable values. In order to use inspectoral analysis, all of the variables in Equations (6.1-6.3) 


































































where L (m) is a characteristic length, the subscript o refers to reference values, and the 
superscript * denotes the dimensionless variable. Applying the scaling presented in Equation 






























































































































































Geometric similarity, and as a result kinematic similarity, is achieved in Equation (6.5) by 
equally scaling the length terms in all directions by the same characteristic length, L. Definitions 
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of the five dimensionless numbers (i.e. Ec, Pr, Re, Ri, Ro) that appear in Equations (6.6-6.7) are 
provided in Table 6.1 along with three additional important dimensionless numbers. 
Exact dynamic similarity is attained when the values of Reynolds number (Re), 
Richardson number (Ri), and Rossby number (Ro) are identical to those found in the atmosphere. 
As shown in Equation (6.7), thermal similarity is dependent on the similarity of the Re, Prandtl 
number (Pr), and Eckert number (Ec). The values of Pr in the wind tunnel and atmosphere are 
automatically equal because air is the same fluid in both cases. Thermal similarity is not very 
dependent on Ec for wind velocities less than the speed of sound which allows the requirement 
of equivalency to be relaxed [Cermak, 1971]. Avissar et al. [1990] includes an additional three 
dimensionless numbers that are important to include when employing wind tunnels to simulate 
atmospheric flow. These numbers include the Euluer number (Eu), the Schmidt number (Sc), and 
the Peclet number (Pe), all of which are also summarized in Table 6.1. Whereas not needed in 
the context of Equations (6.5-6.7), these three dimensionless numbers are still important for 
proper simulation. In the case of Eu, it allows the longitudinal pressure gradient similarity to be 
analyzed and is automatically met when flow obstructions and blockages are not present. The Sc 
similarity requirement is automatically met, like Pr, because the working fluid in the wind tunnel 
and atmosphere [Avissar et al.. 1990]. Finally, Pe is and indicator of whether heat and mass 
transfer is advection or diffusion dominated – at high Re, the Peclet number is no longer 
important [Snyder, 1972]. 
The Richardson numbers within wind tunnels and atmosphere are commonly found to be 
within -1 ≤ Ri ≤ 1, supporting similarity. Exact dynamic and thermal similarity is unattainable 
however, because the values of the Reynolds number and Rossby number in the setting of wind 
tunnels and atmosphere are orders of magnitude different. The values of Re and Ro are disparate 
because of the difference in length scales and the lack of rational flow, associated with the 
atmospheric Coriolis effect, in the wind tunnel. Proper design of the wind tunnel circuit 
geometry and climate controls however, can allow “approximate” similarity to be attained. A 
value of 10
–3
 is considered an acceptable wind tunnel-atmosphere Re ratio and can be obtained 
by providing sufficient wind tunnel test-section lengths. The value of Ro in the wind tunnel is 
approximately three orders of magnitudes smaller than the atmosphere due to a lack of rotational 
flow that is associated with the Coriolis effect [Cermak, 1981]. Cross flow and porous walls or a 
rotating flow chamber [e.g. Caldwell and Van Atta, 1970] can be used if this was considered a 
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serious limitation at added expense and complexity during wind tunnel design, construction, and 
operation. Coriolis acceleration has been found to cause no measureable differences in 
experimental lab and field turbulence structure [Cermak, 1981]. 
 
Table 6.1 Summary of key dimensionless numbers used in wind tunnel -ABL similarity analyses 
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U∞:  Reference free-stream velocity   μ0:      Reference dynamic viscosity 
 Δp0: Reference downstream pressure change  D0:     Reference diffusion coefficient 
 Ω0:  Reference angular velocity   (ΔT)0: Reference vertical temperature change 
 L0:   Reference length    T0:      Reference temperature 
 G0:  Reference gravitational acceleration  Cp0:    Reference specific heat capacity 
 ρ0:   Reference fluid density   λ0:      Reference thermal conductivity 
 
6.4 Material and Methods 
 In this section, the wind tunnel apparatus, climate controls, soil tank, employed 
measurement instruments, and experimental procedures are presented. 
6.4.1 Wind tunnel apparatus 
The CESEP wind tunnel forms a 20.5 m long closed rectangular circuit in which air is 
continuously recycled. A small amount of air is exchanged with the laboratory through a series 
of small auxiliary air intakes or breathers located immediately upstream of the variable direct 
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drive fan (Figure 6.4). Theatrical smoke, required for providing the necessary seeding particles 
for Laser Doppler Velocimetry (LDV) measurements, is also injected through a maintenance 
hatch at this location. Upon passing through the fan, the air is exposed to heating coils before 
rounding the first corner of the wind tunnel. An array of turning vanes, constructed from curved 
sheet metal, is located in each corner to uniformly turn the flow 90°. Silberman [1953] showed 
that the use of turning vanes as flow conditioners significantly reduces the amount of turbulence 
generated in the turning process.  
 
After rounding this first corner, air enters a 12.8 m long flow conditioner called a diffuser 
(Figure 6.4). Along the length of the diffuser section of the tunnel, the cross-sectional area 
increases from 1 m
2
 to 2.7 m
2
. The expansion in cross-sectional area expends kinetic energy 
through the reduction of wind speed to increase air pressure according Bernoulli’s principle. The 
vertical and lateral divergence angle associated with the expansion in cross-sectional area is 
1.05°, well below the limit associated with flow separation or flow instability [Reneau et al., 
1967]. Along the length of the diffuser section, the air is subjected to humidification and/or 
dehumidification. On the third side of the wind tunnel circuit (Figure 6.4), the flow is further 
slowed by an increase in cross-sectional area from 2.7 m
2
 to 3.8 m
2
.  The temperature of the air is 
Figure 6.4. Plan view of wind tunnel flow-circuit with identification of key flow conditioners 
and climate control components. Not drawn to scale. 
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dropped as it flows through an array of cooling coils. This prepares the flow for entering the 
settling chamber located immediately around the third corner of the wind tunnel (Figure 6.4). 
The settling chamber consists of four fine wire mesh screens (8 × 8 T316 stainless steel wires per 
cm
2
) designed to help dissipate large eddies that remain in the flow, thereby reducing the scale of 
any turbulence present [Schubauer et al., 1950]. As the air exits the settling chamber it passes 
through the final flow conditioner, a contraction nozzle. The contraction nozzle reduces the 
cross-sectional area to 1 m
2
 over a distance of 1.6 m, accelerating the flow while reducing the 
variations in velocity caused by the mesh screens in the settling chamber upstream (Figure 6.4). 
After exiting the contraction nozzle, the flow enters the 7.5 m long test-section (Figure 
6.5a). This length is sufficiently long so as to allow the development of an approximately 250 
mm thick turbulent boundary layer by the back of the test-section for a wind speed of 0.8 m s
–1
. 
The width of the wind tunnel test-section is 1 m (Figure 6.5b) which allows the two-dimensional 
boundary layer to be maintained in the center without wall effects perturbing the flow. The 
height of the test-section increases from a height of 1 m at the upstream entrance to a height of 
1.13 m at the downstream exit (divergence angle: 0.99°) via an adjustable ceiling. This height 
increase is designed to help recover pressure losses along the length of the test-section resulting 
from skin friction.  
A series of six windows are located on each side of test-section (Figure 6.5a) so 
conditions within can be observed and LDV measurements can be made. Each window can be 
opened for direct access to the soil tank and test-section. A permanently mounted relative 
humidity temperature sensor is installed within the test section immediately upstream of tank 
(Figure 6.5a). This sensor is used by the climate control software to monitor and adjust the 
atmospheric conditions as needed. The test-section floor has a false-bottom that can be removed 
to accommodate soil tanks with lengths up to 7.5 m and total widths of 0.3 m. The soil tanks are 
raised from below the wind tunnel (Figure 6.5) so that the soil surface is flush with the remaining 
test-section floor. The wind tunnel test-section and the soil tank are located within a climate 
controlled environmental chamber (Figure 6.4) which allows the pressure to remain constant and 
the temperature to remain between -5 and 30°C. The cooling is performed by a 10,778 W 
refrigeration unit (Larkin, USA) composed of a three fan heat exchanger and glycol chiller 
mounted on the laboratory roof. 
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6.4.2 Climate controls 
As previously discussed above, the climate conditions within the wind tunnel circuit are 
actively controlled by a fan, heater, chiller, dehumidifier, and humidifier. The wind tunnel is 
classified as a low-speed wind tunnel because the maximum wind velocity is less than 50 m s
–1
 
[Cermak, 1981]. The flow is driven using a nine blade 0.96 m diameter direct drive fan 
(Howden, USA) with a maximum rating of 1,800 RPM. This translates to velocities between 0.8 
and 9.6 m s
–1 
with a stability of ± 0.01 m s
–1
 at free-stream (i.e. 0.5 m above floor of wind 
tunnel). The drive fan is controlled using an E-Flex
TM
 enclosed drive potentiometer controller 
(Schneider Electric Square D, USA). This system allows the rotational frequency of the fan to be 
related linearly to an actual flow velocity. The drive fan can operate continuously at the 
minimum velocity for a consecutive 6 months before being stopped for maintenance. 
The heater, chiller, dehumidifier, and humidifier outputs are continuously monitored and 
automatically adjusted so as to remain close to any set value (Table 6.2) by a web-based 
interface program. Conditions can be set through this program remotely by establishing a secure 
connection and providing necessary credentials. The air is heated within the wind tunnel using an 
electronic fin and tube heating coil (INDEECO, USA) that is located downstream of the drive 
fan. This three phase heating coil system has a power rating of 4.0 KW at 480 volts. Heat is also 
introduced to the wind tunnel through the cooling fins on the drive fan’s motor. Heat is removed 
from the wind tunnel using a hydronic based system consisting of a six row fin and tube cooling 
coil heat exchanger located near two of the corners of the wind tunnel. The cooling coil (Super 




 glycol flow capacity which is supplied from a 1.89 
m
3
 reservoir. The glycol reservoir is maintained at a constant -6.7 °C by an exterior chiller 
(Multistack LLC, USA). A dual pump system allows the reservoir to be chilled and recirculated 
while simultaneously cooling the air in the wind tunnel to a temperature much higher than the 
reservoir tank. Enabling the heating and chilling simultaneously allows the temperature in the 
wind tunnel to remain very stable with less than 1 °C variability. 
Similarly, the simultaneous use of the dehumidification and humidification systems 
allows the relative humidity of the air to remain stable within 7% the set value. A desiccant 
wheel type system (Munters, USA) is used to dehumidify the air. The system is capable of 
removing up to 3.06 kg of moisture per hour. The air is first drawn from the wind tunnel at the 




 (Figure 6.4). The air is heated slightly 
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and then passed through the desiccant wheel. The dry air is then re-injected into the wind tunnel 
immediately downstream of the extraction point and the moist air purged to the laboratory’s 
exterior. The steam based humidifier (Dri-Steem, USA) is located at the end of the diffuser 
section (Figure 3). Steam is generated outside of the wind tunnel and then injected passively as a 
fine mist through small ports located along the walls and ceiling of the wind tunnel. 
 
In order to reduce water vapor and heat loss from the interior of the wind tunnel, the duct 
structure is painted with a vapor blocking sealant paint. This also serves to protect the wooden 
structure of the wind tunnel from the constant swelling and shrinking that would otherwise result 
Figure 6.5 Schematic of wind tunnel test section - tank apparatus interface shown from (a) 






from the changing water vapor concentrations used. The exterior of the wind tunnel is wrapped 
in fiberglass based insulation with foil backing to prevent heat loss. Pencil wire is used to 
preserve the shape and loft; seams were sealed using adhesives and metal foil tape. All 
maintenance hatches to the wind tunnel circuit were custom fit with insulated covers. 
 
Table 6.2 Climate control 
Climate System Minimum Maximum Variability 




 ± 0.01 m s
–1
 
Heater/Chiller -4.4 °C 35 °C ± 1 °C 
Humidifier/Dehumidifier 5% 95% ± 3% 
 
6.4.3 Soil Tank 
Soil is packed in a 7.3 m long 1.1 m deep and 9 cm wide soil tank, see Figure 6.5. The 
tank is constructed from thirty-four 1.7 cm thick panes of acrylic glass supported by a large outer 
steel structure that prevents bowing while under full load. The panes are sealed together with 
water resistant 795 Silicone Building Sealant (Dow Corning, USA). This sealant was selected 
because it flexes slightly during the packing process – a rigid sealant has a higher probability of 
cracking when the tank bows. The soil tank rests on a large I-beam (Figure 6.5a) connected to 
eight wheels and hydraulic jacks. The wheels allow the tank to be centered beneath the center of 
wind tunnel test-section or moved out of the way to make room for smaller tanks that may be 
raised into the tunnel from scaffolding. The hydraulic jacks are used to adjust the height of the 
tank, enabling the soil surface and floor of the wind tunnel test-section to be flush. 
Each bottom glass pane has 8 holes in which sensors with 1.88 cm diameter NPT fittings 
can be installed (Figure 6.5). The top panes similarly have a total of 20 or 30 holes (depending 
on location) available for sensor installation. This means that the tank can be potentially 
instrumented with 416 sensors for measuring soil variables (e.g. soil moisture, soil temperature, 
air pressure, etc.) – a total of 180 subsurface sensors were used in the current study, refer to 
Section 6.4.4 for details. The two drains located at the bottom sides of the tank can be connected 
to constant head devices for maintenance of the water table level during the experiments. The 
constant head devices are gravity fed from a large 220 L storage tank; excess water is returned to 
the storage tank using a 115-V automatic condensate removal pump (Little Giant, USA) that has 
1.9 L storage capacity.  
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6.4.4 Sensor technologies and measurement techniques 
The soil tank and wind tunnel test-section are equipped with a network of sensors for the 
autonomous and continuous collection of soil air pressure, soil temperature, soil moisture, 
relative humidity at the soil surface and in the airstream, and air temperature. A three-
dimensional traverse located within the wind tunnel test-section is used to manually measure the 
concentration and temperature profiles above the soil tank. A two dimensional laser attached to 
an fully automated external traverse is also used to measure flow properties (i.e. wind velocity, 
turbulence intensity, and Reynolds stress). 
Air pressure within the soil tank is measured with an accuracy of ± 0.03% using two 32 
channel ESP pressure scanners (Measurement Specialties, USA) designed specifically for gas 
pressure that are connected to a DTC Initium data acquisition system (Measurement Specialties, 
USA). Each channel consists of an individual silicon piezoresistive differential pressure 
transducer that is multiplexed using an onboard amplifier at rates up to 50,000 Hz. A total of 60 
pressure channels are connected via flexible tubing to individual 0.5 micron porous cups 
installed at 0.05 m depth increments in the soil tank as shown in Figure 6.5. The reference line 
for the two ESP pressure scanners is located at the free-stream height (i.e. 500 mm) of the wind 
tunnel. DTI Initium software (Measurement Specialties, USA) is used to interface with the DTI 
Initium data acquisition unit and collect data. The software is used to collect and directly write 
the pressure measurements to file at 0.5 s intervals. 
Vertical and horizontal temperature distributions (Figure 6.5) are measured every 10 
minutes using a total of 60 7-cm long, 0.6 cm diameter rubber housing enclosed ST-100 
thermistors (Apogee Instruments, USA). The sampling frequency ensures that the sensor and 
surrounding environment are in thermal equilibrium; the equilibration time of the sensor is 30 s. 
Temperature is determined with an accuracy of ± 0.1 °C between 0 and 70°C using the Steinhart-
Hart equation with manufacturer specified coefficients. The excitation voltage was supplied by 
and output voltages measured by two AM16/32B multiplexers (Campbell Scientific, Inc., USA) 
multiplexed to a CR1000 datalogger (Campbell Scientific, Inc., USA). 
A total of 60 EC-5 soil moisture sensors (Decagon Devices, Inc., USA) were installed 
horizontally in the tank to measure the soil moisture distributions within the soil tank with an 
accuracy of ± 3%. These sensors were installed directly across from the ST-100 thermistors 
described above and sampled every 10 minutes for reasons that will be elucidated later. 
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Relative humidity and temperature were simultaneously measured at the soil surface and 
heights of 16, 63, 128, and 460 mm in the airstream immediately behind the soil tank using a 
total of 8 EHT sensors (Decagon Devices, Inc., USA) interfaced with a Em50 datalogger 
(Decagon Devices, Inc., USA). These 3 cm long 1 cm wide sensors consist of a thermistor (± 
0.5°C accuracy between 5 and 40°C) and film capacitor ceramic disk coated with a dielectric 
sensitive polymer (± 3% accuracy between 5 and 95% relative humidity). The EHT sensors 
measuring surface conditions were firmly pressed onto the soil surface so as to reflect conditions 
directly at the soil-atmosphere interface. These four sensors were assigned sampling frequencies 
of 10 minutes, whereas the four sensors in the airstream measured relative humidity and 
temperature at a rate of 1 minute. 
An additional EHT sensor and associated datalogger (EM50; Decagon Devices, Inc., 
USA) is installed on a custom three-dimensional traverse designed and built in house that is 
located within the airstream of the test-section. This sensor is used to measure the concentration 
(i.e. relative humidity) and temperature profiles above the soil surface. Three stepper motors 
(HT17-275 Stepper Motor; Applied Motion, USA) allow the traverse to be moved to any (x, y, z) 
coordinate position within the wind tunnel test-section with a precision of 1 mm. The stepper 
motors are powered by a 24 V power supply (24VDC Power Supply 85062; Murr Electronik, 
Germany) and connected to a 16-bit multifunction DAQ (NI USB-6225; National Instruments, 
USA). A LabVIEW software (National Instruments, USA) program is employed for moving the 
traverse through the direct control of the stepper motors interfaced through the DAQ. The 
procedure for acquiring the concentration and temperature profiles using the EHT sensor and 
traverse is described below in Section 6.4.5. 
The velocity profiles and other properties of the flow above the soil tank (i.e. Reynolds 
stress, turbulence intensity) are measured with an accuracy of ± 0.01 m s
–1
 using a two 
dimensional Class IV Innova 70C series argon ion gas laser (Coherent, USA) with maximum 
power rating of 2 W. Data is collected and processed using a FSA signal processor. This 
measurement technique is called Laser Doppler Velocimetery (LDV). For more information on 
the theory behind LDV measurements, refer to Durst et al. [1976] and Drain [1980]. FlowSizer 
software (TSI, USA) was used to control the laser and analyze the incoming data from the FSA. 
The fiberoptic probe was attached to an external traverse that provides vertical and lateral 
stream-wise movement with an accuracy of ± 5 μm in the horizontal and vertical directions. The 
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probe is angled downward at an angle of 4.1° to enable measurements close to the soil surface; 
the FlowSizer software automatically corrects for this offset from the principle flow axes. 
6.4.5 Soils 
The soil tank described in Chapter 6.4.3 can be packed with any soil. In the present study, 
Accusand #12/20 and Accusand #50/70 (Unimin Corp., USA), identified by effective sieve 
numbers, are used in the present study to represent fine and coarse soils. A summary of the key 
physical, hydraulic, and thermal properties determined by Sakaki and Illangasekare [2007] and 
Smits et al. [2010] can be found in Table 6.3. A third well characterized sand, Granusil #30 
(Unimin Corp., USA), is used in the present study as fill for the bottom of the tank; some of the 
key properties are also provided in Table 6.3. Smooth rounded river gravel with an average 
diameter of 3.75 cm is also used in order to simulate larger sized roughness structures that are 
capable of introducing perturbations or turbulence to the flow. Properties other than size have not 
been characterized for this gravel – this however, is not a problem given that the gravel is only 
placed at the soil surface for flow disturbance.  


































Accusand #12/20 1.04 1.73 0.017 5.2 0.380 0.285 3.383 
Accusand #50/70 0.27 1.73 0.075 34.0 0.029 0.386 3.223 
Granusil #30 0.50 1.31 -- 16.6 0.116 -- -- 
 
The tank is packed in two distinct layers, Granusil #30 in the bottom 0.85 m and either 
Accusand #12/20 or Accusand #50/70 in the top 0.25 m. Each layer is packed in a series of 
approximately 1.5 cm thick lifts with tamping occurring in between to improve layer uniformity. 
The tank frame is also tapped vigorously with a rubber mallet to compact the sand layers. The 
tank is initially packed with dry sand. Only the top 0.25 m thick sand layer is unpacked when 
changing the sand types; a mosquito mesh was used to separate the two sand layers in order to 
facilitate the unpacking/repacking process. In the case of the experiments with large surface 
roughness, the gravel is placed in a monolayer on top of the sand, extending approximately 2 to 3 
cm into the air-stream. Upon completion of all the dry soil experiments, the top sand layer is 
again unpacked and the constant head devices installed at a height equal to the top of the soil 
tank. The bottom sand layer is then allowed to become saturated over a five day period. Once the 
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water level reaches the top of the first sand layer, the packing procedure described above is 
repeated. All saturated and partially saturated experiments were run using deionized water 
supplied from the water storage tank (Chapter 6.4.2). The constant head devices are lowered to a 
depth of 0.3 m for all partially saturated experiments.  
Experiments involving a sandpaper surface are performed with the false floor of the wind 
tunnel test-section in place. These experiments are designed to investigate effects of flow over a 
non-permeable surface with different roughness parameterizations based on grain size (i.e. sand 
vs. gravel) inspired by the similar work of Latin [1998] who focused on supersonic flows. The 
false floor is composed of three 2.43 m long sections held in place using four bolts apiece. A 7.3 
m long 0.09 m wide plastic board with a thickness of 2 mm is tapped carefully to the floor of the 
wind tunnel. The board is then coated with rubber cement and covered in a monolayer of 
Accusand #12/20. 
6.4.6 Experimental procedures 
Prior to the start of any experiment, any gaps between the wind tunnel floor and soil tank 
were sealed using tape. The wind tunnel is first started and allowed to reach steady state flow 
conditions. The climate systems are next engaged and set using the web based application 
described in Chapter 6.4.2. Climate conditions are allowed to equilibrate and reach steady state; 
this can require up to three hours. 
The concentration and temperature profiles consist of multiple data points made between 
the heights of 10 mm and 460 mm above the soil surface. These measurements can be taken at 
any location along the length of the tank. Approximately 15-20 measurements are made at the 
back of the tank for the datasets presented below in Chapter 6.5. After the traverse is moved to a 
desired height, the sensor attached to the traverse is allowed to equilibrate with its surrounding 
for 1 minute. After this equilibrium time is completed, the time is recorded and a total of two 
relative humidity/temperature measurements are then taken over a 2 minute period. These two 
measurements are in turn averaged to generate a single data point.  
The generation of the velocity profiles requires the greatest operator involvement in terms 
of the constant adjustment of LDV controls for measurement optimization. At the start of the 
experiment, the bandpass filter is adjusted in order to increase the resolution of the data by 
defining the velocity range of interest (e.g. 0 to 6 m s
–1 
in stream-wise direction, -1 to 1 m s
–1
 in 
vertical direction). During the experiment, the photomultiplier tube (PMT) voltage, burst 
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threshold, and signal to noise ratio (SNR) are all adjusted in order to optimize data rates and data 
quality. The PMT voltage controls the sensitivity of the PMT to light intensity – this is often 
adjusted in response to differences in seeding particle density at different velocities. The burst 
threshold is used by FlowSizer (ISI, USA) software to filter out noise in the data which is also 
closely tied to the SNR. Lowering the SNR increases the amount of noise in the data but has the 
ability to significantly increase the data rates because more data that would otherwise be 
considered an outlier is accepted. FlowSizer software is set to run in coincidence mode, meaning 
that a particle must pass through the sample volumes of both laser beam pairs within a 1 μs time 
period. It is only through a constraint such as this that both the x and z components of the 
particle’s velocity, turbulence intensity, and Reynolds’ stress can be determined. Each individual 
data point is composed of 2,500 individual instantaneous measurements that are averaged 
together (Figure 6.6). During early testing, a sample size of 2,500 measurements was found to be 
optimal in terms of time requirements and representation of conditions in the wind tunnel as 
discussed below. The individual measurements are automatically written to file and an overall 
statistics report generated by the FlowSizer Software.  
 
The ability of the drive fan to maintain a very precise and constant rotational frequency 
means that the observed fluctuations in instantaneous velocity are not the result of changes in fan 
Figure 6.6 Comparison of experimental data point (consisting of 2,500 instantaneous velocity 
measurements) with a normal distribution according to Robertson [1965]. 



































speed. The flow however, is subjected to a number of different flow conditioners which raises 
the question of its stability upon entering and passing through the test-section. In order to address 
this possible concern, the distributions of the individual measurement data points and the 
repeatability of the measurements were analyzed. According to the definition of turbulence, 
velocity measurements should continuously fluctuate around a statistical mean, forming a normal 
distribution [Robertson, 1965]. Deviations away from a normal distribution could be the result of 
flow separation or the measurement sample size not being large enough, a possible concern 
given the 2,500 individual measurements made per data point in the present study.  If this was 
the case, according to the law of large numbers, increasing the sample size could potentially 
resolve this problem. However, Figure 6.6 shows that this is not a concern in the present study; 
each data point, consisting of 2,500 individual measurements, takes the form of a normal 
probability function. The frequency of measurement counts is approximately 0.4 around the 
mean, and the fluctuations are not greater than three times the standard deviation. 
6.4.7 Experimental summary 
In the present study, 8 separate experiments were performed under different soil 
conditions (i.e. soil type, soil saturation) and atmospheric conditions (temperature, relative 
humidity, wind velocity). A summary of these experiments can be found in Table 6.4.  
 
Table 6.4 Experimental soil and atmospheric conditions applied 
Experiment 





1 Sandpaper Dry 22 18 
2 Gravel Dry 22 18 
3 Accusand #12/20 (Coarse) Dry 22 18 
4 Accusand #12/20 (Coarse) Dry 35 18 
5 Accusand #12/20 (Coarse) Dry 22 65 
6 Accusand #12/20 (Coarse) Saturated 22 18 
7 Accusand #12/20 (Coarse) Partially Saturated 22 18 
8 Accusand #50/70 (Fine) Dry 22 18 
 
6.5 Results and Discussion 
In this section, the wind tunnel test apparatus is characterized, and the effects of the 
various state variables on the momentum, thermal, and mass concentration boundary layers are 
analyzed. Given the large amount of experimental data collected as part of this study, results will 
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only be presented for a few experimental conditions. The remaining measurements will be used 
in future modeling efforts. 
6.5.1 Wind tunnel test apparatus characterization 
Air flow over a flat plate is classically defined as turbulent for Reynolds numbers greater 
than 5×10
5
. In the wind tunnel where the present study was performed, the flow can only be 
classified as laminar for low flow velocities (U∞ < 2.5 m s
–1
) at the very front of the wind tunnel 
test-section; everywhere else, the flow is turbulent. Table 6.5 presents the values of the key 
dimensionless numbers required meet atmospheric-wind tunnel similarity (Chapter 6.3.2.). The 
analysis was performed using experimental data and temperature dependent flow properties (i.e. 
density, dynamic viscosity, etc.) for dry and saturated Accusand #12/20 under two different 
temperature conditions. All measurements were made at the back of the wind tunnel test-section. 
The approximate order of magnitude, e.g. O(10
8
), are provided for the atmospheric values of 
these numbers.  
 
Table 6.5 Comparison of dimensionless numbers important to atmospheric -wind tunnel similarity  
Dimensionless 
Number 











































 2.60 2.60 O(10
0

















































In this analysis, the Rossby number (Ro) is not analyzed as there are no rotational forces 
present in wind tunnels that do not have rotational flow chambers or similar flow controls. 
Cermak [1981] explains that this is not a problem for most studies designed to simulate the ABL 
in a wind tunnel setting and Ro can therefore be neglected. Similarly, the value of the Eckert 
number (Ec) is not important for velocities less than the speed of sound; the atmospheric value is 
taken to be approximately an order of magnitude larger than the wind tunnel values. The Prandtl 
(Pr) and Schmidt (Sc) numbers are automatically satisfied because they are functions of the 
working fluid (i.e. air).The Reynolds number of the flow is three orders of magnitude smaller 
than atmospheric values in accordance with Cermak [1981]; the difference is the result of the 
different magnitudes of the length scales that apply in each situation. This also explains the three 
orders of magnitude difference between the wind tunnel and atmospheric values of the solutal 
and thermal Peclét numbers. According to Avissar et al. [1990], wind tunnel and atmospheric 
flow should be on the order of 10
0
 with respect to the Euler number (Eu). The wind tunnel value 
of Eu can deviate from atmospheric values if there are obstructions or blockages in the flow path 
that cause large pressure drops. The value of the Richardson numbers (Ri) also fall within the 
same range as the atmospheric values. 
6.5.2 Momentum boundary layer  
 Figure 6.7 depicts the effects of surface roughness and surface permeability on the 
velocity profiles under dry soil conditions with a mean free-stream velocity 0.812 m s
–1
, 
temperature of 22.53 °C, and relative humidity of 18.1%. The average atmospheric conditions 
varied by a maximum of 3.5 °C and 6.2% RH among the four experiments presented. 
Extrapolation of these curves to the soil surface (not shown) following the trends in Figure 6.7 
result in surface velocities (i.e. slip velocities) of less than 0.02 m s
–1
. This suggests that very 
little air penetrates below the soil and that subsurface flow velocities are very small – flow in the 
presence of soil resemebles impermeable flow. This finding is in agreement with James and 
Davis [2001] who showed that there is very little penetration for solid volume fractions greater 
than 0.1 – the porous medium’s resistance to flow is so high that the slip velocity is negligible. 
Experimental Laser Doppler Anemometry measurements made by Gupte and Advani [1997] for 




Fetzer [2012] numerically showed that surface roughness associated with soil grains less 
than 1 mm in size have no influence on the flow; the results are essentially equivalent to those of 
a flat plate. This nuemerical finding is validated by the experimental results of Figure 6.7. The 
two test soils used in the present study, Accusand #12/20 and #50/70, have grain sizes of 1.04 
and 0.27 mm respectively. The presence of gravel on the soil surface, which has an average 
diameter approximately 40 times that of the sand, impacts the flow only slightly. Based on these 
observations, one could posit that surface roughness won’t effect the main part of the flow until a 
scale of 10 cm or more is reached. Sugita et al. [1998] experimentally showed that obstacles 1 
cm in height and 2 cm in width only influence the flow within the first few centimeters above the 
soil surface – the first 0.8 cm was identified as the viscous sublayer. Unfortunately, such 
measurements are outside the measurement range of the LDV probe at the present. 
 
 As mentioned above, the findings in Figure 6.7 suggest that flow over soils such as those 
used in the present study closely resembles that of flat plates. This is confirmed in Figure 6.8 
which compares the measured velocity profiles for dry Accusand #12/20, in the presence and 
absence of gravel, with theoretical estimations. The theoretical boundary layer velocity profiles 
are determined using the Blasius [1908] and Prandtl [1945] equations for flow over a flat plate. 
These equations were solved through numerical integration. The dimensionless number analysis 




























Coarse Sand (Accusand #12/20)
Fine Sand (Accusand #50/70)
Gravel
Figure 6.7 Analysis of the effects of soil roughness and permeability on velocity profiles. 
Measurements made under dry soil conditions with an atmospheric mean free-stream velocity 
0.812 m s
–1
, temperature of 22 °C, and relative humidity of 18%. 
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above showed that flow conditions at the back of the wind tunnel were transitionally turbulent to 




. Results in Figure 6.8 similarly 
reflect this observation. This is demonstrated by the good agreement between the measured and 
estimated boundary layer thicknesses, approximately 225 mm. The laminar velocity profile 
shown in Figure 6.8 suggests a boundary layer thickness of only 75 mm. The shapes of the 
measured boundary layer velocity profiles also more closely resemble the theoretical turbulent 
velocity profile. The failure of the analytical profile to reproduce the measured profiles could be 
addressed by adjusting adjusting the variables employed in the Prandtl [1945] to better reflect 
temperature sensitivity (i.e. air density, air dynamic viscosity) or adopting other models such as 
that of White [2005]. 
 
 Figure 6.9 depicts the effects of other variables on the flow such as soil saturation, 
relative humidity, temperature, and wind velocity. Soil saturation and near-surface relative 
humidity are both correlated to bare-soil evaporation. Figure 6.9a shows that during Stage I 
evaporation (i.e. full saturation), there is very little effect on the momentum boundary layer. A 
similar observation can be made with respect to the experiment with elevated atmospheric 
humidity (Figure 6.9b). These results are to be expected when one considers the impact of water 
vapor on air density and air dynamic viscosity – an increase in vapor concentration (i.e. relative 



























Laminar Flow [Blasius, 1908]
Turbulent Flow [Prandtl, 1935]
Coarse Sand (Experimental)
Gravel (Experimental)
Figure 6.8 Comparison of experimentally measured velocity profiles with flat plate analytical 
profiles. Measurements made under dry soil conditions with an atmospheric mean free-stream 
velocity 0.812 m s
–1
, temperature of 22 °C, and relative humidity of 18%. 
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humidity) lead to decreases, albeit slight, of both atmospheric variables. According to Equations 
(6.1-6.2), this should in turn lead to a increase in boundary layer thickness which is not seen in 
either Figure 6.9a or Figure 6.9b. This is likely not observed because of the temperature 
differences between the various experiments. Temperature does have a discernable impact on the 
velocity profiles (Figure 6.9c).  
 
 Similar to the discussion above, increases in temperature lead to increases in both the 
density and dynamic viscosity of air. Inspection of Equations (6.1-6.2) again shows that a 
thicknening of the boundary layer should occur, exactly as observed in Figure 6.9c. In the case of 
a temperature increase of 13 °C, the boundary layer thickness grew by approximately 200 mm. 































































































































Ambient Relative Humidity (15%)
Elevated Relative Humidity (65%)
Figure 6.9 Comparison of experimentally measured velocity profiles in which (a) soil 
saturation, (b) relative humidity, (c) temperature, and (d) free-stream wind velocity were 
allowed to vary. Measurements made under dry soil conditions with an atmospheric mean 
free-stream velocity 0.812 m s
–1






As in the case of temperature, the impacts of wind speed on the boundary layer in terms of the 
velocity profiles are also readily visible (Figure 6.9d). Note that the x-axis presents normalized 
velocity so as to allow all three wind speeds to be presented simultaneous with the same 
resolution. Inspection of Figure 6.9d shows that the thickness of the boundary layers become 
thinner as velocity increases – in line with theoretical predictions (Equations 6.1-6.2). 
6.5.3. The thermal and mass concentration boundary layers 
 Very little analysis has been performed for the impacts of state variables on the thermal 
and mass concentration boundary layers [e.g. Ishihara et al., 1992; Sugita et al., 1998]. Figure 
6.10 presents the effect of soil saturation on the development of thermal and mass concentrations 
above Accusand #12/20. Temperature is shown to increase with height above the soil surface 
(Figure 6.10a). These curves are normalized to the surface temperature so as to address the 
differences in temperature between the dry and saturated experiments; a normalized temperature 
greater than 1 denotes a higher temperature. In the case of the saturated experiment, temperatures 
near the soil sruface are cooler than their free-stream value because of the occurrence of 
evaporation – this process is referred to as evaporative cooling and is commonly associated with 
Stage I evaporation [Yiotis et al., 2007]. The physical temperature gradient between the soil 
surface and free-stream in this case was 2.3°C. A temperature gradient does not exist under dry 
conditions as would be expected of climate controlled wind tunnel that ensures air is well mixed 
before being introduced to the test-section.  
 

































Figure 6.10 The effects of soil saturation on (a) thermal and (b) mass concentration boundary 
layers. Measurements made under an atmospheric mean free-stream velocity 5.12 m s
–1
, 
temperature of 22 °C, and relative humidity of 18%. 



































 A vapor concentration does not exist under dry conditions for the same reasons that a 
temperature gradient didn’t (Figure 6.10b). The presence of water in the soil pores during the 
saturated experiment introduce a source term for water vapor, represented here as relative 
humidity. These profiles are also normalized to the value measured at the soil surface; a value 
less than 1 signifies a relative humidity lower than the surface value. Whereas temperature 
increases with height, water vapor concentrations (i.e. relative humidity) decreases with height or 
distance from the soil surface which acts as a source term. The gradient depicted in Figure 6.10b 
correspons to a relative humidity difference of 15% between the soil surface and free-stream. 
6.6 Conclusions 
 Land-atmosphere interaction is a complex multidisciplinary field of study that focuses on 
the feedbacks between various atmospheric and soil state variables (e.g. temperature, relative 
humidity, soil saturation). There is a great amount of uncertainty associated with field datasets 
that that have poor spatial and temporal resolution. These datasets commonly represent 
“snapshots” of conditions that are constantly changing in both space and time. Wind tunnel 
experimentation has been used with success in the past to study the effects of surface roughness 
on the development of momentum boundary layers. As shown in the present study, experiments 
can be designed to simulate conditions within natural ABLs that develop above the Earth’s 
surface, relying on similarity between the boundary layers that develop. Historically, wind tunnel 
studies have never been investigate the full effects of land-atmosphere interaction under 
evaporative environments due to the wind tunnels not being coupled to variably saturated porous 
media. 
The purpose of the study was to describe a unique wind tunnel porous media test facility 
that has been recently developed by the Center for Experimental Study of Subsurface 
Environmental Processes (CESEP) at the Colorado School of Mines in Golden Colorado, USA. 
The CESEP facility interfaces a long 7.3 m tank with a climate controlled wind tunnel, allowing 
the feedbacks or impacts of atmospheric (i.e. wind velocity, air temperature, relative humidity) 
and soil state variables (i.e. soil type, soil saturation) to be investigated in the context of near 
surface boundary layer flow. The tank and wind tunnel are outfitted with sensor networks 
capable of automatically and continuously collecting: air and soil temperature, relative humidity, 
soil saturation, evaporation rate, and soil air pressure. 
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Experimental results were presented from a variety of experiments focusing the impacts 
of different soil variables (e.g. soil type, soil saturation) and atmospheric conditions (e.g. wind 
velocity, air temperature, relative humidity). This analysis demonstrated the ability and 
feasibility of using wind tunnels to study land-atmosphere interaction. Key findings included soil 
grain sizes less than 1 mm in diameter, soil saturation, and relative humidity do not significantly 
effect the momentum boundary layer; wind velocity and air temperature on the other hand do 
impact the boundary layer. Velocity profiles that develop above sand closely resemble analytical 
flat plate predictions. Discernable thermal and mass concentration boundary layers can be 
observed to develop above the soil surface, showing that the wind tunnel can be used for the 
purpose of investigating land-atmospheric interaction in the context of evaporation. Data 
collected as part of this study will provide insight into the effect of state variables on boundary 
layer conditions and development in addition to providing high spatial and temporal resolution 
datasets in which to test the upscaling of numerical heat and mass transfer models that couple 
Darcy flow in the porous media and the Navier-Stokes equations in the atmosphere. 
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INTERMEDIATE SCALE EXPERIMENTAL AND NUMERICAL INVESTIGATION OF 
BARE-SOIL EVAPORATION IN THE PRESENCE OF NEAR-SURFACE BOUNDARY 
LAYER FLOW 
Experimental and numerical simulation results from Chapter 5 showed that fetch, induced 
by airflow, plays an important role on evaporation and other associated heat and mass transfer 
models. This chapter presents experimental results from an unique intermediate scale (~7 m) 
bare-soil evaporation study, performed under carefully controlled laboratory conditions using a 
wind closed-circuit climate controlled tunnel porous media test facility, to further explore this 
concept. Results provide new insights into the effect of scale on evaporative behavior (e.g. 
drying patterns, fetch). The high spatial and temporal resolution of this dataset allows it to be 
used in testing and refining the next generation of numerical heat and mass transfer models. 
7.1 Introduction 
Bare-soil evaporation is a heat and mass transfer process important to many fields of 
science and engineering such as meteorology and climatology, vadose zone remediation, waste 
storage, and water management [e.g. King, 1914; Shukla and Mintz, 1982; Ho et al., 1994; 
Scanlon et al., 2005]. This multiphase phenomenon is complex and still poorly understood 
despite well over a century of active research on the topic. Bare-soil evaporation involves the 
strong coupling of atmospheric demand (e.g. temperature, solar radiation, airflow, relative 
humidity), hydraulic and thermal properties of the porous medium, phase change kinetics, and 
internal transport mechanisms (i.e. capillary and film flow, vapor diffusion) [Hanks et al., 1967; 
van de Griend and Owe, 1994; Prat, 2002]. Specifically, it is conditions within the near-surface 
boundary layer above the porous medium that drives evaporation, particularly during Stage I 
evaporation. The processes of evaporation itself in turn effects local conditions within the 
boundary layer through a series of positive and negative feedbacks. 
 The feedbacks between the land and atmospheric boundary layer, with evaporation 
serving as the coupling processes controlling heat and mass transfer, has been extensively 
investigated using land surface models (LSMs), general circulation models (GCMs), and 
atmospheric boundary layer (ABL) models at catchment basin to global scales [e.g. Yang, 2004; 
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Garcia Gonzalez et al., 2012; Shi et al., 2013]. Depending on the system being modeled, domain 
mesh grids can have lengths ranging from hundreds of meters to hundreds of kilometers. Within 
grids abutting the land-atmosphere interface, evaporation is often represented in terms of forcing 
data (often taken from a single measurement location and averaged over a larger area), or in 
terms of one-dimensional surface energy balances; there has been a recent movement to 
including two-dimensional effects in LSMs [e.g. Maxwell and Miller, 2005, Maxwell et al., 
2007; Kollet and Maxwell, 2008]. 
 While the relative simplicity of employing surface energy balances is needed given the 
domain sizes of LSMs, GCMs, and ABL models, it is unfortunately unrealistic and can neglect a 
number of the key physics and aspects of evaporation. Evaporative fluxes can vary significantly 
over large spatial areas due to changes in water availability [Zeng et al., 2011; Shi et al., 2013], 
fetch [Shuttleworth, 2012], surface heterogeneities (e.g. surface roughness, vegetation) [Avissar 
and Pielke, 1989; Nakaegawa et al., 2000; Beyrich and Mengelkamp, 2006], and subsurface 
heterogeneities. These models often rely on economically and physically limited datasets [e.g. 
Saito et al., 2006; Bittelli et al., 2008] that constrain the number of different variables measured, 
and the spatial and temporal resolution at which the data can be generated. The latter of these 
leads to large data uncertainties as a result of not being able to capture surface heterogeneity or 
atmospheric conditions over short time periods (e.g. diurnal fluctuations, weather). This lack of 
data has resulted in a poor understanding of evaporative behavior (e.g. drying patterns, effects of 
fetch) at intermediate scales of approximately 10 m. Improving our current understanding of 
evaporation at this scale will prove imperative for the advancement and refinement of LSMs, 
GCMs, and ABL models in addition to testing the scalability of the next generation of continuum 
scale heat and mass transfer models that couple subsurface and near-surface boundary layer 
atmospheric flow [e.g. Mosthaf et al., 2011; Baber et al., 2012; Fetzer et al., 2012; Davarzani et 
al., 2014; Mosthaf et al., 2014; Trautz et al., 2015]. 
 Addressing this problem will require a new approach, one in which specialized large 
scale high spatial and temporal resolution datasets generated under stable well controlled 
conditions. Wind tunnel experimentation offers a unique approach for generating such datasets – 
historically wind tunnels have been used with great success for studying the effect of surface 
roughness on the momentum boundary layer [e.g. Cermak, 1971; Kozmar, 2010; Burton, 2011]. 
Sugita et al. [1998] and Sugita and Kishii [2002] have performed wind tunnel experiments 
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focusing on the effects of surface roughness on all three boundary layer types (i.e. momentum, 
thermal, mass concentration) at a two meter length scale. This experiment was truly 
revolutionary because the authors also measured subsurface conditions (e.g. soil water 
saturation) in addition to those in the atmosphere.  
 The purpose of this study is to generate a precision, high spatial and temporal resolution 
dataset capable of experimentally investigating evaporative behavior, similar to Sugita et al. 
[1998] and Sugita and Kishii [2002], but at the larger intermediate scale (~10 m). The dataset to 
be presented herein will also prove to be invaluable in testing, refining, and validating the 
upscaling of the continuum scale models from lengths of approximately 0.25 m to several 
meters. Experimentation is performed over a 40 day period using a 7.3 m long porous media tank 
interfaced with a closed-circuit climate-controlled wind tunnel located at Center for 
Experimental Study of Subsurface Environmental Processes (CESEP) at the Colorado School of 
Mines in Golden Colorado, USA. The test facility is used to continuously and automatically 
monitor air and soil temperature, evaporation, relative humidity soil water saturation, and soil air 
pressure. Momentum, thermal, and mass concentration boundary layer measurements are taken 
on a weekly basis. 
7.2 Material and Methods 
All experimentation was performed at the wind tunnel/porous media test facility operated 
by the Center for Experimental Study of Subsurface Environmental Processes (CESEP) at the 
Colorado School of Mines in Golden Colorado, USA. This section presents a description of the 
experimental apparatus, measurement techniques applied, and sand summary. For detailed 
information, the reader is referred to the discussion in Chapter 6. 
7.2.1 Experimental apparatus 
The test facility consists of a 21 m long closed-circuit climate controlled low velocity 
wind tunnel and a soil tank (Figure 7.1). Airflow is driven by a 60 Hz variable speed drive fan 
capable of maintaining wind speeds between 0.8 and 10 m s
–1
 – the wind tunnel is classified as a 
low velocity wind tunnel because velocities never exceed 50 m s
–1
 [Cermak, 1981]. A number of 
flow conditioners (i.e. diffuser section, turning vanes, settling chamber, and contraction) are 
installed throughout the wind tunnel circuit (Figure 7.1) to control and condition the flow. This is 
done to make the flow entering the test section as laminar as possible. A series of climate 
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systems (i.e. humidifier, dehumidifier, heater, chiller) are installed along the length of the wind 
tunnel to control atmospheric humidity and temperature; see Table 7.1 for a summary of the 
ranges and precision of these systems. A 7.3 m long, 1.1 m tall, 0.09 m wide soil tank is 
interfaced with the wind tunnel along the centerline of the test section (Figure 7.1). The tank is 
raised into place so that the soil surface is flush with the floor of the wind tunnel test section via 
a series of hydraulic jacks. 
 
 
Table 7.1 Climate control 
Climate System Minimum Maximum Variability 




 ± 0.05 m s
–1
 
Heater/Chiller -4.4 °C 35 °C ± 1 °C 
Humidifier/Dehumidifier 5% 95% ± 3% 
 
7.2.2 Measurement techniques 
 The wind tunnel and porous media tank are outfitted with sensor networks for 
automatically and continuously measuring air and soil temperature, relative humidity, and soil 
Figure 7.1. Plan view of wind tunnel flow-circuit with identification of key flow conditioners 
and climate control components. Not drawn to scale. 
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water saturation. Momentum boundary layer measurements (i.e. velocity profiles) are measured 
using Laser Doppler Velocimetry. The thermal and mass concentration boundary layer 
measurements are made using relative humidity/temperature sensors mounted on an internal 
traverse. 
 Soil temperature distributions are measured using 60 ST-100 thermistors (Apogee 
Instruments; USA) installed horizontally through the tank walls. These 7 cm long, 0.6 cm 
diameter sensors measure temperature with an accuracy of ± 0.1 °C between 0 and 70°C. 
Measurements are made every 10 minutes and stored on a CR1000 datalogger (Campbell 
Scientific, Inc.; USA) with the assistance of two AM16/32B multiplexers (Campbell Scientific, 
Inc.; USA). Temperature is measured immediately upstream and downstream of the soil tank 
using a total of 8 ST-200 bare-wire thermistors (Apogee Instruments; USA). These 
measurements are made every 10 minutes using the CR1000 datalogger and AM16/32B 
multiplexers discussed above. Surface temperature is remotely measured using three SI-131 
infrared radiometers (Apogee Instruments; USA) with an accuracy of ± 0.2 °C. These 
temperatures are used in a surface energy balance developed by Shahraeeni and Or [2010] to 
determine evaporation rates.  
 Soil water saturation distributions are similarly measured every 10 minutes using 60 EC-
5 soil moisture sensors (Decagon Devices, Inc.; USA) which have an accuracy of ± 3%. These 
sensors measure the dielectric permittivity of the soil in terms of an analog-to-digital converter 
number (ADC count). The ADC count is converted to a volumetric water content using the two-
point -mixing model developed by Sakaki et al. [2008] during post experimental processing. 
Soil water saturation is sampled every 10 minutes and stored on five-channel EM50 dataloggers 
(Decagon Devices, Inc.; USA). 
 Relative humidity is measured at the soil surface at 5 locations along the soil tank at 10 
minute intervals using EHT sensors (Decagon Devices, Inc.; USA); data is stored in five-channel 
EM50 dataloggers. These sensors measure temperature with an accuracy of ± 0.5°C and relative 
humidity with an accuracy of ± 3% accuracy. Relative humidity is also measured immediately 
upstream of the soil tank and downstream at 1 cm and 55 cm using the same sensors. 
 An additional custom made relative humidity/temperature sensor (accuracy ± 0.2 °C, ± 
3%) is installed on an internal three-dimensional traverse located within the test section. The 
traverse is used to make temperature and mass concentration profile measurements above the soil 
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surface at various locations. The traverse itself is able to move to any (x, y, z) coordinate position 
with a precision of 1 mm. Relative humidity and temperature measurements are made once a 
second for 30 seconds. These measurements are then averaged to determine a mean value at any 
given height. Data is written directly to file using a LabVIEW software (National Instruments, 
USA) program. Profile measurements are made at 6 locations spaced every 1 m downstream of 
the front of the soil tanks once a week for 4 weeks. 
 Velocity profiles are measured above the soil surface using a two dimensional Class IV 
Innova 70C series argon ion gas laser (Coherent; USA) with maximum power rating of 2 W and 
accuracy of ± 0.05 m s
–1
. This technique is called Laser Doppler Velocimetery (LDV); the reader 
is referred to the excellent references of Durst et al. [1976] and Drain [1980] for more 
information. The laser and the two-dimensional traverse it is attached to are controlled by 
FlowSizer software (TSI, USA) and FSA signal processor. The traverse allows measurements to 
be made with an accuracy of ± 5 μm in the horizontal and vertical directions. Measurements are 
taken once a week for 4 weeks at 6 locations above the soil tank. 
7.2.3 Sand Summary 
 The soil tank is packed in two distinct layers. The bottom 0.9 m of the tank contains 
Granusil #30 (Unimin Corp.; USA) and acts as filler material; above this, Accusand #30/40 
(Unimin Corp.; USA) is employed. Accusand #30/40 is a well characterized uniform (uniformity 




is 99.8% quartz. Key properties are provided in Table 7.2. 
 






















Van Genuchten Parameters 
α (cm
–1
) n (–) 
0.32 1.79 11.1 0.028 0.06 20 
 
The soil tank is wet packed using deionized water in a series of 1.5 cm thick lifts with 
tamping occurring in between to improve layer uniformity. The tank frame was also tapped 
vigorously with a rubber mallet to compact the sand layers. The reader is referred to Sakaki and 




7.3 Experimental Results 
 In this section, time-dependent experimental data are presented.  
7.3.1 Set conditions 
In the present study, the experiment is started under fully saturated conditions and the 
atmospheric temperature and relative humidity are controlled automatically by the wind tunnel 
climate controlled software. Figure 7.2 depicts the temperature and relative humidity of the air 
immediately upstream of the soil tank. Temperature and relative humidity rarely fluctuate by 
more than 1°C and 0.02 from their set values of 25 °C and 0.23, showing that the climate control 
system is able to maintain these atmospheric variables with high precision. The observed wind 
tunnel atmospheric temperature fluctuations in Figure 7.2 are the result of the heater and chiller 
systems cycling on and off during the experiment (Chapter 6.4.2). Similarly, relative humidity 
fluctuations are caused by the cycling of the dehumidification system in response to deviations of 
relative humidity from its set value. The decrease in relative humidity over the duration of the 
experiment is the result of the humidification system not being employed in this study.  
 
Figure 7.2 Stability of atmospheric temperature and relative humidity relative to their set 
values of 25°C and 0.23, respectively. 






































7.3.2 Subsurface conditions 
 Figure 7.3 presents time-dependent temperature data at three different depths (i.e. -2.5 
cm, -7.5 cm, and -12.5 cm) and three different locations along the length of the tank (i.e. 24 cm, 
344, and 694 cm downstream from front of tank). Inspection of Figure 7.3 shows an overall 
increasing temperature trend throughout the duration of the experiment. The coolest initial 
temperatures are found at a depth of 2.5 cm (Figure 7.3a) while the highest temperatures are 
found at a depth of 12.5 cm (Figure 7.3c). Temperatures are suppressed at 2.5 cm as a result of 
evaporation occurring at or close to the soil surface (i.e. Stage I evaporation). The vaporization 
of liquid water is an endothermic reaction, meaning heat is absorbed and local temperature 
decreases as a result; this is often referred to as evaporative cooling [Yiotis et al., 2007]. At a 
depth of 2.5 cm (Figure 7.3a), temperatures are coolest along the upstream part of the tank 
during the first 2 days of the experiment, corresponding to higher upstream evaporation rates and 
associated soil desaturation. As evaporation transitions from Stage I to stage II, the soil dries 
rapidly. The decrease in soil saturation lowers the effective heat capacity of the soil (liquid water 
has a higher heat capacity than air) which in turn increases the temperature. This explains the 
largest temperature increases (~6 °C) at the shallowest depths (Figure 7.3a). The warmer 
temperatures at greater depths (Figure 7.3b-7.3c) are also the result of the bottom of the soil tank 
being warmed more than the top by the space heaters located in the climate chamber. 
Figure 7.4 shows time-dependent soil saturation at three depths and locations along the 
length of the soil tank. At each depth, soil saturation decreases the fastest upstream in response to 
the higher upstream evaporation rates which will be discussed below in Chapter 7.3.4. Figure 
7.4a shows that the primary evaporation front (i.e. interface between the water-saturated and 
partially air-filled region) retreats rapidly through the first row of sensors and reaches a depth of 
5 cm after approximately 3.5 days – this is identified by the start of soil desaturation in Figure 
7.4b. The primary evaporation front then continues to retreat at a much slower rate, eventually 
reaching a depth of 10 cm by Days 12 upstream and Day 16 downstream. The top 5 cm of the 
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Figure 7.3 Time-dependent temperature at depths of (a) 2.5 cm, (b) 7.5 cm, and (c) 12.5 cm at three locations along the soil tank. 
Error associated with all measurements is ± 0.2°C. 
a) b) c) 
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Figure 7.4 Time-dependent soil saturation at depths of (a) 2.5 cm, (b) 7.5 cm, and (c) 12.5 cm at three locations along the soil tank. 
Error associated with all measurements is ± 3%. 
a) b) c) 
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7.3.3 Surface conditions 
Figure 7.5 depicts surface temperature and surface relative humidity at three locations 
along the soil tank. Unlike the subsurface temperature data, there is no visible distinction in 
surface temperature between the measurement locations (Figure 7.5a). All measurements fall 
within the ± 0.5 °C uncertainty of the sensors. The increase in surface temperature corresponds to 
the drying of the soil and retreat of the evaporation front retreats. Temperatures stabilize after 
Day 7 once the temperature is no longer suppressed by evaporative cooling and it begins to 
equilibrate with the atmospheric temperature. Surface relative humidity clearly demonstrates the 
how the soil dries along the length of the tank. Relative humidity begins to decrease at the 
upstream a full two days before the middle measurement location and 6 days before the 
downstream location. This distinctive drying pattern is in good agreement with the evaporation 
rate data that will be presented below. 
 
7.3.4 Evaporation Rate 
 The evolution of the evaporation rate at three locations along the length of the tank is 
shown in Figure 7.6. Evaporation rate is determined using infrared radiometer data in 
conjunction with a surface energy balance based on the work of Shahraeeni and Or [2010]. The 
reader is referred to Chapter 5.3.5 for more information regarding this approach. As 
demonstrated in Figure 7.6, the average Stage I evaporation rate is 0.5 mm hr
–1
; the evaporation 
at the upstream measurement location was larger by approximately 0.02 mm hr
–1
 however. The 
lower Stage I evaporation rates at the two downstream measurement locations are due to fetch. 
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Figure 7.5 Time-dependent (a) surface temperature and (b) surface relative humidity. Error 
associated with measurements is ± 0.5°C and ± 3% RH. 
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Upstream evaporation lowers downstream atmospheric demand by increasing near-surface 
relative humidity and lowering temperature. The lower downstream atmospheric demand in turn 
corresponds to the suppression of evaporation downstream. The duration of Stage I evaporation 
was shortest at the upstream location, lasting only 2.25 days compared to the 3.5 days of the 
other measurement locations. Condensation is shown in Figure 7.6 after Day 30. According to 
the surface energy balance employed, condensation occurs when the soil surface is warmer than 
the atmospheric flow – the observed condensation rates correspond to a temperature difference 
of only 0.5 °C. In the case of the present experiment, the soil tank was warmed by an external 
space heater located in the climate chamber. 
 
 
7.3.5 Boundary layer measurements 
 Figure 7.7 depicts the normalized velocity profiles at three locations downstream from 
the front of the tank on Day 0 and Day 14. The profiles presented in Figure 7.7 have not had any 
smoothing schemes or statistical line fitting applied – a requirement before these profiles can be 
used as numerical model inputs. The velocity profiles are jagged, showing large variability. This 
is caused by the dehumidifier is constantly cycling on and off in response to atmospheric relative 
humidity. The dehumidifier was not turned off during the boundary layer measurements so as to 
maintain constant atmospheric conditions; a single dataset requires approximately 8 hours to 
Figure 7.6 Time-dependent evaporation rate as determined using a surface energy balance in 
conjunction with remotely sensed temperature data. 
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complete. Independent measurements have shown that the dehumidifier can cause wind velocity 
to deviate by approximately 0.1 m s
–1
 when the wind tunnel is running at low wind speeds (i.e. < 
1 m s
–1
). Despite the variability in Figure 7.7, one can still observe a number of key trends. Wind 
velocity increases with height from the soil because viscous and turbulence stresses which slow 
the flow, decrease. The thickness of the boundary layer increases with distance from the front of 
the tank from a value of 60 mm to approximately 250 mm. The boundary layer thickness can be 
identified as the location when the normalized is equal to 0.99. 
 
 
Normalized temperature profiles are presented in Figure 7.8 at the same locations and 
times as the velocity profiles shown previously. Temperature in general, increases with height 
above the soil surface. The temperature gradient shown for Day 0 (Figure 7.8a) corresponds to a 
difference of 3°C. The temperature is cooler at the soil surface than the free-stream because of 
the evaporative cooling. The gradient between the soil surface and the free-stream decreases with 
time as the soil dries and the evaporation front retreats. Boundary layer thickness increases from 
approximately 80 mm at the upstream measurement location to approximately 150 mm at the 
downstream location. The two most downstream profiles show an interesting trend in which 
temperature increases with height in the first 80 mm. This is likely due to the effects of 
turbulence. Eddies in the flow are causing enhanced rates of mixing which in turn leads to an 
overall cooler temperature that is not limited to just the soil surface. 
a) b) 
Figure 7.7 Velocity profile measurements at three locations above the soil tank on (a) Day 0 
and (b) Day 14. 
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Fetch can be observed in terms of the elevated relative humidity data on Day 0 shown in 
Figure 7.9. Whereas velocity and temperature increase with height from the soil surface, relative 
humidity decreases with height. Note that the profiles presented in Figure 7.9 are normalized 
relative to the vapor concentration at the soil surface. The gradient between the soil surface and 
free-stream decreases by 15% as the soil transitions from Stage I evaporation (Figure 7.9a) to 
Stage II evaporation (Figure 7.9b). This decrease in relative humidity is the result of evaporation 
becoming diffusion limited and the total volume of water vapor present at the surface decreasing. 
The boundary layer thickness of the mass concentration profiles are approximately 80 mm at the 
upstream measurement location and 120 mm at the downstream location. 
 
a) b) 
Figure 7.8 Temperature profile measurements at three locations above the soil tank on (a) 
Day 0 and (b) Day 14. 
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Figure 7.9 Temperature profile measurements at three locations above the soil tank on (a) 
Day 0 and (b) Day 14. 
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 The purpose of this study was to present a large scale wind tunnel bare-soil evaporation 
dataset that will be used in the future to test and validate the upscaling of numerical heat and 
mass transfer models that simulate flow in both porous media and free-fluids. Results showed 
that conditions in the atmosphere remained relatively stable with temperatures and relative 
humidity varying less than 1°C and 0.02 from their set values of 25 °C and 0.23. Subsurface and 
surface data (temperature, soil saturation, relative humidity, evaporation rate) showed that the 
soil tank dried preferentially from the front where the atmospheric demand was the highest. 
Three boundary layers were shown to develop and change with time in response to the current 
evaporative stage.  
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Bare-soil evaporation is a complex multiphase phenomenon that involves heat and mass 
transfer driven by the strongly coupled interactions of atmospheric demand, soil properties, 
phase change kinetics, and transport mechanisms. This is an important process at a variety of 
scales – ranging from the pore to the catchment basin scale – to many different natural and 
industrial applications including: meteorology and climatology, water management, forestry, 
vadose zone remediation, waste isolation and storage, the drying of textiles, the drying of 
cosmetics, and food preservation. Our understanding of bare-soil evaporation remains 
incomplete despite it being a paramount process of heat and energy exchange in the above fields 
of study. This is due in part to lack of high spatial and temporal resolution datasets containing a 
large variety of measurements (e.g. soil and air temperature, soil saturation, relative humidity, 
wind velocity, etc.) that could be used to test and refine heat and mass transfer theories. This has 
led to the research community as whole having to rely on assumptions and simplifications to 
address the existing knowledge gaps and poor understanding of different aspects of the 
evaporation process. 
The research presented in this dissertation was designed to advance our current 
understanding of heat and mass transfer in coupled porous media free-fluid systems in the 
context of evaporation through three main objectives: (1) to develop a better understanding of 
coupled flow systems in the context of processes associated with bare-soil evaporation (e.g. 
phase change) exposed to atmospheric airflow under different environmental conditions (e.g. soil 
heterogeneity, soil saturation, temperature); (2) to generate high spatial and temporal resolution 
experimental datasets using different measurement techniques that are capable of testing and 
improving numerical heat and mass transfer theory and models at a variety of scales; (3) identify 
the most important atmospheric (i.e. temperature, relative humidity, wind velocity) and soil (i.e. 
soil type, soil moisture) state variables and feedbacks that effect boundary layer development and 
bare-soil evaporation. These objectives were designed to test the three hypotheses driving this 
thesis: (1)  Momentum, heat, and mass transfer occurring at the land/boundary layer interface 
produce strong dynamic exchanges between the porous medium to the atmospheric boundary 
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layer, this requiring coupled modeling; (2) Simulated bare-soil evaporation and soil moisture 
redistribution predictions can be improved by better capturing non-equilibrium phase change, 
and including turbulent airflow effects; (3) There are several important atmospheric and soil 
variables that influence near-surface boundary layer development above flat soil surfaces that in 
turn impacts the mass and energy fluxes associated with evaporation. 
8.2 Lessons Learned 
A large number of different aspects of bare-soil evaporation could have been studied as 
part of research associated with this dissertation. Three different topics, identified as having the 
greatest potential impact or contribution to improving our current understanding of bare-soil 
evaporation, were initially selected. The research presented here as part of this dissertation has 
shown the importance of accurately capturing the physics and key processes of evaporation, 
especially free-fluid (i.e. atmospheric) airflow. Hypothesis 1 provided in Chapter 2.8 was 
validated by the simulation results of the study presented in Chapter 5 which showed that 
coupled heat and mass transfer models are able to capture the feedbacks between the porous 
medium and free-fluid – this cannot be observed in traditional models that use atmospheric 
conditions as the boundary condition at the soil surface. These findings prompted an additional 
two studies that were presented in the early stages of development in Chapters 6-7. These two 
studies focused on the generation of experimental datasets that could be used to precisely study 
feedback processes and the effect of scale on observed evaporation behavior and patterns. 
Hypothesis 2 was confirmed by the work performed in Chapters 3-5. The proper selection of 
non-equilibrium phase change and the inclusion of coupled flow led to significant improvements 
in predicted evaporation and soil saturation redistributions. Results however, demonstrated that 
the transitional evaporative stage and soil saturation at intermediate depths (i.e. 7.5-12.5 cm) are 
still not being properly captured. This suggests that there are processes or key physics may be 
missing or not yet properly described. For example, turbulent airflow, which enhances 
evaporative fluxes may be one possible solution – this is discussed in more detail below in 
Chapter 8.3.3. Finally, Hypothesis 3 was validated in every chapter of this dissertation, but 
particularly in Chapters 5-7. 
 A summary of key findings and results are presented in the following sections for five 




8.2.1 Chapter 3 conclusions 
The objective of this chapter was to investigate the ability of the combined Heat-pulse 
and Sensible heat balance (HP-SHB) method to determine in situ evaporation rates from 
experimental data collected using heat-pulse probes, a novel sensor technology. This study was 
performed under carefully controlled laboratory conditions so as to reduce the amount of 
uncertainty associated with previous datasets using this approach. The outputs of the analytical 
model were compared with simulation results from a fully coupled numerical heat and mass 
transfer model that employed the sensible heat balance approach. The necessary experimental 
dataset for this study was generated in an experimental apparatus consisting of a soil tank, 
equipped with an array of sensors, interfaced to a wind tunnel. Upon completion of the 
experiments and numerical modeling efforts, the following conclusions were drawn: 
1) The heat-pulse probes can be used to measure in-situ evaporation rates with high spatial 
and temporal resolution. 
2) Whereas heat-pulse probe installation causes significant soil disturbance in the field, they 
do not in laboratory experiments in which soil is packed around the sensors. 
3) The HP-SHB approach is very sensitive to changes in the maximum temperature change 
measured.  
4) The analytical HP-SHB model and the numerical heat and mass transfer model 
employing a SHB can both capture the soil thermal property behavior (thermal 
diffusivity, volumetric heat capacity and thermal diffusivity) over a large range of water 
contents. Evaporation rate can also be predicted with great accuracy, but not all of the 
physics are properly captured. 
5) The analytical HP-SHB model is useful in that it does not rely on hydraulic properties 
and has only a slight reliance on fitting parameters. 
8.2.2 Chapter 4 conclusions 
 The objective of this chapter was to test the ability of numerical heat and mass transfer 
continuum scale model employing different non-equilibrium phase change formulations to 
simulate evaporation from bare soil under various environmental conditions (e.g. surface 
temperature, humidity and wind speed) and initial conditions (e.g. depth to water table, 
temperature). Four different none-equilibrium phase change formulations are compared and 
tested against four experimental datasets with respect to evaporation rate, temperature, soil 
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saturation, and relative humidity. The goal of this chapter was to initiate further interest and 
research in phase change in porous media, whether it is equilibrium based or non-equilibrium 
based phase change. The following final conclusions regarding the research in Chapter 4 can be 
made: 
1) Experimental and simulation results showed that vapor concentrations within the soil 
never approached equilibrium conditions. This supports the findings of the other studies 
that call the validity of the assumption of local chemical equilibrium into question. 
2) Non-equilibrium phase change based models are able to simulate evaporation, relative 
humidity, and soil saturation better than equilibrium phase change based models. 
3) Transitory evaporation between Stages I and II, is still not fully captured correctly using 
the non-equilibrium phase change approach, suggesting that some of the physics are still 
not being properly captured by or included in the model. 
4) Comparisons of the non-equilibrium phase change formulations show the importance of 
selecting the proper formulation to provide the best estimations of cumulative 
evaporation and evaporation rate, soil saturation distributions, etc. under various 
environmental conditions. 
5) Proper formulation selection may allow commonly used empirical fitting parameters such 
as the artificial vapor enhancement factor to be neglected, greatly simplifying model 
calibration. 
8.2.3 Chapter 5 conclusions 
Past studies exploring the effect of heterogeneous soil packing configurations with 
vertical textural contrasts have used coarse and fine grained sands that have similar porosities but 
distinct soil retention properties. A conceptual model was proposed by Lehmann and Or [2009] 
and amended by Nachshon et al. [2011] to explain the observed rapid retreat of the primary 
evaporation front in the coarse soil and prolonged Stage I evaporation in the fine soil. This 
conceptual model, in which liquid water moves between soil regions via capillary pumping and 
evaporation also occurs along vertical evaporation fronts, has never been previously validated or 
tested numerically. The purpose of this chapter focused on testing this conceptual model and 
improving our understanding of the effects of vertical texturally contrasting heterogeneous soils, 
defined in terms of soil disturbance (i.e. soil porosity), on evaporation behavior. Specifically, the 
impacts of soil heterogeneity on evaporation with respect to the subsurface transport of liquid 
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water and water vapor, and the development of momentum, thermal, and mass concentration 
boundary layers were analyzed experimentally and numerically using a heat and mass transfer 
model that couples single-phase (gas), two-component (air and water vapor) transfer in the 
atmosphere and two-phase (gas, liquid), two-component (air and water vapor) flow in porous 
media at the continuum scale under non-isothermal, non-equilibrium conditions. Key findings 
from this chapter can be summarized as: 
1) Numerical heat and mass transfers that couple free-fluid and subsurface flow can 
successfully predict the drying patterns and behavior during the two stages of evaporation 
in heterogeneous soil environments. 
2) Larger evaporation rate, humidities, and soil saturations – yet lower temperatures – were 
observed in the tightly packed soil regions than in the loosely packed soil region. 
3) Stage I evaporation was sustained longer in the tightly packed soil regions than in the 
loosely packed soil region as a result of capillary pumping in agreement with conceptual 
model of Lehmann and Or [2009] and Nachshon et al. [2011] for coarse and fine soils. 
Capillary pumping was identified by the presence of liquid water fluxes at the interface 
between the tight and loosely packed soil regions; these fluxes were significant, 
accounting for 0.16 kg of the water lost by the loosely packed soil region. 
4) Evaporation is also shown to occur from the vertical evaporation front that develops at 
the interface of the two regions. This vertical evaporation front connects the horizontal 
evaporation fronts in each soil region. 
5) The momentum boundary layer thickness thins above the loosely packed soil region as a 
result of wind velocities increasing and the velocity gradient steepening due to a larger 
intrinsic permeability. 
6) This thinning of the momentum layer in terms of increased wind velocity contributes, by 
lowering residence time, to the thinning of the thermal and mass concentration boundary 
layers. These boundary layers are also shown to be influenced by evaporation rate, 
changing over time as the soil regions transition from Stage I to Stage II evaporation. 
8.2.4 Chapter 6 conclusions 
Datasets capable of showing the feedbacks between atmospheric and soil state variables 
are needed. The purpose of the study was to describe a unique wind tunnel porous media test 
facility that has been recently developed by the Center for Experimental Study of Subsurface 
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Environmental Processes (CESEP) at the Colorado School of Mines in Golden Colorado, USA 
capable of doing exactly this. A series of experimental datasets are presented to show how 
climate controlled wind tunnels interfaced with porous media tanks can be used to explore land-
atmosphere interactions. Key conclusions drawn from this chapter include: 
1) Wind tunnels interfaced with porous media tanks can be successfully used to create 
momentum, thermal, and mass concentration boundary layers in the presence of 
evaporation. The high spatial and temporal resolution of the datasets mean that they can 
be used for testing and validating numerical models or more fundamentally, heat and 
mass transfer theory at an intermediate laboratory scale. 
2) Soil grain sizes less than 1 mm in diameter, soil saturation, and relative humidity have no 
effect on the momentum boundary layer. 
3) Wind velocity and air temperature do impact the momentum boundary layer.  
4) Velocity profiles that develop above sand closely resemble analytical flat plate 
predictions. 
8.2.5 Chapter 7 conclusions 
Investigating the effect of scale on evaporative behavior and drying patterns in addition 
to the upscaling of existing continuum scale heat and mass transfer coupled flow models will 
require specialized large scale high spatial and temporal resolution datasets generated under 
stable and well controlled conditions. Wind tunnel experimentation offers a unique approach for 
generating such datasets. The purpose of this chapter was to present the experimental results 
from a 40 day large scale (i.e. 7.3 m long) wind tunnel experiment. The experiment was designed 
to provide detailed experimental data in which to test and validate continuum scale models; in 
the case of their failure to properly simulate the processes associated with evaporation and 
boundary layer development, offer clues for their improvement. Key findings form this chapter 
included: 
1) Experimental results showed that the soil dried preferentially from upstream to 
downstream as a result of fetch effecting atmospheric demand, and therefore evaporation 
rates, along the length of the soil tank.  
2) Evaporation rates were highest along the upstream portion of the tank. Soil saturation and 
surface relative humidity decreased the fastest at these locations as well. 
225 
 
3) Momentum, thermal, and mass concentration boundary layers developed above the soil 
surface and evolved with time in response to the current evaporative stage occurring. 
4) Boundary layer thickness increased with distance downstream. 
8.3 Recommendations for Future Research 
This research has provided new insights regarding heat and mass transfer in systems 
consisting of porous media and free-fluid domains. There still remain a plethora of different 
questions and aspects of evaporation that merit further research and discussion. Based on the 
work presented in this thesis, some pertinent recommendations for future research can be found 
below. 
8.3.1 Comparison of sensor technologies and approaches 
 Chapter 3 showed that heat-pulse probes could be used to successfully predict 
evaporation rates in situ. There exists a plethora of different technologies and approaches that 
have never been compared. It would be useful to the hydrological, soil science, and atmospheric 
communities if research were performed to investigate this issue. The sensor technologies and 
approaches would need to be evaluated in terms of their accuracy, spatial resolution, 
implementation at different scales, soil disturbance, and economic feasibility of their use at the 
field scale in large sensor networks.  
8.3.2 Further work on phase change in porous media 
As discussed in Chapter 4, work still needs to be performed in the area of phase change in 
porous media. One of the greatest contributions would be the testing of additional environmental 
conditions to determine whether porous media systems are at equilibrium with respect to their 
water vapor concentrations. The phenomenological coefficients presented in the four non-
equilibrium phase change formulations in Chapter 4 also need to studied to determine their 
relation to soil water saturation, temperature, total gas pressure, air flow, and soil type. This 
could be accomplished through precision experimentation similar to that of Lozano et al. [2008] 
and/or pore-network modeling like Nuske et al. [2014]. Ideally, future continuum scale non-
equilibrium phase change would also focus on the adoption of interfacial area which may remain 
difficult until a single interfacial area-saturation-capillary pressure constitutive relationship is 
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developed for the soil of interest [e.g. Cary, 1994; Kim et al., 1997; Silverstein and Fort, 2000;  
Peng and Brusseau, 2005; Joekar-Niasar et al., 2008]. 
8.3.3 Incorporation of turbulence effects in continuum scale heat and mass transfer models 
The numerical simulation results from Chapters 3-6 have shown improvement with each 
new addition or modification of the heat and mass transfer model. The findings of Davarzani et 
al. [2014] and Chapter 6 show that the models that couple free-fluid and porous media flow are 
able to successfully capture evaporative behavior and the development of boundary layers above 
the soil surface – to a degree however. The inability to fully predict evaporation, particularly its 
underestimation during the transition period between Stage I and Stage II, means that processes 
are improperly characterized or all of the key physics have not been added. Turbulent flow, 
which better reflects reality, may be one way to improve simulation results. Turbulence leads to 
enhanced rates of mixing which theoretically could improve the simulated evaporation rates 
during this time period. This can be accomplished by replacing the Navier-Stokes equations in 
the free-fluid domain with the Reynolds-averaged Navier-Stokes equations which accounts for 
turbulent effects. This approach would in turn require additional model closure which could be 
addressed through the adoption of zero-equation [e.g. Baldwin and Lomax, 1978], one-equation 
[e.g. Prandtl, 1945], or two-equation [e.g. Launder and Sharma, 1974] models. The random 
nature of turbulence would also require that new coupling schemes similar to the Beavers-Joseph 
slip condition applied under laminar flow conditions. The very little information available on this 
topic has been performed for single phase systems – the multiphase nature of evaporation will 
complicate the task at hand. 
8.3.4 Surface roughness (soil type) effects on boundary layers and exchange processes 
 Research needs to be performed to better understand the role surface roughness plays on 
the development of the boundary layer and in turn evaporation and subsurface flow. Grain sizes 
less than 1 mm in diameter were shown to have no impact on the boundary layer in Chapter 6. 
Larger structures such as furrows, hills, or vegetation above the soil surface need to be 
investigated. These structures cause significant flow disturbance which in turn can lead to a very 
different boundary layer development and interactions/exchanges between the land and 
atmosphere. Such an investigation could be considered an extension of the work of Sugita et al. 
[1998] and Sugita and Kishii [2002]. Experimental studies have shown that flow does not easily 
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penetrate below the soil surface for fine grained soils such as sands [e.g. Ishihara et al., 1992; 
James and Davis, 2001; Pokrajac and Manes, 2009]. Ishihara et al. [1992] refer to such 
subsurface flow as F-type turbulence – the authors also identified a second type of turbulence 
due to fluctuations in atmospheric pressure called P-type turbulence. The effects of pressure 
fluctuations resulting from atmospheric turbulence has been well documented in terms of 
evaporation and vapor transport [e.g. Fukuda, 1955; Farrell et al., 1966; Scotter and Raats, 
1969; Kimball and Lemon, 1971; Kimball and Lemon, 1972; Ishihara et al., 1992], wind 
pumping in snow [Colbeck, 1989; Bell, 1993; Colbeck, 1997] and soil respiration [Takle et al., 
2004; Maier et al., 2012]. These studies have shown that pressure fluctuations can enhance the 
vapor fluxes between the shallow subsurface and soil surface whereupon it influences the 
boundary layers. Experimentation has never been performed under carefully controlled 
laboratory conditions or with precision sensor technologies and measurement techniques to 
investigate the role that pressure fluctuations play on flux enhancement. Additional wind tunnel 
testing with structures such as those discussed above in place should be performed to investigate 
their effect on boundary layer development and exchanges in momentum, heat, and mass at the 
land-atmosphere interface. Numerical simulation will also prove to be invaluable in investigating 
this issue. 
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A.1 Sand properties 
A total of three different laboratory sands were applied in the studies associated with this 
dissertation. These sands include Accusand #12/20, Accusand #30/40, and Accusand #50/70; all 
of which are manufactured and sold by the Unimin Corporation in Ottawa, MN, USA. This 
appendix is designed to summarize many of the key properties of these sands in a single location. 
All properties and relationships (e.g. soil-water retention) presented herein come from a variety 
of different sources; the reader is referred to the provided references or individuals for more 
information. 
The three sands are identified according to their effective sieve size; Accusand #12/20 is 
the coarsest soil employed in any of the studies presented in Chapters 3-7. According to 
manufacturer specifications, these are rounded sands with a grain density of 2.66 g cm
–3
 and a 
composition that is 99.8% quartz. Schroth et al. [1996] and Sakaki et al. [2013] found that the 
uniformity coefficients of these sands are approximately 1.2. A number of key properties of these 
sands have been determined experimentally and are presented in Table A.1. 
 































#12/20 1.04 Tight 1.82 0.312 0.380 0.285 3.383 
#30/40 0.52 
Tight 1.77 0.334 0.106 0.409 2.753 
Loose 1.57 0.408 0.266 0.256 2.124 
#50/70 0.27 Tight 1.73 0.301 0.029 0.386 3.223 
Characterized by Sakaki et al. [2008], Smits et al. [2013], and Wallen and Smits [2014] 
  
The van Genuchten [1908] soil retention parameters (α and n) were estimated by Sakaki 
and Illngasekare [2007] and Wallen and Smits [2014] using experimental data and the van 
Genuchten et al. [1991] RETC computer code. The values of α and n are presented for the 
























Pressure Head  
(cm H2O) α (cm
–1
) n 
#12/20 Tight 0.312 0.017 7.1 0.10 9.21 
#30/40 
Tight 0.334 0.028 16.1 0.06 17.81 
Loose 0.408 0.004 13.9 0.04 20.00 
#50/70 Tight 0.301 0.008 36 0.03 4.85 
  Characterized by Sakaki et al. [2008], Smits et al. [2013], and Wallen and Smits [2014] 
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MEASUREMENT TECHNIQUES EMPLOYED 
B.1 Datalogging 
 The experimental data collected in the studies included in the present thesis were stored 
on one of three different dataloggers. These dataloggers include EM50s (Decagon Devices, Inc.; 
USA), CR1000s often used in conjunction with AM16/32B Multiplexers (Campbell Scientific, 
Inc.; USA), and a USB-6225 (National Instruments; USA). 
B.1.1 EM50 
 The EM50 is a battery operated 5 channel datalogger that is compatible with all sensors, 
analog and digital, that are manufactured by Decagon Devices, Inc. The storage size of the 
datalogger is 1MB, or approximately 36,000 individual measurements. ECH2O Utilities software 
(Decagon Devices, Inc.; USA) is used to communicate with the dataloggers and consequently 
identify sensors being used, set sampling frequency and pull stored data. 
B.1.2 CR1000 and AM16/32B 
The CR1000 contains 16 single-ended (or 8 differential channels), 3 excitation channels 
and 8 I/Os or 4 RS-232 COM digital ports for various types of analog and digital sensors. It has a 
total memory of 4 MB and automatically filters out 60Hz noise from all measurements. The 
datalogger is powered by an external power supply. PC200W (Campbell Scientific, Inc.; USA) is 
used to communicate with the datalogger and send code and pull data. Code is written in the 
CRBasic language. Sample code for the large wind tunnel apparatus described in Chapters 6-7 
can be found in Appendix D. 
 The AM16/32B Multiplexer can allow a total of 48 additional sensors to be connected 
and controlled by the CR1000 datalogger. The multiplexer is connected to and powered by the 
CR1000 datalogger using dedicated common and power channels. 
B.1.3 USB-6225 
 The USB-6225 data acquisition system is powered by an external power source. The 
datalogger has a total of 80 16-bit analog inputs and 2 analog outputs. LabView software 
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(National Instruments; USA) is used to communicate with and directly write all data measured 
by the datalogger to file on a dedicated computer. 
B.2 Temperature Measurements 
 A total of three different types of temperature sensors are used in the various experiments 
presented in this dissertation. 
B.2.1 ECT sensors 
 ECT temperature sensors are manufactured by Decagon Devices, Inc.; USA. These 
sensors were applied in the experiments in Chapters 3-5 to measure temperature in the air and in 
the soil. Each ECT consists of thermistor, a special ceramic resistor for which its resistance 
varies with temperature, located within an environmental housing. The thermistors measure the 
resistance response to an excitation voltage; the resistance is converted to a temperature with a ± 
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in which D is the resistance of the resistor, Vex is the applied excitation voltage, and Vout is the 
measured output voltage. The values of A, B, C, and D are all taken into account by the ECH2O 
Utilities software used to communicate with the EM50 dataloggers that these sensors are 
attached to. 
B.2.2 ST-100 sensors 
 The ST-100 sensors (Apogee Instruments; USA) are used in all large wind tunnel 
experiments (Chapters 6-7) for measuring soil temperature. These sensors contain thermistors for 
measuring temperature with an accuracy of ± 0.1 °C and equilibrium time of 30 seconds. The 
values of the four variables in Equations (A.1-2) are different than those employed by the 
Decagon ECT sensors. The thermistors of the ST-100s are contained in 7 cm long and 0.6 cm in 
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diameter environmental water proof housings. The sensors are connected to CR1000 dataloggers 
and with their sampling frequencies coded in CRBasic. The reader is referred to Appendix E for 
example code in the context of the large wind tunnel. 
B.2.3 ST-200 sensors 
 ST-200 sensors (Apogee Instruments; USA) are identical to the ST-100 sensors described 
above except that the thermistors are not contained in an environmental housing; as a result, 
these sensors are called bare wire thermistors. The ST-200s were used to measure air 
temperature because they have an equilibrium time of 1 second, compared to the 30 seconds of 
the ST-100. 
B.3 Soil Saturation Measurements 
 Soil saturation is measured in every experiment using EC-5 sensors (Decagon Devices, 
Inc.; USA) that are connected  to EM50 dataloggers. These sensors are 5.5 cm long and have a 
measurement radius of approximately 2.5 cm and a measurement frequency of 30 MHz. The EC-
5 sensors measure the dielectric permittivity of the surrounding porous medium in terms of an 
analog-to-digital converter number (ADC count) with an accuracy of + 3%. The ADC counts are 
converted to volumetric water content using the two-point -mixing model developed by Sakaki 
et al. [2008]. Assouline et al. [2010] showed that care must be taken when interpreting “subtle” 
changes in the apparent dielectric permittivity under conditions where temperature fluctuations 
are significant; i.e., locations close to the soil surface exposed to diurnal temperature 
fluctuations. The effects of temperature were taken into account through a multiple regression 
analysis developed by Cobos and Campbell [2007]. 
B.4 Relative Humidity Measurements 
 Relative humidity and temperature at the soil surface and in the atmosphere are 
simultaneously measured using EHT sensors (Decagon Devices, Inc.; USA). The sensors contain 
the same thermistors described earlier in B.2.1 for measuring temperature. The relative humidity 
is measured by a film capacitor ceramic substrate coated in a dielectric sensitive polymer that 
absorbs or releases water proportional to the moisture present in the air. The sorption/desorption 
of water changes the dielectric constant of the ceramic which in turn is correlated to a relative 
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humidity value [Chen and Lu, 2005]. According to manufacturer specifications, the accuracy of 
the relative humidity measurements for this sensor is + 3% between 5 and 100% RH. 
B.5 Thermal Property Measurements 
Thermal properties are measured in the various experiments using either heat-pulse 
probes (described below in B.7.1) or dual needle thermal property SH-1 sensor (Decagon 
Devices, Inc.; USA) interfaced with a KD2 Pro thermal property analyzer (Decagon Devices, 
Inc.; USA). This sensor applies a current through a resistive heating element in one 3 cm long 
needle while simultaneously measuring the temperature response in a second needle 6 mm away. 
The KD2 Pro performs calculations based on instantaneous heat release from an infinite line 
source [Carslaw and Jaqeger, 1959; Kluitenberg et al., 1993] to calculate the thermal properties 
during each heating and cooling cycle. The SH-1 and KD2 Pro are used to specifically measure 
temperature (+ 0.001 
o
C accuracy), thermal conductivity (+ 10% accuracy between thermal 




), volumetric heat capacity (+ 10% accuracy for 




), and thermal diffusivity (+ 10% accuracy for 





B.6 Stationary Wind Speed Measurements 
 In the small tank experiments discussed in Chapters 3-5, air pressure was monitored 
using a 167-12 stainless steel pitot-static tube (Dwyer Instruments, Inc.; USA) that has an 
accuracy of + 5%. The dynamic pressure was physically measured by a PX653-0.1D5V pressure 
transducer (Omega Engineering, Inc.; USA) which was then converted to a wind speed via 
Bernouilli’s equation in a LabVIEW code (National Instruments Corp.; USA). 
B.7 Evaporation Measurements 
 Evaporation is measured using a variety of different techniques including heat-pulse 
probes, infrared radiometers, infrared cameras, and weighting scales. Below is a short description 
of each measurement approach. 
B.7.1 Heat-pulse probes 
 Heat-pulse probes are used during the experiments discussed in Chapters 3 and 7. These 
probes, built by East 30 sensors, consist of three 3 cm long needles with a diameter of 1.2 mm  
(Figure B.1). Each needle contains a resistance thermistor for measuring temperature. The center 
236 
 
needle also contains a resistance heater that generates 750 J m
–1
 of heat for defined periods of 
time. The thermistors measure temperature with an accuracy of ± 0.5 °C. These probes are 




 The resistance heater is turned on for a finite period of time (typically 8 seconds) while 
the thermistors begin reading temperature; the thermistors continue to run for 60 seconds after 
the heater is turned off. The temperature gradient that is established between the center and outer 
needles are used to calculate the thermal properties of the soil (i.e. thermal diffusivity, 
volumetric heat capacity, and thermal conductivity) according to heat-pulse method which 
employs infinite line source theory [Carslaw and Jaqeger, 1959; Kluitenberg et al., 1993]. The 
resulting thermal properties are in turn used with the temperature data in a sensible heat balance 
to calculate the evaporation rate. The reader is referred to the detailed mathematics in Chapter 3 
and the MATLAB (Mathworks; USA) code provided in Appendix D. 
B.7.2 Infrared radiometers 
 Temperature is measured remotely using SI-131 infrared radiometers (Apogee 
Instruments; USA). These sensors measure infrared radiation in terms of a voltage difference 
within a spectral range of 8 to 14 μm and internal temperature using thermistors. The voltage 
difference and sensor temperature are then used in a number of different manufacturer defined 
calculations that are reliant on sensor specific calibration coefficients to determine an object’s 
temperature. These calculations can be found in the CR1000 code provided in Appendix D. The 
sensors measure temperature with an accuracy of ± 0.2 °C within any field of view (Figure B.2) 
calculated using a half angle of 14°. The resulting temperature data was used in a surface energy 
balance to determine evaporation rates. The reader is referred to Appendix D for a detailed 
presentation of the SEB model used in the present study. 




B.7.3 Infrared camera 
 Surface temperature is also measured remotely using a Model 7320 infrared camera 
(Infrared Cameras, Inc. (ICI); USA). The camera measures the thermal infrared radiation emitted 
by surfaces in the spectral range of 7-14 μm with a thermal sensitivity of 38 mK and accuracy of 
+1 
o
C. Emissivity, reflection, and transmission corrections were applied to the radiometric 
temperatures automatically by the IR Flash software (ICI; USA) used to communicate with the 
camera. Each pixel (320x240 resolution) of the image captured by the infrared camera 
corresponds to a single temperature measurement. This allowed average temperatures to be 
determined for use in the surface energy balance in Appendix D. 
B.7.4 Weighting scale 
 In the small tank experiments (Chapters 3-7), the soil tank is placed on a 65 kg +1 g 
Model 11209-95 strain-gauge type weighting scale (Sartorius Corp.; USA).  Evaporation rate is 
calculated using a water balance approach, in which weight differences every hour are used to 
calculate water losses. 
B.7.5 Time lapse photography 
 Time lapse photography is used to track the location of the drying front. This technique 
was employed by using PowerShot Se IS digital camera (Canon; USA). Digital images are taken 
on an hourly basis and saved directly on a dedicated computer using CameraWindow software 
(Canon; USA).      
Figure B.2 Infrared radiometer field of view. 
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B.8 Momentum Boundary Layer Measurements  
Laser Doppler Velocimetry (LDV) is used to measure the velocity profiles and other 
properties of the flow above the soil tank (i.e. Reynolds stress, turbulence intensity) were 
measured with an accuracy of ± 0.01 m s–1 using a two dimensional Class IV Innova 70C series 
argon ion gas laser (Coherent, USA) with maximum power rating of 2 W. This measurement 
technique is called Laser Doppler Velocimetery (LDV) The entire laser system consists of 
several components; a laser head, a Bragg-cell, a fiberoptic probe, a photodector module, and 
FSA signal processor. The coherent light source (1.5 mm diameter beam) is generated and 
amplified within the water-cooled laser head. The single input beam is split into two pairs of 
beams, of which one beam in each pair is shifted by 40 MHz, using the Brag-cell (fiberlight 
Multicolor Beam Generator). The first pair of beams have a wavelength of 514.5 nm and the 
second pair 488.0 nm; this corresponds to green and blue colored beams. The four laser beams 
pass through individual fiberoptic fibers to the fiberoptic probe which focuses the now 
collimated monochromatic beams. The sample volumes of the first and second laser beam pairs 
are 0.11 mm
3
 and 0.09 mm
3
 respectively. The laser beams of each pair interfere with each other, 
generating a series of straight fringes (Figure B.3). As particles (air and theatrical smoke) pass 
through the fringes, light is scattered and collected by a receiving fiber in the fiberoptic probe. 
This scattered light is sent to a photodector module where it is converted into electrical signals 
that are used by the FSA signal processor. The FSA determines the Doppler shift between the 
incident and scattered light due to fluctuations in light intensity. The velocity of the particle is 
determined by multiplying the fringe width by the Doppler shift frequency as shown in Figure 
B.3. For more information on the theory behind LDV measurements, refer to Durst et al. [1976] 
and Drain [1980].  
FlowSizer software (TSI, USA) was used to control the laser and analyze the incoming 
data from the FSA. Operation and analysis procedures using FlowSizer will be explained in more 
detail in Section 3.5.The fiberoptic probe was attached to an external traverse that provides 
vertical and lateral stream-wise movement with an accuracy of ± 0.5 mm in the vertical direction 
and ± 5 mm in the horizontal direction. The probe is angled downward at an angle of 4.1° to 
enable measurements close to the soil surface; the FlowSizer software automatically corrects for 
this offset from the principle flow axes. As discussed earlier, a theatrical smoke machine 
(Hurricane 1100; Chauvet, USA) was used to meet the three requirements for LDV – (1) the 
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particles must adequately follow the flow, (2) the particles must scatter light sufficiently, and (3) 
there must be a sufficient number of particles to scatter the light. The smoke machine was 
controlled remotely using a FC-W wireless remote (Chauvet, USA). 
 
 
 The generation of the velocity profiles required the greatest operator involvement in 
terms of the constant adjustment of LDV controls for measurement optimization. At the start of 
the experiment, the bandpass filter was adjusted in order to increase the resolution of the data by 
defining the velocity range of interest (i.e. 0 to 6 m s
–1 
in stream-wise direction, -1 to 1 in vertical 
direction). During the experiment, the photomultiplier tube (PMT) voltage, burst threshold, and 
signal to noise ratio (SNR) were all adjusted in order to optimize data rates and data quality. The 
PMT voltage controls the sensitivity of the PMT to light intensity – this is often adjusted in 
response to differences in seeding particle density at different velocities. The burst threshold is 
used by the FlowSizer software to filter out noise in the data which is also closely tied to the 
SNR. Lowering the SNR increases the amount of noise in the data, but has the ability to 
significantly increase the data rates because more data that would otherwise be considered an 
outlier is accepted. The FlowSizer software was set to run in coincidence mode, meaning that a 
particle must pass through the sample volumes of both laser beam pairs within a 1 μs time 
period. It is only through a constraint such as this that both the x and z components of the 
particle’s velocity (U, m s
–1
), turbulence intensity (I), and Reynolds’ stress (τ) can be determined. 
Each individual data point (i.e. Ux, Uz, τxx, τzz, τxz, Ix, Iz) is composed of 2,500 individual 
instantaneous measurements that are averaged together. During early testing, a sample size of 
Figure B.3 Calculation of particle velocity in terms of fringe width resulting from the crossing 





2,500 measurements was found to be optimal in terms of time requirements and representation of 
conditions in the wind tunnel. The individual measurements are automatically written to file and 
an overall statistics report generated by the FlowSizer Software. 
B.9 Thermal and Mass Concentration Measurements 
 The EHT sensors and associated EM50 datalogger described above are used to measure 
the thermal and mass concentration boundary layer. A single EHT is installed on a custom three-
dimensional traverse designed and built in house that is located within the airstream of the test-
section (Figure B.4). This sensor was used to measure the concentration (i.e. relative humidity) 
and temperature profiles above the soil surface. Three stepper motors (HT17-275 Stepper Motor; 
Applied Motion, USA) allow the traverse to be moved to any (x, y, z) coordinate position within 
the wind tunnel test-section with a precision of 1 mm. The stepper motors are powered by a 24 V 
power supply (24VDC Power Supply 85062; Murr Electronik, Germany) and connected to a 16-
bit multifunction DAQ (NI USB-6225; National Instruments, USA). A LabVIEW software 
(National Instruments, USA) program was written for moving the traverse through the direct 
control of the stepper motors interfaced through the DAQ.   
 
The concentration and temperature profiles consist of multiple data points made between 
the heights of 10 mm and 460 mm above the soil surface – approximately six at the front of the 
Figure B.4 Schematic of three-dimensional traverse located in test-section used for measuring 
the concentration and temperature profiles above the soil surface. Not drawn to scale. 
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tank where the boundary layer is thin and fifteen to twenty at the middle and back positions 
where the boundary layer is much thicker. After the traverse was moved to a desired height 
during profile measurements, the sensor attached to the traverse was allowed to equilibrate with 
its surrounding for 1 minute. After this equilibrium time was completed, the time was recorded 
and a total of two relative humidity/temperature measurements were taken over a 2 minute 
period. 
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B.11 Select Sensor Manuals 
Apogee Instruments, SI-131 Infrared Radiometer 
http://www.apogeeinstruments.com/content/SI-100manual.pdf 
Apogee Instruments, ST-100 and ST-200 Thermistor Temperature Sensors 
http://www.apogeeinstruments.com/content/ST-100manual.pdf 
Campbell Scientific, AM16/32 Multiplexer 
https://s.campbellsci.com/documents/us/manuals/am16-32b.pdf 




Decagon Devices, EM50 Datalogger 
http://manuals.decagon.com/Manuals/13453_Em50_Web.pdf 
Decagon Devices, EC-5 Soil Moisture Sensors 
http://manuals.decagon.com/Manuals/13876_EC-5_Web.pdf 







COMSOL MULTIPHYSICS SOFTWARE 
Bare-soil evaporation is a multiphase phenomenon that involves simultaneous heat and 
mass transfer. A large number of different codes have been developed for simulating heat and 
mass transfer in porous media in different fields of science and engineering that focus on: 
petroleum engineering, chemical engineering, geothermal applications, hydrology, soil and water 
remediation, etc. Codes simulating processes such as evaporation must be capable of coupling 
and simultaneous solving several partial differential equations (e.g. governing equations for 
liquid water mass balance, gas mass balance, vapor transport, heat conservation). In this 
dissertation, COMSOL Multiphysics software was used for all numerical simulation with support 
from MATLAB (Mathworks; USA). COMSOL is a finite element analysis software that has 
many cross-disciplinary applications. This software has a number of predefined modules (e.g. 
chemical engineering, earth science, heat transfer) that allow users to easily select the partial 
differential equations of interest. COMSOL has adaptive meshing and a number of different 
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SUPPLEMENTAL ELECTRONIC FILES: PROCESSED EXPERIMENTAL DATA 
The electronic files incorporated in this dissertation as part of Appendix F contains the 
processed data used in each of the manuscripts, or dissertation chapters (Chapters 3-7). The 
experimental datasets contain information on soil and air temperatures, soil moisture/saturation, 
relative humidity, weight measurements, wind speed, and boundary layer measurements. 
 
Ch3_Heat-Pulse.zip 
One experimental dataset 
used in the study 




datasets used in the study 







Two experimental datasets 
used in the study 






9 experimental datasets 
used in the study 
presented in Chapter 6 
1220 Dry Sand (AD) 
1220 Dry Sand (HD) 
1220 Dry Sand (AH) 
1220 Saturated Sand (AD) 
1220 Partially Saturated Sand (AD) 
5070 Dry Sand (AD) 
5070 Saturated Sand (AD) 
Gravel Surface  (AD) 
Sand Monolayer (AD) 
Ch7_LargeWT.zip 
One experimental dataset 
used in the study 
presented in Chapter 7 
Experiment (Ambient) 
 
 
