Sesquilinear forms which are not necessarily positive may have a different behavior, with respect to a positive form, on each side. For this reason a Lebesgue-type decomposition on one side is provided for generic forms satisfying a boundedness condition.
Introduction
A sesquilinear form t on a complex vector space D is a map t : D × D → C which is linear in the first component and anti-linear in the second one. For brevity, we write t[f ] := t(f, f ) if f ∈ D. We call t non-negative if t[f ] ≥ 0 for all f ∈ D (in symbols, t ≥ 0). Given two non-negative forms s, w on D there is a special decomposition of s = s a + s s with respect to w, called Lebesgue decomposition (that goes back to [16] and then to [11, 7, 4, 14] ). Here s a , s s are non-negative forms on D which are w-absolutely continuous and w-singular, respectively, according to the following definitions. A non-negative form u is In [3] the assumption of non-negativity for the first form was removed. In other words, a Lebesgue-type decomposition of a sesquilinear form t (satisfying a boundedness condition) on a complex vector space D with respect to a nonnegative form w on D was proved. To explain this decomposition let us recall some notions. We denote by M (t) the set of non-negative form s on D such that |t(f, g)| ≤ s[f ] for all f, g ∈ D. Then a form p is called w-regular if (1.1) holds with α 2 = α 3 = α 4 = 0; w-mixed if (1.1) holds with α 1 = α 4 = 0; w-strongly singular if (1.1) holds α 1 = α 2 = α 3 = 0. The Lebesgue decomposition of a sesquilinear form t in [3] states that if M (t) = 0 then t is a sum of a w-regular, a w-mixed and a w-strongly singular form on D. Moreover, this three-terms decomposition is minimal: there exist forms that are not the sum of just two of the three types of forms.
In this paper we provide a new version of Lebesgue decomposition with only two terms (like the classical one for non-negative forms). The new notions that it involves are motivated by the following simple example. Let us consider a Hilbert space H with inner product ·, · and x, y ∈ H such that x, y = 0.
Define w(f, g) = f, x x, g and t(f, g) = f, x y, g for all f, g ∈ H. It is easy to see that the form t is not w-regular. Nevertheless, we note a 'good' behavior of t with respect to w on the first component and a 'bad' behavior on the second side, in the sense that |t
where q(f, g) = f, y y, g , which is a w-singular non-negative form. In particular, for all g ∈ H there exists a sequence {g n } n∈N in H such that w[g n ] → 0 and t(f, g n − g) → 0.
Taking into account this very simple example, we now introduce the two basic notions of this paper. Let t be a sesquilinear form on a complex vector space D. We denote by M l (t) the set of forms s 1 ≥ 0 such that there exists a form s 2 ≥ 0 on D and
∀f, g ∈ D.
(1.2)
Then t is called w-left regular if there exists s 1 ∈ M l (t) such that s 1 w, and w-left strongly singular if there exists s 1 ∈ M l (t) such that s 1 ⊥ w. Since the adjoint operation t → t * (t * (f, g) = t(g, f )) is an involution, we do not introduce the correspondent (and equivalent) definitions on the right side. The presence of a regularity on one side and not in the other one is strictly related to the fact that we deal with generic forms (t 0, in general). Now we have everything we need to present our main result (Theorem 2.4): a form t such that M l (t) = ∅ is the sum of a w-left regular form and a w-strongly singular one.
We analyze the case where the space has finite dimension and take use of this setting to show that the Lebesgue left decomposition is not unique. Moreover, the notions introduced before are connected to simple relations between kernels.
As applications we consider forms induced by measures and give a Lebesguetype decomposition of bounded operators extending that of Ando [1] for nonnegative operators.
Further applications of this paper might also concern extensions of Lebesguetype decompositions that have been given in other contexts (see [2, 5, 8, 10, 15, 17] ).
Main result
Before proving the new Lebesgue-type decomposition we recall some notions and fix the notation. For a Hilbert space H we denote by B(H) the set of bounded operator everywhere defined on H. We refer to [9] for an introduction to sesquilinear forms.
Let t be a sesquilinear form on D. We put ker(t) := {f ∈ D : t(f, g) = 0, ∀g ∈ D}, that is a subspace of D. When t is non-negative one has ker(t) = {f ∈ D : t[f ] = 0} and the following inner product is defined in the quotient D\ ker(t)
where π t : D → D\ ker(t) is the canonical projection. We denote by H t the completion of D\ ker(t) with this inner product. Linear combinations of two sesquilinear forms are defined in a natural way. Now we give more interesting examples of w-left regular and w-left strongly singular forms. Applying the results in [11, Examples 1.15, 5.5, 5.9], we find that if
consisting of functions with compact support. We will follow other standard notations: for every multi-index α ∈ N d , |α| :=
We denote by · the norm of the classical space L 2 (R). We have Lemma 1.13] , the operators |α|≤n r α,β ∂ α and ∂ β are closable on D. Therefore the non-negative sesquilinear form s is w-absolutely continuous. It follows that t is w-regular (in particular w-left regular).
This follows from the fact that ker(w) ⊆ ker(s) for any non-negative w-absolutely continuous form s.
In the proof of Theorem 2.4 we will need the following characterization of singular forms. Theorem 2.4. Let t, w be sesquilinear forms on D such that M l (t) = ∅ and w ≥ 0. Then t = t lr + t ls where t lr is a w-left regular form and t ls is a w-left strongly singular form on D.
The proof is similar to the one of [3] . Thus we give only a sketch of it.
Proof. Let s, s 2 be non-negative forms on D such that |t(f, g)| ≤ s[f ] Since t induces a bounded sesquilinear form on H s × H s 2 (here H s may be different to H s 2 ) there exists a unique bounded operator T : H s → H s 2 , with norm T ≤ 1 and t(f, g) = T π s (f ), π s 2 (g) s 2 , ∀f, g ∈ D.
Now define
t lr (f, g) := T P π s (f ), π s 2 (g) s 2 and t ls (f, g) := T (I − P )π s (f ), π s 2 (g) s 2
for all f, g ∈ D. By construction, t = t lr + t ls . It is easy to see that t lr is w-left regular and t ls is w-left strongly singular. Indeed, by Cauchy-Schwarz inequality, we have for all f, g ∈ D
A decomposition of t in w-left regular and w-strongly singular parts like Theorem 2.4 is called a Lebesgue left decomposition.
We have already said that the adjoint t * of t has corresponding properties on the right side. There are other two classical forms associated to t: the real part t = 1 2 (t + t * ) and the imaginary part t = 1 2i (t − t * ). In general, however there is no good relations between these notions and the real and imaginary parts of t as in [3] . We can say that if t and t are w-left regular, then so t is. The converse is not true, t may be w-left regular but both t and t may be not w-left regular.
Examples and applications

Measures
The Lebesgue decomposition of forms is inspired by the celebrated Lebesgue decomposition of measure. In this subsection we want to give the relations.
Let Σ be a σ-algebra on a non-empty set A. We write D for the complex vector space of simple functions on (A, Σ). We recall some basic notions of measure theory (see for instance [6, 12] ). Let µ be a (complex) measure on (A, Σ). We said that µ is non-negative if µ(A) ≥ 0 for all A ∈ Σ.
Given two measures µ, ν on (A, Σ) with ν non-negative, µ is ν-absolutely
Let µ, ν be two measures on (A, Σ) with ν non-negative. These measures define sesquilinear forms on D in a natural fashion, i.e.
We say that t is the sesquilinear form induced by µ.
The set M l (t) is not empty because it contains the form induced by the total variation of µ. Moreover, t is non-negative if and only if µ is non-negative. In this case, the Lebesgue decompositions of t and µ with respect to w and ν, respectively, are in correspondence. In particular, t w if and only if µ ν; t ⊥ w if and only if µ ⊥ ν.
In [3] it was proved that if µ is ν-singular, then t is w-strongly singular (therefore w-left strongly singular). In the same way if µ is ν-absolutely continuous, then t is w-regular and, in particular, w-left regular. Now we prove the converse of the last statement. If t is w-left regular then for A ∈ Σ such that ν(A) = 0, we have χ A ∈ ker w ⊆ ker t (χ A is the characteristic function on A). Therefore, µ(A) = 0 and µ is ν-absolutely continuous.
Finite dimension case
It may be interesting to see our setting in the case D = C n for some n ∈ N. The notions of w-left regular and w-left strongly singular forms turn to be simplified. Anyway the Lebesgue left decomposition is not unique even in this situation. As well-known, every form on D is bounded by the standard norm · of C n and another advantage is that we can represent a form on C n by a n × n matrix. Proposition 3.1. Let t, w be forms on C n with w ≥ 0.
(i) The following statements are equivalent. 
Now
we prove (c) =⇒ (a). Thus, denoting by π w the canonical projection C n → C n \ ker(w), t(π w (f ), g) := t(f, g) for f, g ∈ C n defines a sesquilinear form on C n \ ker(w) × C n . Obviously, t is bounded by the norm of
2 for all f, g ∈ C n . (ii) Assume t is w-left strongly singular. By definition there exist s 1 , s 2 ≥ 0, s 1 ⊥ w such that (1.2) holds. Let l, m, p be the dimensions of the subspaces ker(s 1 ), ker(w), ker(s 1 + w) = ker(s 1 ) ∩ ker(w), respectively. By Lemma 2.3, H s 1 +w H s 1 × H w and this gives the following relation between dimensions
i.e. n = l + m − p = dim(ker(w) + ker(s 1 )) ≤ dim(ker(w) + ker(t)). Therefore ker(w) + ker(t) = C n . On the other hand, assume that ker(w) + ker(t) = C n . Put P the projection on C n onto ker(t) ⊥ and s(f, g) = P f, P g for all f, g ∈ C n . Thus, for some C > 0,
Now we show that s ⊥ w. We have ker(w) + ker(s) = C n . Looking to the dimensions as before, we conclude that H s 1 +w H s 1 × H w and s is w-singular by Lemma 2.3.
As said before t is bounded by the norm of C n . This means that there exists C > 0 such that Cι ∈ M l (t), where ι is the inner product (a nonnegative sesquilinear form in fact) of C n . Therefore we obtain the following special Lebesgue left decomposition. Proposition 3.2. Let t, w be forms on C n with w ≥ 0. Let t = t lr + t ls be the Lebesgue left decomposition of t with respect to w taking Cι ∈ M l (t) for some C > 0, according to Theorem 2.4. Then t lr , t ls are given by
1)
where P is the projection into ker(w) ⊥ .
Proof. We follow the proof of Theorem 2.4. Let s 2 be a non-negative form on C n such that (1.2) holds with s 1 = Cι. The space H Cι is essentially C n . Therefore for some bounded operator T : C n → H s 2 we have
The Lebesgue decomposition of ι is simply ι a (f, g) = P f, P g and ι a (f, g) = (I −P )f, (I −P )g . Thus t lr (f, g) = T P f, π s 2 (g) s 2 = t(P f, g) and t sr (f, g) = T (I − P )f, π s 2 (g) s 2 = t((I − P )f, g) for all f, g ∈ C n .
Example 3.3. Here we show that the Lebesgue left decomposition, as constructed in Theorem 2.4, is not unique in general. Indeed, consider the forms t, w, s 1 , s 2 on C 2 represented in the usual way by the following matrices with respect to the canonical basis of C 2
It is easy to see that both s 1 and s 2 belong to M (t). The Lebesgue leftdecomposition of t with respect to w and taking s 1 ∈ M (t) is t = t 1 + t 2 where t 1 , t 2 are represented by the following matrices
On the other hand, the Lebesgue left-decomposition of t with respect to w and taking s 1 ∈ M (t) is t = t 1 + t 2 where t 1 , t 2 are represented by the following matrices
These decompositions can be determined following the proof of Theorem 2.4 or imposing the relations between kernels of Proposition 3.1.
Bounded operators
Let H be a Hilbert space with inner product ·, · and T, W ∈ B(H). We assume that W is non-negative (in symbol W ≥ 0), i.e. W f, f ≥ 0 for all f ∈ H.
Ando [1] gave a Lebesgue decomposition for non-negative bounded linear operators, and in [7] it was shown that this decomposition is actually a particular case of the one for non-negative forms. Inspired by this fact, we give here a Lebesgue-type decomposition of T with respect to W , by means of Theorem 2.4. First of all, we recall the following definitions from [1] and their equivalent formulations by [7] . Let S ∈ B(H) and S ≥ 0. Then S is said W -absolutely continuous (S W ) if one of the following equivalent conditions is satisfied (i) there exists a sequence of nonnegative operators {S n } n∈N ∈ B(H) such that S m ≤ S n for n > m, S n ≤ c n W for some c n > 0 and Sf, f = lim n→∞ S n f, f for all f ∈ H; Note that M l (T ) is never empty because it contains multiplies of the identity. We say that T is W -left regular if there exists S 1 ∈ M l (T ) such that S 1 W , and W -left strongly singular if there exists S 1 ∈ M l (T ) such that S 1 ⊥ W .
An operator T ∈ B(H) defines in a natural way a bounded sesquilinear form on H by t(f, g) = T f, g for all f, g ∈ H. We refer to t as the sesquilinear form induced by T . For the remark above M l (t) is never empty. By definition, for S ∈ B(H) with induced form s, we have S ≥ 0 if and only if s ≥ 0. Moreover, S W (resp, S ⊥ W ) if and only if s w (resp, s ⊥ w), and the terms in the Lebesgue decompositions are in correspondence.
We are now ready to give a Lebesgue-type decomposition of an operator T ∈ B(H). Proof. Let S 1 , S 2 ∈ B(H), S 1 , S 2 ≥ 0 satisfy (3.2). Let t, s, s 2 , w be the induced forms of T, S 1 , S 2 , W , respectively. We follow the construction in the proof of Theorem 2.4 and obtain a decomposition t = t lr + t ls . From (2.1) it is simple to see that t lr , t ls are bounded forms on H. Then we can find T lr , T ls ∈ B(H) inducing t lr , t ls , respectively, and T = T lr + T ls . Moreover, if S 1 = S a + S s is the Lebesgue decomposition of S with respect to W , (2.1) says that for all f, g ∈ H | T lr f, g | ≤ S a f, f 
