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Abstract To model wave propagation in inhomogeneous media with frequency-
dependent power-law attenuation, it is needed to use the fractional powers
of symmetric coercive elliptic operators in space and the Caputo tempered
fractional derivative in time. The model studied in this paper is semilinear
stochastic space-time fractional wave equations driven by infinite dimensional
multiplicative white noise and fractional Gaussian noise, because of the po-
tential fluctuations of the external sources. The purpose of this work is to
discuss the Galerkin finite element approximation for the semilinear stochas-
tic fractional wave equation. We first provide a complete solution theory, e.g.,
existence, uniqueness, and regularity. Then the space-time multiplicative white
noise and fractional Gaussian noise are discretized, which results in a regular-
ized stochastic fractional wave equation while introducing a modeling error in
the mean-square sense. We further present a complete regularity theory for the
regularized equation. A standard finite element approximation is used for the
spatial operator, and the mean-square priori estimates for the modeling error
and for the approximation error to the solution of the regularized problem are
established.
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1 Introduction
The classical wave equation well models the wave propagation in ideal medium.
However, the wave propagation in complex inhomogeneous media generally
has frequency-dependent attenuation, being observed in a wide range of ar-
eas including acoustics, viscous damping in the seismic isolation of buildings,
structural vibration, and seismic wave propagation [11,30,32,40]. The striking
power-law feature of the attenuated wave propagation implies that the Lapla-
cian in classical equation should be replaced by fractional powers of symmetric
coercive elliptic operators in space, while the time-tempered derivative should
be substituted for second time derivative. Because of the finite time/space
scale, the tempered power-law distribution in some sense becomes more reason-
able choice compared with the pure power-law one [7,9,31]. There are already
some discussions on the numerical methods or correct ways of specifying the
boundary conditions for tempered fractional differential equations; see, e.g.,
[2,17,21,44,45] and the references therein or [15,16]. As for the fractional wave
equations, there are also some progresses not only on their numerical methods
[13,14,19,22,39,43] but also on their fundamental solutions and properties [6,
20,25,37].
Random effects arise naturally in practically physical systems; the ones
considered in this paper are on the fluctuations of the external sources, and
the fluctuations include both infinite dimensional multiplicative white noise
and fractional Gaussian noise, which drive the semilinear space-time fractional
wave equations. The multiplicative noise can capture the effects of geometri-
cal confinements [29]. The fractional Gaussian noise is the formal derivative of
the fractional Brownian motion (fBm) BH , being a centered Gaussian process
with a special covariance function determined by Hurst parameter H ∈ (0, 1).
For H = 12 , B
1
2 is the standard Brownian motion, the formal time deriva-
tive of which is white noise. For H 6= 12 , BH behaves in a way completely
different from the standard Brownian motion; especially, neither is a semi-
martingale nor a Markov process. In addition, the fBm with Hurst parameter
H ∈ (12 , 1) enjoys the property of a long range memory, which roughly implies
that the decay of stochastic dependence with respect to the past is only sub-
exponentially slow. This long-range dependence property of the fBm makes
it a realistic choice of noise for problems with long memory in the applied
sciences.
With the above introduction of the fractional wave equation and the exter-
nal noises, now we propose the model, which is a space-time fractional wave
equation driven by three nonlinear external source terms: a deterministic term
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and two stochastic terms, being respectively white noise and fractional Gaus-
sian noise. Specifically, the model is a semilinear stochastic time tempered
fractional wave equation with 32 < α < 2,
1
2 < β < 1,
1
2 < H < 1, and ν > 0:
c
0∂
α,ν
t u(t, x) + (−∆)βu(t, x) = f(t, u(t, x)) + g(t, u(t, x))
∂2W(t, x)
∂t∂x
+ h(t, u(t, x))
∂2WH(t, x)
∂t∂x
in (0,T]×D,
u(t, x) = 0 on (0,T]× ∂D,
u(0, x) = a(x), ∂tu(t, x)|t=0 = b(x) in D,
(1)
where D ⊂ Rd, d = 1, 2, 3, is a bounded convex polygonal domain with a
boundary ∂D; c0∂α,νt denotes the left-sided Caputo tempered fractional deriva-
tive of order α with respect to t; (−∆)β is the fractional Laplacian, the defini-
tion of which is based on the spectral decomposition of the Dirichlet Laplacian,
as adopted in [34]; ∂
2
W(t,x)
∂t∂x
and ∂
2
W
H(t,x)
∂t∂x
, respectively, represent the infinite
dimensional white noise and fractional Gaussian noise defined on a complete
filtered probability space (Ω,F , {Ft}t≥0,P); and the initial data a and b are
F0-measurable random variables. Assumptions on the smoothness of the non-
linearites f , g, and h will be given below.
Numerical approximations of stochastic wave equations with classical deriva-
tives have been considered in recent literatures; see, e.g., [1,12,18,28,42].
Stochastic solutions to wave equations with additive or multipicative frac-
tional Gaussian noise have been studied in, for example, [3,4,8,36,38,41] and
the references therein. There has, however, been little mention of numerical
approximations for semilinear stochastic fractional wave equations with frac-
tional Gaussian noise even for the linear case. Very recently, we investigated
the Galerkin finite element approximations for linear stochastic space-time
fractional wave equations with an infinite dimensional additive noise [30]. The
purpose of this paper is to consider the Galerkin finite element approximations
for semilinear stochastic fractional wave equations with fractional Laplacian in
space and Caputo tempered fractional time derivative driven by infinite dimen-
sional multiplicative white noise and fractional Gaussian noise. The novelty
and the difficulties of this work are in three aspects: (i) The nonlinear terms
and nonlinear multiplicative noises (In comparison with our results recently
published in [30], the analysis of the nonlinear parts requires different mathe-
matical machineries in order to derive error estimates); (ii) The multiplicative
fractional Gaussian noise term (Since the fractional Brownian motion, neither
is a semi-martingale nor a Markov process, and does not have the property of
independent increments, some new ideas for dealing with multiplicative frac-
tional Gaussian noise are developed here); (iii) The complete solution theory
(Here we develop a complete solution theory, e.g., existence, uniqueness, and
regularity, for semilinear stochastic fractional wave equations with multiplica-
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tive white noise and fractional Gaussian noise in order to conduct new and
very complicated error estimates).
This paper is organized as follows. In section 2, we first introduce some
basic definitions, notations, and necessary preliminaries. We then, in section
3, prove the existence, uniqueness, and regularity for the semilinear stochastic
fractional wave equation. In Section 4, we discretize the space-time multiplica-
tive white noise and fractional Gaussian noise, which result in a regularized
semilinear stochastic fractional wave equation while introducing a modeling
error in the mean-square sense. The convergence order of the modeling error
and the regularity of the regularized equation are well established. Section 5
is devoted to providing the finite element scheme for the regularized semilin-
ear stochastic fractional wave equation, and the corresponding very detailed
mean-square error estimates are presented. We conclude the paper with some
discussions in the last section.
2 Preliminaries
In this section, we recall some basic definitions, notations, and necessary pre-
liminaries; and collect useful facts on the Mittag-Leffler function, the Brownian
motion, and the fractional Brownian motion.
2.1 Fractional Laplacian and Caputo tempered fractional derivative
The operator −∆ : L2(D) → L2(D), with the domain Dom(−∆) = {u ∈
H10 (D), ∆u ∈ L2(D)}, is positive, unbounded, and closed; and its inverse is
compact. Hence the spectrum of the operator −∆ is discrete, real, positive,
and accumulates at infinity. Moreover, the eigenfunctions {ϕk}k∈N ⊂ H10 (D)
satisfying 
−∆ϕk(x) = λkϕk(x) in D,
ϕk(x) = 0 on ∂D, k ∈ N,
(2)
form an orthonormal basis of L2(D). Consequently, {ϕk}k∈N is an orthogonal
basis of H10 (D) and ‖∇xϕk‖L2(D) =
√
λk.
For any s ∈ R, we denote by Hs(D) ⊂ L2(D) the Hilbert space induced by
the norm
‖u‖2Hs =
∞∑
k=1
λsk(u, ϕk)
2.
In particular, H0(D) = L2(D) with ‖ · ‖ denoting the norm in H0(D) and
(·, ·) denoting the inner product of H0(D), H1(D) = H10 (D), and H2(D) =
H2(D) ∩H10 (D). Then for any u ∈ H2s, we have
(−∆)su =
∞∑
k=1
λsk(u, ϕk)ϕk,
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which is the fractional Laplacian, also adopted in [34].
Then we give some concepts of fractional calculus; for more details, one
can refer to [9], [26, p. 91], and [35, p. 78].
Definition 1 The left fractional integral of order α > 0 for a function u is
defined as
0I
α
t u(t) =
1
Γ (α)
∫ t
0
(t− s)α−1u(s)ds, t > 0,
where Γ (·) is the Gamma function.
Definition 2 The left Caputo fractional derivative of order α > 0 for a func-
tion u is defined as
c
0∂
α
t u(t) =
1
Γ (n− α)
∫ t
0
(t− s)n−α−1 ∂
nu(s)
∂sn
ds, t > 0, 0 ≤ n− 1 < α < n,
where the function u(t) has absolutely continuous derivatives up to order n−1.
Definition 3 For α > 0, ν > 0, the left tempered fractional integral of order
α for a function u is defined as
0I
α,ν
t u(t) := e
−νt
0I
α
t [e
νtu(t)] =
1
Γ (α)
∫ t
0
(t− s)α−1e−ν(t−s)u(s)ds, t > 0.
Definition 4 For α > 0, ν > 0, the left Caputo tempered fractional derivative
of order α for a function u is defined as
c
0∂
α,ν
t u(t) := e
−νtc
0∂
α
t [e
νtu(t)]
= e−νt
1
Γ (n− α)
∫ t
0
eνs
(t− s)α−n+1
(
∂
∂s
+ ν
)n
u(s)ds,
t > 0, 0 ≤ n− 1 < α < n,
where the function u(t) has absolutely continuous derivatives up to order n−1,
and (
∂
∂s
+ ν
)n
=
(
∂
∂s
+ ν
)(
∂
∂s
+ ν
)
· · ·
(
∂
∂s
+ ν
)
.
If u is an abstract function belonging to Hs (s ≥ 0), then the integrals which
appear in the above definitions are taken in Bochner’s sense. A measurable
function u : [0,∞)→ Hs is Bochner-integrable if ‖u‖Hs is Lebesgue-integrable.
2.2 Mittag-Leffler function
Throughout this paper, we shall frequently use the Mittag-Leffler function
Eα,β(z) defined as follows:
Eα,β(z) =
∞∑
k=0
zk
Γ (kα+ β)
, z ∈ C, (3)
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which is a two-parameter family of entire functions in z of order α−1 and
type 1 [26, p. 42], and generalizes the exponential function in the sense that
E1,1(z) = e
z. For later use, we collect some results in the next lemma; see [26,
35].
Lemma 1 Let 0 < α < 2 and β ∈ R be arbitrary. We suppose that µ is an
arbitrary real number such that piα2 < µ < min(π, πα). Then there exists a
constant C = C(α, β, µ) > 0 such that
|Eα,β(z)| ≤ C
1 + |z| , µ ≤ | arg(z)| ≤ π. (4)
Moreover, for λ > 0, α > 0, and positive integer m ∈ N, we have
dm
dtm
Eα,1(−λβtα) = −λβtα−mEα,α−m+1(−λβtα), t > 0 (5)
and
d
dt
(
tEα,2(−λβtα)
)
= Eα,1(−λβtα), t ≥ 0. (6)
2.3 Infinite dimensional white noise and fractional Gaussian noise
Let (Ω,F , {Ft}t≥0,P) be a complete filtered probability space satisfying that
F0 contains all P-null sets of F . We define L2(Ω;Hs(D)) as the separable
Hilbert space of all strongly measurable, square-integrable random variables
ω, with values in Hs(D) such that
‖ω‖2L2(Ω;Hs(D)) = E‖ω‖2Hs ,
where E denotes the expectation. In the sequel, C denotes an arbitrary positive
constant, which may be different from line to line and even in the same line.
Definition 5 The two-sided one-dimensional fBm with Hurst index H ∈
(0, 1) is a Gaussian process ξH = {ξH(t), t ∈ R} on (Ω,F ,P), having the
properties
(i) ξH(0) = 0,
(ii) EξH(t) = 0, t ∈ R,
(iii) E[ξH(t)ξH(s)] = 12
(|t|2H + |s|2H − |t− s|2H), t, s ∈ R.
Remark 1 For H = 12 , we set ξ
1
2 (t) = ξ(t), where ξ is a standard Brownian
motion; in this case the increments of the process are independent. On the
contrary, for H 6= 12 the increments are not independent.
Let U be a separable Hilbert space endowed with a Hilbert basis {ek}k≥1.
We then consider ∂
2
W(t,x)
∂t∂x
and ∂
2
W
H(t,x)
∂t∂x
, respectively, the U-valued white noise
and fractional Gaussian noise defined on (Ω,F , {Ft}t≥0,P) such that
∂2W(t, x)
∂t∂x
=
∞∑
k=1
ςk(t)ξ˙k(t)ek(x) (7)
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and
∂2WH(t, x)
∂t∂x
=
∞∑
k=1
̺k(t)ξ˙
H
k (t)ek(x), (8)
where ςk(t) and ̺k(t) are continuous functions, rapidly decaying with the in-
crease of k to ensure the convergence of the series, {ξk}∞k=1 and {ξHk }∞k=1,
respectively, are the sequences of mutually independent one-dimensional stan-
dard Brownian motions and fractional Brownian motions with Hurst index
H ∈ ( 12 , 1); ξ˙k(t) = dξk(t)dt , k = 1, 2, · · · , is the white noise, the formal derivative
of the Brownian motion ξk(t), k = 1, 2, · · · ; and ξ˙Hk (t) = dξ
H
k (t)
dt
, k = 1, 2, · · · , is
the fractional Gaussian noise, the formal derivative of the fractional Brownian
motion ξHk (t), k = 1, 2, · · · .
We define H := L2(D) and denote the space of bounded linear operators
from U to H by L(U,H). Let
L02(U,H) =
{
R ∈ L(U,H) :
∞∑
k=1
‖R · ek‖2 <∞
}
be the set of Hilbert-Schmidt operators from U to H, and endow this set
with the inner product (R,S)L02 =
∑
k(Rek, Sek), so that L02(U,H) can be
considered as a Hilbert space with the norm ‖R‖L02 =
(
∞∑
k=1
‖R · ek‖2
) 1
2
.
The following notations will be used throughout the paper.
Remark 2 For g, h ∈ L2(0, T ;L02(U,H)), ∂
2
W(t,x)
∂t∂x
=
∞∑
k=1
ςk(t)ξ˙k(t)ek(x), and
∂2WH (t,x)
∂t∂x
=
∞∑
k=1
̺k(t)ξ˙
H
k (t)ek(x), we introduce the notations g(t, u)
∂2W(t,x)
∂t∂x
and h(t, u)∂
2
W
H(t,x)
∂t∂x
to formally represent
g(t, u)
∂2W(t, x)
∂t∂x
=
∞∑
k=1
g(t, u) · ekςk(t)ξ˙k(t)
=
∞∑
j,k=1
(g(t, u) · ek, ϕj)ϕjςk(t)ξ˙k(t)
=
∞∑
j,k=1
gj,k(t)ϕjςk(t)ξ˙k(t)
(9)
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and
h(t, u)
∂2WH(t, x)
∂t∂x
=
∞∑
k=1
h(t, u) · ek̺k(t)ξ˙Hk (t)
=
∞∑
j,k=1
(h(t, u) · ek, ϕj)ϕj̺k(t)ξ˙Hk (t)
=
∞∑
j,k=1
hj,k(t)ϕj̺k(t)ξ˙
H
k (t),
(10)
where we have used the decomposition
g(t, u) · ek =
∞∑
j=1
gj,k(t)ϕj , g
j,k(t) := (g(t, u) · ek, ϕj),
and
h(t, u) · ek =
∞∑
j=1
hj,k(t)ϕj , h
j,k(t) := (h(t, u) · ek, ϕj),
which make sense since, from assumptions, g(t, u) · ek and h(t, u) · ek belong
to H and {ϕj}j∈N+ is a Hilbert basis of H.
The following proposition plays an important role in the proof of this paper
(see, for instance, [27,33]).
Proposition 1 For H > 12 and f, g ∈ L2(Ω × [0, T ];R), we have
E
∫ T
0
f(s)dξH(s) = 0,
E
[∫ T
0
f(s)dξH(s)
∫ T
0
g(s)dξH(s)
]
= H(2H − 1)
∫ T
0
∫ T
0
E[f(s)g(r)]|s − r|2H−2drds,
and
E
[∫ T
0
f(s)dξ(s)
∫ T
0
g(s)dξ(s)
]
=
∫ T
0
E[f(s)g(s)]ds.
As a simple consequence of Proposition 1, we have
Lemma 2 Let H > 12 and φ ∈ L2(Ω × [0, T ];R). Then for any t1, t2 ∈ [0, T ]
with t2 > t1,
E
∣∣∣∣ ∫ t2
t1
φ(s)dξH(s)
∣∣∣∣2 ≤ 2H(t2 − t1)2H−1 ∫ t2
t1
E|φ(s)|2ds.
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Proof By Proposition 1, we find that
E
∣∣∣∣ ∫ t2
t1
φ(s)dξH(s)
∣∣∣∣2 ≤ H(2H − 1)∫ t2
t1
∫ t2
t1
E(|φ(s)||φ(r)|)|s − r|2H−2drds
≤ H(2H − 1)
∫ t2
t1
∫ t2
t1
E(|φ(s)|2)|s− r|2H−2drds
≤ H(2H − 1)
∫ t2
t1
E(|φ(s)|2)
(∫ s
t1
(s− r)2H−2dr
+
∫ t2
s
(r − s)2H−2dr
)
ds
≤ 2H(t2 − t1)2H−1
∫ t2
t1
E|φ(s)|2ds,
which completes the proof.
We are now in a position to recall the Gro¨nwall-Bellman inequalities, which
will be used later.
Lemma 3 Let u(t) and n(t) be real valued continuous functions for t ≥ 0,
and n(t) nonnegative for t ≥ 0. If m ≥ 0 is a constant, u(t) is nonnegative
and satisfies the integral inequality
u(t) ≤ m+
∫ t
0
n(s)u(s)ds, t ≥ 0,
then
u(t) ≤ m exp
(∫ t
0
n(s)ds
)
for t ≥ 0.
If the negative part of the real valued function m(t) is integrable on every closed
and bounded subinterval of [0,∞) and u(t) satisfies the integral inequality
u(t) ≤ m(t) +
∫ t
0
n(s)u(s)ds, t ≥ 0,
then
u(t) ≤ m(t) +
∫ t
0
m(s)n(s) exp
(∫ t
s
n(τ)dτ
)
ds for t ≥ 0.
If, in addition, the function m(t) is nondecreasing, then
u(t) ≤ m(t) exp
(∫ t
0
n(s)ds
)
for t ≥ 0.
As for the generalization of Gro¨nwall’s lemma for singular kernels [24], there
is
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Lemma 4 Suppose b ≥ 0, γ > 0, and a(t) is a nonnegative function locally
integrable on 0 ≤ t < T (some T ≤ +∞), and let u(t) be nonnegative and
locally integrable on 0 ≤ t < T with
u(t) ≤ a(t) + b
∫ t
0
(t− s)γ−1u(s)ds
on this interval. Then
u(t) ≤ a(t) +
∫ t
0
[
∞∑
n=1
(bΓ (γ))n
Γ (nγ)
(t− s)nγ−1a(s)
]
ds, 0 ≤ t < T.
3 Regularity of the solution
Now, we discuss the existence, uniqueness, and regularity of mild solutions to
(1). Let v(t, x) = eνtu(t, x). Then by Definitions 3-4, we rewrite (1) as
c
0∂
α
t v + (−∆)βv = eνt
[
f(t, u) + g(t, u)
∂2W(t, x)
∂t∂x
+ h(t, u)
∂2WH(t, x)
∂t∂x
]
in (0,T]×D,
v(t, x) = 0 on (0,T]× ∂D,
v(0, x) = a(x), ∂tv(0, x) = νa(x) + b(x) in D,
(11)
where c0∂
α
t denotes the left-sided Caputo fractional derivative of order α with
respect to t. We assume that a ∈ L2(Ω;H2γ˜) and b ∈ L2(Ω;H2γ˜− 2βα ) with
γ˜ = max{γ, 2β
α
} for some regularity parameter γ > 0.
In order to ensure the existence and uniqueness of problem (1), we list the
following conditions:
(A1) There exists a positive constant l such that the functions f : R× H→ H,
g : R×H→ L02(U,H), and h : R×H→ L02(U,H) satisfy
‖f(t1, u1)− f(t2, u2)‖ + ‖g(t1, u1)− g(t2, u2)‖L02 + ‖h(t1, u1)− h(t2, u2)‖L02
≤ l(|t1 − t2|+ ‖u1 − u2‖) if 0 ≤ γ ≤ β
α
,
for all t1, t2 ∈ R and u1, u2 ∈ H;
‖(−∆)γ− βα (f(t1, u1)− f(t2, u2))‖ + ‖(−∆)γ−
β
α (g(t1, u1)− g(t2, u2))‖L02
+ ‖(−∆)γ− βα (h(t1, u1)− h(t2, u2))‖L02
≤ l(|t1 − t2|+ ‖(−∆)γ−
β
α (u1 − u2)‖) if γ > β
α
,
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for all t1, t2 ∈ R and u1, u2 ∈ H2γ− 2βα ;
‖f(t, u)‖+ ‖g(t, u)‖L02 + ‖h(t, u)‖L02 ≤ l(1 + ‖u‖) if 0 ≤ γ ≤
β
α
,
for all t ∈ R and u ∈ H;
‖(−∆)γ− βα f(t, u)‖+ ‖(−∆)γ− βα g(t, u)‖L02 + ‖(−∆)γ−
β
αh(t, u)‖L02
≤ l
(
1 + ‖(−∆)γ− βαu‖
)
if γ >
β
α
,
for all t ∈ R and u ∈ H2γ− 2βα .
(A2) {ςk(t)}, {̺k(t)}, and their derivatives are uniformly bounded by
|ςk(t)| ≤ µk, |̺k(t)| ≤ µ˜k, |ς ′k(t)| ≤ γk, |̺′k(t)| ≤ γ˜k ∀ t ∈ [0, T ],
and the series ({µk}, {µ˜k}, {γk}, {γ˜k}) is rapidly decaying with the increase
of k.
Remark 3 It is worth mentioning that if α = 2 and β = 1, then the condition
(A1) will reduce to the corresponding condition (9) in [1].
First, we give a representation of the mild solution to problem (1) using
the Dirichlet eigenpairs {(λk, ϕk)}∞k=1.
Lemma 5 The solution u to problem (1) with 32 < α < 2,
1
2 < β ≤ 1, ν > 0,
and 12 < H < 1 is given by
u(t, x) =
∫
D
T να,β(t, x, y)a(y)dy +
∫
D
Rνα,β(t, x, y)b(y)dy
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)h(s, u(s, y))dWH(s, y).
(12)
Here
T να,β(t, x, y) = e−νt
∞∑
k=1
(
Eα,1(−λβk tα) + νtEα,2(−λβk tα)
)
ϕk(x)ϕk(y) (13)
is the fundamental solution of
c
0∂
α,ν
t v(t, x) + (−∆)βv(t, x) = 0 in (0, T ]×D,
v(t, x) = 0 on (0, T ]× ∂D,
v(0, x) = φ(x), ∂tv(t, x)|t=0 = 0 in D,
12 Yajing Li et al.
so that v(t, x) =
∫
D
T να,β(t, x, y)φ(y)dy, and
Rνα,β(t, x, y) = te−νt
∞∑
k=1
Eα,2(−λβk tα)ϕk(x)ϕk(y) (14)
is the fundamental solution of
c
0∂
α,ν
t v(t, x) + (−∆)βv(t, x) = 0 in (0, T ]×D,
v(t, x) = 0 on (0, T ]× ∂D,
v(0, x) = 0, ∂tv(0, x) = ψ(x) in D,
so that v(t, x) =
∫
D
Rνα,β(t, x, y)ψ(y)dy. For (1) but with the initial data
v(0, x) = ∂tv(0, x) ≡ 0, we shall use the operator defined by
Sνα,β(t, x, y) = tα−1e−νt
∞∑
k=1
Eα,α(−λβk tα)ϕk(x)ϕk(y) (15)
and
v(t, x) =
∫ t
0
∫
D
Sνα,β(t− s, x, y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)h(s, u(s, y))dWH(s, y).
The proof of Lemma 5 is given in Appendix A.
Then we have the following stability estimates for the homogeneous prob-
lem of (1).
Lemma 6 Let u be the solution of (1) with f = g = h = 0. Then for all
t > 0,
‖u(t)‖Hp
≤
C(1 + νt)e
−νtt−
α(p−q)
2β ‖a‖Hq + Ce−νtt1−
α(p−r)
2β ‖b‖Hr , 0 ≤ q, r ≤ p ≤ 2β,
C(1 + νt)e−νtt−α‖a‖Hq + Ce−νtt1−α‖b‖Hr , q, r > p,
and
‖c0∂α,νt u(t)‖Hp ≤ C(1 + νt)e−νtt−α−
α(p−q)
2β ‖a‖Hq + Ce−νtt1−α−
α(p−r)
2β ‖b‖Hr ,
where 0 ≤ p ≤ q and r ≤ p+ 2β.
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Proof Note that {ϕk}∞k=1 is an orthonormal basis in L2(D). By Lemma 1 and
(12), we obtain
‖u(t)‖2
Hp
=
∞∑
k=1
λpk
(∫
D
T να,β(t, ·, y)a(y)dy +
∫
D
Rνα,β(t, ·, y)b(y)dy, ϕk
)2
=
∞∑
k=1
λpk
(∫
D
e−νt
∞∑
l=1
(
Eα,1(−λβl tα) + νtEα,2(−λβl tα)
)
ϕl(·)ϕl(y)a(y)dy
+
∫
D
te−νt
∞∑
l=1
Eα,2(−λβl tα)ϕl(·)ϕl(y)b(y)dy, ϕk
)2
≤
∞∑
k=1
λpk
∣∣∣∣ ∫
D
e−νt
(
Eα,1(−λβk tα) + νtEα,2(−λβk tα)
)
ϕk(y)a(y)dy
+
∫
D
te−νtEα,2(−λβk tα)ϕk(y)b(y)dy
∣∣∣∣2
≤ C(1 + ν2t2)e−2νtt−α(p−q)β
∞∑
k=1
(λβk t
α)
p−q
β
(1 + λβk t
α)2
λqk(a, ϕk)
2
+ Ct2e−2νtt−
α(p−r)
β
∞∑
k=1
(λβk t
α)
p−r
β
(1 + λβk t
α)2
λrk(b, ϕk)
2
≤ C(1 + ν2t2)e−2νtt−α(p−q)β ‖a‖2Hq + Ce−2νtt2−
α(p−r)
β ‖b‖2Hr ,
where we have used
(λβ
k
tα)
p−q
β
(1+λβ
k
tα)2
≤ C and (λ
β
k
tα)
p−r
β
(1+λβ
k
tα)2
≤ C for 0 ≤ q, r ≤ p ≤ 2β.
Now we consider the case q, r > p. Since 0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · and
λk →∞ as k →∞, we obtain from Lemma 1 and (12) that
‖u(t)‖2
Hp
=
∞∑
k=1
λpk
(∫
D
T να,β(t, ·, y)a(y)dy +
∫
D
Rνα,β(t, ·, y)b(y)dy, ϕk
)2
≤ C(1 + ν2t2)e−2νt
∞∑
k=1
1
λq−pk (1 + λ
β
k t
α)2
λqk(a, ϕk)
2
+ Ct2e−2νt
∞∑
k=1
1
λr−pk (1 + λ
β
k t
α)2
λrk(b, ϕk)
2
≤ C(1 + ν2t2)e−2νtt−2α‖a‖2
Hq
+ Ce−2νtt2−2α‖b‖2
Hr
.
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On the other hand, it follows from Lemma 1 and (12) that
‖c0∂α,νt u(t)‖2Hp =
∥∥−(−∆)βu(t)∥∥2
Hp
= ‖u(t)‖2
Hp+2β
=
∞∑
k=1
λp+2βk
(∫
D
T να,β(t, ·, y)a(y)dy +
∫
D
Rνα,β(t, ·, y)b(y)dy, ϕk
)2
=
∞∑
k=1
λp+2βk
(∫
D
e−νt
∞∑
l=1
(
Eα,1(−λβl tα) + νtEα,2(−λβl tα)
)
ϕl(·)ϕl(y)a(y)dy
+
∫
D
te−νt
∞∑
l=1
Eα,2(−λβl tα)ϕl(·)ϕl(y)b(y)dy, ϕk
)2
≤
∞∑
k=1
λp+2βk
∣∣∣∣ ∫
D
e−νt
(
Eα,1(−λβk tα) + νtEα,2(−λβk tα)
)
ϕk(y)a(y)dy
+
∫
D
te−νtEα,2(−λβk tα)ϕk(y)b(y)dy
∣∣∣∣2
≤ C(1 + ν2t2)e−2νtt−2α−α(p−q)β
∞∑
k=1
(λβk t
α)
2β+p−q
β
(1 + λβk t
α)2
λqk(a, ϕk)
2
+ Ct2e−2νtt−2α−
α(p−r)
β
∞∑
k=1
(λβk t
α)
2β+p−r
β
(1 + λβk t
α)2
λrk(b, ϕk)
2
≤ C(1 + ν2t2)e−2νtt−2α−α(p−q)β ‖a‖2
Hq
+ Ce−2νtt2−2α−
α(p−r)
β ‖b‖2
Hr
,
where we have used
(λβ
k
tα)
2β+p−q
β
(1+λβ
k
tα)2
≤ C and (λ
β
k
tα)
2β+p−r
β
(1+λβ
k
tα)2
≤ C for 0 ≤ p ≤ q, r ≤
p+ 2β. The proof has been completed.
Remark 4 It follows from the proof of Lemma 6 that
‖u(t)‖Hp ≤ C(1 + νt)e−νtt−
α(p−q)
2β ‖a‖Hq + Ce−νtt1−
α(p−r)
2β ‖b‖Hr
also holds true for all t > 0, 0 ≤ q, r ≤ p and p− q, p− r ≤ 2β.
The following theorem shows the existence, uniqueness, decay, and regularity
properties of mild solutions.
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Theorem 1 Let (a, b) be F0-adapted random variable and ‖a‖L2(Ω;H2γ˜ (D)) +
‖b‖
L2(Ω;H2γ˜−
2β
α (D))
<∞ with γ˜ = max{γ, β
α
}, and that the functions f , g and
h satisfy (A1) for some γ ≥ 0. Let (A2) holds, 32 < α < 2, 12 < β ≤ 1, ν > 0,
and 12 < H < 1. Then problem (1) has a unique mild solution given by
u(t, x) =
∫
D
T να,β(t, x, y)a(y)dy +
∫
D
Rνα,β(t, x, y)b(y)dy
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)h(s, u(s, y))dWH(s, y) P-a.s.
for each t ∈ [0, T ], u ∈ C([0, T ];L2(Ω;H2γ˜(D)). Moreover, if γ > β
α
, then for
any δ ∈
(
0, 2β − 3β
α
)
,
t
αδ
2β u ∈ C([0, T ];L2(Ω;H2γ˜+δ(D))) with value zero at t = 0,
and for 0 ≤ θ1 ≤ θ2 ≤ T ,
E‖u(θ2)− u(θ1)‖2
≤ C|θ2 − θ1|2α−2
(
E‖a‖2
H2γ˜
+ E‖b‖2
H
2γ˜−
2β
α
+ sup
s∈[0,T ]
E
(
1 + ‖u(s)‖2
H2γ
))
.
Proof We give the proof for the case of γ > β
α
; it can be similarily proved for
the other case of 0 ≤ γ ≤ β
α
.
We define a nonlinear mapping P as follows
Pu(t) =
∫
D
T να,β(t, x, y)a(y)dy +
∫
D
Rνα,β(t, x, y)b(y)dy
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)h(s, u(s, y))dWH(s, y), (16)
and denote by C([0, T ];L2(Ω;H2γ(D)))θ the space C([0, T ];L2(Ω;H2γ(D)))
equipped with the following weighted norm: ‖u‖2θ := max0≤t≤T E‖e−θtu(t)‖2H2γ
∀u ∈ C([0, T ];L2(Ω;H2γ(D)))θ , which is equivalent to the standard norm of
C([0, T ];L2(Ω;H2γ(D))) for any fixed parameter θ > 0. Then we show that the
map P : C([0, T ];L2(Ω;H2γ(D)))θ → C([0, T ];L2(Ω;H2γ(D)))θ has a unique
fixed point.
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Step 1. P maps C([0, T ];L2(Ω;H2γ(D)))θ into itself.
Let us consider σ > 0 small enough. Then we have
E‖e−θ(t+σ)Pu(t+ σ) − e−θtPu(t)‖2
H2γ
≤ CE
∥∥∥∥e−θ(t+σ) ∫
D
T να,β(t+ σ, ·, y)a(y)dy − e−θt
∫
D
T να,β(t, ·, y)a(y)dy
∥∥∥∥2
H2γ
+ CE
∥∥∥∥e−θ(t+σ) ∫
D
Rνα,β(t+ σ, ·, y)b(y)dy − e−θt
∫
D
Rνα,β(t, ·, y)b(y)dy
∥∥∥∥2
H2γ
+ CE
∥∥∥∥e−θ(t+σ) ∫ t+σ
0
∫
D
Sνα,β(t+ σ − s, ·, y)f(s, u(s, y))dyds
− e−θt
∫ t
0
∫
D
Sνα,β(t− s, ·, y)f(s, u(s, y))dyds
∥∥∥∥2
H2γ
+ CE
∥∥∥∥e−θ(t+σ) ∫ t+σ
0
∫
D
Sνα,β(t+ σ − s, ·, y)g(s, u(s, y))dW(s, y)
− e−θt
∫ t
0
∫
D
Sνα,β(t− s, ·, y)g(s, u(s, y))dW(s, y)
∥∥∥∥2
H2γ
+ CE
∥∥∥∥e−θ(t+σ) ∫ t+σ
0
∫
D
Sνα,β(t+ σ − s, ·, y)h(s, u(s, y))dWH(s, y)
− e−θt
∫ t
0
∫
D
Sνα,β(t− s, ·, y)h(s, u(s, y))dWH(s, y)
∥∥∥∥2
H2γ
:= I1 + I2 + I3 + I4 + I5. (17)
Noticing that {ϕk}∞k=1 is an orthonormal basis in L2(D), by Lemma 1 and
Lagrange’s mean value theorem, we get
I1 = CE
∞∑
k=1
λ2γk
(∫
D
e−(θ+ν)(t+σ)
∞∑
l=1
(
Eα,1(−λβl (t+ σ)α)
+ ν(t+ σ)Eα,2(−λβl (t+ σ)α)
)
ϕl(·)ϕl(y)
· a(y)dy −
∫
D
e−(θ+ν)t
∞∑
l=1
(
Eα,1(−λβl tα)
+ νtEα,2(−λβl tα)
)
ϕl(·)ϕl(y)a(y)dy, ϕk
)2
(18)
= CE
∞∑
k=1
λ2γk
∣∣∣∣ ∫
D
e−(θ+ν)(t+σ)
(
Eα,1(−λβk (t+ σ)α)
+ ν(t+ σ)Eα,2(−λβk (t+ σ)α)
)
ϕk(y)a(y)dy
−
∫
D
e−(θ+ν)t
(
Eα,1(−λβk tα) + νtEα,2(−λβk tα)
)
ϕk(y)a(y)dy
∣∣∣∣2
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≤ CE
∞∑
k=1
λ2γk
∣∣∣∣ ∫
D
(
e−(θ+ν)(t+σ)Eα,1(−λβk (t+ σ)α)− e−(θ+ν)tEα,1(−λβk tα)
)
· ϕk(y)a(y)dy
∣∣∣∣2 + Cν2E ∞∑
k=1
λ2γk
∣∣∣∣ ∫
D
(
e−(θ+ν)(t+σ)(t+ σ)
·Eα,2(−λβk (t+ σ)α)− e−(θ+ν)ttEα,2(−λβk tα)
)
ϕk(y)a(y)dy
∣∣∣∣2
≤ C
∣∣∣e−(θ+ν)(t+σ) − e−(θ+ν)t∣∣∣2 E ∞∑
k=1
|Eα,1(−λβk (t+ σ)α)|2λ2γk (a, ϕk)2
+ Ce−2(θ+ν)tE
∞∑
k=1
∣∣∣Eα,1(−λβk (t+ σ)α)− Eα,1(−λβk tα)∣∣∣2 λ2γk (a, ϕk)2
+ Cν2
∣∣∣e−(θ+ν)(t+σ) − e−(θ+ν)t∣∣∣2 E ∞∑
k=1
|(t+ σ)Eα,2(−λβk (t+ σ)α)|2
· λ2γk (a, ϕk)2 + Cν2e−2(θ+ν)tE
∞∑
k=1
∣∣∣(t+ σ)Eα,2(−λβk (t+ σ)α)
− tEα,2(−λβk tα)
∣∣∣2 λ2γk (a, ϕk)2
≤ C
∣∣∣e−(θ+ν)(t+σ) − e−(θ+ν)t∣∣∣2 E‖a‖2H2γ
+ Cσ2E
∞∑
k=1
∣∣∣−λβk θ̂α−1Eα,α(−λβk θ̂α)∣∣∣2 λ2γk (a, ϕk)2
+ Cν2
∣∣∣e−(θ+ν)(t+σ) − e−(θ+ν)t∣∣∣2 T 2E‖a‖2H2γ
+ Cν2σ2E
∞∑
k=1
∣∣∣Eα,1(−λβk θ˜α)∣∣∣2 λ2γk (a, ϕk)2
≤ C
∣∣∣e−(θ+ν)(t+σ) − e−(θ+ν)t∣∣∣2 E‖a‖2H2γ
+
C
t2
σ2E
∞∑
k=1
∣∣∣∣∣ λβk θ̂α1 + λβk θ̂α
∣∣∣∣∣
2
λ2γk (a, ϕk)
2 + Cσ2E‖a‖2
H2γ
≤ C
∣∣∣e−(θ+ν)(t+σ) − e−(θ+ν)t∣∣∣2 E‖a‖2
H2γ˜
+
C
t2
σ2E‖a‖H2
2γ˜
+ Cσ2E‖a‖2
H2γ˜
→ 0 as σ → 0,
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where θ̂, θ˜ ∈ (t, t+σ), and we have used λ
β
k
θ̂α
1+λβ
k
θ̂α
≤ C and E‖a‖2
H2γ
≤ CE‖a‖2
H2γ˜
.
In a similar way, we deduce that
I2 = CE
∞∑
k=1
λ2γk
(∫
D
(t+ σ)e−(θ+ν)(t+σ)
∞∑
l=1
Eα,2(−λβl (t+ σ)α)ϕl(·)ϕl(y)
· b(y)dy −
∫
D
te−(θ+ν)t
∞∑
l=1
Eα,2(−λβl tα)ϕl(·)ϕl(y)b(y)dy, ϕk
)2
= CE
∞∑
k=1
λ2γk
∣∣∣∣ ∫
D
(t+ σ)e−(θ+ν)(t+σ)Eα,2(−λβk (t+ σ)α)ϕk(y)b(y)dy
−
∫
D
te−(θ+ν)tEα,2(−λβk tα)ϕk(y)b(y)dy
∣∣∣∣2
≤ C
∣∣∣e−(θ+ν)(t+σ) − e−(θ+ν)t∣∣∣2 E ∞∑
k=1
∣∣∣(t+ σ)Eα,2(−λβk (t+ σ)α)∣∣∣2
· λ2γk (b, ϕk)2 + Ce−2(θ+ν)tE
∞∑
k=1
∣∣∣(t+ σ)Eα,2(−λβk (t+ σ)α)
−tEα,2(−λβk tα)
∣∣∣2 λ2γk (b, ϕk)2 (19)
≤ C
∣∣∣e−(θ+ν)(t+σ) − e−(θ+ν)t∣∣∣2 E ∞∑
k=1
(λβk (t+ σ)
α)
2
α
(1 + λβk (t+ σ)
α)2
λ
2γ− 2β
α
k (b, ϕk)
2
+ Cσ2E
∞∑
k=1
∣∣∣Eα,1(−λβk θ˜α)∣∣∣2 λ2γk (b, ϕk)2
≤ C
∣∣∣e−(θ+ν)(t+σ) − e−(θ+ν)t∣∣∣2 E‖b‖2
H
2γ−
2β
α
+
C
θ˜2
σ2E
∞∑
k=1
(λβk θ˜
α)
2
α
(1 + λβk θ˜
α)2
λ
2γ− 2β
α
k (b, ϕk)
2
≤ C
∣∣∣e−(θ+ν)(t+σ) − e−(θ+ν)t∣∣∣2 E‖b‖2
H
2γ˜−
2β
α
+
C
θ˜2
σ2E‖b‖2
H
2γ˜−
2β
α
→ 0 as σ → 0,
where θ˜ ∈ (t, t + σ), we have used (λ
β
k
(t+σ)α)
2
α
(1+λβ
k
(t+σ)α)2
≤ C, (λ
β
k
θ˜α)
2
α
(1+λβ
k
θ˜α)2
≤ C, and
E‖b‖2
H
2γ−
2β
α
≤ CE‖b‖2
H
2γ˜−
2β
α
.
Galerkin approximation for stochastic PDEs 19
By (A1), Lemma 1, Ho¨lder’s inequality, and u ∈ C([0, T ];L2(Ω;H2γ(D))),
we have
I3 = CE
∞∑
k=1
λ2γk
(∫ t+σ
0
∫
D
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)
·
∞∑
l=1
Eα,α(−λβl (t+ σ − s)α)ϕl(·)ϕl(y)f(s, u(s, y))dyds
−
∫ t
0
∫
D
(t− s)α−1e−θte−ν(t−s)
∞∑
l=1
Eα,α(−λβl (t− s)α)ϕl(·)ϕl(y)
· f(s, u(s, y))dyds, ϕk
)2
(20)
= CE
∞∑
k=1
λ2γk
∣∣∣∣ ∫ t+σ
0
∫
D
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)
· Eα,α(−λβk (t+ σ − s)α)ϕk(y)f(s, u(s, y))dyds
−
∫ t
0
∫
D
(t− s)α−1e−θte−ν(t−s)Eα,α(−λβk (t− s)α)ϕk(y)
· f(s, u(s, y))dyds
∣∣∣∣2
≤ CE
∞∑
k=1
∣∣∣∣ ∫ t
0
(
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)Eα,α(−λβk (t+ σ − s)α)
− (t− s)α−1e−θte−ν(t−s)Eα,α(−λβk (t− s)α)
)
λγk(f(s, u(s)), ϕk)ds
∣∣∣∣2
+ CE
∞∑
k=1
∣∣∣∣ ∫ t+σ
t
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)
· Eα,α(−λβk (t+ σ − s)α)λγk(f(s, u(s)), ϕk)ds
∣∣∣∣2
≤ CTE
∞∑
k=1
∫ t
0
∣∣∣(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)Eα,α(−λβk (t+ σ − s)α)
− (t− s)α−1e−θte−ν(t−s)Eα,α(−λβk (t− s)α)
∣∣∣2λ2γk (f(s, u(s)), ϕk)2ds
+ Cσ
∫ t+σ
t
(t+ σ − s)2α−4
∞∑
k=1
(λβk (t+ σ − s)α)
2
α
(1 + λβk (t+ σ − s)α)2
λ
2γ− 2β
α
k
· (f(s, u(s)), ϕk)2ds
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≤ CE
∞∑
k=1
∫ t
0
∣∣∣(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)Eα,α(−λβk (t+ σ − s)α)
− (t− s)α−1e−θte−ν(t−s)Eα,α(−λβk (t− s)α)
∣∣∣2λ2γk (f(s, u(s)), ϕk)2ds
+ Cσ
∫ t+σ
t
(t+ σ − s)2α−4
(
1 + E‖u(s)‖2
H
2γ−
2β
α
)
ds
≤ CE
∞∑
k=1
∫ t
0
∣∣∣(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)Eα,α(−λβk (t+ σ − s)α)
− (t− s)α−1e−θte−ν(t−s)Eα,α(−λβk (t− s)α)
∣∣∣2λ2γk (f(s, u(s)), ϕk)2ds
+ Cσ2α−2,
where we have used
(λβ
k
(t+σ−s)α)
2
α
(1+λβ
k
(t+σ−s)α)2
≤ C and E‖u(s)‖2
H
2γ− 2σ
α
≤ CE‖u(s)‖2
H2γ
.
Furthermore,
λ
β
α
k
∣∣∣(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)Eα,α(−λβk (t+ σ − s)α)
− (t− s)α−1e−θte−ν(t−s)Eα,α(−λβk (t− s)α)
∣∣∣
≤ e−θ(t+σ)e−ν(t+σ−s)λ
β
α
k
∣∣∣(t+ σ − s)α−1Eα,α(−λβk (t+ σ − s)α)
−(t− s)α−1Eα,α(−λβk (t− s)α)
∣∣∣
+ (t− s)α−1λ
β
α
k
∣∣∣Eα,α(−λβk (t− s)α)∣∣∣ ∣∣∣e−θ(t+σ)e−ν(t+σ−s) − e−θte−ν(t−s)∣∣∣
≤ λ
β
α
k
∣∣∣(t+ σ − s)α−1Eα,α(−λβk (t+ σ − s)α)
−(t− s)α−1Eα,α(−λβk (t− s)α)
∣∣∣
+ C(t− s)α−2 (λ
β
k (t− s)α)
1
α
1 + λβk (t− s)α
∣∣∣e−θ(t+σ)e−ν(t+σ−s) − e−θte−ν(t−s)∣∣∣ (21)
≤
∣∣∣∣∫ t+σ
t
(τ − s)α−2λ
β
α
k Eα,α−1(−λβk (τ − s)α)dτ
∣∣∣∣
+ C(t− s)α−2
∣∣∣e−θ(t+σ)e−ν(t+σ−s) − e−θte−ν(t−s)∣∣∣
≤ C
∫ t+σ
t
(τ − s)α−3 (λ
β
k (τ − s)α)
1
α
1 + λβk (τ − s)α
dτ
+ C(t− s)α−2
∣∣∣e−θ(t+σ)e−ν(t+σ−s) − e−θte−ν(t−s)∣∣∣
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≤
∫ t+σ
t
(τ − s)α−3dτ + C(t− s)α−2
∣∣∣e−θ(t+σ)e−ν(t+σ−s) − e−θte−ν(t−s)∣∣∣ ,
where we have used
(λβ
k
(τ−s)α)
1
α
1+λβ
k
(τ−s)α
≤ C.
Combining (20) and (21), in view of (A1), and u ∈ C([0, T ];L2(Ω;H2γ(D))),
we conclude from Lebesgue’s dominated convergence theorem that
I3 ≤ CE
∞∑
k=1
∫ t
0
(∫ t+σ
t
(τ − s)α−3dτ
)2
λ
2γ− 2β
α
k (f(s, u(s)), ϕk)
2ds
+ CE
∞∑
k=1
∫ t
0
(t− s)2α−4
∣∣∣e−θ(t+σ)e−ν(t+σ−s) − e−θte−ν(t−s)∣∣∣2
· λ2γ−
2β
α
k (f(s, u(s)), ϕk)
2ds+ Cσ2α−2
≤ C
∫ t
0
(
(t+ σ − s)α−2 − (t− s)α−2)2 (1 + E‖u(s)‖2
H
2γ−
2β
α
)
ds
+ C
∫ t
0
(t− s)2α−4
∣∣∣e−θ(t+σ)e−ν(t+σ−s) − e−θte−ν(t−s)∣∣∣2
·
(
1 + E‖u(s)‖2
H
2γ−
2β
α
)
ds+ Cσ2α−2 (22)
≤ Cσ2α−3 + C
∫ t
0
(
(t+ σ − s)α−2 − (t− s)α−2)2 ds
+ Cσ2α−2 → 0 as σ → 0,
where we have used E‖u(s)‖2
H
2γ− 2σ
α
≤ CE‖u(s)‖2
H2γ
.
For I4, arguing as in the proof of (20)-(22) and noticing that {ϕk}∞k=1 is an
orthonormal basis in L2(D) and {ξl}∞l=1 is a family of mutually independent
one-dimensional standard Brownian motions, we deduce from (9), (A1)-(A2),
Proposition 1, and u ∈ C([0, T ];L2(Ω;H2γ(D))) that
I4
= CE
∞∑
k=1
λ2γk
(∫ t+σ
0
∫
D
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)
·
∞∑
l=1
Eα,α(−λβl (t+ σ − s)α)ϕl(·)ϕl(y)g(s, u(s, y))dW(s, y) (23)
−
∫ t
0
∫
D
(t− s)α−1e−θte−ν(t−s)
∞∑
l=1
Eα,α(−λβl (t− s)α)ϕl(·)ϕl(y)
· g(s, u(s, y))dW(s, y), ϕk
)2
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= CE
∞∑
k=1
λ2γk
∣∣∣∣ ∫ t+σ
0
∫
D
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)
· Eα,α(−λβk (t+ σ − s)α)ϕk(y)g(s, u(s, y))dW(s, y)
−
∫ t
0
∫
D
(t− s)α−1e−θte−ν(t−s)Eα,α(−λβk (t− s)α)
· ϕk(y)g(s, u(s, y))dW(s, y)
∣∣∣∣2
≤ CE
∞∑
k=1
∣∣∣∣ ∫ t
0
∫
D
(
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)Eα,α(−λβk (t+ σ − s)α)
− (t− s)α−1e−θte−ν(t−s)Eα,α(−λβk (t− s)α)
)
λγkϕk(y)
·
∞∑
j,l=1
(g(s, u(s)) · el, ϕj)ϕj(y)ςl(s)dydξl(s)
∣∣∣∣2
+ CE
∞∑
k=1
∣∣∣∣ ∫ t+σ
t
∫
D
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)
· Eα,α(−λβk (t+ σ − s)α)λγkϕk(y)
∞∑
j,l=1
(g(s, u(s)) · el, ϕj)ϕj(y)ςl(s)dydξl(s)
∣∣∣∣2
= CE
∞∑
k=1
∣∣∣∣ ∫ t
0
(
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)Eα,α(−λβk (t+ σ − s)α)
− (t− s)α−1e−θte−ν(t−s)Eα,α(−λβk (t− s)α)
)
λγk
∞∑
l=1
(g(s, u(s)) · el, ϕk)
· ςl(s)dξl(s)
∣∣∣∣2 + CE ∞∑
k=1
∣∣∣∣ ∫ t+σ
t
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)
· Eα,α(−λβk (t+ σ − s)α)λγk
∞∑
l=1
(g(s, u(s)) · el, ϕk)ςl(s)dξl(s)
∣∣∣∣2
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= CE
∞∑
k,l=1
∫ t
0
∣∣∣((t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)Eα,α(−λβk (t+ σ − s)α)
− (t− s)α−1e−θte−ν(t−s)Eα,α(−λβk (t− s)α)
)
λγk(g(s, u(s)) · el, ϕk)ςl(s)
∣∣∣2ds
+ CE
∞∑
k,l=1
∫ t+σ
t
∣∣∣(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)Eα,α(−λβk (t+ σ − s)α)
· λγk(g(s, u(s)) · el, ϕk)ςl(s)
∣∣∣2ds
≤ CE
∞∑
k,l=1
∫ t
0
((∫ t+σ
t
(τ − s)α−3dτ
)2
+ (t− s)2α−4
∣∣∣e−θ(t+σ)e−ν(t+σ−s)
−e−θte−ν(t−s)
∣∣∣2) ∣∣∣∣λγ− βαk (g(s, u(s)) · el, ϕk)ςl(s)∣∣∣∣2 ds
+ CE
∞∑
k,l=1
∫ t+σ
t
(t+ σ − s)2α−4 (λ
β
k (t+ σ − s)α)
2
α
(1 + λβk (t+ σ − s)α)2
·
∣∣∣∣λγ− βαk (g(s, u(s)) · el, ϕk)ςl(s)∣∣∣∣2 ds
≤ C
∫ t
0
((
(t+ σ − s)α−2 − (t− s)α−2)2 + (t− s)2α−4 ∣∣∣e−θ(t+σ)e−ν(t+σ−s)
−e−θte−ν(t−s)
∣∣∣2)(1 + E‖u(s)‖2
H
2γ−
2β
α
)
ds+ Cσ2α−3
≤ C
∫ t
0
(
(t+ σ − s)α−2 − (t− s)α−2)2 ds
+ C
∫ t
0
(t− s)2α−4
∣∣∣e−θ(t+σ)e−ν(t+σ−s) − e−θte−ν(t−s)∣∣∣2 ds
+ Cσ2α−3 → 0 as σ → 0.
Similar to the arguments in (23), in view of (2.9), (A1)-(A2), Lemma 2, u ∈
C([0, T ]; L2(Ω; H2γ(D))), and the mutual independence of the family of one-
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dimensional fractional Brownian motions {ξHl }∞l=1, we obtain that
I5
= CE
∞∑
k=1
λ2γk
(∫ t+σ
0
∫
D
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)
·
∞∑
l=1
Eα,α(−λβl (t+ σ − s)α)ϕl(·)ϕl(y)h(s, u(s, y))dWH(s, y)
−
∫ t
0
∫
D
(t− s)α−1e−θte−ν(t−s)
∞∑
l=1
Eα,α(−λβl (t− s)α)ϕl(·)ϕl(y)
· h(s, u(s, y))dWH(s, y), ϕk
)2
= CE
∞∑
k=1
λ2γk
∣∣∣∣ ∫ t+σ
0
∫
D
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)
· Eα,α(−λβk (t+ σ − s)α)ϕk(y)h(s, u(s, y))dWH(s, y)
−
∫ t
0
∫
D
(t− s)α−1e−θte−ν(t−s)Eα,α(−λβk (t− s)α)ϕk(y)
· h(s, u(s, y))dWH(s, y)
∣∣∣∣2 (24)
≤ CE
∞∑
k=1
∣∣∣∣ ∫ t
0
∫
D
(
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)Eα,α(−λβk (t+ σ − s)α)
− (t− s)α−1e−θte−ν(t−s)Eα,α(−λβk (t− s)α)
)
λγkϕk(y)
·
∞∑
j,l=1
(h(s, u(s, y)) · el, ϕj)ϕj(y)̺l(s)dydξHl (s)
∣∣∣∣2
+ CE
∞∑
k=1
∣∣∣∣ ∫ t+σ
t
∫
D
(t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)ϕk(y)
· Eα,α(−λβk (t+ σ − s)α)λγk
∞∑
j,l=1
(h(s, u(s, y)) · el, ϕj)ϕj(y)̺l(s)dydξHl (s)
∣∣∣∣2
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≤ CHT 2H−1E
∞∑
k,l=1
∫ t
0
∣∣∣((t+ σ − s)α−1e−θ(t+σ)e−ν(t+σ−s)
· Eα,α(−λβk (t+ σ − s)α)− (t− s)α−1e−θte−ν(t−s)Eα,α(−λβk (t− s)α)
)
· λγk(h(s, u(s)) · el, ϕk)̺l(s)
∣∣∣2ds+ CHσ2H−1E ∞∑
k,l=1
∫ t+σ
t
∣∣∣(t+ σ − s)α−1
· e−θ(t+σ)e−ν(t+σ−s)Eα,α(−λβk (t+ σ − s)α)λγk(h(s, u(s)) · el, ϕk)̺l(s)
∣∣∣2ds
≤ C
∫ t
0
((∫ t+σ
t
(τ − s)α−3dτ
)2
+ (t− s)2α−4
∣∣∣e−θ(t+σ)e−ν(t+σ−s)
−e−θte−ν(t−s)
∣∣∣2)(1 + E‖u(s)‖2
H
2γ−
2β
α
)
ds
+ Cσ2H−1
∫ t+σ
t
(t+ σ − s)2α−4
(
1 + E‖u(s)‖2
H
2γ−
2β
α
)
ds
≤ C
∫ t
0
(
(t+ σ − s)α−2 − (t− s)α−2)2 ds
+ C
∫ t
0
(t− s)2α−4
∣∣∣e−θ(t+σ)e−ν(t+σ−s) − e−θte−ν(t−s)∣∣∣2 ds
+ Cσ2H+2α−4 → 0 as σ → 0.
From (17)-(19) and (22)-(24), it follows that E‖e−θ(t+σ)Pu(t+σ)−e−θtPu(t)‖2
H2γ
tends to zero as σ → 0. Consequently, Pu belongs to C([0, T ];L2(Ω;H2γ(D)))θ .
Step 2. P : C([0, T ];L2(Ω;H2γ(D)))θ → C([0, T ];L2(Ω;H2γ(D)))θ has a
unique fixed point.
For any u1, u2 ∈ C([0, T ];L2(Ω;H2γ(D)))θ , by (16) we have
E‖e−θt(Pu1(t)− Pu2(t))‖2H2γ
≤ CE
∥∥∥∥e−θt ∫ t
0
∫
D
Sνα,β(t− s, ·, y)(f(s, u1(s, y))− f(s, u2(s, y)))
· dyds
∥∥∥∥2
H2γ
+ CE
∥∥∥∥e−θt ∫ t
0
∫
D
Sνα,β(t− s, ·, y)(g(s, u1(s, y))
− g(s, u2(s, y)))dW(s, y)
∥∥∥∥2
H2γ
+ CE
∥∥∥∥e−θt ∫ t
0
∫
D
Sνα,β(t− s, ·, y)
· (h(s, u1(s, y))− h(s, u2(s, y)))dWH(s, y)
∥∥∥∥2
H2γ
:= Z1 + Z2 + Z3. (25)
26 Yajing Li et al.
Since {ϕk}∞k=1 is an orthonormal basis in L2(D), by (15), Ho¨lder’s inequality,
Lemma 1, and (A1), we have
Z1 = CE
∥∥∥∥e−θt ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
l=1
Eα,α
(
−λβl (t− s)α
)
ϕl(·)ϕl(y)
· (f(s, u1(s, y))− f(s, u2(s, y)))dyds
∥∥∥∥2
H2γ
= CE
∞∑
k=1
λ2γk
(∫ t
0
∫
D
(t− s)α−1e−θte−ν(t−s)
∞∑
l=1
Eα,α(−λβl (t− s)α)
· ϕl(·)ϕl(y)(f(s, u1(s, y))− f(s, u2(s, y)))dyds, ϕk
)2
(26)
= CE
∞∑
k=1
λ2γk
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−θte−ν(t−s)Eα,α
(
−λβk(t− s)α
)
ϕk(y)
· (f(s, u1(s, y))− f(s, u2(s, y)))dyds
∣∣∣∣2
≤ CE
∫ t
0
(t− s)2α−2e−2θte−2ν(t−s)
∞∑
k=1
∣∣∣∣Eα,α (−λβk (t− s)α) ∣∣∣∣2λ2γk
· ((f(s, u1(s))− f(s, u2(s))), ϕk)2ds
≤ C
∫ t
0
(t− s)2α−4e−2θte−2ν(t−s)E
∞∑
k=1
(λβk (t− s)α)
2
α
(1 + λβk (t− s)α)2
λ
2γ− 2β
α
k
· ((f(s, u1(s))− f(s, u2(s))), ϕk)2ds
= C
∫ t
0
(t− s)2α−4e−2θte−2ν(t−s)E‖f(s, u1(s))− f(s, u2(s))‖2
H
2γ−
2β
α
ds
≤ C
∫ t
0
(t− s)2α−4e−2θte−2ν(t−s)E‖u1(s)− u2(s)‖2H2γds,
where we have used
(λβ
k
(t−s)α)
2
α
(1+λβ
k
(t−s)α)2
≤ C and E‖u1(s)−u2(s)‖2
H
2γ−
2β
α
≤ CE‖u1(s)−
u2(s)‖2H2γ .
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For Z2, noticing that {ξl}∞l=1 is a family of independent one-dimensional
standard Brownian motions and {ϕk}∞k=1 is an orthonormal basis in L2(D),
in view of Lemma 1, Proposition 1, (9), (15), and (A1)-(A2), we get that
Z2 = CE
∥∥∥∥e−θt ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
l=1
Eα,α
(
−λβl (t− s)α
)
ϕl(·)ϕl(y)
· (g(s, u1(s, y))− g(s, u2(s, y)))dW(s, y)
∥∥∥∥2
H2γ
= CE
∞∑
k=1
λ2γk
(∫ t
0
∫
D
(t− s)α−1e−θte−ν(t−s)
∞∑
l=1
Eα,α
(
−λβl (t− s)α
)
· ϕl(·)ϕl(y)(g(s, u1(s, y))− g(s, u2(s, y)))dW(s, y), ϕk
)2
= CE
∞∑
k=1
λ2γk
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−θte−ν(t−s)Eα,α
(
−λβk(t− s)α
)
ϕk(y)
·
∞∑
j,l=1
((g(s, u1(s))− g(s, u2(s))) · el, ϕj)ϕj(y)ςl(s)dydξl(s)
∣∣∣∣2
= CE
∞∑
k=1
∣∣∣∣ ∫ t
0
(t− s)α−1e−θte−ν(t−s)Eα,α
(
−λβk (t− s)α
)
λγk (27)
·
∞∑
l=1
((g(s, u1(s))− g(s, u2(s))) · el, ϕk)ςl(s)dξl(s)
∣∣∣∣2
≤ CE
∞∑
k,l=1
∫ t
0
(t− s)2α−4e−2θte−2ν(t−s) (λ
β
k (t− s)α)
2
α
(1 + λβk (t− s)α)2
λ
2γ− 2β
α
k
· ((g(s, u1(s))− g(s, u2(s))) · el, ϕk)2|ςl(s)|2ds
≤ C
∫ t
0
(t− s)2α−4e−2θte−2ν(t−s)E‖(−∆)γ− βα (g(s, u1(s))
− g(s, u2(s)))‖2L02ds
≤ C
∫ t
0
(t− s)2α−4e−2θte−2ν(t−s)E‖u1(s)− u2(s)‖2H2γds.
28 Yajing Li et al.
Arguing as in the proof of (27) and noticing that {ξHl }∞l=1 is a family of
independent one-dimensional fractional Brownian motions, we deduce from
Lemmas 1 and 2, (10), (15), (A1), and (A2) that
Z3 = CE
∥∥∥∥e−θt ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
l=1
Eα,α
(
−λβl (t− s)α
)
ϕl(·)ϕl(y)
· (h(s, u1(s, y))− h(s, u2(s, y)))dWH(s, y)
∥∥∥∥2
H2γ
= CE
∞∑
k=1
λ2γk
(∫ t
0
∫
D
(t− s)α−1e−θte−ν(t−s)
∞∑
l=1
Eα,α
(
−λβl (t− s)α
)
· ϕl(·)ϕl(y)(h(s, u1(s, y))− h(s, u2(s, y)))dWH(s, y), ϕk
)2
= CE
∞∑
k=1
λ2γk
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−θte−ν(t−s)Eα,α
(
−λβk(t− s)α
)
ϕk(y)
·
∞∑
j,l=1
((h(s, u1(s)) − h(s, u2(s))) · el, ϕj)ϕj(y)̺l(s)dydξHl (s)
∣∣∣∣2
= CE
∞∑
k=1
∣∣∣∣ ∫ t
0
(t− s)α−1e−θte−ν(t−s)Eα,α
(
−λβk (t− s)α
)
λγk
·
∞∑
l=1
((h(s, u1(s))− h(s, u2(s))) · el, ϕk)̺l(s)dξHl (s)
∣∣∣∣2 (28)
≤ CHT 2H−1E
∞∑
k,l=1
∫ t
0
(t− s)2α−4e−2θte−2ν(t−s) (λ
β
k (t− s)α)
2
α
(1 + λβk (t− s)α)2
· λ2γ−
2β
α
k ((h(s, u1(s))− h(s, u2(s))) · el, ϕk)2|̺l(s)|2ds
≤ C
∫ t
0
(t− s)2α−4e−2θte−2ν(t−s)
· E‖(−∆)γ− βα (h(s, u1(s))− h(s, u2(s)))‖2L02ds
≤ C
∫ t
0
(t− s)2α−4e−2θte−2ν(t−s)E‖u1(s)− u2(s)‖2H2γds.
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Then it follows from (25)-(28) that
E‖e−θt(Pu1(t)− Pu2(t))‖2H2γ
≤ C
∫ t
0
(t− s)2α−4e−2(θ+ν)(t−s)E‖e−θs(u1(s)− u2(s))‖2H2γds
≤ C
∫ t
0
(t− s)2α−4e−2(θ+ν)(t−s) max
s∈[0,T ]
E‖e−θs(u1(s)− u2(s))‖2H2γds
= Cθ−(2α−3)
∫ 1
0
(1− τ)2α−4(θt)2α−3e−2θt(1−τ)e−2νt(1−τ)dτ‖u1 − u2‖2θ
≤ C max
θ>0,T≥t≥0,τ∈[0,1]
(
[(1 − τ)θt]α− 32 e−2θt(1−τ)
) tα− 32
θα−
3
2
∫ 1
0
(1− τ)α− 52 dτ
· ‖u1 − u2‖2θ
= C
tα−
3
2
θα−
3
2
‖u1 − u2‖2θ ∀u1, u2 ∈ C([0, T ];L2(Ω;H2γ(D))).
Step 3. We show that for any δ ∈
(
0, 2β − 3β
α
)
,
t
αδ
2β u ∈ C([0, T ];L2(Ω;H2γ+δ(D)))
with value zero at t = 0.
Thanks to Lemma 6 and Remark 4, it follows from (12) that
t
αδ
β E‖u(t)‖2
H2γ+δ
≤ Ctαδβ E
∥∥∥∥ ∫
D
T να,β(t, ·, y)a(y)dy
∥∥∥∥2
H2γ+δ
+ Ct
αδ
β E
∥∥∥∥ ∫
D
Rνα,β(t, ·, y)b(y)dy
∥∥∥∥2
H2γ+δ
+ Ct
αδ
β E
∥∥∥∥ ∫ t
0
∫
D
Sνα,β(t− s, ·, y)f(s, u(s, y))dyds
∥∥∥∥2
H2γ+δ
+ Ct
αδ
β E
∥∥∥∥ ∫ t
0
∫
D
Sνα,β(t− s, ·, y)g(s, u(s, y))dW(s, y)
∥∥∥∥2
H2γ+δ
+ Ct
αδ
β E
∥∥∥∥ ∫ t
0
∫
D
Sνα,β(t− s, ·, y)h(s, u(s, y))dWH(s, y)
∥∥∥∥2
H2γ+δ
≤ C(1 + ν2t2)e−2νtt−α(2γ−2γ˜)β E‖a‖2
H2γ˜
+ Ce−2νtt−
α(2γ−2γ˜)
β E‖b‖2
H
2γ˜−
2β
α
+M1 +M2 +M3. (29)
Arguing as in the proof of (26), (27), and (28), noticing that {ϕl}∞l=1 is an or-
thonormal basis in L2(D), {ξl}∞l=1 is a family of independent one-dimensional
standard Brownian motions, and {ξHl }∞l=1 is a family of independent one-
dimensional fractional Brownian motions, we deduce from Lemmas 1 and 2,
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Proposition 1, (9)-(10), (15), (A1)-(A2), and Ho¨lder’s inequality that
M1 = Ct
αδ
β E
∥∥∥∥ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
l=1
Eα,α(−λβl (t− s)α)ϕl(·)ϕl(y)
· f(s, u(s, y))dyds
∥∥∥∥2
H2γ+δ
= Ct
αδ
β E
∞∑
k=1
λ2γ+δk
(∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
l=1
Eα,α(−λβl (t− s)α)
· ϕl(·)ϕl(y)f(s, u(s, y))dyds, ϕk
)2
(30)
= Ct
αδ
β E
∞∑
k=1
λ2γ+δk
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)Eα,α(−λβk (t− s)α)
· ϕk(y)f(s, u(s, y))dyds
∣∣∣∣2
≤ Ctαδβ E
∫ t
0
(t− s)2α−2e−2ν(t−s)
∞∑
k=1
λδk
∣∣∣Eα,α(−λβk (t− s)α)∣∣∣2
· λ2γk (f(s, u(s)), ϕk)2ds
≤ Ctαδβ E
∫ t
0
(t− s)2α−αδβ −4e−2ν(t−s)
∞∑
k=1
(λβk (t− s)α)
δ
β
+ 2
α
(1 + λβk (t− s)α)2
λ
2γ− 2β
α
k
· (f(s, u(s)), ϕk)2ds
≤ Ctαδβ
∫ t
0
(t− s)2α−αδβ −4 (1 + E‖u(s)‖2
H2γ
)
ds,
M2 = Ct
αδ
β E
∥∥∥∥ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
l=1
Eα,α(−λβl (t− s)α)ϕl(·)ϕl(y)
· g(s, u(s, y))dW(s, y)
∥∥∥∥2
H2γ+δ
= Ct
αδ
β E
∞∑
k=1
λ2γ+δk
(∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
l=1
Eα,α(−λβl (t− s)α)
· ϕl(·)ϕl(y)g(s, u(s, y))dW(s, y), ϕk
)2
Galerkin approximation for stochastic PDEs 31
= Ct
αδ
β E
∞∑
k=1
λ2γ+δk
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)Eα,α(−λβk (t− s)α)ϕk(y)
·
∞∑
j,l=1
(g(s, u(s, y)) · el, ϕj)ϕj(y)ςl(s)dydξl(s)
∣∣∣∣2
= Ct
αδ
β E
∞∑
k=1
∣∣∣∣ ∫ t
0
(t− s)α−1e−ν(t−s)Eα,α(−λβk (t− s)α)λ
γ+ δ2
k
·
∞∑
l=1
(g(s, u(s)) · el, ϕk)ςl(s)dξl(s)
∣∣∣∣2 (31)
≤ Ctαδβ E
∞∑
k,l=1
∫ t
0
(t− s)2α−αδβ −4e−2ν(t−s) (λ
β
k (t− s)α)
δ
β
+ 2
α
(1 + λβk (t− s)α)2
λ
2γ− 2β
α
k
· (g(s, u(s)) · el, ϕk)2|ςl(s)|2ds
≤ Ctαδβ
∫ t
0
(t− s)2α−αδβ −4E‖(−∆)γ− βα g(s, u(s))‖2
L02
ds
≤ Ctαδβ
∫ t
0
(t− s)2α−αδβ −4 (1 + E‖u(s)‖2
H2γ
)
ds,
and
M3 = Ct
αδ
β E
∥∥∥∥ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
l=1
Eα,α(−λβl (t− s)α)ϕl(·)ϕl(y)
· h(s, u(s, y))dWH(s, y)
∥∥∥∥2
H2γ+δ
= Ct
αδ
β E
∞∑
k=1
λ2γ+δk
(∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
l=1
Eα,α(−λβl (t− s)α)
· ϕl(·)ϕl(y)h(s, u(s, y))dWH(s, y), ϕk
)2
= Ct
αδ
β E
∞∑
k=1
λ2γ+δk
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)Eα,α(−λβk (t− s)α)ϕk(y)
·
∞∑
j,l=1
(h(s, u(s, y)) · el, ϕj)ϕj(y)̺l(s)dydξHl (s)
∣∣∣∣2
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= Ct
αδ
β E
∞∑
k=1
∣∣∣∣ ∫ t
0
(t− s)α−1e−ν(t−s)Eα,α(−λβk (t− s)α)λ
γ+ δ2
k
·
∞∑
l=1
(h(s, u(s)) · el, ϕk)̺l(s)dξHl (s)
∣∣∣∣2 (32)
≤ CHT 2H−1tαδβ E
∞∑
k,l=1
∫ t
0
(t− s)2α−αδβ −4e−2ν(t−s) (λ
β
k (t− s)α)
δ
β
+ 2
α
(1 + λβk (t− s)α)2
· λ2γ−
2β
α
k (h(s, u(s)) · el, ϕk)2|̺l(s)|2ds
≤ Ctαδβ
∫ t
0
(t− s)2α−αδβ −4E‖(−∆)γ− βαh(s, u(s))‖2
L02
ds
≤ Ctαδβ
∫ t
0
(t− s)2α−αδβ −4 (1 + E‖u(s)‖2
H2γ
)
ds,
where we have used
(λβ
k
(t−s)α)
δ
β
+ 2
α
(1+λβ
k
(t−s)α)2
≤ C and E‖u(s)‖
H
2γ−
β
α
≤ CE‖u(s)‖2
H2γ
.
Noticing that u ∈ C([0, T ];L2(Ω;H2γ(D))), by the similar arguments in
Step 1, we obtain from (30)-(32) that for all t ∈ [0, T ],
t
αδ
β E‖u(t)‖2
H2γ+δ
≤ C(1 + ν2t2)e−2νtt−α(2γ−2γ˜)β E‖a‖2
H2γ˜
+ Ce−2νtt−
α(2γ−2γ˜)
β E‖b‖2
H
2γ˜−
2β
α
+ Ct
αδ
β
∫ t
0
(t− s)2α−αδβ −4 (1 + E‖u(s)‖2
H2γ
)
ds
≤ Ct−α(2γ−2γ˜)β + Ct2α−3, (33)
and t
αδ
2β u ∈ C([0, T ];L2(Ω;H2γ+δ(D))).
It follows from Remark 4 that the operators
t
αδ
β E
∥∥∥∥ ∫
D
T να,β(t, ·, y)a(y)dy
∥∥∥∥2
H2γ+δ
≤ CE‖a‖2
H2γ˜
, (34)
t
αδ
β E
∥∥∥∥ ∫
D
Rνα,β(t, ·, y)b(y)dy
∥∥∥∥2
H2γ+δ
≤ CE‖b‖2
H
2γ˜−
2β
α
, (35)
and
t
αδ
β E
∥∥∥∥ ∫
D
T να,β(t, ·, y)a(y)dy
∥∥∥∥2
H2γ+δ
(36)
≤ Ctαδβ t−α(2γ−2γ˜)β E‖a‖2
H2γ˜+δ
→ 0 as t→ 0,
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t
αδ
β E
∥∥∥∥ ∫
D
T να,β(t, ·, y)b(y)dy
∥∥∥∥2
H2γ+δ
(37)
≤ Ctαδβ t−α(2γ−2γ˜)β E‖b‖2
H
2γ˜+δ−
2β
α
→ 0 as t→ 0. (38)
Since H2γ˜+δ and H2γ˜+δ−
2β
α are, respectively, dense subsets of H2γ˜ and H2γ˜−
2β
α ,
we find that t
αδ
2β u(t) vanishes at t = 0.
Step 4. We prove that for 0 ≤ θ1 ≤ θ2 ≤ T ,
E‖u(θ2)− u(θ1)‖2
≤ C|θ2 − θ1|2α−2
(
E‖a‖2
H2γ˜
+ E‖b‖2
H
2γ˜−
2β
α
+ sup
s∈[0,T ]
E
(
1 + ‖u(s)‖2
H2γ
))
.
Arguing as in the proof of Step 1, for 0 ≤ θ1 ≤ θ2 ≤ T we have
E‖u(θ2)− u(θ1)‖2
≤ CE
∥∥∥∥ ∫
D
T να,β(θ2, ·, y)a(y)dy −
∫
D
T να,β(θ1, ·, y)a(y)dy
∥∥∥∥2
+ CE
∥∥∥∥ ∫
D
Rνα,β(θ2, ·, y)b(y)dy −
∫
D
Rνα,β(θ1, ·, y)b(y)dy
∥∥∥∥2
+ CE
∥∥∥∥ ∫ θ2
0
∫
D
Sνα,β(θ2 − s, ·, y)f(s, u(s, y))dyds
−
∫ θ1
0
∫
D
Sνα,β(θ1 − s, ·, y)f(s, u(s, y))dyds
∥∥∥∥2
+ CE
∥∥∥∥ ∫ θ2
0
∫
D
Sνα,β(θ2 − s, ·, y)g(s, u(s, y))dW(s, y)
−
∫ θ1
0
∫
D
Sνα,β(θ1 − s, ·, y)g(s, u(s, y))dW(s, y)
∥∥∥∥2
+ CE
∥∥∥∥ ∫ θ2
0
∫
D
Sνα,β(θ2 − s, ·, y)h(s, u(s, y))dWH(s, y)
−
∫ θ1
0
∫
D
Sνα,β(θ1 − s, ·, y)h(s, u(s, y))dWH(s, y)
∥∥∥∥2
:= E1 + E2 + E3 + E4 + E5. (39)
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Since {ϕk}∞k=1 is an orthonormal basis in L2(D), by Lemma 1, and Lagrange’s
mean value theorem, we obtain
E1
= CE
∞∑
k=1
(∫
D
e−νθ2
∞∑
l=1
(
Eα,1(−λβl θα2 ) + νθ2Eα,2(−λβl θα2 )
)
ϕl(·)ϕl(y)a(y)dy −
∫
D
e−νθ1
∞∑
l=1
(
Eα,1(−λβl θα1 ) + νθ1Eα,2(−λβl θα1 )
)
ϕl(·)ϕl(y)a(y)dy, ϕk
)2
(40)
≤ CE
∞∑
k=1
∣∣∣∣ ∫
D
(
e−νθ2Eα,1(−λβkθα2 )− e−νθ1Eα,1(−λβkθα1 )
)
ϕk(y)a(y)dy
∣∣∣∣2
+ Cν2E
∞∑
k=1
∣∣∣∣ ∫
D
(
e−νθ2θ2Eα,2(−λβkθα2 )− e−νθ1θ1Eα,2(−λβkθα1 )
)
· ϕk(y)a(y)dy
∣∣∣∣2
≤ C|e−νθ2 − e−νθ1 |2E
∞∑
k=1
∣∣∣Eα,1(−λβkθα2 )∣∣∣2 (a, ϕk)2
+ Ce−2νθ1E
∞∑
k=1
∣∣∣Eα,1(−λβkθα2 )− Eα,1(−λβkθα1 )∣∣∣2 (a, ϕk)2
+ Cν2|e−νθ2 − e−νθ1 |2E
∞∑
k=1
∣∣∣θ2Eα,2(−λβkθα2 )∣∣∣2 (a, ϕk)2
+ Cν2e−2νθ1E
∞∑
k=1
∣∣∣θ2Eα,2(−λβkθα2 )− θ1Eα,2(−λβkθα1 )∣∣∣2 (a, ϕk)2
≤ C|θ2 − θ1|2E‖a‖2 + C|θ2 − θ1|2E
∞∑
k=1
∣∣∣−λβk θ̂α−1Eα,α(−λβk θ̂α)∣∣∣2 (a, ϕk)2
+ Cν2|θ2 − θ1|2T 2E‖a‖2 + Cν2|θ2 − θ1|2E
∞∑
k=1
∣∣∣Eα,1(−λβk θ˜α)∣∣∣2 (a, ϕk)2
≤ C|θ2 − θ1|2E‖a‖2H2γ˜ + C|θ2 − θ1|2E
∞∑
k=1
∣∣∣∣∣ (λβk θ̂α)
α−1
α
1 + λβk θ̂
α
∣∣∣∣∣
2
λ
2β
α
k (a, ϕk)
2
+ C|θ2 − θ1|2E‖a‖2
≤ C|θ2 − θ1|2E‖a‖2H2γ˜ ,
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where θ̂, θ˜ ∈ (θ1, θ2), and we have used (λ
β
k
θ̂α)
α−1
α
1+λβ
k
θ̂α
≤ C, E‖a‖2 ≤ CE‖a‖2
H2γ˜
,
and E‖a‖2
H
2β
α
≤ CE‖a‖2
H2γ˜
.
Similar to (40), we have
E2
= CE
∞∑
k=1
(∫
D
θ2e
−νθ2
∞∑
l=1
Eα,2(−λβl θα2 )ϕl(·)ϕl(y)b(y)dy −
∫
D
θ1e
−νθ1
·
∞∑
l=1
Eα,2(−λβl θα1 )ϕl(·)ϕl(y)b(y)dy, ϕk
)2
(41)
≤ CE
∞∑
k=1
∣∣∣∣ ∫
D
θ2e
−νθ2Eα,2(−λβkθα2 )ϕk(y)b(y)dy
−
∫
D
θ1e
−νθ1Eα,2(−λβkθα1 )ϕk(y)b(y)dy
∣∣∣∣2
≤ C|e−νθ2 − e−νθ1 |2E
∞∑
k=1
∣∣∣θ2Eα,2(−λβkθα2 )∣∣∣2 (b, ϕk)2
+ Ce−2νθ1E
∞∑
k=1
∣∣∣θ2Eα,2(−λβkθα2 )− θ1Eα,1(−λβkθα1 )∣∣∣2 (b, ϕk)2
≤ C|e−νθ2 − e−νθ1 |2E
∞∑
k=1
(λβkθ
α
2 )
2
α
(1 + λβkθ
α
2 )
2
λ
−
2β
α
k (b, ϕk)
2
+ C|θ2 − θ1|2E
∞∑
k=1
∣∣∣Eα,1(−λβk θ˜α)∣∣∣2 (b, ϕk)2
≤ C|θ2 − θ1|2E‖b‖2 ≤ C|θ2 − θ1|2E‖b‖2
H
2γ˜−
2β
α
,
where θ˜ ∈ (θ1, θ2), and we have used (λ
β
k
θα2 )
2
α
(1+λβ
k
θα2 )
2
≤ C, 1
(1+λβ
k
θ˜α)2
≤ C, E‖b‖2 ≤
CE‖b‖2
H
2γ˜−
2β
α
.
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Note that aθ − bθ ≤ (a − b)θ for a > b > 0 and 0 < θ < 1. Thanks to
Lemma 1 and Eq.(1.83) in [35], by (A1), and Ho¨lder’s inequality, there is
E3
= CE
∞∑
k=1
(∫ θ2
0
∫
D
(θ2 − s)α−1e−ν(θ2−s)
∞∑
l=1
Eα,α(−λβl (θ2 − s)α)ϕl(·)ϕl(y)
· f(s, u(s, y))dyds−
∫ θ1
0
∫
D
(θ1 − s)α−1e−ν(θ1−s) (42)
·
∞∑
l=1
Eα,α(−λβl (θ1 − s)α)ϕl(·)ϕl(y)f(s, u(s, y))dyds, ϕk
)2
= CE
∞∑
k=1
∣∣∣∣ ∫ θ2
0
∫
D
(θ2 − s)α−1e−ν(θ2−s)Eα,α(−λβk (θ2 − s)α)
· ϕk(y)f(s, u(s, y))dyds−
∫ θ1
0
∫
D
(θ1 − s)α−1e−ν(θ1−s)
· Eα,α(−λβk (θ1 − s)α)ϕk(y)f(s, u(s, y))dyds
∣∣∣∣2
≤ CTE
∞∑
k=1
∫ θ1
0
∣∣∣(θ2 − s)α−1e−ν(θ2−s)Eα,α(−λβk (θ2 − s)α)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α(−λβk (θ1 − s)α)
∣∣∣2(f(s, u(s)), ϕk)2ds
+ C|θ2 − θ1|E
∞∑
k=1
∫ θ2
θ1
∣∣∣∣(θ2 − s)α−1e−ν(θ2−s)Eα,α(−λβk (θ2 − s)α)∣∣∣∣2
· (f(s, u(s)), ϕk)2ds
≤ CE
∞∑
k=1
∫ θ1
0
e−2ν(θ2−s)
∣∣∣(θ2 − s)α−1Eα,α(−λβk (θ2 − s)α)− (θ1 − s)α−1
· Eα,α(−λβk (θ1 − s)α)
∣∣∣2(f(s, u(s)), ϕk)2ds+ CE ∞∑
k=1
∫ θ1
0
(θ1 − s)2α−2
·
∣∣∣Eα,α(−λβk (θ1 − s)α)∣∣∣2 ∣∣∣e−ν(θ2−s) − e−ν(θ1−s)∣∣∣2 (f(s, u(s)), ϕk)2ds
+ C|θ2 − θ1|
∫ θ2
θ1
(θ2 − s)2α−2E
∞∑
k=1
λ
−(2γ− 2β
α
)
k
(1 + λβk (θ2 − s)α)2
λ
2γ− 2β
α
k
· (f(s, u(s)), ϕk)2ds
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≤ CE
∞∑
k=1
∫ θ1
0
∣∣∣∣ ∫ θ2
θ1
(τ − s)α−2Eα,α−1(−λβk (τ − s)α)dτ
∣∣∣∣2(f(s, u(s)), ϕk)2ds
+ CE
∞∑
k=1
∫ θ1
0
(θ1 − s)2α−2|θ2 − θ1|2 λ
−(2γ− 2β
α
)
k
(1 + λβk (θ1 − s)α)2
λ
2γ− 2β
α
k
· (f(s, u(s)), ϕk)2ds+ C|θ2 − θ1|
∫ θ2
θ1
(θ2 − s)2α−2E‖f(s, u(s))‖2
H
2γ−
2β
α
ds
≤ C|θ2 − θ1|2α−2
∫ θ1
0
E‖f(s, u(s))‖2
H
2γ−
2β
α
ds
+ C|θ2 − θ1|2
∫ θ1
0
(θ1 − s)2α−2E‖f(s, u(s))‖2
H
2γ−
2β
α
ds
+ C|θ2 − θ1|
∫ θ2
θ1
(θ2 − s)2α−2E‖f(s, u(s))‖2
H
2γ−
2β
α
ds
≤ C (|θ2 − θ1|2α−2 + |θ2 − θ1|2 + |θ2 − θ1|2α) sup
s∈[0,T ]
E
(
1 + ‖u(s)‖2
H2γ
)
,
where we have used
λ
−(2γ−
2β
α
)
k
(1+λβ
k
(θ2−s)α)2
≤ C for γ > β
α
and E‖u(s)‖2
H
2γ−
2β
α
≤
CE‖u(s)‖2
H2γ
.
Arguing as in the proof of (42) and noticing that {ϕk}∞k=1 is an orthonormal
basis in L2(D) and {ξl}∞l=1 is a family of mutually independent one-dimensional
standard Brownian motions, in view of (9), (A1)-(A2), and Proposition 1, we
deduce that
E4
= CE
∞∑
k=1
(∫ θ2
0
∫
D
(θ2 − s)α−1e−ν(θ2−s)
∞∑
l=1
Eα,α
(
−λβl (θ2 − s)α
)
ϕl(·)ϕl(y)
· g(s, u(s, y))dW(s, y)−
∫ θ1
0
∫
D
(θ1 − s)α−1e−ν(θ1−s) (43)
·
∞∑
l=1
Eα,α
(
−λβl (θ1 − s)α
)
ϕl(·)ϕl(y)g(s, u(s, y))dW(s, y), ϕk
)2
= CE
∞∑
k=1
∣∣∣∣ ∫ θ2
0
∫
D
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβk (θ2 − s)α
)
ϕk(y)
· g(s, u(s, y))dW(s, y)−
∫ θ1
0
∫
D
(θ1 − s)α−1e−ν(θ1−s)
· Eα,α
(
−λβk(θ1 − s)α
)
ϕk(y)g(s, u(s, y))dW(s, y)
∣∣∣∣2
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≤ CE
∞∑
k=1
∣∣∣∣ ∫ θ1
0
∫
D
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβk (θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβk(θ1 − s)α
))
ϕk(y)
·
∞∑
j,l=1
(g(s, u(s)) · el, ϕj)ϕj(y)ςl(s)dydξl(s)
∣∣∣∣2
+ CE
∞∑
k=1
∣∣∣∣ ∫ θ2
θ1
∫
D
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβk (θ2 − s)α
)
ϕk(y)
·
∞∑
j,l=1
(g(s, u(s)) · el, ϕj)ϕj(y)ςl(s)dydξl(s)
∣∣∣∣2
= CE
∞∑
k=1
∣∣∣∣ ∫ θ1
0
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβk (θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβk(θ1 − s)α
))
·
∞∑
l=1
(g(s, u(s)) · el, ϕk)ςl(s)dξl(s)
∣∣∣∣2 + CE ∞∑
k=1
∣∣∣∣ ∫ θ2
θ1
(θ2 − s)α−1
· e−ν(θ2−s)Eα,α
(
−λβk(θ2 − s)α
) ∞∑
l=1
(g(s, u(s)) · el, ϕk)ςl(s)dξl(s)
∣∣∣∣2
= CE
∞∑
k,l=1
∫ θ1
0
∣∣∣∣((θ2 − s)α−1e−ν(θ2−s)Eα,α (−λβk (θ2 − s)α)
− (θ1 − s)α−1e−ν(θ1−s) · Eα,α
(
−λβk (θ1 − s)α
))
(g(s, u(s)) · el, ϕk)ςl(s)
∣∣∣∣2ds
+ CE
∞∑
k,l=1
∫ θ2
θ1
∣∣∣∣(θ2 − s)α−1e−ν(θ2−s)Eα,α (−λβk (θ2 − s)α)
· (g(s, u(s)) · el, ϕk)ςl(s)
∣∣∣∣2ds
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≤ CE
∞∑
k,l=1
∫ θ1
0
(∣∣∣∣ ∫ θ2
θ1
(τ − s)α−2Eα,α−1
(
−λβk (τ − s)α
)
dτ
∣∣∣∣2
+ (θ1 − s)2α−2|θ2 − θ1|2 1
(1 + λβk (θ1 − s)α)2
)
λ
−(2γ− 2β
α
)
k
·
∣∣∣∣λγ− βαk (g(s, u(s)) · el, ϕk)ςl(s)∣∣∣∣2 ds
+ CE
∞∑
k,l=1
∫ θ2
θ1
(θ2 − s)2α−2 λ
−(2γ− 2β
α
)
k
(1 + λβk (θ2 − s)α)2
·
∣∣∣∣λγ− βαk (g(s, u(s)) · el, ϕk)ςl(s)∣∣∣∣2 ds
≤ C|θ2 − θ1|2α−2
∫ θ1
0
E‖(−∆)γ− βα g(s, u(s))‖2
L02
ds
+ C|θ2 − θ1|2
∫ θ1
0
(θ1 − s)2α−2E‖(−∆)γ−
β
α g(s, u(s))‖2
L02
ds
+ C
∫ θ2
θ1
∣∣∣∣(θ2 − s)2α−2E‖(−∆)γ− βα g(s, u(s))‖2L02ds
≤ C (|θ2 − θ1|2α−2 + |θ2 − θ1|2 + |θ2 − θ1|2α−1)
· sup
s∈[0,T ]
E
(
1 + ‖u(s)‖2
H2γ
)
.
Analogous to the arguments in (43), in view of (10), (A1)-(A2), Lemma 2, and
the mutual independence of the family of one-dimensional fractional Brownian
motions {ξHl }∞l=1, there is
E5
= CE
∞∑
k=1
(∫ θ2
0
∫
D
(θ2 − s)α−1e−ν(θ2−s)
∞∑
l=1
Eα,α
(
−λβl (θ2 − s)α
)
· ϕl(·)ϕl(y)h(s, u(s, y))dWH(s, y)−
∫ θ1
0
∫
D
(θ1 − s)α−1e−ν(θ1−s)
·
∞∑
l=1
Eα,α
(
−λβl (θ1 − s)α
)
· ϕl(·)ϕl(y)h(s, u(s, y))dWH(s, y), ϕk
)2
(44)
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= CE
∞∑
k=1
∣∣∣∣ ∫ θ1
0
∫
D
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβk (θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβk(θ1 − s)α
))
ϕk(y)
·
∞∑
j,l=1
(h(s, u(s)) · el, ϕj)ϕj(y)̺l(s)dydξHl (s)
∣∣∣∣2
+ CE
∞∑
k=1
∣∣∣∣ ∫ θ2
θ1
∫
D
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβk (θ2 − s)α
)
ϕk(y)
·
∞∑
j,l=1
(h(s, u(s)) · el, ϕj)ϕj(y)̺l(s)dydξHl (s)
∣∣∣∣2
= CE
∞∑
k=1
∣∣∣∣ ∫ θ1
0
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβk (θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβk(θ1 − s)α
)) ∞∑
l=1
(h(s, u(s)) · el, ϕk)
· ̺l(s)dξHl (s)
∣∣∣∣2 + CE ∞∑
k=1
∣∣∣∣ ∫ θ2
θ1
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβk (θ2 − s)α
)
·
∞∑
l=1
(h(s, u(s)) · el, ϕk)̺l(s)dξHl (s)
∣∣∣∣2
≤ CHT 2H−1E
∞∑
k,l=1
∫ θ1
0
∣∣∣∣((θ2 − s)α−1e−ν(θ2−s)Eα,α (−λβk (θ2 − s)α)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβk(θ1 − s)α
))
(h(s, u(s)) · el, ϕk)
· ̺l(s)
∣∣∣∣2ds+ CH |θ2 − θ1|2H−1E ∞∑
k,l=1
∫ θ2
θ1
∣∣∣∣(θ2 − s)α−1e−ν(θ2−s)
· Eα,α
(
−λβk(θ2 − s)α
)
· (h(s, u(s)) · el, ϕk)̺l(s)
∣∣∣∣2ds
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≤ CE
∞∑
k,l=1
∫ θ1
0
(∣∣∣∣ ∫ θ2
θ1
(τ − s)α−2Eα,α−1
(
−λβk (τ − s)α
)
dτ
∣∣∣∣2 + (θ1 − s)2α−2
· |θ2 − θ1|2 1
(1 + λβk (θ1 − s)α)2
)
λ
−(2γ− 2β
α
)
k λ
2γ− 2β
α
k |(h(s, u(s)) · el, ϕk)
· ̺l(s)|2ds+ C|θ2 − θ1|2H−1E
∞∑
k,l=1
∫ θ2
θ1
(θ2 − s)2α−2 λ
−(2γ− 2β
α
)
k
(1 + λβk (θ2 − s)α)2
·
∣∣∣∣λγ− βαk (h(s, u(s)) · el, ϕk)̺l(s)∣∣∣∣2 ds
≤ C|θ2 − θ1|2α−2
∫ θ1
0
E‖(−∆)γ− βαh(s, u(s))‖2
L02
ds
+ C|θ2 − θ1|2
∫ θ1
0
(θ1 − s)2α−2E‖(−∆)γ−
β
αh(s, u(s))‖2
L02
ds
+ C|θ2 − θ1|2H−1
∫ θ2
θ1
∣∣∣∣(θ2 − s)2α−2E‖(−∆)γ− βαh(s, u(s))‖2L02ds
≤ C (|θ2 − θ1|2α−2 + |θ2 − θ1|2 + |θ2 − θ1|2H+2α−2)
· sup
s∈[0,T ]
E
(
1 + ‖u(s)‖2
H2γ
)
.
Hence, (39)-(44) imply that
E‖u(θ2)− u(θ1)‖2 ≤C|θ2 − θ1|2α−2
(
E‖a‖2
H2γ˜
+ E‖b‖2
H
2γ˜−
2β
α
(45)
+ sup
s∈[0,T ]
E
(
1 + ‖u(s)‖2
H2γ
) )
,
which completes the proof of this theorem.
Theorem 2 Assume that the conditions of Theorem 1 hold. Then we have
sup
0≤t≤T
‖∂tu(t)‖
H
2γ˜−
2β
α
≤ C.
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Proof Thanks to Lemma 1, (12), and Eq. (1.83) in [35], we find that
∂tu(t, x)
=
∫
D
(−νe−νt)
∞∑
k=1
(
Eα,1(−λβk tα) + νtEα,2(−λβk tα)
)
ϕk(x)ϕk(y)a(y)dy
+
∫
D
e−νt
∞∑
k=1
(
−λβk tα−1Eα,α(−λβk tα) + νEα,1(−λβk tα)
)
· ϕk(x)ϕk(y)a(y)dy
+
∫
D
e−νt
∞∑
k=1
(
−νtEα,2(−λβk tα) + Eα,1(−λβk tα)
)
ϕk(x)ϕk(y)b(y)dy
+
∫ t
0
∫
D
e−ν(t−s)
∞∑
k=1
(
− ν(t− s)α−1Eα,α(−λβk (t− s)α)
+ (t− s)α−2Eα,α−1(−λβk (t− s)α)
)
ϕk(x)ϕk(y)f(s, u(s, y))dyds (46)
+
∫ t
0
∫
D
e−ν(t−s)
∞∑
k=1
(
− ν(t− s)α−1Eα,α(−λβk (t− s)α)
+ (t− s)α−2Eα,α−1(−λβk (t− s)α)
)
ϕk(x)ϕk(y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
e−ν(t−s)
∞∑
k=1
(
− ν(t− s)α−1Eα,α(−λβk (t− s)α)
+ (t− s)α−2Eα,α−1(−λβk (t− s)α)
)
ϕk(x)ϕk(y)h(s, u(s, y))dW
H(s, y)
=
6∑
i=1
Xi.
Observe that {ϕk}∞k=1 is an orthonormal basis in L2(D). By Lemma 1, we have
E‖X1‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫
D
(−νe−νt)
∞∑
l=1
(
Eα,1(−λβl tα) + νtEα,2(−λβl tα)
)
· ϕl(·)ϕl(y)a(y)dy, ϕk
)2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫
D
(−νe−νt)
(
Eα,1(−λβk tα) + νtEα,2(−λβk tα)
)
ϕk(y)a(y)dy
∣∣∣∣2
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≤ Ce−2νtE
∞∑
k=1
∣∣∣Eα,1(−λβk tα)∣∣∣2 λ2γ˜− 2βαk (a, ϕk)2 (47)
+ Ce−2νtE
∞∑
k=1
t2
∣∣∣Eα,2(−λβk tα)∣∣∣2 λ2γ˜− 2βαk (a, ϕk)2
≤ Ce−2νtE
∞∑
k=1
1
(1 + λβk t
α)2λ
2β
α
k
λ2γ˜k (a, ϕk)
2 ≤ CE‖a‖2
H2γ˜
,
E‖X2‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫
D
e−νt
∞∑
l=1
(
−λβl tα−1Eα,α(−λβl tα) + νEα,1(−λβl tα)
)
· ϕl(·)ϕl(y)a(y)dy, ϕk
)2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫
D
e−νt
(
−λβk tα−1Eα,α(−λβk tα) + νEα,1(−λβk tα)
)
· ϕk(y)a(y)dy
∣∣∣∣2 (48)
≤ Ce−2νtE
∞∑
k=1
∣∣∣λβk tα−1Eα,α(−λβk tα)∣∣∣2 λ2γ˜− 2βαk (a, ϕk)2
+ Ce−2νtE
∞∑
k=1
∣∣∣Eα,1(−λβk tα)∣∣∣2 λ2γ˜− 2βαk (a, ϕk)2
≤ Ce−2νtE
∞∑
k=1
∣∣∣∣∣(λβk tα)
α−1
α
1 + λβk t
α
∣∣∣∣∣
2
λ2γ˜k (a, ϕk)
2
+ Ce−2νtE
∞∑
k=1
1
λ
2β
α
k (1 + λ
β
k t
α)2
λ2γ˜k (a, ϕk)
2
≤ CE‖a‖2
H2γ˜
,
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and
E‖X3‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫
D
e−νt
∞∑
l=1
(
−νtEα,2(−λβl tα) + Eα,1(−λβl tα)
)
· ϕl(·)ϕl(y)b(y)dy, ϕk
)2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫
D
e−νt
(
−νtEα,2(−λβk tα) + Eα,1(−λβk tα)
)
· ϕk(y)b(y)dy
∣∣∣∣2 (49)
≤ Ce−2νtE
∞∑
k=1
t2
∣∣∣Eα,2(−λβk tα)∣∣∣2 λ2γ˜− 2βαk (b, ϕk)2
+ Ce−2νtE
∞∑
k=1
∣∣∣Eα,1(−λβk tα)∣∣∣2 λ2γ˜− 2βαk (b, ϕk)2
≤ Ce−2νtE
∞∑
k=1
1
(1 + λβk t
α)2
λ
2γ˜− 2β
α
k (b, ϕk)
2 ≤ CE‖b‖2
H
2γ˜−
2β
α
,
where we have used 1
(1+λβ
k
tα)2λ
2β
α
k
≤ C, (λ
β
k
tα)
α−1
α
(1+λβ
k
tα)2
≤ C and 1
(1+λβ
k
tα)2
≤ C.
Noticing that {ϕk}∞k=1 is an orthonormal basis in L2(D), {ξl}∞l=1 and {ξHl }∞l=1,
respectively, are the sequences of mutually independent one-dimensional stan-
dard Brownian motions and fractional Brownian motions, we deduce from (9)-
(10), (A1)-(A2), Lemma 1, Proposition 1, Lemma 2, and Ho¨lder’s inequality
that
E‖X4‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫ t
0
∫
D
e−ν(t−s)
∞∑
l=1
(
− ν(t− s)α−1Eα,α(−λβl (t− s)α)
+ (t− s)α−2Eα,α−1(−λβl (t− s)α)
)
ϕl(·)ϕl(y)f(s, u(s, y))dyds, ϕk
)2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ t
0
∫
D
e−ν(t−s)
(
− ν(t− s)α−1Eα,α(−λβk (t− s)α)
+ (t− s)α−2Eα,α−1(−λβk (t− s)α)
)
ϕk(y)f(s, u(s, y))dyds
∣∣∣∣2 (50)
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≤ CTE
∞∑
k=1
∫ t
0
∣∣∣∣e−ν(t−s)(− ν(t− s)α−1Eα,α(−λβk (t− s)α)
+ (t− s)α−2Eα,α−1(−λβk (t− s)α)
)∣∣∣∣2λ2γ˜− 2βαk (f(s, u(s)), ϕk)2ds
≤ CE
∞∑
k=1
∫ t
0
(
(t− s)2α−2 + (t− s)2α−4
) 1
(1 + λβk (t− s)α)2
· λ2γ˜−
2β
α
k (f(s, u(s)), ϕk)
2ds
≤ C
∫ t
0
(
(t− s)2α−2 + (t− s)2α−4
)(
1 + E‖u(s)‖2
H
2γ˜−
2β
α
)
ds
≤ C
∫ t
0
(
(t− s)2α−2 + (t− s)2α−4
) (
1 + E‖u(s)‖2
H2γ˜
)
ds
≤ C sup
s∈[0,T ]
E
(
1 + ‖u(s)‖2
H2γ˜
)
,
E‖X5‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫ t
0
∫
D
e−ν(t−s)
∞∑
l=1
(
− ν(t− s)α−1Eα,α(−λβl (t− s)α)
+ (t− s)α−2Eα,α−1(−λβl (t− s)α)
)
ϕl(·)ϕl(y)g(s, u(s, y))dW(s, y), ϕk
)2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ t
0
∫
D
e−ν(t−s)
(
− ν(t− s)α−1Eα,α(−λβk (t− s)α)
+ (t− s)α−2Eα,α−1(−λβk (t− s)α)
)
ϕk(y)g(s, u(s, y))dW(s, y)
∣∣∣∣2 (51)
= E
∞∑
k=1
∣∣∣∣ ∫ t
0
∫
D
e−ν(t−s)
(
− ν(t− s)α−1Eα,α(−λβk (t− s)α) + (t− s)α−2
· Eα,α−1(−λβk (t− s)α)
)
λ
γ˜− β
α
k ϕk(y)
∞∑
j,l=1
(g(s, u(s)) · el, ϕj)ϕj(y)ςl(s)
· dydξl(s)
∣∣∣∣2
= E
∞∑
k=1
∣∣∣∣ ∫ t
0
e−ν(t−s)
(
− ν(t− s)α−1Eα,α(−λβk (t− s)α) + (t− s)α−2
· Eα,α−1(−λβk (t− s)α)
)
λ
γ˜−
β
α
k
∞∑
l=1
(g(s, u(s)) · el, ϕk)ςl(s)dξl(s)
∣∣∣∣2
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≤ CE
∞∑
k,l=1
∫ t
0
(
(t− s)2α−2 + (t− s)2α−4
) 1
(1 + λβk (t− s)α)2
·
∣∣∣∣λγ˜− βαk (g(s, u(s)) · el, ϕk)ςl(s)∣∣∣∣2ds
≤ C
∫ t
0
(
(t− s)2α−2 + (t− s)2α−4
)
E‖(−∆)γ˜− βα g(s, u(s))‖2
L02
ds
≤ C
∫ t
0
(
(t− s)2α−2 + (t− s)2α−4
)(
1 + E‖u(s)‖2
H
2γ˜−
2β
α
)
ds
≤ C
∫ t
0
(
(t− s)2α−2 + (t− s)2α−4
) (
1 + E‖u(s)‖2
H2γ˜
)
ds
≤ C sup
s∈[0,T ]
E
(
1 + ‖u(s)‖2
H2γ˜
)
,
and
E‖X6‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫ t
0
∫
D
e−ν(t−s)
∞∑
l=1
(
− ν(t− s)α−1Eα,α(−λβl (t− s)α)
+ (t− s)α−2Eα,α−1(−λβl (t− s)α)
)
ϕl(·)ϕl(y)h(s, u(s, y))dWH(s, y), ϕk
)2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ t
0
∫
D
e−ν(t−s)
(
− ν(t− s)α−1Eα,α(−λβk (t− s)α)
+ (t− s)α−2Eα,α−1(−λβk (t− s)α)
)
ϕk(y)h(s, u(s, y))dW
H(s, y)
∣∣∣∣2 (52)
= E
∞∑
k=1
∣∣∣∣ ∫ t
0
∫
D
e−ν(t−s)
(
− ν(t− s)α−1Eα,α(−λβk (t− s)α) + (t− s)α−2
· Eα,α−1(−λβk (t− s)α)
)
λ
γ˜− β
α
k ϕk(y)
∞∑
j,l=1
(h(s, u(s)) · el, ϕj)ϕj(y)̺l(s)
· dydξHl (s)
∣∣∣∣2
≤ CHT 2H−1E
∞∑
k,l=1
∫ t
0
∣∣∣∣e−ν(t−s)(− ν(t− s)α−1Eα,α(−λβk (t− s)α)
+ (t− s)α−2Eα,α−1(−λβk (t− s)α)
)
λ
γ˜−
β
α
k (h(s, u(s)) · el, ϕk)̺l(s)
∣∣∣∣2ds
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≤ CE
∞∑
k,l=1
∫ t
0
(
(t− s)2α−2 + (t− s)2α−4
) 1
(1 + λβk (t− s)α)2
·
∣∣∣∣λγ˜− βαk (h(s, u(s)) · el, ϕk)̺l(s)∣∣∣∣2 ds
≤ C
∫ t
0
(
(t− s)2α−2 + (t− s)2α−4
)
E‖(−∆)γ˜− βαh(s, u(s))‖2
L02
ds
≤ C
∫ t
0
(
(t− s)2α−2 + (t− s)2α−4
)(
1 + E‖u(s)‖2
H
2γ˜−
2β
α
)
ds
≤ C
∫ t
0
(
(t− s)2α−2 + (t− s)2α−4
) (
1 + E‖u(s)‖2
H2γ˜
)
ds
≤ C sup
s∈[0,T ]
E
(
1 + ‖u(s)‖2
H2γ˜
)
,
where we have used 1
(1+λβ
k
(t−s)α)2
≤ C and E‖u(s)‖2
H
2γ˜−
2β
α
≤ CE‖u(s)‖2
H2γ˜
.
Then it follows from (46)-(52) that
sup
0≤t≤T
E‖∂tu(t)‖2
H
2γ˜−
2β
α
(53)
≤ C
(
E‖a‖2
H2γ˜
+ E‖b‖2
H
2γ˜−
2β
α
+ sup
s∈[0,T ]
E
(
1 + ‖u(s)‖2
H2γ˜
))
,
which completes the proof of this theorem.
4 Regularity and approximation of white noise and fractional
Gaussian noise
Now we define a partition of [0, T ] by intervals [ti, ti+1] for i = 1, 2, . . . , N ,
where ti = (i − 1)τ , τ = T/N . A sequence of noise which approximates the
space-time white noise is defined as
∂2Wn(t, x)
∂t∂x
=
∞∑
k=1
ςnk (t)ek(x)
(
N∑
i=1
1√
τ
ξkiχi(t)
)
,
and another sequence of noise which approximates the space-time fractional
noise with Hurst parameter H ∈ (1/2, 1) is defined as
∂2WHn (t, x)
∂t∂x
=
∞∑
k=1
̺nk (t)ek(x)
(
N∑
i=1
1
τ1−H
ξHkiχi(t)
)
,
where χi(t) is the characteristic function for the ith time subinterval,
ξki =
1√
τ
∫ ti+1
ti
dξk(t) =
1√
τ
(ξk(ti+1)− ξk(ti)) ∼ N (0, 1),
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ξHki =
1
τH
∫ ti+1
ti
dξHk (t) =
1
τH
(ξHk (ti+1)− ξHk (ti)) ∼ N (0, 1),
ςnk (t) and ̺
n
k (t), respectively, are the approximations of ςk(t) and ̺k(t) in the
space direction. Then ∂
2
Wn(t,x)
∂t∂x
and
∂2WHn (t,x)
∂t∂x
are, respectively, substituted for
∂2W(t,x)
∂t∂x
and ∂
2
W
H (t,x)
∂t∂x
in (1) to obtain the equation

c
0∂
α,ν
t un(t, x) + (−∆)βun(t, x) = f(t, un(t, x)) + g(t, un(t, x))
∂2Wn(t, x)
∂t∂x
+ h(t, un(t, x))
∂2WHn (t, x)
∂t∂x
in (0,T]×D,
un(t, x) = 0 on (0,T]× ∂D,
un(0, x) = a(x), ∂tun(0, x) = b(x) in D.
(54)
As a simple consequence of Lemma 5, we get an integral formulation of
(54).
Lemma 7 The solution un to problem (54) with
3
2 < α < 2,
1
2 < β ≤ 1,
ν > 0, and 12 < H < 1 is given by
un(t, x) =
∫
D
T να,β(t, x, y)a(y)dy +
∫
D
Rνα,β(t, x, y)b(y)dy
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)f(s, un(s, y))dyds
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)g(s, un(s, y))dWn(s, y)
+
∫ t
0
∫
D
Sνα,β(t− s, x, y)h(s, un(s, y))dWHn (s, y),
(55)
where T να,β(t, x, y), Rνα,β(t, x, y), and Sνα,β(t− s, x, y) are given in Lemma 5.
The following theorem shows the regularity of the solution of (55), which will
be used in the error analysis.
Theorem 3 Assume {ςnk (t)} and {̺nk(t)} are uniformly bounded by |ςnk | ≤ µnk
and |̺nk | ≤ µ˜nk for all t ∈ [0, T ], and the series ({µnk}, {µ˜nk}) is rapidly decaying
with the increase of k. Further assume that the functions f , g, and h satisfy
(A1) for some γ ≥ 0. Let (A2) holds, 32 < α < 2, 12 < β ≤ 1, ν > 0,
and 12 < H < 1, and let un be the solution to (55), where the F0-adapted
random initial values satisfy a ∈ L2(Ω;H2γ˜(D)), b ∈ L2(Ω;H2γ˜− 2βα (D)) with
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γ˜ = max(γ, β
α
). Then it holds that
sup
0≤t≤T
E‖un(t)‖2H2γ˜ ≤
(
C + C(µn1 )
2 + C(µ˜n1 )
2
)
E‖a‖2
H2γ˜
+
(
C + C(µn1 )
2 + C(µ˜n1 )
2
)
E‖b‖2
H
2γ˜−
2β
α
+ C + C(µn1 )
2 + C(µ˜n1 )
2 + C
(
1 + (µn1 )
2 + (µ˜n1 )
2
)2
,
sup
0≤t≤T
E‖∂tun(t)‖2
H
2γ˜−
2β
α
≤ CE‖a‖2
H2γ˜
+ CE‖b‖2
H
2γ˜−
2β
α
+
(
C + C(µn1 )
2 + C(µ˜n1 )
2
)(
1 + sup
0≤t≤T
E‖un(t)‖2H2γ˜
)
,
sup
0≤t≤T
E‖c0∂α,νt un(t)‖2H2γ˜−2β
≤ (C + C(µn1 )2τ−1 + C(µ˜n1 )2τ2H−2)(1 + sup
0≤t≤T
E‖un(t)‖2H2γ˜
)
,
and for 0 ≤ θ1 ≤ θ2 ≤ T ,
E‖un(θ2)− un(θ1)‖2
H
2γ˜−
2β
α
≤ C|θ2 − θ1|2
(
E‖a‖2
H2γ˜
+ E‖b‖2
H
2γ˜−
2β
α
+ 1 + (µn1 )
2 + sup
0≤s≤T
E‖un(s)‖2H2γ˜
+ (µ˜n1 )
2 + (µn1 )
2 sup
0≤s≤T
E‖un(s)‖2H2γ˜ + (µ˜n1 )2 sup
0≤s≤T
E‖un(s)‖2H2γ˜
)
.
The proof of Theorem 3 is given in Appendix B.
In order to prove that the solution un of (54) indeed approximates u, the
solution of (1), first we need the assumptions on {ςk(t)}, {ςnk (t)}, {̺k(t)}, and
{̺nk (t)}.
(A3) Assume that {ςk(t)}, {̺k(t)} and their derivatives are uniformly bounded
by
|ςk(t)| ≤ µk, |̺k(t)| ≤ µ˜k, |ς ′k(t)| ≤ γk, |̺′k(t)| ≤ γ˜k ∀t ∈ [0, T ],
and that the coefficients {ςnk (t)} and {̺nk(t)} are constructed such that
|ςk(t)− ςnk (t)| ≤ ηnk , |̺k(t)− ̺nk (t)| ≤ η˜nk , |ςnk (t)| ≤ µnk , |̺nk (t)| ≤ µ˜nk ,
|(ςnk )′(t)| ≤ γnk , |(̺nk )′(t)| ≤ γ˜nk ∀t ∈ [0, T ]
with positive sequences {ηnk } and {η˜nk } being arbitrarily chosen, and {µnk},
{µ˜nk}, {γnk }, and {γ˜nk } being related to {ηnkµk}, {η˜nk µ˜k}, {γk}, and {γ˜k}.
The series ({µk}, {µ˜k}, {γk}, {γ˜k}, {γnk }, {γ˜nk }, {µnk}, and {µ˜nk}) are rapidly
decaying with the increase of k, and the series ({ηnk }, {η˜nk }) is required to
rapidly decay to ensure the convergence of the series in Theorem 4.
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Theorem 4 Assume that the functions f , g and h satisfy (A1) for some
γ ≥ 0, and that (A3) holds, 32 < α < 2, 12 < β ≤ 1, ν > 0 and 12 < H < 1. Let
un and u be the solutions of (55) and (1), respectively, where the F0-adapted
random initial values satisfy a ∈ L2(Ω;H2γ˜(D)), b ∈ L2(Ω;H2γ˜− 2βα (D)) with
γ˜ = max(γ, β
α
). Then for some constant C > 0 independent of τ ,
E‖u(t)− un(t)‖2
H
2γ˜−
2β
α
≤ Cτ2 + C
∞∑
l=1
(ηnl )
2 + C
∞∑
l=1
(η˜nl )
2, t > 0,
provided that the infinite series are all convergent.
The detailed proof of Theorem 4 is given in the Appendix C.
5 Galerkin finite element approximation
In this section, we provide the Galerkin FEM scheme and derive the corre-
sponding error estimates.
5.1 Spatially Galerkin FEM and its properties
Let Th¯ be a shape regular and quasi-uniform triangulation of the convex polyg-
onal domainD. Let Sh¯ ⊂ Hβ(D) be the space of piecewise polynomial functions
with respect to τh¯, which are zero on the boundary of D.
On the space Sh¯ we define the orthogonal L2-projection Ph¯ : H0(D)→ Sh¯
and the generalized Ritz projection Rh¯ : H
β(D)→ Sh¯, respectively, by
(Ph¯ψ, χ) = (ψ, χ) ∀χ ∈ Sh¯,(
(−∆)β2Rh¯ψ, (−∆)
β
2 χ
)
=
(
(−∆)β2 ψ, (−∆)β2 χ
)
∀ χ ∈ Sh¯.
The projection Rh¯ of ψ is unique, since ψ ∈ Hβ(D) and it equals to zero on
the boundary.
In the next lemma, we establish the error estimates for Ph¯ψ and Rh¯ψ; see
[30] for details.
Lemma 8 The operators Ph¯ and Rh¯ satisfy
‖Ph¯ψ − ψ‖+ h¯β‖(−∆)
β
2 (Ph¯ψ − ψ)‖ ≤ Ch¯q‖ψ‖Hq for ψ ∈ Hq, q ∈ [β, r],
(56)
and
‖Rh¯ψ − ψ‖+ h¯β‖(−∆)
β
2 (Rh¯ψ − ψ)‖ ≤ Ch¯q‖ψ‖Hq for ψ ∈ Hq, q ∈ [β, r].
(57)
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Remark 5 The number r refers to the order of accuracy of the family {Sh¯}. In
the case r = 2, Sh¯ is a piecewise linear finite element subspace. For the case
r > 2, Sh¯ often consists of piecewise polynomials of degree at most r − 1 on a
triangulation τh¯. For instance, r = 4 in the case of piecewise cubic polynomial
subspaces.
The discrete fractional Laplacian (−∆h¯)β : Sh¯ → Sh¯ is then defined by
((−∆h¯)βψ, χ) = ((−∆)
β
2 ψ, (−∆)β2 χ) ∀ψ, χ ∈ Sh¯, (58)
and thus we can write the spatial FEM approximation of (54) as
c
0∂
α,ν
t u
h¯
n(t, x) + (−∆h¯)βuh¯n(t, x) =Ph¯
(
f(t, uh¯n(t, x)) + g(t, u
h¯
n(t, x))
∂2Wn(t, x)
∂t∂x
+ h(t, uh¯n(t, x))
∂2WHn (t, x)
∂t∂x
)
, 0 < t ≤ T,
(59)
with uh¯n(0) = ah¯ and ∂tu
h¯
n(0) = bh¯, where ah¯ = Ph¯a, bh¯ = Ph¯b.
Now we give a representation of the solution of (59) using the eigenvalues
and eigenfunctions {λh¯,βk }Mk=1 and {ϕh¯k}Mk=1 of the discrete fractional Laplacian
(−∆h¯)β . Since we know that the operator (−∆h¯)β is symmetrical, {ϕh¯k}Mk=1
is orthogonal. Take {ϕh¯k}Mk=1 as the orthonormal bases in Sh¯ and define the
discrete analogues of (13)-(15) by
T̂ να,β(t, x, y) = e−νt
M∑
k=1
(
Eα,1
(
−λh¯,βk tα
)
+ νtEα,2
(
−λh¯,βk tα
))
ϕh¯k(x)ϕ
h¯
k(y),
(60)
R̂να,β(t, x, y) = te−νt
M∑
k=1
Eα,2
(
−λh¯,βk tα
)
ϕh¯k(x)ϕ
h¯
k(y), (61)
and
Ŝνα,β(t, x, y) = tα−1e−νt
M∑
k=1
Eα,α
(
−λh¯,βk tα
)
ϕh¯k(x)ϕ
h¯
k (y). (62)
Then the solution uh¯n of the discrete problem (59) can be expressed by
uh¯n(t, x) =
∫
D
T̂ να,β(t, x, y)ah¯(y)dy +
∫
D
R̂να,β(t, x, y)bh¯(y)dy
+
∫ t
0
∫
D
Ŝνα,β(t− s, x, y)Ph¯f(s, uh¯n(s, y))dyds
+
∫ t
0
∫
D
Ŝνα,β(t− s, x, y)Ph¯g(s, uh¯n(s, y))dW(s, y)
+
∫ t
0
∫
D
Ŝνα,β(t− s, x, y)Ph¯h(s, uh¯n(s, y))dWH(s, y).
(63)
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Also, on the finite element space Sh¯, we introduce the discrete norm ||| · |||p
for any p ∈ R defined by
|||ψ|||2p =
M∑
k=1
(λh¯,βk )
p
β (ψ, ϕh¯k)
2, ψ ∈ Sh¯. (64)
It is clear that the norm ||| · |||p is well defined for all real p. From the definition
of the discrete fractional Laplacian(−∆h¯)β we have |||ψ|||p = ‖ψ‖Hp for p = 0, β
and for all ψ ∈ Sh¯. Therefore there is no confusion in using ‖ψ‖Hp instead of
|||ψ|||p for p = 0, β and for all ψ ∈ Sh¯. Further, we need the following inverse
inequality; see [30, Lemma 3.2] for details.
Lemma 9 For any l > s, there exists a constant C independent of h¯ such
that
|||χ|||l ≤ Ch¯s−l|||χ|||s ∀χ ∈ Sh¯. (65)
As the discrete analogues of Lemma 6, we have following estimates.
Lemma 10 Let T̂ να,β(t, x, y) be defined by (60) and ah¯ ∈ Sh¯. Then, for all
t > 0,
∣∣∣∣∣∣∣∣∣∣∣∣ ∫
D
T̂ να,β(t, x, y)ah¯(y)dy
∣∣∣∣∣∣∣∣∣∣∣∣
p
≤
C(1 + νt)e
−νtt
α(q−p)
2β |||ah¯|||q, 0 ≤ q ≤ p ≤ 2β,
C(1 + νt)e−νtt−α|||ah¯|||q, q > p.
Lemma 11 Let R̂να,β(t, x, y) be defined by (61) and bh¯ ∈ Sh¯. Then, for all
t > 0,
∣∣∣∣∣∣∣∣∣∣∣∣ ∫
D
R̂να,β(t, x, y)bh¯(y)dy
∣∣∣∣∣∣∣∣∣∣∣∣
p
≤
Ce
−νtt1−
α(p−q)
2β |||bh¯|||q, 0 ≤ q ≤ p ≤ 2β,
Ce−νtt1−α|||bh¯|||q, q > p.
By slightly modifying the proof of Lemma 3.5 in [30], we have
Lemma 12 Let Ŝνα,β(t, x, y) be defined by (62) and ψ ∈ Sh¯. Then, for all
t > 0,
∣∣∣∣∣∣∣∣∣∣∣∣ ∫
D
Ŝνα,β(t, x, y)ψ(y)dy
∣∣∣∣∣∣∣∣∣∣∣∣
p
≤
Ce
−νtt−1+α+
α(q−p)
2β |||ψ|||q, p− 2β ≤ q ≤ p,
Ce−νtt−1|||ψ|||q , q > p.
5.2 Mean-square convergence analysis
In this subsection, we derive a error estimate for the problem (54). First,
we need the following Lipschitz assumption:
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(A4) There exists a positive constant l
′ such that for any γ ≥ 0,
‖f(t, u1)− f(t, u2)‖+ ‖g(t, u1)− g(t, u2)‖L02 + ‖h(t, u1)− h(t, u2)‖L02
≤ l′‖u1 − u2‖
for all t ∈ R and u1, u2 ∈ H.
Theorem 5 Assume that the functions f , g and h satisfy (A1) for some
γ ≥ 0, (A3)-(A4) hold, 32 < α < 2, 12 < β ≤ 1, ν > 0, 12 < H < 1,
and that the F0-adapted random initial values satify a ∈ L2(Ω;H2γ˜(D)), b ∈
L2(Ω;H2γ˜−
2β
α (D)), with γ˜ = max(γ, β
α
). Let un and u
h
n be the solutions of
(54) and (59), respectively. Then, with ℓh¯ = | ln h¯|,
E‖un(t)− uh¯n(t)‖2 + h¯2βE‖(−∆)
β
2 (uh¯n(t)− un(t))‖2
≤ Cℓh¯h¯4γ˜ + Ch¯4γ˜ ∀ t ∈ [0, T ],
where C is a positive constant independent of τ and h¯.
Proof We split the error uh¯n − un into
uh¯n − un = (uh¯n − Ph¯un) + (Ph¯un − un) := Π1 +Π2.
By (B.89) and (56) we have
E‖Π2(t)‖2 + h¯2βE‖(−∆)
β
2Π2(t)‖2 ≤ Ch¯4βE‖un(t)‖2H2β . (66)
Moreover, we consider the equation
c
0∂
α,ν
t v(t, x) + (−∆h¯)βv(t, x) =Ph¯
(
f(t, un(t, x)) + g(t, un(t, x))
∂2Wn(t, x)
∂t∂x
+ h(t, un(t, x))
∂2WHn (t, x)
∂t∂x
)
(67)
with 0 < t ≤ T , v(0) = ah¯ = Ph¯a, and ∂tvh¯n(0) = bh¯(x) = Ph¯b. Let Π11 =
v − Ph¯un, Π21 = uh¯n − v. Then Π1 = Π11 +Π21 .
It follows from (54) and (67) that
c
0∂
α,ν
t Π
1
1+(−∆h¯)βΠ11 = (−∆h¯)β(Rh¯un−Ph¯un) with Π11 (0) = ∂tΠ11 (0) = 0,
where we have used the identity (−∆h¯)βRh¯ = Ph¯(−∆)β . By (63), we obtain
that
Π11 (t, x) =
∫ t
0
∫
D
Ŝνα,β(t− s, x, y)(−∆h¯)β(Rh¯un(s, y)− Ph¯un(s, y))dyds.
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For any 0 < ε < 2β, by Ho¨lder’s inequality, and using Lemmas 8, 9 and 12,
we deduce that, for p = 0, β,
E‖Π11 (t)‖2Hp
≤ CE
(∫ t
0
∥∥∥∥ ∫
D
Ŝνα,β(t− s, x, y)(−∆h¯)β(Rh¯un(s, y)− Ph¯un(s, y))dy
∥∥∥∥
Hp
ds
)2
≤ CE
(∫ t
0
(t− s)αε2β−1e−ν(t−s)|||(−∆h¯)β(Rh¯un − Ph¯un)(s)|||ε−2β+pds
)2
= CE
(∫ t
0
(t− s)αε2β−1e−ν(t−s)|||(Rh¯un − Ph¯un)(s)|||ε+pds
)2
≤ Ch¯−2εE
(∫ t
0
(t− s)αε2β−1e−ν(t−s)‖(Rh¯un − Ph¯un)(s)‖Hpds
)2
≤ Ch¯4γ˜−2p−2εE
(∫ t
0
(t− s)αε2β−1e−ν(t−s)‖un(s)‖H2γ˜ds
)2
≤ Ch¯4γ˜−2p−2ε
∫ t
0
(t− s)αε2β−1e−2ν(t−s)ds
∫ t
0
(t− s)αε2β−1E‖un(s)‖2H2γ˜ds
≤ Ch¯4γ˜−2p−2ε(2ν)−αε2β Γ
(
αε
2β
)∫ t
0
(t− s)αε2β−1E‖un(s)‖2H2γ˜ds
≤ Ch¯4γ˜−2p−2ε(2ν)−αε2β Γ
(
αε
2β
)
t
αε
2β
≤ Cε−1h¯4γ˜−2p−2ε ≤ Cℓh¯h¯4γ˜−2p ∀t ∈ [0, T ]. (68)
The last two inequalities follow from the fact Γ (αε2β ) ∼ 2βαε as ε → 0+ and by
choosing ε = 1/ℓh¯.
Noticing that Π21 satisfies the following equation
c
0∂
α,ν
t Π
2
1 (t, x) + (−∆h¯)βΠ21 (t, x) = Ph¯f(t, uh¯n(t, x)) − Ph¯f(t, un(t, x))
+ Ph¯g(t, u
h¯
n(t, x))
∂2Wn(t, x)
∂t∂x
− Ph¯g(t, un(t, x))
∂2Wn(t, x)
∂t∂x
+ Ph¯h(t, u
h¯
n(t, x))
∂2WHn (t, x)
∂t∂x
− Ph¯h(t, un(t, x))
∂2WHn (t, x)
∂t∂x
Galerkin approximation for stochastic PDEs 55
with Π21 (0) = ∂tΠ
2
1 (0) = 0, by (63) we have
Π21 (t, x)
=
∫ t
0
∫
D
Ŝνα,β(t− s, x, y)(Ph¯f(s, uh¯n(s, y))− Ph¯f(s, un(s, y)))dyds
+
∫ t
0
∫
D
Ŝνα,β(t− s, x, y)(Ph¯g(s, uh¯n(s, y))dWn(s, y)− Ph¯g(s, un(s, y))
× dWn(s, y)) +
∫ t
0
∫
D
Ŝνα,β(t− s, x, y)(Ph¯h(s, uh¯n(s, y))dWHn (s, y)
− Ph¯h(s, un(s, y))dWHn (s, y)).
For p = 0, β, we observe that
E||Π21 (t)||2Hp
≤ CE
∥∥∥∥ ∫ t
0
∫
D
Ŝνα,β(t− s, x, y)(Ph¯f(s, uh¯n(s, y))− Ph¯f(s, un(s, y)))dyds
∥∥∥∥2
Hp
+ CE
∥∥∥∥ ∫ t
0
∫
D
Ŝνα,β(t− s, x, y)(Ph¯g(s, uh¯n(s, y))dWn(s, y)
− Ph¯g(s, un(s, y))dWn(s, y))
∥∥∥∥2
Hp
+ CE
∥∥∥∥ ∫ t
0
∫
D
Ŝνα,β(t− s, x, y)
× (Ph¯h(s, uh¯n(s, y))dWHn (s, y)− Ph¯h(s, un(s, y))dWHn (s, y))
∥∥∥∥2
Hp
:= Λ1 + Λ2 + Λ3. (69)
By using the fact that {ϕh¯k}Mk=1 is an orthonormal basis in Sh¯, the assump-
tion on f given in (A4), Lemma 1, Ho¨lder’s inequality, (62), (66) and (68), we
deduce that
Λ1
= CE
M∑
k=1
(λh¯,βk )
p
β
(∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
M∑
l=1
Eα,α(−λh¯,βl (t− s)α)
× ϕh¯l (·)ϕh¯l (y)(Ph¯f(s, uh¯n(s, y))− Ph¯f(s, un(s, y)))dyds, ϕh¯k
)2
= CE
M∑
k=1
(λh¯,βk )
p
β
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)Eα,α(−λh¯,βk (t− s)α)ϕh¯k(y)
× (Ph¯f(s, uh¯n(s, y))− Ph¯f(s, un(s, y)))dyds
∣∣∣∣2
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≤ CTE
M∑
k=1
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s) (λ
h¯,β
k (t− s)α)
p
β
(1 + λh¯,βk (t− s)α)2
× (Ph¯f(s, uh¯n(s))− Ph¯f(s, un(s)), ϕh¯k)2ds
≤ CE
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)‖Ph¯f(s, uh¯n(s))− Ph¯f(s, un(s))‖2ds
≤ C
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)E‖uh¯n(s)− un(s)‖2ds
≤ C
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)E‖uh¯n(s)− un(s)‖2Hpds
≤ C
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)(E‖Π21 (s)‖2Hp + E‖Π11 (s)‖2Hp
+ E‖Π2(s)‖2Hp)ds
≤ C
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)E‖Π21 (s)‖2Hpds+ Cℓh¯h¯4γ˜−2p + Ch¯4γ˜−2p,
(70)
where we have used
(λh¯,β
k
(t−s)α)
p
β
(1+λh¯,β
k
(t−s)α)2
≤ C and E‖uh¯n(s)−un(s)‖2 ≤ CE‖uh¯n(s)−
un(s)‖2Hp .
Without loss of generality, we assume that there exists a positive integer Nt
such that t = tNt+1. Since {ϕh¯k}Mk=1 is an orthonormal basis in Sh¯, {ξl}∞l=1 is a
family of mutually independent one-dimensional standard Brownian motions
with independent increments, then by Lemma 1, (A4), Ho¨lder’s inequality,
the Itoˆ isometry, the boundedness assumption on ςnk (t), (62), (66) and (68),
we obtain that
Λ2
= CE
M∑
k=1
(λh¯,βk )
p
β
(∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
M∑
l=1
Eα,α(−λh¯,βl (t− s)α)
× ϕh¯l (·)ϕh¯l (y)(Ph¯g(s, uh¯n(s, y))− Ph¯g(s, un(s, y)))dWn(s, y), ϕh¯k
)2
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= CE
M∑
k=1
(λh¯,βk )
p
β
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)Eα,α(−λh¯,βk (t− s)α)ϕh¯k(y)
× (Ph¯g(s, uh¯n(s, y))dWn(s, y)− Ph¯g(s, un(s, y))dWn(s, y))
∣∣∣∣2
= CE
M∑
k=1
(λh¯,βk )
p
β
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)Eα,α(−λh¯,βk (t− s)α)ϕh¯k(y)
×
M∑
j=1
∞∑
l=1
(Ph¯(g(s, u
h¯
n(s))− g(s, un(s))) · el, ϕh¯j )ϕh¯j (y)ςnl (s)
×
(
Nt∑
i=1
1√
τ
ξliχi(s)
)
dyds
∣∣∣∣2
= CE
M∑
k=1
(λh¯,βk )
p
β
∣∣∣∣ Nt∑
i=1
∫ ti+1
ti
(t− s)α−1e−ν(t−s)Eα,α(−λh¯,βk (t− s)α)
×
∞∑
l=1
(Ph¯(g(s, u
h¯
n(s)) − g(s, un(s))) · el, ϕh¯k)ςnl (s)
ξl(ti+1)− ξl(ti)
τ
ds
∣∣∣∣2
=
C
τ2
E
M∑
k=1
(λh¯,βk )
p
β
∣∣∣∣ Nt∑
i=1
∫ ti+1
ti
∫ ti+1
ti
(t− s)α−1e−ν(t−s)Eα,α(−λh¯,βk (t− s)α)
×
∞∑
l=1
(Ph¯(g(s, u
h¯
n(s)) − g(s, un(s))) · el, ϕh¯k)ςnl (s)dsdξl(r)
∣∣∣∣2
≤ C
τ2
E
M∑
k=1
∞∑
l=1
(λh¯,βk )
p
β
×
Nt∑
i=1
∣∣∣∣ ∫ ti+1
ti
∫ ti+1
ti
(t− s)α−1e−ν(t−s)Eα,α(−λh¯,βk (t− s)α)
× (Ph¯(g(s, uh¯n(s)) − g(s, un(s))) · el, ϕh¯k)ςnl (s)dsdξl(r)
∣∣∣∣2
≤ C
τ
E
M∑
k=1
∞∑
l=1
(λh¯,βk )
p
β
Nt∑
i=1
∣∣∣∣ ∫ ti+1
ti
(t− s)α−1e−ν(t−s)Eα,α(−λh¯,βk (t− s)α)
× (Ph¯(g(s, uh¯n(s)) − g(s, un(s))) · el, ϕh¯k)ςnl (s)ds
∣∣∣∣2
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≤ CE
M∑
k=1
∞∑
l=1
(λh¯,βk )
p
β
Nt∑
i=1
∫ ti+1
ti
(t− s)2α−2e−2ν(t−s)
∣∣∣Eα,α(−λh¯,βk (t− s)α)∣∣∣2
× |(Ph¯(g(s, uh¯n(s))− g(s, un(s))) · el, ϕh¯k)|2|ςnl (s)|2ds
≤ C(µn1 )2E
M∑
k=1
∞∑
l=1
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s) (λ
h¯,β
k (t− s)α)
p
β
(1 + λh¯,βk (t− s)α)2
× (Ph¯(g(s, uh¯n(s)) − g(s, un(s))) · el, ϕh¯k)2ds
≤ C(µn1 )2E
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)‖Ph¯g(s, uh¯n(s))− Ph¯g(s, un(s))‖2L02ds
≤ C(µn1 )2
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)E‖uh¯n(s)− un(s)‖2ds
≤ C(µn1 )2
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)E‖uh¯n(s)− un(s)‖2Hpds
≤ C(µn1 )2
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)(E‖Π21 (s)‖2Hp + E‖Π11 (s)‖2Hp
+ E‖Π2(s)‖2Hp)ds
≤ C(µn1 )2
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)E‖Π21 (s)‖2Hpds+ C(µn1 )2ℓh¯h¯4γ˜−2p
+ C(µn1 )
2h¯4γ˜−2p. (71)
Note that {ξHl }∞l=1 is a family of mutually independent one-dimensional frac-
tional Brownian motions. Similar to the arguments in (71), in view of (10),
(A4), Lemmas 1 and 2, Ho¨lder’s inequality, the boundness assumption on
̺nk (t), (62), (66) and (68), we deduce that
Λ3
= CE
M∑
k=1
(λh¯,βk )
p
β
×
(∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
M∑
l=1
Eα,α(−λh¯,βl (t− s)α)ϕh¯l (·)ϕh¯l (y)
× (Ph¯h(s, uh¯n(s, y))dWHn (s, y)− Ph¯h(s, un(s, y))dWHn (s, y)), ϕh¯k
)2
= CE
M∑
k=1
(λh¯,βk )
p
β
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)Eα,α(−λh¯,βk (t− s)α)ϕh¯k(y)
× (Ph¯h(s, uh¯n(s, y))dWHn (s, y)− Ph¯h(s, un(s, y))dWHn (s, y))
∣∣∣∣2
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= CE
M∑
k=1
(λh¯,βk )
p
β
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)Eα,α(−λh¯,βk (t− s)α)ϕh¯k(y)
×
M∑
j=1
∞∑
l=1
(Ph¯(h(s, u
h¯
n(s)) − h(s, un(s))) · el, ϕh¯j )ϕh¯j (y)̺nl (s)
×
(
Nt∑
i=1
1
τ1−H
ξHli χi(s)
)
dyds
∣∣∣∣2
= CE
M∑
k=1
(λh¯,βk )
p
β
∣∣∣∣ ∫ t
0
(t− s)α−1e−ν(t−s)Eα,α(−λh¯,βk (t− s)α)
×
∞∑
l=1
(Ph¯(h(s, u
h¯
n(s))− h(s, un(s))) · el, ϕh¯k)̺nl (s)
× 1
τ
∫ t
0
Nt∑
i=1
χi(r)dξ
H
l (r)χi(s)ds
∣∣∣∣2
=
C
τ2
E
M∑
k=1
∞∑
l=1
(λh¯,βk )
p
β
∣∣∣∣ ∫ t
0
∫ t
0
(t− s)α−1e−ν(t−s)Eα,α(−λh¯,βk (t− s)α)
× (Ph¯(h(s, uh¯n(s))− h(s, un(s))) · el, ϕh¯k)̺nl (s)
Nt∑
i=1
χi(r)χi(s)dsdξ
H
l (r)
∣∣∣∣2
≤ C
τ2
t2H−1E
M∑
k=1
∞∑
l=1
(λh¯,βk )
p
β
∫ t
0
∣∣∣∣ ∫ t
0
(t− s)α−1e−ν(t−s)Eα,α(−λh¯,βk (t− s)α)
× (Ph¯(h(s, uh¯n(s))− h(s, un(s))) · el, ϕh¯k)̺nl (s)
Nt∑
i=1
χi(r)χi(s)ds
∣∣∣∣2dr
≤ C
τ2
E
M∑
k=1
∞∑
l=1
(λh¯,βk )
p
β
×
∫ t
0
Nt∑
i=1
χi(r)
2
∣∣∣∣ ∫ t
0
(t− s)α−1e−ν(t−s)Eα,α(−λh¯,βk (t− s)α)
× (Ph¯(h(s, uh¯n(s))− h(s, un(s))) · el, ϕh¯k)̺nl (s)χi(s)ds
∣∣∣∣2dr
≤ C
τ
E
M∑
k=1
∞∑
l=1
(λh¯,βk )
p
β
×
Nt∑
i=1
∫ ti+1
ti
∫ ti+1
ti
(t− s)2α−2e−2ν(t−s)
∣∣∣Eα,α(−λh¯,βk (t− s)α)∣∣∣2
× |(Ph¯(h(s, uh¯n(s))− h(s, un(s))) · el, ϕh¯k)|2|̺nl (s)|2dsdr
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≤ C(µ˜n1 )2E
M∑
k=1
∞∑
l=1
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s) (λ
h¯,β
k (t− s)α)
p
β
(1 + λh¯,βk (t− s)α)2
× (Ph¯(h(s, uh¯n(s))− h(s, un(s))) · el, ϕh¯k)2ds
≤ C(µ˜n1 )2E
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)E‖Ph¯h(s, uh¯n(s))− Ph¯h(s, un(s))‖2L02ds
≤ C(µ˜n1 )2
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)E‖uh¯n(s)− un(s)‖2ds
≤ C(µ˜n1 )2
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)E‖uh¯n(s)− un(s)‖2Hpds
≤ C(µ˜n1 )2
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)(E‖Π21 (s)‖2Hp + E‖Π11 (s)‖2Hp
+ E‖Π2(s)‖2Hp)ds
≤ C(µ˜n1 )2
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)E‖Π21 (s)‖2Hpds+ C(µ˜n1 )2ℓh¯h¯4γ˜−2p
+ C(µ˜n1 )
2h¯4γ˜−2p. (72)
Combining (69)-(72) together, we obtain for p = 0, β that
E||Π21 (t)||2Hp
≤ C
∫ t
0
(t− s)2α−2−αpβ e−2ν(t−s)E‖Π21 (s)‖2Hpds+ Cℓh¯h¯4γ˜−2p + Ch¯4γ˜−2p.
Lemma 3 conduces us to
E||Π21 (t)||2 ≤ Cℓh¯h¯4γ˜ + Ch¯4γ˜ ∀t ∈ [0, T ],
and by Lemma 4, we have
E||Π21 (t)||2Hβ ≤ Cℓh¯h¯4γ˜−2β + Ch¯4γ˜−2β t ∈ [0, T ].
Therefore,
E||Π21 (t)||2Hp ≤ Cℓh¯h¯4γ˜−2p + Ch¯4γ˜−2p t ∈ [0, T ],
and consequently, the desired assertion follows by the triangle inequality.
Furthermore, thanks to Theorems 4 and 5, a space-time mean-square error
estimate for problem (1) follows from the triangle inequality.
Theorem 6 Suppose that the assumptions of Theorem 5 hold. Let u be the
solution of (1) with a ∈ L2(Ω;H2γ˜(D)), b ∈ L2(Ω;H2γ˜− 2βα (D)), and let uh¯n be
the solution of (59) with ah¯ = Ph¯a, bh = Ph¯b. Then, with ℓh¯ = | ln h¯|,
E‖u(t)− uh¯n(t)‖2
≤ Cτ2 + C
∞∑
l=1
(ηnl )
2 + C
∞∑
l=1
(η˜nl )
2 + Cℓh¯h¯
4γ˜ + Ch¯4γ˜ ∀t ∈ [0, T ],
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provided that the infinite series are convergent, where C is a positive constant
independent of τ and h¯.
6 Conclusions
This paper first introduces the semilinear stochastic space-time fractional wave
equations with external infinite dimensional multiplicative white noise and
fractional Gaussian noise. It is modeling the wave propagation with frequency-
dependent power-law attenuation under the influences of the fluctuations of
the external noises, the striking features of which are multiscale and usually
happening in inhomogeneous media. Then we establish the theory of the ex-
istence, uniqueness, and regularity of the model and its regularized version.
Finally, the theory of finite element approximations is proposed.
Appendix A Proof of Lemma 5.
Proof Let
v(t, x) =
∞∑
k=1
(v(t), ϕk)ϕk(x) =
∞∑
k=1
vk(t)ϕk(x) (A.73)
be the solution of (11). Substituting (9)-(10) and (A.73) into (11), and taking the scalar
product in H of (11) with ϕk, we get that for 1 < α < 2,
c
0∂
α
t vk(t)+λ
β
k
vk(t) = e
νtfk(t)+ e
νt
∞∑
j=1
gk,j(t)ςj(t)ξ˙j (t)+ e
νt
∞∑
j=1
hk,j(t)̺j (t)ξ˙
H
j (t) (A.74)
with vk(0) = ak , ∂tvk(0) = νak+ bk, where ak = (a, ϕk), bk = (b, ϕk), fk(t) = (f(t, u), ϕk),
and gk,j(t) and hk,j(t) are given in Remark 2.
By Theorem 5.15 in [26], we have
vk(t) = akEα,1(−λβk tα) + (νak + bk)tEα,2(−λβk tα)
+
∫ t
0
(t − s)α−1Eα,α(−λβk (t − s)α)eνsfk(s)ds
+
∫ t
0
(t − s)α−1Eα,α(−λβk (t − s)α)eνs
∞∑
j=1
gk,j(s)ςj(s)ξ˙j(s)ds
+
∫ t
0
(t − s)α−1Eα,α(−λβk (t − s)α)eνs
∞∑
j=1
hk,j(s)̺j (s)ξ˙
H
j (s)ds.
(A.75)
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Then, it follows from (9)-(10), (A.73), and (A.75) that
v(t, x)
=
∞∑
k=1
akEα,1(−λβk tα)ϕk(x) +
∞∑
k=1
(νak + bk)tEα,2(−λβk tα)ϕk(x)
+
∞∑
k=1
∫ t
0
(t− s)α−1Eα,α(−λβk (t − s)α)eνsfk(s)dsϕk(x)
+
∞∑
k=1
∫ t
0
(t− s)α−1Eα,α(−λβk (t − s)α)eνs
∞∑
j=1
gk,j(s)ςj(s)ξ˙j(s)dsϕk(x)
+
∞∑
k=1
∫ t
0
(t− s)α−1Eα,α(−λβk (t − s)α)eνs
∞∑
j=1
hk,j(s)̺j(s)ξ˙
H
j (s)dsϕk(x)
=
∞∑
k=1
Eα,1(−λβk tα)(a, ϕk)ϕk(x) +
∞∑
k=1
tEα,2(−λβk tα)(νa + b, ϕk)ϕk(x)
+
∞∑
k=1
∫ t
0
(t− s)α−1Eα,α(−λβk (t − s)α)eνs(f(s, u), ϕk)dsϕk(x)
+
∞∑
k=1
∫ t
0
(t− s)α−1Eα,α(−λβk (t − s)α)eνs
 ∞∑
l,j=1
gl,j(s)ςj(s)ξ˙j(s)ϕl, ϕk
 dsϕk(x)
+
∞∑
k=1
∫ t
0
(t− s)α−1Eα,α(−λβk (t − s)α)eνs
 ∞∑
l,j=1
hl,j(s)̺j (s)ξ˙
H
j (s)ϕl, ϕk
 dsϕk(x)
=
∫
D
∞∑
k=1
(
Eα,1(−λβk tα) + νtEα,2(−λβk tα)
)
ϕk(x)ϕk(y)a(y)dy
+
∫
D
∞∑
k=1
tEα,2(−λβk tα)ϕk(x)ϕk(y)b(y)dy
+
∫ t
0
∫
D
(t − s)α−1eνs
∞∑
k=1
Eα,α(−λβk (t − s)α)ϕk(x)ϕk(y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
(t − s)α−1eνs
∞∑
k=1
Eα,α(−λβk (t − s)α)ϕk(x)ϕk(y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
(t − s)α−1eνs
∞∑
k=1
Eα,α(−λβk (t − s)α)ϕk(x)ϕk(y)h(s, u(s, y))dWH (s, y).
The convergence of the above series can be ascertained by the fact that for any γ ∈
{1, 2, α}, Eα,γ
(
−λβ
k
tα
)
∼
[
λ
β
k
tαΓ (γ − α)
]−1
when k → +∞.
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Noticing that v(t, x) = eνtu(t, x), hence we obtain
u(t, x)
=
∫
D
e−νt
∞∑
k=1
(
Eα,1(−λβk tα) + νtEα,2(−λ
β
k
tα)
)
ϕk(x)ϕk(y)a(y)dy
+
∫
D
e−νt
∞∑
k=1
tEα,2(−λβk tα)ϕk(x)ϕk(y)b(y)dy
+
∫ t
0
∫
D
(t − s)α−1e−ν(t−s)
∞∑
k=1
Eα,α(−λβk (t− s)α)ϕk(x)ϕk(y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
(t − s)α−1e−ν(t−s)
∞∑
k=1
Eα,α(−λβk (t− s)α)ϕk(x)ϕk(y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
(t − s)α−1e−ν(t−s)
∞∑
k=1
Eα,α(−λβk (t− s)α)ϕk(x)ϕk(y)h(s, u(s, y))dWH (s, y)
=
∫
D
T να,β(t, x, y)a(y)dy +
∫
D
Rνα,β(t, x, y)b(y)dy
+
∫ t
0
∫
D
Sνα,β(t − s, x, y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
Sνα,β(t − s, x, y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
Sνα,β(t − s, x, y)h(s, u(s, y))dWH (s, y).
Conversely, assuming that u satisfies (12), then for t = 0,
u(0, x) =
∫
D
T να,β(0, x, y)a(y)dy =
∫
D
∞∑
k=1
Eα,1(0)ϕk(x)ϕk(y)a(y)dy
=
∫
D
∞∑
k=1
ϕk(x)ϕk(y)a(y)dy = a(x);
by Lemma 1 and Eq. (1.10.7) in [26], we have
∂tu(t, x)|t=0
= ∂t
[ ∫
D
T να,β(t, x, y)a(y)dy +
∫
D
Rνα,β(t, x, y)b(y)dy
+
∫ t
0
∫
D
Sνα,β(t − s, x, y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
Sνα,β(t − s, x, y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
Sνα,β(t − s, x, y)h(s, u(s, y))dWH (s, y)
]
t=0
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=
[ ∫
D
(−νe−νt)
∞∑
k=1
(
Eα,1(−λβk tα) + νtEα,2(−λβk tα)
)
ϕk(x)ϕk(y)a(y)dy
+
∫
D
e−νt
∞∑
k=1
(
−λβ
k
tα−1Eα,α(−λβk tα) + νEα,1(−λβk tα)
)
ϕk(x)ϕk(y)a(y)dy
+
∫
D
e−νt
∞∑
k=1
(
−νtEα,2(−λβk tα) + Eα,1(−λβk tα)
)
ϕk(x)ϕk(y)b(y)dy
+
∫ t
0
∫
D
e−ν(t−s)
∞∑
k=1
(
− ν(t − s)α−1Eα,α(−λβk (t − s)α)
+ (t − s)α−2Eα,α−1(−λβk (t − s)α)
)
ϕk(x)ϕk(y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
e−ν(t−s)
∞∑
k=1
(
− ν(t − s)α−1Eα,α(−λβk (t − s)α)
+ (t − s)α−2Eα,α−1(−λβk (t − s)α)
)
ϕk(x)ϕk(y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
e−ν(t−s)
∞∑
k=1
(
− ν(t − s)α−1Eα,α(−λβk (t − s)α)
+ (t − s)α−2Eα,α−1(−λβk (t − s)α)
)
ϕk(x)ϕk(y)h(s, u(s, y))dW
H (s, y)
]
t=0
= b(x).
We further show that (12) is the solution of (1), i.e., to prove that (12) satisfies
0I
1,ν
t [
c
0∂
α,ν
t u(t, x)] + 0I
1,ν
t [(−∆)βu(t, x)]
= 0I
1,ν
t
[
f(t, u) + g(t, u)
∂2W(t, x)
∂t∂x
+ h(t, u)
∂2WH (t, x)
∂t∂x
]
.
(A.76)
By Definitions 3-4, it follows from (A.76) that
0I
1
t [
c
0∂
α
t e
νtu(t, x)] + 0I
1
t [(−∆)βeνtu(t, x)]
= 0I
1
t
[
eνt
(
f(t, u) + g(t, u)
∂2W(t, x)
∂t∂x
+ h(t, u)
∂2WH (t, x)
∂t∂x
)]
.
(A.77)
Let v(t, x) = eνtu(t, x). Then (A.77) can be rewritten as
0I
1
t [
c
0∂
α
t v(t, x)] + 0I
1
t [(−∆)βv(t, x)]
= 0I
1
t
[
eνt
(
f(t, u) + g(t, u)
∂2W(t, x)
∂t∂x
+ h(t, u)
∂2WH (t, x)
∂t∂x
)]
.
(A.78)
Evidently, v(0, x) = a(x) and ∂tv(t, x)|t=0 = νa(x) + b(x). From (12) we have
v(t, x) =
∫
D
eνtT να,β(t, x, y)a(y)dy +
∫
D
eνtRνα,β(t, x, y)b(y)dy
+
∫ t
0
∫
D
eνtSνα,β(t − s, x, y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
eνtSνα,β(t − s, x, y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
eνtSνα,β(t − s, x, y)h(s, u(s, y))dWH (s, y).
(A.79)
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Thus, it only remains to prove that (A.79) satisfies (A.78). Notice that
0I
1
t [
c
0∂
α
t v(t, x)] (A.80)
= c0∂
α−1
t v(t, x)−
t2−α
Γ (3− α)∂tv(t, x)|t=0
= c0∂
α−1
t v(t, x)−
t2−α
Γ (3− α) (νa(x) + b(x)).
Then, performing c0∂
α−1
t
on both sides of (A.79), and using Fubini’s theorem, Definition
2, Lemma 1, and Eqs. (1.83) and (1.100) in [35], we get
c
0∂
α−1
t v(t, x)
= c0∂
α−1
t
[ ∫
D
eνtT να,β(t, x, y)a(y)dy +
∫
D
eνtRνα,β(t, x, y)b(y)dy
+
∫ t
0
∫
D
eνtSνα,β(t − s, x, y)f(s, u(s, y))dyds (A.81)
+
∫ t
0
∫
D
eνtSνα,β(t − s, x, y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
eνtSνα,β(t − s, x, y)h(s, u(s, y))dWH (s, y)
]
=
∫
D
∞∑
k=1
(
− λβ
k
tEα,2(−λβk tα) + νt2−αEα,3−α(−λ
β
k
tα)
)
ϕk(x)ϕk(y)a(y)dy
+
∫
D
∞∑
k=1
t2−αEα,3−α(−λβk tα)ϕk(x)ϕk(y)b(y)dy
+
∫ t
0
∫
D
∞∑
k=1
Eα,1(−λβk (t − s)α)eνsϕk(x)ϕk(y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
∞∑
k=1
Eα,1(−λβk (t − s)α)eνsϕk(x)ϕk(y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
∞∑
k=1
Eα,1(−λβk (t − s)α)eνsϕk(x)ϕk(y)h(s, u(s, y))dWH (s, y).
Acting 0I1t (−∆)β on both sides of (A.79), in view of Fubini’s theorem and Eq. (1.100) in
[35], we obtain
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0I
1
t [(−∆)βv(t, x)] (A.82)
=
∫ t
0
∫
D
∞∑
k=1
(
Eα,1(−λβksα) + νsEα,2(−λβksα)
)
λ
β
k
ϕk(x)ϕk(y)a(y)dyds
+
∫ t
0
∫
D
∞∑
k=1
sEα,2(−λβksα)λβkϕk(x)ϕk(y)b(y)dyds
+
∫ t
0
∫ s
0
∫
D
(s− r)α−1eνr
∞∑
k=1
Eα,α(−λβk (s− r)α)λβkϕk(x)ϕk(y)f(r, u(r, y))dydrds
+
∫ t
0
∫ s
0
∫
D
(s− r)α−1eνr
∞∑
k=1
Eα,α(−λβk (s− r)α)λβkϕk(x)ϕk(y)g(r, u(r, y))dW(r, y)ds
+
∫ t
0
∫ s
0
∫
D
(s− r)α−1eνr
∞∑
k=1
Eα,α(−λβk (s− r)α)λβkϕk(x)ϕk(y)h(r, u(r, y))dWH (r, y)ds
=
∫
D
∞∑
k=1
(
tEα,2(−λβk tα) + νt2Eα,3(−λβk tα)
)
λ
β
k
ϕk(x)ϕk(y)a(y)dy
+
∫
D
∞∑
k=1
t2Eα,3(−λβk tα)λβkϕk(x)ϕk(y)b(y)dy
+
∫ t
0
∫
D
(t− s)αeνs
∞∑
k=1
Eα,α+1(−λβk (t− s)α)λβkϕk(x)ϕk(y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
(t− s)αeνs
∞∑
k=1
Eα,α+1(−λβk (t− s)α)λβkϕk(x)ϕk(y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
(t− s)αeνs
∞∑
k=1
Eα,α+1(−λβk (t− s)α)λβkϕk(x)ϕk(y)h(s, u(s, y))dWH (s, y).
Substituting (A.81) and (A.82) into the left side of (A.78), in view of (3) and (9)-(10), we
deduce that
0I
1
t [
c
0∂
α
t v(t, x)] + 0I
1
t [(−∆)βv(t, x)] = −
t2−α
Γ (3− α) (νa(x) + b(x))
+
∫
D
∞∑
k=1
(
− λβ
k
tEα,2(−λβk tα) + νt2−αEα,3−α(−λβk tα)
)
ϕk(x)ϕk(y)a(y)dy
+
∫
D
∞∑
k=1
t2−αEα,3−α(−λβk tα)ϕk(x)ϕk(y)b(y)dy
+
∫ t
0
∫
D
∞∑
k=1
Eα,1(−λβk (t − s)α)eνsϕk(x)ϕk(y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
∞∑
k=1
Eα,1(−λβk (t − s)α)eνsϕk(x)ϕk(y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
∞∑
k=1
Eα,1(−λβk (t − s)α)eνsϕk(x)ϕk(y)h(s, u(s, y))dWH (s, y)
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+
∫
D
∞∑
k=1
(
tEα,2(−λβk tα) + νt2Eα,3(−λβk tα)
)
λ
β
k
ϕk(x)ϕk(y)a(y)dy
+
∫
D
∞∑
k=1
t2Eα,3(−λβk tα)λβkϕk(x)ϕk(y)b(y)dy
+
∫ t
0
∫
D
(t − s)αeνs
∞∑
k=1
Eα,α+1(−λβk (t− s)α)λβkϕk(x)ϕk(y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
(t − s)αeνs
∞∑
k=1
Eα,α+1(−λβk (t− s)α)λβkϕk(x)ϕk(y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
(t − s)αeνs
∞∑
k=1
Eα,α+1(−λβk (t− s)α)λβkϕk(x)ϕk(y)h(s, u(s, y))dWH (s, y)
=
∫ t
0
∫
D
eνs
∞∑
k=1
ϕk(x)ϕk(y)f(s, u(s, y))dyds
+
∫ t
0
∫
D
eνs
∞∑
k=1
ϕk(x)ϕk(y)g(s, u(s, y))dW(s, y)
+
∫ t
0
∫
D
eνs
∞∑
k=1
ϕk(x)ϕk(y)h(s, u(s, y))dW
H (s, y)
= 0I
1
t [e
νtf(t, u)] +
∫ t
0
eνs
∫
D
∞∑
k=1
ϕk(x)ϕk(y)
∞∑
j,l=1
gj,l(t)ϕj (y)ςl(s)ξ˙l(s)dyds
+
∫ t
0
eνs
∫
D
∞∑
k=1
ϕk(x)ϕk(y)
∞∑
j,l=1
hj,l(t)ϕj(y)̺l(s)ξ˙
H
l (s)dyds
= 0I
1
t [e
νtf(t, u)] +
∫ t
0
eνs
∞∑
k,l=1
gk,l(t)ϕk(x)ςl(s)ξ˙l(s)ds
+
∫ t
0
eνs
∞∑
k,l=1
hk,l(t)ϕk(x)̺l(s)ξ˙
H
l (s)ds
= 0I
1
t
[
eνt
(
f(t, u) + g(t, u)
∂2W(t, x)
∂t∂x
+ h(t, u)
∂2WH (t, x)
∂t∂x
)]
. (A.83)
The lemma is now proved.
Appendix B Proof of Theorem 3.
Proof We divide the proof into four steps.
Step 1. Estimate of E‖un(t)‖2
H2γ˜
.
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By Lemma 6 and Remark 4, from (55) we obtain that
E‖un(t)‖2
H2γ˜
≤ CE
∥∥∥∥ ∫
D
T να,β(t, ·, y)a(y)dy
∥∥∥∥2
H2γ˜
+ CE
∥∥∥∥ ∫
D
Rνα,β(t, ·, y)b(y)dy
∥∥∥∥2
H2γ˜
+ CE
∥∥∥∥ ∫ t
0
∫
D
Sνα,β(t− s, ·, y)f(s, un(s, y))dyds
∥∥∥∥2
H2γ˜
+ CE
∥∥∥∥ ∫ t
0
∫
D
Sνα,β(t− s, ·, y)g(s, un(s, y))dWn(s, y)
∥∥∥∥2
H2γ˜
+ CE
∥∥∥∥ ∫ t
0
∫
D
Sνα,β(t− s, ·, y)h(s, un(s, y))dWHn (s, y)
∥∥∥∥2
H2γ˜
≤ C(1 + ν2t2)e−2νtE‖a‖2
H2γ˜
+ Ce−2νtE‖b‖2
H
2γ˜−
2β
α
+ J1 + J2 + J3. (B.84)
To estimate J1, we use the fact that {ϕk}∞k=1 is an orthonormal basis in L2(D), the as-
sumption on f given in (A1), Lemma 1, and Ho¨lder’s inequality, which leads to
J1 = CE
∞∑
k=1
λ
2γ˜
k
(∫ t
0
∫
D
(t − s)α−1e−ν(t−s)
∞∑
l=1
Eα,α
(
−λβ
l
(t − s)α
)
ϕl(·)ϕl(y)
· f(s, un(s, y))dyds, ϕk
)2
= CE
∞∑
k=1
λ
2γ˜
k
∣∣∣∣ ∫ t
0
∫
D
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
ϕk(y)f(s, un(s, y))dyds
∣∣∣∣2
≤ CTE
∞∑
k=1
∫ t
0
(t− s)2α−4e−2ν(t−s) (λ
β
k
(t − s)α) 2α
(1 + λβ
k
(t − s)α)2
λ
2γ˜−
2β
α
k
(f(s, un(s)), ϕk)
2ds
≤ C
∫ t
0
(t− s)2α−4e−2ν(t−s)
(
1 + E‖un(s)‖2
H
2γ˜−
2β
α
)
ds
≤ C + C
∫ t
0
(t − s)2α−4e−2ν(t−s)E‖un(s)‖2
H2γ˜
ds, (B.85)
where we also use
(λ
β
k
(t−s)α)
2
α
(1+λ
β
k
(t−s)α)2
≤ C and E‖un(s)‖2
H
2γ˜−
2β
α
≤ CE‖un(s)‖2
H2γ˜
.
Without loss of generality, we assume that there exists a positive integer Nt such that
t = tNt+1. Since {ϕk}∞k=1 is an orthonormal basis in L2(D), the Brownian motion has
independent increments and {ξl}∞l=1 is a family of mutally independent one-dimensional
standard Brownain motions, then by (9), (A1), Ho¨lder’s inequality, the Itoˆ isometry, and
the boundedness assumption of ςn
k
(t), we obtain
J2
= CE
∞∑
k=1
λ
2γ˜
k
(∫ t
0
∫
D
(t − s)α−1e−ν(t−s)
∞∑
l=1
Eα,α
(
−λβ
l
(t− s)α
)
ϕl(·)ϕl(y)
· g(s, un(s, y))dWn(s, y), ϕk
)2
= CE
∞∑
k=1
λ
2γ˜
k
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
ϕk(y)g(s, un(s, y))
· dWn(s, y)
∣∣∣∣2 (B.86)
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= CE
∞∑
k=1
λ
2γ˜
k
(∫ t
0
∫
D
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
ϕk(y)
·
∞∑
j,l=1
(g(s, un(s)) · el, ϕj)ϕj(y)ςnl (s)
Nt∑
i=1
1√
τ
ξliχi(s)
 dyds)2
= CE
∞∑
k=1
λ
2γ˜
k
( Nt∑
i=1
∫ ti+1
ti
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t− s)α
)
·
∞∑
l=1
(g(s, un(s)) · el, ϕk)ςnl (s)
ξl(ti+1) − ξl(ti)
τ
ds
)2
=
C
τ2
E
∞∑
k=1
λ
2γ˜
k
( Nt∑
i=1
∫ ti+1
ti
∫ ti+1
ti
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t− s)α
)
·
∞∑
l=1
(g(s, un(s)) · el, ϕk)ςnl (s)dsdξl(r)
)2
=
C
τ2
E
∞∑
k,l=1
λ
2γ˜
k
Nt∑
i=1
(∫ ti+1
ti
∫ ti+1
ti
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
· (g(s, un(s)) · el, ϕk)ςnl (s)dsdξl(r)
)2
≤ C
τ
E
∞∑
k,l=1
λ
2γ˜
k
Nt∑
i=1
∣∣∣∣ ∫ ti+1
ti
(t− s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t− s)α
)
· (g(s, un(s)) · el, ϕk)ςnl (s)ds
∣∣∣∣2
≤ CE
∞∑
k,l=1
λ
2γ˜
k
Nt∑
i=1
∫ ti+1
ti
(t − s)2α−2e−2ν(t−s)
∣∣∣Eα,α (−λβk (t− s)α)∣∣∣2
· |(g(s, un(s)) · el, ϕk)|2|ςnl (s)|2ds
≤ C(µn1 )2E
∞∑
k,l=1
∫ t
0
(t − s)2α−4e−2ν(t−s) (λ
β
k
(t− s)α) 2α
(1 + λβ
k
(t − s)α)2
λ
2γ˜− 2β
α
k
(g(s, un(s)) · el, ϕk)2ds
≤ C(µn1 )2E
∫ t
0
(t − s)2α−4e−2ν(t−s)‖(−∆)γ˜− βα g(s, un(s))‖2L02ds
≤ C(µn1 )2 + C(µn1 )2
∫ t
0
(t− s)2α−4e−2ν(t−s)E‖un(s)‖2
H2γ˜
ds.
Note that {ξH
l
}∞
l=1 is a family of mutally independent one-dimensional fractional Brownain
motions. By slightly modifying the arguments in (B.86), in view of (10), (A1), Lemma 2,
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Ho¨lder’s inequality, and the boundedness assumption of ̺n
k
(t), we deduce that
J3
= CE
∞∑
k=1
λ
2γ˜
k
(∫ t
0
∫
D
(t − s)α−1e−ν(t−s)
∞∑
l=1
Eα,α
(
−λβ
l
(t− s)α
)
· ϕl(·)ϕl(y)h(s, un(s, y))dWHn (s, y), ϕk
)2
= CE
∞∑
k=1
λ
2γ˜
k
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
ϕk(y)
· h(s, un(s, y))dWHn (s, y)
∣∣∣∣2 (B.87)
= CE
∞∑
k=1
λ
2γ˜
k
(∫ t
0
∫
D
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
ϕk(y)
·
∞∑
j,l=1
(h(s, un(s)) · el, ϕj)ϕj(y)̺nl (s)
Nt∑
i=1
1
τ1−H
ξHli χi(s)
 dyds)2
= CE
∞∑
k=1
λ
2γ˜
k
(∫ t
0
(t− s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t− s)α
) ∞∑
l=1
(h(s, un(s)) · el, ϕk)
· ̺nl (s)
1
τ
∫ t
0
Nt∑
i=1
χi(r)dξ
H
l (r)χi(s)ds
)2
=
C
τ2
E
∞∑
k,l=1
λ
2γ˜
k
(∫ t
0
∫ t
0
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
· (h(s, un(s)) · el, ϕk)̺nl (s)
Nt∑
i=1
χi(r)χi(s)dsdξ
H
l (r)
)2
≤ C
τ2
t2H−1E
∞∑
k,l=1
λ
2γ˜
k
∫ t
0
(∫ t
0
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
· (h(s, un(s)) · el, ϕk)̺nl (s)
Nt∑
i=1
χi(r)χi(s)ds
)2
dr
=
C
τ2
E
∞∑
k,l=1
λ
2γ˜
k
∫ t
0
Nt∑
i=1
χi(r)
2
(∫ t
0
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
· (h(s, un(s)) · el, ϕk)̺nl (s)χi(s)ds
)2
dr
≤ C
τ
E
∞∑
k,l=1
λ
2γ˜
k
Nt∑
i=1
∫ ti+1
ti
∫ ti+1
ti
(t− s)2α−2e−2ν(t−s)
∣∣∣Eα,α (−λβk(t − s)α)∣∣∣2
· |(h(s, un(s)) · el, ϕk)|2|̺nl (s)|2dsdr
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≤ C(µ˜n1 )2E
∞∑
k,l=1
∫ t
0
(t− s)2α−4e−2ν(t−s) (λ
β
k
(t− s)α) 2α
(1 + λβ
k
(t − s)α)2
λ
2γ˜− 2β
α
k
· (h(s, un(s)) · el, ϕk)2ds
≤ C(µ˜n1 )2E
∫ t
0
(t − s)2α−4e−2ν(t−s)‖(−∆)γ˜− βα h(s, un(s))‖2L02ds
≤ C(µ˜n1 )2 + C(µ˜n1 )2
∫ t
0
(t − s)2α−4e−2ν(t−s)E‖un(s)‖2
H2γ˜
ds.
Collecting the above estimates, we obtain that for all t ∈ [0, T ],
E‖un(t)‖2
H2γ˜
≤ C(1 + ν2t2)e−2νtE‖a‖2
H2γ˜
+ Ce−2νtE‖b‖2
H
2γ˜−
2β
α
+ C + C(µn1 )
2 + C(µ˜n1 )
2
+
(
C + C(µn1 )
2 + C(µ˜n1 )
2
) ∫ t
0
(t− s)2α−4e−2ν(t−s)E‖un(s)‖2
H2γ˜
ds.
Then an application of Lemma 4 gives
E‖un(t)‖2
H2γ˜
≤ (C + C(µn1 )2 + C(µ˜n1 )2) (1 + ν2t2)e−2νtE‖a‖2H2γ˜
+
(
C +
(
C + C(µn1 )
2 + C(µ˜n1 )
2
)
t2α−3
)
e−2νtE‖b‖2
H
2γ˜−
2β
α
+ C + C(µn1 )
2 + C(µ˜n1 )
2 + C
(
1 + (µn1 )
2 + (µ˜n1 )
2
)2
t2α−3, (B.88)
and consequently
sup
0≤t≤T
E‖un(t)‖2
H2γ˜
≤ (C + C(µn1 )2 + C(µ˜n1 )2)E‖a‖2H2γ˜ + (C + C(µn1 )2 + C(µ˜n1 )2)E‖b‖2
H
2γ˜−
2β
α
+ C + C(µn1 )
2 + C(µ˜n1 )
2 + C
(
1 + (µn1 )
2 + (µ˜n1 )
2
)2
. (B.89)
Step 2. Estimate of E‖∂tun(t)‖
H
2γ˜−
2β
α
.
By (46)-(50), we deduce that
∂tun(t, x)
=
∫
D
(−νe−νt)
∞∑
k=1
(
Eα,1(−λβk tα) + νtEα,2(−λ
β
k
tα)
)
ϕk(x)ϕk(y)a(y)dy
+
∫
D
e−νt
∞∑
k=1
(
−λβ
k
tα−1Eα,α(−λβk tα) + νEα,1(−λβk tα)
)
ϕk(x)ϕk(y)a(y)dy (B.90)
+
∫
D
e−νt
∞∑
k=1
(
−νtEα,2(−λβk tα) + Eα,1(−λβk tα)
)
ϕk(x)ϕk(y)b(y)dy
+
∫ t
0
∫
D
e−ν(t−s)
∞∑
k=1
(
− ν(t − s)α−1Eα,α(−λβk (t − s)α)
+ (t − s)α−2Eα,α−1(−λβk (t − s)α)
)
ϕk(x)ϕk(y)f(s, un(s, y))dyds
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+
∫ t
0
∫
D
e−ν(t−s)
∞∑
k=1
(
− ν(t − s)α−1Eα,α(−λβk (t − s)α)
+ (t − s)α−2Eα,α−1(−λβk (t − s)α)
)
ϕk(x)ϕk(y)g(s, un(s, y))dWn(s, y)
+
∫ t
0
∫
D
e−ν(t−s)
∞∑
k=1
(
− ν(t − s)α−1Eα,α(−λβk (t − s)α)
+ (t − s)α−2Eα,α−1(−λβk (t − s)α)
)
ϕk(x)ϕk(y)h(s, un(s, y))dW
H
n (s, y)
:=
6∑
i=1
Ĵi,
E‖Ĵ1‖2
H
2γ˜−
2β
α
+ E‖Ĵ2‖2
H
2γ˜−
2β
α
≤ Ce−2νtE‖a‖2
H2γ˜
, (B.91)
E‖Ĵ3‖2
H
2γ˜−
2β
α
≤ Ce−2νtE‖b‖2
H
2γ˜−
2β
α
, (B.92)
and
E‖Ĵ4‖2
H
2γ˜−
2β
α
≤ C(t2α−1 + t2α−3) sup
0≤t≤T
(
1 + E‖un(t)‖2
H2γ˜
)
. (B.93)
By slightly modifying the arguments in (B.86) and (B.87), we conclude that
E‖Ĵ5‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫ t
0
∫
D
e−ν(t−s)
∞∑
l=1
(
− ν(t − s)α−1Eα,α
(
−λβ
l
(t − s)α
)
+ (t − s)α−2Eα,α−1
(
−λβ
l
(t − s)α
))
ϕl(·)ϕl(y)g(s, un(s, y))dWn(s, y), ϕk
)2
(B.94)
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫ t
0
∫
D
e−ν(t−s)
(
− ν(t − s)α−1Eα,α
(
−λβ
k
(t− s)α
)
+ (t − s)α−2Eα,α−1
(
−λβ
k
(t − s)α
))
ϕk(y)
∞∑
j,l=1
(g(s, un(s)) · el, ϕj)ϕj(y)
· ςnl (s)
Nt∑
i=1
1√
τ
ξliχi(s)
 dyds)2
=
1
τ2
E
∞∑
k=1
λ
2γ˜− 2β
α
k
( Nt∑
i=1
∫ ti+1
ti
∫ ti+1
ti
e−ν(t−s)
(
− ν(t− s)α−1Eα,α
(
−λβ
k
(t − s)α
)
+ (t − s)α−2Eα,α−1
(
−λβ
k
(t − s)α
)) ∞∑
l=1
(g(s, un(s)) · el, ϕk)ςnl (s)dsdξl(r)
)2
≤ 1
τ
E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
Nt∑
i=1
∣∣∣∣ ∫ ti+1
ti
e−ν(t−s)
(
− ν(t − s)α−1Eα,α
(
−λβ
k
(t − s)α
)
+ (t − s)α−2Eα,α−1
(
−λβ
k
(t − s)α
))
(g(s, un(s)) · el, ϕk)ςnl (s)ds
∣∣∣∣2
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≤ CE
∞∑
k,l=1
∫ t
0
e−2ν(t−s)
(
(t− s)2α−2 + (t − s)2α−4) 1
(1 + λβ
k
(t − s)α)2
· |λγ˜−
β
α
k
(g(s, un(s)) · el, ϕk)ςnl (s)|2ds
≤ C(µn1 )2
∫ t
0
e−2ν(t−s)
(
(t − s)2α−2 + (t− s)2α−4)E‖(−∆)γ˜− βα g(s, un(s))‖2L02ds
≤ C(µn1 )2
(
t2α−1 + t2α−3
)
sup
0≤t≤T
(
1 + E‖un(t)‖2
H2γ˜
)
,
and
E‖Ĵ6‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫ t
0
∫
D
e−ν(t−s)
∞∑
l=1
(
− ν(t − s)α−1Eα,α
(
−λβ
l
(t − s)α
)
+ (t − s)α−2Eα,α−1
(
−λβ
l
(t − s)α
))
ϕl(·)ϕl(y)h(s, un(s, y))dWHn (s, y), ϕk
)2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫ t
0
∫
D
e−ν(t−s)
(
− ν(t − s)α−1Eα,α
(
−λβ
k
(t− s)α
)
+ (t − s)α−2Eα,α−1
(
−λβ
k
(t − s)α
))
ϕk(y)
∞∑
j,l=1
(h(s, un(s)) · el, ϕj)ϕj(y)
· ̺nl (s)
Nt∑
i=1
1
τ1−H
ξHli χi(s)
 dyds)2 (B.95)
=
1
τ2
E
∞∑
k,l=1
λ
2γ˜−
2β
α
k
(∫ t
0
∫ t
0
e−ν(t−s)
(
− ν(t − s)α−1Eα,α
(
−λβ
k
(t− s)α
)
+ (t − s)α−2Eα,α−1
(
−λβ
k
(t − s)α
))
(h(s, un(s)) · el, ϕk)̺nl (s)
·
Nt∑
i=1
χi(r)χi(s)dsdξ
H
l (r)
)2
≤ t
2H−1
τ2
E
∞∑
k,l=1
λ
2γ˜−
2β
α
k
∫ t
0
(∫ t
0
e−ν(t−s)
(
− ν(t− s)α−1Eα,α
(
−λβ
k
(t − s)α
)
+ (t − s)α−2Eα,α−1
(
−λβ
k
(t − s)α
))
(h(s, un(s)) · el, ϕk)̺nl (s)
Nt∑
i=1
χi(r)χi(s)ds
)2
dr
≤ t
2H−1
τ2
E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
∫ t
0
Nt∑
i=1
χi(r)
2
(∫ t
0
e−ν(t−s)
(
− ν(t− s)α−1Eα,α
(
−λβ
k
(t − s)α
)
+ (t − s)α−2Eα,α−1
(
−λβ
k
(t − s)α
))
(h(s, un(s)) · el, ϕk)̺nl (s)χi(s)ds
)2
dr
≤ Ct
2H−1
τ
E
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
∫ ti+1
ti
e−2ν(t−s)
(
(t − s)2α−2 + (t − s)2α−4)
· 1
(1 + λβ
k
(t− s)α)2
|λγ˜−
β
α
k
(h(s, un(s)) · el, ϕk)̺nl (s)|2dsdr
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≤ Ct2H−1(µ˜n1 )2
∫ t
0
e−2ν(t−s)
(
(t − s)2α−2 + (t− s)2α−4)E‖(−∆)γ˜− βα h(s, un(s))‖2L02ds
≤ C(µ˜n1 )2
(
t2α+2H−2 + (t− s)2α+2H−4
)
sup
0≤t≤T
(
1 + E‖un(t)‖2
H2γ˜
)
.
Then (B.90)-(B.95) implies that
E‖∂tun(t)‖2
H
2γ˜−
2β
α
≤ Ce−2νtE‖a‖2
H2γ˜
+ Ce−2νtE‖b‖2
H
2γ˜−
2β
α
+ C(t2α−1 + t2α−3) sup
0≤t≤T
(
1 + E‖un(t)‖2
H2γ˜
)
+ C(µn1 )
2
(
t2α−1 + t2α−3
)
sup
0≤t≤T
(
1 + E‖un(t)‖2
H2γ˜
)
+ C(µ˜n1 )
2
(
t2α+2H−2 + (t− s)2α+2H−4
)
sup
0≤t≤T
(
1 + E‖un(t)‖2
H2γ˜
)
;
and thus
sup
0≤t≤T
E‖∂tun(t)‖2
H
2γ˜−
2β
α
≤ CE‖a‖2
H2γ˜
+ CE‖b‖2
H
2γ˜−
2β
α
+
(
C + C(µn1 )
2 + C(µ˜n1 )
2
)(
1 + sup
0≤t≤T
E‖un(t)‖2
H2γ˜
)
. (B.96)
Step 3. Estimate of E‖c0∂α,νt un(t)‖2H2γ˜−2β .
It follows from (1) that
E‖c0∂α,νt un(t)‖2H2γ˜−2β
= E
∞∑
k=1
λ
2γ˜−2β
k
(c0∂
α,ν
t un(t), ϕk)
2
≤ CE
∞∑
k=1
λ
2γ˜−2β
k
(
(−∆)βun(t), ϕk
)2
+ CE
∞∑
k=1
λ
2γ˜−2β
k
(f(t, un(t)), ϕk)
2
+ CE
∞∑
k=1
λ
2γ˜−2β
k
(
g(t, un(t))
∂2Wn(t, ·)
∂t∂· , ϕk
)2
+ CE
∞∑
k=1
λ
2γ˜−2β
k
(
h(t, un(t))
∂2WHn (t, ·)
∂t∂· , ϕk
)2
:= J˜1 + J˜2 + J˜3 + J˜4. (B.97)
Note that {ϕk}∞k=1 is an orthonormal basis in L2(D). By the definition of fractional Lapla-
cian, there exists
J˜1 = CE
∞∑
k=1
λ
2γ˜−2β
k
 ∞∑
j=1
λ
β
j (un(t), ϕj)ϕj , ϕk
2 = CE ∞∑
k=1
λ
2γ˜
k
(un(t), ϕk)
2
= CE‖un(t)‖2
H2γ˜
. (B.98)
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For J˜2, we use (A1), λ
2β
α
−2β
k
≤ C and E‖un(t)‖2
H
2γ˜−
2β
α
≤ CE‖un(t)‖2
H2γ˜
to get
J˜2 = CE
∞∑
k=1
λ
2β
α
−2β
k
λ
2γ˜−
2β
α
k
(f(t, un(t)), ϕk)
2 ≤ CE
∞∑
k=1
λ
2γ˜−
2β
α
k
(f(t, un(t)), ϕk)
2
≤ CE
(
1 + ‖un(t)‖2
H
2γ˜−
2β
α
)
≤ CE
(
1 + ‖un(t)‖2
H2γ˜
)
. (B.99)
Note that {ϕk}∞k=1 is an orthonormal basis in L2(D), the Brownian motion has indepen-
dent increments, and {ξl}∞l=1 is a family of mutally independent one-dimensional standard
Brownain motions. Hence we deduce from (9), (A1), the Itoˆ isometry and the boundedness
assumption on ςn
k
that
J˜3
= CE
∞∑
k=1
λ
2γ˜−2β
k
 ∞∑
j,l=1
(g(t, un(t)) · el, ϕj)ϕjςnl (t)
Nt∑
i=1
1√
τ
ξliχi(t)
 , ϕk
2
= CE
∞∑
k=1
λ
2γ˜−2β
k
 ∞∑
l=1
(g(t, un(t)) · el, ϕk)ςnl (t)
Nt∑
i=1
ξl(ti+1)− ξl(ti)
τ
χi(t)
2
≤ C
τ2
E
∞∑
k,l=1
λ
2γ˜−2β
k
Nt∑
i=1
(∫ ti+1
ti
(g(t, un(t)) · el, ϕk)ςnl (t)χi(t)dξl(r)
)2
≤ C(µ
n
1 )
2
τ2
E
∞∑
k,l=1
λ
2γ˜−2β
k
Nt∑
i=1
∫ ti+1
ti
χi(t)(g(t, un(t)) · el, ϕk)2dr
≤ Ct(µ
n
1 )
2
τ
E
∞∑
k,l=1
λ
2γ˜−
2β
α
k
(g(t, un(t)) · el, ϕk)2
=
Ct(µn1 )
2
τ
E‖(−∆)γ˜− βα g(t, un(t))‖2L02
≤ Ct(µ
n
1 )
2
τ
(
1 + E‖un(t)‖2
H2γ˜
)
. (B.100)
Since {ξH
l
}∞
l=1 is a family of mutally independent one-dimensional fractional Brownain mo-
tions, using (10), (A1), Lemma 2 and the boundedness assumption on ̺nk , we get
J˜4
= CE
∞∑
k=1
λ
2γ˜−2β
k
 ∞∑
j,l=1
(h(t, un(t)) · el, ϕj)ϕj̺nl (t)
Nt∑
i=1
1
τ1−H
ξHli χi(t)
 , ϕk
2
= CE
∞∑
k=1
λ
2γ˜−2β
k
 ∞∑
l=1
(h(t, un(t)) · el, ϕk)̺nl (t)
Nt∑
i=1
ξH
l
(ti+1)− ξHl (ti)
τ
χi(t)
2
=
C
τ2
E
∞∑
k=1
λ
2γ˜−2β
k
( Nt∑
i=1
∫ ti+1
ti
∞∑
l=1
(h(t, un(t)) · el, ϕk)̺nl (t)χi(t)dξHl (r)
)2
=
C
τ2
E
∞∑
k,l=1
λ
2γ˜−2β
k
Nt∑
i=1
(∫ ti+1
ti
(h(t, un(t)) · el, ϕk)̺nl (t)χi(t)dξHl (r)
)2
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≤ C(µ˜
n
1 )
2τ2H−1
τ2
E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
Nt∑
i=1
∫ ti+1
ti
χi(t)(h(t, un(t)) · el, ϕk)2dr
≤ Ct(µ˜n1 )2τ2H−2E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
(h(t, un(t)) · el, ϕk)2
= Ct(µ˜n1 )
2τ2H−2E‖(−∆)γ˜− βα h(t, un(t))‖2L02
≤ Ct(µ˜n1 )2τ2H−2
(
1 + E‖un(t)‖2
H2γ˜
)
. (B.101)
Therefore,
E‖c0∂α,νt un(t)‖2H2γ˜−2β ≤CE
(
1 + ‖un(t)‖2
H2γ˜
)
+ Ct(µn1 )
2τ−1E
(
1 + ‖un(t)‖2
H2γ˜
)
+ Ct(µ˜n1 )
2τ2H−2E
(
1 + ‖un(t)‖2
H2γ˜
)
,
and consequently,
sup
0≤t≤T
E‖c0∂α,νt un(t)‖2H2γ˜−2β
≤
(
C + C(µn1 )
2τ−1 + C(µ˜n1 )
2τ2H−2
)(
1 + sup
0≤t≤T
E‖un(t)‖2
H2γ˜
)
. (B.102)
Step 4. We prove a Ho¨lder regularity property of the solution un.
In a similar way as in (39)-(42), we have for 0 ≤ θ1 ≤ θ2 ≤ T ,
E‖un(θ2)− un(θ1)‖2
H
2γ˜−
2β
α
≤ CE
∥∥∥∥ ∫
D
T να,β(θ2, ·, y)a(y)dy −
∫
D
T να,β(θ1, x, y)a(y)dy
∥∥∥∥2
H
2γ˜−
2β
α
+ CE
∥∥∥∥ ∫
D
Rνα,β(θ2, ·, y)b(y)dy −
∫
D
Rνα,β(θ1, ·, y)b(y)dy
∥∥∥∥2
H
2γ˜−
2β
α
+ CE
∥∥∥∥ ∫ θ2
0
∫
D
Sνα,β(θ2 − s, ·, y)f(s, un(s, y))dyds
−
∫ θ1
0
∫
D
Sνα,β(θ1 − s, ·, y)f(s, un(s, y))dyds
∥∥∥∥2
H
2γ˜−
2β
α
+ CE
∥∥∥∥ ∫ θ2
0
∫
D
Sνα,β(θ2 − s, ·, y)g(s, un(s, y))dWn(s, y)
−
∫ θ1
0
∫
D
Sνα,β(θ1 − s, ·, y)g(s, un(s, y))dWn(s, y)
∥∥∥∥2
H
2γ˜−
2β
α
+ CE
∥∥∥∥ ∫ θ2
0
∫
D
Sνα,β(θ2 − s, ·, y)h(s, un(s, y))dWHn (s, y)
−
∫ θ1
0
∫
D
Sνα,β(θ1 − s, ·, y)h(s, un(s, y))dWHn (s, y)
∥∥∥∥2
H
2γ˜−
2β
α
:= E˜1 + E˜2 + E˜3 + E˜4 + E˜5, (B.103)
E˜1 ≤ C|θ2 − θ1|2E‖a‖2
H2γ˜
, (B.104)
E˜2 ≤ C|θ2 − θ1|2E‖b‖2
H
2γ˜−
2β
α
, (B.105)
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and
E˜3 ≤ C
(|θ2 − θ1|2 + |θ2 − θ1|2α)(1 + sup
0≤s≤T
E‖un(s)‖2
H2γ˜
)
. (B.106)
Without loss of generality, we assume that there exist positive integers Nθ1 , Nθ2 such that
θ1 = tNθ1+1
, θ2 = tNθ2+1
. Recall that {ϕk}∞k=1 is an orthonormal basis in L2(D), {ξl}∞l=1
and {ξH
l
}∞
l=1, respectively, are the sequences of mutually independent one-dimensional stan-
dard Brownian motions and fractional Brownian motions, and that the Brownian motion has
independent increments. By slightly modifying the arguments in (43) and (44), in view of
(9)-(10), (A1), Holder’s inequality, the Itoˆ isometry, Lemma 2, the boundedness assumption
on ςn
k
(t) and ̺n
k
(t), we deduce that
E˜4
= CE
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫ θ2
0
∫
D
(θ2 − s)α−1e−ν(θ2−s)
∞∑
l=1
Eα,α
(
−λβ
l
(θ2 − s)α
)
ϕl(·)ϕl(y)
× g(s, un(s, y))dWn(s, y) −
∫ θ1
0
∫
D
(θ1 − s)α−1e−ν(θ1−s)
∞∑
l=1
Eα,α
(
−λβ
l
(θ1 − s)α
)
× ϕl(·)ϕl(y)g(s, un(s, y))dWn(s, y), ϕk
)2
≤ CE
∞∑
k=1
λ
2γ˜−
2β
α
k
∣∣∣∣ ∫ θ1
0
∫
D
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβ
k
(θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβ
k
(θ1 − s)α
))
ϕk(y)
×
∞∑
j,l=1
(g(s, un(s)) · el, ϕj)ϕj(y)ςnl (s)
Nθ1∑
i=1
1√
τ
ξliχi(s)
 dyds∣∣∣∣2
+ CE
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ θ2
θ1
∫
D
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβ
k
(θ2 − s)α
)
ϕk(y)
×
∞∑
j,l=1
(g(s, un(s)) · el, ϕj)ϕj(y)ςnl (s)
 Nθ2∑
i=Nθ1+1
1√
τ
ξliχi(s)
 dyds∣∣∣∣2
= CE
∞∑
k=1
λ
2γ˜−
2β
α
k
∣∣∣∣
Nθ1∑
i=1
∫ ti+1
ti
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβ
k
(θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβ
k
(θ1 − s)α
)) ∞∑
l=1
(g(s, un(s)) · el, ϕk)
× ςnl (s)
ξl(ti+1)− ξl(ti)
τ
ds
∣∣∣∣2 + CE ∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣
Nθ2∑
i=Nθ1+1
∫ ti+1
ti
(θ2 − s)α−1e−ν(θ2−s)
×Eα,α
(
−λβ
k
(θ2 − s)α
) ∞∑
l=1
(g(s, un(s)) · el, ϕk)ςnl (s)
ξl(ti+1) − ξl(ti)
τ
ds
∣∣∣∣2
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=
C
τ2
E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
Nθ1∑
i=1
∣∣∣∣ ∫ ti+1
ti
∫ ti+1
ti
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβ
k
(θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβ
k
(θ1 − s)α
))
(g(s, un(s)) · el, ϕk)ςnl (s)dsdξl(r)
∣∣∣∣2
+
C
τ2
E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
Nθ2∑
i=Nθ1+1
∣∣∣∣ ∫ ti+1
ti
∫ ti+1
ti
(θ2 − s)α−1e−ν(θ2−s)
×Eα,α
(
−λβ
k
(θ2 − s)α
)
(g(s, un(s)) · el, ϕk)ςnl (s)dsdξl(r)
∣∣∣∣2
≤ CE
∞∑
k,l=1
λ
2γ˜− 2β
α
k
Nθ1∑
i=1
∫ ti+1
ti
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβ
k
(θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβ
k
(θ1 − s)α
))2
|(g(s, un(s)) · el, ϕk)|2 |ςnl (s)|2ds
+ CE
∞∑
k,l=1
λ
2γ˜− 2β
α
k
Nθ2∑
i=Nθ1+1
∫ ti+1
ti
(θ2 − s)2α−2e−2ν(θ2−s)
∣∣∣Eα,α (−λβk (θ2 − s)α)∣∣∣2
× |(g(s, un(s)) · el, ϕk)|2 |ςnl (s)|2ds
≤ CE
∞∑
k,l=1
∫ θ1
0
(∣∣∣∣ ∫ θ2
θ1
(τ − s)α−2Eα,α−1
(
−λβ
k
(τ − s)α
)
dτ
∣∣∣∣2 + (θ1 − s)2α−2|θ2 − θ1|2
× 1
(1 + λβ
k
(θ1 − s)α)2
)
λ
2γ˜− 2β
α
k
|(g(s, un(s)) · el, ϕk)|2 |ςnl (s)|2ds
+ CE
∞∑
k,l=1
∫ θ2
θ1
(θ2 − s)2α−2 1
(1 + λβ
k
(θ2 − s)α)2
λ
2γ˜− 2β
α
k
× |(g(s, un(s)) · el, ϕk)|2 |ςnl (s)|2ds
≤ C(µn1 )2|θ2 − θ1|2
∫ θ1
0
(
(θ1 − s)2α−4 + (θ1 − s)2α−2
)
E‖(−∆)γ˜− βα g(s, un(s))‖2L02ds
+ C(µn1 )
2
∫ θ2
θ1
(θ2 − s)2α−2E‖(−∆)γ˜−
β
α g(s, un(s))‖2L02ds
≤ C(µn1 )2
(|θ2 − θ1|2 + |θ2 − θ1|2α−1)(1 + sup
0≤s≤T
E‖un(s)‖2
H2γ˜
)
, (B.107)
and
E˜5
= CE
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫ θ2
0
∫
D
(θ2 − s)α−1e−ν(θ2−s)
∞∑
l=1
Eα,α
(
−λβ
l
(θ2 − s)α
)
ϕl(·)ϕl(y)
× h(s, un(s, y))dWHn (s, y) −
∫ θ1
0
∫
D
(θ1 − s)α−1e−ν(θ1−s)
∞∑
l=1
Eα,α
(
−λβ
l
(θ1 − s)α
)
× ϕl(·)ϕk(y)h(s, un(s, y))dWHn (s, y), ϕk
)2
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≤ CE
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ θ1
0
∫
D
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβ
k
(θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβ
k
(θ1 − s)α
))
ϕk(y)
×
∞∑
j,l=1
(h(s, un(s)) · el, ϕj)ϕj(y)̺nl (s)
Nθ1∑
i=1
1
τ1−H
ξHli χi(s)
 dyds∣∣∣∣2
+ CE
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ θ2
θ1
∫
D
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβ
k
(θ2 − s)α
)
ϕk(y)
×
∞∑
j,l=1
(h(s, un(s)) · el, ϕj)ϕj(y)̺nl (s)
 Nθ2∑
i=Nθ1+1
1
τ1−H
ξHli χi(s)
 dyds∣∣∣∣2
= CE
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ θ1
0
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβ
k
(θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβ
k
(θ1 − s)α
))
×
∞∑
l=1
(h(s, un(s)) · el, ϕk)̺nl (s)
1
τ
∫ θ1
0
Nθ1∑
i=1
χi(r)dξ
H
l (r)χi(s)ds
∣∣∣∣2
+ CE
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ θ2
θ1
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβ
k
(θ2 − s)α
)
×
∞∑
l=1
(h(s, un(s)) · el, ϕk)̺nl (s)
1
τ
∫ θ2
θ1
Nθ2∑
i=Nθ1+1
χi(r)dξ
H
l (r)χi(s)ds
∣∣∣∣2
=
C
τ2
E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ θ1
0
∫ θ1
0
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβ
k
(θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβ
k
(θ1 − s)α
))
(h(s, un(s)) · el, ϕk)̺nl (s)
×
Nθ1∑
i=1
χi(r)χi(s)dsdξ
H
l (r)
∣∣∣∣2 + Cτ2 E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ θ2
θ1
∫ θ2
θ1
(θ2 − s)α−1e−ν(θ2−s)
×Eα,α
(
−λβ
k
(θ2 − s)α
)
(h(s, un(s)) · el, ϕk)̺nl (s)
Nθ2∑
i=Nθ1+1
χi(r)χi(s)dsdξ
H
l (r)
∣∣∣∣2
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≤ C
τ2
T 2H−1E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
∫ θ1
0
∣∣∣∣ ∫ θ1
0
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβ
k
(θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβ
k
(θ1 − s)α
))2
(h(s, un(s)) · el, ϕk)̺nl (s)
×
Nθ1∑
i=1
χi(r)χi(s)ds
∣∣∣∣2dr + Cτ2 T 2H−1E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
∫ θ2
θ1
∣∣∣∣ ∫ θ2
θ1
(θ2 − s)α−1e−ν(θ2−s)
×Eα,α
(
−λβ
k
(θ2 − s)α
)
(h(s, un(s)) · el, ϕk)̺nl (s)
Nθ2∑
i=Nθ1+1
χi(r)χi(s)ds
∣∣∣∣2dr
=
C
τ2
E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
∫ θ1
0
Nθ1∑
i=1
χi(r)
2
∣∣∣∣ ∫ θ1
0
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβ
k
(θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβ
k
(θ1 − s)α
))2
(h(s, un(s)) · el, ϕk)̺nl (s)χi(s)ds
∣∣∣∣2dr
+
C
τ2
E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
∫ θ2
θ1
Nθ2∑
i=Nθ1+1
χi(r)
2
∣∣∣∣ ∫ θ2
θ1
(θ2 − s)α−1e−ν(θ2−s)
×Eα,α
(
−λβ
k
(θ2 − s)α
)
(h(s, un(s)) · el, ϕk)̺nl (s)χi(s)ds
∣∣∣∣2dr
≤ C
τ
E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
Nθ1∑
i=1
∫ ti+1
ti
∫ ti+1
ti
(
(θ2 − s)α−1e−ν(θ2−s)Eα,α
(
−λβ
k
(θ2 − s)α
)
− (θ1 − s)α−1e−ν(θ1−s)Eα,α
(
−λβ
k
(θ1 − s)α
))2
|(h(s, un(s)) · el, ϕk)|2|̺nl (s)|2dsdr
+
C
τ
E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
Nθ2∑
i=Nθ1+1
∫ ti+1
ti
∫ ti+1
ti
(θ2 − s)2α−2e−2ν(θ2−s)
×
∣∣∣Eα,α (−λβk(θ2 − s)α)∣∣∣2 |(h(s, un(s)) · el, ϕk)|2|̺nl (s)|2dsdr
≤ CE
∞∑
k,l=1
∫ θ1
0
(∣∣∣∣ ∫ θ2
θ1
(τ − s)α−2Eα,α−1
(
−λβ
k
(τ − s)α
)
dτ
∣∣∣∣2 + (θ1 − s)2α−2|θ2 − θ1|2
× 1
(1 + λβ
k
(θ1 − s)α)2
)
λ
2γ˜− 2β
α
k
|(h(s, un(s)) · el, ϕk)|2 |̺nl (s)|2ds
+ CE
∞∑
k,l=1
∫ θ2
θ1
(θ2 − s)2α−2 1
(1 + λβ
k
(θ2 − s)α)2
λ
2γ˜− 2β
α
k
× |(h(s, un(s)) · el, ϕk)|2 |̺nl (s)|2ds
≤ C(µ˜n1 )2|θ2 − θ1|2
∫ θ1
0
(
(θ1 − s)2α−4 + (θ1 − s)2α−2
)
E‖(−∆)γ˜− βα h(s, un(s))‖2L02ds
+ C(µ˜n1 )
2
∫ θ2
θ1
(θ2 − s)2α−2E‖(−∆)γ˜−
β
α h(s, un(s))‖2L02ds
≤ C(µ˜n1 )2
(|θ2 − θ1|2 + |θ2 − θ1|2α−1)(1 + sup
0≤s≤T
E‖un(s)‖2
H2γ˜
)
. (B.108)
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We collect all of the above estimates and arrive at
E‖un(θ2)− un(θ1)‖2
H
2γ˜−
2β
α
≤ C|θ2 − θ1|2
(
E‖a‖2
H2γ˜
+ E‖b‖2
H
2γ˜−
2β
α
+ 1 + (µn1 )
2 + (µ˜n1 )
2
+ sup
0≤s≤T
E‖un(s)‖2
H2γ˜
+ (µn1 )
2 sup
0≤s≤T
E‖un(s)‖2
H2γ˜
+ (µ˜n1 )
2 sup
0≤s≤T
E‖un(s)‖2
H2γ˜
)
.
(B.109)
The proof is therefore complete.
Appendix C Proof of Theorem 4.
Proof Without loss of generality, we assume that there exists a positive integer Nt such
that t = tNt+1. Subtracting (55) from (12), we have
u(t, x)− un(t, x)
=
∫ t
0
∫
D
(t − s)α−1e−ν(t−s)
∞∑
k=1
Eα,α
(
−λβ
k
(t − s)α
)
ϕk(x)ϕk(y)f(s, u(s, y))dyds
−
∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
k=1
Eα,α
(
−λβ
k
(t − s)α
)
ϕk(x)ϕk(y)f(s, un(s, y))dyds
+
∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
k=1
Eα,α
(
−λβ
k
(t − s)α
)
ϕk(x)ϕk(y)g(s, u(s, y))dW(s, y)
−
∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
k=1
Eα,α
(
−λβ
k
(t − s)α
)
ϕk(x)ϕk(y)g(s, un(s, y))dWn(s, y)
+
∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
k=1
Eα,α
(
−λβ
k
(t − s)α
)
ϕk(x)ϕk(y)h(s, u(s, y))dW
H (s, y)
−
∫ t
0
∫
D
(t− s)α−1e−ν(t−s)
∞∑
k=1
Eα,α
(
−λβ
k
(t − s)α
)
ϕk(x)ϕk(y)h(s, un(s, y))dW
H
n (s, y),
(C.110)
where
dW(s, y) =
∂2W
∂s∂y
dyds =
∞∑
k=1
ςk(s)ek(y)dydξk(s),
dWn(s, y) =
∂2Wn
∂s∂y
dyds =
∞∑
k=1
ςnk (s)ek(y)
Nt∑
i=1
1√
τ
ξkiχi(s)
 dyds,
dWH (s, y) =
∂2WH
∂s∂y
dyds =
∞∑
k=1
̺k(s)ek(y)dydξ
H
k (s),
and
dWHn (s, y) =
∂2WHn
∂s∂y
dyds =
∞∑
k=1
̺nk (s)ek(y)
Nt∑
i=1
1
τ1−H
ξHkiχi(s)
 dyds.
Let
A1 =
∫ t
0
∫
D
(t − s)α−1e−ν(t−s)
∞∑
k=1
Eα,α
(
−λβ
k
(t− s)α
)
ϕk(x)ϕk(y)
× (f(s, u(s, y))− f(s, un(s, y)))dyds,
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A2 =
∫ t
0
∫
D
(t − s)α−1e−ν(t−s)
∞∑
k=1
Eα,α
(
−λβ
k
(t− s)α
)
ϕk(x)ϕk(y)
×
∞∑
l=1
(g(s, u(s, y)) − g(s, un(s, y))) · el(y)ςl(s)dydξl(s),
A3 =
Nt∑
i=1
∫ ti+1
ti
∫
D
(t− s)α−1e−ν(t−s)
∞∑
k=1
Eα,α
(
−λβ
k
(t − s)α
)
ϕk(x)ϕk(y)
×
∞∑
l=1
(g(s, un(s, y)) · el(y))ςl(s)dydξl(s)
−
Nt∑
i=1
∫ ti+1
ti
∫
D
(t − ti)α−1e−ν(t−ti)
∞∑
k=1
Eα,α
(
−λβ
k
(t− ti)α
)
ϕk(x)ϕk(y)
×
∞∑
l=1
(g(ti, un(ti, y)) · el(y))ςl(ti)dydξl(s),
A4 =
Nt∑
i=1
∫ ti+1
ti
∫
D
(t− ti)α−1e−ν(t−ti)
∞∑
k=1
Eα,α
(
−λβ
k
(t− ti)α
)
ϕk(x)ϕk(y)
×
∞∑
l=1
(g(ti, un(ti, y)) · el(y))(ςl(ti)− ςnl (ti))dydξl(s),
A5 =
Nt∑
i=1
∫ ti+1
ti
∫
D
(t − ti)α−1e−ν(t−ti)
∞∑
k=1
Eα,α
(
−λβ
k
(t − ti)α
)
ϕk(x)ϕk(y)
×
∞∑
l=1
(g(ti, un(ti, y)) · el(y))ςnl (ti)dydξl(s)
−
Nt∑
i=1
∫ ti+1
ti
∫
D
(t− s)α−1e−ν(t−s)
∞∑
k=1
Eα,α
(
−λβ
k
(t − s)α
)
ϕk(x)ϕk(y)
×
∞∑
l=1
(g(s, un(s, y)) · el(y))ςnl (s)
ξl(ti+1)− ξl(ti)
τ
dyds,
A6 =
∫ t
0
∫
D
(t − s)α−1e−ν(t−s)
∞∑
k=1
Eα,α
(
−λβ
k
(t− s)α
)
ϕk(x)ϕk(y)
×
∞∑
l=1
(h(s, u(s, y)) − h(s, un(s, y))) · el(y)̺l(s)dydξHl (s),
A7 =
Nt∑
i=1
∫ ti+1
ti
∫
D
(t− s)α−1e−ν(t−s)
∞∑
k=1
Eα,α
(
−λβ
k
(t − s)α
)
ϕk(x)ϕk(y)
×
∞∑
l=1
(h(s, un(s, y)) · el(y))̺l(s)dydξHl (s)
−
Nt∑
i=1
∫ ti+1
ti
∫
D
(t − ti)α−1e−ν(t−ti)
∞∑
k=1
Eα,α
(
−λβ
k
(t− ti)α
)
ϕk(x)ϕk(y)
×
∞∑
l=1
(h(ti, un(ti, y)) · el(y))̺l(ti)dydξHl (s),
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A8 =
Nt∑
i=1
∫ ti+1
ti
∫
D
(t− ti)α−1e−ν(t−ti)
∞∑
k=1
Eα,α
(
−λβ
k
(t− ti)α
)
ϕk(x)ϕk(y)
×
∞∑
l=1
(h(ti, un(ti, y)) · el(y))(̺l(ti)− ̺nl (ti))dydξHl (s),
and
A9 =
Nt∑
i=1
∫ ti+1
ti
∫
D
(t − ti)α−1e−ν(t−ti)
∞∑
k=1
Eα,α
(
−λβ
k
(t − ti)α
)
ϕk(x)ϕk(y)
×
∞∑
l=1
(h(ti, un(ti, y)) · el(y))̺nl (ti)dydξHl (s)
−
Nt∑
i=1
∫ ti+1
ti
∫
D
(t− s)α−1e−ν(t−s)
∞∑
k=1
Eα,α
(
−λβ
k
(t − s)α
)
ϕk(x)ϕk(y)
×
∞∑
l=1
(h(s, un(s, y)) · el(y))̺nl (s)
ξH
l
(ti+1)− ξHl (ti)
τ
dyds.
Thus
u(t, x)− un(t, x) = A1 + A2 + A3 + A4 + A5 +A6 +A7 +A8 + A9.
For A1, since {ϕk}∞j=1 is an orthonormal basis in L2(D), by the assumption on f given
in (A1), Lemma 1 and Ho¨lder’s inequality, we have
E‖A1‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫ t
0
∫
D
(t − s)α−1e−ν(t−s)
∞∑
l=1
Eα,α
(
−λβ
l
(t − s)α
)
ϕl(·)ϕl(y)
× (f(s, u(s, y)) − f(s, un(s, y)))dyds, ϕk
)2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
ϕk(y)
× (f(s, u(s, y)) − f(s, un(s, y)))dyds
∣∣∣∣2
≤ CTE
∞∑
k=1
∫ t
0
(t − s)2α−2e−2ν(t−s) 1
(1 + λβ
k
(t− s)α)2
× λ2γ˜−
2β
α
k
(f(s, u(s, y)) − f(s, un(s, y)), ϕk)2ds
≤ C
∫ t
0
(t − s)2α−2e−2ν(t−s)E‖u(s) − un(s)‖2
H
2γ˜−
2β
α
ds
(C.111)
where we have used 1
(1+λ
β
k
(t−s)α)2
≤ C.
Since {ϕk}∞j=1 is an orthonormal basis in L2(D) and {ξl}∞l=1 is a family of mutually
independent one-dimensional standard Brownian motions, then by (9), (A1), (A3) and the
84 Yajing Li et al.
Itoˆ isometry, we have
E‖A2‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫ t
0
∫
D
(t − s)α−1e−ν(t−s)
∞∑
j=1
Eα,α
(
−λβj (t − s)α
)
ϕj(·)ϕj(y)
×
∞∑
l=1
(g(s, u(s, y)) − g(s, un(s, y))) · el(y)ςl(s)dydξl(s), ϕk
)2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
ϕk(y)
×
∞∑
j,l=1
((g(s, u(s))− g(s, un(s))) · el, ϕj)ϕj(y)ςl(s)dydξl(s)
∣∣∣∣2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ t
0
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
×
∞∑
l=1
((g(s, u(s))− g(s, un(s))) · el, ϕk)ςl(s)dξl(s)
∣∣∣∣2
≤ CE
∞∑
k,l=1
∫ t
0
(t − s)2α−2e−2ν(t−s) 1
(1 + λβ
k
(t− s)α)2
×
∣∣∣∣λγ˜− βαk ((g(s, u(s))− g(s, un(s))) · el, ϕk)ςl(s)∣∣∣∣2 ds
≤ C
∫ t
0
(t − s)2α−2e−2ν(t−s)E‖u(s) − un(s)‖2
H
2γ˜−
2β
α
ds, (C.112)
and
E‖A3‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ Nt∑
i=1
∫ ti+1
ti
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
) ∞∑
l=1
(g(s, un(s)) · el, ϕk)
× ςl(s)dξl(s)−
Nt∑
i=1
∫ ti+1
ti
(t − ti)α−1e−ν(t−ti)Eα,α
(
−λβ
k
(t− ti)α
)
×
∞∑
l=1
(g(ti, un(ti)) · el, ϕk)ςl(ti)dξl(s)
∣∣∣∣2
≤ CE
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(
(t− s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
ςl(s)− (t − ti)α−1e−ν(t−ti)
×Eα,α
(
−λβ
k
(t− ti)α
)
ςl(ti)
)2
λ
2γ˜− 2β
α
k
(g(ti, un(ti)) · el, ϕk)2ds
+ CE
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(t − s)2α−2e−2ν(t−s)
∣∣∣Eα,α (−λβk (t− s)α)∣∣∣2 |ςl(s)|2
× λ2γ˜−
2β
α
k
((g(s, un(s)) − g(ti, un(ti))) · el, ϕk)2 ds. (C.113)
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Estimating the last term in (C.113), in view of (A1), (B.89) and (B.109), we obtain
CE
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(t − s)2α−2e−2ν(t−s)
∣∣∣Eα,α (−λβk (t− s)α)∣∣∣2 |ςl(s)|2
× λ2γ˜−
2β
α
k
((g(s, un(s)) − g(ti, un(ti))) · el, ϕk)2 ds
≤ CE
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(t − s)2α−2e−2ν(t−s) 1
(1 + λβ
k
(t− s)α)2
λ
2γ˜− 2β
α
k
× ((g(s, un(s)) − g(ti, un(ti))) · el, ϕk)2 ds
≤ CE
Nt∑
i=1
∫ ti+1
ti
(t− s)2α−2e−2ν(t−s)‖(−∆)γ˜− βα (g(s, un(s)) − g(ti, un(ti)))‖2L02ds
≤ C
Nt∑
i=1
∫ ti+1
ti
(t − s)2α−2e−2ν(t−s)
(
|s− ti|2 + E‖un(s) − un(ti)‖2
H
2γ˜−
2β
α
)
ds
≤ Cτ2. (C.114)
On the other hand, we observe that for s ∈ [ti, ti+1], by (B.89), Lemma 1, Lagrange’s mean
value theorem, and the equality (see [35, eq.(1.82)])
d
dτ
(t− τ)α−1Eα,α
(
−λβ
k
(t − τ)α
)
= −(t − τ)α−2Eα,α−1
(
−λβ
k
(t − τ)α
)
,
we have
∣∣∣(t − s)α−1e−ν(t−s)Eα,α (−λβk (t− s)α) ςl(s)
− (t − ti)α−1e−ν(t−ti)Eα,α
(
−λβ
k
(t− ti)α
)
ςl(ti)
∣∣∣
≤ e−ν(t−ti)|ςl(ti)|
∣∣∣(t − ti)α−1Eα,α (−λβk (t− ti)α)− (t− s)α−1Eα,α (−λβk (t − s)α)∣∣∣
+ (t − s)α−1
∣∣∣Eα,α (−λβk (t− s)α)∣∣∣ |ςl(ti)| ∣∣∣e−ν(t−ti) − e−ν(t−s)∣∣∣
+ (t − s)α−1e−ν(t−s)
∣∣∣Eα,α (−λβk (t− s)α)∣∣∣ |ςl(ti)− ςl(s)|
≤ µ1
∫ s
ti
(t− r)α−2
∣∣∣Eα,α−1 (−λβk (t− r)α)∣∣∣ dr
+ Cµ1τ
1
1 + λβ
k
(t − s)α
(t − s)α−1 + Cγ1τ 1
1 + λβ
k
(t − s)α
(t− s)α−1
≤ C
∫ s
ti
(t− r)α−2 1
1 + λβ
k
(t− r)α
dr + Cτ(t− s)α−1
≤ C
∫ s
ti
(t− r)α−2dr + Cτ(t − s)α−1 ≤ Cτ(t − s)α−2 + Cτ(t − s)α−1. (C.115)
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Thus we get from (C.113)-(C.115) that
E‖A3‖2
H
2γ˜−
2β
α
≤ CE
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
τ2
(
(t− s)2α−4 + (t − s)2α−2)λ2γ˜− 2βα
k
× (g(ti, un(ti)) · el, ϕk)2ds+ Cτ2
≤ Cτ2E
Nt∑
i=1
∫ ti+1
ti
(
(t − s)2α−4 + (t − s)2α−2) ‖(−∆)γ˜− βα g(ti, un(ti))‖2L02ds+ Cτ2
≤ Cτ2
∫ t
0
(
(t − s)2α−4 + (t− s)2α−2)(1 + sup
0≤s≤T
E‖un(s)‖2
H2γ˜
)
ds+ Cτ2 ≤ Cτ2.
(C.116)
For A4, in a similar way as above, we get from (B.89) and (B.109) that
E‖A4‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ Nt∑
i=1
∫ ti+1
ti
(t − ti)α−1e−ν(t−ti)Eα,α
(
−λβ
k
(t− ti)α
)
×
∞∑
l=1
(g(ti, un(ti)) · el, ϕk)(ςl(ti)− ςnl (ti))dξl(s)
∣∣∣∣2
≤ E
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(t − ti)2α−2e−2ν(t−ti)
∣∣∣Eα,α (−λβk (t− ti)α)∣∣∣2
× |ςl(ti)− ςnl (ti)|2λ
2γ˜−
2β
α
k
(g(ti, un(ti)) · el, ϕk)2ds
≤ CE
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(t − ti)2α−2e−2ν(t−ti)
1
(1 + λβ
k
(t− ti)α)2
(ηnl )
2
× λ2γ˜−
2β
α
k
(g(ti, un(ti)) · el, ϕk)2ds
≤ CE
Nt∑
i=1
∫ ti+1
ti
(t− ti)2α−2e−2ν(t−ti)
∞∑
l=1
(ηnl )
2‖(−∆)γ˜− βα g(ti, un(ti))‖2L02ds
≤ C
Nt∑
i=1
∫ ti+1
ti
∞∑
l=1
(ηnl )
2
(
1 + E‖un(ti)‖2
H2γ˜
)
ds ≤ C
∞∑
l=1
(ηnl )
2. (C.117)
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For A5, similar to the arguments in (C.113)-(C.116) , we find that
E‖A5‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
( Nt∑
i=1
1
τ
∫ ti+1
ti
∫ ti+1
ti
∫
D
(t − ti)α−1e−ν(t−ti)
∞∑
j=1
Eα,α
(
−λβj (t− ti)α
)
× ϕj(·)ϕj(y)
∞∑
l=1
(g(ti, un(ti, y)) · el(y))ςnl (ti)dydsdξl(r)
−
Nt∑
i=1
1
τ
∫ ti+1
ti
∫ ti+1
ti
∫
D
(t − s)α−1e−ν(t−s)
∞∑
j=1
Eα,α
(
−λβj (t− s)α
)
ϕj(·)ϕj(y)
×
∞∑
l=1
(g(s, un(s, y)) · el(y))ςnl (s)dydsdξl(r), ϕk
)2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ Nt∑
i=1
1
τ
∫ ti+1
ti
∫ ti+1
ti
(t − ti)α−1e−ν(t−ti)Eα,α
(
−λβ
k
(t− ti)α
)
×
∞∑
l=1
(g(ti, un(ti)) · el, ϕk)ςnl (ti)dsdξl(r) −
Nt∑
i=1
1
τ
∫ ti+1
ti
∫ ti+1
ti
(t− s)α−1e−ν(t−s)
×Eα,α
(
−λβ
k
(t− s)α
) ∞∑
l=1
(g(s, un(s)) · el, ϕk)ςnl (s)dsdξl(r)
∣∣∣∣2
≤ CE
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(
(t− ti)α−1e−ν(t−ti)Eα,α
(
−λβ
k
(t − ti)α
)
ςnl (ti)
− (t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t− s)α
)
ςnl (s)
)2
λ
2γ˜− 2β
α
k
(g(ti, un(ti)) · el, ϕk)2ds
+ CE
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(t − s)2α−2e−2ν(t−s)
∣∣∣Eα,α (−λβk (t− s)α)∣∣∣2 |ςnl (s)|2
× λ2γ˜−
2β
α
k
((g(ti, un(ti)) − g(s, un(s))) · el, ϕk)2ds
≤ CE
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
τ2
(
(t− s)2α−4 + (t − s)2α−2)λ2γ˜− 2βα
k
(g(ti, un(ti)) · el, ϕk)2ds
+ CE
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(t − s)2α−2e−2ν(t−s)λ2γ˜−
2β
α
k
× ((g(ti, un(ti)) − g(s, un(s))) · el, ϕk)2ds
≤ Cτ2E
Nt∑
i=1
∫ ti+1
ti
(
(t − s)2α−4 + (t− s)2α−2) ‖(−∆)γ˜− βα g(ti, un(ti))‖2L02ds
+ CE
Nt∑
i=1
∫ ti+1
ti
(t− s)2α−2‖(−∆)γ˜− βα (g(ti, un(ti)) − g(s, un(s)))‖2L02ds
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≤ Cτ2
∫ t
0
(
(t − s)2α−4 + (t− s)2α−2)(1 + sup
0≤s≤T
‖un(s)‖2
H2γ˜
)
ds
+ C
Nt∑
i=1
∫ ti+1
ti
(t − s)2α−2
(
|s− ti|2 + E‖un(ti) − un(s)‖2
H
2γ˜−
2β
α
)
ds
≤ Cτ2. (C.118)
Since {ϕk}∞j=1 is an orthonormal basis in L2(D) and {ξHl }∞l=1 is a family of mutually
independent one-dimensional fractional Brownian motions, in view of (10), (A1), (A3) and
Lemma 2, we deduce that
E‖A6‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
(∫ t
0
∫
D
(t − s)α−1e−ν(t−s)
∞∑
j=1
Eα,α
(
−λβj (t − s)α
)
ϕj(·)ϕj(y)
×
∞∑
l=1
(h(s, u(s, y)) − h(s, un(s, y))) · el(y)̺l(s)dydξHl (s), ϕk
)2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ t
0
∫
D
(t− s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
ϕk(y)
×
∞∑
j,l=1
((h(s, u(s)) − h(s, un(s))) · el, ϕj)ϕj(y)̺l(s)dydξHl (s)
∣∣∣∣2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ t
0
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
×
∞∑
l=1
((h(s, u(s)) − h(s, un(s))) · el, ϕk)̺l(s)dξHl (s)
∣∣∣∣2
≤ 2HT 2H−1E
∞∑
k,l=1
∫ t
0
(t − s)2α−2e−2ν(t−s) 1
(1 + λβ
k
(t − s)α)2
×
∣∣∣∣λγ˜− βαk ((h(s, u(s))− h(s, un(s))) · el, ϕk)̺l(s)∣∣∣∣2 ds
≤ C
∫ t
0
(t − s)2α−2e−2ν(t−s)E‖u(s) − un(s)‖2
H
2γ˜−
2β
α
ds. (C.119)
By (A1), (B.89), (B.109) and the similar argument as in (C.115), we obtain
E‖A7‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ Nt∑
i=1
∫ ti+1
ti
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
×
∞∑
l=1
(h(s, un(s)) · el, ϕk)̺l(s)dξHl (s) −
Nt∑
i=1
∫ ti+1
ti
(t− ti)α−1e−ν(t−ti)
×Eα,α
(
−λβ
k
(t− ti)α
) ∞∑
l=1
(h(ti, un(ti)) · el, ϕk)̺l(ti)dξHl (s)
∣∣∣∣2
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= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ ∫ t
0
Nt∑
i=1
χi(s)
(
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t− s)α
)
×
∞∑
l=1
(h(s, un(s)) · el, ϕk)̺l(s)− (t − ti)α−1e−ν(t−ti)Eα,α
(
−λβ
k
(t − ti)α
)
×
∞∑
l=1
(h(ti, un(ti)) · el, ϕk)̺l(ti)
)
dξHl (s)
∣∣∣∣2
≤ CHT 2H−1E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
∫ t
0
∣∣∣∣ Nt∑
i=1
χi(s)
(
(t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t− s)α
)
× (h(s, un(s)) · el, ϕk)̺l(s)− (t − ti)α−1e−ν(t−ti)Eα,α
(
−λβ
k
(t − ti)α
)
× (h(ti, un(ti)) · el, ϕk)̺l(ti)
)∣∣∣∣2ds
≤ CT 2H−1E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
∫ t
0
Nt∑
i=1
χi(s)
2
(
(t− s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
× (h(s, un(s)) · el, ϕk)̺l(s)− (t − ti)α−1e−ν(t−ti)Eα,α
(
−λβ
k
(t − ti)α
)
× (h(ti, un(ti)) · el, ϕk)̺l(ti)
)2
ds
= CT 2H−1E
∞∑
k,l=1
λ
2γ˜− 2β
α
k
Nt∑
i=1
∫ ti+1
ti
(
(t− s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t − s)α
)
× (h(s, un(s)) · el, ϕk)̺l(s)− (t − ti)α−1e−ν(t−ti)Eα,α
(
−λβ
k
(t − ti)α
)
× (h(ti, un(ti)) · el, ϕk)̺l(ti)
)2
ds
≤ CT 2H−1E
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(
(t − ti)α−1e−ν(t−ti)Eα,α
(
−λβ
k
(t− ti)α
)
̺l(ti)
− (t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t− s)α
)
̺l(s)
)2
λ
2γ˜− 2β
α
k
(h(ti, un(ti)) · el, ϕk)2ds
+ CT 2H−1E
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(t− s)2α−2e−2ν(t−s)
∣∣∣Eα,α (−λβk(t − s)α)∣∣∣2 |̺l(s)|2
× λ2γ˜−
2β
α
k
((h(ti, un(ti))− h(s, un(s))) · el, ϕk)2ds
≤ CT 2H−1E
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
τ2
(
(t − s)2α−4 + (t− s)2α−2)λ2γ˜− 2βα
k
× (h(ti, un(ti)) · el, ϕk)2ds+ CT 2H−1E
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(t− s)2α−2e−2ν(t−s)
× 1
(1 + λβ
k
(t − s)α)2
λ
2γ˜− 2β
α
k
((h(ti, un(ti))− h(s, un(s))) · el, ϕk)2ds
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≤ CT 2H−1τ2
∫ t
0
(t − s)2α−4E‖(−∆)γ˜− βα h(ti, un(ti))‖2L02ds
+ CT 2H−1E
Nt∑
i=1
∫ ti+1
ti
(t − s)2α−2e−2ν(t−s)
× ‖(−∆)γ˜− βα (h(ti, un(ti)) − h(s, un(s)))‖2L02ds
≤ CT 2H−1τ2
∫ t
0
(t − s)2α−4
(
1 + sup
0≤s≤T
E‖un(s)‖2
H2γ˜
)
ds
+ CT 2H−1
Nt∑
i=1
∫ ti+1
ti
(t − s)2α−2e−2ν(t−s)
×
(
|s− ti|2 + E‖un(s)− un(ti)‖2
H
2γ˜−
2β
α
)
ds
≤ Cτ2. (C.120)
For A8 and A9, arguing as in (C.120), we have
E‖A8‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ Nt∑
i=1
∫ ti+1
ti
(t − ti)α−1e−ν(t−ti)Eα,α
(
−λβ
k
(t− ti)α
)
×
∞∑
l=1
(h(ti, un(ti, y)) · el, ϕk)(̺l(ti)− ̺nl (ti))dξHl (s)
∣∣∣∣2
≤ CHT 2H−1E
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(t− ti)2α−2e−2ν(t−ti)
∣∣∣Eα,α (−λβk(t − ti)α)∣∣∣2
× |̺l(ti)− ̺nl (ti)|2λ
2γ˜− 2β
α
k
(h(ti, un(ti, y)) · el, ϕk)2ds
≤ CT 2H−1E
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(t− ti)2α−2e−2ν(t−ti) 1
(1 + λβ
k
(t − ti)α)2
(η˜nl )
2
× λ2γ˜−
2β
α
k
(h(ti, un(ti, y)) · el, ϕk)2ds
≤ CT 2H−1E
Nt∑
i=1
∫ ti+1
ti
(t − ti)2α−2e−2ν(t−ti)
∞∑
l=1
(η˜nl )
2‖(−∆)γ˜− βα h(ti, un(ti))‖2L02ds
≤ C
Nt∑
i=1
∫ ti+1
ti
∞∑
l=1
(η˜nl )
2
(
1 + E‖un(ti)‖2
H2γ˜
)
ds ≤ C
∞∑
l=1
(η˜nl )
2. (C.121)
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and
E‖A9‖2
H
2γ˜−
2β
α
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
( Nt∑
i=1
1
τ
∫ ti+1
ti
∫ ti+1
ti
∫
D
(t − ti)α−1e−ν(t−ti)
∞∑
j=1
Eα,α
(
−λβj (t− ti)α
)
× ϕj(·)ϕj(y)
∞∑
l=1
(h(ti, un(ti, y)) · el(y))̺nl (ti)dydsdξHl (r)
−
Nt∑
i=1
1
τ
∫ ti+1
ti
∫ ti+1
ti
∫
D
(t − s)α−1e−ν(t−s)
∞∑
j=1
Eα,α
(
−λβj (t− s)α
)
ϕj(·)ϕj(y)
×
∞∑
l=1
(h(s, un(s, y)) · el(y))̺nl (s)dydsdξHl (r), ϕk
)2
= E
∞∑
k=1
λ
2γ˜− 2β
α
k
∣∣∣∣ Nt∑
i=1
1
τ
∫ ti+1
ti
∫ ti+1
ti
(t − ti)α−1e−ν(t−ti)Eα,α
(
−λβ
k
(t− ti)α
)
×
∞∑
l=1
(h(ti, un(ti)) · el, ϕk)̺nl (ti)dsdξHl (r) −
Nt∑
i=1
1
τ
∫ ti+1
ti
∫ ti+1
ti
(t− s)α−1e−ν(t−s)
×Eα,α
(
−λβ
k
(t− s)α
) ∞∑
l=1
(h(s, un(s)) · el, ϕk)̺nl (s)dsdξHl (r)
∣∣∣∣2
≤ CHT 2H−1E
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(
(t− ti)α−1e−ν(t−ti)Eα,α
(
−λβ
k
(t − ti)α
)
̺nl (ti)
− (t − s)α−1e−ν(t−s)Eα,α
(
−λβ
k
(t− s)α
)
̺nl (s)
)2
λ
2γ˜− 2β
α
k
(h(ti, un(ti)) · el, ϕk)2ds
+ CHT 2H−1E
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(t − s)2α−2e−2ν(t−s)
∣∣∣Eα,α (−λβk(t − s)α)∣∣∣2 |̺nl (s)|2
× λ2γ˜−
2β
α
k
((h(ti, un(ti))− h(s, un(s))) · el, ϕk)2ds
≤ CT 2H−1E
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
τ2
(
(t − s)2α−4 + (t− s)2α−2
)
λ
2γ˜−
2β
α
k
× (h(ti, un(ti)) · el, ϕk)2ds+ CT 2H−1E
∞∑
k,l=1
Nt∑
i=1
∫ ti+1
ti
(t− s)2α−2e−2ν(t−s)
× λ2γ˜−
2β
α
k
((h(ti, un(ti))− h(s, un(s))) · el, ϕk)2ds
≤ Cτ2E
Nt∑
i=1
∫ ti+1
ti
(
(t − s)2α−4 + (t− s)2α−2
)
‖(−∆)γ˜− βα h(ti, un(ti))‖2L02ds
+ CT 2H−1E
Nt∑
i=1
∫ ti+1
ti
(t − s)2α−2e−2ν(t−s)
× ‖(−∆)γ˜− βα (h(ti, un(ti)) − h(s, un(s)))‖2L02ds
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≤ Cτ2
Nt∑
i=1
∫ ti+1
ti
(
(t− s)2α−4 + (t − s)2α−2
)(
1 + sup
0≤s≤T
E‖un(s)‖2
H2γ˜
)
ds
+ C
Nt∑
i=1
∫ ti+1
ti
(t − s)2α−2
(
|s− ti|2 + E‖un(ti) − un(s)‖2
H
2γ˜−
2β
α
)
ds
≤ Cτ2. (C.122)
Collecting the above estimates, we find that
e2νtE‖u(t) − un(t)‖2
H
2γ˜−
2β
α
≤ Ce2νtτ2 + Ce2νt
∞∑
l=1
(ηnl )
2 + Ce2νt
∞∑
l=1
(η˜nl )
2
+ C
∫ t
0
(t− s)2α−2e2νsE‖u(s)− un(s)‖2
H
2γ˜−
2β
α
ds.
Thus Lemma 4 leads to
E‖u(t) − un(t)‖2
H
2γ˜−
2β
α
≤ Cτ2 + C
∞∑
l=1
(ηnl )
2 + C
∞∑
l=1
(η˜nl )
2, t > 0. (C.123)
The proof is completed.
References
1. R. Anton, D. Cohen, S. Larsson, and X.J. Wang. Full discretization of semilinear stochas-
tic wave equations driven by multiplicative noise. SIAM J. Numer. Anal., 54: 1093-1119,
2016.
2. B. Baeumer and M.M. Meerschaert. Tempered stable Le´vy motion and transient super-
diffusion. J. Comput. Appl. Math., 233: 2438-2448, 2010.
3. R.M. Balan. The stochastic wave equation with multiplicative fractional noise: a Malli-
avin calculus approach. Potential Anal., 36: 1-34, 2012.
4. R.M. Balan and C.A. Tudor. The stochastic wave equation with fractional noise: a ran-
dom field approach. Stochastic Process. Appl., 120: 2468-2494, 2010.
5. A. Boudaoui, T. Caraballo, and A. Ouahab. Impulsive stochastic functional differential
inclusions driven by a fractional Brownian motion with infinite delay. Math. Methods
Appl. Sci., 39: 1435-1451, 2016.
6. L. Boyadjiev and Y. Luchko. Multi-dimensional α-fractional diffusion-wave equation and
some properties of its fundamental solution. Comput. Math. Appl., 73: 2561-2572, 2017.
7. R. Bruno, L. Sorriso-Valvo, V. Carbone, and B. Bavassano. A possible truncated-Le´vy-
flight statistics recovered from interplanetary solar-wind velocity and magnetic-field fluc-
tuations. Europhys. Lett., 66: 146-152, 2004.
8. P. Caithamer. The stochastic wave equation driven by fractional Brownian noise and
temporally correlated smooth noise. Stoch. Dyn., 5: 45-64, 2005.
9. A´. Cartea and D. del-Castillo-Negrete. Fluid limit of the continuous-time random walk
with general Le´vy jump distribution functions. Phys. Rev. E, 76(3): 041105, 2007.
10. M.D. Chekroun, E. Park, and R. Temam. The Stampacchia maximum principle for
stochastic partial differential equations and applications. J. Differential Equations, 260:
2926-297, 2016.
11. W. Chen and S. Holm. Fractional Laplacian time-space models for linear and nonlinear
lossy media exhibiting arbitrary frequency power-law dependency. J. Acoust. Soc. Am.,
115(4): 1424-1430, 2004.
12. D. Cohen, S. Larsson, and M. Sigg. A trigonometric method for the linear stochastic
wave equation. SIAM J. Numer. Anal., 51: 204-222, 2013.
13. E. Cuesta, C. Lubich, and C. Palencia. Convolution quadrature time discretization of
fractional diffusion-wave equations. Math. Comp., 75: 673-696, 2006.
Galerkin approximation for stochastic PDEs 93
14. A. Delic´ and B.S. Jovanovic´. Finite difference approximation of fractional wave equation
with concentrated capacity. Comput. Methods Appl. Math., 17: 33-49, 2017.
15. W.H. Deng and Z.J. Zhang. High Accuracy Algorithm for the Differential Equations
Governing Anomalous Diffusion. World Scientific, Singapore, 2019.
16. W.H. Deng, B.Y. Li, W.Y. Tian, and P.W. Zhang. Boundary problems for the fractional
and tempered fractional operators. Multiscale Model. Simul., 16(1): 125-149, 2018.
17. W.H. Deng and Z.J. Zhang. Numerical schemes of the time tempered fractional
Feynman-Kac equation. Comput. Math. Appl., 73: 1063-1076, 2017.
18. Q. Du and T.Y. Zhang. Numerical approximation of some linear stochastic partial
differential equations driven by special additive noises. SIAM J. Numer. Anal., 40: 1421-
1445, 2002.
19. W.P. Fan, F.W. Liu, X.Y. Jiang, and I. Turner. A novel unstructured mesh finite element
method for solving the time-space fractional wave equation on a two-dimensional irregular
convex domain. Fract. Calc. Appl. Anal., 20: 352-383, 2017.
20. M. Ferreira and N. Vieira. Fundamental solutions of the time fractional diffusion-wave
and parabolic Dirac operators. J. Math. Anal. Appl., 447: 329-353, 2017.
21. J. Gajda and M. Magdziarz. Fractional Fokker-Planck equation with tempered α-stable
waiting times: Langevin picture and computer simulation. Phys. Rev. E, 82(3): 011117,
2010.
22. G.H. Gao and Z.Z. Sun. Two difference schemes for solving the one-dimensional time
distributed-order fractional wave equations. Numer. Algorithms, 74: 675-697, 2017.
23. R. Garrappa. The Mittag-Leffler function. MATLAB Central File Exchange, 2014–2015.
File ID: 48154.
24. D. Henry. Geometric Theory of Semilinear Parabolic Equations. Springer-Verlag,
Berlin/New York, 1981.
25. Y. Kian and M. Yamamoto. On existence and uniqueness of solutions for semilinear
fractional wave equations. Fract. Calc. Appl. Anal., 20: 117-138, 2017.
26. A.A. Kilbas, H.M. Srivastava, and J.J. Trujillo. Theory and Applications of Fractional
Differential Equations, in: North-Holland Mathematics Studies. Vol. 204, Elsevier Science
B.V., Amsterdam, 2006.
27. P.E. Kloeden and E. Platen. Numerical solution of stochastic differential equations.
Springer-Verlag, Berlin, 1992.
28. M. Kova´cs, S. Larsson, and F. Saedpanah. Finite element approximation of the linear
stochastic wave equation with additive noise. SIAM J. Numer. Anal., 48: 408-427, 2010.
29. A.W.C. Lau and T.C. Lubensky. State-dependent diffusion: thermodynamic consistency
and its path integral formulation. Phys. Rev. E, 76: 011123, 2007.
30. Y.J. Li, Y.J. Wang, and W.H. Deng. Galerkin finite element approximations for stochas-
tic space-time fractional wave equations. SIAM J. Numer. Anal., 55(6): 3173-3202, 2017.
31. M.M. Meerschaert, F. Sabzikar, M.S. Phanikumar, and A. Zeleke. Tempered fractional
time series model for turbulence in geophysical flows. J. Stat. Mech. Theory Exp., 2014(9):
P09023, 2014.
32. M.M. Meerschaert, R. L. Schilling, and A. Sikorskii. Stochastic solutions for fractional
wave equations. Nonlinear Dynam., 80(4): 1685-1695, 2015.
33. Y.S. Mishura. Stocastic Calculus for Fractional Brownian Motion and Related Processes.
Springer-Verlag, Berlin, 2008.
34. R.H. Nochetto, E. Ota´rola, and A.J. Salgado. A PDE approach to fractional diffusion
in general domains: A priori error analysis. Found. Comput. Math., 15: 733-791, 2015.
35. I. Podlubny. Fractional Differential Equations. vol. 198 of Mathematics in Science and
Engineering, Academic Press, San Diego, California, USA (1999).
36. L. Quer-Sardanyons and S. Tindel. The 1-d stochastic wave equation driven by a frac-
tional Brownian sheet. Stochastic Process. Appl., 117: 1448-1472, 2007.
37. W. R. Schneider and W. Wyss. Fractional diffusion and wave equations. J. Math. Phys,
30: 134-144, 1989.
38. M. Stojanovic. Wave equation driven by fractional generalized stochastic processes.
Mediterr. J. Math., 10: 1813-1831, 2013.
39. Z.Z. Sun and X.N. Wu. A fully discrete difference scheme for a diffusion-wave system.
Appl. Numer. Math., 56: 193-209, 2006.
40. T.L. Szabo. Time domain wave equations for lossy media obeying a frequency power
law. J. Acoust. Soc. Am., 96(1): 491-500, 1994.
94 Yajing Li et al.
41. D. Tang and Y.J. Wang. The stochastic wave equations driven by fractional and colored
noises. Acta Math. Sin. (Engl. Ser.), 26: 1055-1070, 2010.
42. X.J. Wang, S.Q. Gan, and J.T. Tang. Higher order strong approximations of semilinear
stochastic wave equation with additive space-time white noise. SIAM J. Sci. Comput., 36:
A2611-A2632, 2014.
43. L.L. Wei. Analysis of a new finite difference/local discontinuous Galerkin method for
the fractional diffusion-wave equation. Appl. Math. Comput., 304: 180-189, 2017.
44. M. Zayernouri, M. Ainsworth, and G.E. Karniadakis. Tempered fractional Sturm-
Liouville eigenproblems. SIAM J. Sci. Comput., 37: A1777-A1800, 2015.
45. H. Zhang, F. Liu, I. Turner, and S. Chen. The numerical simulation of the tempered
fractional Black-Scholes equation for European double barrier option. Appl. Math. Model.,
40: 5819-5834, 2016.
