Abstract: The Stein-Chen method is used to obtain a new non-uniform bound on the error of the negative binomial cumulative distribution function with parameters n and p and the Poisson cumulative distribution function with mean n(1−p). The bound obtained in this study is sharper than those reported in [8] .
Introduction
The negative binomial distribution with parameters n > 0 and p ∈ (0, 1) is an important discrete distribution. It is widely used in many areas of probability and statistics. For n = 1, it is referred to as the geometric distribution with parameter p. Let X be the negative binomial random variable with parameters n and p = 1 − q, then its probability distribution function is of the form p X (x) = Γ(n + x) Γ(n)x! q x p n , x = 0, 1, ..., 
for every x ∈ N ∪ {0}, that is, the negative binomial distribution with parameters n and p converges to the Poisson distribution with mean λ. In this case, some authors have tried to derive uniform bounds for the total variation distance between the negative binomial and Poisson distributions, which can be found in [3−7] and [10] . Let us consider the probability distribution function (1.1), by setting λ = nq and p = n−λ n , it can be expressed as
Observe that if n → ∞ and q → 0 while λ remains fixed, then
for every x ∈ N ∪ {0}. Therefore, the negative binomial distribution with parameters n and p also converges to the Poisson distribution with mean λ = nq when n is large and q is small. In the case of n ∈ N, Teerapabolarn [8] gave a non-uniform bound on this convergence as follows:
where
are the negative binomial and Poisson cumulative distribution functions at x 0 ∈ N ∪ {0}. In this study, we focus on improving the bound in (1.4) to be more sharper for any positive real number n.
The Stein-Chen method is important tool for giving the main result as mentioned in Section 2. In Section 3, we use this method to obtain a nonuniform bound for this error. Concluding remarks are presented in the last section.
Method
Stein's method was first introduced by Stein [7] . The version appropriate for the Poisson case was first developed by Chen [1] , which is referred to as the Stein-Chen method. Following [9] 
where x 0 , x ∈ N ∪ {0} and function h x 0 : N ∪ {0} → R is defined by
and
Note that f x 0 (x) ≥ 0 for every x ∈ N ∪ {0}.
Lemma 2.1. For x 0 ∈ N, then the following inequality holds:
Proof. Following [9] , we have f x 0 (x) ≤ f x 0 (x 0 + 1) for every x ∈ N. Thus,
Hence, the inequality (2.3) holds.
Lemma 2.2. Let x 0 ∈ N and λ = nq, then we have the following:
Result
The following theorem shows a new non-uniform bound on |NB n,p (x 0 )−P λ (x 0 )|. 
Proof. It is clear for x 0 = 0. For x 0 > 0, Teerapabolarn [9] showed that
Therefore, we obtain 2) and follows from (2.4), we obtain
Hence, from (3.2) and (3.3), we have (3.1).
Corollary 3.1. For x 0 ∈ N and λ = nq, then the following inequality holds:
Proof. It can be seen that
2! + · · · q = (e λ − 1)q. Hence the inequality (3.4) holds.
Conclusion
The non-uniform bound on the error in Theorem 3.1, determined by the SteinChen method, is an estimate for the error of the negative binomial cumulative distribution function with parameters n and p and the Poisson cumulative distribution with mean λ = nq = n(1 − p). With this bound, it is indicated that the result gives a good approximation when q is sufficiently small. In addition, following Corollary 3.1, this bound is sharper than those reported in [8] .
