The number of active users, their timing offsets, and their (possibly dispersive) channels with the access point are decisive parameters for wireless code division multiple access (CDMA). Estimating them as accurately as possible using as short as possible training sequences can markedly improve error performance as well as the capacity of CDMA systems. The fresh look advocated here permeates benefits from recent advances in variable selection (VS) and compressive sampling (CS) approaches to multiuser communications by casting estimation of these parameters as a sparse linear regression problem. Novel estimators are developed by exploiting two forms of sparsity present: the first emerging from user (in) activity, and the second because the actual nonzero parameters are very few relative to the number of candidate user delays and channel taps. Simulations demonstrate an order of magnitude gains in performance when sparsity-aware estimators of CDMA parameters are compared to sparsity-agnostic standard least-squares based alternatives.
INTRODUCTION
It is known that the capacity of CDMA systems can be enhanced through multiuser detection, which is capable of mitigating the multi-access interference. A key issue in the design of a multiuser receiver is the development of high-performance parameter estimation algorithms. These parameters include the user powers, timing offsets, (possibly dispersive) channel responses, and, in some cases, the number of active users accessing the network. For this reason, the problem of CDMA parameter estimation has received considerable attention over the past twenty years.
A maximum-likelihood (ML) approach (which might be prohibitively complex) and subspace-based methods have been developed to estimate the propagation delays [1] . A blind estimator of the propagation parameters based on the sample correlation of the observations has been introduced in [2]; * Prepared through collaborative participation in the Communications and Networks Consortium sponsored by the U. S. Army Research Laboratory under the Collaborative Technology Alliance Program, Cooperative Agreement DAAD19-01-2-0011. The U. S. Government is authorized to reproduce and distribute reprints for Government purposes notwithstanding any copyright notation thereon. while in [3] , assuming knowledge of the user delays, several algorithms for estimating the remaining parameters have been derived and analyzed. However, these subspace-based approaches require a long observation record and are thus applicable only to slowly varying channels. Moreover, most of the standards employ long codes. Long codes destroy the cyclostationarity of CDMA signals that subspace-based algorithms rely on. For this context, a least-squares (LS) estimator of the propagation parameters has been proposed in [4] , where the users transmit a training sequence and the receiver has perfect knowledge of the number and identity of the active users.
In this paper, the results of [4] are broadened through signal processing tools drawn from the recently established theory of VS [5] and CS [6] [7] [8] . The common theme underlying CS and VS is sparse linear regression, that is, estimation of a (possibly undersampled) sparse vectors from noisy measurements. Sparsity present in communication systems has been exploited for channel estimation [9, 10] and cognitive radio sensing [11] ; some preliminary results in the CDMA context have been obtained in [12] . In this paper, it is first shown that in most CDMA parameter estimation tasks, the vector to be estimated is sparse. Subsequently, a sparsity-aware algorithm estimating channel parameters is presented. It is shown that the novel algorithm can operate with surprisingly short training sequences. This implies enhancement of channel capacity over the standard LS-based approach. Moreover, the proposed algorithm offers a considerable error performance gain even when the identity and number of active users is unknown.
SIGNAL MODEL
Consider the uplink of an asynchronous CDMA system comprising K users, not necessarily all active. Each user experiences an unknown linear channel, possibly frequency selective, but time-invariant during the transmission of a packet. Each packet contains a preamble of known (training) symbols to be used at the receiver for parameter estimation. Based on these assumptions, the complex envelope of the received continuous-time waveform is
where P is the training packet length; stands for convolution; b k (p) denotes the known p-th symbol transmitted by the k-th user; user (in)activity is accounted for by allowing b k (p) = 0 if user k is idle; T s is the symbol period; s k,p (t) is the signature waveform of the k-th user during the p-th signalling interval; τ k is the unknown k-th user's transmission delay; ψ ch,k (t) denotes the unknown channel impulse response of the k-user, invariant during the transmission of each packet and with delay spread bounded by ∆ ch ; and w(t) is the complex additive white Gaussian noise (AWGN) at the receive antenna, with power spectral density N 0 . If N denotes the processing gain, T c = T s /N the chip period, and {c k,p (n)} N −1 n=0 the spreading sequence of the k-th user, the corresponding signature waveform is
where ψ tx (t) is the chip waveform over [0, ∆ tx ] with effective bandwidth B, and E k is the baseband energy of the k-th user. The dependence on the symbol index p in c k,p accounts for the possible adoption of long aperiodic spreading sequences. At the receiver side, r(t) is fed to a low-pass filter whose impulse response ψ rx (t) is a unit-energy waveform with finite support [0, ∆ rx ] and effective bandwidth B. The output of this filter is subsequently (over) sampled at rate M/T c , to obtain
where
where T denotes transposition. Notice that in (1) all unknown quantities (user delays and channel responses) have been lumped into the samples of the functions {g k (t)} K k=1 , whose durations are at most ∆ := ∆ tx + ∆ ch + ∆ rx . This implies that the support of each g k (t) is included in the open interval (τ k , τ k + ∆), so that that the number of its non-zero samples, call it L k , is always bounded by L := ∆M/T c . With τ max denoting the maximum user delay and letting Q := (τ max + ∆)M/T c − 1, the non-zero samples of g k (t) are always contained in the Q × 1 vector
Observe that the position of the first non-zero entry of g k depends on the k-th user delay through
Upon inspecting (1), it follows that the sampled signature of the k-th user is a linear combination of the spreading sequence {c k,p (n)} 
be the N M × Q matrices obtained after dividing in blocks the matrix containing all possible Q shifts of the vectors c ( )
With these definitions, the received vector can be expressed as r(p) =
T is a zero-mean circularly symmetric Gaussian vector with
, and r ψrx denotes the autocorrelation of the receiver filter. Notice that all the unknowns pertaining to the k-th user are contained in g k , often called composite channel in the multiuser detection parlance [4]. In particular: if user k is idle, then g k is the null vector; if user k is active, then g k contains a non-zero block whose position depends on τ k , and whose values depend on τ k and ψ ch,k .
Finally, the observations {r(p)} P −1 p=0 collected during the training phase can be stacked in a unique P N M × 1 vector r := r T (0) · · · r T (P − 1) T = Cg + w, with P := P + m,
k,p , for p = 0, 1, . . . , P − 1, k = 0, 1, . . . , K − 1. After pre-whitening, one arrives at the linear regression model
where L is the Cholesky factor of the noise covariance matrix R w , S := L −1 C, and n := L −1 w is zero-mean AWGN.
CDMA PARAMETER ESTIMATION
Based on the data y in (2), the receiver has to decipher the active users and estimate their composite channels g k . These estimates are instrumental for the subsequent multiuser detection phase. Since the k-th user delay and channel response have been included in g k , acquiring this composite channel amounts to estimating:
• the user delays in terms of multiples of T c /M , i.e., d k ∈ {0, 1, . . . , d max };
• the channel delay spread, i.e., the number of non-zero entries of g k , L k ∈ {1, . . . , L}; and
• the channel amplitude profile g k , which is contained in the values of the non-zero entries of g k .
Letting {u k } ∈ {0, 1} denote the label for the k-th user activity state, the joint user activity detection and channel estimation for all K users can in principle be solved by maximizing the likelihood f y|{u k }
k=0 . This procedure obviously incurs exponential complexity in the maximum number of users K, which is clearly infeasible. A reasonable alternative pursued here proceeds in two stages:
1. Estimate the whole vector g based on y, by minimizing a suitably chosen cost function; and 2. Given estimates { g k } K−1 k=0 , detect the active users and estimate their channels and timing offsets.
In the following sections, these two stages are elaborated further.
First stage: estimation of sparse signals
Standard pilot symbol assisted estimation in CDMA systems provides an estimate of g through LS [4], i.e., g = S † y, where † denotes pseudoinverse. This approach however, does not take into account the structure of g. In most cases of interest, g is sparse, meaning that the number of its non-zero entries is much smaller than its dimension. In the present context, this condition translates to g 0 KQ, where · 0 denotes the 0 norm. With K a denoting the set of active users, g 0 = k∈Ka g k 0 = k∈Ka L k , which reveals that two facts concur in the sparsity of g: the intrinsic sparsity of the sampled signals g k , and the possibility that a number of users are idle.
1) Sparsity of g k . The uncertainty regarding the user delay τ k and the channel response ψ ch,k forces the receiver to consider a large number of samples of g k (t), most of which are actually zero. The condition for sparsity then translates to L k Q, which holds if L k d max . This condition is always guaranteed in asynchronous systems with a large τ k uncertainty so that τ max ∆. However,
This condition is guaranteed, for example, in multipath channels when there are only a few paths -case in which the measure of the support of ψ ch,k is much smaller than ∆ ch .
2) User inactivity. Recall that when user k is idle, vector g k is null. In fact, if the number of active users is on the average much smaller than K, then g is sparse.
The ordinary LS estimate, S † y, does not provide a sparse solution and this may lead to disappointing performance. Motivated by this fact, an estimator that takes into account the sparsity of g is proposed herein. Specifically, the estimate of g is chosen as the solution of the following convex optimization problem g = arg min
The scaled 1 norm λ x 1 is essentially a regularization parameter controlling the sparsity of the estimated vector g. This is a quadratic program and a number of efficient algorithms are available for its solution. Sparse regression is a topic that has recently found widespread popularity in the context of VS [5] , and the recently established theory of CS [6] . It deals with the problem of finding the most parsimonious representation of a vector given a set of regressors. The estimator introduced by [5] to solve this problem is known as least-absolute shrinkage and selection operator (Lasso). If properly tuned though λ, the Lasso estimator can set to zero inactive variables [5] , thus providing a tool for estimating a sparse signal. Certainly, the choice of the penalty parameter λ is critical. Indeed, the larger the λ is, the more coefficients will be shrunk to zero. While asymptotically (as P → ∞) optimal choices of λ are available for the Lasso, the value suggested in [8] is λ = 2N 0 ln(KQ).
Second stage: parameter estimation
The second stage improves the rough estimate at the output of the first stage and provides a decision as to the user activity. Any a priori information regarding the structure of g k can be included at this point, e.g., the presence of a cluster of length bounded by L and any information arising from the particular problem at hand. This stage is more application dependent, and will be specifically designed for different parameter estimation problems. In any case, since it is impossible to find the probability distribution of the Lasso estimator based on finite samples, the design of the second stage will be carried by resorting to sub-optimal procedures.
Chip-synchronous CDMA over AWGN channels
This is a very common situation, where the chip-synchronism is ensured, for example, by higher level network protocols. The following assumptions are adopted: the user delays are integer multiples of T c , i.e., τ k = d k T c ; the channel impulse responses are ψ ch,k (t) = δ(t); the functions ψ tx ψ rx and ψ rx ψ rx are Nyquist waveforms, and no over-sampling is performed (M = 1); the number of active users is known and, without loss of generality (w.l.o.g.), equal to K. In this case, y = r since there is no need for whitening; L k = 1, i.e., there is only one non-zero entry in each g k ; and Q = d max + 1 so that if d max 1 the vector g is sparse and the first stage suffices to recover an estimate g.
The second stage, on the other hand, has to provide an estimate of the set of user delays {d k } K−1 k=0 starting from { g k } K−1 k=0 : no channel estimation or user activity detection is needed here. The proposed procedure, then, is
where (x) i denotes the i-th entry of the vector x.
Asynchronous CDMA over flat fading channels
This is a common scenario in wireless links. The following assumptions are made: the channel impulse responses are ψ ch,k (t) = A k δ(t); the transmit and receive filters are rectangular waveforms over [0, T c ] and no over-sampling is performed; the number of active users is known and w.l.o.g. set equal to K. In this case, y = r, L k = L = 2, and the non-zero entries of g k appear in two consecutive positions, namely
, the vector g is sparse. The second stage, then, has to be designed to estimate the set of user delays
k=0 . This problem can be solved as in [4] to obtain
Multipath fading channels
The assumptions here are:
, with W , A w,k , and τ w,k unknown; and the number of active users is known and w.l.o.g. set equal to K. As there is no information about the path delays, two cases are considered. 1) Sparsity due to asynchronism. If τ max ∆, the vectors g k contain a cluster of at most L non-zero entries; hence, an effective procedure is
where g k denotes the refined estimate at the output of the second stage.
2) Sparsity due to the channel. If ∆ ch W (∆ tx + ∆ rx ), the vectors g k have no particular structure; thus, the second stage cannot improve the estimate of the first stage, and g k is taken as estimate of the composite channel.
Unknown number of users
No assumption is made here and the system considered is the general one of Sec. 2. Given the estimates { g k } K−1 k=0 , user k is declared to be active based on g k , in which case g k is taken as estimate of the composite channel. The second stage performs hypothesis testing: user idle versus active. Given the non-Bayesian setting, a simple yet effective procedure is g k 2 > γ, declare user k active with channel g k < γ, declare user k idle where the threshold γ is set to meet the required specifications in terms of false alarm probability. As in the previous section, if sparsity comes mostly from user asynchronism, the second stage runs the above test starting from the refined estimates g k of the procedure in (4b).
SIMULATED TESTS
The performance of the proposed estimators is assessed in this section through Monte Carlo simulations. A CDMA system employing random spreading codes with N = 15 is simulated, with rectangular chip-waveforms at both transmitter and receiver and without oversampling (M = 1). Fig. 1 shows the probability of incorrect delay estimation of the k-th user P e versus the SNR for the chip-synchronous AWGN case (Sec. 3.2.1). A severe near-far sceario is considered, d max = N − 1, and different values of P are tested. For comparrison purposes, the curves of the conventional matched filter and that of the LS-based algorithm (i.e., a two-stage procedure employing the LS at the first stage [4]) are also included. Notice that both are largely outperformed by the Lasso-based algorithm.
In Fig. 2 , the asynchronous case with multipath fading channels and known number of users is considered (Sec. 3.2.3). Both user and path delays are assumed to be uniformly distributed over [0, 7T c ]. The normalized mean-square error (N-MSE) of the composite channel estimate versus the SNR is plotted under perfect power control, with P = 10 and K = 5. The curves of the LS-based estimator and the ideal LS estimator with extra-knowledge of the support of g (Genie-aided LS) have been also added. Notice that the LS estimator suffers a loss of 10 dB for P = 10 with respect to the Lasso-based estimator.
Finally, Fig. 3 depicts the receiver operating characteristic (ROC), i.e., the probability of detection P D = P("user k is declared active"|"user k is active") versus the probability of false alarms P FA = P("user k is declared active"|"user k is idle"), for the asynchronous case with multipath fading channels and unknown number of users (Sec. 3.2.4). It can be seen that for a short training sequence of length of P = 10, the LS-based algorithm is completely ineffective while the Lasso-based one exhibits excellent performance.
CONCLUSIONS
A recently established theory for estimating sparse signals has been exploited for parameter estimation in CDMA systems under very general channel conditions. It has been demonstrated that the signal of interest is often sparse, and simple algorithms for parameter estimation and user activity detection based on the Lasso have been proposed. Numerical tests have clearly corroborated the superiority of this procedure with respect to LS, especially for short training sequences. Interestingly, the proposed algorithms can be solved efficiently, and carry over even when user activity is unknown.
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