We consider estimations for the reliability in two independent variables with Pareto and uniform or exponential distributions. And then we compare the mean squared errors of two reliability estimators for each case. We also observe the skewness of densities of the ratio for each case.
Introduction
For two independent random variables X and Y , and a real number c, the probability P (X < cY ) is as given in Woo (2006) : (i) it is reliability when c = 1, (ii) it is distribution of ratio X/(X + Y ) when c = t/(1 − t) for 0 < t < 1.
The reliability will increase the need for the industry to perform systematic study for the identifications and reduction of causes of failures. These reliability studies must be performed by persons who can identify and quantify the modes of failures, know how to obtain and analyze the statistics of failure occurrences, and can construct mathematical models of the failure that depend on, for example, the parameters of material strength or design quality, fatigue or wear resistance, and the stochastic nature of the anticipated duty cycle in Saunders (2007) . Ali and Woo (2005) studied an inference on the reliability in a power function distribution, and Woo (2007) also studied the reliability in two independent half-triangle distributions. studied an inference on the reliability P (Y < X) in the Gamma case. studied inferences for the reliability and the ratio in an exponentiated complementary power function distribution. Lee and Lee (2010) studied inference on the reliability and the ratio in a right truncated Rayleigh distribution. Ali et al. (2010) studied estimations of P (Y < X) when X and Y belong to different distribution families.
In this paper, we consider the estimation of the reliability in two independent random variables with Pareto and uniform or exponential distributions. And then we compare mean squared errors of two reliability estimators for each case. We also observe skewness of densities of ratio for each case.
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Sang-Un Yun · Chang-Soo Lee 2. Pareto-uniform distributions 2.1. Estimating the reliability Let X and Y be independent random variables where X has a Pareto density given by
and Y has a uniform density over (0, θ).
In this section, we consider the estimation of the reliability P (Y < X). As an application of this case Y , representing the time to sustain a fixed level of the radioactivity, is a uniform random variable and X, representing the life time of a white rat which is exposed to the radioactivity, is a Pareto random variable. Now, we consider the reliability R(ρ) = P (Y < X) as following :
Proposition 2.1 Let X and Y be two independent random variables where X has a Pareto density (2.1) with β > 0 and known α ( = 1) and Y has a uniform density over (0, θ), respectively for β < θ. Then(a) The reliability is given by
This completes the proof.
Therefore, the inference on R(ρ) is equivalent to that on ρ (McCool, 1991) . And hence it is sufficient for us to consider estimation of ρ instead of estimating R(ρ).
Assume X 1 , X 2 , · · · , X n and Y 1 , Y 2 , · · · , Y m be independent random samples from the Pareto density (2.1) having β > 0, known α ( = 1) and a uniform density over (0, θ) for β < θ, respectively. Then the estimators of β and θ are given as follows (Johnson et al., 1994) :
From (2.2), the MLE of ρ is given by :
3)
The densities of X (1) and Y (m) are given as in Rotatgi (1976) by
From the densities in (2.4) and formula 3.381(4) in Gradshteyn and Ryzhik (1965) , we obtain the followings :
From the expectation in (2.5), an unbiased estimatorρ of ρ can be obtained as :
which has variance :
From (2.5) and (2.6), we can calculate mean squared errors (MSEs) of the MLE ρ and the unbiased estimator ρ as in Table 2 .1. Because the inference on R(ρ) is equivalent to that on ρ by McCool (1991), we obtain the following : Fact 2.1 Assume X 1 , X 2 , · · · , X n and Y 1 , Y 2 , · · · , Y m be independent random samples from Pareto density (2.1) having β > 0 and known α ( = 1) and a uniform density over (0, θ) for β < θ, respectively. Then for ρ ≡ β/θ <1, an estimator R( ρ) of the reliability R(ρ) = P (Y < X) performs better than MLE R( ρ) in the sense of MSE.
Next we consider an interval estimation of ρ = β/θ <1, only when the density (2.1) has β > 0 and known α ( = 1).
The density of a pivot quantity P ≡ β/θ · Y (m) /X (1) is derived as :
And then, for given p i ≥ 0, i = 1, 2 with 0
is an 100(1 − p 1 − p 2 )% conservative confidence interval for ρ = β/θ, where a lower limit l(p 1 ) and an upper limit u(p 2 ) satisfy
Remark 2.1 (Large-sample confidence interval)
Based on the MLE ρ = X (1) /Y (m) of ρ and the variance of ρ in (2.5), an approximate symmetric 100(1 − γ)% confidence interval for ρ is given by :
Distribution of the ratio
In this section, we consider the ratio R Y = Y /(X + Y ), when X has a Pareto density (2.1) with β > 0 and known α ( = 1), and Y has a uniform random variable over (0, θ), respectively.
First, from the quotient density in Rohatgi (1976) and the integration, we can derive the quotient density Q = X/Y as follows :
From the quotient density (2.7), we can derive the density of the ratio R Y as follows :
From (2.8) and formula 3.194(1) in Gradshteyn and Ryzhik (1965) , we can obtain the k-th moments of R Y as follows :
where 2 F 1 (a, b; c; x) is the hypergeometric function given in Gradshteyn and Ryzhik (1965) . From the k-th moments in (2.9) and recursion formula 15.2.13 and formula 15.1.8 of the hypergeometric function in Abramowitz and Stegun (1970) , we can obtain mean, variance, and coefficients of the skewness of the density (2.7) as in Table 2 .2. From Table 2 .2, we observe the following trends :
Fact 2.3 When X and Y have independent Pareto density (2.1) with β > 0 and α ( = 1), and a uniform density over (0, θ) for β < θ, respectively. For α = 3 and ρ = β/θ ≤ 1/4, the density of the ratio R Y =Y/(X+Y) is left skewed, but elsewhere it is right skewed.
Pareto-exponential distributions

Estimating the reliability
Let X and Y be two independent random variables where X has a Pareto density (2.1) with known α > 0 and Y has an exponential density with the mean σ > 0, respectively.
In this section, we consider the estimation of P (Y < X). As an application of this case X, representing the time to repair a electronics when it broke down, is a Pareto random variable and Y , representing the life time of an used electronics, is exponential random variable. Now, we consider the reliability R(η) = P (Y < X) as following :
Proposition 3.1 Let X and Y be two independent random variables where X has a Pareto density (2.1) with known α > 0 and Y has an exponential density with the mean σ > 0, respectively. Then (a) The reliability is given by
where Γ(a, x) is an incomplete gamma function.
(b) The reliability R(η) is a monotone increasing function of η.
, we get dR(η)/dη > 0. This completes the proof.
Since R(η) is a monotone function of η, the inference on R(η) is equivalent to that on η (McCool, 1991) . And hence it is sufficient for us to consider the estimation of η instead of estimating R(η).
Assume X 1 , X 2 , · · · , X n and Y 1 , Y 2 , · · · , Y m have independent random samples from the Pareto density (2.1) with known α > 0 and an exponential density with the mean σ > 0, respectively.
Then the estimators of β and θ are given as follows (Johnson et al., 1994) :
From (3.2), the MLE of η is given by :
It is well-known by Rohatgi (1976) that m i=1 Y i follows a gamma distribution with shape m and scale σ.
From the density of X (1) in (2.4), the distribution of m i=1 Y i and formula 3.381(4) in Gradshteyn and Ryzhik (1965) , we obtain the followings :
From the expectation in (3.4), an unbiased estimator η of η can be obtained as:
From (3.4) and (3.5), we can calculate mean squared errors (MSEs) of the MLE η and the unbiased estimator η as in Table 3 .1 Because the inference on R(η) is equivalent to that on η by McCool (1991), we obtain the following :
Fact 3.2 Assume X 1 , X 2 , · · · , X n and Y 1 , Y 2 , · · · , Y m be independent random samples from a Pareto density (2.1) with known α > 0 and an exponential density with the mean σ > 0, respectively. Then for η = β/σ, an estimator R( η) for the reliability R(η) = P (Y < X) performs better than the MLE R( η) in the sense of MSE. Next, we consider a confidence interval for η = β/σ as follows : From formula 3.381(3) in Gradshteyn and Ryzhik (1965) , the density of a pivot quantity
is obtained by the following :
f T (t)dt = 1 is easily obtained from formula 13.39 in Oberhettinger (1974) . To find a lower and an upper limits of confidence interval for η = β/σ, we first obtain the following by changing the order of double integration. 
From Lemma 3.3 and the density f T (x) of a pivot quantity T , an upper and a lower limits of the confidence interval for η = β/σ can be obtained as :
And then, for given p i >= 0, i = 1, 2, with 0
is an 100(1 − p 1 − p 2 )% conservative confidence interval for η = β/σ.
Distribution of the ratio
In this section, we consider the ratio R X = X/(X + Y ), when X has a Pareto density (2.1) with known α > 0 and Y has an exponential density with the mean σ > 0, respectively.
From the quotient density in Rohatgi (1976) and formula 3.1 in Oberhettinger and Badii (1973) , we can derive the quotient density V = Y /X as follows : 6) where Γ(a, x) is an incomplete gamma function of x. From the quotient density (3.6), we can derive the density function of the ratio R X as follows :
From the density (3.6) of the quotient V , the k-th moments of the ratio R X is represented by MacRobert's E-function in Gradshteyn and Ryzhik (1965) .
2 F 1 (k, α; α + 1; −x)dx = (α/Γ(k))E(k, α, 3; α + 1; β/σ). This completes the proof.
From the density function of the ratio R X , the k-th moment of the ratio R X is represented by the following double integral (3.9) E(R From approximate computations of double integral (3.9) of the k-th moments for the ratio R X , approximate means, variances and coefficients of the skewness for f R X (x) in (3.7) can be obtained as in Table 3 .2. From Table 3 .2, we observe the following trends :
Fact 3.5 Let X and Y be two independent random variables where X has a Pareto density (2.1) with known α > 0 and Y has an exponential density with the mean σ > 0, respectively. Then for η = β/σ, when (α, η) = (3, 1/4), the density of the ratio R X = X/(X + Y ) is right skewed, but elsewhere it is left skewed.
