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Review of the papers and the author’s contribution
Paper I discusses an assimilation experiment targeting the sulphur dioxide in
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where the emission forcing was refined in addition to the concentration in air. I
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Paper II presents a scheme for assimilating surface observations of ozone and
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Paper III extends the 4D-Var assimilation method into inverse modeling of vol-
canic emissions. As an application, the sulphur dioxide emissions in the 2010
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1 Introduction
The success of numerical weather prediction, along with the increasing computing
capability, has made numerical simulations feasible for diverse scientific and prac-
tical problems related to the atmospheric composition. Predicting dispersion of a
hazardous pollutant, modelling regional air quality or simulating global distribu-
tion of aerosols and reactive gases are typical applications for the current chemistry
transport models.
However, any prediction given by an atmospheric model is uncertain. In weather
prediction, much of the uncertainty has been attributed to errors in the initial state
(Magnusson and Ka¨lle´n, 2013). This is a consequence of the nonlinear dynamics
(Lorenz, 1963, 1982) that govern the atmospheric flow, and thus, a skillful weather
forecast needs to be initialised using current observations in the process known as
data assimilation, defined by Talagrand (1997) as “the process through which all
the available information is used in order to estimate as accurately as possible the
state of the atmospheric or oceanic flow”.
This definition describes the data assimilation from the perspective of numerical
weather prediction. In that sense, the first applications of data assimilation in
tropospheric chemistry and dispersion modelling date back to late 90s (Elbern et al.,
1997). Meanwhile, observations have been used in numerous inverse modelling
studies aiming at estimation of emissions from point sources (see, for example, the
review of Shankar Rao (2007)) or for estimation of greenhouse gas fluxes (Enting
and Mansbridge, 1989; Houweling et al., 1999; Enting, 2002). The concept of
data assimilation in atmospheric chemistry models is thus somewhat ambiguous.
This thesis covers both inverse modelling of emissions and data assimilation in the
traditional sense and explores the connection between the two.
The diversity of approaches to chemical data assimilation reflects the diversity
of forecast problems in atmospheric chemistry and pollutant dispersion. Modelling
the composition of polluted boundary layers is characterised by strong emission
forcing and dissipation due to removal processes, and often strong chemical cou-
pling between species. Due to the strong forcing and limited chemical lifetime of
pollutants, perturbations in the initial state tend to dissipate rather than grow in
time. As demonstrated by this thesis and previous studies discussed in Section 3.2,
this sets a fundamental limit on the forecast improvements obtainable with data
assimilation taken in its narrow definition.
Contrary to air quality modelling, simulating the dispersion of accidental re-
leases or volcanic plumes usually involves a single, poorly known emission source.
The combined uncertainty and importance of the source term makes this type of
problem attractive for inverse modelling of emissions. However, the atmospheric
lifetime of volcanic plumes is often longer than the lifetime of pollutants emitted
near surface, and traditional data assimilation has indeed been found to improve
long-range predictions of volcanic plumes (Flemming and Inness, 2013).
Inverse modelling generally requires confidence on the quality of the numerical
model, which can be achieved by the appropriate choice of numerical methods
and their sufficient evaluation. This aspect is addressed by the final part of this
thesis, which describes the development and evaluation of a numerical scheme for
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the advection equation, which forms a fundamental component in any chemistry
transport model.
In summary, the main objectives of this thesis are as follows:
• To assess the impact of chemical data assimilation on short-term forecasts of
gas-phase pollutants
• To evaluate a variational data assimilation scheme based on short-term emis-
sion adjustments
• To formulate a variational method for reconstructing temporal and vertical
profiles of volcanic emissions using satellite retrievals
• To assess the added value of assimilating plume height retrievals for estimat-
ing the vertical profiles of sulphur emissions in explosive volcanic eruptions
• To evaluate a numerical scheme for solving the advection equation using up-
to-date benchmarks.
This thesis consists of an introduction and four manuscripts. Paper I and
Paper II approach data assimilation and inverse problems from the perspective of
air quality forecasting; Paper III discusses inverse modelling of volcanic emissions,
and Paper IV is about numerical solution the advection equation.
The introduction, which summarises the findings presented in the manuscripts,
is organised as follows. Section 2 presents the theoretical background regarding
numerical methods for the advection equation. Section 3 gives a brief overview of
inverse problems, their connection to data assimilation, and and presents a review of
their recent applications in atmospheric chemistry and dispersion models. Sections
5 and 6 present the main results and conclusions of the thesis.
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2 Numerical modelling of pollutant transport
Extensive efforts regarding numerical methods in atmospheric chemistry models
have been devoted to treatment of the advection equation
∂ϕ
∂t
+∇ · (ϕv) = 0, (1)
where ϕ denotes the species concentration, or equivalently,
∂ψ
∂t
+∇ψ · v = 0, (2)
where ρ denotes air density and ψ = ϕ/ρ is the mixing ratio.
Numerical solution of Eq. (1) is also the main topic of Paper IV, which de-
scribes development of the advection scheme used in the SILAM chemistry trans-
port model. This section gives a short introduction to the numerical methods used
to solve Eq. (1) in atmospheric chemistry models. The emphasis is on conservative
semi-Lagrangian methods – more general reviews of advection schemes have been
given by Rood (1987) and Lauritzen et al. (2014).
The advection equation (1) is a component in the system of equations solved
by chemistry transport models – namely, the tracer continuity equation
∂ϕ
∂t
+∇ · (ϕv)−∇ ·K∇ϕ = R(ϕ, x, t) (3)
where v(x, y, z, t) is wind field, K is the eddy diffusivity tensor and R denotes the
sources and sinks. For chemically reactive species, R includes reactions with other
species, and in this case, (3) becomes a system of partial differential equations
non-linearly coupled by the reaction term.
The equation (3) needs to be solved numerically. An almost universally used
approach is the operator splitting, where the terms in Eq. (3) are solved in separate,
sequential steps. This uncouples the transport equation of chemically connected
constituents from each other, and enables using explicit or implicit time integration
depending on the typical time scale of each term separately. The splitting can be
extended to solving multidimensional operators sequentially in each dimension; this
is called dimensional splitting. Operator splitting introduces additional numerical
errors which have been discussed for the advection-reaction-diffusion system by
Lanser (1999), Sportisse (2000) and Santillana et al. (2016).
Due to the requirement of strict mass conservation, numerical solution of (1)
in atmospheric chemistry models (as reviewed by Kukkonen et al. (2012)) is most
commonly based on the integral form of Eq. (1):
d
dt
∫
Ωi
ϕ(x)dΩ = −
∮
∂Ωi
ϕ(x)v · ndS, (4)
which is readily obtained using the divergence theorem. Here, Ωi denotes the ith
grid cell and n is the unit normal vector.
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If the flux integrals on the right hand side of Eq. (4) are approximated numer-
ically, one obtains a spatially discrete system for the cell-averaged concentration
ϕ¯i, which in one dimension can be written as
dϕ¯i
dt =
1
h
(Fi−1/2 − Fi+1/2), (5)
where h is the cell size. The cross-boundary fluxes Fi±1/2 are evaluated by fitting a
polynomial or other interpolant to the mean concentrations ϕ¯i of the neighbouring
grid cells.
Due to the Courant-Friedrichs-Lewy (CFL) stability condition, schemes in the
form (5) are only stable for sufficiently small Courant numbers C = v∆t/h, which
usually needs to be less than one. This is especially problematic in global models
using a lon-lat grid, since convergence of the meridians results in high Courant
numbers near the poles.
The desire to choose the timestep based on accuracy rather than stability con-
siderations has led to the popularity of the semi-Lagrangian advection schemes.
In the semi-Lagrangian schemes, the numerical domain of dependence for each re-
ceiving grid cell is not restricted to the adjacent cells, but is instead determined
by trajectory integrations. However, the classical gridpoint-based semi-Lagrangian
advection methods used in weather prediction models (Staniforth and Coˆte, 1991)
are not conservative, and thus rarely used in chemistry models.
Conservative semi-Lagrangian schemes can be constructed based on the La-
grangian form of Eq. (4),
d
dt
∫
V(t)
ϕ(x)dΩ = 0, (6)
where the Lagrangian volume V follows the flow. The discretisation of Eq. (6) can
proceed in several ways, which will be discussed here in single space dimension.
A detailed presentation of conservative semi-Lagrangian schemes in two or three
dimensions has been given by Lauritzen et al. (2011).
Given the concentration ϕ(x, tk−1) at previous timestep, the mean concentra-
tion in grid cell Ωi at the next timestep can be evaluated by integrating over the
departure cell Ωi(tk−1), as shown in Fig. 1a,
ϕ¯i =
1
|Ωi(tk−1)|
∫
Ωi(tk−1)
ϕ(x, tk)dΩ, (7)
where |Ωi(tk−1)| denotes the volume of the departure cell, which is determined by
integrating the backward trajectories from the cell borders xi±1/2. The continuous
concentration ϕ(x, t) is unknown and needs to be evaluated from an interpolation,
ϕ˜(x), often called a reconstruction function, which has a similar role as the inter-
polation used in Eulerian schemes represented by Eq. (5). However, contrary to
the flux-form schemes, the reconstruction function must be conservative:∫
Ωi
ϕ˜(x)dx = |Ωi|ϕ¯i. (8)
It would be equally possible to compute forward trajectories from Ωi and inte-
grate over intersections of the receiving Eulerian cells and the arrival volume (Fig.
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Figure 1: Semi-Lagrangian advection in one dimension: a) a backwards scheme
with integration over departure cell; b) a forward scheme with distribution of mass
between cells i and i + 1; c) a flux scheme with integration over swept volumes
Si−1/2 and Si+1/2.
1b). However, the backward integration allows the reconstruction functions ϕ˜(x)
to be defined with respect to the fixed (Eulerian) grid, which is often simpler.
Alternatively, a flux-form scheme can be also constructed following the La-
grangian approach. This follows from the observation that the time integral of
a flux through a cell interface can be represented as an integral over the volume
which passes through the interface during the timestep:∫ tk+1
tk
Fi−1/2(t)dt =
∫
Si−1/2
ϕ˜(x, tk)dV. (9)
The idea is illustrated in Fig. 1c. Since the “swept volume”S can span several grid
cells, the scheme is not limited by the typical CFL condition. A flux-form scheme
is conservative even if the reconstruction function does not satisfy Eq. (8), or if
the integrals are approximated numerically.
Fully multidimensional, conservative semi-Lagrangian schemes have been de-
scribed by Nair and Machenhauer (2002) and Lauritzen et al. (2010). Tracking the
Lagrangian volumes Ω(t) in a multidimensional flow is considerably more complex
than in the one-dimensional case. However, at least for simulations with com-
plex chemistry, the computational cost per tracer can remain reasonable, since the
departure volume needs to evaluated only once for each cell.
A more straightforward way to extend the semi-Lagrangian computations to
multiple dimensions is to use dimensional splitting as done in the flux-form semi-
Lagrangian scheme of Lin and Rood (1997), and in the scheme described Paper IV.
Dimensional splitting is also used in many purely Eulerian schemes (Bott, 1989;
Prather, 1986; Colella and Woodward, 1984).
In addition to mass conservation, desirable qualitative features for a numerical
advection include positive definiteness (preservation of non-negativity) and mono-
tonicity with regard to the initial data. As discussed by LeVeque (1992), a prac-
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Figure 2: The advection scheme of Galperin (1999): a) the continuous function
ϕ(x) is represented by box functions Π; b) the box functions are transported with
the flow and new centres of mass Xi and total masses Mi are evaluated; c) the box
functions Πi are updated according to the new Xi and Mi.
tically useful definition for the monotonicity is that for a monotonously increasing
(or decreasing) initial condition, the numerical solution at a later time has to be
monotonously increasing (decreasing). This property is sufficient to guarantee that
the scheme does not produce spurious oscillations near an isolated discontinuity.
A classical result is the theorem of Godunov (1959), which states that a mono-
tonicity preserving linear finite difference scheme can be at most first order ac-
curate. It is straightforward to show that a positive definite linear scheme will
unavoidably be also monotonicity preserving. Due to the excessive diffusiveness
of first-order schemes, the advection schemes used in chemistry transport models
almost invariably include some nonlinear elements.
The advection scheme of Galperin (1999), developed and evaluated further in
Paper IV, is a forward semi-Lagrangian finite volume scheme corresponding to the
case b) in Fig. 1. For each grid cell, the scheme tracks the total mass Mi and
centre of mass Xi given by
Mi =
∫
Ωi
ϕ(x)dx (10)
Xi =
1
Mi
∫
Ωi
xϕ(x)dx. (11)
The reconstruction function is a rectangular pulse show in Fig. 2a:
Πki (x) =
{
Mi
2w , |x−Xi| ≤ w
0, otherwise , (12)
where w = min(|Xi − xi−1/2|, |Xi − xi+1/2|) and xi±1/2 are the cell borders. The
full continuous distribution is therefore represented by the sum of Πi:
ϕ¯(x) =
∑
i
Πi(x). (13)
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Both Mi and Xi are updated (Fig. 2 panels b and c) using Πi(x), whose form allows
the necessary integrals to be evaluated exactly. Since Πi(x) ≥ 0 for all x and i, the
scheme conserves non-negative solutions. However, as discussed in Paper IV, the
scheme is otherwise not fully monotonicity preserving.
Use of additional prognostic quantities (Xi) connects the scheme to Eulerian
schemes of Russell and Lerner (1981) and Prather (1986). The reconstruction
function given by Eq. (12) distinguishes the scheme from the otherwise similar
scheme of Egan and Mahoney (1972), which does not adjust the width w, but
instead tracks the second moments. Also, the Egan and Mahoney (1972) scheme
is formulated in Eulerian context and is only stable conditionally to the Courant
number.
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3 Inverse problems and data assimilation
Physical models normally predict values of an observable quantity given a set of
known input parameters. In mathematical literature (Tarantola, 2005), this is often
referred as the forward problem. Conversely, if the input parameters are poorly
known and need to be evaluated from a set of observed values, an inverse problem
needs to be solved. As it turns out, the concept of inverse problems connects quite
naturally with the process called data assimilation in meteorology and related fields.
This section aims to offer a unified view to the two concepts.
3.1 Theoretical background
The forward problem can be formalised as
y = H(x), (14)
where x and y are vectors denoting the input parameters and observations which
are connected by the operator H. In the following discussion, operators which may
be nonlinear are denoted with calligraphic letters such as H, while the boldface
letters (eg. H) denote matrices and linear operators.
Since the vectors x and y usually have different dimensions, inverting Eq. (14)
does generally not constitute a well-posed problem. Moreover, in many problems
related to atmospheric constituent transport, features of the forward operator H
render techniques like ordinary least squares ill-conditioned, and to overcome this
difficulty, the inverse problem needs to be modified in some sense. One approach
is regularisation, where a well-posed “nearby” problem is solved with the hope
of arriving at an approximate solution of the original problem. A very common
example is the Tikhonov regularisation, which in the simplest form formulates the
inversion as a penalised least-squares problem of minimising
J (x) = ‖y−H(x)‖2 + α2‖x‖2, (15)
where the parameter α2 controls the level of regularisation.
Alternatively, the inversion can be viewed as a Bayesian estimation problem
where the ill-posedness is addressed by including additional a priori information,
formulated as the prior probability distribution p(x). To quantify the uncertainty
of observations, Eq. (14) is recast into a stochastic form
y = H(x) + , (16)
where  denotes the observation errors. The solution of the inverse problem is then
formally the probability distribution of x conditioned to a realisation of y, p(x|y),
as given by the Bayes theorem
p(x|y) = p(x)p(y|x)
p(y) . (17)
In principle, the posterior distribution p(x|y) could be characterised in many
ways, including moments or quantiles, but the computational cost of H often limits
15
the choice of estimators. An option which does not require a drawing a large sample
from the posterior distribution is the maximum a posteriori (MAP) estimate of x
given by
xMAP = arg max
x
p(x|y). (18)
The MAP estimate can be evaluated using numerical optimisation methods pro-
vided that the density function p(x|y) is known. For some probability distributions
(most notably Gaussian), xMAP is also equal to the conditional mean E(x|y).
To connect the discussion of general inverse problems with data assimilation,
we next assume that x in fact represents the state of a stochastic process given by
xk+1 =Mk(xk) + δk, (19)
where the model operator M propagates the state vector between the timesteps k
and δ represents the model noise. The problem is now to estimate the state x using
simultaneously the observations given by Eq. (16) and knowledge of the system
evolution encoded into Eq. (19).
The form of Eq. (19) suggests towards a recursive scheme for estimating the
distribution of p(xk|y0...yk) conditioned to observations until step k. The recursion
proceeds in two steps:
1. Analysis step: given the prior (or background) distribution p(xk|y0...yk−1)
and the current observations yk, characterise the posterior (or analysis) dis-
tribution p(xk|yi≤k).
2. Forecast step: given p(xk|yi≤k) and Eq. (19), characterise the conditional
distribution of the forecast p(xk+1|yi≤k), which becomes the prior distribu-
tion for the next analysis step.
Linear observation and model operators H and M combined with a Gaussian
initial distribution p(x0) and noise terms δ and  form an important special case
where all the involved conditional distributions are also Gaussian. The Gaussian
distributions are completely determined by their conditional means and covari-
ances, which in turn can be evaluated algebraically. This procedure leads to the
well-known Kalman filter, which at each analysis and forecast step updates both
the conditional mean and covariance matrix of xk.
The requirement to manipulate the covariance matrices of the model state makes
the standard Kalman filter suitable only for relatively low-dimensional systems.
However, the Ensemble Kalman filter (EnKF, Evensen (1994, 2003)) has proven to
be a feasible option even for large-scale geophysical models. Ignoring the covari-
ance propagation and instead using a prescribed covariance matrix for the analysis
step leads to another important class of assimilation methods which, in particular,
includes the variational methods (Le Dimet and Talagrand, 1986; Lorenc, 1986)
used in this work.
The variational methods usually assume that the observation errors are Gaus-
sian and unbiased, and that the background distribution xk|yi<k is also Gaussian:
xk|yi<k ∼ N (xb,B)
 ∼ N (0,R), (20)
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Using the background state xb and the background and observation error covariance
matrices B and R, the variational methods aim to evaluate a MAP estimate for the
analysis state xa. The background error covariance matrix is usually not defined
explicitly but instead as an operator acting on x, which avoids the computational
difficulties associated with its high dimension.
Under the assumptions (20), the posterior probability density is maximised by
minimising the cost function
J3D(x) = 12(y−H(x))
TR−1(y−H(x))
+ 12(x− xb)
TB−1(x− xb). (21)
Minimising the cost function J (x) with an iterative, gradient-based method yields
the data assimilation scheme known as the three-dimensional variational assimila-
tion, or 3D-Var (Lorenc, 1986). The gradient of the cost function is given by
∇J3D(x) = −H∗R−1(y−H(x)) +B−1(x− xb), (22)
where the adjoint observation operator H∗ is related to the linearised observation
operator H by the duality relation
〈Hψ,ϕ〉 = 〈ψ,H∗ϕ〉 (23)
for any pair of vectors ϕ,ψ belonging to the observation and model space, respec-
tively.
Algorithms which use observations to update the past in addition to the current
model state are called smoothers. The most important data assimilation algorithm
in this category is the four-dimensional variational assimilation (4D-Var) method.
Normally, 4D-Var (Le Dimet and Talagrand, 1986) is used in the strong-constraint
form which estimates the system state within an assimilation window, during which
the model noise δk is assumed negligible. This implies that the evolution of xk is
determined by the state x0 in the beginning of the assimilation window. Under the
assumptions of Eq. (20), this results in a cost function
J4D(x0) = 12
n∑
k=0
(yk −Hk(xk))TRk−1(yk −Hk(xk))
+ 12(x0 − xb)
TB−1(x0 − xb), (24)
with xk+1 =Mk(xk) for each 0 ≤ k < n. By considering a first order perturbation,
it is easy to show that the gradient of J4D(x) with respect to the initial state is
given by
∇J4D(x0) = −
n∑
k=0
M∗k,0H∗kR−1k (yk −H(xk)) +B−1(x0 − xb), (25)
where M∗k is the adjoint model operator defined analogously to the adjoint obser-
vation operator H∗k and M∗k,0 is shorthand for M∗0M∗1...M∗k. The first term in the
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gradient is in practice obtained by backwards integration of the adjoint system
x∗k = M∗kx∗k+1 −H∗kR−1k (yk −Hk(x)). (26)
Compared to evaluating a 3D-Var analysis separately for each time within the
assimilation window, the 4D-Var method uses the prescribed background error
covariance matrix B only in the beginning of the window. Within the assimilation
window, the forward and adjoint model integrations in 4D-Var result in implicit
propagation of the background errors to the later timesteps, which generally makes
the 4D-Var analysis more accurate than 3D-Var even in the end of assimilation
window.
Another useful consequence of the implied covariance evolution is that 4D-Var
can dynamically estimate unobserved components in the state vector, which finally
returns us to the inverse problem of estimating an emission forcing given a set of
tracer measurements.
In a chemistry model, the state vector xk consists of tracer concentrations. The
emission fluxes are introduced as a forcing f ,
xk+1 =Mk(xk) + fk+1, (27)
where each fk ∼ N (f bk ,Kk) is Gaussian and to be estimated along with x0. The
4D-Var cost function for this system is
Jf (x0, f1, ..., fn) = 12
n∑
k=0
(yk −Hk(xk))TRk−1(yk −Hk(xk))
+ 12
n∑
k=0
(fk − f bk)TK−1k (fk − f bk)
+ 12(x0 − xb)
TB−1(x0 − xb). (28)
With a similar derivation as for Eq. (24), it can be shown that the gradient for Jf
with respect to fk is simply given by the adjoint variables x∗ as
∂Jf (x0, f1, ..., fn)
∂fk
= x∗k +K−1i (fk − f bk) (29)
The variational formulation of the flux inversion was presented by Elbern et al.
(2000). However, Eq. (27) has the same form as the generic evolution equation
(19). If the stochastic forcing fk is interpreted as the model error, as in Eq. (19),
then the problem (27) and its solution are similar to the technique of Derber (1989),
later referred by Tre´molet (2006) as a weak-constraint 4D-Var algorithm.
The most important complexity in implementing the 4D-Var method with an ex-
isting model lies within developing, testing and maintaining the code corresponding
to the adjoint model and observation operators M∗ and H∗. This can be achieved
with either manual or automatic transformation of the program code (Giering and
Kaminski, 1998). The resulting code is referred as the discrete adjoint. The alter-
native approach is to start from the continuous system of equations, such as Eq.
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(3), and derive the continuous adjoint system, typically also a partial differential
equation. The adjoint system for the flux-form advection equation (1) is an equa-
tion similar to its advective form (2) (Marchuk, 1995; Elbern and Schmidt, 1999),
which admits a similar numerical solution as the forward equation. Consequently,
the continuous adjoint has been adopted for the advection component in several
chemistry transport models (Henze et al., 2007; Hakami et al., 2007; Davoine and
Bocquet, 2007), and the approach has proven successful even though the gradi-
ent obtained this way is only an approximation to Eq. (25). Furthermore, in the
numerical tests of Gou and Sandu (2011), the continuous adjoints for advection
were found preferable at least in an idealised setting; this was attributed to the
nonlinearities in advection schemes mentioned in Section 2.
3.2 Applications in atmospheric chemistry and dispersion
modelling
The preceding section showed that inverse modelling of the emission fluxes and
chemical data assimilation can be handled by a similar formalism. However, on
practical level, the past research has followed several largely distinct lines. The lines
of research with influence on this thesis include (i) inverse studies of point sources,
(ii) reactive gas flux inversions and (iii) studies on chemical data assimilation for
air quality forecasting.
The first experiments with data assimilation in atmospheric chemistry models
were with stratospheric chemistry models (Fisher and Lary, 1995) and some years
later with tropospheric chemistry and aerosol models (Elbern and Schmidt, 1999;
van Loon et al., 2000; Collins et al., 2001). Studies assessing the improvements of
short term forecasts in addition to evaluating the analysis fields have been described
by Elbern and Schmidt (2001), Blond and Vautard (2004) and Wu et al. (2008)
for ozone and by Tombette et al. (2009) and Pagowski et al. (2010) for particulate
matter.
For ozone and particulate matter, initialising the forecast from the analysis has
been found to improve the forecast mainly within a range of 24 hours with a minor
improvement for hours 24–48. Fewer studies have considered the impact of data
assimilation on forecasts of nitrogen dioxide (NO2) or other short-lived pollutants.
Due to the shorter chemical lifetime, the forecast improvements can be expected
to be transient, which was indeed confirmed by Wang et al. (2011), Silver et al.
(2013), and Paper II.
In addition to the mainly regional model studies cited above, chemical data
assimilation has been incorporated to global models. Due to the uneven coverage
of the surface-based observation networks, the main attention in global applica-
tions has been on assimilating satellite retrievals of both aerosol (Benedetti et al.,
2009; Zhang et al., 2008; Weaver et al., 2007) and gas-phase (Inness et al., 2013)
constituents.
Inverse methods for source term estimation were first focused on accidental or
intentional releases of radioactive tracers. The 4D-Var method was proposed by
Robertson and Persson (1993) for estimating the intensity of a release with a known
location and timing. Adjoint methods were later investigated also for locating the
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source by Pudykiewicz (1998) and Issartel and Baverel (2003) and, as part of a
more strictly Bayesian algorithm, by Bocquet (2007).
In the meantime, algorithms for estimating distributed (as opposed to point)
sources were introduced for estimating emission fluxes of greenhouse gases (Kamin-
ski et al., 1999; Peters et al., 2010; Peylin et al., 2013) and short-lived trace gases
(Mu¨ller and Stavrakou, 2005; Miyazaki et al., 2012) in global scale. Especially in
the early studies, the emissions were aggregated into a few (< 100) geographical
regions, while the later studies have provided also fully gridded emission estimates.
Updating the emission fluxes as means to improve regional-scale air quality
forecasts was investigated by Elbern et al. (2007). In a two-week experiment,
adjusting the emission fluxes was found to result in additional and more persistent
forecast improvement when compared to adjusting the initial condition only. On the
other hand, Curier et al. (2012) assimilated ozone data to adjust fluxes of precursor
species, and found the emission adjustments to have little temporal continuity, and
consequently were unable to obtain significant forecast improvements by using the
adjusted emissions. Paper I considers the approach of Elbern et al. (2007) with a
focus on emissions of sulphur dioxide.
Inverse modelling of volcanic emissions usually has to rely on satellite retrievals
of aerosols or trace gases. While the geographical location can be assumed known,
the emitted amount and vertical distribution are uncertain. Inverse modelling us-
ing satellite data has been shown to be useful for estimating the vertical (Eckhardt
et al., 2008), temporal (Boichu et al., 2013) or both vertical and temporal (Stohl
et al., 2011) emission profiles in explosive volcanic eruptions. The low dimension
of the parameter vector (emission as function of time and/or altitude) makes it
possible to avoid the adjoint formalism (Eq. 29) and evaluate the required source-
receptor matrix elementwise. The aforementioned studies are, nevertheless, based
on quadratic cost functions similar to 4D-Var (Eq. 28). Alternative approaches
focusing mainly on the vertical distribution have been presented in papers of Flem-
ming and Inness (2013), Zidikheri and Potts (2015) and Heng et al. (2016).
The satellite retrievals previously used in inverse modelling of volcanic emissions
have been for the column density (vertical integral) of volcanic ash or sulphur
dioxide. Estimation of the vertical profile then depends on resolving the variation
of transport patterns with regard to the injection height. This approach has been
used successfully for several eruptions (Kristiansen et al., 2010; Moxnes et al.,
2014); however, in absence of sufficient vertical wind shear, the inversion relies on
a priori profile. In contrast, Paper III derives an observation operator for satellite-
retrieved plume height. Using retrievals by the Infrared Atmospheric Sounding
Interferometer (IASI), the study demonstrates that complementing the column
density retrievals with the retrieved plume heights results in a more realistic vertical
emission profile.
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4 Model setup and input data
The studies which constitute this thesis use the SILAM chemistry transport model.
This section gives a brief overview of the model and the input data used, while
detailed descriptions of the model configurations and datasets are given in each
publication. The input data described below apply to papers I, II and III. Paper IV
is based on two-dimensional synthetic test cases with the main focus on the test
suite proposed by Lauritzen et al. (2012).
4.1 The SILAM model
The SILAM (System for integrated modeling of atmospheric composition) model
was initially developed as a Lagrangian particle model for emergency applications
(Sofiev et al., 2006) and later evolved into an Eulerian chemistry-transport model
(Sofiev et al. (2008) and Paper IV). In addition to the horizontal transport described
in Paper IV, the model includes the vertical discretisation of Sofiev (2002) and the
particle dry deposition scheme of Kouznetsov and Sofiev (2012). Dry deposition of
gases as well as wet deposition of gases and particles is described by Sofiev et al.
(2006).
The model is normally set up with a regular lon-lat grid. Except for the ad-
vection benchmarks in Paper IV, the studies in in this thesis use a limited area
configuration with resolutions between 0.25◦ and 0.5◦. The vertical grid is flexible;
Paper I and Paper II use terrain-following z-levels reaching up to 7-9 km with ver-
tical resolution decreasing from 30-40 meters in lowest layers to 2-3 km in the free
troposphere. In Paper III, the maximum layer thickness is limited to 500 meters
to better resolve the volcanic plumes injected into upper troposphere.
SILAM includes two chemistry mechanisms: the DMAT scheme of Sofiev (2000)
describes formation of inorganic secondary aerosols and partitioning of nitrogen
oxides, while all other photochemical processes, including ozone formation, are
simulated with the Carbon Bond mechanism (CB4, Gery et al. (1989)). The CB4
mechenism is implemented using a three-stage Rosebrock solver generated by the
Kinetic Pre-Processor software (Sandu and Sander, 2006). The DMAT mechanism
is implemented manually following the quasi-steady-state approach.
The SILAM variational data assimilation system is described by the papers I, II
and III in this thesis. The adjoint code used in papers I and III uses a continuous
adjoint for advective transport and a manually developed adjoint for the DMAT
sulphur chemistry; the diffusion and deposition processes are self-adjoint. The
background error covariance operators are based on separation of dimensions as
descibed by Singh et al. (2011). The quasi-Newton minimisation code of Gilbert
and Lemare´chal (1989) is used with 3D-Var, while the bound-constrained L-BFGS-
B code of Byrd et al. (1995) is used for emission inversions.
4.2 Emissions, boundary conditions and meteorology
The meterological fields used in this study originate to the ECMWF IFS weather
prediction system; in Paper I and Paper II, operational forecasts are used while
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Paper III uses the ERA-Interim reanalysis (Dee et al., 2011).
For anthropogenic emissions, Paper I uses the EMEP inventory valid for the
year 2000. In Paper II, the TNO-MACC-II emission inventory (Kuenen et al., 2014)
is used. In addition, the biogenic emissions of isoprene as simulated in Paper II
using the model of Poupkou et al. (2010).
Paper II uses lateral boundary conditions from the MACC reanalysis (Inness
et al., 2013). Paper I, which simulates only oxides of sulphur, does not use lateral
boundary conditions; however, this is unlikely to affect the concentrations in the
Central European subdomain, where the observations were assimilated.
4.3 Observational data
In Paper I and Paper II, hourly in-situ data of SO2, NO2 and ozone are assimilated.
The data are extracted from the AirBase database compiled by the European En-
vironment Agency. In Paper II, only the data from rural (for NO2) or rural and
suburban (for O3) stations are used. In Paper I, data from all station types are
assimilated. In both studies, part of the stations are witheld from assimilation and
used for verifying the analysis fields.
Paper III uses satellite retrievals of Carboni et al. (2012) based on the ob-
servations of the Infrared Atmospheric Sounding Interferometer (IASI). The IASI
instrument (Clerbaux et al., 2009) onboard the MetOp-A (since 2013, also MetOp-
B) satellite is a Fourier transform spectrometer with a spectral range from 3.62
to 15.5 µm and a field of view of about 12 km at nadir. The dataset consists of
retrievals of both column density and plume height of sulphur dioxide. For both
parameters, the retrievals include rigorously derived error estimates which in turn
are included in the inversion.
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5 Results and discussion
5.1 Assimilation of air quality monitoring data
Paper I and Paper II study assimilation of in-situ trace gas observations into
regional-scale simulations. In Paper I, a specific goal was to assess the usefulness
of the gridded emission flux as a control variable in 4D-Var data assimilation. The
goal of Paper II was to develop an analysis system with computational performance
sufficient for long-term air quality reanalyses as well as operational, near-real time
use. While the assimilation method is simpler, attention is given for estimating the
statistical parameters affecting its performance.
In the study presented in Paper I, hourly SO2 data at central European stations
were assimilated in a two-week experiment, and effectiveness of the assimilation
was evaluated in up to 48 h forecasts at stations not used in assimilation. Two
approaches to assimilation were compared: the regular adjustment of forecast initial
state using the 3D-Var method, and as an alternative, a 4D-Var assimilation scheme
which estimates local variations in emissions of SO2 in addition to the airborne
concentrations. The refined emission fluxes were used to drive the subsequent
forecast.
Figure 3: Assimilation experiment of Paper I. Left: location of the assimilation
(grey) and control (red) stations. Right: emission correction factor after assimila-
tion, average over two weeks.
The relative adjustments (a posteriori divided by a priori) to the SO2 emissions,
averaged over the two weeks, are shown in Fig. 3. In most areas, the average change
is less than 5%. The strongest positive adjustments are obtained for limited areas
in Hungary and Czech republic, while the most prominent reduction is obtained
for the degassing emissions of volcano Etna.
The forecast impacts of assimilation were evaluated in terms of root mean
squared error (RMSE). As seen from Fig. 4, the overall forecast improvements
due to assimilation were mostly minor. The effect of 3D-Var diminished within 12
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Figure 4: RMSE (µg m−3 for SO2 on control stations as a function of forecast
length (left) and in daily averages over assimilation windows (right). Figure 7 of
Paper I.
hours of forecast, while with 4D-Var, a small but noticeable improvement persisted
over the 48 hours. However, for a number of stations corresponding to the upper
(86th) percentile of RMSE, the reduction was up to 50%.
The upper percentile turned out to include several stations near Etna, where the
a priori simulations showed high SO2 levels, and where the a posteriori emissions
indicated systematic reductions throughout the two-week period. A feasible expla-
nation to the reduction is that the degassing emissions, which were given on yearly
level in the emission inventory, were not representative of the simulated period.
Paper II focuses on the prominent photochemical pollutants: hourly monitoring
data of nitrogen dioxide (NO2) and ozone (O3) were assimilated in a European scale
domain. The 3D-Var method was chosen mainly due to computational reasons; the
system is aimed for reanalysis production in yearly and longer timescales. Special
attention was given for estimating the observation and background error statistics,
which in Paper I were based on ad-hoc values. The error statistics were calibrated
with monthly simulations covering June and December 2011, and the obtained
setup was subsequently tested in an assimilation experiment covering the year 2012.
The diagnostic identities presented by Desroziers et al. (2005) were used for
estimating the observation error standard deviation σobs and the background error
standard deviation σb, which together control the weighting between the model and
observed values in the assimilation. Recently, Me´nard (2016) analysed convergence
the Desroziers method, and while he showed that estimating the full observation
and background error covariance matrices is not possible, estimates of variance
parameters, as done in Paper II, were found to converge provided that the assump-
tions of the parametrisation were satisfied.
The analysis errors were evaluated on stations excluded from assimilation. As a
result of the improved diurnal and seasonal profiles for observation and background
error standard deviations, the correlation coefficient and RMSE were improved
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Figure 5: Diagnosed background (dashed) and observation error (solid lines) stan-
dard deviations (µgm−3) on rural stations for O3 (left) and NO2 (right). Red
lines correspond to the calibration made for June 2011, blue lines correspond to
calibration for December 2011. Figure 4 in Paper II.
noticeably for both O3 and NO2. While the standard deviations were adjusted
based on two months (June and December) in 2011, the improvement was valid
throughout the simulated year 2012.
The obtained observation and background error standard deviations are shown
in Fig. 5. The profiles are strikingly different from the first guess standard devi-
ations, which were constant values 11.2 (σobs) and 20.6 (σb) µg m
−3 for O3 and
4.0 (σobs) and 8.0 (σb) µg m
−3 for NO2. Contrary to the first guess values, the
estimated observation errors are larger than the corresponding background errors,
which implies that the influence of an individual observation was reduced in com-
parison to the background field. The estimated observation and background errors
also have a clear diurnal variation. For ozone, the variation is different for obser-
vation and background errors.
In addition to evaluating the effect of improved statistical parameters, the fore-
cast impact of O3 and NO2 assimilation was evaluated over a three-week period
which covered an ozone episode. The results (Fig. 6) demonstrate that for ozone,
the effect of initialising the forecast from analysis diminishes within the first 24 fore-
cast hours; the forecast of NO2 relaxes to the background within 6-12 hours. The
results regarding the short-lasting forecast improvement due to improved initial
conditions are consistent the findings of previous studies: the forecast improve-
ments for NO2 have been limited to the range of a few hours in summer conditions
(Wang et al., 2011; Silver et al., 2013); for ozone, improvements have been reported
to extend from 24 to 48 h (Curier et al., 2012; Elbern et al., 2007).
Fewer studies have addressed SO2. However, Elbern et al. (2007) found that the
model bias was reduced for ∼ 24 forecast hours due to improved initial conditions.
When also emission fluxes were adjusted similarly to Paper I, the forecast bias and
RMSE were substantially reduced throughout the 48 hour forecast window. In the
present work, neither of these results could be fully reproduced. The two studies
are not immediately comparable due to differences in models, simulation domains
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Figure 6: The model bias (µgm−3) and correlation for O3 (top) and NO2 (bottom)
at validation stations as a function of forecast length (blue lines). The correspond-
ing indicators, the analyses (black) and control run (green), are shown averaged by
time of day and replicated over the forecast window. Figures 7 and 8 in Paper II.
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and the observational networks used. However, in the study of Elbern et al. (2007),
the free-running model had a positive bias, which resulted in systematic reduction
of a posteriori SO2 emissions. In contrast, the emission adjustments in Paper I
showed fewer systematic features. This could explain the different conclusions of
the two studies, since using the adjusted emissions in forecasts is based on their
assumed persistence.
The observation error estimates obtained in Paper II for NO2 and ozone are
somewhat higher than assumed in most previous studies. However, the errors for O3
have similar magnitude as those estimated by Gaubert et al. (2014) using the same
diagnostic relations but with the EnKF assimilation system and the CHIMERE
chemistry transport model. The magnitude and diurnal variation of the obser-
vation errors is hardly explained by instrumental errors, but might be explained
by representativeness errors, which arise from the discrepancy between the spatial
scales represented by the model and the in-situ observations. The representative-
ness errors could be assumed to increase during night due to weaker mixing in the
boundary layer, which would explain the strong summertime diurnal variation of
σobs for O3.
So far, the representativeness of in-situ data has been addressed mainly as a
question of characterising the measurement stations (Henne et al., 2010; Joly and
Peuch, 2012) and restricting the assimilation to the stations considered represen-
tative. Few studies have tried to explicitly quantify the representativeness errors
in relation to the model resolution; however, Schutgens et al. (2016) estimated the
magnitude of representativeness errors for satellite observations by aggregating data
simulated at 10 km resolution, and found RMS differences reaching 30-160% be-
tween the high-resolution (“observation”) and aggregated (“model”) values. For air
quality monitoring data, the relevant spatial and temporal scales might be smaller
and more difficult to reach by modelling. However, representativeness errors can
be included explicitly in the analysis scheme as shown by Koohkan and Bocquet
(2012), which might provide a practical approach for assimilation studies.
5.2 Volcanic source term inversion using satellite data
Paper III builds on the work on variational assimilation presented in Paper I.
However, the study was focused on estimating emission parameters (source term
inversion) for the sulphur dioxide released in an individual eruption (Eyjafjallajo¨kull
in 2010). The location of eruption is assumed known, but the temporal and vertical
variation are to be estimated. Instead of adjusting the emission source in steps of
24 hours, the inversion was performed in a single assimilation window covering 20
days.
The assimilated dataset consisted of satellite SO2 retrievals of Carboni et al.
(2012) from the Infrared Atmospheric Sounding Interferometer (IASI) instrument.
The retrievals include both the column burden and plume height for SO2, and
an observation operator for joint assimilation of both quantities was developed in
this work. The observation operator depends only on the vertical centre of mass
and column density and thus sets only a partial constrain on the vertical profile.
However, this approach avoids making additional assumptions on the shape or
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Figure 7: Emission flux (kg m−1s−1) of SO2 in the Eyjafjallajo¨kull eruption. Left:
inversion using column density and plume height retrievals. Right: inversion using
only column density retrievals. Figure 7 in Paper III.
thickness of the plume.
In Paper I, the background errors for the emission flux were defined subjectively.
In an emission inversion, the assumed background error variance is equivalent to
a regularisation parameter, which aims to balance the solution between the bias
introduced by the a priori data and the noise introduced by the model and obser-
vation errors. Since the regularisation parameter is difficult to determine a priori, a
nonparametric method referred as the L-curve (Hansen, 1992) was used in Paper III
to estimate the regularisation parameter as a part of the inversion.
In the L-curve method, the inversion needs to repeated with different values
of the regularisation parameter, which would be computationally expensive. How-
ever, as discussed by Fleming (1990) and Santos (1996), the iterative minimisation
schemes used in 4D-Var yield by construction a sequence of solutions with decreas-
ing regularisation. This feature of 4D-Var is rarely exploited in data assimilation,
but the synthetic experiments in Paper III demonstrate that the regularised so-
lutions obtained by truncating the 4D-Var iteration are practically equivalent to
those obtained with the common Tikhonov regularisation.
The inversion results are shown in Fig. 7 which presents the emission rate
of SO2 as function of time and height. The plume height time series of Arason
et al. (2011) are plotted together with the emission. The distribution of emissions
obtained with and without plume height assimilation are largely similar. However,
individual peaks reaching 12-15 kilometres height are strongly suppressed when the
plume height retrievals are assimilated, which is consistent with the plume height
time series.
The inversion gave an estimate of 0.29 Tg SO2 emitted during the eruption. If
only column load was assimilated, the emission increased to 0.33 Tg. The tempo-
ral and vertical profiles, integrated over the whole eruption, are shown in Fig. 8.
The vertical distribution for SO2 is quite similar to the vertical distribution ob-
tained for volcanic ash by Stohl et al. (2011) despite the differences in the temporal
distribution of the ash and SO2 emissions.
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Figure 8: Emission of SO2 in the Eyjafjallajo¨kull eruption. Left: time-integrated
vertical emission profile (kg m−1); right: vertically integrated temporal profile (kg
s−1). Results with assimilation of both column density and plume height are shown
in green, results with assimilation of column density only are shown in blue. Figures
8 and 9 in Paper III.
The 4D-Var method has previously not been applied in volcanic source term
inversions. The 4D-Var inversion is equivalent to the linear algebraic method of
Eckhardt et al. (2008), Stohl et al. (2011) and Boichu et al. (2013), which does
not require adjoint model integrations. The main advantage of 4D-Var is in lower
computational cost, although the difference is less important in short eruptions
where the estimated emission has fewer degrees of freedom. Nevertheless, the
observation operator for plume height developed in Paper III is applicable regardless
of the inversion method, and the operator is also suitable for the traditional data
assimilation which does not consider emission sources.
The variational method, as well as its algebraic counterpart, are based on as-
sumption of a deterministic forward model, which makes realistic treatment of
model errors difficult. The experiments with synthetic data presented in Paper III
show that under fairly realistic assumptions, the model uncertainty has larger im-
pact on the results than the observational noise. When real data are used, ad
hoc modifications are frequently needed to obtain realistic inversion results. In
Paper III, the retrieval errors were augmented with a constant model error term,
while Boichu et al. (2013) kept only 10% of the zero-valued observations to improve
the fit to data. However, more rigorous treatment of model uncertainty is difficult
in the current inversion approach based on additive Gaussian errors.
During the 2010 Eyjafjallajo¨kull eruption, a major limitation to the ash dis-
persion forecasts was the unpredictability of the emission source. Contrary to the
continuous emissions studied in Paper I, the emissions in explosive eruptions have
little persistence, and adjusting the emission fluxes is therefore unlikely to have
inherent advantages when compared to adjusting the prognostic variable (airborne
concentration). Although inverse modelling has been found to capture the vertical
distribution of plumes better than a 4D-Var analysis (Kristiansen et al., 2017), en-
semble or hybrid assimilation methods would allow more flexible treatment of the
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transport model uncertainty.
5.3 Numerical solution of the advection equation
Paper IV evaluates a numerical scheme originally devised by (Galperin, 1999, 2000)
for solving the advection equation, and discusses its incorporation to the SILAM.
In its original form, the advection scheme produced strong artifacts especially in
deformational flows associated with orographic uplifting. Paper I introduces a
modification which substantially reduces magnitude of the artifacts. This version
of scheme was implemented in the SILAM model and evaluated using a set of
synthetic tests which aim to measure the scheme’s performance for both smooth
and discontinuous solutions.
As outlined in Section 2, in the Galperin’s advection scheme, the solution is
represented by discontinuous, rectangular pulses Π(x), which at the beginning of
timestep are confined to each grid cell. The scheme uses dimensional splitting, and
the slabs are tracked along the one-dimensional flow u(x). In the original version,
the slabs were transported rigidly as
Πi(x, t+ ∆t) = Πi(x− ui∆t, t), (30)
where ui is the velocity in the middle of cell i. This implies two problems: first, Eq.
(30) is inaccurate if u(x) changes quickly; second, if u(x) changes sign within cell i,
then Πi(x, t) remains almost unchanged. Together, these effects result in spurious
accumulation of mass in areas where the atmospheric flow changes suddenly.
The improved version tracks separately the borders of Πi, which allows the slab
to deform with the flow and avoids the accumulations. The time integration for
tracking Πi was first changed to the second order implicit midpoint method, and
in the finally published version, to the analytical solution for piecewise linear u(x).
The two-dimensional tests introduced by Lauritzen et al. (2012) were used with
various initial data to numerically evaluate the convergence and accuracy of the
scheme. For a sufficiently smooth (Gaussian) initial condition, the rate of converge
was near second order, and the absolute level of errors was lower when the scheme
was run at a higher Courant numbers. Intuitively, the numerical errors in the
Galperin scheme are due to the errors both in trajectory integration and in the
Eulerian reconstruction (see Section 2). While the trajectory errors increase with
increasing Courant number, the reconstruction errors are likely to decrease due to
the fewer reconstructions needed, and thus, the optimal performance is achieved at
some intermediate Courant number.
In the intercomparison study of Petrova et al. (2008), the Galperin scheme was
found to spuriously steepen gradients in initially smooth solutions. This effect
was confirmed in Paper IV, however, the presence of such steepening was found
to depend nonlinearly on the initial condition. The nonlinearity, dissipation, and
effective resolution of the scheme were studied further with spectral analysis.
In a one-dimensional periodic domain with 100 grid points, the scheme was
run with sinusoidal initial conditions up to the 25th wavenumber. For each initial
condition, the integration was repeated for a range of Courant numbers between
0 and 1. The scheme is then characterised by the amplification factor (ratio of
30
0 5 10 15 20 25
Wavenumber
0.0
0.2
0.4
0.6
0.8
1.0
1.2
Am
pl
ifi
ca
tio
n 
fa
ct
or
CN = 0.7
Amplification factor
0 5 10 15 20 25
Wavenumber
0
1
2
3
4
5
6
7
8
RM
SE
RMSE
Galperin Galperin + background SemiLagr
Figure 9: Amplification factor (left) and spectral RMSE (right) for 1D advection
in a periodic domain. The Galperin scheme is shown for constant term 1.0 (solid
blue) and 10.0 (dashed blue line). The results for a generic semi-Lagrangian scheme
is in pink.
amplitudes of the initial and final solution) and root mean squared error (RMSE).
Intuitively, the amplification factor measures the numerical diffusion which causes
a scheme to loose details at smaller spatial scales. The spectrally resolved RMSE
complements the amplification factor by including also the impact of phase errors
and possible spurious modes.
Fig. 9 shows the amplification factor and spectral RMSE at the Courant number
0.7 as a function of the wavenumber up to k = 25. The results for Galperin
scheme are shown for two cases: with no constant background (initial range from
0 to 1) and with a large constant background (initial range from 10 to 11). For
comparison, the results for a generic, non-conservative semi-Lagrangian scheme
with cubic interpolation are shown.
When the Galperin scheme is run without a background term, the amplification
factor remains above 0.8 for all wavenumbers. The RMSE increases initially for k up
to ∼ 5, but shows otherwise little connection to the amplification factor, contrary
to typical numerical schemes such as the cubic semi-Lagrangian scheme included
in comparison. In presence of a background, the behaviour changes radically: all
amplification factors are below or equal to one, and frequencies above k ∼ 17 are
almost completely damped. However, for the well-resolved frequencies (k < 8), the
RMSE is lower in presence of the background.
For linear finite difference schemes, amplification factors above one imply in-
stability. For the Galperin scheme, the amplification factors for a single timestep
fluctuate depending on the centres of mass, but the solution remains bounded due
to non-negativity and conservation of mass. Based on numerical tests, the asymp-
totic solution as t→∞ in a periodic domain is either a constant, or a combination
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of rectangular pulses. These cases correspond to the dissipative or non-dissipative
behaviour depicted in Fig. 9.
The switch between the dissipative or non-dissipative domains is explained by
variation of the centres of mass. Presence of a background constrains the range of
variation of the centres of mass, since the changes in centre of mass depend on the
relative magnitude of the perturbation that enters the gridcell from upwind side.
Paper IV discusses use of a “smoothing factor” which essentially fixes the scheme to
the dissipative domain. However, a better solution might be achieved by modifying
the reconstruction function (Eq. 12). Since the publication of Paper IV, further
research (R. Kouznetsov, personal communication) has shown that by allowing the
reconstruction function to depend also on the values of the adjacent grid cells, it is
possible to devise a piecewise constant reconstruction function which is invariant
under addition of constant. Alternatively, a higher order scheme can be constructed
using a piecewise linear reconstruction function.
32
6 Conclusions and future work
This study has presented applications of variational assimilation methods in air
quality forecasting and volcanic source term inversion problems. Furthermore,
a numerical scheme for solving the advection equation has been evaluated using
recently published benchmarks.
The impact of conventional data assimilation, where observations are used to
adjust the initial condition of a forecast, was evaluated for regional-scale predictions
of NO2, SO2 and ozone. In Paper II, the forecast correlation and bias were found
to improve for up to 12-24 hours for ozone, but for only 6-12 hours for NO2. The
impact on SO2 forecasts was evaluated in a separate study (Paper I), where the
improvement in RMSE extended for about 12 hours. Thus, especially for short-
lived pollutants, this type of data assimilation has limited use in forecasting.
For SO2, the conventional data assimilation approach was compared to a scheme
similar to that presented by Elbern et al. (2007), where emission fluxes are adjusted
along with the initial conditions. This setup was found to produce forecast improve-
ments which were more persistent, but on average, small. Significant improvements
could be obtained for stations where the emission adjustments persisted over the
two-week experiment. This suggests that the emission adjustment can be effective
assimilation strategy, if the forecast skill is affected by strong and systematic biases
in the emission forcing.
For O3 and NO2, the analysis scores were substantially improved by iterative
refining of the background and observation error standard deviations. The final
values for observation errors are larger than commonly assumed, but similar to
a previous study (Gaubert et al., 2014) applying a similar estimation procedure.
Better quantification of the representativeness errors of air quality monitoring data
would be valuable for both data assimilation and model evaluation based on such
data.
In Paper III, the 4D-Var method was adapted for solving the inverse problem
of reconstructing the vertical and temporal profile of volcanic SO2 emissions. The
4D-Var based inversion regularised by truncated iteration was shown to produce
equivalent results to the more common direct method with Tikhonov regularisation.
Depending on the setup, the variational method may require considerably less
computation.
The SO2 retrievals from the IASI instrument were assimilated using the 4D-
Var inversion scheme. Including the IASI plume height retrievals in the inversion
in addition to the column density retrievals, reduced the emissions above 10-12 km.
The resulting vertical distribution is more consistent with radar observations of the
plume, which supports the conclusion that the SO2 emissions of Eyjafjallajo¨kull
were, similarly to ash, confined to the troposphere.
The inverse modelling is established by several studies as a means for incorpo-
rating observations into simulations of volcanic plumes. The same approach might
turn out useful for simulating other intermittent emissions sources, such as wind
blown dust and wildfires. However, the difficulty of accommodating realistic model
errors is a weakness of the current inversion approach, and improving this aspect
may require significant algorithmic changes.
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Evaluation of the advection scheme presented by Galperin (1999) indicated
that the scheme is generally comparable in accuracy to the schemes evaluated by
Lauritzen et al. (2014), with rate of convergence slightly lower than second order.
The scheme is conservative and preserves non-negativity of the tracers, but was
found to have a strongly nonlinear response under addition of a constant.
For a single tracer, the scheme was found to have good computational perfor-
mance compared the schemes described by Kaas et al. (2013). However, the lack of
common benchmarks makes comparing the numerical performance across schemes
difficult. A uniform, transparent methodology for assessing the computational as-
pects of numerical schemes would be helpful for potential users of the numerical
schemes.
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