The research field of the Intelligent Spaces has experienced increasing attention in the last decade. As an instance of the ubiquitous computing paradigm, the general idea is to extract information from the ambient and use it to interact and provide services to the actors present in the environment. The sensory analysis is mandatory in this area and humans are usually the principal actors involved. In this sense, we propose a human detector to be used in an Intelligent Space based on a multi-camera network. Our human detector is implemented in the same paradigm of our Intelligent Space. As a contribution of the present work, the human detector is designed to be a service that is scalable, reliable and parallelizable. It is also a concern of our service to be flexible, less structured as possible, attending different Intelligent Space applications and services, as well as their requirements. As it can be found in different everyday environments, a multicamera system is used to overcome some difficulties traditionally faced by existing human detection approaches. To validate our approach, we implement three different applications that are proof of concept of many day-to-day real tasks. Two of these applications involve human-robot interaction. With respect to time and detection performance requirements, our human detection service has proved to be suitable for interacting with the other services of our Intelligent Space, in order to successfully complete the tasks of each application.
Introduction
Back in the 90s, Weiser 1 suggested that the technology of the future would be so immersed in people's lives that it would be unnoticeable. At that time, Intelligent Spaces still could not be implemented, although the personal computers were already being produced and used. Weiser 2 stated that computers were not the ideal tool yet, and that a good tool should be invisible. Computing should be used in a way that the user would not notice it or have technical knowledge about it. By this, Weiser defined what is called ubiquitous computing.
Studies in ubiquitous computing have resulted in the current concepts of Intelligent Spaces, Smart Spaces or Ambient Intelligence. [3] [4] [5] Although there are different definitions, all of them consider that computing is immersed in the environment. Thus, since we do not aim to discuss the specific features and differences between the existing definitions, we will use Intelligent Space as the general term in this article.
Nowadays, Intelligent Spaces experience increasing attention, always chasing the idea of transferring more intelligence and computing to the environment, and thus reducing the need for devices with high computational capacity and processing. Usually, the objective is to extract information from the environment, perform all the processing needed, and use it to interact and provide services to human beings. 6 The developed works vary from implementing smart houses and meeting rooms 7, 8 to surveillance and industrial applications that also demand knowledge of the ambient to analyze events 9 or to control automatic processes in a warehouse. 10 Many of these applications in Intelligent Spaces need to detect people in order to promote human-machine or human-robot interaction, to offer services or even to infer contexts by observing human motion. [11] [12] [13] [14] [15] Therefore, it is common to see multi-sensor networks being used to extract useful information from the environment and detect human presence. 14, 16 Some works avoid using cameras due to the complexity of the algorithms involved and the problems with occlusion, color, and brightness variations, in addition to changes on objects appearance due to the adopted viewpoint. In these cases, sensors such as lasers, ultrasounds, motion sensors, and light cameras are usually used. [17] [18] [19] [20] However, when it comes to direct interaction with humans, not only presence detection is needed, but also a more precise estimation of people's position, and sometimes face or gesture recognition. Multi-camera networks are then preferred, since cameras provide a rich source of information about the environment and the presence of objects in the scene. 21, 22 In the specific case of human detection, most of the methods are model-based and only evaluated in few public datasets, after hours or days of hyperparameter tuning. As mentioned in Li et al., 23 these kinds of detectors seek for a generic solution, trying to reduce error as much as possible, and, with very few exceptions, only offline tests are conducted.
Despite the progress on object detection leaded by the region over convolutional neural network (R-CNN) family, 24 the effectiveness of object and people detection in real-time applications, as demanded by Intelligent Spaces, is still an unsolved problem. If performing people detection with one camera already demands high computational capacity, performing this with a network of cameras is usually more difficult. Therefore, regarding the implementation of human detection in Intelligent Spaces with cameras as main sensors in the environment, one of the current issues is to develop a light detector that does not overload the network, saving computational resources for other services or applications.
In addition to that, if the Intelligent Space is implemented using an infrastructure based on cloud computing and service-oriented architecture (SOA) platform, it will present features as parallelism, reliability and dynamic allocation of computational resources. Thus, the human detectors developed for this type of platform can benefit from the advantages offered by the multicamera network and the features available due to the Intelligent Space architecture. Human detection should be provided as a service that may be used by different applications and run in different types of infrastructures, being at the same time light and flexible.
With this in mind, in this work, we propose a light and flexible service that provides human detection in an Intelligent Space based on a multi-camera network, which architecture uses cloud computing and SOA. Visual information from the environment is provided using just the network of cameras, while a simple human detector is offered as a service to different applications. Besides performing human detection, the proposed service aggregates and transfers important properties of the Intelligent Space and the multi-camera network to the applications, such as parallelism and scalability. Many different applications, that are proof of concept (PoC) of some day-to-day real tasks and that rely on human detection, may benefit from this other features to work faster and in a more flexible way.
It is important to mention that the focus of the present work is not to propose a generic state of the art human detection system as Zhang et al. 25 We also do not aim to provide just human position information for autonomous robots as can be seen in Ribeiro et al. 26 or Lee et al. 21 But as mentioned before, our human detection service provides two different features: (1) a service with properties as flexibility, scalability, parallelism, and reliability and also (2) human location, given by a multi-camera network, that allows us to avoid some problems that make single camera human detectors fail in real world applications. The interrelationship of the human detection service and the camera network is handled to meet the time requirements of the applications and real-time execution is achieved.
Regarding real-time, according to ATIS telecom glossary, 27 the distinction between real-time and near real-time is somewhat nebulous and must be defined for the situation at hand. Thus, in the context of this work, we adopt the term real-time as the achievement of data processing rates which do not insert perceived delays in the time requirements of the applications. In this case, the experience of the users in the interaction with the infrastructure of the Intelligent Space will not be affected by our data processing techniques.
One example is the response time of the robot in relation to the movement of the human in the applications proposed in this work. Ideally, the response time cannot be affected by the processing time of the human detector.
Therefore, what we consider as the main contributions of this work are as follows:
A human detection service which, due to the fact that is designed using concepts as cloud computing and SOA, is suitable for being used by different applications of Intelligent Spaces based on multi-camera network, and which requirements can be fulfilled by the used human detector; A human detection service designed to be scalable, reliable, and parallelizable in order to meet time and computational capacity demands of the applications. All these features are supported by the architecture and software infrastructure of the Intelligent Space and transferred to the applications through the proposed service; Validation of the proposed service by implementing three different PoC real-time applications, deployed in a distributed manner in our experimental Intelligent Space. Two of these applications involve human-robot interaction.
Besides, we consider as marginal contributions and features of our system:
The three-dimensional (3D) localization of individuals in the working space with an average error smaller than 40% of the average diameter of the human body area on the ground plane. This feature can also be achieved due to the use of a multi-camera network; An extensive analysis of the accuracy of the human detector as a context information extraction service for real world applications; Release of more than 6000 annotated images for comparison.
This article is organized as follows. In section ''Related work,'' a brief review of the literature is presented, and in section ''The Intelligent Space architecture,'' some details of the architecture of the Intelligent Space, used in this work, are described. Section ''The human detection service'' discusses the pipeline of the human detection service. In section ''Intelligent Space applications,'' the applications implemented in the Intelligent Space are described, and in section ''Experiments,'' the experiments, their methodology, and results are presented and analyzed. Finally, section ''Conclusion'' presents the conclusions of this work.
Related work

Human detection
Human detection is an active research area. Even with the success of general object detection, 24, [28] [29] [30] human detection has been treated as an exclusive field of interest. This is mainly because humans are key components for many current applications, such as driver assistance and intelligent surveillance systems. 25 Besides, human detectors present specific problems when treating discrimination from the background. 31 The most studied instance of human detection is the pedestrian detection area. Many solutions were already proposed in the literature. 25, [32] [33] [34] [35] [36] Despite the fact that deep convolutional neural network (DCNN) has pushed the state of the art of pedestrian detection, even the best trained generic detectors have poor performance when evaluating across datasets testing scenario. 37 This indicates that in some cases, the use of additional scene information can still be unavoidable. 23 In this work, we use a camera network and aggregate different concepts as homography and image segmentation to a light pedestrian detector model. Our model is called independent components channel features (ICCF) and was first presented in Almonfrey et al. 38 Together with aggregate channel features (ACF) detector, 32 it is the basis of the human detection service offered by the Intelligent Space used as our testbed. ICCF and ACF (10 4 parameters to be learned) are four orders of magnitude smaller than VGG16 39 (10 8 parameters to be learned), the most used DCNN model of the literature and present in the major part of state of the art pedestrian detectors.
As already discussed in the previous section, even when the Intelligent Space infrastructure supports high computational capacity, it is interesting to have light services and applications so they do not consume all the resources. Thus, whenever is possible, implementing a human detector that does not use graphical processing unit (GPU) is also desirable. Considering that not every workstation in many Intelligent Space infrastructures have a GPU available, it is usually difficult to allocate and distribute services that are GPU dependent in different processing nodes.
Therefore, the fact that we do not use GPU in our proposed human detection service, even for real applications, brings flexibility to our system. In Ribeiro et al., 26 for example, differently from our work, the use of GPU is mandatory to perform human detection and to accomplish the demands of their application. Besides, their human detection method is not delivered as a service that can be flexibly used by different applications. The solution proposed in Ribeiro et al. 26 is not designed to be distributed over the nodes of the infrastructure; thus, it is not concerned with issues such as synchronism, scalability and reliability. They use only one powerful node (GPU) to have a low false positive rate, while we use simple techniques and the redundant information provided by a network of cameras to achieve this goal. In this case, we have a light detector that can be distributed over the infrastructure.
It is important to mention that our Intelligent Space is not unable to receive nodes with a GPU in its infrastructure. However, we built a human detection service that is not GPU dependent and that is suitable for many applications, using the power of a multi-camera network and also avoiding the use of computationally expensive solutions.
Human detection in Intelligent Spaces
In this section, we will discuss some works on Intelligent Spaces that perform human detection using sensor networks. Some different sensors may be addressed, but we will focus on works that mainly use visual sensors or their combination with a few others. The idea is to highlight the differences between these works and the one presented in this article.
In Surie et al., 18 a wall mounted Kinect is used to detect humans using skeleton and face recognition, extracted from images and depth fields. In our case, the implemented human detection service is model based and relies only in red-green-blue (RGB) images, while no rangefinder is used to obtain the 3D information. Surie et al. 18 also mention that their workspace is restricted because of the limited field of view of the kinect's camera, requiring a more structured setup. On the other hand, our work benefits from different points of view provided by the network of cameras, identifying humans with various poses in relation to these sensors. The only prior setup required is the calibration of the camera.
Glas et al. 11 developed a ''network robot system'' to deploy social robots in practical applications as shopping malls and other commercial spaces. In the referred work, applications of ambient intelligence and humanmachine interaction are implemented using data obtained from sensors installed in the environment. The sensors are laser rangefinders and a human supervisor is also employed when the system faces difficulties in recognition and planning tasks. In our case, we do not use any human supervisor and our system is built using a philosophy of no human intervention during the offer of services. Also, since our work uses a network of cameras, which are usually already installed in most commercial buildings, it would require less physical modifications to be used, compared to installing lasers in the environment. Besides that, in Glas et al., 11 the network of robots is the only provided service. In our system, robots (actuators) and cameras (sensors) are treated as entities, while human detection is just one of the many services provided to the applications. Therefore, robots can also be added to the sensors network if needed.
A robotic transportation system for shopping assistance is developed in Matsuhira et al. 40 Differently from our work, the focus is not on a system with distributed services. The application seems to work fine, but the human detection approach is simpler than ours and depends on the fusion of video and laser rangefinder sensors. In spite of using a set of cameras, 3D information is not fully explored as in our work, where the calibration and homography between cameras are used.
The aim in Albawendi et al. 41 is to investigate a low cost and acceptable visual camera monitoring system to the elderly. The idea is to limit the amount of information transmitted from the visual sensor, reducing the level of intrusion of the camera in the routine of the elderly. Comparing to our work, their system is more an application and their object detection is too much dependent on background subtraction (BS), requiring a more structured workspace and thus being more restrictive than ours.
In Adduci et al., 42 a multi-camera tracking application is built. However, according to the authors, their application, that relies on point cloud estimation, demands hardware and software modifications to be prepared for real-time tasks. Our human and robot detection services are adequate for real-time applications just as a service for controlling the robot. Differently from the previous mentioned works, we are concerned that our cloud services meet time and reliability requirements of the applications.
As a last comparison, Lee et al. 21 develop a visionbased method for human and robot localization in order to be used in an active information display service in an Intelligent Space. For this, they configure a multicamera network to estimate the 3D positions of a human and a robot, which are detected using the histogram of oriented gradients (HOG) feature method. One of the main differences from our work is that their system is not based on a service architecture, having a fixed configuration. Although they used several distributed intelligent network devices (DINDs), which consists on a camera and a network device, each DIND is connected to a desktop and acts as an individual processing node that may communicate to others through the local network. Thus, no services, as human and robot detection or robot control, are provided by their system architecture. Also to estimate the 3D position of a person, it is necessary to match at least two detections provided by different cameras, so their system can perform triangulation. Their localization function may experience some problems if many people are present in the workspace, since having two detections of the same person is mandatory. In our case, human and robot detection can be performed even if just one camera is able to observe the robot and the person. Because we assume that humans and robots are always standing on the room's floor, our system can estimate 3D positions with just one image. Additional detections are used to eliminate false positives that may occur and to improve the estimated 3D location. Finally, their environment is a lot more structured them ours, having no objects in the workspace defined for the experiments and a light and homogeneous background, which facilitates detections of people and robot.
Complementary remarks
Besides the differences among our work and the ones highlighted previously in this section, to the best of our knowledge, we did not find any other work that presents a human detection service like ours, considering the aspects of its implementation and usability.
Some related work may present human detectors with remarkable performances on specific benchmarks, but it is important to mention that we do not aim to propose a state of the art detector on a specific dataset. We are interested in presenting a light and flexible service that provides human detection in a distributed way over the infrastructure to different applications deployed in an Intelligent Space. Therefore, choosing a simpler human detector allows us to provide a light service that works in real-time and in a more flexible way, since it can be used by different applications. It also enables the usage of regular computational nodes and not just powerful computers or machines that include GPUs.
Additionally, parallelism and scalability can be found in some works, usually when a multi-core processor or a GPU is used to implement the detector, in only one computational node. In our work, we are concerned with designing a service that can be distributed in different nodes among the Intelligent Space infrastructure, according to the availability and computational capacity of the nodes. Whenever needed, the human detection service can be instantiated in many nodes and even restarted in new ones if some of the current nodes drop off. This approach allows us to use more efficiently the available nodes in the Intelligent Space, no matter what is the computational capacity of each one.
The Intelligent Space architecture
An Intelligent Space 4,5 can be described as an interactive environment equipped with a network of sensors (e.g. cameras, microphones, ultrasound), able to gather information about the surroundings, and a network of actuators (e.g. robots, mobile devices, information screens), which can be directly controlled by different computing services to act or modify the environment.
Besides controlling the actuators, computing services can also analyze the gathered information in order to support decision-making and task execution.
Sensors, actuators and computing services are underpinned by a software infrastructure in charge of providing communication facilities and abstractions needed. Services and resources from a specific device (sensor or actuator) can then be accessed and used by different entities such as other services, applications, and even other devices.
As mentioned before, our Intelligent Space is based on computer vision. Therefore, it is instrumented with a network of IP cameras capable of capturing digital images and videos, as shown in Figure 1 . The system is also able to control actuators like a robot. The cameras are used as the main sensors of the environment, similarly to the project described in Rampinelli et al. 43 In order to acquire high-level understanding of the environment, we designed a software infrastructure to tackle the task of processing and analyzing data extracted from the distributed cameras in real-time.
The software infrastructure of our Intelligent Space is conceived as a development platform, that is, as a platform as a service (PaaS). Therefore, application developers can use different computing services, even if some of them were initially designed to be used by a specific application. That is why these services should be flexible enough to, at the same time, meet the applications' requirements and provide a high-level programming abstraction for the developers. The SOA model was applied in the design of such software infrastructure in order to provide the necessary programmability and re-usability on service level. These features make building and deploying real-time applications easier for developers, as well as allowing applications to integrate new services to the platform. Also, our platform is deployed on top of a cloud infrastructure like infrastructure as a service (IaaS) to meet specific requirements of computer vision applications such as low latency, large bandwidth, and high processing capacity. The programmability of this IaaS enables the platform to meet the stringent requirements, mainly for real-time applications. Figure 2 shows the platform architecture used in our Intelligent Space prototype in order to support computer vision applications. This platform has four layers: sensing, communication, middleware, and application, which are going to be described in the following subsections.
Sensing layer
The sensing layer is responsible for exposing the resources of the physical domain to the digital domain. In addition, this layer should simplify communication among heterogeneous devices through standardized interfaces.
For that, the sensing layer acquires information and controls the objects' behavior in the physical space. As can be noted from Figure 2 , the physical entities of this layer are sensors and actuators. Each physical entity in the real world is represented in the digital domain as a virtual entity. The virtual entity is associated with resources that allow interaction, through services, with the physical entity that it represents.
Although it is possible to directly integrate equipments into the platform, the standardization function for these equipments is usually performed by gateways. They are responsible for translating the specific protocol of the device to the standard interface provided by the virtual entity. In the same way, it also performs the conversion of the data to a standard format.
Communication layer
The communication layer is responsible for routing and forwarding messages, time decoupling and monitoring services. To perform these functions, all the communications between the system components go through a RabbitMQ message broker, as shown in Figure 2 . Since all the messages go through the broker, it is possible to monitor the flow of messages and even modify them before being forwarded.
The main advantage of having a platform that uses a broker to communicate among its elements is that entities only need to know their address to communicate with each other. That makes the development of services and applications much more easier. Moreover, it offers the possibility of message persistence. If the recipient is not available, the message is stored until it becomes available. On the other hand, the problem of this approach is that the broker becomes the single point of failure and the performance bottleneck. To minimize the problem of converging message flow to a single point, the architecture provides the possibility of using federated brokers working together at different points in the network. 45 
Middleware layer
The middleware provides service interfaces for applications allowing users to get rid of the not so trivial details of the other layers. This layer is composed by several services that run functions to support the infrastructure, besides specific services of computer vision, which can be used by many applications (Figure 2) .
Two important support services provided by the Intelligent Space platform are the synchronization service and the cameras calibration service:
Synchronization service: Usually, synchronization problems are faced in computer vision applications that require synchronized images from two or more cameras in real-time. This requirement is important to avoid inconsistency between the data obtained from the images, since, without synchronism, there is no guarantee that the images correspond to the same scene at the same time. The synchronization service periodically monitors and applies delays for capturing the cameras' images and, if needed, data from other connected devices, in order to maintain a maximum error of synchronism acceptable to the application being developed. Cameras calibration service: This is a semiautomatic process already implemented as a service in our Intelligent Space. This service returns all the intrinsic and extrinsic parameters of the installed cameras after capturing and processing images of a pattern, held and moved manually. Once the calibration is done, there is no need to recalibrate the cameras, unless one of them is moved from its position. We consider this service as semi-automatic because there is still a human intervention on the process, which is holding and moving the calibration pattern.
Among the specific services deployed for applications, we are going to focus on the ones used to develop the tasks presented in this article. The main service addressed is the human detection service, which is detailed and described in section ''The human detection service.'' Additional services such as the ones related to robot motion, tracking a pattern, filtering, and other processes are discussed in section ''Intelligent Space applications.'' Also in that section, the interrelationship between services and applications is highlighted.
Every service in the platform is virtualized in a container. Service virtualization through containers enables the development of loosely coupled services that are deployed independently. Many of these services can be connected in a service function chaining (SFC) to form an application. Containers virtualization aims to isolate the services and ensure their independence, as long as the interfaces are maintained. These containers can be easily shared, deployed, updated, and scaled instantly and independently of the other services that constitute the application. Docker 46 is used in our Intelligent Space platform as the container technology, due to its ease of building services in containers. Moreover, Docker virtualization is lightweight and, because of that, multiple applications may use services at the same time, in the same physical or virtual server. This scenario enables an orchestration to provide the right amount of resources to containers at the right time, allowing better allocation of the containers in the cloud infrastructure. The orchestration of Docker containers in our platform is performed by Kubernetes, 47 which functions include automate deploying, scaling, and operating application containers.
Application layer
The last layer of Figure 2 is the application layer that exposes high-level services in the form of an application programming interface (API) for developers that may interact with the platform. This API allows the development in different programming languages, leaving transparent the access to the services and equipments of the platform.
Just a few services are made available to developers, usually the ones needed to deploy the applications, such as detecting and tracking marks or people. Other services, such as the ones that support the platform or perform resource orchestration, are hidden since the final user should not need to worry about these functionalities. The principal aim is to make the platform as transparent as possible for the users.
Architectural requirements
Our platform was designed to abstract the complexities of the system or hardware, allowing the application developer to focus all his effort on the task to be solved. Since it is designed for computer vision applications, the platform has a number of features in order to meet the specific requirements for this application domain.
Scalability: The platform needs to be scalable to meet the increasing demand for application resources. For a better management of resources, the services that comprise an application must be simple, have low coupling, and must be implemented in a way that allows its reuse by other applications. In addition, stateless and parallelized services allow the platform to raise new service instances for different applications. Real-time: The platform must provide real-time services when the correctness of an operation depends not only on its logical correctness but also on the time in which it is performed. As computer vision applications may deal with many real-time tasks (e.g. detecting and tracking agents for moving, carrying or even health care issues), delivering information or services ontime for those applications is critical. Delayed information or services in such applications can make the system useless and even dangerous. For that, a synchronism service and a strictly monitoring service are primordial. Reliability: Applications should remain operational while a task is being executed, even in the presence of failures. Each service that composes the application and supports other services needs to be reliable itself to achieve overall reliability. The used Intelligent Space platform has mechanisms that allow the distribution, throughout the infrastructure, of both management services and specific services used by the applications.
To achieve these features, we designed a system architecture that allows us to scale services both vertically and horizontally. The vertical scaling allows the increase of the computational power for the same instance of a service, while horizontal scaling allows the increase of the number of instances, of the same service, to handle an increase in demand.
To illustrate that we describe what happens if the number of cameras in the Intelligent Space increases. According to our implementation, the human detection process is divided into smaller services, which are going to be better explained and detailed in the next section. Just to resume, as a first step, a service consisting of a simple human detector runs on each image plane. Thus, for each camera in the environment, an instance of such service is started. That makes as many instances as the number of cameras, and all of them run in parallel.
Each instance of this simple human detector provides a set of detections to a following service that filters and merges the information received from all of them. If the number of cameras is increased, the system will perform a horizontal escalation of the service, raising the number of instances to the maximum that a physical node can deal with. Once this limit is reached, the system starts new instances of the service on a different computational node. This way, the large volume of traffic generated by the increase of cameras is distributed across the infrastructure and not concentrated in a single point, generating a traffic bottleneck and making the system operation unfeasible.
Regarding the reliability of our system architecture, it is provided by the replication controller implemented by Kubernetes. 47 This controller keeps the desired number of instances of a service running. If a node in the infrastructure becomes unavailable, the services that were running in the referred node are started in other node of the infrastructure. Thus, the fact that our human detector is implemented as a service, enables it to inherit all these important characteristics provided by the paradigm in which our Intelligent Space is inserted. The reliability is specially important, for example, to the bounding box (BB) Filtering and Robot Control services (to be explained in later sections), which availabilities are critical to the pipelines of our applications. Therefore, all applications to be developed using our architecture may benefit from these features, since they are deployed taking these peculiarities into account.
The human detection service
The human detection service developed in this work employs the ICCF and ACF detectors, members of the well-known filtered channel features family. This category of detectors was the state of the art of generic pedestrian detection for many years. 33, 48 Channel features family is known for its fast response, low computational complexity, mainly due to the employment of decision trees. Decision trees allow fast rejection of negatives samples (not pedestrian), as can be seen in Dolla´r et al.
32 Figure 3 shows the testing stage of the ICCF detector used in our human detection service. In step A, a pyramid of images is computed for multiscale detection. Then, during step B, for each scale, six HOG, one gradient magnitude, and LUV color channels are computed to compose the 10 channels called HOG + LUV in the literature. In step C, the HOG + LUV channels are diversified through convolution using ''n'' filters obtained from independent component analysis (ICA). Finally, the lexicographic version of the channels is used as features to classify image patches obtained from a sliding window approach. The NMS abbreviation stands for nonmaximum suppression that is a stage responsible for removing multiples detections of a single human. For additional information about this detector the reader can refer to Almonfrey et al. 38 The ACF and ICCF differ only in step C of Figure 3 which is not present in the ACF.
As mentioned before, even the best trained generic detectors have low performance when evaluating across datasets testing scenario. 37 This means that when the detector is not trained with data extracted from the ambient being analyzed, the accuracy tends to decrease. In this case, the fusion of different methodologies must be considered to build a functional approach for a real world task. To deal with non ideal performance of detectors, it is also important to consider some prior information. Structural or geometric restrictions of the environment are good candidates. However, care must be taken when dealing with prior information. The system should not become too much configurable, because this implies in an overhead in the deployment stage, reducing the portability of the system to different environments.
Thus, with this in mind, the first prior information required by our human detection service is the calibration of the camera. As mentioned before, this process is implemented as a service in our Intelligent Space. Once calibration is done and because we consider all humans with their feet on the ground, we would be able to recover the 3D position of the humans detected, even if we had just only one camera. But since we are using a network of cameras, the calibration parameters also allow us to estimate the homography between the different images and, thus, transform human BBs found in one image to the other. With this information we can match simultaneous detections and reduce false positive indications. Even with this calibration restriction, our system is easily portable to different environments. Camera calibration is only needed to recover 3D and homography estimation. If services and applications do not require this kind of information, camera calibration can be avoided. Figure 4 shows the human detection pipeline. Our human detection service (Figure 4(b) ) is composed by two independent services which are the human localization and the BB filtering services. These two services are shown in Figure 4 (c) and in stage E of Figure 4(b) , respectively. In short, the human localization service uses the ACF and ICCF detectors besides a BS procedure in order to detect humans in the images. Finally, these detections are further refined by the BB filtering service using homography. In the following, the components of the human detection service are described in detail.
In stage A (Figure 4(a) ), camera devices provide images (S x , x = 1, :::, N) by means of camera gateways. In the present work, as four camera devices are used, N = 4. However, an arbitrary number N of gateways can be instantiated if more camera devices are provided. These gateways are completely independent and can be distributed over the workstations present in our infrastructure. In Figure 4 (c), from stage B to D, the human localization process occurs. Each stream of processing is instantiated as an independent service. The human localization service takes an image (S x ) of a camera and delivery a set of BBs BB x . In stage B, the ACF detector is employed because it is very fast (30 frames per second (FPS)) and it can recover a respectable amount of human BBs of the image. 32 However, some nonhuman BBs are also returned. To remove this nonhuman samples, we employ a cascade of methods just in the reduced set of image patches returned by ACF. This choice makes the cascade detection not computationally prohibitive.
BS is a common method employed in computer vision area. However, it is very sensitive to illumination changes. Because of this, we use it with caution. In our case, BS is used in stage C just to weight the detection scores of each BB returned by ACF in stage B of Figure  4 (c). The scores can be viewed as the reliability degree of a BB being a human. Equation (1) demonstrates the weighting process
where BB ProbBack is the sum of pixels values inside the BB divided by the BB area, when analyzing the BS image. This procedure can be better understood by analyzing Figure 5 . The score's value shown in the first image of stage C is the BB ProbBack . Note that the BBs in the image of stage B that are related to black areas of BS image have the score decreased. Only the scores are changed and the shapes of the BBs are kept unchanged. Thus, differently from Albawendi et al., 41 where BS is crucial to detect spatial position of objects, we use it just to reduce the reliability of high score nonhuman BBs. Eventually, variations in the BS image, caused by abnormal illumination changes, could result in an increase in the scores of nonhuman BBs. However, this can be handled by other stages of negative filtering of our pipeline. This makes our system more robust to the influence of illumination changes in the BS process. After this processing, low score detections are discarded by a rejection threshold. The BS followed by a rejection threshold can be seen as another classifier. A semantic segmentation process could be used in the place of it when the camera system is not fixed, which is not the case of our work.
In stage D (Figure 4(c) ), another round of nonhuman removal is performed by the ICCF detector. ICCF discriminates pedestrians from the background better than ACF, but in a lower FPS rate. 38 Because of this, it is only used in the reduced set of detections returned by ACF. The scores of the detections returned by ICCF are multiplied by the scores of the stage C, to compose strong confidence scores. Note that in stage D of Figure 5 , one BB of the previous stage was eliminated by ICCF. Additionally, still in stage D, low score detections returned by ICCF are also discarded.
The last step of the human detection pipeline is the BB filtering service and it is shown in stage E of Figure  4 (b). It employs homography to transform BBs between the images of the Intelligent Space. To model the acquisition geometry of the camera, we used the pinhole model, represented by the following equation
where l i is a scale factor,m i = ½u i v i 1 T is a point in the ith camera image, K i is the intrinsic matrix, P is the projection matrix, and ½R i , T i is the extrinsic matrix composed, respectively, by one rotation and translation. Finally,M = ½x y z 1
T is a 3D point in the world reference frame in which the cameras were calibrated, which generates the projectionsm i in the image plane. The variables with the ; sign are represented in homogeneous coordinates It is possible to rewrite equation (2) as
representing the term K i P½R i , T i by the matrix A i of dimension 3 3 4, whose columns are indicated by a c i . As we consider that the humans are always on the ground plane, that is, with z = 0, the incognitos of equation (3) are just x, y, and l i . Note that the matrix A i is already known from the calibration and the point m i can be obtained from the image as the feet of the humans (approximately the midpoint of the BB's baseline). Consequently, the coordinates x, y in the world reference frame can be calculated using the following equation
This is the way we recover the position of the detected humans in the 3D space.
Once the 3D information [x y z] is known, we can use the homography (H i j ) between the ith and jth camera to match points (m i ) and (m j ) on its respective images, as shown in the following equation 
Using the homography, we can reproject a BB from one image to any other image of our camera system. If a BB present in one image does not have at least one corresponding BB in any other image, it is discarded. To compare BBs, we use the intersection over union (IoU) metric and a match is considered for an IoU greater than 0.5, as commonly employed in the pedestrian detection literature. 49 It is worth to mention that all the images used to detect humans, during each sampling instant, are synchronized in order to guarantee that the same person, at the same time, is being detected in the different images. The synchronism between the cameras is provided by one of the support services, as mentioned before in section ''Middleware layer. '' At the end of the human detection pipeline, we expect that only standing humans are finally detected in the images. In the scope of this work, standing humans are considered those that need some service from the robots in the environment. It is important to mention that the human detection service can work even if just one camera is providing images. However, in this case, the human detection pipeline loses the strength and benefits obtained from the multi-camera network.
Intelligent Space applications
In this work, three PoC applications were developed to show the effectiveness of our human detection service in the context of the Intelligent Space architecture. Figure 6 illustrates the tasks executed in each application developed.
The first application is a human-following task performed by a robot (Figure 6(a) ). The robot must follow a human that has just entered the room. This is a very common strategy, because humans that have just arrived in the room might need some service from the attendance robot. Now, Figure 6 (b) shows another task, where the robot has to navigate in the Intelligent Space deviating from humans present in the environment. That is important, for example, to help in the first task, where the robot must get to someone but should not hit other humans while it moves. These applications are PoC of many day-to-day real tasks that may be performed in environments where a multi-camera network is provided, such as banks, museums, shopping malls, and squares. Figure 6 (c) shows the cumulative occupancy map of the Intelligent Space. This map is referred as cumulative, because it has the objective of consolidating the most visited places in the room through time. Therefore, it is a temporal analysis. This is very useful, for example, to dynamically determine the best places to put advertisements or to determine the rental price of a room in a shopping mall. The most visited places are usually those in which the products or advertisements are more exposed and seen by consumers. Consequently, commercial rooms are comprehensively more expensive in these places. Figure 7 shows the specific computer vision services that compose the applications and their interrelationship within the architecture of the Intelligent Space. Figures 2 and 7 are complementary. The first illustrates the messages flow between services and applications, while the latter presents services and applications distributed in the different layers of the architecture. Support services such as calibration service and synchronization service are not shown in the diagram of Figure 7 for better viewing.
The Pattern Tracker service is responsible to recover and publish the robot's 3D position, using a geometric pattern recognized by the multi-camera network. With this visual odometry, the robot can be controlled by the Robot Control service. The Human Localization and the Pattern Tracker services consume the frames published by the Camera gateways. The Human Localization service provides BBs to the BB Filtering service. The BB Frame Conversion service is responsible to project the BBs published by the BB Filtering service to the 3D coordinate of the world reference frame. Once the 3D information of the humans and the robot is available, the applications can be performed. The only application that does not use the Pattern Tracker service is the Occupancy Map. It is important to note that all the applications shown in Figure 7 are independent and may be executed at the same time in the Intelligent Space. Each flow of Figure 7 is just one occurrence of the main loop of each application. The flows are systematically repeated during the execution of the applications.
The flows originated from the Human Localization and Pattern Tracker services are asynchronous and executed in parallel. In the Human-Following and Human-Deviation applications, these flows converge to the Robot Control service, since they provide the information needed to execute the proposed applications. Each of the N instances of the Human Localization and the Pattern Tracker services are also executed in parallel. This shows the intrinsic parallelism of our system. This feature is of particular importance, due to the fact that human and object detectors are normally time-consuming tasks. In this case, these processes can be distributed over the infrastructure of our Intelligent Space during the test stage, using those nodes with more available resources. 
Experiments
In this section, we demonstrate and validate the effectiveness of our human detection service in the context of the Intelligent Space architecture based on a multicamera network. We would like to stress that we are considering that effectiveness is not only the property of detecting humans, but also the fulfillment of time requirements and the ability to provide properties as reliability and parallelism, inherited from the platform, to the applications.
Among others, the main contributions validated during the experiments are as follows:
The effectiveness of the human detection service in meeting the demands of the applications through the use of an Intelligent Space based on a multi-camera network; The design of a human detection service able to cooperate with other services of the Intelligent Space architecture; The fulfillment of the requirements of real-time applications due to the suitable cooperation between the human detection and other services.
Materials and methods
Infrastructure. Table 1 briefly describes our infrastructure. The four cameras are the only sensors employed. There is no specific limit in the number of cameras that can be used by the human detection service and any other service of the Intelligent Space.
As mentioned before, the robot is tracked using a visual odometry service that detects a pattern attached to it, as shown in Figure 8 . The built-in odometer and laser sensor of the robot are not used.
As can be noticed from Table 1 , although Node 1 has a relative high amount of memory, the four instances of the Human Localization service (the most costly computational service) together uses approximately just 800 MB of RAM memory. Except for the robot, all devices uses Gigabit Ethernet interfaces.
Pedestrian detector models. The pedestrian detectors (ICCF and ACF) used in our human detection service were trained using the INRIA dataset 50 as described in Almonfrey et al. 38 No image sample of our Intelligent Space was used for training. These detectors can deal with different scales using image resampling, at the detection stage. They are not specifically trained to treat heavy occlusion and, because of this, the use of the redundant information of the camera network is important. For completeness, we present a quantitative and qualitative analysis of our human detection service to show its strengths and weaknesses.
With respect to the evaluation on the image plane, the Miss Rate (MR), False Positives Per Image (FPPI), and Precision (PR) are the metrics we used. These metrics were chosen because they are commonly employed in the literature 49 for image plane analysis. MR is the fraction of total humans not identified by the method during the experiment. FPPI is the number of nonhuman samples detected as humans divided by the number of images of the experiment. Precision represents the fraction of correct human detections in relation to all detections returned by our human detection service. It is important to mention that a match between a detection and a ground truth on the image plane is considered if there is an IoU greater than 0.5. Each ground truth can be matched at most once.
Concerning the evaluation on the ground plane, the number of True Positives (TP), False Positives (FP), and False Negatives (FN) are presented. Besides that, the localization error between the TP detection and its matched ground truth position is analyzed. To consider a match between a detection and a ground truth on the ground plane, an Euclidean distance smaller than 0.5 m (usually the average diameter of the area occupied by the human body on the ground plane) is demanded. Again, each ground truth can be matched at most once. Blackfly BFLY-PGE-09S2C Robot Pioneer P3-AT Figure 8 . Robot used in the experiments.
To compute the values of the metrics mentioned above, we manually annotated on the image plane all humans present in the experiments using BBs. To compute the localization error during the experiments, the 3D ground truth positions are obtained from the projection of the manually annotated BBs (perfect detector) on the ground plane. In a complementary analysis, we also compute the localization error through specific and uniformly distributed points on the ground plane of the Intelligent Space. In this case, we obtained the 3D ground truth annotations measuring the positions directly from the ground plane.
We also present a comparison of our human detection service with two well-known generic detectors of the pedestrian detection literature. ACF, which is included in part of our human detection pipeline, and locally decorrelated channel features (LDCF) 48 are used. These two detectors were chosen for comparison purposes because they present respectable results in public benchmarks, as shown in Ohn-Bar and Trivedi. 51 Although ACF has a lower accuracy when compared to LDCF, it is faster, presenting a better compromise between speed and accuracy. The used model of the LDCF detector was also trained in the INRIA dataset. Finally, without loss of selfcompleteness of the present work, a sample source code of the human detection service and all annotated data are made publicly available. 52 
Human-following task
In this experiment, the human detection service is used to generate set points to the robot's controller during the human-following task. Figure 9 shows the human detection process at three different times (T A , T B , and T C ) during robot navigation. Besides, the numbers shown in such figure are the values of the human detection confidence score.
Note that in Figure 9 , at T B , another human is present in the workspace just to show that the system can detect more than one pedestrian at a time during the experiment. However, the robot is configured to continue following the first human. Despite the fact that not all humans are detected by all cameras, they are detected by the majority of them most of the time. Therefore, the use of a camera network increases the human detection rate. It is worth to mention that our detector was not trained using images of our Intelligent Space and, because of that, some mistakes in the single view detection are expected.
For completeness, Table 2 shows an analysis on the image plane of the human detection service accuracy. The idea is not to claim state of the art detection, since this is not the focus of the present work. We just want to evaluate the detection in the context of the application's requirements. In the referred table, the detection performances of ACF and LDCF are also presented. By comparing our human detection service with two other detectors of the literature, we intend to show the importance of our complete detection pipeline to the accomplishment of the application.
From Table 2 , it is possible to see that the overall PR (in bold) of our human detection service is much higher than the ones presented by the two other detectors. However, our method presents also a higher MR which is compensated by the fact that we use an array of cameras. The column related to the MR* metric shows that the overall MR (in bold) of our human detection service is decreased when considering information from all cameras. This lower MR indicates that humans lost in Figure 9 . Human detection during the human-following task.
one camera are detected in some other camera. This way we achieve a compromise between precision and loss of detections.
Without our complete detection pipeline to remove FP and the employment of a camera network to decrease the MR, the generic detectors ACF and LDCF cannot accomplish the task. It is important to mention that, even if ACF and LDCF were using a camera network, their PR would be inappropriate for the application, since they do not have a detection pipeline such ours to reduce FP. Figure 10 illustrates the higher number of FP of ACF and LDCF when compared to our method.
We relaxed the IoU threshold to consider a ground truth match to 0.3 just for the accuracy analysis of the reprojected BB. This is a fairer way to illustrate the accuracy, since the detections are approximately touching the ground plane. Therefore, some minor variations regarding the localization of the reprojected BB can be observed after homography transform. However, as mentioned before, during the experiments, we used an IoU threshold equal to 0.5. The humans located at the border of the image are not taken into account in the accuracy analysis. Although occlusions are not considered in the reasonable evaluation setup of the pedestrian detection area, 53 humans with occlusion are considered in our analysis. Figure 11 shows the trajectory described by the human and the robot during the experiment. It is possible to see from the same figure that the human detection service provides suitable information for the task to be accomplished. The instants T A , T B , and T C shown in Figure 9 are highlighted in the trajectory. Just the trajectory of the human being followed by the robot is shown for a better understanding. At the beginning of the experiment (time T A ), the robot was oriented 330 8 counterclockwise. In this case, it had to rotate approximately 120 8 on its own axis to start the following task. As mentioned before, 3D human positions are obtained from the BBs on the images captured during the same sampling window. For any human, multiple positions can be obtained, since each camera can provide a detected BB, from which a 3D position is estimated. In all experiments of this work, human positions are clustered if they are inside a region of 0.5 m in diameter. This cluster is used to represent the localization of the human in the 3D space. During robot navigation, to improve robustness against punctual miss detections, a buffer is used to accumulate the 10 last positions of the human being followed by the robot. The average value of this buffer is adopted as the actual position. Table 3 presents the metrics evaluated also on the ground plane for our human detection pipeline. Note that the MR on the ground plane (FN=NGTS) is approximately 13%, which is near the overall MR* on the image plane when considering information from all cameras ( Table 2 ). This lower MR is further attenuated by the buffer used during robot navigation. This helps the control task in transient situations, when the human is missed. Note also that the low number of FP is in accordance with the low number of FPPI computed on the image plane. It is important to mention that the evaluation on the ground plane is correlated with the evaluation on the image plane, but not directly numerically related. Still from Table 3 , we can note a localization error smaller than a quarter of the average diameter of the human body area on the ground plane (0.5 m).
Thus, the human detection service has a low number of FP that meets the demands of the proposed application, while keeping a proper MR. Again, this low number of FP is achieved due to the negative rejection cascade employed in the human detection service. Finally, our service was able to cooperate with the other elements of our infrastructure to accomplish the task.
Human-deviation task
In this experiment, the robot's controller uses the human detection service to perform the humandeviation task. We treat humans as obstacles and plan the path that must be executed by the robot using a path planning strategy presented in S xucan et al. Figure 12 shows the human detection process during robot navigation in three different times (T A , T B , and T C ). Figure 13 shows the trajectory described by the robot and the positions of the humans during the robot navigation. Using the information provided by the human detection service, the robot could navigate without hitting the individuals present in the environment. The instants T A , T B , and T C shown in Figure 12 are highlighted in the trajectory. The path planning strategy looks for the path with less possibility of collision.
As presented in section ''Human-following task,'' to validate the effectiveness of the service in meeting the requirements of the application, an analysis of the detector accuracy on the image and ground planes are presented in Tables 4 and 5 , respectively. It is possible to see the same trend of the experiment of section ''Human-following task.'' In general, our method has a higher overall precision, at the cost of a higher MR, which is attenuated by the use of a camera network and the buffering of 3D positions. Note that the low number of FN, presented in Table 5 , corroborates with the low MR* (in bold) presented in Table 4 . It is possible to see that ACF and LDCF still have a higher overall FPPI. Although the referred generic detectors have a low FP in some cameras, they would not be able to take advantage of the array of cameras, which is crucial in a more dynamic setup, as presented in sections ''Humanfollowing task'' and ''Occupancy map of the environment.'' On the other hand, our solution is more flexible NDTS is the total number of detections; NGTS is the number of ground truth positions estimated using the manually annotated BBs on the image plane; LOCERR is the localization error between the TP detection and its matched ground truth position. Figure 11 . Trajectories of the human and the robot during the human-following task.
since it is not dependent on only one specific camera, serving a higher range of applications. Note also that the localization error, for this experiment, is just 12% of the average diameter of the human body area on the ground plane (0.5 m). This is a reasonable value, considering that the detection process is applied to a low resolution image (515 3 291 pixels). Finally, Table 6 shows a time analysis of the human detection service. A time T HDS higher than T RC means that the human detection service is not being able to process the images in the time demanded by the robot service. T HDS less than or equal to T RC implies that the human detection service processing time is in accordance with the time requirements. In practice, the value of T HDS is expected to oscillate around a value near to T RC . As indicated by the trajectory graphs, and confirmed by the time analysis, our method was able to serve the application while respecting the time requirements.
Occupancy map of the environment
In this experiment, we built a cumulative occupancy map of our Intelligent Space. The objective is to show the most visited places of the environment through time. Figure 14 shows the cumulative occupancy map. Our Intelligent Space measures 4.8 m 3 7.3 m. However, due to the positioning of the camera system, part of the human bodies is outside of the image area or distorted for most cameras in the last 1.8 m of the horizontal axis. As no human is detected in the referred region, we just show a 4.8 m 3 5.5 m area from our Intelligent Space. This is the operating area of the detection service. The humans were asked to mainly execute an elliptical trajectory in this experiment and this can be confirmed from Figure 14 . In Surie et al., 18 where the solution is highly structured, the authors mention that a larger field of view is expected to impair the detection. As our work can deal with workspaces less structured, a larger field of view will benefit the detection due to a larger operating area.
As already done in the other experiments, Tables 7  and 8 present the accuracy analysis on the image and ground planes, respectively. Again, the trend is the same of the other experiments when comparing our method with ACF and LDCF. The difference now is that more people are present in the Intelligent Space, increasing the MR of all detectors, because of the higher rate of occlusion. In fact, occlusion is still an open problem on the literature. It is important to mention that even the best trained generic detectors present a drop in performance when considering occlusion, as can be confirmed in the Caltech dataset benchmark. 55 From Table 8 , it is also possible to see that the MR on the ground plane (FN=NGTS) is approximately 29%, which is near the overall MR* on the image plane when considering information from all cameras ( Table 7) . The precision of our detector is still much higher than the precision of the other detectors used for comparison, as can be confirmed in Table 7 .
As a complementary analysis, we show that the higher number of FN, on the ground plane, is somehow related to minor variations in detections due to the challenging setup of this experiment. Just at this evaluation, we relaxed the threshold distance on the ground plane from 0.5 to 0.8 m, for the clustering approach and accuracy analysis. Also, we calculated the metrics on the ground plane after the buffering approach, to show its effectiveness. As can be seen from Table 8 , when considering this relaxed setup, the number of FN* reduces considerably at the cost of a minor increase in the number of FP*. As can be seen, with a reasonable relaxation in the threshold distance on the ground plane, a lot of FN are avoided. This shows that many mistakes are indeed made by a minor margin, which represent a minor impact on the applications. Therefore, the higher MR on the image plane is indeed reduced on the ground plane when using an array of cameras.
Regarding the localization error, from Table 8 , we can note a slight increase of the error in relation to that presented in the other experiments. This is mainly due to the more dynamic setup of this experiment, where there are more movement and occlusion, which increases the instability on the human detection on NDTS is the total number of detections; NGTS is the number of ground truth positions estimated using the manually annotated BBs on the image plane; LOCERR is the localization error between the TP detection and its matched ground truth position. each image and thereafter on human localization on the ground plane. However, once that detection is applied to a low resolution image (515 3 291 pixels), an error smaller than 40% of the average diameter of the human body area on the ground plane can be considered reasonable. Finally, Figure 15 presents some qualitative results, including some successful detections and some failures. For a better diversity, the four images of the cameras are not necessarily correspondent in this case.
Localization error of the Intelligent Space
As a final evaluation, we measured the localization error of the human detection service for positions distributed as an uniform grid on the operating area of our Intelligent Space (Figure 16 ). In order to do that, a person stood at the grid locations, which were also manually annotated on the ground, while images were captured. The idea was to use a more structured setup to have a better analysis of the influence in the localization error due to the detection and calibration data.
As can be seen from Figure 16 , this error is not uniformly distributed over the environment, and this is NDTS is the total number of detections; NGTS is the number of ground truth positions estimated using the manually annotated BBs on the image plane; LOCERR is the localization error between the TP detection and its matched ground truth position. The symbol ''*'' denotes metrics computed after threshold distance relaxation and the buffering approach.
probably due to the nonuniform redundancy inserted by the overlapping area of the cameras. The redundancy in the detection is also important for a precise localization on the ground plane. At the border of the operating area, where there is less redundancy in the detection, the error is greater. Nevertheless, the obtained error is again smaller than 40% of the average diameter of the human body area on the ground plane.
Conclusion
In this work, we presented a human detection service suitable for Intelligent Spaces based on a multi-camera network. We presented a review of the literature to highlight the main distinction between our method and the others existing in the area. While in the literature most of the solutions are just independent applications, our human detection service is designed to interact harmoniously with the architecture of our Intelligent Space. The proposed human detector, as well as our Intelligent Space, is implemented using concepts of cloud computing and SOA. Our service is designed to be flexible, less structured as possible, meeting the requirements of different Intelligent Spaces applications and services present in our architecture. Our human detection service, due to the paradigm in which is implemented, is scalable, reliable and parallelizable.
As it can be commonly found in different environments, the multi-camera system is used to overcome some limitations of existing human detection approaches. Finally, concerning time and detection performance requirements, our solution proved to be suitable for interacting with other services and applications of our Intelligent Space and successfully accomplish the proposed tasks.
Declaration of conflicting interests
The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.
Funding
The author(s) received no financial support for the research, authorship, and/or publication of this article.
ORCID iD
Douglas Almonfrey
https://orcid.org/0000-0002-0547-3494
