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Abstract
We consider the multiple products of relevant and marginal scalar composite operators at the
Gaussian fixed-point in D = 4 dimensions. This amounts to perturbative construction of the φ4
theory where the parameters of the theory are momentum dependent sources. Using the exact
renormalization group (ERG) formalism, we show how the scaling properties of the sources are
given by the short-distance singularities of the multiple products.
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1
I. INTRODUCTION
For a quantum field theory to have a well defined continuum limit, it must have an
ultraviolet (UV) fixed-point of the renormalization group. Conversely, given a fixed-point,
we can build a continuum limit with as many parameters as the number of relevant operators.
Modulo the important question of convergence, the continuum limit with parameters can
be constructed out of the multiple products of the relevant operators at the fixed-point. [1]
Following this idea, Cardy has considered a generic fixed-point action S∗ with relevant
operators Oi. [2] Let the first order action of the theory be
S∗ +
∑
i
gi
∫
dDxOi(x) . (1)
The short-distance singularity of the operator products are given as
Oi(x)Oj(y)
x→y
−→
∑
k
cij,k
|x− y|xi+xj−xk
Ok(x) , (2)
where xi is the scale dimension ofOi inD-dimensional coordinate space. When xi+xj−xk ≥
D, the product is unintegrable, and the second order perturbation needs regularization.
Consequently, the parameter gi acquires a mixing term proportional to
∑
j,k cjk,igjgk under
the renormalization group. (This result has been reviewed in Appendix C of [3] using the
exact renormalization group formalism.)
Even before this observation, we all had been familiar with the idea that the short-
distance singularities are the source of renormalization and the associated renormalization
group. Consider the perturbative construction of φ4 theory in D = 4 − ǫ dimensions. The
bare parameters and field are given by
m20 = Zm(ǫ;λ)m
2 , (3a)
λ0 = Zλ(ǫ;λ)λµ
ǫ , (3b)
φ0 =
√
Z(ǫ;λ)φ , (3c)
where the renormalization constants are given in the MS prescription. The renormalization
constants, which cancel the UV divergences, are determined by the beta functions and the
2
anomalous dimension as [4]
Zλ(ǫ;λ) = exp
(∫ λ
0
dx
(
ǫ
ǫx+ β(x)
−
1
x
))
, (4a)
Zm(ǫ;λ) = exp
(
−
∫ λ
0
dx
βm(x)
ǫx+ β(x)
)
, (4b)
Z(ǫ;λ) = exp
(
−
∫ λ
0
dx
2γ(x)
ǫx + β(x)
)
. (4c)
(Note that we have chosen the sign of beta functions to give the change of parameters toward
the IR.)
In this paper we take the Gaussian fixed-point in D = 4 dimensions as the simplest
example, and study how to construct the multiple products of three scalar composite oper-
ators φ2, φ4, ∂µφ∂µφ which are either relevant or marginal. (These operators will be called
O2,O4,N in the main text.) Using the exact renormalization group (ERG) formalism, we
construct a theory with momentum dependent sources coupled to the three composite op-
erators. (There are many reviews of ERG. See [5] and references therein. We mostly follow
the conventions of [6] and [7] out of familiarity.) We will obtain a precise relation between
the short-distance singularities of the operator products and the mixing coefficients under
scaling of the sources.
Momentum dependent sources for composite operators, equivalent to space dependent
parameters, have been considered before. In generalizing Zamolodchikov’s c-theorem, Jack
and Osborn have introduced space dependent parameters using the dimensional regular-
ization. The correlation functions of the bare composite operators have poles in ǫ, which
they have related to the beta functions of the space dependent parameters, just as in (4).
[8–10] (See also [11] for more recent developments.) The poles obviously result from the
short-distance singularities we discuss here.
This paper is organized as follows. In Sec. II we briefly review the composite operators
in the ERG formalism. We introduce the three scalar composite operators the multiple
products of which constitute the main subject of this paper. In Sec. III we sketch how to
construct multiple products of composite operators in the ERG formalism. This section
is based upon the results of [12]. In Sec. IV we give concrete examples of the products
of two composite operators. We then give a general discussion of the number operator in
Sec. V. The number operator is an equation-of-motion operator, and the precise control we
gain over their products greatly simplifies our study of the multiple products. In Sec. VI
3
we introduce the generating functional W of the multiple products. The sources for W are
momentum dependent parameters of the φ4 theory. We show that the scaling property of
eW is given by the coefficients of short-distance singularities in the multiple products of
composite operators. The paper is concluded in Sec. VII. We sketch the calculations of
some integrals of cutoff functions in Appendix A, derive the asymptotic behavior of two
functions (F,G) in Appendix B, and construct some products of three composite operators
in Appendix C.
Throughout the paper we work in D = 4 dimensional Euclidean space, and use the
following short-hand notation for the momentum space:∫
p
≡
∫
dDp
(2π)D
, δ(p) ≡ (2π)Dδ(D)(p) .
II. COMPOSITE OPERATORS IN THE ERG FORMALISM
We consider the Wilson action of the Gaussian fixed-point given by
S[φ] = −
1
2
∫
p
φ(−p)
p2
K(p)
φ(p) , (5)
where K(p) is a smooth positive cutoff function which is 1 at p = 0 and vanishes as p→∞.
Effectively, the momentum cutoff is of order 1. The correlation functions defined by
〈φ(p1) · · ·φ(pn)〉
≡
n∏
i=1
1
K(pi)
·
〈
exp
(
−
∫
p
K(p) (1−K(p))
p2
1
2
δ2
δφ(p)δφ(−p)
)
φ(p1) · · ·φ(pn)
〉
S
(6)
satisfies the scaling relation
〈〈
φ(p1e
t) · · ·φ(pne
t)
〉〉
= e−n
D+2
2
t 〈φ(p1) · · ·φ(pn)〉 . (7)
Here,
〈· · ·〉S ≡
∫
[dφ]eS[φ] · · · (8)
is the standard correlation function with the Boltzmann weight eS[φ] given by the Wilson
action.[7]
A composite operator O(p) with scale dimension −y satisfies the ERG differential equa-
tion
(p · ∂p + y −D)O(p) = 0 , (9)
4
where
D ≡
∫
p
[(
p · ∂p +
D + 2
2
)
φ(p) ·
δ
δφ(p)
+ f(p)
1
2
δ2
δφ(p)δφ(−p)
]
. (10)
f(p) is the derivative of the high-momentum propagator h(p):
f(p) ≡ (p · ∂p + 2)h(p) , (11a)
h(p) ≡
1−K(p)
p2
. (11b)
The ERG equation implies that the correlation function of the composite operator
〈O(p)φ(p1) · · ·φ(pn)〉
≡
n∏
i=1
1
K(pi)
〈
O(p) exp
(
−
∫
q
K(q) (1−K(q))
q2
1
2
δ2
δφ(q)δφ(−q)
)
φ(p1) · · ·φ(pn)
〉
(12)
satisfies the scaling relation
〈〈
O(pet)φ(p1e
t) · · ·φ(pne
t)
〉〉
= e−(y+n
D+2
2 )t 〈O(p)φ(p1) · · ·φ(pn)〉 . (13)
We are particularly interested in the scalar composite operators whose scale dimension is
nonpositive. There are only three: O2,O4,N given below. The purpose of this paper is to
understand the multiple products of these composite operators.
A. O2 with y = 2
O2 satisfies
(p · ∂p + 2−D)O2(p) = 0 . (14)
The solution is given by
O2(p) =
1
2
∫
p1,p2
φ(p1)φ(p2) δ (p1 + p2 − p) + v2δ(p) , (15)
where
v2 ≡ −
1
4
∫
q
f(q) . (16)
We may graphically express O2 as
O2(p) =
+
p p
. (17)
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B. O4 with y = 0
O4 satisfies
(p · ∂p −D)O4(p) = 0 . (18)
The solution is given by
O4(p) =
1
4!
∫
p1,··· .p4
4∏
i=1
φ(pi) δ
(
4∑
i=1
pi − p
)
+ v2
1
2
∫
p1,p2
φ(p1)φ(p2) δ(p1 + p2 − p) +
1
2
v22δ(p) (19)
= +
p p
+
p
. (20)
In fact
p2O2(p) = p
21
2
∫
p1,p2
φ(p1)φ(p2) δ(p1 + p2 − p) (21)
satisfies the same equation as O4(p).
C. N with y = 0
The number operator N is an equation-of-motion operator, defined by
N (p) ≡ −e−S
∫
q
K(q)
δ
δφ(q)
(
φ(q + p)eS
)
. (22)
This is computed as
N (p) =
1
2
∫
p1,p2
φ(p1)φ(p2)
(
p21 + p
2
2
)
δ(p1 + p2 − p)−
∫
q
K(q) δ(p) . (23)
We will give a general discussion of the number operator and its multiple products in Sec. V.
III. MULTIPLE PRODUCTS OF COMPOSITE OPERATORS
Multiple products of composite operators have been considered in [12]. Here we review
what is necessary for this paper. For more details we refer the reader to [12].
Consider the product of a composite operator O(p) of scale dimension −y and another
O′(p) of scale dimension −y′. Their product is given in the form
[O(p)O′(q)] = O(p)O′(q) + P(p, q) . (24)
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The counterterm P is necessary for the product to be a composite operator that satisfies
the ERG equation
(p · ∂p + q · ∂q + y + y
′ −D) [O(p)O′(q)] = 0 . (25)
This is equivalent to the scaling law
〈〈[
O(pet)O′(qet)
]
φ(p1e
t) · · ·φ(pne
t)
〉〉
= e−(y+y
′)t−nD+2
2
t 〈 [O(p)O′(q)]φ(p1) · · ·φ(pn)〉 . (26)
The ERG equation for the counterterm is obtained from (25) as
(p · ∂p + q · ∂q + y + y
′ −D)P(p, q) =
∫
r
f(r)
δO(p)
δφ(r)
δO′(q)
δφ(−r)
. (27)
The counterterm is induced by the short-distance singularity of the product of two com-
posite operators. The singularity induces a mixing of the product with a local composite
operator O′′ with scale dimension −y′′ if
− y′′ + 2n = −y − y′ ⇐⇒ y′′ = y + y′ + 2n (28)
where n = 0, 1, 2, · · · . The ERG equation is then modified to
(p · ∂p + q · ∂q + y + y
′ −D) [O(p)O′(q)] = γOO′,O′′(p, q)O
′′(p+ q) , (29)
where γOO′,O′′(p, q) is a degree 2n polynomial of p, q. Unless there is such y
′′, there is no
mixing. We will give examples in the next section. Since we can rewrite (29) as
(p · ∂p + q · ∂q + y + y
′ −D) ([O(p)O′(q)]− ln p · γOO′,O′′(p, q)O
′′(p+ q)) = 0 , (30)
we find that the mixing causes the short-distance singularity
[O(p)O′(q)]
p,q→∞
−→ ln p · γOO′,O′′(p, q)O
′′(p+ q) , (31)
where p+ q is fixed.
We can consider higher order products. The product of three composite operators is
given as
[O(p)O′(q)O′′(r)] = O(p)O′(q)O′′(r) + POO′(p, q)O
′′(r)
+ PO′O′′(q, r)O(p) + PO′′O(r, p)O
′(q)
+ POO′O′′(p, q, r) , (32)
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where POO′O′′ takes care of the short-distance singularity that occurs when all the three
operators come close together in space. Allowing for the possibility of mixing, we obtain he
ERG equation for the product as
(p · ∂p + q · ∂q + r · ∂r + y + y
′ + y′′ −D) [O(p)O′(q)O′′(r)]
= γOO′,O˜(p, q)
[
O˜(p+ q)O′′(r)
]
+ γO′O′′,O˜(q, r)
[
O˜(q + r)O(p)
]
+ γO′′O,O˜(r, p)
[
O˜(r + p)O′(q)
]
+ γOO′O′′,O˜(p, q, r)O˜(p+ q + r) , (33)
where the mixing coefficient γOO′O′′,O˜(p, q, r) can be nonvanishing only if
− y − y′ − y′′ + y˜ = 2n = 0, 2, 4, · · · . (34)
Then it is a polynomial of degree 2n. γOO′O′′,O˜ gives the short-distance singularity when all
the three operators have large momenta:
[O(p)O′(q)O′′(r)]
p,q,r→∞
−→ ln p · γOO′O′′,O˜(p, q, r)O˜(p+ q + r) , (35)
where p+ q + r is fixed. The corresponding ERG equation for POO′O′′ is given by
(p · ∂p + q · ∂q + r · ∂r + y + y
′ + y′′ −D)POO′O′′(p, q, r)
=
∫
s
f(s)
(
δPOO′(p, q)
δφ(s)
δO′′(r)
δφ(−s)
+
δPO′O′′(q, r)
δφ(s)
δO(p)
δφ(−s)
+
δPO′′O(r, p)
δφ(s)
δO′(q)
δφ(−s)
)
+ γOO′,O˜(p, q)PO˜,O′′(p+ q, r) + γO′O′′,O˜(q, r)PO˜,O(q + r, p)
+ γO′′O,O˜(r, p)PO˜,O′(r + p, q) + γOO′O′′,O˜(p, q, r)O˜(p+ q + r) . (36)
We will calculate products of three composite operators in Appendix C.
IV. PRODUCTS OF TWO COMPOSITE OPERATORS
We consider the products of two composite operators (either O2 or O4) in this section.
The first two examples have been obtained in [12]. We include them here for completeness
and the convenience of the reader. Through these examples we verify that the short-distance
singularities are determined by the coefficients of mixing, or vice versa.
A. [O2O2]
We compute
[O2(p)O2(q)] = O2(p)O2(q) + P22(p, q) , (37)
8
where P22 satisfies
(p · ∂p + q · ∂q + 4−D)P22(p, q) =
∫
r
f(r)
δO2(p)
δφ(r)
δO2(q)
δφ(−r)
+ γ22,0 δ(p+ q) . (38)
Let
P22(p, q) =
1
2
∫
p1,p2
φ(p1)φ(p2) δ(p1 + p2 − p− q) c2(p1, p2) + c0(p)δ(p+ q) . (39)
[O2(p)O2(q)] being a composite operator of scale dimension −4, it is ambiguous by a constant
multiple of δ(p+ q). We remove this ambiguity by adopting a convention
c0(0) = 0 . (40)
c2 satisfies the ERG equation(
p · ∂p + q · ∂q +
2∑
i=1
pi · ∂pi + 2
)
c2(p1, p2) = f(p1 − p) + f(p2 − p) . (41)
The solution is given by
c2(p1, p2) = h(p1 − p) + h(p2 − p) =
p q
. (42)
c0 satisfies the ERG equation
p · ∂pc0(p) =
1
2
∫
q
f(q)h(q + p) + γ22,0 . (43)
Now, c0(p) must be analytic at p = 0 since the fluctuations of momentum below the cutoff
(of order 1) have not been integrated. For the analyticity at p = 0, we must choose
γ22,0 = −
∫
q
f(q)h(q) = −
1
(4π)2
. (44)
(This is calculated in Appendix A.) Using the convention c0(0) = 0, we obtain
c0(p) = F (p) =
p q
, (45)
where F (p) is defined by
F (p) ≡
1
2
∫
q
h(q) (h(q + p)− h(q)) . (46)
Note that γ22,0 determines the asymptotic behavior of F (p) for large p. Since F (p) satisfies
p · ∂pF (p)
p→∞
−→ γ22,0 , (47)
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we obtain
F (p)
p→∞
−→ γ22,0 ln p (48)
up to an additive constant. Hence, as p, q become large with p+ q fixed, we find
[O2(p)O2(q)]
p,q→∞
−→ γ22,0 ln p δ(p+ q) . (49)
B. [O4O2]
[O4(p)O2(q)] satisfies the ERG equation
(p · ∂p + q · ∂q + 2−D) [O4(p)O2(q)] = γ42,2O2(p+ q) + γ42,0(p)δ(p+ q) . (50)
Let
[O4(p)O2(q)] = O4(p)O2(q) + P42(p, q) . (51)
P42 satisfies
(p · ∂p + q · ∂q + 2−D)P42(p, q) =
∫
r
f(r)
δO4(p)
δφ(r)
δO2(q)
δφ(−r)
+γ42,2O2(p+ q)+γ42,0(p)δ(p+ q) .
(52)
To solve this, we expand
P42(p, q) =
1
4!
∫
p1,p2,p3,p4
4∏
i=1
φ(pi) δ
(
4∑
i=1
pi − p− q
)
c4(p, q; p1, · · · , p4)
+
1
2
∫
p1,p2
φ(p1)φ(p2) δ(p1 + p2 − p− q) c2(p, q; p1, p2) + c0(p)δ(p+ q) . (53)
We first obtain (
4∑
i=1
pi · ∂pi + 2
)
c4(p1, · · · , p4) =
4∑
i=1
f(pi − q) , (54)
which is solved by
c4(p1, · · · , p4) =
4∑
i=1
h(pi − q) =
p q
. (55)
Let
c2(p1, p2) = v2 (h(p1 − q) + h(p2 − q)) + c
1PI
2 (p1, p2)
=
p q
+
p
q
,
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where c1PI2 (p1, p2) satisfies
(p · ∂p + · · · ) c
1PI
2 (p1, p2) =
∫
r
f(r)h(r + q) + γ42,2 . (56)
For this to have a solution analytic at zero momenta, we must choose
γ42,2 = −
∫
r
f(r)h(r) = γ22,0 = −
1
(4π)2
. (57)
The solution is ambiguous by a constant, i.e., we can change [O4(p)O2(q)] by a constant
multiple of O2(p+ q). By adopting a convention
c1PI2 (0, 0) = 0 , (58)
we obtain
c1PI2 (p1, p2) = F (q) . (59)
Finally, we consider c0(p) that satisfies
(p · ∂p − 2) c0(p) =
1
2
∫
r
f(r) · F (p) + v2
(∫
r
f(r)h(r + p) + γ42,2
)
+ γ42,0(p) , (60)
where γ42,0(p) is a constant multiple of p
2. For c0(p) to be analytic at p = 0, the rhs should
have no term proportional to p2. This determines
γ42,0(p) = 0 . (61)
The solution is ambiguous by a constant multiple of p2. A particular solution is given by
c0(p) = v2F (p) =
p
. (62)
For large p with p + q fixed, we find the asymptotic behavior
[O4(p)O2(q)]
p,q→∞
−→ γ42,2 ln p · O2(p+ q) . (63)
C. [O4O4]
This example is not given in [12], and we would like to give a little more details. The
ERG equation for the product is
(p · ∂p + q · ∂q −D) [O4(p)O4(q)]
= γ44,4O4(p + q) + γ44,NN (p+ q) + γ44,2(p, q)O2(p+ q) + γ44,0(p)δ(p+ q) , (64)
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where γ44,2(p, q) is a degree 2 polynomial, and γ44,0(p) is proportional to (p
2)2. The corre-
sponding ERG equation for the counterterm is
(p · ∂p + q · ∂q −D)P44(p, q)
=
∫
r
f(r)
δO4(p)
δφ(r)
δO4(q)
δφ(−r)
+ γ44,4O4(p+ q) + γ44,NN (p+ q)
+ γ44,2(p, q)O2(p+ q) + γ44,0(p)δ(p+ q) . (65)
The solution is ambiguous by a linear combination of O4(p+ q),N (p+ q), (p · q)O2(p+ q),
and p4δ(p+ q) with constant coefficients. We expand
P44(p, q) =
3∑
n=1
1
(2n)!
∫
p1,··· ,p2n
2n∏
i=1
φ(pi) δ
(
2n∑
i=1
pi − p− q
)
c2n(p, q; p1, · · · , p2n)
+ δ(p+ q) c0(p) . (66)
The calculations of c6 and c4 are similar to what we have shown so far. We simply state
the results:
c6(p1, · · · , p6) =
p q
= h(p1 + p2 + p3 − p) + · · · . (67)
c4(p1, · · · , p4) =
p p
q
+ +
q q p
= v2
4∑
i=1
(h(pi − p) + h(pi − q)) + c
1PI
4 (p1, · · · , p4) , (68)
where
c1PI4 (p1, · · · , p4) = F (p1 + p2 − p) + F (p1 + p2 − q) + (t, u)-channels . (69)
We have chosen
γ44,4 = −6
∫
q
f(q)h(q) = 6γ42,2 (70)
for the analyticity of c1PI4 at zero momenta, and we have chosen a particular convention
c1PI4 (0, 0, 0, 0) = 0 (71)
to remove the ambiguity of c1PI4 by a constant. For large p, q with p + q fixed, we find
c4(p1, p2, p3, p4)
p,q→∞
−→ γ44,4 ln p . (72)
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We can write c2 as
c2(p1, p2) =
p q
+
p q p q
+
q p
+
= v22 (h(p1 − p) + h(p2 − p)) + v2 (F (p) + F (q)) + c
1PI
2 (p1, p2) , (73)
where c1PI2 satisfies the ERG equation(
p · ∂p + q · ∂q +
2∑
i=1
pi · ∂pi − 2
)
c1PI2 (p1, p2)
=
∫
r
f(r) (F (r + p1 − p) + F (r + p2 − p)) +
2
3
γ44,4v2 + γ44,N (p
2
1 + p
2
2) + γ44,2(p, q) . (74)
γ44,N and the quadratic polynomial γ44,2(p, q) are to be determined so that the rhs has no
term of quadratic order at zero momenta. This is required by the analyticity of c1PI2 (p1, p2).
To solve this we define G(p) by
(p · ∂p − 2)G(p) =
∫
q
f(q)F (q + p) +
1
3
γ44,4v2 + η p
2 , (75)
where
η ≡ −
∂
∂p2
∫
q
f(q)F (q + p)
∣∣∣
p=0
=
1
(4π)2
1
6
(76)
removes the p2 term from the rhs. See Appendix A for the calculation of η. We also remove
the ambiguity of G(p) by the convention
d
dp2
G(p)
∣∣∣
p=0
= 0 . (77)
Since(
p · ∂p + q · ∂q +
2∑
i=1
pi · ∂pi − 2
)
(G(p1 − p) +G(p1 − q))
=
∫
r
f(r) (F (r + p1 − p) + F (r + p1 − q)) +
2
3
γ44,4v2 + η
{
(p1 − p)
2 + (p2 − p)
2
}
=
∫
r
f(r) (F (r + p1 − p) + F (r + p1 − q)) +
2
3
γ44,4v2 + η
(
p21 + p
2
2
)
− 2η(p · q) , (78)
we obtain
c1PI2 (p1, p2) = G(p1 − p) +G(p2 − p) , (79)
and
γ44,N = η , (80a)
γ44,2(p, q) = −2η p · q . (80b)
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To summarize, we have obtained
c2(p1, p2) = v
2
2 (h(p1 − p) + h(p2 − p)) + v2 (F (p) + F (q)) +G(p1 − p) +G(p2 − p) . (81)
Before computing c0(p), let us find the asymptotic behavior of c2(p). The asymptotic
behavior of G(p) is obtained in Appendix B as (B4):
G(p)
p→∞
−→ ηp2 ln p+ 2γ42,2v2 ln p , (82)
where we have dropped a constant multiple of p2 and a constant. Hence, for large p, q with
fixed p+ q, we obtain the asymptotic behavior
c2(p1, p2)
p→∞
−→ ln p ·
[
η
(
−2p · q + p21 + p
2
2
)
+ γ44,4v2
]
. (83)
Finally, we consider
c0(p) = +
p q
p q
= v22F (p) +H(p) , (84)
where H(p) is defined by
(p · ∂p − 4)H(p) =
∫
q
f(q)G(q + p) + v22
1
3
γ44,4 − η
∫
q
K(q) + 2η p2v2 + γ44,0(p) , (85)
and the convention
d2
(dp2)2
H(p)
∣∣∣
p=0
= 0 . (86)
γ44,0(p) is determined so that the rhs has no term of order p
4 at p = 0:
γ44,0(p) = γ44,0 · p
4 , (87)
where
γ44,0 = −
1
2
d2
(dp2)2
∫
q
f(q)G(q + p)
∣∣∣
p=0
= −
1
(4π)6
1
144
. (88)
This is calculated in Appendix A. In Appendix B we derive the asymptotic behavior of H(p)
as
H(p)
p→∞
−→ ln p
[
γ44,0 p
4 + 2η v2p
2 + 2γ42,2v
2
2
]
, (89)
where we have ignored constant multiples of p4, p2, 1.
To summarize, the asymptotic behavior of the product is given by
[O4(p)O4(q)]
p,q→∞
−→ ln p
(
γ44,4O4(p+ q) + γ44,NN (p+ q) + γ44,2(p, q)O2(p+ q) + γ44,0 p
4 δ(p+ q)
)
. (90)
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V. NUMBER OPERATOR AND ITS MULTIPLE PRODUCTS
The number operator defined by (22) is an equation-of-motion operator, and it has the
correlation function
〈N (p)φ(p1) · · ·φ(pn)〉 =
n∑
i=1
〈φ(p1) · · ·φ(pi + p) · · ·φ(pn)〉 . (91)
Given a composite operator O, we can create an equation-of-motion operator by
N (p) ⋆O ≡ −e−S
∫
q
K(q)
δ
δφ(q)
(
[φ(q + p)O] eS
)
, (92)
where
[φ(q + p)O] = [Oφ(q + p)] ≡ φ(q + p)O + h(q + p)
δO
δφ(−q − p)
(93)
is the product of φ and O with the correlation function
〈 [Oφ(q)]φ(p1) · · ·φ(pn)〉 = 〈O φ(q)φ(p1) · · ·φ(pn)〉 . (94)
N (p) ⋆O has the correlation function
〈N (p) ⋆O φ(p1) · · ·φ(pn)〉 =
n∑
i=1
〈O φ(p1) · · ·φ(pi + p) · · ·φ(pn)〉 . (95)
Note that O is untouched by the number operator.
By definition the star product is commuting:
N (p) ⋆N (q) ⋆O = N (q) ⋆N (p) ⋆O . (96)
This is easy to prove from the correlation functions:
〈N (p) ⋆N (q) ⋆O φ(p1) · · ·φ(pn)〉 =
n∑
i=1
〈N (q) ⋆O · · ·φ(pi + p) · · ·〉
=
n∑
i=1
〈O · · ·φ(pi + p+ q) · · ·〉
+
∑
i 6=j
〈O · · ·φ(pi + p) · · ·φ(pj + q) · · ·〉 . (97)
This is obviously symmetric under the interchange of p and q.
Given
O = [O2(p1) · · ·O2(pk)O4(q1) · · ·O4(ql)] ,
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we define its product with a multiple number of N ’s as
[N (p1) · · ·N (pk)O2(p1) · · ·O2(pk)O4(q1) · · ·O4(ql)]
≡ N (p1) ⋆ · · · ⋆N (pk) ⋆ [O2(p1) · · ·O2(pk)O4(q1) · · ·O4(ql)] . (98)
According to this definition, we find that the product with N does not produce any new
short-distance singularity. Suppose the product [O(p)O′(q)] satisfies the ERG equation
(p · ∂p + q · ∂q + y + y
′ −D) [O(p)O′(q)] = γOO′,O′′(p, q)O
′′(p+ q) . (99)
The rhs is due to the short-distance singularity. Taking the star product with N (r), we
obtain
(p · ∂p + q · ∂q + r · ∂r + y + y
′ −D) [N (r)O(p)O′(q)] = γOO′,O′′(p, q) [N (r)O
′′(p+ q)] .
(100)
N itself has no short-distance singularity with any composite operator. Thus, the only
mixing coefficient involving N is of the type
γ4···4,N . (101)
Let us consider two examples. The first example is
[N (p)O2(q)] = N (p) ⋆O2(q)
= −e−S
∫
r
K(r)
δ
δφ(r)
[(
φ(r + p)O2(q) + h(r + p)
δO2(q)
δφ(−r − p)
)
eS
]
= N (p)O2(q) + PN2(p, q) , (102)
where
PN2(p, q) =
∫
r
δN (p)
δφ(r)
h(r)
δO2(q)
δφ(−r)
− 2O2(p+ q) +
(
2v2 −
∫
r
K(r)h(r + p)
)
δ(p+ q) . (103)
The second example is
[N (p)O4(q)] = N (p) ⋆O4(q)
= −e−S
∫
r
K(r)
δ
δφ(r)
[(
φ(r + p)O4(q) + h(r + p)
δO4(q)
δφ(−r − p)
)
eS
]
= N (p)O4(q) + PN4(p, q) , (104)
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where
PN4(p, q) =
∫
r
δN (p)
δφ(r)
h(r)
δO4(q)
δφ(−r)
− 4O4(p+ q) +
(
4v2 −
∫
r
K(r)h(r + p)
)
O2(p+ q)
− v2
1
2
∫
p1,p2
φ(p1)φ(p2)δ(p1 + p2 − p− q) (1−K(p1 − p) + 1−K(p2 − p))
− 2v22 δ(p+ q) . (105)
VI. GENERATING FUNCTIONAL
So far we have shown how to construct the multiple products of O2 and O4 by solving
the respective ERG differential equations. Their products with the number operator N are
given by star products as discussed in the previous section.
To better understand the relation among the multiple products, we couple momentum
dependent sources to O2,O4,N and introduce a generating functional W [J2, J4, JN ] by
W [J2, J4, JN ] ≡
∫
p
(J2(−p)O2(p) + J4(−p)O4(p) + JN (−p)N (p))
+
∑
k+l+m≥2
1
k!l!m!
∫
p1,··· ,pk;q1,··· ,ql;r1,··· ,rm
J2(−p1) · · ·J2(−pk)
× J4(−q1) · · ·J4(−ql)JN (−r1) · · ·JN (−rm)
× P2···4···N ···(p1, · · · , pk, q1, · · · , ql, r1 · · · , rm) . (106)
Its exponential eW [J2,J4,JN ] is the sum of composite operators:
eW [J2,J4,JN ] = 1 +
∑
k+l+m≥1
1
k!l!m!
∫
p1,··· ,pk;q1,··· ,ql;r1,··· ,rm
J2(−p1) · · ·J2(−pk)
× J4(−q1) · · ·J4(−ql)JN (−r1) · · ·JN (−rm)
× [O2(p1) · · ·O2(pk)O4(q1) · · ·O4(ql)N (r1) · · ·N (rm)] . (107)
We call W the generating functional because the multiple products are obtained as its
differentials:
[O2(p1) · · ·O2(pk)O4(q1) · · ·O4(ql)N (r1) · · ·N (rm)]
=
δk+l+m
δJ2(−p1) · · · δJ2(−pk)δJ4(−q1) · · · δJ4(−ql)JN (−r1) · · ·JN (−rm)
eW [J2,J4,JN ]
∣∣∣
J2=J4=JN=0
.
(108)
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By giving the scale dimensions −2,−4,−4 to J2(−p), J4(−p), JN (−p), respectively, we
can make eW [J2,J4,JN ] a composite operator of scale dimension 0. We can then write the ERG
differential equation compactly as∫
p
[
{(−p · ∂p − 2)J2(−p)−B2(−p)}
δ
δJ2(−p)
+ {(−p · ∂p − 4) J4(−p)−B4(−p)}
δ
δJ4(−p)
(109)
+ {(−p · ∂p − 4) JN (−p)−BN (−p)}
δ
δJN (−p)
−D
]
eW [J2,J4,JN ] = B0[J2, J4] e
W [J2,J4,JN ] ,
where
B0[J2, J4] =
∞∑
k=0
1
k!
γ4···422,0
∫
p1,··· ,pk
J4(−p1) · · ·J4(−pk)
×
1
2
∫
q1,q2
J2(−q1)J2(−q2) δ (p1 + · · ·+ pk + q1 + q2)
+
∞∑
k=1
1
k!
∫
p1,··· ,pk
γ4···42,0(p1, · · · , pk, q)J4(−p1) · · ·J4(−pk)J2(−q)δ(p1 + · · ·+ pk + q)
+
∞∑
k=2
1
k!
∫
p1,··· ,pk
γ4···4,0(p1, · · · , pk) J4(−p1) · · ·J4(−pk) δ(p1 + · · ·+ pk) , (110)
B2(−p) =
∞∑
k=1
1
k!
γ4···42,2
∫
p1,··· ,pk,q
J4(−p1) · · ·J4(−pk)J2(−q) δ(p1 + · · ·+ pk + q − p)
+
∞∑
k=2
1
k!
∫
p1,··· ,pk
γ4···4,2(p1, · · · , pk)J4(−p1) · · ·J4(−pk) δ(p1 + · · · pk − p) , (111)
B4(−p) =
∞∑
k=2
1
k!
γ4···4, 4
∫
p1,··· ,pk
J4(−p1) · · ·J4(−pk) δ(p1 + · · ·+ pk − p) , (112)
BN (−p) =
∞∑
k=2
1
k!
γ4···4,N
∫
p1,··· ,pk
J4(−p1) · · ·J4(−pk) δ(p1 + · · ·+ pk − p) . (113)
Our notation for the mixing coefficients may be clear. For example, the product of k number
of O4 satisfies the ERG equation(
k∑
i=1
pi · ∂pi −D
)
[O4(p1) · · ·O4(pk)]
= γ4···4, 4O4(p1 + · · ·+ pk) + γ4···4,NN (p1 + · · ·+ pk)
+ γ4···4, 2(p1, · · · , pk)O2(p1 + · · ·+ pk) + γ4···4, 0(p1, · · · , pk) δ(p1 + · · ·+ pk) + · · · , (114)
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where the mixing of less than k number of O4’s is suppressed. As we have discussed in
Sec. III, the mixing coefficients determine the short-distance singularity of the operator
product. When all the momenta become large with the sum
∑k
1 pi fixed, the short-distance
singularity is given by
[O4(p1) · · ·O4(pk)]
p1,··· ,pk→∞−→ ln p
(
γ4···4, 4O4(
∑
i
pi) + γ4···4,NN (
∑
i
pi)
+ γ4···4, 2(p1, · · · , pk)O2(
∑
i
pi) + γ4···4, 0(p1, · · · , pk) δ(
∑
i
pi)
)
, (115)
where p is any of the momenta pi.
To convince ourselves that (109) is correct, it may suffice to check three terms. The term
first order in J2 gives ∫
p
[(−p · ∂p − 2) J2(−p)− J2(−p)D]O2(p)
=
∫
p
J2(−p) (p · ∂p + 2−D)O2(p) = 0 , (116)
which is correct. Similarly, the term first order in J4 gives∫
p
[(−p · ∂p − 4) J4(−p)− J4(−p)D]O4(p)
=
∫
p
J4(−p) (p · ∂p −D)O4(p) = 0 , (117)
which is correct again. The term proportional to J4J2 gives∫
p,q
[
(−p · ∂p − 2) J2(−p) · J4(−q) [O2(p)O4(q)]
+ J2(−p) (−q · ∂q − 4)J4(−q) · [O2(p)O4(q)]− γ42,2 J2(−p)J4(−q)O2(p+ q)
]
=
∫
p,q
γ42,0(q, p)J2(−p)J4(−q) δ(p+ q) . (118)
This gives the correct equation
(p · ∂p + q · ∂q + 2−D) [O2(p)O4(q)] = γ42,2O2(p+ q) + γ42,0(q, p) δ(p+ q) . (119)
We now recall that the multiple product of the number operator is given by
[O2(p1) · · ·O4(q1) · · ·N (r1) · · ·N (rm)]
= N (r1) ⋆ · · · ⋆N (rm) ⋆ [O2(p1) · · ·O4(q1) · · ·] . (120)
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This is equivalent to
δ
δJN (−p)
eW [J2,J4,JN ] = N (p) ⋆ eW [J2,J4,JN ]
= −e−S
∫
q
K(q)
δ
δφ(q)
(
eS
(
φ(q + p) + h(q + p)
δ
δφ(−q − p)
)
eW [J2,J4,JN ]
)
. (121)
To show this, it suffices to derive (120) from (121). Using (121) m times, we obtain
δ
δJN (−pm)
· · ·
δ
δJN (−p1)
eW [J2,J4,JN ] = N (p1) ⋆ · · ·N (pm) ⋆ e
W [J2,J4,JN ] . (122)
Differentiating this further with respect to J2, J4 and setting the sources to zero, we obtain
(120). We have thus verified (121).
A. Constant parameters
Let us consider a special case where the sources are constants:
J2(−p) = −m
2 δ(p) , (123a)
J4(−p) = −λ δ(p) , (123b)
JN (−p) = z δ(p) . (123c)
We then write W [J2, J4, JN ] as W (m
2, λ, z). S + W (m2, λ, z) is the Wilson action of the
perturbative φ4 theory. The parameter z changes the normalization of the field.
(109) gives the ERG equation
[
(2 + βm(λ))m
2∂m2 + β(λ)∂λ − γ(λ)∂z −D
]
eW (m
2,λ,z) = B0(m
2, λ) eW (m
2,λ,z) , (124)
where the beta functions and the anomalous dimension are given by
βm(λ) = −
∞∑
k=1
1
k!
γ4···42,2(−λ)
k = −
λ
(4π)2
+
λ2
(4π)4
5
6
+ · · · , (125)
β(λ) =
∞∑
k=2
1
k!
γ4···4,4(−λ)
k = −
3λ2
(4π)2
+
λ3
(4π)3
17
3
+ · · · , (126)
γ(λ) =
∞∑
k=2
1
k!
γ4···4,N (−λ)
k =
λ2
(4π)2 12
+ · · · . (127)
The correlation functions are given by
〈φ(p1) · · ·φ(pn)〉m2,λ,z ≡
〈〈
eW (m
2,λ,z)φ(p1) · · ·φ(pn)
〉〉
. (128)
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Differentiating this with respect to z, we obtain
∂z 〈φ(p1) · · ·φ(pn)〉m2,λ,z =
〈〈
N (0) ⋆ eW (m
2,λ,z)φ(p1) · · ·φ(pn)
〉〉
= n 〈φ(p1) · · ·φ(pn)〉m2,λ,z . (129)
Hence, we obtain the z-dependence as
〈φ(p1) · · ·φ(pn)〉m2,λ,z = e
nz 〈φ(p1) · · ·φ(pn)〉m2,λ,z=0 . (130)
B. Source for the identity operator
We find it handy to introduce a source J0(p) that couples to the identity operator δ(p):
W [J0, J2, J4, JN ] =
∫
p
J0(−p)δ(p) +W [J2, J4, JN ] = J0(0) +W [J2.J4, JN ] . (131)
We can then rewrite the ERG equation (109) as
∫
p
[
{−p · ∂pJ0(−p)−B0[J2, J4]}
δ
δJ0(−p)
+ {(−p · ∂p − 2) J2(−p)− B2(−p)}
δ
δJ2(−p)
+ {(−p · ∂p − 4) J4(−p)− B4(−p)}
δ
δJ4(−p)
+ {(−p · ∂p − 2) JN (−p)−BN (−p)}
δ
δJN (−p)
−D
]
eW [J0,J2,J4,JN ] = 0 . (132)
C. Change of parameters
In Sec. IV we have constructed the products of two composite operators by solving the
respective ERG differential equations. Some of the equations do not have unique solutions,
and we have made arbitrary choices. For example, we have found [O2(p)O2(q)] is ambiguous
by a constant multiple of δ(p+ q).
This ambiguity is related to our freedom of changing parameters (or sources) as long as
we preserve scale dimensions and respect locality. In general we can introduce the following
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change of parameters:
J ′0(−p) = J0(−p)
+
∞∑
k=1
1
k!
C0,k
1
2
∫
p1,··· ,pk,q,l
J2(−q)J2(−l)J4(−p1) · · ·J4(−pk) δ
(
k∑
i=1
pi + q + l − p
)
+
∞∑
k=0
1
k!
∫
p1,··· ,pk,q
J2(−q)J4(−p1) · · ·J4(−pk)C
′
0,k(q; p1, · · · , pk) δ
(
k∑
i=1
+q − p
)
+
∞∑
k=1
1
k!
∫
p1,··· ,pk
J4(−p1) · · ·J4(−pk)C
′′
0,k(p1, · · · , pk) δ
(
k∑
i=1
pi − p
)
, (133)
where C ′0,k, C
′′
0,k are quadratic, quartic in momenta, respectively.
J ′2(−p) = J2(−p) +
∞∑
k=1
1
k!
C2,k
∫
p1,··· ,pk,q
J2(−q)J4(−p1) · · ·J4(−pk) δ
(
q +
k∑
i=1
pi − p
)
+
∞∑
k−1
1
k!
∫
p1,··· ,pk
C ′2,k(p1, · · · , pk) δ
(
q +
k∑
i=1
pi − p
)
, (134)
where C ′2,k are quadratic in momenta, and
J ′4(−p) = J4(−p) +
∞∑
k=2
1
k!
C4,k
∫
p1,··· ,pk
J4(−p1) · · ·J4(−pk) δ
(
q +
k∑
i=2
pi − p
)
. (135)
The above change of parameters should not change the generating functional in the sense
that
eW [J2,J4,JN ] = eW
′[J ′
2
,J ′
4
,JN ] . (136)
The products of composite operators, defined as differentials of the generating functional,
change accordingly. For example,
[O2(p)O2(q)] ≡
δ2
δJ2(−p)δJ2(−q)
eW [J2,J4,JN ]
∣∣∣
J2=J4=JN=0
=
δ2
δJ ′2(−p)δJ
′
2(−q)
eW
′[J ′2,J
′
4,JN ]
∣∣∣
J ′
2
=J ′
4
=JN=0
+
δ2J ′0(0)
δJ2(−p)δJ2(−q)
∣∣∣
J2=J4=JN=0
= [O2(p)O2(q)]
′ + C0,0δ(p+ q) . (137)
VII. CONCLUSIONS
In this paper we have used the exact renormalization group (ERG) formalism to con-
struct the multiple products of composite operators at the Gaussian fixed-point in D = 4
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dimensions. We have considered only three scalar composite operatorsO2,O4,N whose scale
dimensions in momentum space are −2, 0, 0, respectively. Their products do not generate
any new operators, and the algebra is closed in this sense. We have shown, in Sec. III, that
the unintegrable short-distance singularities of their multiple products determine the mixing
coefficients under scaling. The mixing coefficients in turn determine the scaling properties of
the sources coupled to the three operators as given in (109) to (113). Though these results
are expected, we would like to emphasize the ease and clarity with which they are drawn
naturally out of the ERG formalism.
On the technical side, our choice of the multiple products of the number operator (98)
greatly simplifies the dependence of the theory on the source JN . The dependence is just as
what we expect naively from the change of field normalization, and the products with the
number operator do not generate any short-distance singularity.
To conclude, it would be nice to study the operator algebra at a more nontrivial fixed-
point such as the Wilson-Fisher fixed-point in 2 < D < 4 dimensions.
Appendix A: Calculations of the mixing coefficients
For the calculations of the mixing coefficients, we need to compute the following integrals:
I1 ≡
∫
q
f(q)h(q) , (A1)
I2 ≡
d
dp2
∫
q
f(q)F (q + p)
∣∣∣
p=0
, (A2)
I3 ≡
1
2
d2
(dp2)2
∫
q
f(q)G(q + p)
∣∣∣
p=0
, (A3)
I4 ≡
∫
p
f(p)
∫
q
h(q)2h(p+ q) + 2
∫
p
f(p)h(p)F (p) . (A4)
All these integrals are universal, i.e., their values are independent of the choice of a cutoff
function K(p) or equivalently h(p) ≡ 1−K(p)
p2
. Let us show the universality of the first two
integrals. Under an infinitesimal change δh of h, we find
δI1 =
∫
q
(δf(q) · h(q) + f(q) · δh(q))
=
∫
q
((q · ∂q + 2) δh(q) · h(q) + f(q)δh(q))
=
∫
q
δh(q) (− (q · ∂q + 2)h(q) + f(q)) = 0 . (A5)
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For I2, we need
δF (p) = δ
1
2
∫
q
h(q) (h(q + p)− h(q))
=
∫
q
δh(q) (h(q + p)h(q)) . (A6)
Hence, we obtain
δ
∫
q
f(q)F (q + p) =
∫
q
(δf(q) · F (q + p) + f(q)δF (q + p))
=
∫
q
[
δh(q)(−q · ∂q − 2)F (q + p) + f(q)
∫
r
δh(r) (h(r + q + p)− h(r))
)
=
∫
q
δh(q)
[
(−q · ∂q − p · ∂p)F (q + p) + (p · ∂p − 2)F (q + p)
+
∫
r
f(r) (h(r + q + p)− h(q))
]
= (p · ∂p − 2)
∫
q
δh(q)F (q + p) +
∫
q
δh(q)
∫
r
f(r) (h(r)− h(q)) , (A7)
where the first integral has no p2 term, and the second integral is a constant. Hence,
δI2 = 0 . (A8)
Since the integrals are independent of the choice of cutoff function, we can make any
appropriate choice such as
K(p) = e−p
2
, (A9a)
h(p) =
∫ 1
0
ds e−sp
2
=
1− e−p
2
p2
, (A9b)
f(p) = (p · ∂p + 2)h(p) = 2e
−p2 . (A9c)
The advantage of this choice is that all the momentum integrals become Gaussian. The
results are as follows:
I1 =
1
(4π)2
(A10)
I2 = −
1
(4π)4
1
6
(A11)
I3 =
1
(4π)6
1
144
(A12)
I4 =
1
(4π)4
. (A13)
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We only calculate I2 here. We first calculate
F (p) =
1
2
∫
q
h(q) (h(q + p)− h(q))
=
1
2
∫
q
∫ 1
0
ds e−sq
2
∫ 1
0
dt
(
e−t(q+p)
2
− e−tq
2
)
=
1
2
1
(4π)2
∫ 1
0
ds
∫ 1
0
dt
1
(s+ t)2
(
e−
st
s+t
p2 − 1
)
. (A14)
This gives ∫
q
f(q)F (q + p) =
1
(4π)4
∫ 1
0
ds
∫ 1
0
dt
1
(s+ t+ st)2
(
e−
st
s+t+st
p2 − 1
)
. (A15)
Hence, we obtain
d
dp2
∫
q
f(q)F (q + p)
∣∣∣
p=0
=
1
(4π)4
∫ 1
0
ds
∫ 1
0
dt
−st
(s+ t+ st)3
= −
1
(4π)4
1
6
. (A16)
Appendix B: Asymptotic behavior of G(p),H(p)
G(p) satisfies the differential equation (75)
(p · ∂p − 2)G(p) =
∫
q
f(q)F (q + p) + 2γ42,2v2 + η p
2 . (B1)
Hence, using (43) satisfied by F , we obtain
(p · ∂p − 2) (G(p)− 2v2F (p)) =
∫
q
f(q) (F (q + p)− F (p)) + η p2 . (B2)
This gives
(p · ∂p − 2) (G(p)− 2v2F (p))
p→∞
−→ η p2 . (B3)
Hence, we obtain the asymptotic behavior
G(p)
p→∞
−→ η p2 ln p+ 2γ42,2v2 ln p , (B4)
where we have dropped constant multiples of p2, 1.
H(p) satisfies the differential equation (85):
(p · ∂p − 4)H(p) =
∫
q
f(q)G(q + p) + v22
1
3
γ44,4 − η
∫
q
K(q) + 2ηp2v2 + γ44,0 · p
4 . (B5)
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This gives
(p · ∂p − 4)
(
H(p)− 2v2G(p) + 2v
2
2F (p)
)
=
∫
q
f(q) (G(q + p)−G(p))− 2v2
∫
q
f(q) (F (q + p)− F (p)) + 2v22
∫
q
f(q)h(q + p)
+ γ44,0 p
4 − η
∫
q
K(q) . (B6)
Hence, we obtain
(p · ∂p − 4)
(
H(p)− 2v2G(p) + 2v
2
2F (p)
) p→∞
−→ γ44,0 p
4 − η
∫
q
K(q) . (B7)
This gives the asymptotic behavior
H(p)
p→∞
−→ ln p ·
(
γ44,0 p
4 + 2η p2v2 + 2γ42,2v
2
2
)
, (B8)
where we have ignored constant multiples of p4, p2, 1.
Appendix C: Products of three composite operators
In this section we sketch the calculations of the products of three composite operators.
1. [O2O2O2]
The counterterm P222(p, q, r) satisfies the ERG equation with no mixing:
(p · ∂p + q · ∂q + r · ∂r + 6−D)P222(p, q, r)
=
∫
s
f(s)
(
δP22(p, q)
δφ(s)
δO2(r)
δφ(−s)
+
δP22(q, r)
δφ(s)
δO2(p)
δφ(−s)
+
δP22(r, p)
δφ(s)
δO2(q)
δφ(−s)
)
. (C1)
The solution is given by
P222(p, q, r) =
∫
s
h(s)h(s+ q)h(s+ q + r) =
p
q r . (C2)
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2. [O4O2O2]
The ERG equation is given by
(p · ∂p + q · ∂q + r · ∂r + 4−D)P422(p, q, r)
=
∫
s
f(s)
(
δP42(p, q)
δφ(s)
δO2(r)
δφ(−s)
+
δP42(p, r)
δφ(s)
δO2(q)
δφ(−s)
+
δP22(q, r)
δφ(s)
δO4(p)
δφ(−s)
)
+ γ42,2 (P22(p+ q, r) + P22(p + r, q)) + γ422,0 δ(p+ q + r) . (C3)
Let
P422(p, q, r) =
∑
n=0,1,2
1
(2n)!
∫
p1,··· ,p2n
2n∏
i=1
φ(pi) δ
(∑
i
pi − p− q − r
)
c2n(p1, · · · , p2n) . (C4)
We obtain
c4(p1, p2, p3, p4) =
p q r p
+
qr
+
qpr
, (C5)
c2(p1, p2) =
p q r p
+
qr
+
p
q
r
+
p
+
qr p
q
r
+
p
q
r
(C6)
and
c0(p, q, r) = v2
∫
s
h(s)h(s+ q)h(s+ q + p) + F (q)F (r) (C7)
= +
p q
r
p
q r
(C8)
with
γ422,0 = 0 . (C9)
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3. [O4O4O2]
The ERG equation is given by
(p · ∂p + q · ∂q + r · ∂r + 2−D)P442(p, q, r)
=
∫
s
f(s)
(
δP44(p, q)
δφ(s)
δO2(r)
δφ(−s)
+
δP42(p, r)
δφ(s)
δO4(q)
δφ(−s)
+
δP44(q, r)
δφ(s)
δO4(p)
δφ(−s)
)
+ γ44,4P42(p+ q, r) + γ44,NPN2(p+ q, r) + γ44,2(p, q)P22(p+ q, r)
+ γ42,2 (P42(q, p+ r) + P42(p, q + r))
+ γ442,2O2(p+ q + r) + γ442,0(p, q, r)δ(p+ q + r) , (C10)
where γ442,0(p, q, r) is quadratic.
We only consider the 1PI part of c4, c2 here.
c1PI4 (p1, p2, p3, p4) =
r
p q
, (C11)
c1PI2 (p1, p2) =
p
r r
p q
+ + +
r rp pq q
+
r
p q
, (C12)
where the last graph satisfies the ERG equation
(
p · ∂p + q · ∂q + r · ∂r +
∑
i=1,2
pi · ∂pi
)
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r
p q
=
∫
s
f(s)
(∫
t
h(t)h(p1 − p− s− t)h(p1 − p− r − s− t)
+ h(s− r)F (p1 − p− s) + h(s+ r)F (p1 − p− s− r)
)
+
1
3
γ44,4F (r)− γ44,N +
1
2
γ442,2 . (C13)
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γ442,2 is determined so that rhs vanishes at zero momenta:∫
s
f(s)
∫
t
h(t)2h(s+ t) + 2
∫
s
f(s)h(s)F (s)− γ44,N +
1
2
γ442,2 = 0 . (C14)
Using the integral I4 in Appendix A and γ44,N =
1
(4π)4
1
6
, we obtain
γ442,2 = −
1
(4π)4
5
3
. (C15)
4. [O4O4O4]
The ERG equation is
(p · ∂p + q · ∂q + r · ∂r −D)P444(p, q, r)
=
∫
s
f(s)
(
δP44(p, q)
δφ(s)
δO4(r)
δφ(−s)
+
δP44(q, r)
δφ(s)
δO4(p)
δφ(−s)
+
δP44(r, p)
δφ(s)
δO4(q)
δφ(−s)
)
+ γ44,4 (P44(p+ q, r) + P44(q + r, p) + P44(r + p, q))
+ γ44,N (PN4(p+ q, r) + PN4(q + r, p) + PN4(r + p, q))
+ γ44,2(p, q)P24(p+ q, r) + γ44,2(q, r)P24(q + r, p) + γ44,2(r, p)P24(r + p, q)
+ γ444,4O4(p+ q + r) + γ444,NN (p+ q + r)
+ γ444,2(p, q, r)O2(p+ q + r) + γ444,0(p, q, r) , (C16)
where γ444,2 is quadratic, and γ444,0 quartic in momenta.
Here we only compute part of the 1PI part c1PI4 (p1, p2, p3, p4) satisfying the ERG equation
(
p · ∂p + · · ·+
4∑
i=1
pi · ∂pi
) 1
2
3
4
p
q
r
=
∫
s
f(s)
(∫
t
h(t)h(p1 − p− s− t)h(p1 + p3 + p4 − p− s− t− r)
+ F (p1 − p− s)h(s + p3 + p4 − r) + F (p2 − q − s)h(s+ p3 + p+ 4− r)
)
+
1
3
γ44,4F (p1 + p2 − p− q) +
1
12
(
−4γ44,N +
1
3
γ444,4
)
. (C17)
This is the same equation (and graph) as (C14). γ444,4 is determined so that the rhs vanishes
at zero momenta:
1
12
(
4γ44,N −
1
3
γ444,4
)
=
∫
s
f(s)
∫
t
h(t)h(s+ t)2 + 2
∫
s
f(s)h(s)F (s) =
1
(4π)4
. (C18)
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Hence, using γ44,N =
1
(4π)4
1
6
, we obtain
γ444,4 = −
34
(4π)4
. (C19)
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