Abstract. Let T Ω,α (0 ≤ α < n) be the singular and fractional integrals with variable kernel Ω(x, z), and [b, T Ω,α ] be the commutator generated by T Ω,α and a Lipschitz function b. In this paper, the authors study the boundedness of [b, T Ω,α ] on the Hardy spaces, under some assumptions such as the L r -Dini condition. Similar results and the weak type estimates at the end-point cases are also given for the homogeneous convolution operators TΩ ,α (0 ≤ α < n). The smoothness conditions imposed onΩ are weaker than the corresponding known results.
Introduction and main results
Let S n−1 be the unit sphere in R n (n ≥ 2) equipped with the normalized Lebesgue measure dσ (x ′ ). We say a function Ω(x, z) defined on R n × R n belongs to L ∞ (R n ) × L r (S n−1 ) (r ≥ 1), if (i) For all x, z ∈ R n and λ > 0, Ω(x, λ z) = Ω(x, z); (ii) Ω L ∞ (R n )×L r (S n−1 ) := sup x∈R n ( S n−1 |Ω(x, z ′ )| r dσ (z ′ )) 1/r < ∞.
For 0 ≤ α < n, we define the integral operators with variable kernels as follows:
|x − y| n−α f (y)dy,
where Ω(x, z) ∈ L ∞ (R n ) × L r (S n−1 ). When α = 0, the right-hand side integral in (1.1) is interpreted in the sense of Cauchy principal value. In addition, we assume that Ω(x, z) satisfies the cancellation condition,
Then T Ω,0 is the singular integral with variable kernel, and we simply write it as T Ω . The L p -boundedness of the singular integral operator with variable kernel appears in [1] (see also [3, 7] ). It turns out that such kind of operators are much more closely related to the elliptic partial differential equations of second order with variable coefficients.
Theorem A [1] . Let r > 2(n − 1)/n, if Ω(x, z) ∈ L ∞ (R n ) × L r (S n−1 ) and satisfies (1.2) , then there exists a positive constant C, independent of f , such that
In 1971, Muckenhoupt and Wheeden [24] established the following (L p , L q )-boundedness of T Ω,α when 0 < α < n.
Theorem B [24] . Let 0 < α < n, 1 < p < n/α and 1/q = 1/p − α/n. If there exists a real number r > p ′ such that Ω ∈ L ∞ (R n ) × L r (S n−1 ), then there is a positive constant C, independent of f and Ω, such that
In 2002, Ding et al [11] studied the boundedness properties of T Ω,α on the Hardy spaces. Recently, Zhang and Ding [30] improved some of the results in [11] for the case 0 < α < n, and Chen and Zhang [6] studied the boundedness properties of T Ω,α on the Herz-type Hardy spaces when 0 ≤ α < n.
The second class of operators considered in this paper are the Calderón-Zygmund singular integrals and the fractional integrals with homogeneous convolution kernel. Let Ω ∈ L 1 (S n−1 ) be homogeneous of degree 0. We define the integral operator TΩ ,α as follows:
When 0 < α < n, TΩ ,α is the fractional integral, which is studied by many authors (see [5, 10, 12, 14, 24, 29] for instance). We simply write T 1,α as I α , the Riesz potential. When α = 0 the right-hand side integral in (1.3) is interpreted in the sense of Cauchy principal value. In addition, we also assume the following cancellation condition:
Then TΩ ,0 is the classical Calderón-Zygmund singular integral operator (see [2] ), and we simply denote it by TΩ. Remark 1.1. When Ω =Ω, Theorem B is true for n ≥ n/(n − α) (see [23] or [24] for details).
On the other hand, commutators of linear operators take important roles in harmonic analysis and related topics (see [8, 9, 17] for example). Let b be a suitable function such as a BMO or Lipschitz function and 0 ≤ α < n. The commutators generated by T Ω,α or TΩ ,α and b are defined formally by
(1.6)
When b ∈ BMO(R n ), a study on [b, TΩ] has a long history. In 1976, Coifman et al [9] 
It is known that [b, TΩ] is neither of weak type (1,1) nor of (H 1 , L 1 ) type (see [25, 26] for details). When b ∈ BMO(R n ) and 0 < α < n, the commutator [b, TΩ ,α ] has been extensively and profoundly studied by many authors, and we refer the readers to [4, 13, 15, 16] .
It is well-known that there are other links between the boundedness properties of commutators and the smoothness of b (see [17, 20, 21, 22, 25] for instance). These studies show that there are much more differences between b ∈ BMO(R n ) and b belonging to the Lipschitz space. For 0 < β ≤ 1, the Lipschitz space Lip β (R n ) is defined by
Recently, Lu et al [21] considered the boundedness of [b, TΩ] and [b, I α ] on Hardy-type spaces when b ∈ Lip β (R n ). Motivated by [21] , our main aim in this paper is to study the same problem for commutators [b, T Ω,α ] and [b, TΩ ,α ]. We would like to remark that, in [21] the smoothness conditions ofΩ ∈ C 2 (S n−1 ) orΩ ∈ Lip 1 (S n−1 ) are needed, and in this paper we need only a kind of L r -Dini conditions. So, our results for [b, TΩ ,α ] improve and extend the related results in [21] , and our computations are more complex than that in [21] . In addition, none of such kind of results has been seen before for commutators
Before stating our theorems, we recall the definition of the L r -Dini condition.
where ω r (δ ) is the integral modulus of order r of Ω about z, which is defined by
, and ρ denotes the rotation in R n with |ρ| = sup z ′ ∈S n−1 |ρz ′ − z ′ |. When Ω does not depend on the first variable, we have Ω =Ω and we write ω r (δ ) as ω r (δ ).
and satisfies the L rDini condition (1.7), then there exists a positive constant C, independent of f and b, such that
then there exists a positive constant C, independent of f and b, such that ] fails with p = n/(n + β ), even ifΩ ∈ C 2 (S n−1 ) and satisfies the cancellation condition (1.4) when
consider the weak type estimates for [b, TΩ ,α ](0 ≤ α < n) when p = n/(n + β ) as in [21] . For 0 < α < n, we obtain the following weak type estimates at the end-point case of p = n/(n + β ).
, that says, there exists a positive constant C, independent of f and b, such that
In addition, if we assumeΩ has integral zero on S n−1 , we can establish the following weak type estimate for [b, TΩ] when p = n/(n + β ). 
Remark 1.4. Theorems 1.3 and 1.4 improve the corresponding results in [21] .
Our paper is arranged as follows. In §2, we will formulate some known results to be used and then prove Theorems 1.1 and 1.2. In the last section, we prove Theorems 1.3 and 1.4.
Proofs of Theorems 1.1 and 1.2
Firstly, we have the following boundedness properties of [b,
) and r > p ′ , then there is a positive constant C, independent of f and b, such that
Proof. By (1.5) and the definition of Lip β (R n ), it is easy to see that
Applying Theorem B for T |Ω|,α+β , we meet the desired result.
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To prove Theorems 1.1 and 1.2, we recall the atomic decomposition theory of the Hardy spaces. Denote by [t] the greatest integer which is less than or equal to t. 
where the infimum is taken over all the above atomic decompositions of f . Now, we also need the following estimate for the kernel Ω(x, z), which is stated in [11] and can be proven by using the same methods as that of Lemma 5 in [18] .
) and satisfies the L r -Dini condition (1.7). If there is a constant
where C is a positive constant independent of R and y.
Proof of Theorem 1.
Write q = n/(n − α − β ) for simplicity. By the atomic decomposition theory of Hardy space, to prove Theorem 1.1, it suffices to verify that for any (1, ℓ 1 )-atom a(x), there is a constant C > 0, independent of a and b, such that [b,
Without loss of generality, we assume supp(a) ⊂ B = B(0, d). Denote by tB = B(0,td)
and the size condition of a, we have
By the cancellation condition of a and the Minkowski's inequality, we have
|x| n−α for simplicity. Note that r > n/(n − α − β ) = q, by the Hölder's inequality and Lemma 2.2, for any y ∈ B, (1.7) and the size condition of a, we have
To consider II 2 , for any fixed x ∈ (2B) C , we first estimate B |Ω(x, x − y)||a(y)|dy. Noting that r ′ < ℓ 1 and for any x ∈ (2B) C and y ∈ B there holds |x|/2 < |x − y| < 2|x|, then by the Hölder's inequality, we have for any fixed x ∈ (2B) C ,
Since r > n/β and q = n/(n − α − β ), then (n/r − n + α)q = q(n/r − β ) − n < −n. By the size condition of a, we have
The above estimates for II 1 
where I, II 1 and II 2 are the same as in (2.1) and (2.3), except for n/(n + β ) < p < 1 and
To finish the proof of Theorem 1.2, we need only to modify the estimates for II 1 and II 2 in the proof of Theorem 1.1.
Noting that r > n/(n − α − β ), n/(n + β ) < p < 1 and 0 < β ≤ 1, it is easy to see that r > q and n/p − n − 1 ≤ n/p − n − β < 0. Since (2.4) is always true for r > q, then by (1.8) and the size condition of a, similar to (2.5), we have
From r > n/(β + n − n/p) and 1/p = 1/q + (α + β )/n, we have n + q(n/r − n + α) = q(n/r − β − n + n/p) < 0. By (2.6), similar to (2.7), we get
Summing up the discussion above, we finish the proof of Theorem 1.2. 
Proofs of Theorems 1.3 and 1.4
In this section, we prove Theorems 1.3 and 1.4. To do this, we need the following known estimates for TΩ ,α (0 < α < n) and TΩ.
Lemma 3.1. [5, 10] 
Lemma 3.2. [2, 27] . Suppose thatΩ ∈ L log L(S n−1 ) and satisfies (1.4). Then TΩ extends to an operator of type (p, p) for 1 < p < ∞, and of weak type (1, 1).
Proof of Theorem 1.3. Denote by q 0 = n/(n − α) for simplicity. For f ∈ H n/(n+β ) (R n ), by the atomic decomposition theory of Hardy space, f = ∑ ∞ j=−∞ λ j a j in the sense of distribution, where each a j is a (n/(n + β ), ℓ 1 )-atom and λ j ∈ C. Suppose that supp(a j ) ⊂ B j = B(x j , r j ), then
From Remark 1.1, we can choose ℓ 1 and ℓ 2 with 1 < ℓ 1 < n/α and 1/ℓ 2 = 1/ℓ 1 
Noting that b ∈ Lip β (R n ) and ℓ 2 > q 0 , by the size condition of a j , we get
Consequently,
Noting that b ∈ Lip β (R n ), by the Hölder's inequality and the size condition of a j ,
From Lemma 3.1, TΩ ,α is of weak type (1, q 0 ), then we have
Now, we are in position to give the same estimates for I 2 (x) as that of I 1 (x) and I 3 (x). Obviously, there holds the same estimate when r = n/(n − α) = q 0 . By the cancellation condition of a j , the Minkowski's inequality, the above estimate and (1.9), we have 
And then Proof of Theorem 1.4. In the proof of Theorem 1.3, set ℓ 1 = ℓ 2 > 1, applying Lemma 2.2 for µ = 0 and Lemma 3.2, we can obtain the desired result, we omit the details. 2
