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ABSTRACT
Ultrafast Exciton Dynamics at Molecular Surfaces
Nicholas R. Monahan
Further improvements to device performance are necessary to make solar en-
ergy conversion a compelling alternative to fossil fuels. Singlet exciton fission
and charge separation are two processes that can heavily influence the power
conversion efficiency of a solar cell. During exciton fission one singlet excita-
tion converts into two triplet excitons, potentially doubling the photocurrent
generated by higher energy photons. There is significant discord over the sin-
glet fissionmechanism and of particular interest is whether the process involves
a multiexciton intermediate state. I used time-resolved two-photon photoemis-
sion to investigate singlet fission in hexacene thin films, a model system with
strong electronic coupling. My results indicate that a multiexciton state forms
within 40 fs of photoexcitation and loses singlet character on a 280 fs timescale,
creating two triplet excitons. This is concordant with the transient absorption
spectra of hexacene single crystals and definitively proves that exciton fission
in hexacene proceeds through a multiexciton state. This state is likely common
to all strongly-coupled systems and my results suggest that a reassessment of
the generally-accepted singlet fissionmechanism is required.Charge separation
is the process of splitting neutral excitons into carriers that occurs at donor-
acceptor heterojunctions in organic solar cells. Although this process is essen-
tial for device functionality, there are few compelling explanations for why it
is highly efficient in certain organic photovoltaic systems. To investigate the
charge separationprocess, I used themodel systemof charge transfer excitons at
hexacene surfaces and time-resolved two-photon photoemission. Charge trans-
fer excitons with sufficient energy spontaneously delocalize, growing from ap-
proximately 14 nm to over 50 nm within 200 fs. Entropy drives this delocaliza-
tion, as the density of states within the Coulomb potential increases signifi-
cantlywith energy.This charge separationmechanism should occur at all donor-
acceptor interfaces. My results show that entropy facilitates charge separation
and indicate that the density of acceptor states should be a design consideration
when constructing organic solar cells.
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MOTIVATION AND OUTLINE
1Climate change is the primary motivation for most solar cell research. Despitethe political desires of many, the atmospheric CO2 concentration is directlylinked to an increase of the earth’s surface temperature.1 Much of this CO2 isproduced by the combustion of fossil fuels for electricity generation. In 2014,
fossil fuel sources produced about 66% of the electricity and 31% of all green-
house gas emissions in the United States.2 Renewable energy sources provided
only 13% of United States electricity generation during the same period. Given
that renewable sources tend to produce an order of magnitude less CO2 per
kWh than combustion of fossil fuels, the worldwide adoption of cleaner energy
sources would represent a meaningful step toward mitigating climate change.
A significant barrier to the adoption of renewable energy sources is cost,
with solar cells being the most expensive. Consequently, solar cells currently
generate only 3% of renewable electricity in the United States and about 1% in
total.2 Although crystalline Si and GaAs solar cells are highly efficient, they are
expensive to manufacture. Unfortunately, solution-processable materials such
as polymers and small organic molecules result in lower power conversion ef-
ficiencies: 11% for the most efficient organic photovoltaic device, compared to
about 26% for single crystal silicon.3 For comparison, themaximumobtainable
efficiency for a regular solar cell, the Shockley–Queisser limit, is4 32%.
How can we improve the power conversion efficiency of a solar cell? I will
briefly describe the fundamental and unavoidable loss mechanisms applicable
to all photovoltaic devices.Next, I introduce the twoprocesses that are themain
focus of my work, singlet exciton fission and charge separation. The former is
an esoteric process that, theoretically, can raise the Shockley–Queisser limit in
both organic and inorganic solar cells. The latter is unique to organic solar cells
and is both essential for device operation and poorly-understood. Finally, this
chapter concludes with an overview of the remaining parts of this thesis.
1.1 loss mechanisms in solar cells
The power conversion efficiency η, is the ratio between the maximum power
generated Pm, and the irradiance Pi of the incident light. Pm itself is a product
of the short circuit current short circuit current Jsc, open circuit voltage Voc,
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An increase in anyoneof short circuit current, open circuit voltage andfill factor
would raise the device efficiency. Assuming the incident light source and device
area remain constant, what are the physical processes that control each of these
variables?
Let’s start with short circuit current: this is the maximum current that can
generate and occurs when the voltage across the device is zero.5 For an ideal
solar cell, short circuit current is equivalent to the current produced by the col-
lectionof photogenerated carriers.Current ismeasured in amperes—coulombs
per second—so we can increase short circuit current by raising the number of
carriers generated by the active material and collected at the electrodes. This
might involve optical coatings to enhance the absorption coefficient of the de-
vice or surface treatment of the electrodes to reduce interfacial trap-mediated
recombination.The nature of excitations in molecular solids means that carrier
generation in organic photovoltaic (OPV) devices tends to be inefficient. This
will be discussed further in Chapter 3.
The open circuit voltage is the maximum voltage generated by a solar cell
with zero current flowing.5 Its maximum value is the electronic band gap Eg of
the active material in conventional solar cells; in molecular heterojunctions the
appropriate gap is the energy difference between the donor highest occupied
molecular orbital (HOMO) and the acceptor lowest unoccupied molecular or-
bital (LUMO). An obvious method for increasing the open circuit voltage is to
use active materials with larger electronic band gap but this decreases the us-
able portion of the solar spectrum: The device is transparent to photons with
energies lower than electronic band gap. Like the short circuit current, recom-
bination reduces the open circuit voltage and may be mitigated by increasing
doping levels, use of more crystalline materials and surface passivation.
The fill factor is the ratio of maximum power of the device to the product
of short circuit current and open circuit voltage. It measures the squareness of
a solar cell’s current-voltage response and is affected by parasitic resistive losses.
Series resistance reduces the current output of a solar cell at all voltages across
the device and is primarily a consequence of contact electrode design. A low
shunt resistance provides an alternative pathway for carriers and reduces the
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current flowing through the solar cell junction. The voltage of the device then
decreases.Manufacturing defects, rather than poor device design, typically lead
to a low shunt resistance.
So where should we focus our efforts? Ideally we would like to improve
device efficiency as much as possible. With that in mind it is instructive to look
at where in the photovoltaic process a majority of the efficiency losses occur.
A solar cell is basically a Carnot engine operatingwith a 6000 K heat source
(the sun) and a 300 K heat ink (the earth’s surface), with amaximumpower con-
version efficiency of 95%. Recombination within the solar cell, which reduces
the total number of carriers that can be collected, lowers the maxiumum effi-
ciency by~1 percentage point.Theangular inequality of incident and emitted ra-
diation further reduces the efficiency. Known as angular entropy of Boltzmann
loss, it is due due initially parallel light from the sun being re-radiated isotropi-
cally and accounts for another ~9 percentage points. The largest loss channels
are, by far, transparency to photons with energies below the band gap and ther-
malization of above gap excitations. These two factors alone account for about
55% of the total efficiency loss in a system with a 1.3 eV band gap.
1.2 mitigating loss mechanisms
Theabovediscussion suggests that reducing thermalization losses should be the
primary focus of our efforts to improve solar cell efficiency. One of the topics
discussed in this thesis is singlet exciton fission, a molecular process that con-
verts a photon with excess energy into two excitations and should increase the
photocurrent produced by the higher-energy portion of the solar spectrum. In
a conventional OPV device these excitations will only produce photocurrent af-
ter charge separation at a donor-acceptor heterojunctions, the second topic of
my thesis. Improved charge separation results in reduced recombination and
gains in power conversion efficiency. Both of these phenomena are discussed
in more detail below and in following chapters.
1.2.1 Singlet fission
Singlet fission, the conversion of a singlet excitation into two triplet excitons is
a spin-allowed process discovered nearly 50 years ago in molecular materials.6
In some systems the excitation energy of a triplet can be around half that of an
excited singlet state and fission is an energetically favorable process.
Despite a suggestion7 back in 1979 that singlet fission could be exploited
in photovoltaic systems, there has been progress toward implementing the idea
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in commercial solar cells. This is most likely because efficient fission has been
observed in a small number of molecules, crystalline tetracene and pentacene
being notable examples.8,9 Enthusiasm for singlet fission grew again following
reminders10 of the phenomenon’s relevance to photovoltaic systems and a quan-
titative analysis by Hanna and Nozik11 showing that quantitative singlet fission
could increase the Shockley–Queisser limit of a conventional single junction
solar cell from 33% to 44%.
To achieve the highest theoretical limit, onemust use at least two activema-
terials: a singlet fission chromophore which absorbs high photon energies and
produces two lower energy triplet excitons and a conventional chromophore ab-
sorbing lower energy photons to produce one exciton. The two chromophores
can be in contact with a common electron acceptor, such as C60 in an organic
solar cell or TiO2 in a dye-sensitized solar cell. In this case it is possible to har-
vest three electron–hole pairs from two photons.The second chormophore can
also be the electron acceptor as demonstrated recently for pentecene-inorganic
quantum dot bilayer solar cells.12 Alternatively, one can use a trilayer structure
containing a singlet fission material as a top layer, complimented with a con-
ventional chromophore for themiddle layer that absorbs lower energy photons
and also transports triplet excitons generated in the singlet fission process to
the bottom layer which consists of a common electron acceptor.13
All of the solar cells mentioned above have low power conversion efficien-
cies. Significantly more work is necessary to understand the fissionmechanism
and then design fission chromophores that better integrate into already highly-
efficient devices such as silicon solar cells.
1.2.2 Charge separation
The poor electrostatic screening in organic solar cells means that photoexcita-
tion primarily produces excitons, bound electron-hole pairs, and not free carri-
ers. Excitons have no net charge and must be dissociated before a significant
amount of photocurrent is generated. Donor-acceptor heterojunctions facili-
tate efficient separation of these excitons, although it is not clear which of the
many proposed mechanisms contribute to this process.14 In fact, there are en-
tirely contradictory accounts of charge separation at polymer-fullerene inter-
faces. In one report, low energy charge transfer excitons did not inhibit the
charge separation process.12 However, other results suggest the opposite.15
Maximizing device efficiencies requires optimal charge generation and col-
lection, especially in organic solar cells. It is impossible to rationally design ac-
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tive materials and donor-acceptor pairings without understanding what makes
charge separation is efficient at certain heterojunctions.
1.3 research goals
My work focused on two processes: singlet exciton fission and charge separa-
tion atmolecular heterojunctions. In both cases I wanted to use amodel system
in order to make qualitative assessments of the respective mechanisms. For sin-
glet fission this mainly involves the purported existence of a multiexciton inter-
mediate. Such a state is seen in the time-resolved two-photon photoemission
spectra of tetracene16 and pentacene17 but not in their transient absorption sig-
nals.18 I wanted to establish whether a multiexciton state exists and if so, how
it forms. Hexacene was chosen as the model system because of its unique ener-
getics: the first excited singlet in hexacene has around 0.5 eV more energy than
is predicted for the multiexciton state. Both states should be resolved ~0.5 eV
apart in photoelectron spectra, which would definitively prove the existence of
a multiexciton state. Such an observation is more difficult using, for example,
pentacene where the singlet and multiexciton states are nearly isoenergetic.
The multiexciton state was resolved in the photoelectron spectra. Further-
more, a collaboration revealed that there are unique spectral features associate
with themultiexciton state that are stronglypolarization-dependent.The results
prove that singlet fission in strongly-coupled systems proceeds through a mul-
tiexciton state.
My original goals for the charge separation aspect of my research were to
observe the localization dynamics of the interfacial charge transfer excitons. In
particular, could we see nearly-free-electron-like relax through the Coulomb
potential and form polarons. Such a transition should manifest itself in the en-
ergy dispersion of the state. The states do localize but the effect is not as dra-
matic as anticipated. Somewhat surprisingly, the exact opposite process also oc-
curs: spontaneous delocalization. Although not specifically matching the orig-
inal goal, this result has the same outcome: it establishes that entropic effects
facilitate exciton delocalization at donor-acceptor interfaces.
1.4 the structure of this thesis
The following three chapters are introductory and provide context for the ex-
perimental details that follow. In Chapter 2 I review the field of singlet fission
and identify aspects of the process that are important but are not addressed in
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most experimental or theoretical work. A survey of ultrafast charge separation
follows in Chapter 3, which leads into an introduction to time-resolved two-
photon photoemission in Chapter 4.
The two experimental chapters come next. Our combined time-resolved
two-photon photoemission and transient absorption investigation of singlet fis-
sion in hexacene is detailed in Chapter 5. Next is the time-resolved two-photon
photoemission study interfacial charge transfer excitons at hexacene surfaces in
Chapter 6. I then conclude and attempt to contextualize my results in Chapter
7. Several appendices finish the thesis.
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ULTRAFAST EXCITON FISSION IN THE SOLID STATE
2Singlet fission, the splittingof a singlet exciton into two triplet excitons inmolec-ular materials, is interesting not only as a model many-electron problem, butalso as a process with potential applications in solar energy conversion. Herewe discuss limitations of the conventional four-electron and molecular dimer
model in describing singlet fission in crystalline organic semiconductors, such
as pentacene and tetracene.We emphasize the need to consider electronic delo-
calization,which is responsible for thedecisive role playedby theMott-Wannier
exciton, also called the charge transfer (CT) exciton, inmediating singlet fission.
At the strong electronic coupling limit, the initial excitation creates a quantum
superposition of singlet, CT and triplet-pair states and we present experimen-
tal evidence for this interpretation. We also discuss the most recent attempts at
translating this mechanistic understanding into design principles for CT state–
mediated intramolecular singlet fission in oligomers and polymers.
This work was published as “Charge Transfer–Mediated Singlet Fission”,
Annual Review of Physical Chemistry 66, 601 (2015). Reproduced with permis-
sion. © 2015 Annual Reviews.
2.1 introduction
The most common depiction of singlet fission is the four-electron process, de-
picted in Figure 2.1. Here, photoexcitation generates a singlet exciton, s1, local-
ized on one molecule, i.e., a Frenkel exciton (FE), which interacts with a neigh-
boring ground state molecule, s0, to form a correlated intermolecular triplet
pair, 1(t1t1), also called a multiexciton (ME) state, with overall singlet character.
The triplet pair can separate into two individual triplets (t1) from enthalpic and
entropic driving forces, thus completing the singlet fission process. Efficient fis-
sion requires that energy of s1 is larger than or close to twice the energy of t1, a
condition facilitated by the large exchange energy in certain molecular systems.
Research on singlet fission is enjoying a resurgence primarily because of
its potential to increase solar cell efficiency by creating two excitons capable of
charge generation froma single high-energy photonwhose excess energywould
otherwise be wasted as heat.1 Singlet fission may also find applications in other
photon to charge conversionprocesses, such as photodetectors2 andphotocatal-
ysis1.
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Figure 2.1. The conventional four-electron view of the singlet fission process involving two
neighboring chromophores: a and b. Photoexcitation of b and subsequent energy transfer to
a forms a correlated triplet pair state 1(TT). Two individual triplet excitons form from the corre-
lated triplet pair upon the loss of electronic coherence.
A major obstacle to the realization of this potential is the absence of a large
toolbox of singlet fission materials from which engineers can choose from dur-
ing device fabrication. Highly efficient singlet fission has been found only in
solids and aggregates of a few molecules, including pentacene,3 tetracene4 and
1,3-diphenylisobenzofuran.5 The scarcity of molecules suitable for efficient sin-
glet fission has motivated an increasing number of mechanistic studies aimed
at discovering and formulating design principles for singlet fission materials.
Smith and Michl provided the hitherto most comprehensive review of the
field in 20106 and, in view of rapid progress, an update in 2013.7 Bardeen and
coworkers published a short review on molecular excitons including singlet fis-
sion8 and a perspective on singlet fissionmechanisms.9 Several accounts on the
subject have also appeared recently in a special issue ofAccounts of Chemical Re-
search on MEs edited by my adviser,10 focusing on several aspects of singlet fis-
sion: general design principles,11 electronic coherence,12 spin coherence13 and
first principles analysis14 as well as experimental measurements and applica-
tions to photovoltaic devices.15,16
Here, my purpose is not to provide another comprehensive review on sin-
glet fission, but rather to focus on a key mechanistic question that has been the
subject of recent debate: How does an optically excited singlet exciton couple
to a triplet pair?We discuss the necessity of changing themechanistic picture as
the electronic interaction between the s1 andME states increases from the weak
to the strong coupling limit; a useful criterion is the relative magnitude of the
electronic coupling as compared to that of the system-bath interaction. In par-
ticular, we illustrate the limitation of using the four-electron model depicted in
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Figure 2.1 to describe singlet fission in the case of the strong s1-ME coupling ex-
emplified by crystalline pentacene. Such limitation stems fundamentally from
the failure of the localized molecular view of optical excitation in crystalline or-
ganic semiconductors when the HOMO and the LUMO evolve into valence and
conduction bands, respectively, with electronic bandwidths much larger than
electron-phonon coupling.
At this strong coupling limit, we must incorporate a solid state view of op-
tical excitations, particularly the decisive role played by the Mott-Wannier exci-
ton, also called the charge transfer exciton or state in molecular terms, in medi-
ating singlet fission. Finally, we present the most recent attempts at translating
thismechanistic understanding into design principles for CT state–mediated in-
tramolecular singlet fission in oligomers andpolymers basedondonor-acceptor
building blocks.
2.2 the role of charge transfer character in singlet fission
Singlet fission involves the transformation of one electron-hole pair into two
and the four-orbital, four-electron basis depicted in Figure 2.1 is the smallest
system sufficient for describing this process. It is also the most common. In
fact, this picture has dominated the views ofmost authors to date. In theoretical
studies, the dimer model for intermolecular singlet fission not only satisfies the
minimal requirement of the four-electron picture, but also is practicable given
the current state of the art in computational hardware and software.
Singlet fission is a result of two-electron transfer between the participat-
ing chromophores within the four-electron picture. For example, in Figure 2.1
LUMOb → LUMOa would be the first step and HOMOa → LUMOb the second. Is
the formation of the triplet pair state a result of either a concerted two-electron
transfer process determined by a two-electron transfer integral or two sequen-
tial one-electron transfer processes, each determined by one-electron transfer
integrals? A consensus emerging from recent theoretical work6,7,12 is that the
FE-ME coupling from a pure two-electron transfer integral is weak and ultrafast
fission requires the involvement of CT states somehow: either as virtual states
in a superexchange mechanism17,18 or as a component of the photoexcited sin-
glet exciton.19–21 In the latter case, the proportion of CT character in s1 directly
controls the strength of the s1-ME coupling and influences the dynamics of the
fission process.19–22
What is meant by CT character? Categorizing singlet excitons as either FE-
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Figure 2.2. The 10-state configuration system for charge transfer (ct) state–mediated singlet
fission from Greyson et al.32. Here the s1 states are Frenkel excitons. KL and KR are rate con-
stants for competitive decay from s1 states. KTT is the rate constant for triplet pair separation.
The double-ended arrows represent coupling matrix elements. Figure adapted with permission
from Greyson et al.32 © 2010 American Chemical Society.
or CT-like is an approximation that fails in strongly coupled molecular solids.
In such systems, a basis consisting of both FE and CT states is necessary to ad-
equately describe the electronic structure of singlet excitons. Estimating the
extent of CT character involves reproducing experimental spectra with a the-
oretical model or inference from electronic structure calculations.23 The elec-
troabsorption spectra of anthracene,24 tetracene,25 pentacene25 and copper ph-
thalocyanine26 can be reproduced only from a basis that includes both CT and
FE states.23 Additionally, CT-FE coupling is required to accurately reproduce
the magnitude of Davydov splitting observed in linear absorption spectra20,27
and the excitonic dispersionmeasuredwith inelastic electron scattering.28,29 Ex-
traction of CT character from experimental measurements is sensitive to theem-
ployed theoretical model30. Consequently, reasonable CT mixing proportions
for pentacene range30 from 25% to 75%. Importantly, not all molecules have sig-
nificant CT character in their excited states. Instead, excitations in molecules
such as picene may have predominantly FE–like excitations that are highly lo-
calized.31
It is important to point out that judging the CT character from the dipole
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moment of the singlet state is often not appropriate. Regardless of the method-
ology, the static dipole of a centrosymmetric system is zero and cannot be used
as a measure of CT state mixing.21,33 Instead, CT character can be defined as an
electron and hole residing in neighboring molecules21,27 or by an electron-hole
correlation function that describes the probability of finding an electron and
hole separated by a certain distance34.
Such methods predict that the s1 state of pentacene has between 50% and
94% CT character.20,21,27,34,35 In addition to the level of theory, the size of the
model molecular system heavily influences calculated CT state energies and, by
extension, CT–FE mixing. In homodimers of conjugated molecules, the inter-
molecular CT state may lie at much higher energy than that of the intramolecu-
lar FE state.17,18,21 Let us take as an example themost extensively studied singlet
fission system, pentacene. Time-dependent density functional theory calcula-
tion places the CT states in pentacene at ≥0.3 eV above the lowest-energy s1
state of FE character. This led Zimmerman et al.36 to initially suggest that CT
states were insignificant in mediating singlet fission. However, this view is not
consistent with the acceptedmixed CT–FE character of the s1 state in pentacene
mentioned above. Even so, high-energy CT states do not preclude efficient fis-
sion and may enable ultrafast fission through a superexchange mechanism via
virtual CT states.17,18
When CT states are of sufficiently low energy to be directly involved in the
fission process, Greyson et al.32 showed that the four-electron picture could
be represented by the 10 states shown in Figure 2.2. The HOMOa-HOMOb and
LUMOa-LUMOb couplings are given by the matrix elements TH and TL, respec-
tively. We note that large TH and TL values are necessary not only for efficient
fission, but also for large electronic bandwidths and high conductivity. How-
ever, large values of thematrix elementsTD1 andTD2 associatedwithHOMOa(b)-
LUMOb(a) couplings are unique criteria for efficient singlet fission. An approach
based on the four-electron picture has been adopted by a number of researchers
in calculating singlet fission rates.6,18,21,32,37–39
2.3 the importance of exciton delocalization
In the solid state, excitons can be delocalized over many molecules. Time- and
wavelength-dependent emission spectroscopy has been used to establish that
singlet excitons can be delocalized across approximately 10 molecules in an-
thracene40 and tetracene41 thin films; this number can rise to approximately 100
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Figure 2.3. Calculated two-dimensional electron-hole correlation functions in crystalline penta-
cene.A andB: Electron-hole correlation function for the singlet exciton.C andD: Electron-hole
correlation function for the triplet exciton. A and C: Correlation functions in the ab molecular
plane (averaged over the c axis).B andD: Correlation functions in the ab the acmolecular plane
(averaged over the b axis). Figure adaptedwith permission fromSharifzadeh et al.34 ©2013 Amer-
ican Chemical Society.
under appropriate conditions.8 Theextent of delocalizationhas implications for
the nature of electronic states inmolecular solids: No longer is it appropriate to
consider low-energy excitations in such systems purely Frenkel-like in charac-
ter with both the electron and hole localized on a single molecule. Instead, the
dielectric environment and large electronic bandwidths of the system can sup-
port CT excitons with energies low enough to mix with FE states.
The extent of exciton delocalization and FE–CT mixing is exemplified in re-
cent work by Sharifzadeh et al.34 who applied the gw approximation and pbe
many-electron theories to crystalline pentacene. These authors found that low-
energy singlet excitons are highly delocalized and have significant CT charac-
ter. Figure 2.3 shows the calculated electron-hole correlation function for the
singlet and triplet exciton projected in the ab molecular plane and in the ac
molecular plane of crystalline pentacene. Their electron-hole correlation func-
tion, Cs (r) is
Cs (r) = ∫Ω d3rh ∣ψS (re = rh + r, rh)∣2, (2.1)
whereψS is the singlet excitonwave function; re and rh are the electron andhole
coordinates,respectively.The electron-hole correlation function shows that the
singlet exciton state is delocalized over 18 molecules with a spatially average
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electron-hole distance of 0.6 nm. In contrast, the triplet exciton is localized to a
single pentacene molecule.
If one defines the Frenkel character as corresponding strictly to the spatial
overlap of electron and hole probabilities, the electron-hole correlation func-
tion inFigure 2.3 corresponds toonly 6%Frenkel character,with 94%assignable
to a CT exciton.We note that the 94% value is higher than other estimates of 25–
75% for crystalline pentacene.20,21,27
The many-electron calculations of Sharifzadeh et al. imply that the optical
excitation of crystalline pentacene creates predominantly Mott-Wannier-like
excitons, which are traditionally used to describe optical excitation in inorganic
semiconductors with valence and conduction bandwidths on the order of 1 eV.
A Mott-Wannier exciton can be thought of as a hydrogenic quasiparticle con-
sisting of a nearly free electron in the conduction band and a nearly free hole in
the valence band bound by a screened Coulomb potential. For crystalline pen-
tacene, theHOMO bandwidth fromangle-resolved photoemission spectroscopy
is approximately 0.2 eV in the b crystalline direction, corresponding to an effec-
tive hole mass42,43 as small as 3meV. First-principles Green’s function calcula-
tions by Tiago et al.44 gave HOMO and LUMO bandwidths of 0.36 eV and 0.57 eV,
respectively, for crystalline pentacene. Such sizable bandwidth imparts Mott-
Wannier character on the first excited singlet state in pentacene.
The extent of singlet exciton delocalization calls into question the validity
of the four-electron picture and the dimer model in accurately treating singlet
fission in pentacene or similar crystalline organic semiconductors. The four-
electron and molecular dimer depiction in Figure 2.1 is valid only when the sin-
glet and the triplet pair are localized to one and two molecules, respectively, as
is the case in molecular solids with sufficiently low intermolecular interaction
or in solutions when singlet fission occurs only from the diffusive encounter be-
tween two molecules.45 The large HOMO and LUMO bandwidths in crystalline
pentacene dictate that the singlet exciton in such systems is of large, if not dom-
inant, Mott-Wannier character, which the dimer models can underestimate.
2.4 defining the singlet fission rate
Before discussing the incoherent and coherent models in calculating singlet fis-
sion rates, we find it necessary to reiterate what the singlet fission rate actually
means due to the significant confusion in the literature on the subject. As noted
by Smith and Michl,6 a strict definition of the singlet fission rate should be the
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formation rate of the two individual triplets (t1 + t1), not that of the correlated
triplet pair, 1(t1t1). In this definition of singlet fission, the two triplets (t1 +t1)
should have lost electronic coherence owing to interaction with the phonon
bath (enthalpic and entropic driving forces)46 but can retain spin coherence on
much longer timescales.13 However, many authors have simply equated the sin-
glet fission rate to the formation of 1(t1t1) when analyzing computational and
experimental data.Thus, the readers should bear inmind that the singlet fission
rate reported in many articles is not the formation rate of the two triplets, but
rather the rate at which the correlated triplet pair state is populated.
2.5 the incoherent rate equation approach
Singlet fission can be treated as an incoherent two-electron transfer process
from the optically excited FE state to the 1(t1t1) state, with orwithoutmixing of
CT states.These approaches often borrow from single electron transfer theories
in chemistry. One such example is themodel developed by Jortner and Bixon47
applied by Yost et al.38 to dimers of pentacene, tetracene and a number of func-
tionalized pentacene and tetracene derivatives. The calculated transition rates
between the FE andME stateswere in good agreementwith thosedetermined ex-
perimentally by transient absorption spectroscopy. Using high-level electronic
structural calculations on pentacene dimers and clusters, Zimmerman et al.36
suggested a nonadiabatic transition from s1 to 1(t1t1) as being responsible for
the ultrafast singlet fission rate in pentacene.
An assumption implicit in the rate equation approach of Yost et al.38 is its
neglect of phase coherence between the electronic states involved. The inco-
herent approximation is justified when electronic coupling matrix elements be-
tween the states are smaller than their coupling strengths to the phonon bath.
Under these circumstances, electronic coherence is lost on timescales shorter
than those required for electronic transitions, and singlet fission can be treated
as an incoherent transition, either nonadiabatic or adiabatic, fromone localized
state (s1) to another (me). However, when electronic coupling is strong, such
as the ~80meV between s1 and ME for pentacene, TIPS-pentacene and tetra-
cene in the dimer model of Yost et al. with CT mixing included, the neglect of
quantum coherence becomes questionable.
This concern is exacerbated by the fact that the dimer model may have al-
ready underestimated the s1-ME coupling by neglecting theMott-Wannier char-
acteristics of the s1 exciton in crystalline solids of these materials. Additionally,
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the validity of a model perturbative in the electronic coupling is compromised
when the coupling strengths must be large enough to account for subpicosec-
ond dynamics.48 We note that the low ME character (2.7%) of the bright state
calculated for pentacene by Yost et al.38 is more a reflection of the low and in-
accurate CT character of s1 in the dimer model than it is a test of the viability
of the quantum coherentmechanism. In contrast to the rate equation approach
of Yost et al.38 Berkelbach et al.49 have developed a theoretical framework for
singlet fission based on Redfield theory, applicable to both dimers18 and crys-
tals21 of pentacene. The advantage of such an approach is the microscopic and
balanced treatments of quantum dynamics in the presence of a phonon bath.
2.6 the quantum coherent model
In singlet fission systems in which electronic couplings are strong, as is the case
for crystalline pentacene or tetracene, quantum coherent models become ap-
propriate. The diabatic basis states commonly used to describe singlet fission
consist of FE, CT, and ME states. Of these states, only the FE carries significant
oscillator strength,21,22 and the CT and ME states can be populated either in-
stantaneously due to intensity borrowing from its FE character or on ultrafast
timescales via coherent electron dynamics. As a qualitative example, let us con-
sider the simplest three-state model of FE–CT–ME, with strong coupling be-
tween the FE–CT and the CT-ME pairs. If we neglect the much weaker coupling
directly between the FE and ME states, the Hamiltonian matrix in the presence
of an optical field, E(t), can be written as
H =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ES0 −µ ⋅ E (t) 0 0
−µ ⋅ E (t) EFE β1 0
0 β1 ECT β2
0 0 β2 EME
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (2.2)
where µ is the transition dipole moment for the optically allowed s0 → FE ex-
citation; β1 and β2 are the coupling matrix elements for FE–CT and CT-ME cou-
plings, respectively.
To illustrate the consequence of strong electronic coupling represented by
such a Hamiltonianmatrix, we further assume the resonant condition of EFE =
ECT = EME = E and the equal coupling strengths of β1 = β2 = β; both ap-
proximations are appropriate for pentacene and tetracene. We can diagonize
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This simple exercise illustrates an important point: The indirect coupling be-
tween FE and ME via the CT state distributes the oscillator strength over the
three new eigenstates ∣1⟩, ∣2⟩ and ∣3⟩ that are mixtures of the FE, CT and ME ba-
sis states.We note that, within the quantum coherentmodel represented by the
Hamiltonian matrix in Equation 3, the initial optical excitation creates a quan-
tum superposition of the three eigenstates ∣1⟩, ∣2⟩ and ∣3⟩. The complex ampli-
tudes of the three states oscillate in time with different frequencies. In the ab-
sence of dephasing, this would lead to a coherent oscillation among the FE, CT,
andME states as a function of time, with the oscillation frequency proportional
to ∣β∣.
A similar conceptual approach was used by Greyson et al.32 to simulate co-
herent fission dynamics using the 10 states shown in Figure 2.2. They pointed
out the isoenergetic condition and the high density of states in ensuring the
highest singlet fission rate. Both requirements are easily met by the large elec-
tronic bandwidths in crystalline pentacene or tetracene. Beljonne et al.20 ap-
plied amodel Frenkel-HolsteinHamiltonian to a pentacene crystal and showed
that themixing of CT stateswith the lowest electronic excitations not only quan-
titatively accounts for the knownDavydov splitting in the absorption spectrum,
but also facilitates instantaneous population of the ME state.These authors also
demonstrated the sensitivity of intensity borrowing (fe → me) to intermolec-
ular distance, suggesting the important role of phonon modes in singlet fission.
Zeng et al.22 confirmed these suggestionswith high-levelmultireference calcula-
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tions for a pentacene dimer. Chan et al.12 applied multistate density functional
theory to a crystalline tetracene lattice and showed that the direct electronic
coupling between the FE andMEwasweak (~3meV),whereas indirect coupling
via CT states was two orders of magnitude stronger (~100meV). These authors
carried out densitymatrix calculations and confirmed the dominance of the CT-
mediated mechanism in ultrafast ME formation.
2.7 experimental evidence for the quantum coherent model
Although there has been a large number of observations of singlet fission from
diverse experiments over the past 50 years,6,7 our focus in this section is re-
stricted to pertinent ultrafast spectroscopic results on pentacene, tetracene and
related molecules that best illustrate the interpretations of the fission mecha-
nism due to their strong electronic coupling. Initial investigations of pentacene
by transient absorption indicated that fission was suppressed in polycrystalline
films,50,51 but we now know that not to be the case.3,15,52 Fission in such sys-
tems occurs on an 80 fs timescale and is independent of the excitation wave-
length, which led Wilson et al.52 to propose a mechanism in which two triplets
are formed directly from a nonequilibrium delocalized state after photoexcita-
tion. The authors also suggested that the data could be consistent with fission
proceeding through a nonemissive intermediate, although no spectroscopic ev-
idence of such a state was found.
Polycrystalline thin films of pentacenewere further investigated byChan et
al.12 using time-resolved two-photon photoemission (TR-2PPE) spectroscopy.
These authors confirmed the rapid fission timescale (~100 fs) while providing
the first spectroscopic evidence of the correlated triplet pair or ME state. In the
TR-2PPE experiment, the first laser pulse excites a molecular material to create
excitonic states and the second laser pulse ionizes the excitonic states with pho-
toelectrons detected by an electron energy analyzer. Figure 2.4 shows a false-
color representation of TR-2PPE spectra from a crystalline pentacene thin film
excited with hν1 = 2.15 eV and probed with hν2 = 4.65 eV. We see the forma-
tion of s1 (FE + CT) upon photoexcitation and t1 at larger pump-probe delay
times.Themost important finding is a state at nearly the same energy as t1 that
rises concurrently with s1. This t1-like state at early times is assigned to the ME
state.The known exothermicity of 110 meV in the singlet fission of pentacene is
directly reflected in the energetic relaxation of the multiexciton state to 2 × t1,
with a time constant of ~260 fs. The simultaneous formation of s1 and ME sug-
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Figure 2.4. False-color plot of time-resolved two-photon photoemission spectra collected from
15 nm-thick pentacene films excited at 2.15 eV and probed with 4.65 eV. The energetic positions
of the FE, CT exciton, ME and t1 states are indicated. Figure adapted with permission fromChan
et al.12 © 2011 American Association for the Advancement of Science.
gests that the step-wise mechanism implied in Figure 2.1 is not an appropriate
description of fission in pentacene. Instead, photoexcitation produces a coher-




ÐÐÐ→ME′ → T1 + T1, (2.5)
where singlet fission occurs upon the interaction of the FE ⇔ CT ⇔ ME
superposition to the phonon bath, leading to the localization of the correlated
triplet state (labeled as ME′) and finally to an electronically uncorrelated triplet
pair (t1 + t1).
In TR-2PPE, the ionization of s1 from an electron in the LUMO leaves behind
a hole in the HOMO as the final state. In contrast, the ionization of the ME leaves
behind ahole (in theHOMO)plus at1 state, thus giving less kinetic energy to the
electron. Interestingly, Yost et al.38 suggested that, for the CT state, ionization
may also occur from the HOMO of an anionicmolecule, leaving behind a t1 final
state; the photoelectron should possess kinetic energy similar to that from the
ME or t1 states. This can be considered the second ionization potential of the
CT state. However, photoexcitation of crystalline pentacene is known to gener-
ate photocarries53 that are long-lived compared to the timescale in Figure 2.4,
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but there is no photoelectron signal at the position corresponding to the first
ionization potential of CT or anionic states, beyond the ~100-fs lifetime of the
s1 state.Thus, contributions of CT states to the photoelectron signal in TR-2PPE
spectra are likely small.
The second piece of evidence for the quantum superposition mechanism
was found in tetracene. Singlet fission in tetracene is endoergic but still highly ef-
ficient.54 Recentmeasurements suggest that the fission rate is insensitive to tem-
perature down to 4 K.55–58 Wilson et al.58 measured a fission timescale of ~90
ps using ultrafast transient absorption and did not observe spectral signatures
associated with an ME intermediate. Because the fission rate remained constant
between 10 K and 270 K, the authors concluded that the s1 and ME states could
be much closer in energy than previously estimated. Using TR-2PPE, Chan et
al.59 observed the simultaneous population of the s1 and ME states in tetracene,
supporting the quantum coherentmechanism. Because of the endoergic nature
of singlet fission in tetracene, the reverse of singlet fission (2 × t1 → s1) read-
ily occurs in this material, resulting in delayed fluorescence.56 The presence of
both forward and reverse processes makes precise definition of the singlet fis-
sion timescale difficult. Based on kinetic analysis, Chan et al.19,59 suggested a
time constant of ~7 ps for the ME state to lose coherence and/or electronically
decouple from s1 in polycrystalline tetracene thin films.
Ultrafast fission has also been observed in single-crystal rubrene, a deriva-
tive of tetracene, by Ma et al.60 using transient absorption spectroscopy. These
authors showed that excitation at 500 nm produced triplets via fission on a
picosecond timescale from s1, whereas excitation at 250 nm produced triplets
within ~200 fs from highly excited singlet states. In an exciting development,
Miyata et al.61 reported ~80 cm−1 coherent phonon oscillations in the transient
absorption signal of triplets formed from singlet fission in rubrene single crys-
tals. The presence of coherent phonons necessarily means that singlet fission
must occur on timescales much shorter than the phonon oscillation time of
~400 fs.
Kolata et al.62 reported evidence for the quantum coherent fission in the
transient absorption spectroscopy of single-crystal perfluoropentacene. In this
system the unit cell comprises two molecules that are perpendicular to each
other, shown in Figure 2.5a and Figure 2.5b. These authors observed singlet fis-
sion only along the slip-stacked b axis (Figure 2.5c and Figure 2.5f), at which
the delayed formation of induced absorption was assigned to an excimer-like
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Figure 2.5. Correlation of packing scheme and optical response along all three crystal axes. A
andB: Schematic illustrations of perfluoropentacene stackingpatterns along the three crystalline
directions. Shown is the linear absorption (open circles) along the C: b axis, D : c axis and E: a
axis and corresponding transient absorption spectra at time delays of 300 fs (dashed) and 1 ps
(solid) for the b and c axes. For the a axis, transient absorption spectra at 1 ps (dashed) and 90 ps
(solid) are shown together with a Fano fit (red) to the induced absorption. False-color plots
illustrate the time evolution of the differential absorption spectra along the F: b axis; G: c axis;
and H: a axis shown on a nonlinear timescale. Figure modified with permission from Kolata et
al.62 © 2014 American Chemical Society.
state.The authors showed evidence for the prompt formation of the correlated-
triplet pair, with excited state absorption only along the a axis (Figure 2.5e and
Figure 2.5h). Interestingly, the transient absorption spectrum from the ME fea-
tures an asymmetric Fano shape at short times and evolves into a symmetric res-
onance at longer times.TheFano shape is consistentwith the coherent coupling
of the ME state to a continuum formed by the singlet exciton band.The dephas-
ing of the initial quantum superposition state causes the temporal evolution of
the peak shape. Beyond 15 ps, approximately one-third of the correlated-triplet
exciton pairs diffuse apart into independent triplet excitons.
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2.8 charge transfer-mediated intramolecular singlet fission
As the above analysis shows, the ability of a chromophore to support coherent
fission is primarily determined by the strong electronic coupling of CT- and FE–
like electronic states. Although there are design principles to assist in the iden-
tification of suitable singlet fission chromophores,6,7 the CT character of the s1
state is determined by intermolecular interactions that are highly sensitive to
the local structure of the molecular solid. Not only are such interactions diffi-
cult to predict withmeaningful accuracy, their sensitivity tomorphologymakes
them onerous to control experimentally. As a result, only a few known molec-
ular semiconductors, such as pentacene, tetracene and rubrene, exemplify the
electronic delocalization with large HOMO and LUMO bandwidths required for
significant CT character tomediate efficient fission. Furthermore, in disordered
systems, theremay only be a subset of local structures that adopt configurations
suitable for fission. Excitation at these sites will result in rapid fission, whereas
singlet excitons generated elsewhere in the film must diffuse to a suitable loca-
tion before fission can occur.63 The difficulty associated with finding suitable
molecular and intermolecular properties is a barrier for the implementation of
singlet fission in photovoltaic devices.
An alternative approach is to design chromophores for intramolecular sin-
glet fission. In this case, the fission efficiency is an intrinsic property of the de-
signed material and is less sensitive to film morphology. It is relatively straight-
forward to design and control intramolecular CT states in small molecules or
polymers based on alternating donor and acceptor building blocks.64,65 In fact,
many conjugatedmolecules and polymers used in organic photovoltaic systems
are designed in this manner. Extension of this design principle to include the
localization of triplets on either the acceptor or donor moieties with the CT
exciton energy approximately twice the triplet energy could lead to molecules
suitable for intramolecular singlet fission.
Busby et al.66 recently provided the first successful demonstration of this
design principle for CT-mediated intramolecular singlet fission using acceptor-
donor-acceptor-based oligomers andpolymers, depicted in Figure 2.6a. In such
a system, photoexcitation creates a state with significant CT character, which is
strongly coupled to theME state. Localization due to vibronic coupling can lead
to the formation of two triplets; this localization process can define intramolec-
ular singlet fission. Using thiophene-1,1-dioxide as acceptors67 and benzodithio-
phene as donors, these authors66 observed efficient intramolecular singlet fis-
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Figure 2.6. A: Charge transfer–mediated intramolecular fission. Photoexcitation creates a su-
perposition of Frenkel exciton, charge transfer and multiexciton ME states. Interaction with the
environment breaks the superposition and localizes the triplets, thus completing the intramolec-
ular singlet fission process. B: Intermolecular separation of an intramolecular triplet pair.
sion in the solution phase, with the triplet quantum yield as high as 175%%. Sim-
ilar intramolecular singlet fission has been observed by Vardeny and cowork-
ers68,69 in a donor-acceptor-type conjugated polymer previously developed for
photovoltaic applications: pdtp-dfbt.70
2.9 intra- to intermolecular singlet fission
Although the donor-acceptor type of molecules with CT excited states can pro-
duce a high intramolecular singlet fission yield, the resulting intramolecular
triplet pair is confined to the same molecule and can decay efficiently via t1-
t1 annihilation—the reverse of the singlet fission process. To ensure a high
singlet fission yield, separation of the triples must occur on a timescale com-
petitive with t1-t1 annihilation (Figure 2.6b). Trinh et al.71 demonstrated the
feasibility of separating an intramolecular triplet pair into two triplets in a new
combined intra- to intermolecular singlet fission mechanism in the model sys-
tem of diphenyl-dicyano-oligoene (dpdcn), where n is the number of carbon-
carbon double bonds in the oligoene backbone (Figure 2.7d). A unique feature
of oligoenes is the presence of intramolecular triplet pair states.72,73 Coupling
between the triplet pairs and vibrations could lead to localization and efficient
intramolecular singlet fission, as suggested previously for carotenoids.74–76 Sin-
glet fission has been reported for solid films and aggregates of carotenoids77 or
diphenylhexatriene.78 The addition of the two cyano groups may introduce CT
characteristics to the singlet excited state, facilitating coupling to the ME state.
Figure 2.7a and Figure 2.7b show transient absorption spectra excited at
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Figure 2.7. A: Transient absorption pumped at 450 nm and B: phosphorescence spectrum
pumped at 335 nm for a dpdc7 film. C: A comparison of electroabsorption at 765 nm (red cir-
cles, left axis) and ground state bleaching (gb) at 555 nm (blue circles, right axis) as a function
of pump-probe delay. The solid gray curve is a biexponential fit to the excited state absorption
(ea) signal and the dashed black curve is from the kinetic model for intra- to intermolecular sin-
glet fission.D: dpdcn molecules and inter- to intramolecular singlet fission. Figure adaptedwith
permission from Trinh et al.71 © 2015 American Chemical Society.
450 nm and phosphorescence spectra excited at 335 nm of a dpdc7 thin film, re-
spectively. Singlet fission was evidenced by the presence of long-lived ground
state bleaching and excited state absorption in addition to phosphorescence
emission with a 15 μs lifetime. In oligoenes the first optically bright state is s2,
which can quickly relax to s1 and then s0.72–74 In dpdc7, the ultrafast relax-
ation of s2 led not only to s1, but also to an intramolecular correlated triplet pair,
which was observed in both the solution phase and thin films. Evidence for the
intra- to intermolecular singlet fission mechanism in the solid state was found
in the kinetic profile (Figure 2.7c). Initially, the ground state bleaching recov-
ered on a picosecond timescale owing to the decay of the s1 state.However, on a
timescale longer than several picoseconds, there was an additional ground state
bleaching, which grew with a time constant of 30 ps. This additional bleaching
at a pump-probe delay timewhen the pump laser field had long disappeared led
to its assignment as splitting of an intramolecular ME state into two triplets on
adjacent molecules. The quantum yield of this process is 66%. These findings
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suggest a new design principle for efficient singlet fission: the independent tun-
ing of singlet-multiexciton coupling and ME to 2 × t1 splitting from intra- and
intermolecular interactions, respectively.
2.10 summary and outlook
The optical excitation of a crystalline organic semiconductor, such as penta-
cene or tetracene, results in excitonic states that are highly delocalized with sub-
stantial Mott-Wannier or CT characteristics. This delocalization comes mainly
from large HOMO and LUMO bandwidths. We argue that the CT characteristic
is responsible for the strong electronic coupling (102meV) between s1 and ME
states in crystalline organic semiconductors such as pentacene, tetracene, and
rubrene. At this coupling limit, the initial optical excitation is expected to cre-
ate a coherent quantum superposition of FE, CT, and ME states. Singlet fission
can be viewed as a result of dephasing of this quantum superposition via inter-
action with the phonon bath and the subsequent separation or localization of
the triplet pair into two individual triplets. We present experimental evidence
for this interpretation from TR-2PPE measurements on crystalline pentacene
or tetracene, from transient absorption spectroscopy of single-crystal perfluo-
ropentacene, and from the observation of coherent phonons in triplet forma-
tion from singlet fission in rubrene. We also discuss recent attempts at imple-
menting the CT-mediated singlet fissionmechanism as a design principle for ef-
ficient intramolecular singlet fission in oligomers and polymers based on donor-
acceptor building blocks. We expect that the further development of robust
design principles will guide the synthesis of a large toolbox of singlet fission
molecules. Such a toolbox will be essential in future attempts at implementing
singlet fission for efficient solar energy conversion.
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ULTRAFAST CHARGE SEPARATION AT HETEROJUNCTIONS
3Photoexcitation of molecular solids produces excitons, not free charge carriers.These excitonsmust bedissociated to generate photocurrent in a solar cell.HereI discuss some important experimental and theoretical aspects of charge sepa-ration at donor-acceptor heterojunctions.
3.1 the photovoltaic process in molecular systems
The job of a solar cell is to somehow convert the energy from incident pho-
tons into electrical power. The method by which this occurs and its ultimate
efficiency are controlled by a myriad of photophysical processes and device de-
sign choices too numerous to list here. There are, however, several basic and
necessary steps that clearly identify themain differences between inorganic and
organic solar cells.They are light absorption, charge transfer and charge separa-
tion.
3.1.1 Photoexcitation of molecular solids
The relative permittivities of most molecular materials lie between 3 and 5 and
they tend to be bound together by van Der Waals forces in the solid state. The
electrostatic screening is weaker than inmaterials like silicon and the electronic
states tend to be localized on a fewmolecules.1 The attendant Coulomb interac-
tion produces exciton binding energies between 0.1 eV and 1 eV, greatly exceed-
ing the thermal energy available at any conceivable device operating tempera-
ture.2,3 With such high binding energies excitons are the predominant photoex-
citation product in molecular solids. Efficient spontaneous photocarrier gener-
ation requires electronic bandwidths at least comparable to the exciton binding
energy4 and very few molecules exhibit such strong coupling in the solid state.
Pentacene and the other linear acenes are, perhaps, an exception. The valance
band width in pentacene thin films is5 0.2 eV at 300 K with predictions6 reach-
ing 0.7 eV, large inmolecular terms. For comparison, the excitonbinding energy
is approximately 0.4 eV.7 In pentacene single crystals, where the bandwidth is
likely to be the largest, the maximum photocurrent yield is about 0.3 electrons
per photon7 at 2.7 eV.
Silicon, the most common active material in commercial solar cells, has a
relative permittivity of about 12 and forms covalent crystals.The permittivity is
high enough to effectively screen the electron-hole Coulomb interaction and
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the strong coupling between neighboring atoms leads to significant electronic
delocalization. These two factors produce an electron-hole binding energy of
15meV.The approximately 26meV of thermal energy available at room temper-
ature is enough to ensure that free carriers are the primary photoexcitationprod-
ucts in silicon at room temperature.8
This disadvantage is, to a small extent, offset by the large absorption cross-
section typical of most π-conjugated molecular materials. The localized wave
functions lead to significant overlap between the ground and excited states. A
given solar fluxwill createmore excitations in amolecular solid than it will in an
inorganicmaterial, yet the contrary is true if we consider the photocurrent.The
largemolecular exciton binding energies significantly restrict the power conver-
sion efficiency of organic solar cells.9
An aside on the photoexcitation process.
Here seems as good a place as any to briefly discuss some aspects of the photoex-
citation process that are often overlooked. We talk about photoexcitation pro-
ducing excitons but what does that mean, exactly? An excitonic population re-
quires the development of pair-wise correlations among the photoexcited elec-
trons and holes.10 In other words, populations are not formed as an instanta-
neous response to an incident electromagnetic field. Instead, excitons are cre-
ated on a timescale determined by the strength of the Coulomb interaction and
the degree of carrier-phonon coupling.
Polarization is the instantaneous response to photoexcitation as the inci-
dent field displaces the carriers within the material. This polarization is a co-
herent quantity and, unlike an incoherent population, is subject to dephasing
processes. Alternatively we can say that coherent properties only exist during
external pumping, whereas incoherent quantities persist long after turning off
the driving field.11
Anexcitonic population forms after system-bath andCoulomb interactions
between the carriers begin to destroy the polarization coherence.10,12 This is a
rapid process inmost semiconductors13,14 and excitons tend to form in less than
100 fs in both inorganic,15 and organic systems.16
An interesting consequence of the distinction between polarization and
population is that excitonic resonances in linear absorption spectra does not im-
ply that electrons and holes have formed bound pairs10. Any attempt to extract
information about the excitonic state beyond the transition frequency from a
linear response is futile.There are similar complications photoluminescence ex-
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Figure 3.1. Key steps in the operation of an organic solar cell.A: Excitation of the donormaterial
to form a hot singlet exciton Sn (↑) that relaxes to S1 through internal conversion (↓).The excess
energy (ħω−Eg) of the photon is dissipated into the environment and lost as heat.The S1 exciton
can diffuse to a heterojunction and transfer an electron to the acceptor to form a charge transfer
exciton (↔) at a rate kCT . Alternatively, S1 can radiatively recombine («).B: Hot charge transfer
excitons CTn may relax through geminate recombination (f). C: Charge separated states can
diffuse back to the interface to undergo bimolecular recombinationwith a hole (f). Each purple
arrow represents an efficiency loss mechanism in organic solar cells.
periments. The signal contains contributions from both the coherent carrier
plasma and true excitons and has no frequency selectivity so, again, excitonic
signatures in photoluminescence donot necessarily imply that an excitonic pop-
ulation is present in the system.The onlymethod to directly excite exciton pop-
ulations without first creating polarization is to use incoherent, resonant exci-
tation with quantum light.11 Attempts to characterize incoherent populations
with conventional light sources require transitions between excitonic states.
3.1.2 Charge transfer and exciton dissociation
An appropriate description of donor-acceptor interfaces involves excitonic en-
ergy levels for the initial excitation and charge transfer process with transport
levels used for charge separated states. An example is shown in 3.1.
If an exciton diffuses to the interface and the charge transfer rate kCT ex-
ceeds that of radiative recombination, it is possible that a CT exciton will form
after electron transfer to the acceptor. Although the increased spatial separation
of the electron and hole can reduce the binding energy to approximately half
that of the original molecular exciton,17 the Coulomb interaction is still poorly
screened.18 Assuming an average dielectric constant of 3 and an electron-hole
separation of 1 nm, the CT1 exciton has a binding energy of around 0.5 eV. The
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density of states is sparse near the bottom of the Coulomb potential and it is
unlikely that the CT1 state could acquire sufficient energy to scale the manifold
of states.18,19 For this reason, the lowest energy CT exciton is often considered a
photovoltaic dead end18,20–24 and a growing body of evidence points to bypass-
ing the Coulomb potential through hot, delocalized states as being essential for
efficient charge separation.25
Excited CT excitons may be necessary for systems that undergo rapid in-
ternal conversion.The CT1 exciton opens up an additional loss channel through
geminate recombination at the interface and recent work21–24 indicates that hot,
or highly-excited, CT states facilitate charge separation before internal conver-
sion within the CT manifold occurs (kCS ≫ k′IC). The highly-excited CT states
are spatially delocalized to such an extent that their position in the Coulomb
potential exceeds the critical escape distance, where the binding energy lower
than the available thermal energy.21 In essence, these states bypass theCoulomb
potential and blur the lines between charge transfer and separation.
There are several experimental examples of electronic delocalization medi-
ating long-range charge separation. Jailaubekov et al.21 directly probed the CT
exciton energy at CuPc-C60 interfaces with tr-2ppe and found that ultrafast
charge separationwithin 100 fs creates hot excitons that relax ~0.3 eVwithin the
Coulomb potential on a timescale of~1 ps. These results are concordant with
those from other ultrafast spectroscopic methods: Stark effect measurements
made by Gelinas et al.22 that showed ~4 nm charge separation within 40 fs of
exciting the donor; Provencher et al.24 investigated polymer-fullerene blends
with time-resolved resonance Raman spectroscopy and saw polarons with fully-
relaxed nuclear coordinates form in the acceptorwithin 300 fs. It appears that ul-
trafast electron-phonon coupling can localize carriers and screen the Coulomb
potential nearly entirely.
Theoretical and computational support for delocalization-mediated charge
spearation include the nonadiabatic mixed quantum mechanics-molecular me-
chanics simulations of Jailaubekov et al.21 Their results show that electronic de-
localization in the donor or acceptor facilitate energetic resonance and encour-
age ultrafast charge separation in combination with nuclear fluctuations. In ad-
dition, Tamura and Burhardt26 used electronic structure calculations and quan-
tum dynamics simulations to show that electronic delocalization and excess vi-
brational energy in the CT manifold promotes charge separation.
There are, however, reports of efficient charge generation from the CT1 exci-
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ton.27–29 Are the roles that CT excitons play in the photovoltaic process system-
specific? It is hard to give a specific answer without knowledge of the interfacial
free energy landscape, but the probable answer is yes21 and, realistically, charge
separation from relaxed states must only be possible if the binding energy of
these excitons is lower than anticipated. This is likely due to a free energy land-
scape that opposes theCoulombpotential and lowers the charge separation bar-
rier25. Possible causes of such an energy gradient include interfacial dipoles,30
structural inhomogeneity31,32 and an increased density of states away from the
interface.33,34
Even if tightly-bound CT excitons do not inhibit the charge separation pro-
cess, it seems that their role is likelyminorwhencompared tohighly-excited and
delocalized states. In other words, ostensibly efficient charge separation from
relaxed CT states does not preclude ultrafast dissociation through hot states.
The Coulomb barrier will always be lower for hot states than the CT1 exciton.
Even if this does not lead to faster charge separation, the density of states within
the Coulomb potential increases significantly with energy and hot CT states are
likely to provide more pathways to charge separation states than relaxed charge
transfer excitons.
3.2 proposed charge separation mechanisms
Many the qualitative aspects of charge separation are explained by the Onsager
model,35 originally developed in 1938 for optically-generated pairs of charges
with short lifetimes. It links the probability of escaping the Coulomb potential
to the degree of electronic delocalization.
3.2.1 The Onsager model
The main proposition of the Onsager model is that photoexcitation generates
a localized hole and a hot electron. The excess energy of the electron facilitates
rapid motion and eventual thermalization a distance ra from the hole. At this
point, a CT exciton is formed and the relative magnitude of the Coulomb in-
teraction relative to the available thermal energy determines its ultimate fate:
either dissociation or recombination.This entire process is illustrated in Figure
3.2a. An important concept is the Coulomb capture radius, rc . This is the dis-







Figure 3.2. The Onsager model for exciton dissociation and the associated Coulomb potential
in black (⌢). A: Onsager model without an applied field. Photoexcitation (↑) creates a hot state
that thermalizes (¯) a distance rA from the hole, forming a charge transfer exciton. Whether
this exciton dissociates (↷) or recombines (Æ) depends upon how the binding energy Eb , at
ra compares to the thermal energy. A thermalization length exceeding the capture radius guar-
antees dissociation. B: The Onsager model with an applied field, which significantly lowers the
Coulomb barrier and, with it, the Coulomb capture radius.
where єr is the dielectric constant of the surrounding material. If ra > rc , then
the exciton dissociates. However, if ra < rc then the exciton has an escape prob-
ability given by









in thepresenceof an electric fieldE. BothEquations (3.2) and (3.3) demonstrate
the importance of dielectric screening and electronic delocalization. Let’s think
about silicon again: with єr = 12 the capture radius is small and photoexcitation
readily produces free carrier. In the case of molecular materials, єr ∼ 3 lead-
ing to a large capture radius and very few free carriers are generated. To have
a high probability of dissociation, CT excitons must be highly delocalized. In
other words, the excitons must carry excess energy.
Carrier generation is facilitated by an electric field, which lowers the barrier
to charge separation by opposing the Coulomb potential, as depicted in Figure
3.2b. The consequences are significant: the Coulomb capture radius is reduced
and a shorter thermalization length is required for dissociation.Thismeans less
excess energy is required for efficient dissociation and could explain the anoma-
lous photogeneration from relaxed CT states in polymer-fullerene blends.
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Figure 3.3. Free energy as a function of distance at a simplified donor-acceptor interface. A:
A demonstration of how entropy reduces the Coulomb barrier. B: A comparison of how the
entropic effects vary with the dimensionality of the acceptor.
3.2.2 Entropic contributions
There is an simple and appealing explanation for why fullerene-based acceptors
produce the most efficient devices: entropy. More specifically, the configura-
tional degrees of freedom created by a high density of acceptor states. We can
examine the influence of the density of states with a simple model34 for the
free energy G = H − T∆S, with the screened Coulomb interaction as H and
S = −kB lnw. We approximate the electronic degeneracy by assuming either
three-, two- or one-dimensional coupling of the acceptor molecules. The num-
ber of microstates w is then the number of adjacent states at a given distance
from the origin using the equations for the surface of a sphere, the circumfer-









where a is the lattice constant, r the distance from the origin, єr = 4 and a =
1 nm. Equation (3.4) and its two components are plotted in Figure 3.3a. If we as-
sume a CT exciton energy of−0.3 eV, the activation energy for charge separation
reduces from 0.3 eV without entropic contributions to 0.084 eV when entropy
is included.
The effect of dimensionality is shown in Figure 3.3b, where the free ener-
gies corresponding for three-,two- and one-dimensional systems are plotted.
The charge separation barrier in the two-dimensional system is 0.18 eV, with
the activation energy in one-dimensional system unchanged at 0.3 eV. There is
much missing from this model, including any other contributions to the free
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energy landscape from, for example, interfacial dipoles. However, the qualita-
tive conclusion is clear and reasonable: higher-dimensional coupling facilitates
charge separation. This is borne out in solar cells, where fullerene-based accep-
tors produce some of the highest device efficiencies. It would be a stretch to at-
tribute these high efficiencies solely to the dimensionality of the acceptor, but
the shape and probable packing of a molecule should be considered by those
designing new photovoltaic materials.
3.3 approximating a heterojunction
Unfortunately we cannot investigate a buried donor-acceptor interface with tr-
2ppe. Given that limitation, the best we are able to do is approximate these in-
terfaces at a surface. Amanifold of CT states exists at tetracene36 and pentacene
surfaces20 where themolecule acts as the donor and a band of free-electron-like
states is the acceptor. With these systems we have access to a reasonable model
for molecular heterojunctions and, with tr-2ppe, are able to directly examine
the dynamics as a function of state energy. Of particular interest is whether
there is any qualitative difference in the behavior of hot and relaxed CT excitons
and if we are able to observe delocalization. I address these points in Chapter
6.
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THE EXPERIMENTAL APPROACH
4This chapter details the experimental aspects of my research. After discussingsome key aspects of photoelectron spectroscopy, I describe the ultrafast laserand the preparation of hexacene thin films.
4.1 what exactly are we looking for?
Any meaningful analysis of the photophysical processes in energy materials re-
quires us to know at least two things: the states that are involved and their as-
sociated dynamics. TR-2PPE maps these two parameters directly by providing
kinetic energies of transiently occupied states. Altering the time delay between
excitation and measurement directly links the temporal dynamics to each ki-
netic energy. The known photon energies then lead to ionization potentials for
each state. This means assigning dynamics to molecular states is unambiguous.
4.2 time-resolved two-photon photoemission
Time-resolved two-photon photoemission is a fusion of ideas developed over a
century ago with modern, ultrafast lasers. The photoelectric effect is the basis
for all TR-2PPE experiments, where light above a threshold frequency is able to
eject electrons with a kinetic energy given by
EK = ħω − IP, (4.1)
where ħω is the light frequency and IP is the ionization potential, or energy
required to extract an electron from the bulk to into the vacuum. A related pa-
rameter is the work function, which is the energy difference between the vac-
uum level and the Fermi energy. The use of ionization potentials and electron
affinities is more appropriate for molecular systems.
Ultraviolet and x-ray photoelectron spectroscopies are perhaps themost fa-
miliar applications of the photoelectric effect. These experiments fit into the
category of single-photon photoemission (ħω > IP) and measure only the oc-
cupied states of a system. In TR-2PPE, there are twopulses: the first, ħω1, excites
the system into a transiently-occupied state; the probe pulse ħω2, ejects elec-
trons from the excited state. Generally, ħω1 is tuned to a transition energy of
interest known from, say, linear absorption and ħω2 < IP to avoid interfering
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signal from one-photon photoemission. The kinetic energy of an excited state
X is then
EXK = ħω2 − IPX . (4.2)
Some example TR-2PPE data are presented in Figure 4.1a, Figure 4.1b and
Figure 4.1c alongwith a schematic of the experiment in Figure 4.1d.Depending
on the state lifetimes and desired temporal resulution, we may collect individ-
ual spectra at hundreds of pump-probe delay times. These spectra are typically
displayed together in two-dimensional false-color plots resembling the one in
Figure 4.1a, where the color is mapped to the photoelectron signal.
There are two peaks in Figure 4.1a.We can investigate the temporal dynam-
ics of the higher energy peak by taking a horizontal line slice at about−3.9 eV to
obtain the cross-correlation in 4.1b. The cross-correlation can be fit with an ap-
propriate function to extract rise or decay timeconstants. Vertical slices through
the two-dimensional image are just individual spectra at each pump-probe de-
lay 4.1c.
The schematic in 4.1d describes a fictitious internal conversion process and
visually demonstrates how the photoelectron spectramap state energies. In this
case the signalwould consist of a decayingpeak at thehigh energy andagrowing
peak at the low energy. Both peaks would have the same time constant, which
would be the inverse of the internal conversion rate.The signal from this process
may not be so obvious in other time-resolved spectroscopies, such as transient
absorption.
4.2.1 Measuring the kinetic energy of an electron
We use a vg scienta r3000 hemispherical analyzer to simultaneously detect
the kinetic energy and any crystal momentum parallel to the surface of the pho-
toelectrons. It consists of amultistate electrostatic lens followed by two concen-
tric hemispheres with different radii: R1 and R2. Upon application of a voltage
V , electrons close to the pass energy EP , can traverse the gap between the hemi-





with an associated detection range of EP ± 0.1 × EP . Electrons have a kinetic
energy- and crystal momentum-dependent trajectory through the analyzer and
strike the detector at different vertical and horizontal positions.The detector is
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Figure 4.1. A: The typical two-dimensional false-color plot used to display time-resolved data;
an array of spectra collected at different pump-probe delay times.The arrows represent the slices
shown in B and C. B: Experimental cross-correlation trace obtained from a horizontal slice
through the two-dimensional plot. This displays the temporal dynamics at a specific energy. C:
A two-photon photoemission spectrum at a specific pump-probe delay time acquired from a
vertical cut through the two-dimensional plot.D: A schematic of the time-resolved two-photon
photoemission experiment. At zero pump-probe delay we observe the initial photoexcitation
product (left). After some delay, relaxation processes may occur (right). In this case, internal
conversion within the singlet manifold manifests itself as a peak shift on the energy axis.
a multichannel plate, which is essentially an array of electron multiplying capil-
laries that to a phosphor screen. A charge-coupled device camera then images
the phosphor screen and maps the vertical and horizontal positions to kinetic
energies and momenta parallel to the surface, respectively.
An entire spectrum can be collected at one pass energy. However, the ~1 eV
kinetic energies typical of TR-2PPE are bestmeasuredwith pass energies around
1 eV to 2 eV and the resultant detection rangemay not cover the entire spectrum.
To accommodate wide spectral windows the voltage can be scanned, varying
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the pass energy continuously from the desiredminimum tomaximum energies.
This scan is performed at each pump-probe delay time. The angular detection
is not particularly relevant tomolecular systems, where states are spatially local-
ized and tend not to exhibit a dispersive energy relationship.
4.2.2 Final states in photoemission
Photoemitted electrons ultimately wind up in a free electron state within the
vacuum. The photoionization cross-section depends on how strongly the ini-
tial and final states couple to each other. In general, the molecular state must
couple to the decaying component of the free electron wave function that has
penetrated the surface1.This coupling is unlikely to be strong and a weak signal
will result.
There may be molecular states above the vacuum level that are resonant
with a free electron final state. In this case, the photoionization cross-section
is large because the coupling between molecular initial and final states is much
stronger than in the previous case. These final state resonances can manifest
themselves out of sheer coincidence or can be established by tuning the probe
photon energy.
This point illustrates the importance of a laser system that allows indepen-
dent tuning of the pump and probe photon energies. If the probe photon en-
ergy is a harmonic of the fundamental frequency, the final state resonance may
require tuning to a fundamental frequency that no longer excites the system or
induces a different photophysical process.
4.2.3 State symmetry and photoemission
By altering the electric field polarization of our probe pulses we are able to ei-
ther attenuate or enhance the signal from certain electronic states. One might
immediately think of this as being useful when investigating single crystals, but
it can be applicable to polycrystalline systems too. This discussion is adapted
from Lüth.2
The photocurrent during the emission of electrons is controlled by matrix
elements of the following form:
mi f = ⟨ f , k ∣
e
m
A ⋅ p ∣ i , k⟩ , (4.3)
where an initial state ∣i , k⟩ and a final state ∣ f , k⟩with crystal momentum k are
coupled by a field with a vector potential A. The particle mass is given by m,
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while e is the elementary charge and p is the momentum operator. We assume
that the surface of our substrate has a mirror plane yz and that the directions of
both the incident light and detection direction for the photoemitted electrons
lie along this plane.The initial states ∣i , k⟩ are either odd or evenwith respect to
reflection in the yz-plane. Contrarily, the final states ∣ f , k⟩must have even sym-
metry under the same transition or the detector would observe a node.We now
consider the twomost common electric field polarizations: the vector potential
A1 parallel to the plane of incidence and the vector potential A2 perpendicular
to the same plane.
Let’s first examine the vector potential A1 parallel to the yz-plane. This is
commonly referred to as p-polarized or transverse-magnetic light. In this config-
uration the the momentum operator contains the components ∂/∂y and ∂/∂y,
whichhave even symmetrywith respect to reflection in yz.The initial statemust
then be even to ensure Equation (4.3) is nonzero. That is, forA1 ∥ yz
⟨ f , k ∣ ∂
∂y
∣ i , k⟩ ≠ 0; ⟨ f , k ∣ ∂
∂z
∣ i , k⟩ ≠ 0 (4.4)
if and only if ∣i , k⟩ is even with respect to reflection in yz as all other compo-
nents in the above integral have even symmetry with respect to the same oper-
ation.
When A2 is perpendicular to yz we have s-polarized or transverse-electric
light. Now p contains only ∂/∂x, a component that is odd with respect to re-
flection in yz. Our requirement for nonzero signal has changed: we now need
initial states with odd reflection symmetry. WhenA2 ⊥ yz,
⟨ f , k ∣ ∂
∂x
∣ i , k⟩ ≠ 0 (4.5)
if and only if ∣i , k⟩ has even symmetry with respect to reflection in yz.
Why is this useful? The molecular exciton signals are overwhelmed in hex-
acene by contributions from CT excitons and an IPS at the surface. Chapter 6
contains a more detailed discussion of these states. In both cases an electron is
sitting in the vacuumabove the hexacene surface, boundby an attractive electro-
static interaction. The primary interaction is with a hole in the case of CT exci-
tons and induced polarization for an IPS. Given that the electron is confined to
the vacuum and the positive charge remainswithin the film, a rough, qualitative
approximation for these states is a pz orbital with its origin at the surface. The
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Figure 4.2. Comparing the influence of probe electric field polarization on the TR-2PPE signal.
A: Two-dimensional false-color plot with a p-polarized 4.7 eV pump and a p-polarized 1.48 eV
probe. B: Two-dimensional false-color plot with a p-polarized 4.7 eV pump and an s-polarized
1.48 eVprobe. Both plots have the same energy and pump-probe delay axes.Note the elimination
of the CTn and IPS signal.The residual intensity near−4.7 eV is s1. Its presence at negative pump-
probe delays indicates that it is being pumped by the near-IR beam.
different phases of the wave function represent the opposite charges present in
our experiment.This orbital has even symmetry when reflected in yz so should
be optimally ionized by a p-polarized probe beam. The symmetry of the molec-
ular states is certainly more complicated but that is not pertinent here.
TheCT excitions and IPS are pumpedwithUV light—thewavelengths typi-
cally used to probemolecular states—andprobedwith a visible or near-IR beam.
By using an s-polarized visible or near-IR beam we are able to effectively pump
the molecular states in our film while reducing the CT excition and IPS signals.
A comparison between p-polarized and s-polarized near-IR beams is shown in
Figure 4.2.
Manipulating the spectra in this manner is particularly useful when the sur-
face and bulk states overlap energetically in the spectrum.The TR-2PPE spectra
of pentacene are similar to hexacene in this respect and previous attempts to ex-
tract state lifetimes required complicated fitting of the two-dimensional spectra,
which obfuscated the subtle dynamics discussed in Chapter 6.
4.2.4 Strengths and weaknesses
Time-resolved two-photon photoemission is not a universally-applicable tech-
nique. Electron analyzers require at least high vacuum (< 10−3 hPa) to avoid
corona discharge from the high voltage components but, realistically, TR-2PPE
requires ultra-high vacuum (UHV) to prevent gradual surface contamination
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during measurement. This involves pressures below 10−7 hPa.
The requirement for clean and, in most cases, well-ordered surfaces rules
out samples that can only be prepared by ex vacuowet chemical treatments, can-
not be sublimed, or otherwise contain components with relatively-high vapor
pressures. This latter point is a particular issue with quantum dot samples, al-
though annealing in vacuum appears to produce satisfactory results at the risk
of potentially modifying the sample structure. These restrictions typically do
not apply to inorganic systems that can be cleaned with ion sputtering and an-
nealing.
An aspect of TR-2PPE that can be either good or bad is its surface sensi-
tivity. The escape depths of photoelectrons with kinetic energies typical of a
TR-2PPE experiment are predicted to be several nanometers,3,4 so the signal
consists of contributions from the both bulk and surface. To what extent this
holds for molecular systems is an open question. Still, the ability to measure
surface states without significant interference from bulk signal makes TR-2PPE
ideal for investigating fundamental surface- or interface-related phenomena in
solar cells, light emitting diodes and almost any other electrical device that has
more than one component. These would require an appropriate model system,
like the one chosen in Chapter 6, as TR-2PPE cannot probe buried interfaces.
Having said that, I believe TR-2PPE to be one of the most powerful spectro-
scopic techniques available, even when compared to multidimensional optical
experiments. Measuring electrons instead of an electromagnetic field radiated
by an evolving polarizationmeans that, in addition to directlymapping the state
energetics and dynamics, qualitatively interpreting the experiment is relatively
simple. This, to some extent, decouples the transient properties of the material
from a detailed, dynamic description of the experiment. Not once have I had to
open Principles of Nonlinear Optics and Spectroscopy by ShaulMukamel in order
to understand my experiment.
4.3 ultrafast dynamics necessitate ultrashort pulses
The fundamental requirements for a time-resolved two-photon photoemission
experiment are a pulsed light source and an electron energy analyzer. Our laser
of choice is a clark-mxr impulse Yb-doped fiber oscillator and amplifier. It
outputs 10 μJ per pulse at user-selectable repetition rates between 250 kHz and
2MHz.This pulse energy is sufficient to pump two home-built, independently-
tunable noncollinear optical parametric amplifiers, shown schematically in Fig-
47
ure 4.3a. A noncollinear optical parametric amplifier (NOPA), briefly, uses a rel-
atively powerful pump beam to amplify a spectral subset of a white light super-
continuum. Access to a wide range of amplified wavelengths is granted by alter-
ing the temporal relationship of the pump and seed pulses. The noncollinear
mixing of the pump and seed in the nonlinear crystal, shown in Figure 4.3b re-
laxes the phase matching conditions and generates signal pulses with sufficient
spectral bandwidth for transform-limited temporal durations as short as 14 fs.5
Shorter pulse durations increase the temporal resolutionof the experiment.The
biggest advantage over other laser systems is the independently-tunable pump
and probe beam lines. Our design is flexible enough that a broad UV spectral
range is available through second harmonic generation (SHG) or sum frequency
generation (SFG), regardless of pump-probe configuration Figure 4.3b. The de-
sign is based on NOPAs described by Riedle and coworkers.5,6
4.3.1 Noncollinear parametric amplification
The fundamental beam of the fiber laser (1030 nm, 10 μJ per pulse) is split into
two separate paths: One for generating a white light continuum; the other for
sequentially generating the second- and third harmonics of the fundamental
frequency (515 nm and 343 nm, respectively).
The white light continuum is generated by focusing the 1030 nm beam into
a 4mm thick yttrium aluminum garnet (YAG) crystal. We use YAG in place of
alternatives such as sapphire or CaF2 because of its low continuum generation
threshold. It should be noted that the nonlinear crystal heavily influences the
spectral characteristics of the continuum.CaF2, for instance, can producewhite
light containing shorter wavelengths than either YAG or sapphire. The phys-
ical processes behind white light generation are complicated and poorly un-
derstood. In most cases self phase modulation, an intensity- and wavelength-
dependent phase delay, causes spectral broadening of the input pulse. The con-
tinuum pulses retain the high spatial coherence of the input beam but have low
temporal coherence. In other words, they are chirped: The instantaneous fre-
quency of the pulse is time-dependent, either increasing or decreasing.
The second- and third harmonics of the fundamental frequency are created
collinearly. Focusing the 1030 nm beam into a beta barium borate (BBO) crystal
generates the second harmonic (515 nm) that is mixed with the residual funda-
mental light in a second BBO crystal to create the third harmonic (343 nm). A
dichroic beam splitter separates the second- and third harmonic beams, which
are separately and noncollinearly mixed with the white light continuum in two
48
Figure 4.3. Schematic depiction of the ultrafast laser. A: The fiber laser seeds two NOPAs. In
these experiments the near-IR NOPA output was used as the pump and the doubled output of
the visible NOPA as the probe. Both beams are collinearly focused into the UHV chamber for
photoemission experiments. B:The NOPA process, pulse compression of the output with a CMP
and the available probe wavelengths produced by SHG or SFG.
different BBO crystals.The NOPA amplified by the 343 nm light produces pulses
with center wavelengths between 500 nm and 650 nm; using the 515 nm pump
results in wavelengths between 650 nm and 950 nm.
The NOPA pulses are heavily chirped, requiring ~2000 fs2 dispersion com-
pensation. In our system we use multiple bounces on a chirped mirror pair
(CMP) to remove this dispersion and produce pulses with transform-limited
durations across the entire visible and near-IR spectral ranges shown in Figure
4.3b. The UV pulses require additional dispersion compensation, as described
below.
4.3.2 Probe pulse generation
The desired probe photon energy is primarily dictated by the ionization poten-
tial of the ground and excited states.The photon energy should be high enough
to ionize any transiently-occupied states of interest but not so high as to induce
single-photon photoemission.The ionization potentials of molecular thin films
are on the order of 5 eV for the ground state and between 3 eV and 4.5 eV for
excited states. Typical probe photon energies for these systems range between
4.5 eV and 4.8 eV or 276 nm and 256 nm. We generate UV pulses by either dou-
bling the frequency of the visible NOPA or mixing this output with the funda-
mental beam from the fiber laser, both in BBO crystals. Both schemes are shown
in Figure 4.3b.
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These frequency conversion steps add dispersion to the pulses that needs to
be compensated for tomaximize the temporal resolution of the experiment. No
such compensation was performed duringmy experiments and the longer than
expected UV pulse durations motivated the present use of a prism compressor.
Transmissive optics are an additional concern with ultrafast pulses, especially
at UV wavelengths. Each frequency component within the pulse will have a
slightly different refractive index, leading to temporal dispersion. The fused sil-
ica viewport used to couple the laser beams into the vacuum chamber during
my experiments has since been replaced with LiF, further reducing the cross-
correlation temporal width.
Despite our efforts to minimize the UV pulse durations, we have not been
able to reduce them below ~70 fs with a prism compressor. The spectral band-
widths of the pulses set a transform-limited pulse duration of ~30 fs. It is likely
that a CMP or some other means of compensating for higher-order dispersion
is required to achieve this limit.
4.4 sample preparation
The surface sensitivity of photoelectron spectroscopy necessitates highly pure
samples with clean surfaces. Consequently, samples introduced into the vac-
uum system typically undergo many cleaning cycles, such as charged ion sput-
tering follwed by annealing, or are they cleaved in vacuo to expose a pristine
surface. My samples did not require this level of treatment as I flashed the na-
tive oxide off the surface of the Si substrates before depositing molecular films.
I used the same preparation procedure, reported below, for all of my experi-
ments.
4.4.1 The full sample preparation procedure
The method ofWatanabe et al.7 was used to carry out a synthesis of a monoke-
tone hexacene precursorWe generated hexacene from this precursor in UHV by
heating it to 453 K until the CO partial pressure, monitored with a quadrupole
mass spectrometer, returned to its base level.The thermal evaporators were left
at 400K between depositions to thoroughly outgas the sources.
Each Si substrate was contact-cleaned with a 1-to-1 mixture of acetone and
methanol absorbed into lens tissue before its introduction into the vacuum sys-
tem. Pristine Si(111)-7×7 surfaceswere prepared by a standard flash-anneal-cool
cycle: P-type (B-doped, ρ ∼ 5mΩ cm) Si(111) wafers were outgassed at 900 K
overnight, flashed at 1400 K for 30 s, annealed at 1150 K for 120 s and cooled to
50
Figure 4.4. Ultraviolet photoelectron spectra for hexacene (purple) and pentacene (green).
The spectra are identical in A and B but the scale on the latter has been changed to focus on
the highest occupied molecular orbital (homo) peaks.
300 K over the course of 15min. This procedure reliably produced Si(111)-7 × 7
surfaces, as verified by low energy electron diffraction.
Polycrystalline hexacene thin films were formed by thermal evaporation
on Si surfaces held at 300 K. Both the thickness (10 nm) and deposition rate
(0.1 Å s−1) were monitored with a quartz crystal microbalance. It is expected
that, in analogy to pentacene,8 the strong interaction between themolecule and
substrate will yield a chemisorbed first layer of hexacene lying down on the sur-
face. Subsequent layers adopt a standing-up, bulk-like polycrystalline structure.
Figure 4.4a and figure 4.4b compare the ultraviolet photoelectron spectra
from 10 nm thick hexacene (purple) and pentacene (green) films deposited on
Si(111)-7× 7 surfaces.The two spectra are alike, as expected from the similar va-
lence electronic structure of the twomolecules.9 Thehighest occupied molecu-
lar orbital of pentacene is ~0.1 eV lower than that of hexacene, as expected from
the electronic structure of acenes.9 The pentacene ultraviolet photoelectron
spectrum in Figure 4.4a and Figure 4.4b is in good agreement with previously-
published spectra.10,11 Values for certain important experimental parameters are
given in Appendix B.
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EXCITON FISSION IN HEXACENE
5Herewe probe singlet fission in themodel system of crystalline hexacene usingtime-resolved two-photon photoemission spectroscopy and transient absorp-tion spectroscopy. We show direct evidence for the ultrafast formation of theME manifold which relaxes to a distinct ME state located at 0.59 eV below S1.
The ME state possesses both singlet and triplet pair characteristics and decays
to 2×T1 with a time constant of 270 fs.These observations unambiguously estab-
lish the transient ME state in singlet fission and reveal the meanings of different
observations in different experiments. This work as been submitted for initial
review as N. R. Monahan, D. Sun, K. W. Williams, B. Xu, Y. Zhong, B. Kumar,
A. R. Harutyunyan, G. Chen, H.-L. Dai, Y. Rao, and X.-Y. Zhu, “The Nature of
the Multiexciton State in Singlet Fission”.
5.1 introduction
The prevalent model for singlet fission dates back to the phenomenon’s dis-
covery approximately 50 years ago and involves the formation of two distinct
triplets from an intermediate 1(TT), often called a correlated triplet pair state.1,2
This mechanism is described in a two-molecule picture as
S0 + S1 ⇌ 1(T1T1)⇌ 2 × T1, (5.1)
where S0 is the ground state, S1 is the first excited singlet state and T1 is the first
excited triplet state.Thecorrelated triplet pair has singlet spin anddouble excita-
tion character which led to it being called a ME state.3 Thismodel was proposed
byMerrifield and Johnson4 and elaborated uponby Suna.5 Smith andMichl car-
ried out extensive analysis of this model and pointed out that the rate of singlet
fission is the rate for the formation of 2×T1, not that ofME.1,2 In otherwords, the
disentanglement or dephasing of ME into two individual triplets defines singlet
fission.
Within the model described by Equation (5.1), the ME state is formed in-
coherently from S1, a state that is usually synonymous with the molecularly-
localized FE in the singlet fission literature. However, Greyson et al.6 proposed
the coherent formation of FE and ME, facilitated by strong CT state-mediated
electronic coupling. The quantum coherent model has found support from the
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experimental work of Zhu and coworkers who observed the nearly simultane-
ous formation of ME and S1 in time-resolved two-photon photoemission spec-
troscopy of polycrystalline pentacene7 and tetracene8 thin films.The electronic
coupling between S1 and ME mediated by the CT components, particularly near
resonance, may allow the ME to borrow oscillator strength from the optically
bright FE state, thus accounting for the quantum coherent formation of S1 and
ME.9,10 The extensive delocalization that broadens the excitonic and electronic
bandwidths in crystalline pentacene and tetracene11–13 helps to bring the S1, ME
and CT states into resonance.
The nature of the ME state has been under debate recently. Some authors,
e.g., Yost et al.14 and Musser et al.15 have now abandoned the distinction be-
tween 1(TT) and 2×T1, morphing the two concepts into a single electronic state
tt. In these proposals, the singlet fission rate is simply given by a non-adiabatic
or adiabatic transition from S1 to tt.14 Abandoning ME has been motivated in
part by the absence of features attributable to a distinct ME state in transient
absorption (TA) measurements by these authors.14,15 However, implicit in such
an interpretation is the assumption that the ME state should have the same sig-
nature as individual T1 state in TA spectroscopy. As I show here, the validity of
this assumption is questionable.
In order to address the existence of an ME intermediate state during singlet
fission inmolecular systemswith strong electronic coupling,we investigate crys-
talline hexacene, the next in the oligoacene series after tetracene and pentacene.
We choose this model system because singlet fission in hexacene is highly exo-
ergic and the ME state is expected to be energetically well separated from S1 and
T1. In crystalline hexacene, S1 resides 1.48 eV above S0.16 Theenergy of the T1 ex-
citon is not known precisely, but theoretical prediction17 place it 0.46 eV above
S0 in the gas phase andwe expect it to be stabilized slightly in the solid state.We
expect to observe the triplet at ~0.56 eV or more below S1 in tr-2ppe spectra.
Hexacene is not a well-studied molecule, likely because it is difficult to syn-
thesisze. A TA spectroscopy study on polycrystalline hexacene by Busby et al.18
reported slower singlet fission inhexacene than that in pentacene and attributed
the difference to the large exoergicity in the former which necessitated multi-
phonon relaxation. Lee et al. applied transient absorption to a derivatized hex-
acene and reported much slower singlet fission (~5 ps).18 However, neither of
these studies revealed evidence for the ME state.
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Figure 5.1. A: Ultraviolet photoemission spectrum (ħω = 21.22 eV, black) and 2ppe spectra
collected at a pump-probe delay of 175 fs with 4.2 eV (blue), 4.6 eV (purple) and 4.7 eV (green)
probe photon energies.B: A schematic of the single-photon photoemission process.C: As forB,
but for the two-photon photoemission process.
5.2 time-resolved two-photon photoemission
In the first experiment, we use ~10 nm thick polycrystalline hexacene thin films
vapor deposited on a bare Si(111) surface in ultrahigh vacuum and characterize
the thin film by ultraviolet photoemission spectroscopy, Figure 5.1a and Fig-
ure 5.1b, which shows the valence band structure. Here, the ionization energy
of the ground state, S0, located at −5.30 ± 0.05 eV (referenced to the vacuum
level) is often called the highest-occupied-molecular-orbital (homo). For the
tr-2ppe experiments we use the laser and spectrometer described in Chapter
4. We fix ħω1 at 1.48 eV, the lowest s0 → s1 transition energy for polycrystalline
hexacene,16 and tune ħω2 to reach resonant conditions for the ionization of
each excitonic state.
Figure 5.2a shows a false-color representation of the tr-2ppe spectra ob-
tained with ħω2 = 4.2 eV. We observe the short-lived S1 peak at −3.82± 0.05 eV,
which is 1.48 eV above S0 as expected from the lowest energy excitonic transi-
tion.18 In addition, we observe an intense and transient peak at −4.41± 0.05 eV,
about 0.59 eV below S1. This state is at the energetic position expected for the
triplet pair and we assign it to ME. This assignment is further supported by
the correlation of its temporal dynamics with that of the T1 state in both tr-
2ppe and TAmeasurements, as we showbelow.TheME peak intensity decreases
when we tune ħω2 away from the resonant condition, as illustrated in Figure
5.2b for ħω2 = 4.6 eV. At this ionization photon energy, the ME peak merges
into a broad distribution of photoelectrons, but cross-correlation analysis at the
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Figure 5.2. False-color plots of the tr-2ppe spectra collected with A: ħω2 = 4.2 eV and B:
ħω2 = 4.6 eV.
energetic position for ME shows the same kinetic profile as that from the well-
resolved ME peak in Figure 5.2a. The higher photon energy permits ionization
of the long-lived T1 state located at more than 0.85 eV below S1. Note that, due
to limitation of the photon energy, we observe only the upper edge of the T1
peak in 2ppe spectra at ħω2 = 4.6 eV. We observe a more complete T1 peak ap-
proximately 1 eV below S1 whenwe further increase ħω2 = to 4.7 eV. If wemake
the common assumption that the energy of ME is twice that of T1, we estimate
the energy of the latter to be 0.44 ± 0.05 eV, which is 1.04 ± 0.05 eV below S1
and excellent agreement with the experimental spectrum in Figure 5.1. Figure
5.1a shows representative 2ppe spectra at a pump-probe delay of ∆t = 175 fs for
three ionization photon energies ħω2 = 4.2, 4.6, and 4.7 eV. At ħω2 = 4.7 eV,
we also observe a peak, labeledX, at ~0.44 eVbelow S1.Theposition of this peak
differs from that of S1 by the energy of T1 and shows dynamics identical to those
of S1. It is assigned to the second ionization potential of S1 with predominantly
CT character, as first suggested by Yost et al.14
We examine the dynamics of S1, ME and T1 states using tr-2ppe spectra col-
lected with different ħω2 and integrate across a 0.1 eV energy window within
the spectra that each state is best resolved to obtain cross-correlations. The ex-
perimental cross-correlations for the three states are displayed in Figure 5.3.The
mean signal and associated standard deviation for each state are represented by
a black line and grey shading, respectively; functional fits to the data are shown
as colored curves. Fitting the S1 signal with a convolution of an exponential de-
cay and aGaussian cross-correlation of the pump andprobe pulses gives a decay
time constant of τds1 = 180 ± 10 fs. In contrast to the prompt rise in S1, popula-
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Figure 5.3. A comparison of experimental tr-2ppe cross-correlations and associated fits for the
S1 (top), ME (middle) and t1 (bottom) states.The solid black curves are mean experimental data
and the light grey shading represents one standard deviation from this mean. The colored lines
are kinetic fits detailed in the text.
tion of the ME is delayed. In order to quantify the timescale of this process, we
fit the ME profile with a convolution of the same Gaussian pump-probe cross-
correlation and two exponential functions: a single rise and a single decay. We
obtain rise and decay time constants of τfME = 45 ± 20 fs and τdME = 270 ± 10 fs,
respectively.
A delayed rise in intensity is also evident in the T1 profile, which is followed
by a slight decrease in intensity and a recovery to reach a steady state signal
on the time scale of our measurement. A similar behavior has been observed
before in tr-2ppe measurements of pentacene thin films.7 The many electron
ME state possesses both singlet and triplet pair characteristics. For the latter,
photo-ionization leaves behind a T1 state, plus a hole in the homo; this results
in an electron kinetic energy equal to that of the T1 state. Since the decay of ME
is expected to give 2 × T1, the tr-2ppe cross-correlation at the T1 energy can
be described by a linear sum of ME (purple curve) and a component with a rise
(blue curve, from the decay of ME). The experimental data are well described
by the green curve, which is a sum of the blue and purple curves.
5.3 transient absorption
In order to further understand the ME state, we carry out a TA study on hexac-
ene single crystals in the second experiment.We choose single crystals because
their optical transition cross sections are highly anisotropic, not only for the S0-
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S1 transition,18 but also for transitions from excited states, as elegantly demon-
strated by Kolata et al.19 in the identification of the promptly formed ME state
during singlet fission in crystalline perfluoropentacene.We use 1.2 μm thick hex-
acene crystals grown from vapor transport and carry out TA measurements in
transmission geometry on amicroscope setup (see details in the Supporting in-
formation).The ħω1 = 1.55 eV pumppulse and thewhite light super-continuum
probe pulse were focused onto the sample through a 10×microscope objective
with the polarizations of both beams adjusted to be parallel to the b crystalline
direction, which is defined as the one having the lowest energy resonance in
absorption spectrum.18
Figure 5.4a and Figure 5.4b show two-dimensional false-color plots of TA
spectra ∆T/T as functions of probe photon energy and pump-probe delay ∆t,
for a pump pulse energy density of p = 0.9mJ cm−2. As expected, the photo
excitation results in prompt ground state bleach (GSB) peaked at 1.74 eV and
1.89 eV, respectively. Figure 5.4c shows kinetic profiles for the peaks at 1.74 eV
and 1.89 eV integrated across a window of ±0.01 eV. The prompt rise in ∆T/T
when probed at both the 1.74 eV and 1.89 eV peaks are followed by a slight decay
in the time window shown here. Kinetic fits based on a convolution of the laser
cross-correlation curve (purple) and a single exponential decay yields a time
constant of τA = 30±10 ps. Aswe showbelow for lower excitation densities, this
slow decay results from T1-T1 annihilation due to the high excitation density.
Themost interesting results are seen in excited state absorption (ESA) (Fig-
ure 5.4b) which features two long-lived ESA peaks, T1(a) and T1(b) at 2.05 eV
and at 2.25 eV, respectively, assigned to the t1 → t3 transitions,18,20 and a broad,
short-lived peak in the range of −2.15 eV to 2.45 eV.The latter has been assigned
by Busby et al.18 as ESA of the S1 state, which overlaps with T1(b) at 2.25 eV.The
most striking result from Figure 5.4b is that the two ESA peaks assigned to T1
rise concurrently with that of S1, as well as the GSB of S0 in Figure 5.4a. This
simultaneity is most obvious in kinetic analysis presented below.
We show in Figure 5.4d kinetic profiles at different probe photon energies:
ħω2 = 2.05 eV for T1(a) and ħω2 = 2.25 eV and 2.39 eV for T1(b). All kinetic pro-
files are characterized by prompt rises in ea (−∆T/T)within the experimental
time resolution of ±50 fs. We therefore conclude that a T1-like state is formed
concurrently with S1, as observed earlier in tr-2ppe measurement on penta-
cene7 or tetracene7 and in a TA study on perfluoropentacene.19 Beyond this ini-
tial prompt rise, the kinetic profiles of the two T1 ESA peaks differ on longer
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time scale. For T1(b), probing at 2.25 eV and 2.36 eV shows similar profiles, each
well-described by kinetic fits consisting of a fast decay of τds1 = 180 ± 10 fs, fol-
lowed by slow decay with a time constant τA = 30 ± 10 ps attributed to T1-T1
annihilation. Here the fast decay comes from the short-lived and overlapping
S1 peak and τds1 is the same time constant seen in tr-2ppe. The kinetic profile
of the isolated T1(a) at 2.05 eV is well described by a prompt rise, followed by
nearly steady-state signal in the probe time window. The absence of slow decay
attributed to T1-T1 annihilation at this probe photon energy is due to a rise in
T1 population, as is obvious at lower excitation densities shown below.
We show in Figure 5.4e and Figure 5.4f kinetic profiles for a pump pulse
energy density p = 0.15mJ cm−2, which is six times lower than those in Figure
5.4c and Figure 5.4d. For GSB profiles in Figure 5.4e, the ground state bleach-
ing signals show negligible decay, with decay time constant τA ≥ 200 ps. For T1
ESA profiles probed at 2.25 eV 2.36 eV in Figure 5.4f, we again observe a prompt
(±50 fs) rise, a fast decay τds1 = 180 ± 30 fs assigned to the S1 signal, and nearly
steady-state signal at longer time scales. The absence of measurable T1-T1 anni-
hilation at this low excitation density allows us to clearly see a rise component
in the T1(a) ESA signal probed at 2.05 eV. Following the prompt rise, we see
a slower rise of τfT1 = 280 ± 50 fs. Within experimental uncertainty, this rise
time constant in the T1(a) signal is identical to the ME decay time constant of
τdME = 270 ± 10 fs. Note that this small rise in triplet signal is not observed in
T1(b), likely because of a larger contribution from ME whose decay obscures
the rise in T1. As we discuss below, the cross sections for different features in
TA spectroscopy depend on the specific transition, polarization, and crystalline
axis.
Before presenting a unified view on singlet fission in hexacene, we must
point out a common misconception in representing time-dependent popula-
tion of a state by the time-dependent change in spectroscopic signal. In reality,
signal in conventional spectroscopy is proportional to the product of popula-
tion (ρ) and transition cross-section (σ). Here the optical transitions in TA for








σ4Ð→ Sn . (5.4)
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Figure 5.4. A and B: Two-dimensional false-color plots of single crystal hexacene transient ab-
sorption spectra. excited at 1.55 eV andwith the probewhite light polarized along the b crystalline
axis. Note that the different color scales for the ground state bleaching in A and excited state ab-
sorption in B.C andD: kinetic profiles obtained from vertical cuts in A and B. In each case, the
data points were averaged over the indicated probe photon energy range (±0.01 eV or ±0.02 eV).
The pump laser pulse energy density in panels A-D is ±0.9mJ cm−2. Panels E and F show ki-
netic profiles similar to those in panels C and D, but with a lower laser pulse energy density of
±0.15mJ cm−2. The green and blue curves are kinetic fits detailed in the text; the purple trace in
panelC is the laser pump-probe cross correlation.
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We note that, while both Equations (5.2) and (5.3) contribute to the T1 → T3
signal in transient absorption, they have different transition cross-sections and
different time-dependent populations.
The two transitions in tr-2ppe of the ME state are represented as:
1(T1T1)
σ5aÐ→ h+ + e−, (5.5)
1(T1T1)
σ5bÐ→ T1 + h+ + e−, (5.6)
where σ5a reveals the singlet character and σ5b the triplet pair character of the
ME state.The latter leaves behind T1 as a final state.The transitions from isolated
T1 and S1 states are
T1
σ6aÐ→ h+ + e−, (5.7)
S1
σ7bÐ→ h+ + e−. (5.8)
In tr-2ppe, h+ represents a hole in the homo and e− a final molecular reso-
nance above the vacuum level or a free electron state.
Both tr-2ppe and TA measurements show the optical excitation of the S1
state, which decays with a time constant of τds1 = 180 fs, presumably due to sin-
glet fission. Since we observe the distinct ME peak in 2ppe with a time constant
of 45 ± 20 fs and T1-like absorption feature in TA promptly (0 ± 50 fs), we con-
clude the ME state is either formed directly from photo-excitation or on a ul-
trafast time scale from S1 within our experimental time resolution. Unlike pen-
tacene,7 tetracene,8 or perfluoropentacene,19 the initial ME state in crystalline
hexacene is likely a vibrationally hot state, given the 0.59 eV energy difference
between S1 and ME (Figure 5.3). The ultrafast vibrational cooling dynamics on
the ME potential energy surfacemay explain the ultrashort, but measurable rise
time of τ fME = 45 ± 20 fs in the apparent rise of 2ppe signal for the ME peak at
0.59 eV below S1. We may attribute this rise to an increase in ionization cross
section σ5, as the ME state cools. Neither tr-2ppe (Figure 5.2a) nor TA (5.4b)
show measurable change in peak position within the lifetime of the ME state.
This may suggest that the potential energy surfaces for the probe transitions,
Equation (5.2) or Equations (5.5) and (5.6), are characterized by similar equilib-
rium geometries between the intermediate and the final states and the transi-
tion leaves much of the excess vibrational energy in ME to the final state.
Energy-resolved tr-2ppe measurements show the clear decay of the ME
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state with a time constant of τdME = 270 ± 10 fs, leading to additional T1 signal
with thesame rise time, τfT1 = 280 ± 30 fs as observed in 5.4f for probe pho-
ton energy of 2.05 eV. The two ESA peaks at ~2.05 eV and ~2.25 eV probe not
only the triplet pair characters of the ME state as well as isolated T1 excitons,
but the relative cross sections for the T1 → T3 transition from the ME state (σ2)
and the electronically isolated T1 state (σ3) can be different for different transi-
tions, as is evident by the different kinetic profiles for T1(a) and T1(b) in Figure
5.4d and Figure 5.4e. These relative cross sections also depend on probe polar-
ization. The TA data shown in 5.4e are obtained with probe light polarization
along the b crystalline direction. For polarization along the a crystalline direc-
tionwe find that σ3 is likely larger than σ2; as a result, kinetic profile for the T1(a)
ESA peak shows the slowly rising T1 signal with an amplitude ~1.5 times that of
the promptly rising ME signal. Interestingly, the slow rise component shows an
apparent time constant of 700± 50 fs along a , which is 2.5 times the 280 fs time
constant along b. This difference suggests that the T1 → T3 transition along
the a direction probes more localized (adiabatic) character of the triplet than
that probed along the b direction. An average of these apparent time constants
accounts for the 530 fs singlet fission time observed in TA from polycrystalline
samples.18 Note that a prompt rise T1 signal was also present in the TA data of
Busby et al. from polycrystalline hexacene, but the authors attributed it to over-
lapping ESA signal from the S1 state.18 In view of the finding presented here, the
previous data should be re-assigned.
We summarize in Figure 5.5 our understanding of singlet fission dynamics
in crystalline hexacene. The initial photoexcitation creates a singlet state man-
ifold with ME character. The ME manifold is either directly photo-excitated or
formedon the ultrafast time scale of our experimental time resolution, although
the difference may be simply semantics. The hot ME state cools down and de-
couples from S1 to a distinct state at 0.59±0.05 eV below S1, with a characteristic
ME formation time constant of 45 ± 20 fs seen in tr-2ppe and an overall time
constant of 180± 10 fs as defined by the S1 decay time.TheME state loses singlet
character and forms two isolated T1 states with a time constant of 270 ± 10 fs.
5.4 conclusion
The results presented here call into question recent analysis of singlet fission
that abandoned the distinction between 1(TT) and 2 × T1. The main argument
for abandoning the ME state relies on the assumption that the ME state at early
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Figure 5.5. A comparison of experimental tr-2ppe cross-correlations and associated fits for the
S1 (top), ME (middle) and t1 (bottom) states.The solid black curves are mean experimental data
and the light grey shading represents one standard deviation from this mean. The colored lines
are kinetic fits detailed in the text.
times should have the same spectroscopic signature as that of the adiabatic T1 at
longer times.14,15 This assumption is unjustified, at least for crystalline organic
semiconductors where strong electronic coupling among the FE, CT, and ME
manifolds is expected. The ME state formed on ultrafast time scales, with small
or little nuclear distortion, is a many-electron singlet state with characters of
a vertical triplet pair at the nuclear coordinates of S0 or the initially formed S1.
Such a vertical 1(TT) should not resemble that of a pair of adiabatic T1 stateswith
large reorganization energy. Indeed, triplet pair states are known to be spectro-
scopically distinct from isolated triplets in the oligoene photophysics literature,
particularly in carotenoids. The lowest excited singlet state in oligoenes is the
dark S1 state, which canbe considered as a doubly excited triplet pair statewith a
binding energy exceeding 1 eV.21 Energetically above S1 is another dark state sin-
glet start S∗, which is also a triplet pair and an intermediate for intra-molecular
singlet fission.22–24 The transient absorption signatures of these two 1(TT)-like
states are distinct23 and also different from that of isolated triplets.25,26 In the
case of single-crystal perfluoropentacene, Kolata et al. showed that transient ab-
sorption from the promptly formed 1(TT) is different from that of 2×T1 at longer
times; the former features a broad and asymmetric Fano resonance and the lat-
ter a narrower and symmetric lineshape.19
Abandoning the distinction between 1(TT) and 2×T1 has also led to the prac-
tice10,14,27 of constructing the 1(TT) wavefunction from two T1. The selection of
such a TT wavefunction may pre-determine the conclusion in some systems.
To avoid such a bias, one may need to rely on ab initio approaches to give ME
states.28–33 The demanding requirements on computational power in these ab
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initio approaches unfortunately limits the size of molecular systems treatable,
let alone the inclusion of nuclear dynamics. Overcoming these difficulties and
accurately accounting for the prompt or ultrafast formation of the ME state rep-
resents great challenges in future theoretical studies on singlet fission.
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EXCITON DELOCALIZATION AT HEXACENE SURFACES
6Here I use charge transfer excitons across a molecular semiconductor-vacuuminterface as a model for charge separation and show that nascent excitationswith sufficient energy can spontaneously climb the Coulomb potential within100 fs.This process is driven by the increased density of states at larger electron-
hole distances. In contrast, the lowest energy charge transfer exciton cannot de-
localize andundergoes self-trapping followedby recombination.My results pro-
vide the first direct, time-resolved experimental observation of entropy-driven
charge separation.
Amajority of the analysis presented in this chapterwas published as “Direct
Observation of Entropy Driven Electron-Hole Pair Separation at an Organic
Semiconductor Interface”, Physical Review Letters 114, 247003 (2015). Repro-
duced with permission. © 2015 American Physical Society.
6.1 electronic states at molecular surfaces
What is a charge transfer exciton across a molecular semiconductor-vacuum in-
terface? Simply put, it is an electron sitting above the surface—in vacuum—
bound by both the Coulomb interaction with a residual hole in the HOMO and
the induced polarization of the film. Such states are analogous to the charge
transfer excitons formed at buried donor-acceptor interfaces with one major
exception: the extent of delocalization. The electron acceptor in our model sys-
tem is the free-electron-like IPS band;1 at a true donor-acceptor interface it is a
molecular orbital. The effective mass of an electron bound only by the induced
polarization of the surface will be much smaller than it would be in the LUMO
of an acceptor. There are, however, advantages associated with charge transfer
excitons at a molecular surface: Direct optical excitation with large absorption
cross-sections and their presence at a surface instead of a buried interface en-
ables the use of TR-2PPE to simultaneously probe the dynamics and energetics
of charge separation, unencumbered by signal from the bulk.
The TR-2PPE experiments performed on tetracene and pentacene surfaces
provided the first direct experimental evidence for the presence of charge trans-
fer excitons atmolecular interfaces.2,3 Furthermore, they demonstrate that such
systems are a suitable qualitative model for heterojunctions in organic photo-
voltaic devices. The average dielectric constant of about 3 at these surfaces is
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equivalent to that of a typical molecular heterojunction and themeasured bind-
ing energies of ~0.4 eV is representative of the Coulomb barriers for charge sep-
aration in organic photovoltaic systems2. The authors concluded that charge
dissociation from the lowest-energy charge transfer exciton requires too much
energy to be viable. Instead, efficient charge separation must proceed through
hot charge transfer excitons that have lower binding energies. I address themat-
ter of how these hot charge transfer excitons might facilitate charge separation
using the hexacene-vacuum interface.
6.1.1 Modeling the hexacene-vacuum interface
The dielectric continuum approximation provides a suitable account of charge
transfer excitons and image potential states at polarizable surfaces.1–4 Accord-
ingly, we eschew a molecular-level treatment of the hexacene film. Instead, it is
approximated by a homogeneous dielectric slab.The large effective mass of the
hole mean that it is treated as a point charge fixed in space within the hexacene
layer and the reduced mass of the exciton is approximated as that of a free elec-
tron. An infinite potential at the dielectric slab-vacuum interface confines the
electron to the positive half-space (vacuum). The electron experiences a poten-
tial
Vi+h (ρ, z) = Vh (ρ, z) + Vi (z) , (6.1)
given by the sum of its screened Coulomb interaction with the hole




ρ2 + (z − zh)2
,
and the image potential from the polarization it induces at the surface




The variables are defined as follows: ρ is the in-plane radius, z represents the
surface-normal distance between the electron and the surface, zh is the fixed
hole position, γ = 2/ (єr + 1), β = (єr − 1) / (єr + 1) and єr is the dielectric con-
stant. Without access to an experimental value, a calculated dielectric constant
of 5.84 was used for hexacene5.
The finite element method in comsol multiphysics 5.0 was used to ob-
tain solutions for three dimensional Schrödinger equation. The hole position
was set to −0.266 nm, the value at which both the calculated andmeasured bind-
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Figure 6.1. A:The effective potentialVi+h (ρ) at z = 0.27 nm (blue curve) and associated eigen-
values (horizontal lines). Purple lines represent the eigenfunctions shown in B and C. B: Nor-
malized 1s, 2s and 3s eigenfunctions in the xy-plane at z = 0.8 nm and corresponding binding
energies. These are a few of the dipole-allowed transitions from the hexacene HOMO. C: As for
B but shows the image potential state (top) and two highly-delocalized charge transfer excitons
(middle and bottom). Note the different scale bars in B andC.
ing energies of the lowest charge transfer excitonmatch.The resultant potential
and eigenvalues are shown in Figure 6.1a. Further simulation details are in Ap-
pendix A. The solutions represent a series of excitonic states that converge in
energy towards a band of deloaclized image potential states 0.39 eV below the
vacuum level, in much the same way charge transfer excitons approach charge-
separated states at molecular heterojunctions. Examples of the charge transfer
exciton and image potential state wave functions are given in Figure 6.1b and
Figure 6.1 6.1c. Although the lower-energy charge transfer excitons are spatially
localized, eigenfunctions closer to the image potential state band are highly de-
localized and nearly occupy the entire 150 nm× 150 nm simulation cell.The den-
sity of states rises rapidlywith increasing energy and there is no sharp transition
between charge transfer excitons and image potential states.
6.2 exciton dynamics at hexacene surfaces
The samples used for these experiments were identical to those described in
Section 4.4.1: thin, polycrystalline films of hexacene vapor deposited onto bare
Si(111). The ultraviolet photoelectron spectrum on the left side of Figure 6.2a
shows the HOMO peak centered at −5.3 eV with a threshold—the valence band
maximum—at −5 eV. The threshold is about 0.15 eV higher in energy than that
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Figure 6.2. A: Ultraviolet photoelectron spectrum (ħω = 21.22 eV, left ⌢) and TR-2PPE spec-
trum at zero pump-probe delay time (ħω1 = 4.7 eV and ħω2 = 1.48 eV, right ⌢) on the same
energy scale. The latter shows the CT1s and broad IPS-CT≥2s peaks. B In ultraviolet photoelec-
tron spectroscopy, ħω exceeds the sample ionization potential, probing only the occupied states
of the sample.C: In TR-2PPE, the first pulse can populate intermediate states that are probed by
the second pulse.
of pentacene, consistent with band structure calculations6.The 2ppe spectrum
obtained with ħω1 = 4.7 eV and ħω2 = 1.48 eV at zero pump-probe delay time
t0, is also shown in Figure 6.2a. In addition to the CT1s peak at −0.84 eV, there is
a broad feature consisting of signal from the CT2s exciton, n = 1 image potential
state and every dipole-allowed transition in between. With ħω1 = 4.7 eV pho-
toexcition should produce CT2s excitons (−5.3 eV + 4.7 eV = −0.6 eV), but the
HOMO and excitation pulse bandwidths of ~0.4 eV and ~0.08 eV, respectively,
lead to the appearance of states at higher and lower binding energies in the 2ppe
spectrum.The temporal evolution of these states is tracked by varying the delay
between ħω1 and ħω2. Cross-correlations at binding energies corresponding to
several charge transfer excitons as well as the n = 1 image potential state are
compared in Figure 6.3a. Fitting the experimental data with a convolution of a
Gaussian pump-probe cross-correlation and a single exponential decay reveals
that these states do not share a common zero time delay zero pump-probe delay
time; they are not populated concurrently. Although the CT2s exciton is formed
promptly, the peak position offsets in Figure 6.3a indicate that population flows
sequentially to states of higher energy. This is quantified in Figure 6.3b, which
shows how zero pump-probe delay time varies with binding energy. At the ener-
getic extremes, the CT1s exciton and n = 1 image potential state are formed after
an effective delay of 32±5 fs and 42±5 fs, respectively. Delayed formation of the
CT1s exciton is readily explained by internal conversion within the manifold of
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Figure 6.3. A: TR-2PPE cross-correlation traces (ħω1 = 4.7 eV and ħω2 = 1.48 eV) at binding
energies corresponding to theCT1s , CT2s , CT3s andCT4s excitons in addition to then = 1 imagepo-
tential state. The fitting function is a convolution of the Gaussian pump-probe cross-correlation
(black) and an exponential decay. B: A plot showing how the effective delay time varies with
binding energy.
charge transfer states. However, it is less obvious why the n = 1 image potential
state—about 0.2 eV higher in energy than the CT2s exciton—should form ap-
proximately 40 fs after the initial photoexcitation. Monolayer pentacene films
grown on Bi(111) exhibit similar properties, with Yang et al. attributing the de-
layed formation of the image potential state to excitation of the bismuth and
subsequent electron transfer.3 The use of a 10 nm-thick hexacene film on top
of a semiconducting substrate precludes indirect population of the image po-
tential state here. Instead, the population must originate in the charge transfer
excitons. The implication is that electrons above the hexacene surface ascend
the Coulomb potential on an ultrafast timescale.
We now analyze the rise in energy of the electron. Figure 6.4a shows a two-
dimensional false-color plot of TR-2PPE spectra as functions of state energy and
pump-probe delay. The broad spectral feature between CT2s and IPS shows an
upward shift in peak position (blue) within ~200 fs, in contrast to the down-
wardmovement of the CT1s peak. Although the excitation photon energy is res-
onant with the CT2s exciton at 0.6meV, there is clearly spectral intensity from
more energetic CTn states that extends to the IPS. Note the intensity from unre-
solvedCTn (n > 2s) states is higher than that from the resonant CT2s; this canbe
attributed to both the high density of states above CT2s and indirect population
from CT2s.
We quantify the energetic evolution of the peak by its barycentric mean, as
is common in fluorescence and vibrational spectroscopies. The temporal evo-
71
Figure 6.4. A: False-color plot of the TR-2PPE spectra collected with ħω1 = 4.7 eV and ħω2 =
1.48 eV. B: Comparison of the centers of mass for the IPS-CT≥2s (top) and CT1s peaks (bottom).
The IPS-CT≥2s peak center shifts up about 30meVafter time-delay zero (τ = 73 fs) before relaxing
by approximately 16meV. The CT1s peak center relaxes 15meV within 100 fs.
lution of each peak center of mass is shown in Figure 6.4b. The CT1s peak un-
dergoes a 16 ± 5meV relaxation within ~100 fs of zero pump-probe delay time.
Though not large, this energy relaxation is consistent with the lattice relaxation
energy of acenes7–9 and can be attributed to localization of the hole by hole-
polaron formation in the hexacene lattice. The result is a self-trapped CT1s exci-
ton, similar to exciton self-trapping in polarizablemedia.10 In contrast to the be-
havior of CT1s, the broad CT2s-ips peak initially increases in energy with a time
constant of ~73 5 fs to amaximumof 33±5meV above its position at zero pump-
probe delay time, followed by a slow decay of 15±5meV in 600 fs.The latter can
again be attributed tohole localization and the formationof a self-trappedCT ex-
citon.The increase inmeanCTexciton energy on anultrafast time scale (100 fs)
indicates that the initially excited electron-hole pairmust scale theCoulombpo-
tential and becomemore delocalized.The laws of thermodynamics dictate that
a spontaneous process must correspond to a decrease in free energy (Gibbs
energy at constant pressure or Helmholtz energy at constant volume). In the
present case, the increase in electron energy (or enthalpy) must be overcom-
pensated by an increase in entropy. This condition is satisfied, as the density
of states within the Coulomb potential increases rapidly with energy (Figure
6.1), leading to the spontaneous separation of the electron-hole pair. Further
supporting this interpretation, we find that the CT1s exciton does not undergo
such a spontaneous delocalization process, because it is energetically isolated
in the Coulomb potential. There are no other states within ~0.24 eV of CT1s,
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which undergoes recombination with a time constant of ~100 fs, as determined
by intensity decay.
For completeness, we point out that the electronic degrees of freedom de-
picted in Figure 6.1 are in constant interaction with the phonon bath. The ab-
sorption of low-energy lattice phonons is responsible for the initial rise in elec-
tronic energy and the corresponding electron-hole separation, while the emis-
sion of phonons is responsible for the subsequent relaxation and self-trapping
of the CT exciton. For the linear acenes, the low energy modes correspond
to molecular translation and libration with energies ranging from 3meV up to
about 20meV,while the high energymodes correspond to intramolecular bond
stretching with energies in the a few hundred meV range.9,11 Interestingly, we
find that the rise in the broad CT2s-ips peak is insensitive to temperature in the
120 K to 298 K range. We believe the phonon modes responsible for the initial
cte delocalization are likely populated by the dissipation of excess intramolecu-
lar vibrational energy created during photoexcitation .12,13 In essence, photoex-
citation creates a local lattice temperature that is higher than that of the bulk.
This surplus of lattice modes leads to temperature-independent delocalization
dynamics.
To estimate the extent of spontaneous delocalization and electron-hole sep-
aration, we calculate themean radius, ⟨r⟩, using the eigenfunctions fromFigure
6.1 The mean radii are 6.4 nm for the resonant CT2s state and 14 nm for states
near the center ofmass (0.46 eV) at t = 0 fs. ⟨r⟩ increases to 52 nm for states near
the center-of-mass (0.42 eV) at t = 100 fs. Consequently, the delocalization cor-
responds to a nearly fourfold increases in the average electron-hole separation
(mostly in the surface plane) within 100 fs, a spontaneous process driven by the
entropic increase as the electron-hole pair rises in the Coulomb potential. Al-
though the ultrafast separation of an electron-hole pair has been suggested as
key to efficient charge separation at donor-acceptor interfaces in OPVs,14–19 our
finding provides the first direct view of such a delocalization process in the time
domain. The entropic driving force should be universal to charge separation at
donor-acceptor interfaces.
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MY RESULTS IN CONTEXT
7Iamnot oblivious to the fact that our samples andultrafast laser areworlds awayfrom functional solar cells and sunlight. Having said that, I believe there areseveral qualitative aspects of my experiments that should hold generally. Thischapter is my attempt to contextualize my results and give them meaning in
terms of real photovoltaic devices.
7.1 singlet fission
Having now seen signal from the multiexciton state in both time-resolved two-
photon photoemission and transient absorption spectroscopy, I feel confident
in asserting that singlet fission in strongly-coupled systems is, more likely than
not, coherent in nature and proceeds through a multiexciton state. My results
refute the assertion that the multiexciton transient absorption is equivalent to
that of an isolated triplet and are consistent with data from tetracene0 and pen-
tacene0 thin films, which also exhibit strong intermolecular coupling.
The rapid rise in the multiexciton state signal implies it is strongly coupled
to the singlet state. From an academic point of view it might be interesting to
distinguish between instantaneous and slightly-delayed population of the mul-
tiexciton state. However, from a practical standpoint 0 fs and 40 fs rise times
are equivalent. One of the main requirements for an effective sensitizer in an
organic photovoltaic device is that fission occurs faster than than one-electron
transfer from the singlet exciton to an acceptor0. Both 0 fs and 40 fs are likely
much faster than any competitive process.
Experimentalists should take great carewhendesigning, performing andan-
alyzing the results from spectroscopic experiments. Highly anisotropic crystals
like the linear acenesmay display disparate propertieswhen examined along dif-
ferent crystallographic axes. Using polycrystalline samplesmay obfuscate these
differences and lead to erroneous conclusions. The same message is appropri-
ate for theorists, the computational methodology heavily influences the likely
results.
There is an urgent need for new fission chromophores. But I am not con-
vinced that intramolecular fission (see Section 2.8) is necessarily the way for-
ward. Although high triplet yields in solution are possible, there is little to sug-
gest that these will translate to high quantum yields in the solid state. There
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is a delicate balance between encouraging intramolecular fission and ensuring
the molecular packing allows the triplets to spatially separate and avoid triplet-
triplet annihilation. The motivation behind intramolecular fission is the ability
to influence electron coupling through molecular structure, which is much eas-
ier to control than molecular packing. However, ultrafast singlet fission is not
much use if the triplet excitons cannot be extracted, a process that ultimately
requires a sufficiently well-ordered film.
I believe singlet exciton fission will eventually find applications in existing
photovoltaic technology like silicon solar cells as a sensitizer. Of course, this as-
sumes that triplet energy transfer to an inorganic semiconductor is viable. Con-
tinuing with that assumption, organic solar cells are unlikely to ever be compet-
itive with inorganic devices. Improving the efficiency of an amorphous silicon
solar cell by a couple of percentage points could have a significant effect on the
viability of cheaper panels. If fission chromophores are shown to be efficient
sensitizers, I would suggest that designing new molecules to complement inor-
ganic semiconductors is the best way forward.
7.2 charge separation
My results show that a charge transfer exciton can climb up the Coulomb po-
tential if the inter-state energy separation is small enough. Like the previous in-
vestigations of ct excitons at teracene and pentacene surfaces, my results show
that the ct1s exciton is too energetically isolated to contribute to charge sepa-
ration and I expect this to be general is systems that do not have a large field
opposing the Coulomb potential.
Without the knowledge of the free energy landscape it is impossible to pre-
dict the dominant charge separation mechanism for a given donor-acceptor in-
terface. Having said that, entropy is not something that can be designed out of a
system. Entropic effects should encourage ascension of the Coulomb potential
in any system even if most charge separation proceeds through highly-excited
and dlocalized states.
In terms of theOnsagermodel, entropic contributions are likely to increase
the escape probability of exciton with a thermalization length below that of the
capture radius.We should consider a high desnity of acceptor states as desirable
in organic systems as it minimizes the state energy separation and will maxi-
mize the entropic contribution to charge separation. To this end, new molecu-





AThesimulations followed the general approach described earlier.1–3 Specifically,we treat the electron and hole as point charges separated across an interfaceof a uniform dielectric slab (hexacene) and vacuum. The electron is confinedwithin the vacuum half-space by an infinite potential barrier at the interface
(z = 0nm). We assume an infinite effective mass for the hole and fix it at a po-
sition zh < 0nm. As detailed in Chapter 6, we determine the hole position by
comparing the calculated ct1 binding energies for a range of zh with the experi-
mental value of−0.84 eV. Both the electron andhole induce polarization charge
at the hexacene-vacuum interface due to the discontinuity of the dielectric con-
stant. The total potential is a sum of the screened mutual Coulomb interaction
and the image polarization induced in the hexacene film by an electron above
the surface.
We carried out all simulations in the coefficient form PDE interface using
comsol multiphysics. Because the hole is fixed in space, we only model the
vacuum-side of the interface. We used a 150 nm × 150 nm × 100 nm box with
periodic conditions at the x and y boundaries andDirichlet conditions (ψ = 0)
at the z boundaries. These lateral dimensions result in ∆k ∼ 0.04 nm−1. Both
the large geometry and periodic boundary conditions are necessary to simulate
the image potential state wave functions.
Themesh element size was reduced to < 0.05 nmwithin a 1 nm radius of the
origin to account for the rapid variation of the potential in this region. Outside
this section of the geometry, the mesh was scaled from 0.05 nm to a maximum
of 1.6 nm(scaling factor = 1.15) closer to the boundaries.This resulted in approxi-
mately 1million totalmesh elementswithminimumandaveragequality of 0.058
and 0.73, respectively. The eigenvalues were not sensitive to further refinement
of the mesh.
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BThe following values are common to all of the TR-2PPE experiments describedin this thesis.Sample preparation
• Base pressure: 4 × 10−8 hPa
• Substrate: P-type Si(111)-7 × 7, B-doped, ρ ∼ 5mΩ cm
• Film thickness: ~10 nm
• Deposition rate: 0.1 Å s−1
• Substrate temperature during deposition: 300 K
The photoelectron spectrometer and chamber
• Base pressure: 5 × 10−9 hPa
• Lens mode: angular, ±10° acceptance angle
• Slit: straight, 3 mm
• Sample bias: −0.2V
The ultrafast laser
• Repetition rate: 1MHz
• Near-IR pulses: 840 nm (1.48 eV), ~3 nJ per pulse, ~35 fs
• UV pulses: 264 nm to 295 nm (4.7 eV to 4.2 eV, respectively), ~0.3 nJ per
pulse, ~90 fs
• Pump-probe cross-correlation width: 99 ± 5 fs
• Beam size: approximately 200 μm × 300 μm at the sample
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THE IMPORTANCE OF COLOR
CSometimes form influences function. I believe the vast majority of scientificfigures and presentations support my assertion. Large design elements aside, Ifind the color of most figures especially grating. Multiple traces on a line plotpresent the problem of distinguishability: What is the best way to ensure that
the reader can identify each of the 25 data sets crammed within the axes? The
answer to this question is often a lurid rainbow of colors that has each trace
fighting to be themost important element on the page.Though distinguishable
tomost people, the standard cycle of red, blue, green…presents issues for those
suffering from color blindness.
With that in mind, I have selected colors that I believe to be not only at-
tractive but are somewhat distinguishable to those with deuteranopia—a com-
mon form of color blindness that leaves those affected unable to distinguish
colors in the green–yellow–red portion of the spectrum. To do this I defined a
color space using the website i want hue (http://tools.medialab.sciences-po.
fr/iwanthue/) and used the free software color oracle to switch my screen
between normal vision and simulated deuteranopia. Youwill have seen some of
the results if you have bothered to read any of this thesis. I obtained five colors:
blue, green, purple, grey and something dark grey-ish. I have listed them and
their associated rgb values in Table C.1. I dispensed with the dark grey in favor
of pure black—the color of the body text. My green and purple are easily distin-
guishable by those with deuteranopia; the blue and purple less so. As a result, I
tried to avoid combining the blue and purple on traces.
So why only five colors? Well, it’s four, really—black is free. This leads to a
point relevant to everyone, regardless of their vision: less is more. It is difficult
to justify more than about three traces on a line graph without horizontally or
Table C.1. The list of colors I generated using i want hue.
Color Example Red Green Blue
Blue ☀ 94 170 188
Green ☀ 109 169 81
Purple ☀ 146 108 196
Dark grey ☀ 61 68 74
Light grey ☀ 161 158 161
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Figure C.1. The cube helix color map.A:The intensity of each color component is plotted along
with the overall perceived intensity (black line). B: The resultant color map applied to example
TR-2PPE data.
vertically offsetting each data set. Each trace should stand out enough to be the
focus of the graph without overwhelming the other data sets. The graph signal-
to-noise ratio drops precipitously as the number of colors increases.
It drops in the same way when excessive details are added to the graph,
whether it is due to unnecessary annotations, excessive linewidths on the axes,
superfluous axis labels, grids or something else. Often these features are added
with the hope that they will make the graph more useful but they do not. They
only draw attention away from the data and make the graph more difficult to
interpret. Anyone interested in reading more about this should pick up Trees,
maps, and theorems by Jean-luc Doumont.
The final aspect of this opinion piece concerns false-color two-dimensional
plots. Most software packages such as igor pro and matlab come with a lim-
ited range of color scales and few—if anyof them—will accurately represent the
data. Most of themwill have nonlinear changes in color and perceived intensity.
That is to say, the difference between 5 and 10 may appear entirely unlike the
distinction between 20 and 25. This leads to the appearance of rapid changes
or variability in the data where none exist. The situation is perhaps even worse
when the such plots are rendered in greyscale.
The ideal color scale would have a perceived intensity that changed propor-
tionally with the values of the experimental data. One example is the cube helix
designed by Dave Green1. It uses a color cube to mix red, green and blue in a
way that creates a color map with a linear change in perceived intensity. It even
accounts for the different perceived intensities of red, green and blue. I used the
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color helix igor pro procedure to create the color maps in this thesis. My in-
tensity scheme and someexample data are shown inFigure C.1a andFigure C.1b,
respectively. I believe the result is not only more aesthetically pleasing than the
status quo, it is more functional.
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A SUGGESTED READING LIST
DAdjusting to life in Xiaoyang’s research group can be challenging—especiallyfor those with a background in chemistry. The first year might be spent won-dering what on earth everyone is saying and worrying that you will never ac-quire sufficient expertise in the disparate fields that constitute our work. There
is no authoritative treatise on TR-2PPE you can turn to for help with practical
and theoretical aspects of your work. The notes provided by Anrei Tokmakoff
at http://tokmakofflab.uchicago.edu/Education.htm are probably as close to
a singular resource as you will find. So where does the knowledge come from?
Your colleagues are your best bet. You should move past any thoughts that
your 4.0 gpa from an elite school means you are above asking questions or that
asking a question makes you look like an idiot. Even being toldwhere to find an
answer to your question might save you a day of trawling library databases or a
remote corner of the internet. So just ask. No one worth associating with will
think less of you.
Having said that, I know that obliging colleagues are sometimes scarce. I
haveprepared the following reading listwith such timesof need inmind.The fol-
lowing books and articles are—in my mind—the best resources for construct-
ing a sound foundation of knowledge that will free you to think confidently and
clearly about your experiments. You should have access to either electronic or
physical copies of these texts via the Columbia Libraries.
As a final point, please be judicious in your reading. You will learn far more
from a week of horrendousmistakes in the lab than you will reading a couple of
mostly-irrelevant chapters.
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