Clustering hast two approaches, Hard clustering and soft clustering. The hard clustering restricts that the data object in the given data belongs to exactly one cluster. The problem with hard K-Means (KM) clustering is that the different initial partitions can result in different final clusters. Soft clustering which also known as fuzzy clustering forms clusters such that data object can belong to more than one cluster based on their membership levels. But sometimes the resulting membership values do not always correspond well to the degrees of belonging of the data. So to overcome the problems in hard Fuzzy K-Means clustering, the improved Fuzzy K-Means (FKM) clustering approach is proposed. The proposed improved Fuzzy K-Means clustering assigns membership to an object inversely related to the relative distance of the object to cluster prototype. Fuzzy K-Means clustering assigns membership levels which indicate the degree to which the data elements belong to the clusters, and then using them to assign data object to one or more clusters. These indicate the strength of the association between that data object and a particular cluster. The proposed work also compares the execution time and required memory of Proposed Fuzzy K-Means (FKM) to that of existing Fuzzy K-Means clustering.
INTRODUCTION
Clustering is a common descriptive task in which one seeks to identify a finite set of categories or clusters to describe the data. It groups the data objects according to measured or perceived intrinsic characteristics or similarity. Cluster analysis does not use category labels that tag objects with prior identifiers, i.e., class labels.
The absence of category information distinguishes data clustering (unsupervised learning) from classification or discriminate analysis (supervised learning).
The clustering in data mining becomes very difficult because of very large datasets with many attributes of different types. This causes to have unique computational requirements on appropriate clustering algorithms. The main concern for most of clustering algorithms is their need to know the number of clusters for which to look.
Since the clustering is an unsupervised way of grouping, the user has no previous knowledge about the actual number of clusters. Apparently, dividing the dataset into smaller or larger clusters will result in merging some separate clusters or breaking down some compact ones. The process of finding an optimal number of clusters is called cluster validity.
In order to achieve the main aim of fuzzy k-means clustering, the drawbacks of traditional k-means clustering are studied. kmeans clustering clusters the data in a crisp sense which results into empty clusters.
Whereas, the proposed Fuzzy K-Means (FKM) clustering uses the membership partition matrix grades in order to express ambiguity in the assignment of data point to clusters. The proposed partition based fuzzy k-means employs fuzzy measures as the basis for membership matrix calculation and for cluster centers identification. The fuzzy measures applied to clustering helps to improve the results of fuzzy k-means clustering.
RELATED WORK
Fuzzy logic introduced by Zadeh [12] may be viewed as an attempt at formalization of two remarkable human capabilities. The capability to perform a wide variety of physical and mental tasks without any measurements and any computations. In many real world application areas, knowledge is represented by in terms of imprecise linguistic words from a natural language. A linguistic variable means a variable whose values are words or sentences in a natural language or artificial language. For example, honesty is linguistic variable. The linguistic values of this variable can be extremely honest, not honest, sometimes honest, and very honest.
Fuzzy logic is the way of representing and manipulating data that is not exact, but rather uncertain [11] . Uncertainty can be manifested in many forms: it can be fuzzy (not sharp, unclear, imprecise, approximate), it can be vague (not specific, amorphous), it can be ambiguous (too many choices, contradictory), it can be of the form of ignorance (dissonant, not knowing something), or it can be a form due to natural variability (conicting, random, chaotic, unpredictable). Figure 1 shows the structure of literature survey. There are two main domains of data mining Clustering and classification. The clustering is unsupervised learning and classification is supervised learning. Clustering is divided into two categories namely hard clustering and fuzzy clustering. Hard clustering clusters the data in a crisp sense. It means each data object can be a member of one and only one cluster at a time. In Hard clustering there is always at least one object in each cluster. However, the empty clusters can be obtained if not a single object is allocated to a cluster during the assignment. The Fuzzy clustering assigns the data object to more than one cluster at a time. 
LITERATURE SURVEY

Hard Clustering
Hard clustering is also known as crisp clustering. Crisp clustering allocate each data pattern (data object) of given input to a single cluster. Thus in hard clustering, each data pattern (data object) belongs to only one cluster. Farley and Raftery, in [17] , suggested dividing the clustering methods into two main groups: partitioning and hierarchical methods. Han and Kamber, in [1] , suggested categorizing the methods into additional three main categories: density-based methods, model-based clustering and grid-based methods.
Partitioning Clustering
Partitioning clustering [18] directly divides data objects into some pre-specified number of cluster. The checking for all possible cluster is computationally impractical, certain greedy heuristics are used in the form of iterative optimization of cluster. Researchers have suggested several partitioning clustering approaches viz., K-Means Clustering, K-Medoid Clustering, Relocation Algorithm and Probabilistic Clustering etc.
K. Tapas et al., in [19] , have proposed K-means clustering. K-Means clustering is a method commonly used to automatically partition a data set into clusters (K). Partitioning the objects into mutually exclusive clusters (K) is done by it in such a fashion that objects within each cluster remain as close as possible to each other but as far as possible from objects in other clusters. Each cluster is characterized by its centre point i.e. centroid. The distances used in clustering in most of the times do not actually represent the spatial distances. In general, the only solution to the problem of finding global minimum is exhaustive choice of starting points. The K-Means clustering algorithm finds the desired number of distinct clusters and their centroids. A centroid is the point whose co-ordinates are obtained by means of computing the average of each of the co-ordinates of the points of samples assigned to the clusters. The input parameters of the clustering algorithm are the number of clusters that are to be found along with the initial starting point values. When the initial starting values are given, the distance from each sample data point to each initial starting value is found. Then each data point is placed in the cluster associated with the nearest starting point. After all the data points are assigned to a cluster, the new cluster centroids are calculated. For each factor in each cluster, the new centroid value is then calculated. The new centroids are then considered as the new initial starting values. This process continues until no more data point changes or until the centroids no longer move. In K-Means data object can belong precisely to only one cluster during clustering process. This can be too restrictive while clustering high dimensional data expressed in multiple conditions. Han and Kamber, in [1] , have proposed K-medoid Clustering. In the Kmedoid clustering a cluster is represented by one of its points called medoid. A medoid is the centrally located data point.
When medoids are selected, clusters are defined as subsets of points close to respective medoids, and the objective function is defined as the averaged distance or another dissimilarity measure between a point and its medoid. Every time a new medoid is selected, the distance between each object and its newly selected cluster center has to be recomputed. Because there could be obstacles between two objects, the distance between two objects may have to be derived by geometric computations. The computational cost can get very high if a large number of objects and obstacles are involved. Representation by k-medoids has two advantages [9] . First, it presents no limitations on attributes types, and, second, the choice of medoids is dictated by the location of a predominant fraction of points inside a cluster and therefore, it is lesser sensitive to the presence of outliers. P. Berkhin, in [3] , have proposed Relocation Algorithms. The relocatopon algorithms iteratively reallocate points between the k clusters. The points are reassigned based on the local search algorithm. It then uses an iterative relocation technique that attempts to improve the partitioning by moving objects from one group to another. The three changeable elements of the general relocation algorithm are initialization, reassignments of the data points into clusters and update of the cluster parameters. These algorithms builds the high quality clusters due to iterative approach. The process of iteratively reassigning objects to clusters to improve the partitioning is referred to as iterative relocation. I. V. Cadez et al., in [20] , have proposed Probabilistic Clustering. In the probabilistic approach, data is considered to be a sample independently drawn from a mixture model of several probability distributions. SO the clusters are associated with the corresponding distributions parameters such as mean and variance.
Hierarchical Clustering
IndiraPriya and Ghosh, in [21] , have proposed hierarchical clustering. Hierarchical clustering creates a hierarchical decomposition of the given set of data objects. It builds a cluster hierarchy, a tree of cluster, also known as a dendrogram. It represents a sequence of nested cluster which constructed top-down or bottom-up. The root of the tree represents one cluster, containing all data points, while at the leaves of the tree, there are n clusters, each containing one data point. By cutting the tree at a desired level, a clustering of the data points into disjoint groups is obtained. A hierarchical clustering is used to find data on different levelsof dissimilarity. A hierarchical clustering can be classified as being either agglomerative or divisive, based on how the hierarchical decomposition is formed.
Density-Based Algorithms
P. Berkhin, in [3] , have proposed density-based algorithms. Density-based algorithms are capable of discovering clusters of arbitrary shapes. These algorithms group objects according to specific density objective functions. Density is usually defined as the number of objects in a particular neighborhood of a data objects. In these approaches a given cluster continues growing as long as the number of objects in the neighborhood exceeds some parameter.
Model-Based Clustering
Han and Kamber, in [1] , have proposed model-based clustering methods. Model-based clustering hypothesize a model for each of the clusters and find the best fit of the data to the given model. A model-based algorithm may locate clusters by constructing a density function that reflects the spatial distribution of the data points. It also leads to a way of automatically determining the number of clusters based on standard statistics, taking noise or outliers into account and thus yielding robust clustering methods. Expectation-Maximization (EM) is an algorithm that performs expectation-maximization analysis based on statistical modeling. Cobweb is a conceptual learning algorithm that performs probability analysis and takes concepts as a model for clusters. Self-Organizing feature Map (SOM) is a neural network-based algorithm that clusters by mapping high dimensional data into a 2-D or 3-D feature map, which is also useful for data visualization.
Grid-Based Clustering
Grid-based clustering [1] quantize the object space into a finite number of cells that form a grid structure. All of the clustering operations are performed on the grid structure (i.e., on the quantized space). The main advantage of this approach is its fast processing time, which is typically independent of the number of data objects and dependent only on the number of cells in each dimension in the quantized space. Some typical examples of the grid-based approach include STING (Statistical Information Grid) , which explores statistical information stored in the grid cells; WaveCluster, which clusters objects using a wavelet transform method; and CLIQUE (CLustering InQUEst) , which represents a grid-and density-based approach for clustering in high-dimensional data space. Grid based clustering create a grid structure by partitioning the data space into a finite number of nonoverlapping cells then calculate the cell density for each cell. After calculating density grid based clustering sort the cells according to their densities. Cluster centers are identified and all neighbour cells are traversed.
N. H. Park and W. S. Lee, in [23] , presented statistical gridbased clustering over data streams. A data stream is a large unbounded sequence of data elements continuously generated at a rapid rate. The approach used is statistical grid-based approach for clustering data elements of data streams. First, the multidimensional data space of a data stream is partitioned into a set of mutually exclusive equal size initial cells. When the support of a cell becomes high enough, the cell is dynamically divided into two mutually exclusive intermediate cells based on its distribution statistics. A cluster of a data streams is group of adjacent dense unit cells.
Fuzzy Clustering
Fuzzy clustering is the synthesis between the fuzzy logic and clustering which is the requirement of modern computing [12] . The aim of fuzzy clustering is to model the ambiguity within the unlabeled data objects efficiently. Every data object is assigned a membership to represent the degree of belonging to certain class. The requirement that each object is assigned to only one cluster is relaxed to weaker requirement in which the object can belong to all of the clusters with a certain degree of membership. Thus it assigns degrees of membership in several clusters to each input pattern. A fuzzy clustering can be converted to a hard clustering by assigning each pattern to cluster with the largest measure of membership. Soft clustering is categorized in three categories [15] : Fuzzy relation based clustering, fuzzy rule based clustering, objective function based clustering.
Fuzzy Relation Based Clustering
M. S. Yang, in [15] , have proposed fuzzy relation based clustering. Fuzzy relation based clustering includes an N-step procedure by using the composition of fuzzy relations beginning with a reflexive and symmetric fuzzy relation R in X. The data set is partitioned into the number of cluster by equivalence relation. G. S. Liang et. al., in [24] , have introduced cluster analysis based on fuzzy equivalence relation. The approach used is the distance measure between two trapezoidal fuzzy numbers is used to aggregate subjects linguistic assessments. The distance measure is used to characterize the interobjects similarity. The linguistic assessment is for attributes ratings to obtain the compatibility relation. Then a fuzzy equivalence relation based on fuzzy compatibility relation is constructed.
PROPOSED APPROACH
The proposed solution focuses on text clustering using fuzzy logic based clustering in order to facilitate and improve effectiveness in an conventional hard clustering approach.
Fuzzy clustering is a partition based clustering scheme and is particularly useful when there are no apparent clear groupings in the data set [34] . Partitioning schemes provide automatic detection of cluster boundaries and in case of fuzzy clustering, these cluster boundaries overlap. Every individual data entity belongs to not one but all the clusters with varying degrees of membership.
The proposed system preprocess the data, then the preprocessed data is given as an input to the conventional hard clustering algorithm and proposed fuzzy portioning algorithm. Finally, the cluster formation is done and the results of both the hard clustering and fuzzy clustering are compared.
Hard partition is insufficient to represent many real situations. Therefore, a fuzzy clustering method is offered to construct clusters with uncertain boundaries. Hence, this method allows that one object belongs to some overlapping clusters to some degree.
Architecture
The architecture of the proposed system is shown in Figure 2 . Input to the proposed system is the text data set [36] . The data set contains text files. The data preprocessing consists of the stemming, removal of stop words, feature selection, create vector of each object as shown in Figure 3 .2. After data preprocessing each text file is given as an input to the hard clustering and fuzzy clustering.
Figure 2: Architecture of Proposed System
In fuzzy clustering, a data object will have an associated degree of membership for each cluster, indicating the strength of its association in that cluster. It iteratively update the membership values of a data object with the pre-defined number of clusters. Thus, a data object can be the member of all clusters with the corresponding membership values. The process of calculation of cluster centers and the assignment of points to these centers is repeated until the cluster centers stabilize [37] .
Proposed Fuzzy Partitioning Matrix
Classically, the clustering has been based on the disjointness condition that no two data objects belong to same cluster. Hard clustering algorithms partitions the data set X into specified number of mutually exclusive subsets of X. However, in real data sets a data object may belong to various clusters. Hence, such situations require weakening of disjointness condition. In fuzzy clustering, an object can belong to several clusters simultaneously, with different degrees of membership. However, Fuzzy K-Means still uses a cost function that is to be minimized while trying to partition the data set.
Preprocessing of Input Email Data set Stop Words Removal
Algorithm 1 presents removal of stop words. A stop word is defined as a term which is not thought to convey any meaning as a dimension in the vector space (i.e. without context). The standard set of stop words provide a valid set of words to prune.
Feature Selection based on Document Frequency
Algorithm 2 shows the document frequency based feature selection. It first counts the TermFrequency (TF). In TF the total no. of occurrence of term is counted. Then the Inverse Document Frquency (IDF) is counted.
Proposed Fuzzy K-Means Clustering
The Fuzzy-k-Means Procedure. The clusters produced by the k-means procedure are sometimes called "hard" or "crisp" clusters, since any feature vector x either is or is not a member of a particular cluster.
The Algorithm is of proposed Fuzzy K-Means. The major process of Proposed Fuzzy K-Means (FKM) is mapping a given set of representative vectors into an improved one through partitioning data points. It begins with a set of initial cluster centers and repeats this mapping process until a stopping criterion is satisfied. It is supposed that no two clusters have the same cluster representative. In the case that two cluster centers coincide, a cluster center should be perturbed to avoid coincidence in the iterative process.
RESULTS AND DISCUSSION
The Enron Email Data set [36] is used for experimenting the proposed work. The data set contains numerous E-mail messages. The E-mail consists of three types of features: unstructured text, categorical text, and numeric data. Unstructured text in email consists of fields like the subject and body, which allow for natural language text of any kind. Categorical text includes fields such as "to" and "from". These differ from unstructured text fields in that the type of data which can be used in them is very well defined. Numeric Data in email includes such features as the message size, number of recipients.
Table shows data structure for stemming. Preprocessing contains stemming and stopword removal. Stemming attempts to remove the differences between in ected forms of a word, in order to reduce each word to its root form. Stopwords are words which have very little informational content. These are words such as:and, the, of, it, as, may, that, a, an, of, off, etc.
One way to do stemming is to store a table of all index terms and their stems
Experimental Setup
The proposed system is evaluated using JAVA NetBeans IDE 8.0.2 on Windows XP operating system. NetBeans is more than Just an editor. For experimenting the proposed work Enron Email Data set [36] is used. The data set contains numerous E-mail messages. 
Experimental Results
The experimental results show the result analysis of proposed work. Table 4 .7 shows the result analysis of proposed Fuzzy K-Means based on the parameters such as Number of Samples, K-Value (no. of clusters), Number of Iterations (NOI), Fuzziness Factor and Maximum number of similar objects between clusters formed by Proposed Fuzzy K-Means (FKM) and hard K-Means (KM). The Fuzziness Factor affects the membership distribution of an object. It simply used to control how much clusters are allowed to overlap. The higher the value of Fuzziness Factor, the larger the overlap between clusters. In other words, the higher the fuzziness factor the algorithm uses, a larger number of data objects will fall inside a fuzzy band. Consider the KM Cluster 1 and FKM Cluster 1 in Table 4 .8, it shows that there is 1 similar objects. KM Cluster 1 is compared with FKM Cluster 2, it shows there are 4 similar objects.
Figure: 3 Graph for similarity per cluster when Fuzziness
Factor is 1.
K-Means (KM) which is based on Fuzziness Factor. The X axis represents the Fuzziness Factor and Y axis represents Number of Similar objects. It shows that when Fuzziness
Factor is 0, the maximum 20 similar objects are clustered into 7 clusters of both Proposed FKM and KM. When Fuzziness Factor is 1, the maximum 29 similar objects are clustered into 7 clusters of both Proposed FKM and KM. Table shows the similarity of objects between Proposed Fuzzy K-Means (FKM) and hard K-Means (KM) when Fuzziness Factor is 1. 1st cluster of KM is compared with the1st, 2nd, 3rd and 4th cluster of Proposed FKM respectively.
Figure 4: Object Similarity based on Fuzziness Factor
CONCLUSION AND FUTURE WORK
The Proposed FKM formulate the objective function in terms of improving the membership assignments of an object. It assigns fuzzy memberships to data object and updates the centre of cluster according to the assigned memberships. The assigned memberships play a role as weight values which represent the degree to which data object belongs to more than one clusters. The degree of belongingness depends on the selection of Fuzziness Factor. The Proposed Fuzzy K-Means significantly differ depending on the choice of Fuzziness Factor. In hard K-Means a set of k initial cluster centers is chosen arbitrarily and each object is then assigned to the center closest to it, and the centers are recomputed. This is repeated until the process stabilizes which takes more execution time and memory. On the other hand, in Proposed Fuzzy K-Means approach though it assigns membership to an object which is inversely related to the relative distance of the object to cluster centre, the Proposed Fuzzy K-Means approach takes less execution time and requires less memory than that of hard K-Means.
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