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FUNDAMENTAL GROUP OF SIMPLE C∗-ALGEBRAS
WITH UNIQUE TRACE III
NORIO NAWATA
Abstract. We introduce the fundamental group F(A) of a simple σ-
unital C∗-algebra A with unique (up to scalar multiple) densely defined
lower semicontinuous trace. This is a generalization of [29] and [30].
Our definition in this paper makes sense for stably projectionless C∗-
algebras. We show that there exist separable stably projectionless C∗-
algebras such that their fundamental groups are equal to R×+ by using the
classification theorem of Razak [37] and Tsang [40]. This is a contrast
to the unital case in [29] and [30]. This study is motivated by the work
of Kishimoto and Kumjian in [20].
1. Introduction
Let M be a factor of type II1 with a normalized trace τ . Murray and
von Neumann introduced the fundamental group F(M) of M in [28]. They
showed that if M is hyperfinite, then F(M) = R×+. Since then there has
been many works on the computation of the fundamental groups. Voiculescu
[41] showed that F(L(F∞)) of the group factor of the free group F∞ con-
tains the positive rationals and Radulescu proved that F(L(F∞)) = R
×
+ in
[36]. Connes [7] showed that if G is an ICC group with property (T), then
F(L(G)) is a countable group. Popa showed that any countable subgroup
of R×+ can be realized as the fundamental group of some factor of type II1
in [34]. Furthermore Popa and Vaes [35] exhibited a large family S of sub-
groups of R×+, containing R
×
+ itself, all of its countable subgroups, as well as
uncountable subgroups with any Hausdorff dimension in (0, 1), such that for
each G ∈ S there exist many free ergodic measure preserving actions of F∞
for which the associated II1 factor M has the fundamental group equal to
G. In our previous paper [29], we introduced the fundamental group F(A)
of a simple unital C∗-algebra A with a normalized trace τ based on the com-
putation of Picard groups by Kodaka [22], [23] and [24]. The fundamental
group F(A) is defined as the set of the numbers τ ⊗ Tr(p) for some projec-
tion p ∈ Mn(A) such that pMn(A)p is isomorphic to A. We computed the
fundamental groups of several C∗-algebras and showed that any countable
subgroup of R×+ can be realized as the fundamental group of a separable
simple unital C∗-algebra with a unique trace in [29] and [30]. Note that the
fundamental groups of separable simple unital C∗-algebras are countable.
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In this paper we introduce the fundamental group of a simple σ-unital C∗-
algebra with unique (up to scalar multiple) densely defined lower semicon-
tinuous trace. We do not assume that C∗-algebras are unital. In particular,
our definition in this paper makes sense for stably projectionless C∗-algebras.
Let A be a σ-unital simple C∗-algebra with unique (up to scalar multiple)
densely defined lower semicontinuous trace τ . The fundamental group F(A)
of A is defined as the set of the numbers dτ (h1)/dτ (h2) for some nonzero
positive elements h1, h2 ∈ A ⊗ K such that h1(A⊗K)h1 is isomorphic to
h2(A⊗K)h2 and dτ (h2) <∞ where dτ is the dimension function defined by
τ . Then the fundamental group F(A) of A is a multiplicative subgroup of
R×+. We show that if A is unital, then our definition in this paper coincides
with previous definition in [29] and [30]. Hence if A ⊗ K is separable and
has a nonzero projection, then F(A) is a countable multiplicative subgroup
of R×+. By contrast, we show that there exist separable simple stably pro-
jectionless C∗-algebras such that their fundamental groups are equal to R×+
by using the classification theorem of Razak [37] and Tsang [40]. This study
is motivated by the work of Kishimoto and Kumjian in [20]. (See Example
4.21.)
2. Hilbert C∗-modules and Induced traces
We say a C∗-algebra A is σ-unital if A has a countable approximate unit.
In particular, if A is σ-unital, then there exists a positive element h ∈ A
such that {h
1
n }n∈N is an approximate unit. Such a positive element h is
called strict positive in A. Let X be a right Hilbert A-module and let H(A)
denote the set of isomorphic classes [X ] of right Hilbert A-modules. (See
[26] and [27] for the basic facts on Hilbert modules.) We denote by LA(X )
the algebra of the adjointable operators on X . For ξ, η ∈ X , a ”rank one
operator” Θξ,η is defined by Θξ,η(ζ) = ξ〈η, ζ〉A for ζ ∈ X . We denote
by KA(X ) the closure of the linear span of ”rank one operators” Θξ,η and
by K the C∗-algebra of compact operators on a separable infinite Hilbert
space. Let XA be a right Hilbert A-module A with the obvious right A-
action and 〈a, b〉A = a
∗b for a, b ∈ A. Then KA(XA) is isomorphic to A.
Hence if A is unital, then KA(XA) = LA(XA). The multiplier algebra,
denote by M(A), of a C∗-algebra A is the largest unital C∗-algebra that
contains A as an essential ideal. It is unique up to isomorphism over A
and isomorphic to LA(XA). Let HA denote the standard Hilbert module
{(xn)n∈N;xn ∈ A,
∑
x∗nxn converges in A} with an A-valued inner product
〈(xn)n∈N, (yn)n∈N〉 =
∑
x∗nyn. Then there exists a natural isomorphism ψ
of A⊗K to KA(HA) and ψ can be uniquely extended to an isomorphism ψ˜
of M(A⊗K) to LA(HA). For simplicity of notation, we use the same letter
x for ψ˜(x) where x ∈M(A⊗K).
A finite subset {ξi}
n
i=1 of X is called a finite basis if η =
∑n
i=1 ξi〈ξi, η〉A
for any η ∈ X . More generally, we call a sequence {ξi}i∈N ⊆ X a countable
basis of X if η =
∑∞
i=1 ξi〈ξi, η〉A in norm for any η ∈ X , see [17], [18] and
[42]. It is also called a standard normalized tight frame as in [12] and [13].
A countable basis {ξi}i∈N always converges unconditionally, that is, for any
η ∈ X , the net associating
∑
i∈F ξi〈ξi, η〉A to each finite subset F ⊆ N is
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norm converging to η. It is a consequence of the following estimate: for
every ξ ∈ X , a, b ∈ KA(X ), with 0 ≤ a ≤ b ≤ 1, ‖ξ − bξ‖
2 ≤ ‖ξ‖‖ξ − aξ‖.
Proposition 2.1. Let A be a simple C∗-algebra and X a right Hilbert
A-module. Assume that KA(X ) is σ-unital. Then X has a countable basis.
Proof. Consider a right ideal {Θξ0,ζ : ζ ∈ X} in KA(X ) for some ξ0 ∈ X .
Then a similar argument in [4] (Lemma 2.3) proves the proposition. 
Remark 2.2. In general, we need not assume that A is simple. If KA(X ) is
σ-unital, then X has a countable basis. This is an immediate consequence
of Kasparov’s stabilization trick [19].
Let B be a C∗algebra. An A-B-equivalence bimodule is an A-B-bimodule
F which is simultaneously a full left Hilbert A-module under a left A-valued
inner product A〈·, ·〉 and a full right HilbertB-module under a right B-valued
inner product 〈·, ·〉B , satisfying A〈ξ, η〉ζ = ξ〈η, ζ〉B for any ξ, η, ζ ∈ F . We
say that A is Morita equivalent to B if there exists an A-B-equivalence bi-
module. It is easy to see that KB(F) is isomorphic to A. A dual module F
∗
of an A-B-equivalence bimodule F is a set {ξ∗; ξ ∈ F} with the operations
such that ξ∗+η∗ = (ξ+η)∗, λξ∗ = (λξ)∗, bξ∗a = (a∗ξb∗)∗, B〈ξ
∗, η∗〉 = 〈η, ξ〉B
and 〈ξ∗, η∗〉A = A〈η, ξ〉. The bimodule F
∗ is a B-A-equivalence bimodule.
We refer the reader to [38] and [39] for the basic facts on equivalence bimod-
ules and Morita equivalence.
We review basic facts on the Picard groups of C∗-algebras introduced
by Brown, Green and Rieffel in [5]. For A-A-equivalence bimodules E1 and
E2, we say that E1 is isomorphic to E2 as an equivalence bimodule if there
exists a C-liner one-to-one map Φ of E1 onto E2 with the properties such that
Φ(aξb) = aΦ(ξ)b, A〈Φ(ξ),Φ(η)〉 = A〈ξ, η〉 and 〈Φ(ξ),Φ(η)〉A = 〈ξ, η〉A for
a, b ∈ A, ξ, η ∈ E1. The set of isomorphic classes [E ] of the A-A-equivalence
bimodules E forms a group under the product defined by [E1][E2] = [E1⊗AE2].
We call it the Picard group of A and denote it by Pic(A). The identity of
Pic(A) is given by the A-A-bimodule E := A with A〈a1, a2〉 = a1a
∗
2 and
〈a1, a2〉A = a
∗
1a2 for a1, a2 ∈ A. The inverse element of [E ] in the Picard
group of A is the dual module [E∗]. Let α be an automorphism of A, and
let EAα = A with the obvious left A-action and the obvious A-valued inner
product. We define the right A-action on EAα by ξ ·a = ξα(a) for any ξ ∈ E
A
α
and a ∈ A, and the right A-valued inner product by 〈ξ, η〉A = α
−1(ξ∗η) for
any ξ, η ∈ EAα . Then E
A
α is an A-A-equivalence bimodule. For α, β ∈ Aut(A),
EAα is isomorphic to E
A
β if and only if there exists a unitary u ∈ A such that
α = ad u ◦ β. Moreover, EAα ⊗ E
A
β is isomorphic to E
A
α◦β . Hence we obtain
an homomorphism ρA of Out(A) to Pic(A). An A-B-equivalence bimodule
F induces an isomorphism Ψ of Pic(A) to Pic(B) by Ψ([E ]) = [F∗ ⊗E ⊗F ]
for [E ] ∈ Pic(A). Therefore if A is Morita equivalent to B, then Pic(A) is
isomorphic to Pic(B).
If A is unital, then any A-B-equivalence bimodule F is a finitely generated
projective B-module as a right module with a finite basis {ξi}
n
i=1. Put
p = (〈ξi, ξj〉A)ij ∈ Mn(B). Then p is a projection and F is isomorphic to
pBn as a right Hilbert B-module with an isomorphism of A to pMn(B)p. In
the case A is σ-unital, an A-B-equivalence bimodule F has a countable basis
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{ξi}i∈N as a right Hilbert B-module by Proposition 2.1. Define p by p(bn)n =
(
∑∞
m=1〈ξn, ξm〉Bbm)n for (bn)n ∈ HB. Then p is a projection in LB(HB) by
[16] (Lemma 2.1) and
∑n
i=1Θξi,ξi ≤ 1LB(HB) for any n ∈ N. Therefore F is
isomorphic to pHB as a right Hilbert module with an isomorphism of A to
p(B ⊗K)p.
Proposition 2.3. Let A and B be σ-unital simple C∗-algebras and F an
A-B-equivalence bimodule. Then there exists a positive element h ∈ A⊗K
such that F is isomorphic to hHB as a right Hilbert B-module with an
isomorphism of A to h(B ⊗K)h.
Proof. By the discussion above, there exists a projection p ∈ M(B ⊗ K)
such that an A-B-equivalence bimodule F is isomorphic to pHB as a right
Hilbert B-module with an isomorphism of A to p(B⊗K)p. Since p(B⊗K)p
is σ-unital, there exists a strict positive element h in p(B⊗K)p. It is easy to
see that pHB = hHB. Therefore F is isomorphic to hHB as a right Hilbert
B-module with an isomorphism of A to h(B ⊗K)h as a C∗-algebra. 
Recall that a trace on A is a linear map τ on the positive elements of
A, with values in [0,∞] that vanishes at 0 and satisfies the trace identity
τ(a∗a) = τ(aa∗). If A is simple, then τ(a∗a) = 0 implies a = 0. Define
M+τ = {x ≥ 0 : τˆ(x) < ∞} and Mτ = spanM
+
τ . Then Mτ is an ideal in
A. Every trace τ on A extends a positive linear map on Mτ . A normalized
trace is a state on A which is a trace. We say τ is densely defined if Mτ is
a dense ideal in A. In particular, each densely defined trace on A extends
a positive linear map on the Pedersen ideal Ped(A), which is the minimal
dense ideal in A. (See [32].) Note that if A is unital, then every densely
defined trace is bounded. We review some results about inducing traces
from a simple σ-unital C∗-algebra A through a right Hilbert A-module X .
See, for example, [6], [9],[14],[25],[31] and [33] for induced traces in several
settings. We state the relevant properties in a way that is convenient our
purposes, and we include a self-contained proof.
Proposition 2.4. Let A and X be as above and let τ be a densely defined
lower semicontinuous trace. For x ∈ KA(X )+ (resp. LA(X )+ ), define
TrXτ (x) :=
∞∑
i=1
τ(〈ξi, xξi〉A)
where {ξi}
∞
i=1 is a countable basis of X . Then Tr
X
τ does not depend on the
choice of basis and is a densely defined (resp. strictly densely defined) lower
semicontinuous trace on KA(X ) (resp. LA(X )).
Proof. Let {ξi}i∈N and {ζk}k∈N be countable bases of X . For any positive
element x ∈ KA(X )+,
lim
n→∞
n∑
i=1
τ(〈ξi, xξi〉A) = lim
n→∞
n∑
i=1
τ(〈
∞∑
k=1
ζk〈ζk, x
1
2 ξi〉A, x
1
2 ξi〉A)
= lim
n→∞
n∑
i=1
τ(
∞∑
k=1
〈x
1
2 ξi, ζk〉A〈ζk, x
1
2 ξi〉A).
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By the lower semicontinuity of τ and
∑n
i=1Θξi,ξi ≤ 1LA(X ),
lim
n→∞
n∑
i=1
τ(
∞∑
k=1
〈x
1
2 ξi, ζk〉A〈ζk, x
1
2 ξi〉A) = lim
n→∞
n∑
i=1
∞∑
k=1
τ(〈x
1
2 ξi, ζk〉A〈ζk, x
1
2 ξi〉A)
= lim
n→∞
n∑
i=1
∞∑
k=1
τ(〈x
1
2 ζk, ξi〉A〈ξi, x
1
2 ζk〉A)
= lim
n→∞
∞∑
k=1
τ(〈x
1
2 ζk,
n∑
i=1
ξi〈ξi, x
1
2 ζk〉A〉A)
≤ lim
m→∞
m∑
k=1
τ(〈ζk, xζk〉A).
Therefore TrXτ does not depend on the choice of basis. A similar argument
implies that TrXτ (x
∗x) = TrXτ (xx
∗) for x ∈ LA(X ).
We shall show that TrXτ is densely defined on KA(X ). Since KA(X ) is
simple, it is enough to show that there exists a nonzero element x ∈ KA(X )
such that TrXτ (x) <∞. There exists a nonzero positive element a ∈ A such
that τ(a) < ∞ because τ is densely defined on A. For any η ∈ X , we have
〈ηa
1
2 , ηa
1
2 〉A ≤ ‖〈η, η〉A‖a, so τ(〈ηa
1
2 , ηa
1
2 〉A)) <∞. By the simplicity of A,
there exists an element η0 in X such that η0a
1
2 6= 0. Define ζ := η0a
1
2 . Then
we have
TrXτ (Θζ,ζ) =
∞∑
n=1
τ(〈ξn, ζ〉A〈ζ, ξn〉A)
= lim
N→∞
τ(〈ζ,
N∑
n=1
ξn〈ξn, ζ〉A〉A)
= τ(〈ζ, ζ〉A) <∞
by the lower semicontinuity of τ . Therefore TrXτ is densely defined on
KA(X ). It is easy to see that Tr
X
τ is lower semicontinuous. 
Remark 2.5. Since a right Hilbert A-module X is a KA(X )-A-equivalence
bimodule, a similar computation in the proof above implies TrX
∗
TrXτ
= τ .
Therefore there exists a bijective correspondence between densely defined
lower semicontinuous traces on A and those on KA(X ).
To simplify notation, we use the same letter τ for the induced trace TrXAτ
on M(A). We denote by τˆ the induced trace TrHAτ on M(A⊗K).
3. Multiplicative maps of the Picard groups to R×+
Let A be a simple σ-unital C∗-algebra with unique (up to scalar multiple)
densely defined lower semicontinuous trace τA. Define a map TˆτA of H(A)
to [0,∞] by
TˆτA([X ]) := Tr
X
τA
(1LA(X )).
We see that TˆτA([X ]) =
∑∞
i=1 τA(〈ξi, ξi〉A) where {ξi}
∞
i=1 is a countable basis
of X and it does not depend on the choice of basis (see Proposition 2.4). It is
easily seen that TˆτA is well-defined. We shall compute TˆτA([hHA]) where h is
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a positive element in A⊗K. Let dτA(h) = limn→∞ τˆA(h
1
n ) for h ∈ (A⊗K)+.
Then dτA is a dimension function. (See, for example, [1], [2] and [8].)
Proposition 3.1. Let A be a simple σ-unital C∗-algebra with unique (up
to scalar multiple) densely defined lower semicontinuous trace τA and h a
positive element in A⊗K. Then TˆτA([hHA]) = dτA(h).
Proof. We may assume that ‖h‖ ≤ 1. Then {h
1
n }n∈N is an increasing ap-
proximate unit for KA(hHA) and limn→∞ h
1
n ξ = ξ for any ξ ∈ hHA. Let
{ξi}i∈N be a basis of hHA and {ηj}j∈N a basis of HA. By the lower semi-
continuity of τA and 〈ξi, h
1
n ξi〉A ≤ 〈ξi, h
1
n+1 ξi〉A, we have
lim
n→∞
∞∑
i=1
τA(〈ξi, h
1
n ξi〉A) =
∞∑
i=1
lim
n→∞
τA(〈ξi, h
1
n ξi〉A)
=
∞∑
i=1
τA(〈ξi, ξi〉A) = TˆτA([hHA]).
In a similar way, we have
∞∑
i=1
τA(〈ξi, h
1
n ξi〉A) =
∞∑
i=1
τA(〈ξi, h
1
2n
∞∑
j=1
ηj〈ηj , h
1
2n ξi〉A〉A)
=
∞∑
i=1
∞∑
j=1
τA(〈ξi, h
1
2n ηj〉A〈h
1
2n ηj , ξi〉A)
=
∞∑
i=1
∞∑
j=1
τA(〈h
1
2n ηj , ξi〉A〈ξi, h
1
2n ηj〉A)
=
∞∑
j=1
∞∑
i=1
τA(〈h
1
2n ηj , ξi〈ξi, h
1
2n ηj〉A〉A)
=
∞∑
j=1
τA(〈ηj , h
1
n ηj〉A) = τˆA(h
1
n ).
Therefore TˆτA([hHA]) = dτA(h). 
Remark 3.2. Let p be a projection in M(A ⊗ K). Then it is easy to see
that TˆτA([pHA]) = τˆA(p).
The following proposition is a generalization of Proposition 2.1 in [30].
Proposition 3.3. Let A and B be simple σ-unital C∗-algebras with unique
(up to scalar multiple) densely defined lower semicontinuous traces τA and
τB respectively. Assume that τA(1M(A)) = 1, that is, τA is a normalized
trace. Then for every right Hilbert A-module X and every A-B-equivalence
bimodule F ,
TˆτB ([X ⊗ F ]) = TˆτA([X ])TˆτB ([F ]).
Proof. Let {ξi}i∈N be a countable basis of X and {ηj}j∈N a countable basis
of F as a right Hilbert B-module. Then {ξi ⊗ ηj}i,j∈N is a countable basis
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of X ⊗ F as a right Hilbert A-module. By τB(〈ξi ⊗ ηj , ξi ⊗ ηj〉B) ≥ 0, we
have
TˆτB ([X ⊗ F ]) =
∞∑
i,j=1
τB(〈ξi ⊗ ηj , ξi ⊗ ηj〉B) =
∞∑
i=1
∞∑
j=1
τB(〈ηj , 〈ξi, ξi〉Aηj〉B)
=
∞∑
i=1
TrFτB (〈ξi, ξi〉A).
Since TrFτB is a densely defined lower semicontinuous trace on A, there exists
λ ∈ R×+ such that Tr
F
τB
= λτA. The assumption τA(1M(A)) = 1 implies
λ = TrFτB (1M(A)). Therefore
∞∑
i=1
TrFτB (〈ξi, ξi〉A) =
∞∑
i=1
TrFτB (1M(A))τA(〈ξi, ξi〉A) = TˆτA([X ])TˆτB ([F ]).

We shall consider the multiplicative map of the Picard group to R×+.
Proposition 3.4. Let A be a simple σ-unital C∗-algebra with unique (up
to scalar multiple) densely defined lower semicontinuous trace τA. Assume
that X is a nonzero right Hilbert A-module such that TˆτA([X ]) <∞. Define
a map TX of Pic(KA(X )) to R
×
+ by
TX ([E ]) :=
1
TˆτA([X ])
TˆτA([E ⊗ X ])
for [E ] ∈ Pic(KA(X )). Then TX is well-defined and independent on the
choice of trace. Moreover TX is a multiplicative map.
Proof. If KA(X )-KA(X ) equivalence bimodule E
′ is isomorphic to E , then
E ′ ⊗ X is isomorphic to E ⊗ X . Hence TX ([E
′]) = TX ([E ]). A similar com-
putation in the proof of Proposition 3.3 shows
TX ([E ]) =
1
TˆτA([X ])
TˆTrXτA
([E ]) =
1
TˆτA([X ])
TrETrXτA
(1LA(E)).
Since E is a KA(X )-KA(X )-equivalence bimodule, KA(E) is isomorphic to
KA(X ). The uniqueness of the trace on KA(X ) implies
TrETrXτA
(1LA(E)) = λTr
X
τA
(1LA(X )) = λTˆτA([X ]) <∞
for some λ ∈ R×+. Therefore TX is well-defined. Define τ
′ :=
TrXτA
TˆτA([X ])
. Then
τ ′ is a normalized trace on KA(X ). By proposition 3.3,
TX ([E ][E
′]) =
1
TˆτA([X ])
TˆτA([E ⊗ E
′ ⊗ X ]) =
1
TˆτA([X ])
TˆTrXτA
([E ⊗ E ′])
=
1
TˆτA([X ])
Tˆτ ′([E ])TˆTrXτA
([E ′])
= TX ([E ])TX ([E
′]).

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4. Fundamental groups
Let A be a simple σ-unital C∗-algebra with unique (up to scalar multi-
ple) densely defined lower semicontinuous trace τ , and let h0 be a nonzero
positive element in A⊗K with dτ (h0) <∞. Put
Fh0(A) :=
{
dτ (h)/dτ (h0) ∈ R
×
+ |
h is a positive element in A⊗K such that
h(A⊗K)h ∼= h0(A⊗K)h0
}
Lemma 4.1. Let A be a simple σ-unital C∗-algebra with unique (up to
scalar multiple) densely defined lower semicontinuous trace τ and h0 a
nonzero positive element in A ⊗ K such that dτ (h0) < ∞. Then Fh0(A)
is a multiplicative subgroup of R×+.
Proof. Put X = h0HA. It is enough to show that Fh0(A) = Im(TX ). Let
E be a KA(X )-KA(X )-equivalence bimodule. Then there exists a positive
element h ∈ A⊗K such that E ⊗X is isomorphic to hHA as a right Hilbert
A-module with an isomorphism of KA(X ) to h(A ⊗K)h by Proposition
2.3. Since KA(X ) is isomorphic to h0(A⊗K)h0 and we have TX ([E ]) =
dτ (h)/dτ (h0) by Proposition 3.1, Im(TX ) ⊂ Fh0(A). Conversely let h be a
positive element in A⊗K such that h(A⊗K)h is isomorphic to h0(A⊗K)h0.
Since A is simple and h(A⊗K)h is isomorphic to KA(X ), E := hHA ⊗ X
∗
is a KA(X )-KA(X )-equivalence bimodule. By Proposition 3.1, TX ([E ]) =
1
TˆτA([X ])
TˆτA([hHA]) = dτ (h)/dτ (h0). Therefore Fh0(A) ⊂ Im(TX ).

Lemma 4.2. Let A be a simple σ-unital C∗-algebra with unique (up to
scalar multiple) densely defined lower semicontinuous trace τ . Assume that
h0 and h1 are nonzero positive elements in A⊗K such that dτ (h0), dτ (h1) <
∞. Then Fh0(A) = Fh1(A).
Proof. Let F := h0HA⊗ (h1HA)
∗. Then F is a h0(A⊗K)h0- h1(A⊗K)h1-
equivalence bimodule by the simplicity of A, and F induces an isomor-
phism Ψ of Pic(h0(A⊗K)h0) to Pic(h1(A⊗K)h1) such that Ψ([E ]) = [F
∗⊗
E ⊗ F ] for [E ] ∈ Pic(h0(A⊗K)h0). By Proposition 3.3, Th1HA(Ψ([E ])) =
Th0HA([E ]). Therefore Fh0(A) = Fh1(A) by the proof of Lemma 4.1. 
Put
F(A) :=

dτ (h1)/dτ (h2) ∈ R×+ |
h1 and h2 are nonzero positive elements in
A⊗K such that
h1(A⊗K)h1 ∼= h2(A⊗K)h2, dτ (h2) <∞

 .
Theorem 4.3. Let A be a simple σ-unital C∗-algebra with unique (up to
scalar multiple) densely defined lower semicontinuous trace τ . Then F(A)
is a multiplicative subgroup of R×+.
Proof. Let h0 be a nonzero positive element in Ped(A⊗K). By [32] (Propo-
sition 5.6.2), h0(A⊗K)h0 is contained in Ped(A ⊗ K). Since τˆ is densely
defined, Ped(A ⊗ K) ⊂ Mτˆ . Therefore τˆ is bounded on h0(A⊗K)h0 and
hence dτ (h0) < ∞. Lemma 4.2 implies ∪dτ (h)<∞Fh(A) = Fh0(A). It is
clear that F(A) = ∪dτ (h)<∞Fh(A). Consequently F(A) is a multiplicative
subgroup of R×+ by Lemma 4.1. 
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Definition 4.4. Let A be a simple σ-unital C∗-algebra with unique (up to
scalar multiple) densely defined lower semicontinuous trace τ . We call F(A)
the fundamental group of A, which is a multiplicative subgroup of R×+.
Remark 4.5. It is easy to see that F(A) is equal to the set
τˆ(p)/τˆ (q) ∈ R×+ |
p and q are nonzero projections in
M(A⊗K) such that
p(A⊗K)p ∼= q(A⊗K)q, τˆ(q) <∞

 .
Remark 4.6. If a unique densely defined lower semicontinuous trace τ is a
normalized trace, then F(A) is equal to the set
{dτ (h) ∈ R
×
+ | h is a positive element in A⊗K such that A
∼= h(A ⊗K)h}.
Note that there exists a σ-unital simple C∗-algebra with a unique normalized
trace τ , which has a densely defined lower semicontinuous trace that is not
a scalar multiple of τ . For example, let A be an AF-algebra such that
K0(A) = Z[
1
2 ] ⊕ Z[
1
2 ], K0(A)+ = {(q, r) ∈ K0(A) : q > 0, r > 0} ∪ {(0, 0)}
and Σ(A) = {(q, r) ∈ K0(A)+ : q > 0, 0 < r < 1} ∪ {(0, 0)}. Then A is such
a C∗-algebra.
The following corollary is shown by a similar argument of Lemma 4.2.
Corollary 4.7. Let A and B be simple σ-unital C∗-algebras with unique
(up to scalar multiple) densely defined lower semicontinuous traces. If A is
Morita equivalent to B, then F(A) = F(B).
We shall show that if A is unital, then Definition 4.4 coincides with pre-
vious definition in [29] and [30].
Proposition 4.8. Let A be a unital simple C∗-algebra with a unique nor-
malized trace τ . Then
F(A) = {τ⊗Tr(p) ∈ R×+ | p is a projection in Mn(A) such that pMn(A)p
∼= A}
where Tr is the usual unnormalized trace on Mn(C).
Proof. Let XA be a right Hilbert A-module A with the obvious right A-
action and 〈a, b〉A = a
∗b for a, b ∈ A. Since τ is a normalized trace,
Tˆτ ([XA]) = 1. By the proof of Lemma 4.1 and Lemma 4.2, F(A) =
F1⊗e11(A) = Tˆτ (Pic(A)) where e11 is a rank one projection in K. A sim-
ilar argument in [29] (Theorem 3.1) shows Tˆτ (Pic(A)) = {τ ⊗ Tr(p) ∈
R×+ | p is a projection in Mn(A) such that pMn(A)p
∼= A} because every A-
A-equivalence bimodule has a finite basis. 
We showed that K-theoretical obstruction enables us to compute fun-
damental groups easily in the case A is unital [29]. Therefore if A ⊗ K
has a nonzero projection, we can compute fundamental groups easily by K-
theoretical obstruction. We denote by τ∗ the map K0(A)→ R induced by a
trace τ on A.
Definition 4.9. Let E be an additive subgroup of R containing Z. Then
an inner multiplier group IM(E) of E is defined by
IM(E) = {t ∈ R× |t ∈ E, t−1 ∈ E, and tE = E}.
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Then IM(E) is a multiplicative subgroup of R×. We call IM+(E) :=
IM(E) ∩ R+ the positive inner multiplier group of E, which is a multi-
plicative subgroup of R×+.
Corollary 4.10. Let A be a separable simple C∗-algebra with unique (up
to scalar multiple) densely defined lower semicontinuous trace τ . Assume
that A ⊗ K has a nonzero projection. Then F(A) is countable. Moreover
τ∗(K0(A)) is a Z[F(A)]-module and F(A) ⊂ IM+(τ∗(K0(A))).
Proof. Let p be a nonzero projection in A ⊗ K. Corollary 4.7 implies
F(A) = F(p(A ⊗ K)p). Since p(A ⊗ K)p is a separable unital C∗-algebra,
[29] (Proposition 3.7) and Proposition 4.8 prove the corollary. 
Example 4.11. Let Fn be a non-abelian free group with n ≥ 2 generators.
Then C∗r (Fn) is a unital simple C
∗-algebra with a unique normalized trace.
Since K0(C
∗
r (Fn))
∼= Z, F(C∗r (Fn)) = {1}. This implies that for positive
elements h1, h2 ∈ C
∗
r (Fn) if h1C
∗
r (Fn)h1 is isomorphic to h2C
∗
r (Fn)h2, then
dτ (h1) = dτ (h2).
Example 4.12. Let p be a prime number. Consider a tensor product al-
gebra of a UHF algebra and the compact operators A = Mp∞ ⊗ K. Then
F(A) = {pn : n ∈ Z}.
Remark 4.13. Any countable subgroup of R×+ can be realized as the funda-
mental group F(A) of a separable simple unital C∗-algebra A with a unique
trace. (See [30].)
We show that there exist separable simple stably projectionless C∗-algebras
such that their fundamental groups are equal to R×+. This is a contrast to
the unital case. Recall the building blocks that are considered by Razak
[37] and Tsang [40]. These algebras are subhomogeneous algebras obtained
by generalized mapping torus construction as in [10] and [11]. For a pair
of natural numbers (n,m) with n dividing m (m > n), let ρ0 and ρ1 be
homomorphisms from Mn(C) to Mm(C), which having multiplicities
m
n
− 1
and m
n
respectively. Define
A(n,m) = {f ∈Mm(C([0, 1])) : f(0) = ρ0(c), f(1) = ρ1(c), c ∈Mn(C)}.
Note that we may assume that the homomorphism ρ0 maps Mn(C) into
diagonal block matrices in Mm(C) with
m
n
− 1 identical blocks and one zero
block, on the other hand, the homomorphism ρ1 yields matrices with
m
n
identical blocks. The building block A(n,m) has the following properties.
(See, for example, [32] and [37].)
Proposition 4.14. We have the following.
(i) Every primitive ideal of A(n,m) is the kernel of some point evaluation.
Therefore the primitive ideal space of A(n,m) is homeomorphic to T.
(ii) The Pedersen ideal of A(n,m) is A(n,m). Therefore every densely de-
fined lower semicontinuous trace on A(n,m) is bounded.
(iii) For any bounded trace τ on A(n,m), there exists a measure µ on T
such that τ(f) =
∫
T
(m−n
m
)tTr(f(t))dµ(t) for any f ∈ A(n,m).
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Fix an irrational θ ∈ [0, 1]\Q. For any n ∈ N, define an injective homo-
morphism φn of A(3
n, 2 · 3n) to A(3n+1, 2 · 3n+1) by
(φn(f))(t) =


ut

 f(t) 0 00 f(t+ θ) 0
0 0 0

u∗t 0 ≤ t ≤ 1− θ
wt

 f(t) 0 00 f(t+ θ − 1) 0
0 0 f(t+ θ − 1)

w∗t 1− θ ≤ t ≤ 1
where ut and wt are suitable continuous paths in U(M2·3n+1(C)). We denote
by φn,m a homomorphism φm−1 ◦ · · ·φn from A(3
n, 2 · 3n) to A(3m, 2 · 3m).
Let O = lim
−→
(A(3n, 2 · 3n), φn,m).
Lemma 4.15. With notation as above O = lim
−→
(A(3n, 2 · 3n), φn,m) is a
separable simple stably projectionless C∗-algebra with unique (up to scalar
multiple) densely defined lower semicontinuous unbounded trace.
Proof. Let J be a proper two-sided closed ideal of O, and let Jn = φ
−1
n,∞(J ∩
φn,∞(A(3
n, 2 · 3n))). Then Jn is a two-sided closed ideal of A(3
n, 2 · 3n),
and denote by Fn the corresponding closed set in T. (See Proposition 4.14.)
Since φn,m is injective, J = lim→(Jn, φn,m) and for n sufficiently large, Jn
is a proper two-sided closed ideal of A(3n, 2 · 3n), that is, Fn is not empty.
Put γ([t]) = [t + θ] for any [t] ∈ T. For any natural number k, we see that
Fn = Fn+k ∪ γ
−1(Fn+k) ∪ · · · ∪ γ
−k(Fn+k) by the construction of φn,m and
Jn = φ
−1
n,n+k(J ∩φn,n+k(A(3
n, 2 ·3n))). A same argument in [3](the last part
of the proof of Proposition 1.3) shows that O is simple because γ is minimal
homeomorphism on T.
Define τn(f) =
1
(1+2θ)n
∫
T
(12)
tTr(f(t))dµ(t) where µ is a normalized Haar
measure on T and Tr is the usual unnormalized trace on M2·3n(C). Then
τn = τn+1◦φn, and hence there exists a densely defined lower semicontinuous
trace τ on O. Note that τ is unbounded trace since ‖τn‖ =
2·3n
(1+2θ)n
.
We shall show that the uniqueness of τ . Let τ ′ be a densely defined lower
semicontinuous trace on O. It is easy to see that τ ′|A(3n,2·3n) is densely
defined lower semicontinuous trace on A(3n, 2 ·3n). Proposition 4.14 implies
that for any n ∈ N there exists a measure νn on T such that τ
′|A(3n,2·3n)(f) =
1
(1+2θ)n
∫
T
(12 )
tTr(f(t))dνn(t). By a compatibility condition, we have∫
T
(
1
2
)tTr(f(t))dνn(t) =
1
1 + 2θ
∫
T
(
1
2
)t(Tr(f(t)) + g(t))dνn+1(t)
where
g(t) =
{
Tr(f(t+ θ)) 0 ≤ t ≤ 1− θ
2Tr(f(t+ θ − 1)) 1− θ ≤ t ≤ 1
for any f ∈ A(3n, 2 · 3n). Therefore for any h ∈ C(T), we have∫
T
h(t)dνn(t) =
1
1 + 2θ
∫
T
h(t) + 2θh(t+ θ)dνn+1(t).
In a same way in [20](the last part of the proof of Theorem 2.4), we see
that νn is Haar measure on T by this condition. Consequently there exists
a positive number λ such that τ ′ = λτ . 
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The following lemma is an immediate consequence of the classification
theorem of Razak [37] and Tsang [40](Theorem 3.1).
Lemma 4.16. Let A be an simple separable AF algebra with unique (up
to scalar multiple) densely defined lower semicontinuous trace. Then A⊗O
is isomorphic to O.
Theorem 4.17. There exist a separable simple stably projectionless nuclear
C∗-algebra and non-nuclear C∗-algebra with unique (up to scalar multi-
ple) densely defined lower semicontinuous trace such that their fundamental
groups are equal to R×+.
Proof. For any λ ∈ R×+, there exists a separable unital simple AF algebra Aλ
with a unique trace such that λ ∈ F(Aλ) by Corollary 3.16 in [29]. Lemma
4.16 implies λ ∈ F(O). Therefore F(O) = R×+. Let Fn be a non-abelian
free group with n ≥ 2 generators. Then O ⊗ C∗r (Fn) is a separable stably
projectionless non-nuclear C∗-algebra with unique (up to scalar multiple)
densely defined lower semicontinuous trace such that F(O ⊗ C∗r (Fn)) =
R×+. 
Remark 4.18. Let h be a nonzero positive element in the Pedersen ideal of
O. Then hOh is a separable stably projectionless C∗-algebra with a unique
normalized trace such that F(hOh) = R×+.
Remark 4.19. Recently, Jacelon [15] construct a simple, nuclear, stably
projectionless C∗-algebra W with a unique normalized trace, which shares
some of the important properties of the Cuntz algebra O2. This C
∗-algebra
is an inductive limit of building blocks A(n,m). Hence W ⊗K is isomorphic
to O by the classification theorem of Razak [37]. Therefore Corollary 4.7
and Theorem 4.17 imply F(W ) = R×+.
Recall that the fundamental group of a II1-factor M is equal to the set
of trace-scaling constants for automorphisms of M ⊗ B(H). We have a
similar fact as discussed by Kodaka in [24]. We define the set of trace-
scaling constants for automorphisms:
S(A) := {λ ∈ R×+ | τˆ ◦ α = λτˆ for some α ∈ Aut(A⊗K(H)) }.
Proposition 4.20. Let A be a simple σ-unital C∗-algebra with unique
(up to scalar multiple) densely defined lower semicontinuous trace τ . Then
F(A) = S(A).
Proof. There exists a nonzero projection p inM(A⊗K) such that τˆ(p) <∞
by a similar argument in the proof of Theorem 4.3. Let λ ∈ S(A), then there
exists an automorphism of A ⊗ K such that τˆ ◦ α(x) = λτˆ(x) for x ∈ Mτˆ .
There exists an automorphism α˜ of M(A ⊗ K) such that α˜(x) = α(x) for
x ∈ A⊗K. It is clear that p(A⊗K)p is isomorphic to α˜(p)(A⊗K)α˜(p). We
have that τˆ (α˜(p))/τˆ (p) = λ. Therefore λ ∈ F(A) by Remark 4.5.
Conversely, let λ ∈ F(A). There exist projections p and q in M(A ⊗ K)
such that p(A ⊗ K)p is isomorphic to q(A ⊗ K)q and λ = τˆ(p)/τˆ(q). We
denote by φ an isomorphism of p(A⊗ K)p to q(A⊗K)q. Since p and q are
full projections, there exist partial isometries w1 and w2 in (A⊗K)⊗K such
that w∗1w1 = I ⊗ I, w1w
∗
1 = p ⊗ I, w
∗
2w2 = I ⊗ I and w2w
∗
2 = q ⊗ I by
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Brown [4]. Let ψ : A ⊗ K ⊗ K → A ⊗ K be an isomorphism which induces
the identity on the K0-group. Define α = ψ ◦ (adw
∗
2) ◦ φ ◦ (adw1) ◦ ψ
−1.
Then τˆ ◦ α = λτˆ . Therefore λ ∈ S(A). 
Example 4.21. Let {λ1, ..., λn} be nonzero positive numbers such that
the closed additive subgroup of R generated by {λ1, ..., λn} is R and On
the Cuntz algebra generated by n isometries S1, ..., Sn. There exists a one-
parameter automorphism group α : R→ Aut(On) given by αt(Sj) = e
itλjSj.
Define A := On ⋊α R. Then A is a simple stable separable C
∗-algebra with
unique (up to scalar multiple) densely defined lower semicontinuous trace τ
and S(A) = R×+ [20] and [21]. Therefore F(A) = R
×
+ by the corollary above.
Finally we state a direct relation between the fundamental group of C∗-
algebras and that of von Neumann algebras.
Proposition 4.22. Let A be a σ-unital infinite-dimensional simple C∗-
algebra with unique (up to scalar multiple) densely defined lower semicon-
tinuous trace τ . Assume that τ is a normalized trace. Consider the GNS
representation piτ : A → B(Hτ ) and the associated factor piτ (A)
′′ of type
II1. Then F(A) ⊂ F(piτ (A)
′′). In particular, if F(piτ (A)
′′) = {1}, then
F(A) = {1}.
Proof. Let h be a positive element in A ⊗ K such that A is isomorphic
to h(A⊗K)h. We denote by τ˜ the restriction of τˆ on h(A⊗K)h. By
the uniqueness of trace, piτ (A)
′′ is isomorphic to piτ˜ (h(A ⊗K)h)
′′. Define
p :=
∫ ‖h‖
0 dEt where {Et : 0 ≤ t ≤ ‖h‖} is the spectral projections of piτˆ (h).
Then dτ (h) = τˆ(p). A standard argument shows ppiτˆ (A⊗K)
′′p is isomorphic
to piτ˜ (h(A⊗K)h)
′′. Therefore F(A) ⊂ F(piτ (A)
′′). 
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