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この問に対し、Fotherringham, Brunsdon and Charlton［2000］,［2002］は地理的加重回帰法




















































































































と、80 年代よりも 90 年代のほうが高いことが見てとれる。ただし 1980 年から 1995 年の毎年のデ










ストックの有無によって推定結果を分けて掲載したものが表 10 から表 17 である。まず各表の中
段にある分散分析表（ANOVA）に注目しよう。この分散分析は、GWR が最小二乗法を推定残差
の点で少しでも改善しているかどうかを検定するもので、検定統計量は F 分布に従う。いずれの










７）Kanemoto, Kitagawa, Kurima, Saito and Shioji［2002］では最小二乗法ではなく同時性のバイアスを考慮に入れた一般
化モーメント法（GMM）を用いて推定をおこなっているので、本論文の推定値とは若干異なっている。
よう。その手法は、最小二乗法によって得た（大域的）推定値の標準誤差変位の差と GWR 推定
から得られた局所パラメターの 75 ％分位点と 25 ％分位点の差を比較するというものである。前









ず社会資本を除いた推定では、集積の経済の局所回帰パラメターのメディアンは 3 ％台から 2 ％
の前半へと一貫して低下していて、分布の四分位偏差も 1980 年の 0.0278 から 1995 年の 0.0242 へ




ら図８、及び表 14 から表 17 よりわかることは、集積の経済のメディアンは 1985 年に 1.7 ％と低
下するがその後 1990 年の 3.3 ％、1995 年の 2.3 ％と低下に一定の歯止めがかかっている点である。
分布の集中及び歪みについても、1980 年から 1990 年にかけて四分位偏差は大きく縮小し（0.0379



















































































を５とするウェイト、（b） 各データの近接標本数を 10 とするウェイトを用いて検定を実行する。
スペースの制約上詳しい表を掲載することができないので、ここでは得られた結果について簡
単に触れておくことにしよう。社会資本なしの場合、空間的自己相関がないという帰無仮説を
５％の有意水準で棄却できたのは 1990 年のみで、GWR が空間的変動を上手くモデル化している
ことがわかる。1990 年のそれは統計量が漸近的に正規分布に従うと想定した場合であり、ランダ
ムサンプリングによる実験分布から求まった確率値からは帰無仮説を棄却できなかった。









GWR のモデル比較として AIC を使うと、問題の 90 年と 95 年の AIC は社会資本の無い場
合、－ 259.7 と－ 238.5、社会資本がある場合は－ 300.07 及び－ 329.8 となっている。したがって
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Residual sum of squares.........　　　0.845387�









Residual sum of squares.........　　　0.860360�









Residual sum of squares.........　　　0.900997�









Residual sum of squares.........　　　0.623938�




























































































Residual sum of squares.........　　　0.844539�









Residual sum of squares.........　　　0.856026�









Residual sum of squares.........　　　0.889220�









Residual sum of squares.........　　　0.622268�

















































































































★　　　　　   　GWR ESTIMATION　　　　　   　★�
★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★�
Fitting Geographically Weighted Regression Model...�
Number of observations............ 118�
Number of independent variables... 3�
(Intercept is variable 1)�
Number of nearest neighbours...... 21�
Number of locations to fit model.. 118�
  �
Diagnostic information...�
Residual sum of squares.........　　　0.318859�



















★　　　　　   　GWR ESTIMATION　　　　　   　★�
★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★�
Fitting Geographically Weighted Regression Model...�
Number of observations............ 118�
Number of independent variables... 3�
(Intercept is variable 1)�
Number of nearest neighbours...... 21�
Number of locations to fit model.. 118�
  �
Diagnostic information...�
Residual sum of squares.........　　　0.295533�
















































































































★　　　　　   　GWR ESTIMATION　　　　　   　★�
★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★�
Fitting Geographically Weighted Regression Model...�
Number of observations............ 128�
Number of independent variables... 3�
(Intercept is variable 1)�
Number of nearest neighbours...... 14�
Number of locations to fit model.. 128�
  �
Diagnostic information...�
Residual sum of squares.........　　　0.162819�



















★　　　　　   　GWR ESTIMATION　　　　　   　★�
★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★�
 Fitting Geographically Weighted Regression Model...�
 Number of observations............ 123�
 Number of independent variables... 3�
  (Intercept is variable 1)�
 Number of nearest neighbours...... 21�
 Number of locations to fit model.. 123�
  �
Diagnostic information...�
Residual sum of squares.........　　　0.203081�


























































































































★　　　　　   　GWR ESTIMATION　　　　　   　★�
★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★�
Fitting Geographically Weighted Regression Model...�
Number of observations............ 118�
Number of independent variables... 4�
(Intercept is variable 1)�
Number of nearest neighbours...... 18�
Number of locations to fit model.. 118�
  �
Diagnostic information...�
Residual sum of squares.........　　　0.159324�



















★　　　　　   　GWR ESTIMATION　　　　　   　★�
★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★�
Fitting Geographically Weighted Regression Model...�
Number of observations............ 118�
Number of independent variables... 4�
(Intercept is variable 1)�
Number of nearest neighbours...... 15�
Number of locations to fit model.. 118�
  �
Diagnostic information...�
Residual sum of squares.........　　　0.109426�





































































































































★　　　　　   　GWR ESTIMATION　　　　　   　★�
★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★�
 Fitting Geographically Weighted Regression Model...�
 Number of observations............ 128�
 Number of independent variables... 4�
  (Intercept is variable 1)�
 Number of nearest neighbours...... 48�
 Number of locations to fit model.. 128�
  �
Diagnostic information...�
Residual sum of squares.........　　　0.437010�



















★　　　　　   　GWR ESTIMATION　　　　　   　★�
★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★★�
 Fitting Geographically Weighted Regression Model...�
 Number of observations............ 123�
 Number of independent variables... 4�
  (Intercept is variable 1)�
 Number of nearest neighbours...... 45�
 Number of locations to fit model.. 123�
  �
Diagnostic information...�
Residual sum of squares.........　　　0.299222�
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図６　集積の経済の箱ひげ図、1985年、社会資本あり�
図７　集積の経済の箱ひげ図、1990年、社会資本あり�
図８　集積の経済の箱ひげ図、1995年、社会資本あり�
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