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I. INTRODUCTION
U NDERSTANDING nonverbal communication is crucial for building really adaptive and interactive robots. Young infants, even at preverbal stages take turn, naturally switch roles, and maintain bidirectional interaction without the use of explicit codes or declarative "procedures" [1] . Among the implicit but important signals of interaction, synchrony and rhythm appear to be fundamental mechanisms in early communication among humans [2] , [3] .
Our long term goal is to understand the emergence of turn taking or role switching between a human and a robot (or even between two robots). Understanding what the good dynamical properties of turn taking are would be an important progress towards maintaining for free robust and long lasting interaction (without explicit programming or explicit signals). It could lead The authors are with the ETIS, University Cergy-Pontoise, Cergy-Pontoise, F-95000, France (e-mail: pierre.andry@ensea.fr; blanchardarnaud@gmail. com; gaussier@ensea.Fr).
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Digital Object Identifier 10.1109/TAMD. 2010.2097260 to the learning of long and complex sequences of behaviors. Moreover, this work is linked to the fundamental question of how a "natural" interaction can emerge from few basic principles [4] . Taking inspiration from numerous studies in developmental psychology on how newborns and young preverbal infants react in interpersonal relations (see next section for a review), this work focuses on the role of rhythm in human-robot face-to-face interaction. Our main goal in this paper is to show that an implicit signal such as the rhythm of the interaction can be used to build internal rewards and enhance the learning of an interacting robot. To do so, we propose a simple methodology illustrating how many good associations can be learned thanks to the conjunction of a rhythm detector with different reinforcement learning rules: is a robot detecting cadence changes able to improve its responses and converge toward a satisfying interaction with a caregiver ? We present an artificial neural network (NN) control architecture inspired from properties of the hippocampus and cerebellum. This model allows online learning and the prediction of the rhythm of the sensorimotor flow of the robot. As a result, the robot is able, from its own dynamics, to detect changes in the interaction rhythm, that is to say changes in the cadence of the gesture production of the human-robot system. The architecture uses the rhythm prediction to compute an internal reward reinforcing the robot's set of sensorimotor associations. Therefore, a stable and rhythmic interaction should indicate that the robot's behavior is correct (generating internal positive rewards, strengthening sensorimotor rules, and allowing to respond correctly). On the other hand, an interaction full of breaks (the time for the caregiver to express his disagreement or even to interrupt the interaction) should lead the robot to change its motor responses due to the internal negative reward and converge toward new ones corresponding to the human's expectancies. Rhythm prediction plays the role of a control mechanism allowing the building of an internal reward, which is used to guide the learning of sensorimotor associations. Finally, we will discuss the importance of the learning rule coupled to the rhythm prediction mechanisms and highlight how rule properties can affect the quality of the interaction, and the learning of the task.
II. INTERDISCIPLINARY MOTIVATION
In the last decade, an important effort has been made to make robots more attractive to human beings. For instance, a major focus of interest has been put on the expressiveness and the appearance of robots [5] - [7] . Targeting the facilitation of human-machine communication, theses approaches have neglected the importance of the dynamics when two agents interact. In our opinion, intuitive communication (verbal or not)
1943-0604/$26.00 © 2010 IEEE refers to the ability to "take turn" and to respond coherently to the stimulations of others without needing the presence of an expert. In summary, it means being able to detect the crucial signals of the interaction and use them to adapt one's dynamics to the other's behavior. Obviously, such an issue questions the sense of "self" and "others," and the position of such notions in the frame of building an interactive robot. In the present work, we do not want to define an a priori boundary between the robot and the external world. We follow a bottom-up approach, testing how the combination of a few low-level mechanisms can allow the emergence of cooperative behaviors without any notion of self. From an epigenetic perspective this combination of low-level mechanisms can then appear as an interesting hypothesis in the discussion of the emergence of self and agency in artificial and natural systems. Among these bootstrapping mechanisms, we will emphasize novelty detection (and more precisely rhythm detection) as a way of building an internal reward structuring the learning of any interacting agent.
In developmental robotics, a lot of research focus on how artificial systems can detect novelty in their surrounding environment in order to learn and generalize new skills, i.e., how robots can, autonomously develop and ground their own learning experience [8] . The notion of environment itself plays a crucial role, with numerous researches focusing on the embodiment or the surrounding physical environment while a few deal with the adaptation to the social environment of the robot. One of the seminal works concerns the role of prediction in the building of the relationships between the environment and the robot. In [9] , the authors showed how multiple internal predictors playing the role of experts can help a mobile robot segment the outside world according to the confidence and the scale of the prediction of each expert. The segmentation of the external world in different categories (and therefore the convergence of the experts predictions) is made online, while the robot is exploring the environment. Another good example of an active exploration and learning of the physical environment can be given by the humanoid robots Cog and Obrero. In [10] , Cog produces random arm movement to roll and push small objects, and use the induced optical movement to discriminate the objects from the background (see also [11] for the same experiment using sound with the robot Obrero). This is used to visually segment the objects and to learn some of their properties (roll versus nonroll, etc.). These experiments are examples in which the robot's progress is directly linked to its activity and the changes it induces. Also in the frame of the exploration of the physical surrounding environment, authors have proposed to introduce the notion of intrinsic motivation in artificial systems [12] , [13] . They propose that self-motivated experiments of a prediction-based controller allow the robot to discover and split its physical environment into a finite number of states. The different areas of interest are segmented and labeled according to the consequence of the experiments on the learning progress of the robot [14] . This mechanism allows the robot to seek the situations where novelty will be the most "interesting" by providing the maximal learning progress (fully predictable and totally unpredictable situations progressively becoming repellers). Such an "artificial curiosity" is a good example of how the building of an internal reward value can drive the development of the robot in its physical environment. Finally, in preliminary experiments Pitti et al. [15] have started to link internal dynamics with the dynamics of a human manipulating the robot. They highlight how synchronization allows to integrate sensing and acting in an embodied robot, and then facilitates the learning of simple sensorimotor patterns. The authors show that the synchronization between input (sensing) and output (action) is a necessary condition for information transmission between the different parts of the architecture and therefore for learning new patterns.
Reviewing these studies, one important question we may ask is: can the same principles of novelty detection and intrinsic motivation be applied to a social environment, for example in the case of an autonomous robot exchanging with a caregiver? The first works started to show that behaviors such as imitation could allow autonomous robots to get for free some adaptation to the physical environment thanks to simple "social" behaviors [16] . Following this idea, we have started to consider low level imitation (imitation of meaningless gestures) as a protocommunicational behavior obtained as an emergent property of a simple perception-action homeostat based on perception ambiguity [17] , [18] . Tending to balance vision and proprioception (direct motor feedback) the controller acts to correct errors induced by an elementary visual system (unexpected movement detection). An imitative behavior emerges without notion or detection of the experimenter. Based on the same principles, [19] highlights how a system naturally looking for the initial equilibrium of its first perceptions (based on the imprinting paradigm) can alternate an exploration of the physical environment and a return to the caregiver for learning grounding. More recently, researches have started to investigate the stability of human-robot face-to-face interactions, using synchrony and antisynchrony as a link between stable internal dynamics and bidirectional phase locking with the caregiver [20] , [4] , [21] , [22] . According to developmental psychology, the ability to synchronize, to detect the synchrony, and the sensitivity to the timing appear to play an important role in early communication among infants from birth on. Works have shown that babies are endowed with key sensorimotor skills exploited during interpersonal relations [3] . For example, the young infants show sensitiveness to timing with the ability to imitate, exchange, and preserve the temporality and rhythm of sequences of sounds during bidirectional interaction with their mother [23] . Neonates (between two and 48 hours after birth) are able to anticipate the causality between two events, and also to express a negative expression if the second event does not follow the first one [24] , [25] . Gergely and Watson have unified these findings in a model of contingency detection (DCM) extending the notion of causality to the social events [26] . According to the DCM model, infants are able to discriminate the causality provoked by their own actions (direct feedback inducing a perfect synchrony with their own motor production) for example when seeing and/or feeling the movement of their own body, from the contingencies of social interactions (due to the regular but nonperfect synchrony between the emission of the stimulus by the baby and the response of the caregiver). From this point, contingency detection have turn to be one of the key mechanism of the development of self and social cognition [27] . In the same line, Prince et al. are interested in understanding the development of infant skills with a model of contingencies detection based on the intermodal perception of audio-visual synchrony [28] . An extended version of this low-level model is also tested by Rolf et al. in order to bind words or sounds with the vision of object [29] .
In parallel, a lot of studies have been aimed at studying how infants detect changes in the other's responses during face-to-face interactions. Since 1978, the still-face paradigm, introduced by Tronick et al. has been widely used and studied (see [30] for a review) especially during preverbal interactions. A still-face consists in the production of a neutral, still-face of the caregiver after a few minutes of interaction. Interestingly, this sudden break of the response and the timing of the interaction induce a fall of the infant's positive responses. The same responses where also measured with the more accurate Double Video paradigm allowing to shift the timing of the interaction using a dual display and recording system [2] . In this second paradigm, the content of the caregiver's responses remains the same as in a normal interaction, but a more or less long decay can be introduced in the display of the mother's responses. Using this dispositive during natural, bidirectional mother-babies interactions, Nadel and Prepin [2] highlight the importance of the timing of the response and show how synchrony and rhythm are fundamental parameters of preverbal communication. Breaking the timing results in violating the infant's expectations, and produces a strong increasing of negative responses.
Consequently, in the frame of a face-to-face human-robot interaction composed of simple gestures (for example an imitation game), our working hypothesis will be the following:
• a constant rhythm should naturally emerge if the interaction goes well (that is to say, if the robot's responses correspond to the human's expectancies); • conversely, if the robot produces the wrong behavior or the wrong responses, we suppose that the human may introduce more breaks in the interaction, for example to take the time to restart the game, manifest his disagreement (even if the robot is not able to process any signal concerning this dissatisfaction), or simply withdrawing the interaction. Therefore, we will present in the next section our model for rhythm learning and prediction, and the internal reward extraction mechanism based on the rhythm detection.
III. MODEL
Our model is an artificial NN divided in two main parts (Fig. 1) . The first part (the rhythm detection and prediction layer in Fig. 1 , up) learns online and very quickly (one-shoot learning) the rhythm of the input-output activity and computes a reward value according to the accuracy of the rhythm prediction. The second part (the sensorimotor learning layer in Fig. 1 , bottom) is a reinforcement learning mechanism allowing to change the input-output associations according to values updated during the interaction.
A. Rhythm Detection and Prediction
The role of this network is to learn and predict the timing of the changing sensorimotor events. The network is inspired by the functions of two brain structures involved in memory and timing learning: the cerebellum and the hippocampus (see [31] for the neurobiological model we have proposed). It processes the sum of information from the sensorimotor pathway (integrating vision processing and the link between vision and motor output, see Section III-B), stimulated each time the human makes a gesture in front of the robot. Consequently, the robot can have information about the whole dynamics of the interactions by monitoring only the flow of its own sensorimotor activity, without having any notion of the other. A single neuron is summing the activities coming from the sensorimotor pathway. When is connected to the input vector, the result is an activity representing the total intensity of the human stimulations. In all the experiments, input responses are the result of a competition applied to the visual detection. Therefore, gives the undifferentiated activity of the successive inputs activated.
The core of the timing prediction is composed of three groups of neurons ( Fig. 1 ): time derivation (TD) group, time base (TB) group, and prediction output (PO) group. A single TD neuron fires at the beginning of new actions (it detects deviation). Therefore, TD detects the successive changes of activation of the input group. TB group decomposes the time elapsed between two TD spikes, with cells responding at different timing and with different time span. It simulates the activities Act of cells of different sizes to the same TD stimulation (such cells are known to be found in the Dentate Gyrus of the hippocampus [31] ) (1) where is the number of the cell of TB, and are the time constant and the standard deviation associated to the th cell. is the instant of the activation of TB by one TD spike.
One PO cell learns the association between TB cells states (the time trace of the previous input stimulation) and the new TD activation (the detection of the current input stimulation). The The potential of PO is the sum of the information coming from TD and the delayed activity in TB.
After one learning (at least the presentation of two input stimulations), TB cells activation leads to the growing activity of PO until a maximum corresponding to the stimuli period (Fig. 2) . The learning is done online, meaning that repetitive activations of the different units of input will lead to repetitive predictions of the timing of the next input by PO. The prediction itself is not linked to a particular input unit, but only to the precise timing at which the next input unit should be observed. At last, comparing PO and TD activities gives the success value of the rhythm predictor. This comparison is used to build the reward for sensorimotor associations learning (6) with the value of the activity of PO in [0, 1.5] at the instant the value of the activity of TD in [0, 1], the instant of TD spike, and in all experiments. The value of is calculated when TD spikes, on the basis of PO state at time .
For example, let us suppose that input is activated with a period . PO learns to predict the timing with a maximal activity at , and the value of is maximal while the frequency of input activation stays unchanged. If, for some reason, the input frequency is changed to a period , then the shape of PO ("bell" curve) will induce a decrease of proportional to the shift between and (see Fig. 3 ). If is too different Fig. 3 . Building the reinforcement R(t). Up: illustration of the principle. The analogical activity of the prediction group PO peaks at the next TD period. By computing the difference between PO and TD when TD fires, we obtain the difference between the prediction and the effective rhythm. If the experiment maintain a constant rhythm, then PO will predict correctly and the TD-PO difference will be positive. At the opposite the more the experimenter changes the timing of its response, the more TD-PO will be negative. Bottom: Experimental record of the TD-PO values. A nominal rhythm is learned at period = 450
ms, and the TD-PO response is recorded for each test period ranging from 0 to 5000 ms.
from the previous , a negative reward is produced (rhythm break detection) at the first occurrence of the new TD spikes. After the emission of the negative reward, will be learned by PO (online learning), being the new reference of the interaction rhythm and the new period predicted. Letting PO learn online the period allows to obtain a system which suits to the changes of timing (see Fig. 4 ), without negative reward if the frequency is slowly changing and sliding during the interaction. Moreover, (1) and (2) allow a one shot learning of the timing between two stimulations. It means that the rhythm is learned once the human and the robot have exchanged two gestures (approximately 3 to 5 s of interaction, depending on the human intrinsic period of interaction ). In the frame of a human-robot interaction, the rhythms cannot be learned faster. During the interaction, the rhythm prediction is constantly updated according to the flow of the input/output information, at each new gesture. Of course, the rhythm prediction can be updated or progressively modified to take into account past value (averaging with a sliding window).
Such properties are welcome in the frame of a real human-robot interaction where the rhythm can slowly vary without negative impact until a strong break arises. When a negative reward is emitted (case of a strong rhythm break), PO is temporally inhibited until the next TD activation. This modulation of PO prevents the learning of the duration of the rhythm break itself and having two consecutive negative rewards.
One of the main interests of this NN algorithm is that PO prediction respects the Weber-Fechner law [31] : the standard deviation of PO activity is inversely proportional to the period of the timing learned. This property is particularly appropriated to the detection of various human-robot interaction rhythms, where for example a delay of 100 ms must not have the same consequence if it happens in a interaction that is carried at 0.5 Hz versus 5 Hz. The global shape of the reinforcement is dependent of the PO activity, itself directly dependent of the incoming energy given by TB cells (3) . TB parameters play a direct role in the accuracy and the shape of PO activity. In the above experiments, the number of cells was tested between 10 and 30 according to the precision of PO needed ( does not affect the global shape of PO activity but the resolution of the curve). defines the center of each curve on the time course since the activation of the battery (at a relative time ). It is important to maintain an overlap of the activity of each cell of TB, otherwise a strict separation would result in noisy and erroneous predictions (in this case the maximum of PO would not correspond to the learned timing). Practically, the value of is proportional to multiplied by a constant, and shifts the center of each curve along the time course. To ensure the overlap of multiples cells and the production of a "bell" curve of PO, is also linked to . More precisely, is inversely proportional to the value of . This ensures that the first cells of TB have high standard deviation, resulting in a "thin" curve, while the last cells have a smaller deviation, resulting in larger curves. This variation of thickness of TB curves induce the variation of thickness of the PO curve at the origin of the Weber-Fechner property (see Fig. 2 ).
B. Sensorimotor Learning
The input-output link (see Fig. 1, bottom) is the sensorimotor pathway of the architecture. Input processes visual information from the CCD camera. The visual space of the robot is split into different areas stimulated by the gestures of the human. For seek of simplicity, the actions of the human are filtered by a color detector, and the human is asked to handle a pink ball (see Fig. 5 ).
Output triggers the robot's motor response. The activation of one output neuron induces the movement of the robot's effector toward a region of the working space. The number of input and output neurons is the same, and the division of the working space is the same on each layer. For example, input first neuron is activated when the upper right area of the visual space of the robot is stimulated, and the trigger of the first output neuron will induce the robot to raise the right arm upside.
In the frame of our experiments, input and are competitive layers forcing the activation of a sole input-output association at a time. Both groups also have activity thresholds, allowing the robot to be still (no motor command) if no relevant input is provided (no significant visual activity). From these properties, we obtain an elementary but reliable basis for a nonverbal human-robot interaction. Each time the human caregiver makes a move (stimulating input neurons) the robot will trigger a motor response. Input-output links are initially random, and in the frame of our experiments, the robot will have to discover and learn the right input-output associations corresponding to the caregiver expectancies. Therefore, finding the good responses corresponds to discovering the right sensorimotor associations among the possible ones. To do so, a learning rule using reward computed by the rhythm detection and prediction Layer (Section III-A) is introduced.
The rule learning input-output associations is directly inspired from the associative search element (ASE) from Barto, Sutton, and Anderson [32] . ASE uses a "generate and test" search process in order to find the correct outputs. To simplify the equations, the letters and stands for input and output groups noise
with the Heaviside function and noise the amount of additional random noise. At the beginning of the experiment the have the same value and the noise value is driving the selection of neurons. It ensures the initial exploration of the search space before any learning. When an output is tested, the correction of the weight is made according to the variation of and (8) with and the weight between and updated at time . For the Input activated at , the network tests the output at and obtain the reward at . This learning rule results in a modification of the input-output link according to the variations of and , Fig. 6 . Therefore, constant online updates of the rhythm prediction produce a new value at each interaction step (that is to say at each new human-robot exchange of gesture), and to change the inputweights accordingly. Doing so, it is important to notice that the convergence time is strongly dependent of the interaction cadency, the value of being updated at each exchange according to each new rhythm prediction.
IV. EXPERIMENTS
In this section, we describe three kind of experiments. 1) A simple human-machine interaction based on key-sound associations. The experimenter has to teach the computer to associate sounds with keystrokes. In this experiment, the human is expert, and the goal is to demonstrate the convergence of the model with a growing number of input-output associations 2) A human-robot interaction with a Sony Aibo robot, testing gestures-gestures associations. The human has to teach the robot to respond with the right gesture among four possible ones, according to four human gestures. In this experiment, we tested expert and nonexpert users in the frame of very limited instructions. 3) A human-robot interaction with a small humanoid Aldebaran Robotics Nao robot. The subjects are involved in the same gesture experiment as experiment 2, and we also tested two groups of subjects, experts versus nonexperts. Taking into account the results of experiment 2, we propose to enhance the learning rule to take into account a delayed reinforcement and we introduce a confidence value to enhance the stability of the robot's associations testing. In all the experiments, we have defined expert and nonexpert subjects as follows.
• An expert user is a subject that knows that the rhythm of the interaction has an effect on the robot learning. It concerns people from the lab aware of this research, and also peoples naive to robotics that are instructed before the experiment that they can change the timing of the interaction or break the rhythm in order to change the robot's behavior.
• A nonexpert user is a subject that is not aware of the robot's functioning, and that has for only instruction the one given to each experiment, without additional information.
A. Human-Machine Interaction: The Sound Experiment
In order to test the feasibility of our model, we have established a human-computer interaction setup. At t , the note emitted is incorrect, and the user interrupt shortly the interaction (or at least change noticeably the timing) to restart the interaction, or for example express his disagree before going on.
1) Setup:
The setup is designed as a game where the expert must teach the computer to produce a given note when he hits a given key. As presented in Section III, the architecture must learn to associate key strokes with sounds, through the interaction (see Fig. 7 ).
2) Results:
We have tested the network with sizes of input and output groups going from two neurons to 10 neurons. In all tests, the number of neurons in input and output is equal, meaning that the search rule had to discover the right set of associations in a set of possible associations. Fig. 8 shows the average time for discovering the right set of associations according to (see Fig. 8 , up) and the progress of the online learning during one experiment, with (Fig. 8, bottom) . The system succeeded in learning the set of correct associations. Obviously, we see in Fig. 8 , up that the convergence time of the architecture is strongly linked to the combinatory of the exploration space before discovering the right associations. For example the experiment presented in Fig. 8 , bottom took approximately seven min of interactions before fully converging. The network is running permanently, but it is important to notice that the learning rule can only be triggered after each update of the interaction cycle. Therefore, the time taken to converge is not a limitation of the algorithm, but a limitation imposed by the user's cadence taking the time to interact every two or three s in the frame of such a keyboard-human game. If we take for example the sequence of 10 elements, it means that the interaction has to go through the test of the 100 possible input-output associations. With an interaction cycle of three s, this gives us a "theoretical" total interaction duration of 300 s, without taking into account the additional time taken to break the interaction. Our algorithm converges in a mean time of 445 s of intereaction.
The choice of this first test (under the form of a human-computer interaction using sounds, for seek of simplicity) allows the human to quickly and intuitively react to the sound emitted by the computer. With such a simple setup, all the tests where done with an expert user, that is to say a user confident with the interface, and who knows that he can use the rhythm to control the learning. The objective of this experiment was to show that the Fig. 8 . Mean convergence time for discovering and learning n associations in a set of n possible ones through a keyboard-sound interaction and using the rhythm of the interaction and a classical reinforcement rule. Up: mean time in seconds to converge to the right set of associations according to n. To each value of n corresponds the mean value of a set of five tests conducted with the same experimenter. Bottom: learning progress during one experiment consisting in the discovery of 10 key-sound associations among 100. Each association discovered gives one point, and the convergence takes about 11 000 computation steps (see text for more details about convergence time).
convergence of a classical reinforcement rule was possible when combined with a neural network rhythm predictor learning online, even with a large amount of possible sensorimotor associations (here, up to 100 associations). "Large" must be here understood as an important set of associations to be explored in a limited time of interaction. In all the experiments, the first association have always been the most difficult to discover. While none of the responses of the system are those expected by the user, it is difficult to establish a default rhythm of interaction. Conversely, once a first association is discovered and learned, the user tends to use it to support the exchanges, installing a default rate with the system before testing the new keys, and so on.
B. First Human-Robot Experiment 1) Setup:
For this experiment, we have used a Sony Aibo robot. The robot was seated on a table in front of the human (see Fig. 9 for an illustration). The robot controlled four degrees of freedom (the elbow and the shoulder of each arm), and the head was still. The control architecture was implemented with four different actions: raising the left foreleg, raising the right foreleg, lowering the left foreleg, or lowering the right foreleg. The task was a "mirror action" game where the robot has to learn to make the same action as the human.
The robot must produce the same action, on the same side, as the actions done by the human (human and robot being face-toface). During the game, the robot has to explore its motor repertory when stimulated by the human, and discover and reinforce the mirror gestures of the human's ones. Consequently the robot Fig. 9 . Setup of the a "mirror action" game with Aibo.
had to discover the four associations corresponding to the imitative actions among 16 possible ones.
2) Instructions: The subjects where told to "teach the robot to do the same action." To illustrate the instructions, a little program was run to show the four possible actions of the robot using the two upper legs. No additional instruction was given to the subject (if the robot is able to process speech, face, etc.). Such a setup was done to easily engage the human to lead the interaction, and also to give as less as possible cues about the functioning of the robot, especially for nonexpert users. The human proposes a gesture and wait for the robot's response, but he has no access to any special interface indicating to the robot if the response was good or bad. At the end of the experiment, we questioned the subject about the quality of the interaction, the teaching procedure they used, and if they could understand how the robot was learning.
3) Results: Experts: For all expert subjects, the learning of the four input-output associations was completed in a mean time of four min of interactions. Fig. 10 shows the result of one experiment conducted with an expert according to the setup described in the previous section. The correct learning of the four associations took approximately three min. 1 As in the sound experiment, the experts found the first association the most difficult one to teach because they have no basis to trigger a constant rhythm and therefore, no basis to control the reinforcement. Most of the experts, and especially the experts naive to robotics (but instructed to use the timing to change the robots learning) also felt the robot's action choices as inconsistent during the experiment. The interaction was found to be "disturbing," or "unstable," because of the robot changing randomly the exploration of the sensorimotor associations. This behavior of the robot is directly linked to the noise parameter added to the activity of . If this variable is fundamental in the exploration of the search space by the algorithm, the corresponding robot's behavior is felt as inconsistent by the experimenter, changing from time to time the action, "for no reason." This situation particularly happens at the beginning of the experiment, when is too week to induce strong changes of the letting the noise value decide the winning output. 
4) Results: Nonexperts:
None of the five nonexpert subjects succeeded to teach the robot the four input-output. The best score was the teaching of two associations (population mean score: 1.4 taught association), with a mean interaction time of 5.2 min. When questioned, none of the subjects detected that the timing of the exchanges played a role in the learning of the robot. When combining data record (mainly the robot's inputs) and responses of the subject to an interview about the quality of the interaction, we can formulate the following comments.
• As for the expert subjects, the nonexperts felt the robot behavior as inconsistent, changing randomly the actions. A more "stable" behavior in the responses of the robot would have helped the subject to take the time to work on a given sensorimotor association, testing it iteratively and giving more chance to install an interaction rhythm.
• There is a strong overlap between the duration of actions and reaction of the nonexperts whatever this duration is linked to a positive or a negative reward (see Fig. 11 ). In this experiment, the variance and overlap for each category shows that there is no obvious distinction between the timing of successful actions and incorrect ones. We can explain the variance of positive actions as follow: cadences are not always the same, and the period of a constant satisfying interaction can slide during the experiment. This effect is taken into account by our algorithm that adapts to small successive variations of the rhythm. We can explain the variance of negative actions as follow: when observing the experiment and the inputs of the robot (reflecting the timing of the subject's actions) nonexpert users often carry-on the interaction at a constant rhythm when the robot is wrong, waiting two or three wrong actions to make a strong break. This explains that the duration of negative actions and reactions overlaps with the positive ones. Such information allows us to think that if an algorithm using immediate reinforcement is suited for experts (they immediately break the rhythm after a wrong answer) it may not be the case in the frame of nonexpert users, waiting a mean of two or three wrong responses before breaking the interaction. In this case, our algorithm should also take into account the delayed rewards, for example to distribute the effect of a negative reward on the two or three past associations.
• Finally, and more generally it is important to mention that experiments lasting more than four min were found to be tiring by the nonexperts. We did not conduct an intensive research on how to identify precisely the time during which a human could accept to interact with such a setup. The number of variables is too important (it would require a strong analysis of the experimental condition) and such a study is out of the scope of our competences (the human being in the loop, it would require a psychological study about the human acceptance of interaction with such artificial systems). Nevertheless, these naive but recurrent observations of tired or bored reactions after four or five min of interaction let us suggest that it is a limit for studying a "one shoot" interaction with our autonomous robots (being given the entertainment level of our robots).
C. Second Human-Robot Experiment
To investigate the limitations of the first set of robotic experiments, we tested a second learning rule, in order to: 1) take into account a delayed reward, for example, if the break of the rhythm does not only concern the precedent input-output association: and 2) to give to the robot the possibility to maintain the associations longer in order to test more strongly if a rule must be learned or unlearned.
1) The PCR Rule: The probabilistic conditioning rule (PCR) [33] was proposed to allow mobiles robots to learn the correct set of perception-action associations when receiving delayed reward. A typical task solved by PCR was to allow a mobile robot to learn the right actions to do (go ahead, turn left or turn right) in order to escape from a maze. Each branch of the maze was recognized by the robot using vision (the recognition of the places being the inputs of the learning network), and the robot received negative rewards each time it bumped into a wall, and a unique positive reward when escaping from the maze. The rule was designed with the following properties:
• the robot must be able to test a given number of hypothesis during a given amount of time before deciding to learn or not (for example, always turning left when sensing a wall close to the front sensors); • the robot can manage delayed reward, thanks to a memory of the associations that where selected since the last reward (for example, rewarding the robot only at the exit of the maze). Whereas this learning rule was initially designed to solve tasks of mobile robotics with external motivations, we found interesting that its properties should fit with some of the issues of our first robotic application.
In order to be able to reward past associations, PCR uses a correlation over a sliding window in order to keep a short term memory of the activated inputs , outputs , and associations with
In order to be able to test a given association longer, a confidence value is introduced. This value represents how the corresponding association is trusted by the architecture. A high value of indicate that the corresponding association between and should not be changed. Otherwise, a weak value of indicate that the association must be changed because not rewarding. Consequently, is used to change the confidence value of associations if then the confidence value is updated (10) (11) with , the global reinforcement signal from PO, the learning speed, the reinforcement factor, a forget factor, and the reward threshold. if otherwise. Moreover, is the STM memory of the past associations calculated with (9) and (12) At each iteration, the confidence of each association is tested. If a random draw Rand is higher than the confidence, then the weight value and its confidence value are inverted if and then (13) Fig. 12 . Setup of the "mirror action" game with Nao. The robot is seated in front of the user. As in the Aibo experiment, a pink ball mediates the interaction, but more freedom is given to the experimenter thanks to a tracking algorithm of the ball.
The less the confidence is, the higher the probability to change the rule is. The mechanisms of confidence inversion is also very important, allowing also punctual tests of new rules even when all the associations have a strong confidence. For example, there is always a very small probability to change an association that is at 0.99 of confidence. If this case happens, the benefit of the past learning (that has driven the rule to a 0.99 confidence) is not lost: the new rule will only have 0.01 value of confidence, meaning that it should come back rapidly to the previous association. Using this mechanism the network is able to test punctually new hypotheses before changing for sustainable responses.
Finally the output is selected according to Act noise (14) with Act Act otherwise (15) 2) Setup: Fig. 12 illustrates the experimental setup. Nao is seated on a table in from of the user.
The head, torso, and arms are freed. We added a simple algorithm allowing to track the pink color with the head (two degrees of freedom, pan and tilt axis). This enhancement allows Nao to follow the pink ball when the experimenter moves it. The tracking behavior gives more freedom to the experimenters moves (allowing movement with a large amplitude while being seated at approximately 1 m from the robot) and also provides an important feedback to know if the robot is looking at the target. Nevertheless, if the experimenter decides to hide the ball from Nao's field of view, the head comes back to a central position. A side effect of the pink tracking induce sometimes that Nao looks at the head of the experimenter (depending on the skin tone) if no other pink stimulus is present in the field of view. We decided to keep this side effect, because: 1) it does not change the tracking performance (the pink ball is always the winning stimuli); and 2) it adds a coherent interactive behavior to the robot (the robot is looking at the head of the experimenter if the ball is hidden, that is to say when there is nothing to do).
3) Instruction: As in the previous experiment, we tested two kinds of users: experts and nonexperts (as described in Fig. 13 . Illustration of the instructions given to the experimenter: "try to teach the following actions to the robot: when you raise the left arm, the robot should respond like this, etc."
Sections IV-A and IV-B). Both types of subjects are instructed to use the pink ball to teach the robot to make the same moves, and were shown the illustration of Fig. 13 . All subjects are free to interact with the robot as long as they wish. Subjects were instructed that they can, if they wish, talk to the robot, but none were informed if the robot was able to process or understand what the subject was saying. No other oral or written instructions were given to the subject. The group of experts was composed of 10 subjects, and the group of nonexperts was composed of eight subjects.
4) Results: Experts:
For the experts, the results are similar to the previous Aibo experiment. The network converges toward the imitative associations with a convergence speed similar to the ASE inspired algorithm (with a mean time of convergence of 4-5 mn). The use of an algorithm able to cope with delayed rewards did not change the convergence time, since experts have a tendency to immediately break the rhythm after robot's wrong responses and therefore, providing immediate feedback to the system. According to the subject's interview, the quality of the interaction had been noticeably improved thanks to the use of the confident value on the weights. When Aibo was perceived changing randomly, with no reason the actions, Nao is perceived far more stable in testing the same set of actions, before changing the weights. In the frame of expert subjects, using the rhythm of the interaction appear to be an efficient mean of teaching the robot to learn new associations. The interaction is free, without use of any programming skills or debugging information. Interestingly, when parametrizing the robotic setup, we have noticed that trying to use a debug (display of the activity of the neurons) to explicitly see when the predictions fires in order to manage our actions and test the rhythm break detection brought poorer results than naturally interacting with the robot.
5) Results: Nonexperts:
Results with nonexperts were found to be in progress compared to the Aibo's experiment. None of the nonexperts managed to achieve the learning of the four associations, all subjects obtained at least a score of two correct associations, and six subjects obtained a score of three correct associations (mean group score: 2.8). Experiments were lasting between three and six min (mean time of duration: 4 min 20 s). The reason for not obtaining perfect scores can be explained by the fact that nonexperts often use different strategies in the same experiment. As shown in Fig. 14 , illustrating the course of a whole experiment, the subjects can combine multiples strategies in order to teach and test the robot. Among the strategies used by the subject, we can identify three ones that have been often observed.
• The first strategy is consistent with our working hypotheses: the subject have a stable rate of actions when the robot responded correctly and breaks the rhythm once the robot starts to make the wrong actions, or a succession of two or three wrong actions. This strategy was observed as a part of all subject's interaction. It was more used among the subjects that did chose to speak to the robot, accompanying the correct actions with positive words during the movement, while taking the time to speak (and break the interaction) when responses were wrong. Nevertheless, if this strategy was part of the interaction, it was never the sole one, explaining why the subjects never succeed to reach a score of four.
• We observed subjects simply "scanning" the possible responses of the robot without changing the action's rate.
The result of such a behavior, is that the architecture generates positive reward for all input-output associations tested during this "scan," whatever they are correct or not. Such a strategy affects strongly the interaction, since it results in lowering the score and producing wrong associations that will have to be unlearned before the robot proposes new ones. Interestingly, it appear that such a strategy is also consistent with our initial hypotheses: the subject simply wanted to check if the robot responds to every possible stimulation, and the fact that the robot responds by an action-whatever the action itself-is precisely the behavior expected by the human, therefore continuing the check rhythmically (but reinforcing wrong input-output associations).
• A last strategy was often observed at the end of the experiment (most often after four to five min of interaction), when the subject started to get bored by the interaction and the fact that not all the associations could be learned. In this case, the subject simply accelerate strongly the rhythm of the exchanges, in order to go as fast as possible to see if at some point, "by luck" the robot will perform the correct actions. Table I summarizes the mean proportion of each strategy observed among the eight nonexperts. This table is based on a combination of visual observation of the experiment, subjects interview and a record of the robot's inputs reflecting the cadency of the subject's actions. The proportion of the expected behavior represents 38% of the interaction. The subject speaking to the robot has a higher proportion of this behavior, corresponding to a mean of 56% of the interaction (observed with three subjects). If the proportion of the "scanning" behavior is limited, such a behavior has a strong negative effect on the course of the interaction, as explained above. The strong proportion of "other" behaviors is explained by parts of the interaction that we were not able to identify, and transitions between identified behaviors. All these data suggest that rhythmic components are present and can be exploited at the same time to improve the learning of the robot, and to enhance the quality of the interaction. Nevertheless, solutions strictly predicting the rhythm of the interaction cannot be the only ones guiding the robot's learning, as shown by the nonexpert score. Of course, the performance is highly dependent of the instructions given to the subjects. For example, an instruction such as "you have to talk to the robot when its behavior is wrong" is a way to guide the subjects toward an appropriate behavior for such algorithms. In the present paper, we decided not to give such instruction, especially instructions that would have constrained the subject's behavior in case of wrong responses of the robot. We wanted to obtain an evaluation about the usability of rhythm's prediction in the frame of the less constrained interaction as possible. With the same idea, we have chosen to limit the robot's behavior, but improvement could lead to enhance the results. For example, some component of the behavior (such as the legs balancing, or changes in the eyes' color) could indicate that the robot perceives a rhythm and provide a behavioral carrier to the caregiver, that is to say, turn the interaction in a bidirectional exchange. To illustrate the perspectives of using the rhythm of the interaction as a tool for human-robot interactions, we propose in the next section to give a brief description of an ongoing research where the rhythm detection plays a different role.
V. PERSPECTIVES IN HUMAN-ROBOT INTERACTIONS
This research is about the learning and recognition of facial emotional expressions in the frame of a face-to-face interaction with a robotic head [34] . As in the previous experiments, the robot has no notion of others. The robotic head is simply expressing, alternatively, five different expressions (due to an arbitrary variation of its internal state). The control architecture is composed of an advanced vision system, processing the detection of feature points of the visual flow and the categorization of the position (where) and the local content (what) of the selected features points. The robot is then able to associate the result of the visual detection and categorization with the current expression or the current internal state triggering the current expression. If a human comes and starts to imitate the robot, then he closes the loop of the interaction. The human returns a visual equivalent of the robot's own "muscular" facial expression. Such an experiment shows that a categorization of the visual emotional expression is possible with an unconstrained vision system that just learn the properties of the features points of all the scene. Once the salient features of the scene are extracted and associated with the corresponding internal emotion, the robot is able to respond to the human with the same emotional expression. The roles are reversed and the robot is now able to recognize and imitate the facial expression of the human, without knowing what a human, a face or an agent is. But to be able to ground the visual categorization, the robot must be able to learn only when the human is interacting. And as mentioned above, the robot have no notion of what is a face or a human. An elegant solution resides in the use of the interaction rhythm to provide the information that the robot is effectively interacting with a human face. In such an experiment, the rhythm detection and prediction mechanism is exactly the one described in Section III-A. Because the robot is imposing the rhythm of the interaction, the imitating human is producing a rhythmic response that can be perceived by the robot (just a computing of the sum a visual movement detected). The rhythm prediction plays the role of a modulation, supporting the categorization of the visual field when the movement detection coincide with PO activity. Moreover, the rhythm information can then be the trigger of the learning of the difference between "face" and "nonface" visual categories, that is to say between "rhythmic" and "nonrhythmic" visual stimuli ("rhythmic" referring here to the stimuli that is locked on the rhythm of the robot actions).
VI. CONCLUSION
In this paper, we have presented a NN model able to learn and predict the rhythm of an interaction. Following a bottom-up perspective, the input of the rhythm detection is the sensorimotor pathway of our architecture. By monitoring its own sensorimotor dynamics, the autonomous robot has access to the rhythm of the whole interaction it is part of. This principle allows artificial systems to learn from human behavior and uses social cues without any notion of what a human is. We have shown that a combination of rhythm detection and classical learning rules allows a familiar user to drive the learning of the robot's sensorimotor associations without using any explicit setup or ad-hoc procedure to reward the robot. We have showed that the use of a more elaborated learning rule taking into account: 1) a delayed reward; and 2) the sustain of the tested associations, increases the quality of the interaction. We have also tested our architecture with nonexpert subjects, showing that our working hypotheses were partly covering the strategies used by the human. If rhythm variation is not the only behavior used by nonexperts, it is nevertheless a mechanism that stays present in the interaction. Finally, we have suggested and illustrated another use of rhythm detection allowing a robotic head to detect that a human is interacting, thus triggering the categorization of the visual stimuli. All theses experiments show that taking into account the timing of the interaction is a necessary condition to develop adaptive skills from the social context. The timing is one of the sole amodal dimensions of the social interaction. Therefore, it can underly the interaction and the use of all the other modalities. If our experiments with nonexperts show that such a property is not sufficient to allow an optimal learning or framing of the interaction, rhythm prediction seems to be a promising tool that needs to be combined with other learning strategies, and especially learning rules exploiting the other modalities.
Prepin et al. have recently proposed that rhythm and synchrony play the role of phatic signals of the preverbal interaction [35] . The authors highlight that the term phatic, " usually used in a verbal context to define periverbal signals whose function is to structure and regulate the interaction, is also adapted to the nonverbal interaction where these signals are at the same time exchanged signals and regulation signals..." 2 In future work we wish to extend the role of the rhythm as a regulation signal. Our next working hypothesis will be to show how predicting the rhythm can play the role of an internal signal, for example generating positive (correct predictions of the timing) versus negative feelings (wrong predictions). These positive or negative internal values could be expressed by the robot and lead to changes of the human's behavior. Thus, changing the rhythm could modify the internal state of the robot, internal state whose expression would subsequently change the human's responses and rhythm. Testing such a model could be an interesting step toward the establishment of locked versus unlocked phases of interaction, allowing a progress toward the establishment of turn taking and/or role switching.
