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Abstract  
Influence Diagrams (IDs) are formal tools for modelling decision processes and for 
computing optimal strategies under risk. Like Bayesian etworks, influence diagrams 
exploit the sparsity of the dependency relationships among the random variables in 
order to reduce computational complexity. In this note, we initially observe that an 
influence diagram can have some arcs that are not necessary for a complete description 
of the model. We show that while it may not be easy to detect such arcs, it is important, 
since a redundant graphical structure can exponentially increase the computational time 
of a solution procedure. Then we define a graphical criterion that is shown to allow the 
identification and removal of the redundant parts of an ID. This technical result is 
significant because it precisely defines what is relevant to know at the time of a decision. 
Furthermore, it allows a redundant influence diagram to be transformed into another 
ID, that can be used to compute the optimal policy in an equivalent but more efficient 
way. /E 1998 Elsevier Science Inc. All rights reserved. 
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1. Introduction 
Influence diagrams are graphical models used in decision theory for mod- 
elling decision processes in an uncertain domain. Like Bayesian etworks [2,7], 
an ID is a structure built by qualitative and quantitative information 
[1,3,5,6,9-11]. The uncertainty is modeled by means of a set of random vari- 
ables. The variables are represented by nodes of a directed graph whose arcs 
represent the dependency relationships among them. Also the decisions and the 
utility function are modeled with nodes of the graph. The graph constitutes the 
qualitative part. The quantitative part is related to a number of conditional 
distributions that must be associated to the random nodes. The ability to de- 
compose the joint distribution of the random variables with the product of 
smaller conditional distributions local to the nodes is the main characteristic of 
IDs (and Bayesian etworks). This allows the description of the model and the 
complexity of solution procedures to be reduced, in such a way that also large- 
sized models can be treated. 
The decision odes creates ome differences between influence diagrams and 
Bayesian etworks [13]. One of these is the effect of a redundant graphical 
description of the problem. In IDs a redundant graphical structure can have a 
great impact on the complexity of a solution procedure, up to inhibiting the 
achievement of the solution. In the paper we describe the problem in detail and 
introduce a graphical criterion that allows the redundant part of an ID to be 
identified and removed. By means of such a procedure, a generic influence 
diagram can be transformed into another, equivalent ID, without redundancy. 
The paper is structured as follows. Section 2 formalizes the ID model, in- 
troduces ome notations used in the sequel and outlines the similarities between 
IDs and Bayesian etworks. Section 3 introduces the problem by means of 
some examples, and highlights the relationship between a redundant descrip- 
tion and the solution complexity. Section 4 defines the criterion for removing 
the redundant parts of the graph and provides the formal justification of such a 
procedure. Section 5 applies the results to an example graph. Section 6 gen- 
erally discusses the impact of decision nodes on complexity, outlining more 
precisely where the results of the paper come into use. Finally, Appendix A 
briefly reviews d-separation, whereas a lemma used in Section 4 is proved in 
Appendix B. 
2. A formal description of influence diagrams 
In this section we present a formal description of influence diagrams and of 
related concepts. The formalization follows the line introduced by Ndilikili- 
kesha [4]. 
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Let G- -  (N,A) be a directed acyclic graph (DAG) where N is the set of 
nodes and A C_ N × N is the set of arcs. 
For any node t E N, define n(t) = {s E N [ (s,t) E A} and a(t) = 
{s E N [ (t, s) E A}, respectively the sets of direct predecessors of t and of direct 
successors of t. A node t is called a source if n(t) = 0 or a barren if a(t) = 0. For 
any set W C_ N, let n(W) = Ut~wn(t) and _n(W) = WU n(W). 
The nodes are partitioned into three sets: N = C U D U {v}. The nodes in C 
are called chance nodes, the nodes in D decision odes and v is called value node. 
The arcs entering a chance or the value node are called conditioning arcs; the 
arcs entering a decision node are said informative arcs. 
Any node t E N is associated to a variable Xt E Qt, where If2t[ < c~; a generic 
value of Xt is denoted by xt. If F¢ is a generic non-empty set of nodes, Xw 
denotes the vector of variables indexed by the elements of W and with values in 
f2w -- ×tcwf2t. If t is a decision node, Ot is the set of the decisions associated 
with t; if t is a chance node, the values in f2t are the possible states of the 
random variable Xt and for any value of X~(t), it is defined the conditional 
probability distribution P[XtIX~(t)]. The case of the value node is slightly 
different. The node v must express the utility value that is the consequence of a 
certain state of v parents and therefore should contain a function 
u : f2~(~) ~ f2~. The same concept is expressed in a different way by considering 
X~ a random variable and realizing the function u by means of the probability 
1 ifX~ = u(X~(~)), 
P[X~ [ X,(~)] = 0 otherwise, 
(1) 
in fact, u(X~(~))= ExoX, P[X~[X~(~)]. In the rest of the paper we use the 
probability description of the utility function. Using probability (1) has the 
advantage of treating the value node as a random variable. 
Definition 1. An Influence Diagram is a pair (G,P) such that: 
1. G = (N,A) is a DAG such that N = CUDU {v} and the following con- 
ditions are satisfied: 
[i] v is barren; 
[ii] there exists a directed path connecting all the decision nodes and only 
them (single decision-maker p operty); 
[iii] the direct predecessors of any decision node are direct predecessors of all 
the subsequent decision nodes (no-forgetting property); 
2. P is the family of conditional distributions associated to the nodes in 
c u {v}. 
The nodes in D model the decisions by means of decision functions. 
Definition 2. Let G = (G,P) be an ID and t a decision node. A function 
dt: f2~(t) -~ f2t is called a decision function of t. 
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Definition 3. A strategy for an influence diagram is the function 
s : O~(D)\o ~ 12o resulting by the application of all the decision functions. A 
partial strategy SK is a strategy related to a subset K of decision nodes. 
Note that, as in the case of the value node above, the decision function of t 
can be expressed in an equivalent way by means of the following probability, 
1 ifXt = dt(Xn(t)), 
P[Xt Ix~ct)] = 0 otherwise. 
When a strategy is fixed, the latter probability makes it possible to associate 
a set of conditional probabilities to the decision nodes and hence to formally 
treat the decision odes too as chance nodes. In this case any node of the graph 
is formally a chance node. Since the graph is directed and acyclic, the model is 
formally a Bayesian etwork. For this reason the d-separation criterion [7] can 
be defined over an influence diagram (see Appendix A for a short review of 
d-separation). Notice that the d-separation does not depend on the fixed 
strategy and therefore is still a pure graphical criterion. In the present work we 
denote by 
H .L L 
M 
the d-separation of H and L by means of M, for any triple of disjoint sets of 
nodes (the same notation is also used for single nodes). 
The equivalence between influence diagrams and Bayesian etworks allows 
the factorization theorem to be extended to IDs in a straightforward way, 
Ps[XN] = H P[X, IX~(t)]HPs[Xr Ix.(r)]. (2) 
tECU{V} red 
In other words, the joint distribution is the product of the conditional dis- 
tributions of the nodes. The subscript s indicates that a strategy must be fixed 
in order to define a joint distribution, since the decision nodes are interpreted 
as chance nodes only in this case. Different strategies lead to different joint 
distributions and therefore to different expected values for the utility. The 
expected value is defined as 
E,[Xv] = ZXvPs[Xv] = ZXvI-[P~[Xt X,~(t)] (3) 
Xv XN trN 
(where the product of conditional distributions i written in a shorter form, but 
it is clear that the subscript s is only related to decision odes probabilities. We 
use the same notation in the rest of the paper). 
Definition 4. A strategy s* is said optimal if for any other strategy s, 
Es[Xv] <~Es, ~v]. The quantity Es,[Xv] is said optimal expected value. 
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A procedure solves an ID if it computes the optimal expected value and the 
associated optimal strategy. 
3. Redundancy in influence diagrams 
In this section we briefly emphasize the relationship between what is relevant 
to a decision and the computational complexity of an ID solution procedure. 
Consider the simple influence diagram in Fig. 1, where the chance nodes are 
represented by circles, the decision odes by boxes and v is the value node. The 
diagram is modified in order to satisfy the no-forgetting property, and the 
result is the diagram in Fig. 2. 
It is clear that the diagram describes the phenomenon with a redundant 
graph. In fact, since only Dk directly influences the state of the value node, it is 
not necessary to know the state of any other node in order to compute the 
optimal expected value. The same computation can be carried out in an 
equivalent way on the simple ID in Fig. 3. 
In other words, the partial strategy related to the nodes D1,...,Dk_1 can be 
chosen arbitrarily because it does not influence the optimal expected value. 
Thus a solution procedure can be applied to the influence diagram in Fig. 3. If 
the solution algorithm had used the diagram 2, then part of the computation 
time would uselessly be spent. Let us suppose for simplicity that the decision 
variables are binary. The decision function of Dk, do, : f2~(Dk) ---' f2Ok, depends 
Fig. 1. A simple redundant ID. 
ooo 
Fig. 2. The original diagram transformed to satisfy the no-forgetting property. 
Fig. 3. The reduced influence diagram. 
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on the state of I~(Ok)l binary variables, i.e. on 22k-1 states. The optimal deci- 
sion function must be determined considering the optimal decision for any of 
the above states. For this reason a generic solution algorithm must at least take 
into account all such states. It follows that the complexity depends on a term 
O(22k-1). The same task takes a negligible time on diagram 3. 
Notice that, while the simple structure of diagram 1 allows an easy identi- 
fication of the redundancy, it may not be that easy for more complex graphs 
like the graph in Fig. 4. 
In Section 4 we define a criterion for identifying the redundant arcs and we 
prove its correctness. Then we apply the transformation to graph 4, showing a 
substantial reduction of the structure. 
4. Graphical identification of redundancies 
The graphical criterion is based on some set of nodes defined over an in- 
fluence diagram. 
Definition 5. Let ID = (G,P) be an influence diagram, where D = {DI , . . .  ,Dk} 
and the order of the decision nodes is D1 < D2 < ... < Dk. Vi = k , . . . ,  1 we 
define the set 




Fig. 4. A redundant influence diagram. 
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where G~ = G and Gj, 0 ~< j < k, is the graph G in which all the arcs from FD, to 
Dr, VI = k, k -  1,. . .  , j  + 2, j  + 1, are removed. 
Theorem 7 is just based on the above sets. Informally, it shows that 
Vj = 0, 1,. . .  , k -  2,k -  1, graph G 1 can be used in the place of graph GI, 
j < l ~< k, in order to compute the optimal policy of the influence diagram 
corresponding to Gt. This is useful since graph Gj is obtained by deleting some 
arcs of Gt (zero arcs in the worst case, but possibly more, as Section 5 shows), 
and hence the complexity of resolution of Gj is bounded from above by the 
complexity for solving Gl. Consider the case l = j + 1. FD~ is the set of nodes 
that allows the arcs that can be deleted from GI to be identified in order to 
obtain Gj: all the arcs from the nodes of FD~ to Dt are shown (Theorem 7) to be 
non-informative for the purpose of computing the optimal decision related to 
Dr. Such nodes are characterized on the basis of the separation property de- 
scribed in Eq. (4). Informally, the nodes of FD, are a subset of parents of Dz 
such that every node (t) in the subset is d-separated from the value node, when 
Dz and all the remaining parents are given. Let us see how the set FD, can be 
detected on the example influence diagram of Fig. 5. 
In the example there is only one decision node and hence the only set to be 
defined is FD. Since for definition FD is a subset of the parents of D, we examine 
every parent in order to check the separation condition in Eq. (4). It is clear 
that node A does not belong to/'D. In fact, _~(D) \ {A} is {B,D} and A -L{B,D} V 
does not hold because A is d-connected to v along the path A ~ C ~ v. On the 
contrary, B ~ FD since re(D) \ {B} is {A,D} and B 2_CA,D }V. The latter is true 
because the paths between B and v are all blocked (see Appendix A for the 
definition of blocked paths and blocking nodes): the paths passing through 
D are blocked just by the same decision node; the remaining path, i.e. 
B ~ A ~ C ~ v, is blocked by A. It follows that 1" D = {B} and hence that the 
arc B ~ D can be removed. Observe that B becomes a barren node. Generally, 
the removal of some arcs from the diagram can cause some nodes to become 
Fig. 5. Example of detection of non-informative arcs. 
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barren. Such nodes can be removed from the graph as well, since a barren node 
does not influence the optimization [8]. 
Now we state a result, proved in the appendix, that is used in Theorem 7. 
Lemma 6. Let ID = (G,P) be an influence diagram. 
Foj _k v in Gi, i=  1, . . . ,k.  
n_(oi)\ro~ 
Theorm 7. Let ID = (G,P) be an influence diagram, where D = {D1,...,  Dk} and 
the order of the decision nodes is D1 < DE < "" < Dk. Removing all the arcs from 
FDi to Di, Vi = k , . . . ,  1, preserves the optimal expected value. 
Proof .  Let us consider the expected value of the utility function for a fixed 
strategy s: 
=  xoP, X ] = (5) 
Notice that the last summation is taken over all the states ofX~(D,), but many 
of the states of n_(Dk) are not compatible, in the sense that they do not agree 
with Dk decision function, i.e. there exist states xok and x:(ok) such that 
P[xok [ x~(a~)] = 0. These states imply P,[X~,X~wk) ] = 0 in the summation (5), 
and for this reason can be excluded. In the following derivation it is implicitly 
assumed to sum only over compatible states. 
Let us take formula (5) into account again. 
XvP,[X..X~(D~)] = ~ XvP,[X~ [X_~(~k)IP~[X_.(z~,) 1, (6) 
Xv ~V~Wk ) Xv ~(Ok) 
for the chain rule. By the application of Lemma 6, formula (6) becomes 
y~ X~P,[X. I X~(D,)\ro,]P,[X~(D,)] 
xv,x,( o, ) 
= Z X:Ps~(v [X,(D,)\rjP[Xo, I X~(D,)]Pso\<ok~ [X (Dk)] (7) 
xo~Iok) 
= ~_, X~P,[X~ ]X~_(D,)\rok]so, P~\~oki[X~(o,)], (8) 
emphasizing that the probability P[XDk [ X~(Dk)] is the decision function of Dk. 
Reordering the terms and denoting f(X~,X~_(Dk)\rok)=XvP~X~ I _~wk)\r~k ], 
formula (8) becomes 
= x.(ok) Z f  Xv,Xn(D~)\ro k SDk • (9) 
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Let us now consider the maximum of the expected value, 
E:  {Xv] = max E, {Xv] 
=max~_.P~o\~o,~[X~(o,)](x.~_.f(X~,X~_(o,)\ro,)so, ) 
X~Wk ) \ ~,XOk 
= max ~_,P~o\,o~}[X.(o,l](max y~f(X,,X~_(o,)\ro,)so~), 
sD\(°tIx~(Dk) \ ~°k Xv,Xok -- -- 
(by Eq. (9)) 
Let us consider the inner maximization. The partial strategy so\{D,} can be 
considered fixed. In such a case, 'v'X~(o~)  f2,~iD~), f describes the set of values 
F&(o, ! = {f (xv,Xn_(ak)\rok) [ Xv 6 f2v,XD~ 6 ~2Ok}. The maximization of the inner 
sum is equivalent to choosing, VX~(o~) E O~(ok), the maximum of Fx,(ok> by fixing 
the associated state of Xo, (and, consequently, the state of Xo). Let us consider 
any two states X'~(O~),X'~(Dk ) E O~(Dk) that differ only for the state of Fo~, i.e. 
x' . . . . . .  £' . . . . .  and x' r ¢ x'~ Since f is not function of Xrv, the sets 
I~LI k }\~Dk 7Z[LI k ) \ l  Dk D k ~D k " k 
F' and F: must be equal, and therefore the chosen maximum is the same. x,(ok) . . (ok )  . . . . .  D 
Hence, ff an arc from FD~ to Dk existed, it would not be reformative, since k 
does not need to know the state of FD, in order to carry out the optimization. 
For these reasons it is possible to remove all the arcs from FD, "to D~, and 
then to compute the optimal decision function for Dk. The resulting raph is 
G~_I by definition. Now observe that the above proof can be applied in the 
same way to the new graph (in which the last decision node is Dk-~ with the 
associated set FD~_~) and so on, up to the first decision node. [] 
The previous theorem allows every arc from FD, to Dr, i = k , . . . ,  1, to be 
removed without altering the exact optimal expected value. This means that the 
influence diagram can be transformed into an equivalent and simpler one. 
5. Example 
Consider the diagram in Fig. 4. We transform the diagram in order to make 
it satisfy the no-forgetting property, as shown in Fig. 6. 
Next, we notice that node L is barren and as such can be removed (Fig. 7). 
In order to identify the redundant arcs, we must build the sets I'D,, i = 3, 2, 1. 
We begin with Fo3 on the basis of its definition. We see that Dl ¢~ Fo3 because 
--,(D1 -I-(D2~93~,C,F,G} V) since D1 is a direct predecessor of v. For the same 
reason D2 f[ FD3. A q[ 1"o3, because of the path A ~ E ~ v. B E FD3, because 
B A-(DI,o,~3~,c,F,M} V. With similar arguments, it is easy to see that 
C, F, M E FD3, and hence/'o3 = {B, C, F, M). Theorem 7 allows to remove any 
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arc leaving {B, C, F, M} and entering D3. The resulting raph is G2 for defi- 
nition. Fig. 8 shows graph G2 where node M is removed because it becomes 
barren after the arcs removal (as a note, observe that F~ should be computed 
on G2. Instead, in the sequel it is computed on the graph of Fig. 8, since it is 
J 
Fig. 6. The ID satisfying the no-forgetting property. 
Fig. 7. The removal of barren ode L. 
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Fig. 8. The removal of non-informative arcs of D3. 
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simpler and equivalent to G2 under the policy optimization point of view. This 
also applies to the case of Gi). 
The graph in Fig. 8 is used to build the set Fo2 that is equal to {B, C, F}. The 
graph G1 (with F removed) is shown in Fig. 9. 
By using the graph in Fig. 9 it is easy to see that FD, = {B}, and therefore 
the arc from B to D1 is removed too. The removal of barren odes produces the 
final diagram (Fig. 10). 
Fig. 9. Graph GI. 
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Fig. 10. The final diagram. 
Notice that in the original graph the maximum number of parents for a 
decision node is 7, whereas in the latter that number is 3. If the variables are 
binary, for instance, the computational complexity for determining the optimal 
decision functions passes from a 0(2 7) term to a 0(2 3) term. 
6. Commen~ 
The presence of decision odes makes a relevant difference between influence 
diagrams and Bayesian etworks when dealing with complexity issues. In fact, 
since the no-forgetting property is required, the optimization is related to the 
whole strategy space, that is the set of joint-decisions. Hence the size of the 
strategy space grows exponentially because of the number of joint states of the 
decisions (this is outlined by the number of arcs entering the last decision 
node). When there are many states, the problem is intractable. 
This sensitivity of the model to the presence of arcs entering decision odes 
is the reason why it is important not to introduce redundant arcs that have a 
heavy computational effect on the resolution. Theorem 7 enables to automat- 
ically detect he redundant arcs, significantly reducing the computational time. 
Anyway, the problem of the size of the strategy space remains relevant. In 
literature it is tackled with by assuming the hypothesis of decomposability of 
the utility function, i.e. when the utility can be built by means of smaller 
utilities, in a constructive way [12]. A possible development of the present work 
might be its extension to such a case. 
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D-separation is briefly recalled here. The graph of a Bayesian network 
makes the direct dependences between random variables explicit by means of 
arcs. All the (generally implicit) conditional dependences between sets of ran- 
dom variables can be derived by the former dependences. In other words, in 
principle it is possible to know i fX is dependent on Y given Z, for any triple X, 
Yand Z of mutually-disjoint sets of random variables in the net. D-separation is 
a graphical criterion that makes the solution to the above test straightforward. 
Conditional dependences questions can be answered by d-~eparation with 
simple inspections of the graph. Pearl provides the formal definition of d- 
separation [7]; the definition is based on the three different types of connections 
of a node along a given path. Refer to Fig. 11. A node can have a "head to 
head" connection (HH) to its adjacent nodes, like C in the path A ~ C ~ B, or 
it can have a "head to tail" connection (HT) like C in the path A --, C ~ G; 
finally it can be in a "tail to tail" connection (TT), like B in C ,--- B ~ F. In 
order to check if two nodes, say X and Y, are d-separated given a set of nodes 
(Z), it is convenient to see the graph as a structure allowing an information flow 
to move between nodes. Under this interpretation, the arcs are channels in 
which the information flows and a node on a path is a valve that can be either 
open (and hence the flow can pass through it along the path) or closed. A node 
is an open valve along a path if it is not in Z and has a connection of type HH 
or HT; it is open also in the case when it has a TT connection and is in Z or at 
least one of its descendents is in Z. In the remaining cases the node is a close 
valve. 
Information can flow between a couple of nodes if there exists at least one 
path between the nodes such that all the nodes on such a path are open valves. 
In this case the path is said open and the nodes are d-connected. Otherwise the 
nodes are d-separated and the paths between them are said blocked. In the 
same way a node acting as a close valve is said a blocking node for the corre- 
sponding path. 
Fig. 11. A simple Bayesian etwork for the d-separation example. 
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As an example, it is easy to verify that .4 and G are d-separated given C in 
the graph of Fig. 11. In fact, the only path between A and G is A --* C ~ G and 
it is blocked by C, since C corresponds to the Z set in this case, and it has a HT 
connection on the path. Therefore no information can flow between `4 and G. 
Instead, for instance, A and F are d-connected given G: the only path between 
them is A ~ C ~- B -* F; along this path, C acts as an open valve, because it 
has a TT connection and its descendent, G, corresponds to the set Z. B acts as 
an open valve too, because it has a HH connection and is not in Z. 
In the case when X and Y are sets of nodes instead of single nodes, d-sep- 
aration is checked in the same way by applying the above procedure to every 
couple of nodes in X × Y. The sets X and Y are d-connected given Z if there 
exists at least one couple in X × Y that is d-connected given Z. 
Appendix B 
Proof of Lemma 6. We must show that FD, and v are d-separated in Gi when 
~_(Di) \ FD, are known, V i - -1 , . . .  ,k . The proof is made for a generic 
i E {1, . . . ,  k}. By contradiction, suppose that 
3t E FD,:-~(t .2_ v). 
\ ~-(Di)\rni 
Hence there exists a path in Gi, w, that d-connects t and v when ~_(Di) \ FD, 
are known. By definition of FDi, w must be blocked in Gi when also the re- 
maining nodes of Fo, except t are known. Hence, by means of d-separation, 
some nodes of Fo, \ {t} must be on w (at least one), in such a way that when 
they are instantiated, w becomes blocked. Consider the last node of I'D, \ {t} 
along w,  in the direction from t to v .  Call it t ' .  
When _~(Di) \ FD, are known, the path w',  from t' to v along w, d-connects t'
and v.  For definition of FD,, 
t' / v 
~(Oi)k{tr} 
holds and therefore, by instantiating also all theremaining nodes of/~D, \ { t~ } , 
the path must be blocked. This is impossible, since no node of FD, \ {fl) is on 
w' [3. 
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