Tree series transformations computed by bottom-up and top-down tree series transducers are called bottom-up and top-down tree series transformations, respectively. (Functional) compositions of such transformations are investigated. It turns out that the class of bottomup tree series transformations over a commutative and complete semiring is closed under left-composition with linear bottom-up tree series transformations and right-composition with boolean deterministic bottom-up tree series transformations.
Introduction
Tree series transducers [21, 10, 15] were introduced as the transducing devices corresponding to weighted tree automata [2, 19, 4] . So far, the latter are applied in code selection and tree pattern matching [13, 3] . Weighted transducers on strings are applied in image manipulation [see, e. g., 8] , where the images are coded as weighted string automata, and speech processing [see, e. g., 24]. Since natural language processing features many transformations on parse trees, which come equipped with a degree of certainty, it seems natural to consider finite-state devices capable of transforming weighted trees. For natural language processing, the potential of tree series transducers over the semiring of the positive real numbers was recently discovered [17] .
Let us explain the scenario of natural language processing in some more detail. A tree bank is a collection of parse trees (of natural language sentences) each annotated with a weight (usually the relative frequency). When translating a natural language sentence from one language into another, we first have to parse the original sentence in order to obtain a parse tree. Since natural language is usually ambiguous we obtain a collection of parse trees each annotated with a probability. The probability is derived from the evidence found in the tree bank. Now the transformation stage translates the annotated parse trees into parse trees of the output language. Again there may be more than one possible translation for one parse tree, so that for each input parse tree we obtain a collection of annotated output parse trees. A tree bank containing parse trees of sentences in the output languages delivers the coefficients required to compute the probability.
Such collections of annotated parse trees are formal tree series; i. e., mappings from a set of trees into a semiring. The translation stage can then be seen as a transformation which transforms tree series into tree series. Tree series transducers are finite-state devices computing such treeseries-to-tree-series transformations.
The complexity of the transformations involved in the translation stage is usually high (automata requiring several million states), so that modularity is of utmost importance. One designs small transducers that only deal with one phenomenon and then composes the transformations (i. e., uses the output of the first transformation as the input of a second transformation) to obtain the final result. However, this approach is usually inefficient because many intermediate results are computed. By composing the transducers we can avoid these intermediate results. Moreover, the analysis of a single transducer is usually simpler than the analysis of a series of transducers. For example, an important problem in natural language processing is finding the most likely path (i. e., the path that generates the highest probability) outputting a given parse tree. This problem is very difficult for compositions of transformations, so that composing the transducers that compute the transformations helps to reduce the complexity.
Since tree series transducers generalize tree transducers [26, 25, 9] by adding a cost component, we obtain top-down tree series transducers [21, 10, 15] , where the input tree is processed from the root towards the leaves, and bottom-up tree series transducers [10, 15] , where the input is processed from the leaves towards the root. In this paper, we deal with compositions of the transformations computed by both types of tree series transducers. Moreover, four notions of substitution on tree series are known. These are pure IO-substitution [6, 10] , o-IO-substitution [15] , [IO]-substitution [7] , and OI-substitution [5, 21] . Here we deal with pure IO-substitution, since it seems to be the most appropriate choice for bottom-up tree series transducers (for top-down tree series transducers the choice of substitution is irrelevant).
Roughly speaking, a (bottom-up or top-down) tree series transducer is a (bottom-up or topdown) tree transducer [26, 25] in which the transitions carry a weight; a weight is an element of some semiring [18, 16] . The rewrite semantics works as follows. Along a successful computation on some input tree, the weights of the involved transitions are combined by means of the semiring multiplication; if there is more than one successful computation for some pair of input and output trees, then the weights of these computations are combined by means of the semiring addition.
In the unweighted case, bottom-up tree transformations are closed under left-composition with linear bottom-up tree transformations [9, Theorem 4.5] and right-composition with deterministic bottom-up tree transformations [9, Theorem 4.6] (see also [1, Theorem 6] ). In this paper we try to extend these results to bottom-up tree series transformations. The first result was already generalized to bottom-up tree series transformations [21, 10] . Essentially the authors obtain that, for arbitrary commutative and complete semirings [18] , bottom-up tree series transformations are closed under left-composition with nondeleting, linear bottom-up tree series transformations. We generalize this further by showing that the mentioned class of bottom-up tree series transformations is even closed under left-composition with linear bottom-up tree series transformations. The construction required to show this statement is mostly standard (i. e., the transitions of the linear transducer are translated with the help of the second transducer) with one notable exception.
For commutative and complete semirings, the class of bottom-up tree series transformations is closed under right-composition with boolean homomorphism bottom-up tree series transformations [10, Corollary 5.5] . Using an adaptation of the standard construction, we also show that this class of bottom-up tree series transformations is actually closed under right-composition with boolean, deterministic bottom-up tree series transformations.
In the top-down case, we have that the class of top-down tree transformations is closed under right-composition with nondeleting, linear top-down tree transformations [1, Theorem 1]. Moreover, it is closed under left-composition with deterministic, total tree transformations [26, 25] (see also [1, Theorem 1] ). These results were generalized for deterministic tree series transducers by [10, Theorem 5.18] . They showed that, for every commutative and complete semiring, the class of deterministic top-down tree series transformations is closed under right-composition with nondeleting, linear, deterministic tree series transformations and under left-composition with boolean, deterministic, total tree series transformations. We present a generalization of the former statement and a statement similar to the latter. More precisely, we show that the class of top-down tree series transformations is closed under right-composition with nondeleting, linear top-down tree series transformations. Secondly, we show that the composition of a boolean, deterministic, total top-down tree series transformation with a linear top-down tree series transformation is a top-down tree series transformation.
Together with this introduction the paper has 5 sections. Section 2 recalls general notions and notations. In particular, the definition of tree series transducers is presented. In Section 3 pure substitution is investigated with respect to basic properties such as distributivity, linearity, and associativity. Section 4 presents the composition results for bottom-up tree series transducers and Section 5 deals with compositions of top-down tree series transducers.
Preliminaries
We use N to represent the set of nonnegative integers {0, 1, 2, . . . }, and we also use N + = N\{0}. In the sequel, let k, n ∈ N. We abbreviate { i ∈ N | 1 i k } simply by [k] . Given sets A and I, we write A I for the set of all mappings f : I −→ A. Occasionally, we use the family notation ( f (i) ) i∈I for f , and moreover, if I = [k], then we generally write (f (1), . . . , f (k)) or just f (1) · · · f (k). A set Σ which is nonempty and finite is also called alphabet, and the elements thereof are called symbols. We use Σ * = n∈N Σ n for the set of all words (over Σ). Given a word w ∈ Σ * , we write |w| for the unique n ∈ N, also called length of w, such that w ∈ Σ n . Let A be a set. A partition of A is a family ( A i ) i∈I of A i ⊆ A for some index set I such that: (i) i∈I A i = A and (ii) for every i, j ∈ I with i = j we have A i ∩ A j = ∅. (Note that we do not require that A i = ∅ for every i ∈ I.)
Trees
A ranked alphabet is an alphabet Σ together with a mapping rk Σ : Σ −→ N associating to each symbol its rank. We use the denotation Σ k to represent the set of symbols (of Σ) having rank k; i. e., Σ k = { σ ∈ Σ | rk Σ (σ) = k }. Furthermore, we use the sets X = { x i | i ∈ N + } and Z = { z i | i ∈ N + } of (formal) variables and the finite subsets
Given a ranked alphabet Σ and V ⊆ X ∪ Z, the set of Σ-trees indexed by V , denoted by T Σ (V ), is inductively defined to be the smallest set T such that (i) V ⊆ T and (ii) for every k ∈ N, σ ∈ Σ k , and t 1 , . . . , t k ∈ T also σ(t 1 , . . . , t k ) ∈ T . Since we generally assume that Σ ∩ (X ∪ Z) = ∅, we write α instead of α() whenever α ∈ Σ 0 . Moreover, we also write T Σ to denote
We use variables of X to represent input trees and variables of Z to represent output trees. In particular, we never mix variables of X and Z; i. e., any tree t ∈ T Σ (V ) that we consider is either in T Σ (X) or T Σ (Z). So let (i) V = X and v = x or (ii) V = Z and v = z. For every t ∈ T Σ (V ), we denote by |t| i the number of occurrences of v i in t, and in addition, we use var(t) = { i ∈ N + | |t| i 1 }. Moreover, for every finite I ⊆ N + and family ( t i ) i∈I of t i ∈ T Σ (V ), the expression t[t i ] i∈I denotes the result of substituting in t every v i by t i for every i ∈ I. If I = [n], then we simply write t[t 1 , . . . , t n ]. Let I ⊆ N + be finite. We say that t ∈ T Σ (V ) is linear in I (respectively, nondeleting in I), if v i occurs at most once (respectively, at least once) in t for every i ∈ I.
Semirings
A semiring is an algebraic structure A = (A, +, ·, 0, 1) consisting of a commutative monoid (A, +, 0) and a monoid (A, ·, 1) such that (i) · distributes over + and (ii) 0 is absorbing with respect to · . The semiring is called commutative, if · is commutative. We say that a ∈ A is multiplicatively idempotent, if a 2 = a. Clearly, the neutral elements 0 and 1 are always multiplicatively idempotent. As usual we use i∈I a i (respectively, i∈I a i for I ⊆ N) for sums (respectively, products) of families ( a i ) i∈I of a i ∈ A where for only finitely many i ∈ I we have a i = 0 (respectively, a i = 1).
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For products the order of the factors is given by the order 0 < 1 < · · · on the index set I. We say that A is complete, whenever it is possible to define an infinitary sum operation I for each index set I such that for every family ( a i ) i∈I of a i ∈ A the following three conditions are satisfied.
In the sequel, we simply write the accustomed i∈I a i instead of the cumbersome I ( a i ) i∈I , and when speaking about a complete semiring, we implicitly assume I to be given. For the rest of the paper, let A = (A, +, ·, 0, 1) be a commutative semiring with infinite summation I such that A is complete with respect to I . Well-known complete semirings are the Boolean semiring B = ({⊥, }, ∨, ∧, ⊥, ) with disjunction and conjunction and the semiring of the nonnegative real numbers R + = (R + ∪ {∞}, +, ·, 0, 1).
Tree Series
Let S be a set. A (formal) power series ϕ is a mapping ϕ : S −→ A. Given s ∈ S, we denote ϕ(s) also by (ϕ, s) and write ϕ as s∈S (ϕ, s) s. The support of ϕ is supp(ϕ) = { s ∈ S | (ϕ, s) = 0 }. Power series with finite support are called polynomials, and power series with at most one support element are also called monomials. We denote the set of all power series ϕ : S −→ A by A S . We call ϕ ∈ A S boolean, if (ϕ, s) = 1 for every s ∈ supp(ϕ). The boolean monomial with empty support is denoted by 0. Power series ϕ, ϕ ∈ A S are summed componentwise; i. e., (ϕ + ϕ , s) = (ϕ, s) + (ϕ , s) for every s ∈ S. Finally, we also multiply the power series ϕ with a coefficient a ∈ A componentwise; i. e., (a · ϕ, s) = a · (ϕ, s) for every s ∈ S.
In this paper, we only consider power series in which the set S is a set of trees. Such power series are also called tree series. A tree series ϕ ∈ A T Σ (V ) is said to be linear (respectively, nondeleting) in I ⊆ N + , if every t ∈ supp(ϕ) is linear (respectively, nondeleting) in I. Finally, var(ϕ) = t∈supp(ϕ) var(t).
Let ∆ be a ranked alphabet. Moreover, let ϕ ∈ A T ∆ (Z) , I ⊆ N + be finite, and ψ i ∈ A T ∆ (Z) for every i ∈ I. The pure tree series substitution (for short: pure substitution) (of ( ψ i ) i∈I into ϕ) [6, 10] , denoted by ϕ ←− ( ψ i ) i∈I , is defined by
Tree Series Transducers
Let Q be an alphabet, and Σ and ∆ be ranked alphabets. We abbreviate { q(u) | q ∈ Q, u ∈ U } by Q(U ) for every set U . A tree representation µ (over Q, Σ, ∆, and A) [21, 10] is a family
where n = |w| for every q ∈ Q and w ∈ Q(X k ) * . A tree representation µ is said to be:
• polynomial (respectively, boolean), if for every k ∈ N, σ ∈ Σ k , q ∈ Q, and w ∈ Q(X k ) * the tree series µ k (σ) q,w is polynomial (respectively, boolean);
• input-nondeleting (respectively, input-linear ), if for every k ∈ N, σ ∈ Σ k , q ∈ Q, and w ∈ Q(X k ) * with µ k (σ) q,w = 0 we have that w is nondeleting (respectively, linear) in [k];
• output-nondeleting (respectively, output-linear ), if for every k ∈ N, σ ∈ Σ k , q ∈ Q, and w ∈ Q(X k ) * the entry µ k (σ) q,w is nondeleting (respectively, linear) in [n] where n = |w|;
• nondeleting (respectively, linear ), if µ is input-and output-nondeleting (respectively, inputand output-linear);
• top-down, if µ is output-nondeleting and output-linear;
• bu-deterministic (respectively, bu-total ), if for every k ∈ N, σ ∈ Σ k , and w ∈ Q(X k ) * , there exists at most one (respectively, at least one) (q, t) ∈ Q×T ∆ (Z) such that t ∈ supp(µ k (σ) q,w ); and
• td-deterministic (respectively, td-total ), if for every k ∈ N, σ ∈ Σ k , and q ∈ Q, there exists at most one (respectively, at least one) (w,
Usually when we specify a tree representation µ, we just specify some entries of µ k (σ) and implicitly assume the remaining entries to be 0. Moreover, when we are concerned with bottom-up tree representations we just write
• an alphabet Q of states;
• ranked alphabets Σ and ∆, also called input and output ranked alphabet, respectively;
• a complete semiring A = (A, +, ·, 0, 1);
Q of nondeleting and linear tree series representing top-most outputs; and
• a tree representation µ over Q, Σ, ∆, and A.
Tree series transducers inherit the properties from their tree representation; e. g., a tree series transducer with a polynomial bottom-up tree representation would be called polynomial bottom-up tree series transducer. Moreover, we omit the prefix "bu" when we consider bottom-up tree series transducers and likewise we omit "td" when we consider top-down devices; i. e., a deterministic bottom-up tree series transducer is a tree series transducer that is bottom-up and bu-deterministic. Finally, we say that the (bottom-up or top-down) tree series transducer M is a homomorphism, if Q = { }, F = 1 z 1 , and µ is deterministic and total.
Let M = (Q, Σ, ∆, A, F, µ) be a tree series transducer. Then the tree series transformation computed by M , typed M : A T Σ −→ A T ∆ , is defined as follows. For every k ∈ N, σ ∈ Σ k , and t 1 , . . . , t k ∈ T Σ we define the mapping h µ :
By BOT(A) [respectively, TOP(A)] we denote the class of tree series transformations computable by bottom-up (respectively, top-down) tree series transducers over A. Similarly, we also use p-BOT(A) [respectively, b-BOT(A), l-BOT(A), n-BOT(A), d-BOT(A), and h-BOT(A)] for the class of tree series transformations computable by polynomial (respectively, boolean, linear, nondeleting, deterministic, and homomorphism) bottom-up tree series transducers over A. Combinations of restrictions are handled in the usual manner; i. e., let x-BOT(A) and y-BOT(A) be two classes of tree series transformations, then
Likewise we also use the corresponding classes of tree series transformations induced by restricted top-down tree series transducers.
According to custom, we write ; for function composition; so given two tree series transformations τ 1 : A T Σ −→ A T Γ and τ 2 : A T Γ −→ A T ∆ , then for every ϕ ∈ A T Σ we have that (τ 1 ; τ 2 )(ϕ) = τ 2 (τ 1 (ϕ)). This composition is extended to classes of transformations in the standard manner.
In the sequel we use the notation [y] where y is one of the abbreviations of restrictions (i. e., y ∈ {p, b, l, n, d, h}) in equalities to mean that this restriction is optional; i. e., throughout the statement [y] can be substituted by the empty word or by y. For example,
states that the class of tree series transformations computable by polynomial (respectively, linear, polynomial) bottom-up tree series transducers coincides with the composition of the class of tree series transformations computable by nondeleting, linear, polynomial bottom-up tree series transducers with the class of tree series transformations computable by homomorphism (respectively, linear, homomorphism) bottom-up tree series transducers.
3 Distributivity, Linearity, and Associativity
In this section we establish basic properties of pure substitution. In particular, we discuss distributivity, linearity, and associativity, which are the main properties required for our composition results. Distributivity and linearity are already handled in the literature [10, Propositions 2.8 and 2.9]. For the rest of this section, let I ⊆ N + be a finite set, J a set, and J i be a set for every i ∈ I. Moreover, let ∆ be a ranked alphabet.
We first recall three properties of paramount importance from [15, Proposition 3.4] . In the sequel we use these basic properties without explicit mention. • If I = ∅, then ψ ←−( ψ i ) i∈I = ψ.
• If ψ = 0, then ψ ←−( ψ i ) i∈I = 0.
• If ψ i = 0 for some i ∈ I, then ψ ←−( ψ i ) i∈I = 0.
For tree languages
∈ var(L) and L j = ∅. A similar statement can be presented for pure substitution.
Observation 3.2 Let ψ, ψ i ∈ A T ∆ (Z) for every i ∈ I. Then for every j ∈ I such that j / ∈ var(ψ) and ψ j = 1 u for some u ∈ T ∆ (Z)
Proof: The proof is straightforward and hence omitted.
The first central result is that pure substitution is distributive and linear [10, Propositions 2.8 and 2.9]. We present the corresponding propositions of [10] . 
Proposition 3.4 (Proposition 2.8 of [10] ) Let a ∈ A, and ψ ∈ A T ∆ (Z) . Moreover, let ψ i ∈ A T ∆ (Z) and a i ∈ A for every i ∈ I.
Next let us investigate associativity. Pure substitution generalizes IO-substitution on tree languages, which is not associative. Thus we cannot establish associativity in general. However, in [11, Lemma 2.4.3] it was shown that for every k, n ∈ N with k 1 and
holds, whenever all L 1 , . . . , L n are singletons or L 1 , . . . , L k are pairwise variable-disjoint. For k = 0 to be eligible, we have to demand that L i = ∅ for every i ∈ [n]. Now we extend the variable-disjointness condition including the case k = 0 to tree series. Let I, J ⊆ N + be finite and Ψ = ( ψ j ) j∈J be a family of ψ j ∈ A T ∆ (Z) . Finally, let I = ( I j ) j∈J be a partition of I. The partition I is said to conform to Ψ, if for every j ∈ J the condition var(ψ j ) ⊆ I j holds. Note that for every family Ψ = ( ψ j ) j∈J with J = ∅ of pairwise variable-disjoint tree series a partition of I conforming to Ψ exists. Further, if J = ∅ then such a partition only exists when I = ∅.
In [10, Proposition 2.10] an associativity-like law for monomials was proved and [14, Proposition 2.5] presents a generalized version. We present yet another straightforward generalization for pairwise variable-disjoint tree series. To increase the readability of the statements of this section, we assume a finite I ⊆ N + , ψ ∈ A T ∆ (Z) , and a finite set J ⊆ N + such that var(ψ) ⊆ J. Moreover, let ( I j ) j∈J be a family of I j ⊆ I such that j∈J I j = I, ( ψ j ) j∈J be a family of ψ j ∈ A T ∆ (Z) such that var(ψ j ) ⊆ I j for every j ∈ J, and ( τ i ) i∈I be a family of τ i ∈ A T ∆ (Z) .
Proposition 3.5 (cf. Proposition 2.5 of [14] ) If ( I j ) j∈J is a partition of I conforming to ( ψ j ) j∈J , then
Proof: Note that J = ∅ implies that I = ∅.
(by [15, Proposition 2.4] and the fact that ( I j ) j∈J conforms to ( ψ j ) j∈J )
This concludes our consideration of the case that the ψ j are variable-disjoint. According to [11, Lemma 2.4.3] there is a second sufficient condition, namely that the τ i are monomials. This case is considered in the next lemma. Lemma 3.6 Let τ i be monomial for every i ∈ I. If (τ i , v i ) is multiplicatively idempotent for every v i ∈ T ∆ (Z) and i ∈ I, then
Proof: Firstly, let J = ∅. Then also I = ∅ and both sides of (4) are ψ. Secondly, let supp(τ i ) = ∅ for some i ∈ I. It follows that J = ∅ and hence both sides of (4) are 0. Finally, we assume that J = ∅, and for every i ∈ I let supp(τ i ) = {v i } for some v i ∈ T ∆ (Z).
(because A is commutative, J = ∅, var(u j ) ⊆ var(ψ j ) ⊆ I j for every j ∈ J, and (τ i , v i ) is multiplicatively idempotent for every i ∈ I)
Note that if we set I j = I for every j ∈ J, then we obtain associativity. Moreover, if the tree series τ i are boolean, then every (τ i , u i ) is automatically multiplicatively idempotent. 
Compositions of Bottom-up Tree Series Transformations

lp-BOT(B) ; p-BOT(B) = p-BOT(B) .
This result was generalized to bottom-up tree series transformations over commutative and complete semirings in [20, 10] . More precisely, [20 
, Theorem 2.4] yields that nl-BOT(A) ; nl-BOT(A) = nl-BOT(A) .
In fact it is shown for nondeleting, linear top-down tree series transducers [10] We should like to obtain a result like l-BOT(A) ; BOT(A) = BOT(A) for all commutative and complete semirings A. We try to follow the classical (unweighted) construction, so we first extend h µ such that it can treat variables (of X). We extend h µ to T Σ (X) by supplying, for some J ⊆ N + , a mapping q ∈ Q J , which associates a state q(j), usually written as q j , to the variable x j for j ∈ J. Intuitively speaking, the state q j represents the initial state, with which the computation should be started at the leaves labeled x j in the input tree. For all states q ∈ Q different from q j it should not be possible to start a (meaningful) computation at x j (i. e., h q µ (x j ) q = 0). This mapping is then extended to T Σ (X) in a manner analogous to h µ . Definition 4.2 Let (Q, Σ, ∆, A, F, µ) be a bottom-up tree series transducer. For every finite J ⊆ N + and q ∈ Q J we define the mapping h q µ : T Σ (X) −→ A T ∆ (Z) Q componentwise for every q ∈ Q as follows. For every j ∈ J, n ∈ N + \ J, k ∈ N, σ ∈ Σ k , and t 1 , . . . , t k ∈ T Σ (X)
Proof: The direction p-BOT(A) ⊆ nlp-BOT(A) ; p-BOT(A) is trivial, so it remains to prove nlp-BOT(A) ; p-BOT(A) ⊆ p-BOT(A). nlp-BOT(A) ; p-BOT(A) ⊆ nlp-BOT(A) ; nlp-BOT(A) ; h-BOT(A)
The mapping h
On subtree: Let M = (Q , Σ, Γ, A, F , µ ) and M = (Q , Γ, ∆, A, F , µ ) be bottom-up tree series transducers. Then, similar to the (unweighted) product construction of bottom-up tree transducers, we translate the entries of µ with the help of µ . Let k ∈ N, σ ∈ Σ k , p, p 1 , . . . , p k ∈ Q , and q, q 1 , . . . , q k ∈ Q . Roughly speaking, we obtain the entry µ k (σ) (p,q),(p1,q1)···(p k ,q k ) in the tree representation µ of the composition of M and M by applying the extended mapping h q1···q k µ to the entry µ k (σ) p,p1···p k . Thereby, we process the output trees of supp(µ k (σ) p,p1···p k ) with the help of M starting the computation at the variables x 1 , . . . , x k in states q 1 , . . . , q k .
However, there is a small problem which does not arise in the unweighted case. We depict the problem in Figures 1 and 2 . Let us suppose that M translates an input tree t ∈ T Σ into an output tree u ∈ T Γ with weight a ∈ A. During the translation, M decides to delete the translation u ∈ T Γ with weight a ∈ A of an input subtree t ∈ T Σ . Then due to the definition of pure substitution the weight a of u contributes to the weight a of u, whereas u does not contribute to u. Furthermore, let us suppose that M would transform u into v ∈ T ∆ at weight b ∈ A and u into v ∈ T ∆ at weight b ∈ A. Since M does not process u , the weight b does not contribute to b. However, the composition of M and M , when processing the input subtree t , transforms t into u at weight a using the rules of M and immediately also transforms u into v at weight b using the rules of M . If the composition tree series transducer now deletes the translation v of t , then a and b still contribute to the weight of the overall transformation. This contrasts the situation encountered when M and M run separately, because there only a contributed to the weight of the overall transformation. In the classical case of tree transducers, b could only be 0 or 1, so that one just had to avoid that b = 0. In principle, this is achieved by requiring M to be total (however, by adjoining a dummy state, each bottom-up tree transducer can be turned into a total one computing the same tree transformation). The construction we propose here is similar, but has the major disadvantage that, for example, determinism is not preserved.
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On subtree: Specifically, we address the aforementioned problem by manipulating the second transducer M such that it has a state ⊥ which transforms each input tree into some output tree α ∈ ∆ 0 at weight 1. Note that ⊥ is no final state; i. e., its top-most output is 0. Then we compose M and M by processing those subtrees, which M decided to delete, in the state ⊥. • F ⊥ = 0;
• for every k ∈ N and σ ∈ Σ k we have µ k (σ) ⊥,⊥···⊥ = 1 α; and
To every bottom-up tree series transducer M we can adjoin a blind state ⊥ and thereby obtain a bottom-up tree series transducer M . It should be clear that M = M . Proof: Let M = (Q, Σ, ∆, A, F, µ) and ⊥ / ∈ Q and α ∈ ∆ 0 . We construct M = (Q , Σ, ∆, A, F , µ ) with Q = Q ∪ {⊥}, F q = F q for every q ∈ Q and F ⊥ = 0. The tree representation µ is defined for every k ∈ N, σ ∈ Σ k , and q, q 1 , . . . , q k ∈ Q by
Clearly, ⊥ is a blind state of M and also M = M .
Note that the construction does not preserve determinism. 
for every k ∈ N, σ ∈ Σ k , p, p 1 , . . . , p k ∈ Q , q ∈ Q \ {⊥}, and q 1 , . . . , q k ∈ Q . All the remaining entries in F and µ are 0.
It is quite clear that the composition M ; M does not always compute M ; M , because already for bottom-up tree transducers (i. e., polynomial bottom-up tree series transducers over B) it can be shown that the computed transformations are not closed with respect to composition. However, we have already mentioned that p-BOT(B) is closed under left-composition with lp-BOT(B) and under right-composition with d-BOT(B). The next proposition shows a central property of restricted bottom-up tree series transducers. Roughly speaking, it presents sufficient conditions that if imposed ensure that h µ distributes over substitutions t[u 1 , . . . , u k ] for t ∈ T Σ (X k ) and u 1 , . . . , u k ∈ T Σ . Proposition 4.6 Let V ⊆ X be a finite set, and let M = (Q, Σ, ∆, A, F, µ) be a bottom-up tree series transducer, q ∈ Q, t ∈ T Σ (V ), and u i ∈ T Σ for every i ∈ var(t).
provided that:
(a) M is boolean and deterministic; or (b) t is linear.
Proof: We prove the statement by induction over t. (i) First, let t = x j for some j ∈ N + . Clearly, var(t) = {j}.
(by induction hypothesis)
(because j∈[k] var(t j ) = var(t) and by:
(a) determinism because there exists at most one p ∈ Q such that h µ (u i ) p = 0; or (b) linearity of t because var(t j1 ) ∩ var(t j2 ) = ∅ for
With the help of this proposition we can show the correctness of the construction in Definition 4.5 for linear M ; i. e., we can show that M ; M = M ; M for linear M . Lemma 4.7 Let A be a commutative and complete semiring, M = (Q , Σ, Γ, A, F , µ ) and M = (Q , Γ, ∆, A, F , µ ) be bottom-up tree series transducers, of which M is linear and M has a blind state ⊥. Moreover, let M = (Q, Σ, ∆, A, F, µ) be the composition of M and M (see Definition 4.5). Then for every t ∈ T Σ , p ∈ Q , and q ∈ Q h µ h µ (t) p q = h µ (t) (p,q) and M = M ; M .
Proof: We first claim that there exists an α ∈ ∆ 0 such that h µ (u) ⊥ = 1 α for every u ∈ T Γ . The proof of this claim is straightforward and left to the reader. The remaining proof is done by induction on t and case analysis. Let t = σ(t 1 , . . . , t k ) for some k ∈ N, σ ∈ Σ k , and t 1 , . . . ,
(by definition of h µ and pure substitution)
(by claim and pure substitution)
(by Proposition 3.3 and Proposition 3.4)
(by definition of µ and induction hypothesis)
(by the definition of h µ )
(ii) Now let q = ⊥.
(by definition of µ, Propositions 3.3 and 3.4)
Now we can prove the main statement.
(by the definition of · and Proposition 3.3) 
It is easy to see that whenever M and M are polynomial (respectively, nondeleting, linear), then also M ; M is polynomial (respectively, nondeleting, linear). Together with Lemma 4.7 this yields the first main theorem. Theorem 4.8 Let A be a commutative and complete semiring.
Proof: The statement follows directly from Lemma 4.7.
We note that our construction does not preserve determinism [cf. Let us consider an example. Imagine a game to be played between two players. Player I moves first and the moves of the players alternate. Each player can play one out of three potential moves (called l, m, and r), however the second player may not play the same move as the first player just played. We model this scenario by a game tree which contains three types of nodes. First there are σ-nodes indicating that one of the players should make a move. Such a node has exactly three successors, which represent the remaining game to be played in case the moving player chooses to play l, m, and r, respectively. Second, there are α-and β-nodes indicating that Player I, respectively Player II, has won the game. Third, l-, m-, and r-nodes represent that the player played this option. (Randomized) strategies for both players can now be coded as bottom-up tree series transducers (in fact, it is easier to code them as linear top-down tree series transducers, but given such we can easily obtain a semantically equivalent linear bottom-up tree series transducer [15, Theorem 5.26] ). The composition of the two bottom-up tree series transducers (i. e., of the two strategies) can then be applied to compute, for example, the chances of winning the game for each player. 
The first player's strategy is modeled by M , and we represent a strategy of the second player by M = (Q , Γ, Σ, R + , F , µ ) with Q = Γ 1 ∪ { }, F = 1 z 1 , F γ = 0 for every γ ∈ Γ 1 and
Now let us consider the game tree t = σ σ(α, β, α), β, σ(α, β, β) . Then
showing that for this particular game Player II has a slightly higher chance to win the game. Let M 2 be the bottom-up tree series transducer that is obtained by adjoining a blind state to M . Now let us compose M and M 2 . The composition M ; M 2 = (Q, Σ, Σ, R + , F, µ) is defined by Q = Q × (Q ∪ {⊥}) and F ( , ) = 1 z 1 and F q = 0 for all q ∈ Q \ {( , )}. Finally, the tree representation µ is defined for every p ∈ Q , q ∈ Q , and γ ∈ Γ 1 by
If we compute M (1 t), it shows the expected result 0.48 α + 0.52 β.
Finally, let us consider the second result, which states that bottom-up tree transformations are closed under right-composition with deterministic bottom-up tree transformations [9, Theorem 4.6] and [1, Theorem 6] . This result was also generalized to BOT(A) ; bh-BOT(A) = BOT(A) [10, Corollary 5.5 ]. Since we have already seen that our previous construction destroys determinism, we simplify the construction to obtain a construction which is the analogue of the construction for the unweighted case. Note that without loss of generality we may assume a bottom-up tree series transducer to be total; the construction required to show this is the standard one (add a transition into a trap state, if no transition is present). 
µ k (σ) (p,q),(p1,q1)(xi 1 )···(pn,qn)(xi n ) = h q1···qn µ µ k (σ) p,p1(xi 1 )···pn(xi n ) q (16) for every k, n ∈ N, σ ∈ Σ k , p, p 1 , . . . , p n ∈ Q , q, q 1 , . . . , q n ∈ Q , and i 1 , . . . , i n ∈ [k].
It is easily seen that M ; s M is bu-deterministic, whenever M and M are bu-deterministic and bottom-up. Moreover, M ; s M is a homomorphism bottom-up tree series transducer, if M and M are homomorphism bottom-up tree series transducers and M is boolean. Note that, in general, the restriction that M is boolean is necessary in the last statement, because otherwise the composition M ; s M might not be total.
The next observation shows that boolean, total, and deterministic bottom-up tree series transducers transform every input tree into an output tree with coefficient 1. This essentially means that such transducers (at the level of h µ ) cannot implement "checking"; i. e., selective rejection of some input trees. They may still reject input trees by entering a state whose top-most output is 0.
Observation 4.11 (cf. Proposition 4.11 of [15] ) Let M = (Q, Σ, ∆, A, F, µ) be a deterministic bottom-up tree series transducer. Then for every t ∈ T Σ there exists at most one q ∈ Q such that h µ (t) q = 0. Moreover, if M is additionally total and boolean, then there exists a unique q ∈ Q such that h µ (t) q = 1 u for some u ∈ T ∆ .
(because (a) Observation 3.2 is applicable due to Observation 4.11 (b) M is top-down; i. e., var(u) = [n]) = w∈Q(X k ) * , w=(p1,q1)(xi 1 )···(pn,qn)(xi n ) h q1···qn µ (µ k (σ) p,p1(xi 1 )···pn(xi n ) ) q ←− h µ (h µ (t ij ) pj ) qj j∈ [n] (by Propositions 3.3 and 3.4) = w∈Q(X k ) * , w=(p1,q1)(xi 1 )···(pn,qn)(xi n ) µ k (σ) (p,q),w ←− h µ (t ij ) (pj ,qj ) j∈ [n] (by definition of µ k (σ) (p,q),w and induction hypothesis) = h µ (σ(t 1 , . . . , t k )) (p,q) (by definition of h µ )
The proof of the second statement is literally the same as the proof of the second statement of Lemma 4.7.
Thus we obtain the following theorem for bottom-up tree series transducers [see 10, Corollary 5.5] . It remains open to prove stronger statements for restricted semirings; e. g., for idempotent semirings [18] . Without any additional construction we can already generalize the former statement of [10, Theorem 5.18]. We basically exploit the fact that nondeleting, linear top-down tree series transducers are as powerful as nondeleting, linear bottom-up tree series transducers [see 10, Theorem 5.24]. Thus given two top-down tree series transducers M and M , of which M is nondeleting and linear, we first construct a nondeleting, linear bottom-up tree series transducer M 2 such that M 2 = M . Note that M 2 is td-deterministic (but not necessarily bu-deterministic) whenever M is td-deterministic. Then we can apply the simple composition to M and M 2 (see Definition 4.10) and obtain a tree series transducer M . It is easily seen that M is top-down, because M 2 is nondeleting and linear. Moreover, M is td-deterministic if M and M 2 are td-deterministic.
