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Abstract
Consider a rigid body S ⊂ R3 immersed in an infinitely extended Navier-Stokes liquid and the motion of
the body-fluid interaction system described from a reference frame attached to S . We are interested in steady
motions of this coupled system, where the region occupied by the fluid is the exterior domain Ω = R3 \ S .
This paper deals with the problem of using boundary controls v∗, acting on the whole ∂Ω or just on a portion
Γ of ∂Ω, to generate a self-propelled motion of S with a target velocity V (x) := ξ + ω × x and to minimize
the drag about S . Firstly, an appropriate drag functional is derived from the energy equation of the fluid
and the problem is formulated as an optimal boundary control problem. Then the minimization problem is
solved for localized controls, such that supp v∗ ⊂ Γ, and for tangential controls, i.e, v∗ ·n|∂Ω = 0, where n is
the outward unit normal to ∂Ω. We prove the existence of optimal solutions, justify the Gaˆteaux derivative
of the control-to-state map, establish the well-posedness of the corresponding adjoint equations and, finally,
derive the first order optimality conditions. The results are obtained under smallness restrictions on the
objectives |ξ| and |ω| and on the boundary controls.
Keywords: 3-D Navier-Stokes equations; Exterior domain; Rotating body; Self-propelled motion; Boundary
control; Drag reduction.
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1 Introduction
Consider a rigid body S moving by self-propulsion through an infinitely extended incompressible viscous
fluid F . This means that the total net force and torque, external to the system {S ,F}, acting on S , are
identically zero. Since the shape of the body is constant, the self-propelled motion of S through F is due to
the boundary values for the velocity of the system at the boundary of S , which are prescribed relative to S .
For instance, the propulsion may be produced by drawing fluid inwards across portions of the boundary and
by expelling it from others, or by the tangential motion of certain portions of the boundary, as by belts. The
propulsion of jet planes and submarines or of minute organisms like ciliates and flagellates can be considered
of this nature.
In this context, the set of equations describing the motion of {S ,F}, in a reference frame attached to S ,
is
− div σ(v, p) + (v − V ) · ∇v + ω × v = 0 in Ω (1.1)
div v = 0 in Ω (1.2)
v = V + v∗ on ∂Ω (1.3)
lim
|x|→∞
v(x) = 0 (1.4)
mξ × ω +
∫
∂Ω
[−σ(v, p)n+ (v∗ · n) (v∗ + V + ω × x)] dγ = 0 (1.5)
(Iω)× ω +
∫
∂Ω
x× [−σ(v, p)n+ (v∗ · n) (v∗ + V + ω × x)] dγ = 0 (1.6)
where the quantities v = v(x) and p = p(x) represent, respectively, the velocity field and the pressure of the
liquid and
V (x) = ξ + ω × x, x ∈ R3, (1.7)
represents the velocity of the solid, as seen by an observer attached to S . We assume that the density of the
fluid is constant and equal to 1. Moreover, we denote by σ(v, p) the Cauchy stress tensor defined by
σ(v, p) := 2D(v)− pI3,
where the viscosity of the fluid is also assumed equal to 1, I3 is the 3 × 3 identity matrix and D(v) is the
symmetric part of the gradient,
D(v) :=
1
2
(
∇v + (∇v)⊤
)
.
Due to the incompressibility condition (1.2), we can use the relation div σ(v, p) = ∆v−∇p in equation (1.1).
Moreover, in equation (1.1) and in what follows, for sufficiently regular vector fields u and v, u · ∇v is the
vector field with components (u · ∇v)i =
∑3
j=1 uj
∂vi
∂xj
. The set S representing the rigid body is a compact
simply connected set, with non empty interior, so that Ω = R3 \ S is a three-dimensional exterior domain.
In (1.5)–(1.6) and in what follows, n denotes the outward unit normal to ∂Ω, which is well defined provided
∂Ω is locally Lipschtizian. Throughout this paper, nevertheless, ∂Ω is assumed to be of class C3 (which is
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in fact needed in Theorem 4.1.) We will assume that the center of gravity of the rigid body is located at the
origin, that is
∫
S
x dx = 0, and define the mass and inertia matrix by
m :=
∫
S
dx, I :=
∫
S
(|x|2I3 − x⊗ x) dx,
where we are assuming that the density of the rigid body is constant and equal to 1. The boundary values
v∗ represent the thrust velocity, responsible for the motion of S . The model (1.1)–(1.6) is inspired by Galdi
[7, 8, 9], the equation (1.5) having been obtained as the net force exerted by the fluid on the solid and the
equation (1.6) being the corresponding balance of torques.
While moving through the fluid, S will experience a drag, i.e., a net force in the direction of flow, due
to the pressure and shear stress on the surface of S , which tends to slow down its motion. In this paper,
our aim is to use the Dirichlet boundary data v∗ not only to self-propell S , but also to minimize the work
needed to overcome the drag exerted by the fluid on S
W (v, p) :=
∫
∂Ω
v · (σ(v, p)n) dγ = ∫
∂Ω
(v∗ + V ) ·
(
σ(v, p)n
)
dγ (1.8)
when it performs a motion with the objective velocity V .
In our previous work [12], by the present authors, we have solved the control problem (1.1)–(1.6) for v∗ in
finite-dimensional control spaces: Cχ for localized controls and Cτ for tangential controls (see the definition
of those spaces in (4.5) and (4.4)).
In this paper, our aim is to consider controls v∗ in infinite-dimensional spaces and to show the existence
of an optimal control which minimizes the drag functional given by (1.8). Similar problems have been solved
in [5, 6] in the unsteady case without spin of the body by taking for the state equations only the classical
Navier-Stokes system. A control problem for the swimming of microscopic organisms was solved in [15].
Here, we also want to characterize the minima by means of the adjoint system. The optimality systems can
serve as the basis for computing approximations to optimal solutions numerically as in [3]. The previous
results of [12] will be used to construct a corrector of the control v∗ which ensures that the self-propelling
conditions are satisfied (see Theorem 4.1).
The main difficulties we have to overcome are the usual ones when dealing with exterior domains [10, 7],
namely the need of knowing the asymptotic behavior of solutions as well as the presence of terms associated
with the rotation of the solid. For example, a good knowledge of the rate of decay of the velocity field
is crucial to establish the energy equation for a flow (1.1)–(1.4), which, in turn, permits to write the cost
functional (1.8) in a more convenient form, where, in particular, the pressure is not present. The definition
of the Lagrangian is another delicate issue in the analysis of the control problems, which benefits from the
extra regularity at infinity provided by the self-propelling condition (1.5), as justified in detail in [12]. In
particular, we use the fact that v ∈ L2(Ω), which in general does not hold in exterior domains. We develop
even L2-estimate of the velocity v, which seems to be of independent interest, and apply it to justify the
Gaˆteaux differentiability of the control-to-state map with values in W 2,2(Ω) (especially in L2(Ω)), which
plays a role to deduce the optimal condition at the final stage. For technical reasons, as in [6], we need to
impose some restrictions on the size of the control v∗ and on the size of the objective velocity components
ξ and ω.
The plan of the paper is the following. In Section 2, we gather some notation and an auxiliary result.
The new L2-estimates for the linearized problem associated with (1.1)–(1.4), which are consequence of a
condition on the net force exerted by the fluid to the rigid body similar to (1.5), are deduced in Section 3.
In Section 4, we precisely state our optimal control problems associated with system (1.1)–(1.6). Existence
of minima to those control problems is shown in Section 5 . Then in order to characterize minima, we study,
in Section 6, the regularity of the control-to-state mapping, more specifically, its Gaˆteaux differentiability.
Finally, in Section 7, we obtain optimality conditions of order 1 for our problems. These conditions require
the well-posedness of the adjoint system.
2 Notation and auxiliary results
Throughout the paper we shall use the same font style to denote scalar, vector and tensor-valued functions
and corresponding function spaces. We use the usual notation to denote Lebesgue and Sobolev spaces on
a domain A, namely, Lq(A) and Wm,q(A), with norms ‖.‖q,A and ‖.‖m,q,A, respectively. By Wm−
1
q
,q
(∂A)
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we indicate the trace space on the (sufficiently) smooth boundary ∂A of A, for functions from Wm,q(A),
equipped with the usual norm ‖.‖m− 1
q
,q,∂A. The homogeneous Sobolev space of order (k, q) ∈ N× (1,∞) is
defined by
Dk,q(A) := {u ∈ L1loc(A) ; Dαu ∈ Lq(A) for any multi-index α with |α| = k}
with associated seminorm |u|k,q,A =
∑
|α|=k ‖Dαu‖q,A. The space D1,q0 (A) is the closure of C∞0 (A) in
D1,q(A). In particular, the dual space of D1,20 (A) defined for a domain A, D−1,2(A) with norm | · |−1,2,A,
will be used in this work.
In what follows, we can assume that Ω is the exterior domain R3 \ S . By D(Ω) we denote the space
of C∞0 (Ω)
3-functions which are divergence free. For a vector or second-order tensor field G, α > 0 and a
positive function ̟ defined on Ω, we use the notation
⌈G⌉α,̟,Ω := sup
x∈Ω
[̟(x)α|G(x)|], (2.1)
and denote by L∞α,̟(Ω)
3 and L∞α,̟(Ω)
3×3 the spaces of those G ∈ L∞(Ω)3 or G ∈ L∞(Ω)3×3 such that
the norm ⌈G⌉α,̟,Ω is finite. To alleviate the notation, we will write only L∞α,̟(Ω) instead of L∞α,̟(Ω)3 and
L∞α,̟(Ω)
3×3.
For R > 0, we denote by BR the open ball BR := {x ∈ R3; |x| < R} and by AR1,R2 (R2 > R1) the
spherical-annulus domain AR1,R2 := {x ∈ R3;R1 < |x| < R2}. If R3 \ Ω ⊂ B̺ for some ̺ > 0, we set
ΩR := Ω ∩BR and ΩR := Ω \BR for R > ̺.
Now we collect a number of useful results concerning the generalized Oseen system
− div σ(u, q)− V · ∇u+ ω × u = f in Ω (2.2)
div u = 0 in Ω (2.3)
u = u∗ on ∂Ω (2.4)
lim
|x|→∞
u(x) = 0 (2.5)
where V is given by (1.7). For the case of external force f = div F with F satisfying some anisotropic
pointwise estimate, see [12, Proposition 2.1]. The following proposition provides a solution with several
properties when less assumptions are imposed on f .
Proposition 2.1. If Ω is of class C2, f ∈ L2(Ω) ∩D−1,2(Ω) and u∗ ∈ W 3/2,2(∂Ω), then there is a unique
solution (u, q) to (2.2)–(2.5) such that
|u|1,2,Ω + |u|2,2,Ω + ‖u‖∞,Ω + ‖q‖1,2,Ω 6 C(B,Ω)
(‖f‖2,Ω + |f |−1,2,Ω + ‖u∗‖3/2,2,∂Ω),
where B > 0 is such that |ξ|, |ω| 6 B.
Proof. For the sake of the readers, we give the main steps of the proof although the results are more or less
known. First, existence of a weak solution u ∈ D1,2(Ω) of (2.2)–(2.5) is obtained by applying [10, Theorem
VIII.1.2, p. 501]. Note that for this step, it is sufficient that Ω is a locally Lipschitz domain, f ∈ D−1,2(Ω)
and u∗ ∈ W 1/2,2(∂Ω). The pressure q ∈ L2loc(Ω) is recovered by [10, Lemma VIII.1.1, p. 500]. This weak
solution satisfies the following estimates:
‖u‖2,ΩR + ‖∇u‖2,Ω + ‖u‖6,Ω 6 C(R,Ω)
[|f |−1,2,Ω + (1 + |ξ|+ |ω|)‖u∗‖1/2,2,∂Ω], (2.6)
‖q − qR‖2,ΩR 6 C(R,Ω)
[|f |−1,2,Ω + (1 + |ξ|+ |ω|)‖∇u‖2,Ω], (2.7)
for R sufficiently large, where qR :=
1
|ΩR|
∫
ΩR
q. Uniqueness of the weak solution (up to constants for the
pressure, however, we will actually single out it later) is given by [10, Lemma VIII.2.3, p. 512] (see also
Theorem VIII.2.1).
Then, we apply [10, Lemma VIII.2.1, p. 505] to obtain
‖D2u‖2,Ωr 6 C(r, ρ,B)
(‖f‖2,Ωρ + ‖∇u‖2,Ω) (2.8)
with r > ρ provided f ∈ L2(Ωρ) for some ρ > 0. Moreover, [10, Lemma VIII.6.1, p. 554] yields estimates
for the second derivatives of u and first derivatives of q in a bounded domain Ωr, provided f ∈ L2(ΩR) for
some R > r, u∗ ∈W 3/2,2(∂Ω) and Ω is of class C2:
‖u‖2,2,Ωr + ‖∇q‖2,Ωr 6 C(r,R,Ω, B)
(‖f‖2,ΩR + ‖u∗‖3/2,2,∂Ω + ‖u‖2,ΩR + ‖q − qR‖2,ΩR). (2.9)
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From the equation (2.2) together with (2.6) and (2.8) it follows that
|∇q(x)|
1 + |x| 6 |∆u(x)|+ |f(x)|+C(ξ, ω)
(
|∇u(x)|+ |u(x)|
1 + |x|
)
a.e. Ω,
and since the right-hand side of this inequality is square-summable near infinity (Hardy inequality is used
for the last term), we have
∇q
1 + |x| ∈ L
2(Ωr) (2.10)
for every sufficiently large r > 0.
Given r > 0 large enough such that R3 \Ω ⊂ Br/2, we fix a cut-off function ψ ∈ C∞0 (Br; [0, 1]) satisfying
ψ(x) = 1 for x ∈ Br/2. Given a pressure q, let us consider the pair (u˜, q˜) = ((1− ψ)u, (1− ψ)(q − qr)), that
obeys
−div σ(u˜, q˜)− V · ∇u˜+ ω × u˜ = f˜ , div u˜ = g in R3
with
f˜ := (1− ψ)f + 2∇ψ · ∇u+ (∆ψ + V · ∇ψ)u− (∇ψ)(q − qr), g := −u · ∇ψ.
Then
∆q˜ = div(f˜ +∇g + gV ) in R3 (2.11)
and from (2.10) we deduce ∇q˜ ∈ S ′(R3) and thereby, q˜ ∈ S ′(R3). Every solution to (2.11) within S ′(R3) is
represented as
q˜ = Q+ P, Q = −F−1
(
iζ · hˆ
|ζ|2
)
(2.12)
where P is a harmonic polynomial, F−1 denotes the Fourier inverse transform and
h := f˜ +∇g + gV ∈ L2(R3).
Since ∇Q ∈ L2(R3), which follows from h ∈ L2(R3), one needs (∇P )/(1+ |x|) ∈ L2(Ωr) to accomplish (2.10)
and this, in turn, is possible only if P is a constant. We thus obtain
∇q˜ = ∇Q (2.13)
together with the estimate
‖∇q‖2,Ωr 6 ‖∇q˜‖2,R3 6 ‖f˜ +∇g + gV ‖2,R3 6 C(r,B)
(‖f‖2,Ω + ‖u‖1,2,Ωr + ‖q − qr‖2,Ωr ). (2.14)
To deduce this estimate, we have used Plancherel Theorem. Combining (2.14) with (2.9) leads to∇q ∈ L2(Ω)
and, therefore, there is a constant a ∈ R such that ‖q − a‖6,Ω 6 C‖∇q‖2,Ω. We now single out the pressure
q with a = 0, that is, q ∈ L6(Ω). Then we have
‖q‖2,Ωr 6 C(r)‖q‖6,Ωr 6 C(r)‖∇q‖2,Ω. (2.15)
With this pressure at hand, let us go back to the cut-off procedure above and (2.11).
Considering the pairing 〈h, ϕ〉R3 with ϕ ∈ C∞0 (R3) and noting ‖ϕ‖2,Ωr 6 C‖∇ϕ‖2,R3 by the same
reasoning as above, we find that h ∈ D−1,2(R3) by duality. By [13, Lemma 2.2] (see also [10, Theorem II.8.2,
p. 112]), there is a tensor field H ∈ L2(R3) such that 〈h, ϕ〉R3 is given by
〈h, ϕ〉R3 =
∫
R3
H : ∇ϕdx = −〈divH,ϕ〉(C∞
0
(R3))′×C∞
0
(R3), ∀ϕ ∈ C∞0 (R3),
and the following estimate holds:
‖H‖2,R3 = |h|−1,2,R3 = |f˜ +∇g + gV |−1,2,R3 6 C(r,B)
(|f |−1,2,Ω + ‖u‖2,Ωr + ‖q − qr‖2,Ωr). (2.16)
From (2.12) and Plancherel Theorem, we get
Q = −F−1
(
(ζ ⊗ ζ) : Ĥ
|ζ|2
)
, ‖Q‖2,R3 6 ‖H‖2,R3 . (2.17)
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By (2.13) there is a constant b ∈ R such that q˜+ b = Q ∈ L2(R3) and, therefore, q− qr + b ∈ L2(Ωr), where
r > 0 is fixed at the outset of the cut-off procedure. However, it follows from q ∈ L6(Ω) that b = qr. As a
consequence, we obtain q ∈ L2(Ωr) and, furthermore, by (2.16)–(2.17)
‖q‖2,Ωr 6 ‖q˜ + qr‖2,R3 = ‖Q‖2,R3 6 C(r,B)
(|f |−1,2,Ω + ‖u‖2,Ωr + ‖q − qr‖2,Ωr ), (2.18)
which together with (2.15) implies that q ∈ L2(Ω). We collect (2.6)–(2.9), (2.14), (2.15) and (2.18) to
conclude the desired estimates except the L∞-norm.
Finally, using [2, Lemma 4.1] and Sobolev inequalities, we conclude that u,∇u ∈ L6(Ω), u ∈ L∞(Ω) and
‖u‖∞,Ω 6 C(Ω, B)
(‖f‖2,Ω + |f |−1,2,Ω + ‖u∗‖3/2,2,∂Ω) .
3 L2-estimate of the solution to a linearized problem
Given a rigid motion V as in (1.7), in this section, we consider better asymptotic behavior at infinity of the
solution to the generalized Oseen system
− div σ(u, q)− V · ∇u+ ω × u = div F , div u = 0 (3.1)
in an exterior domain Ω without explicitly specifying any boundary condition at ∂Ω when
N = 0, if ω = 0,
ω ·N = 0, if ω ∈ R3 \ {0}, (3.2)
where N stands for the net force exerted by the fluid to the rigid body, that is,
N = Nu,q =
∫
∂Ω
[σ(u, q) + u⊗ V − (ω × x)⊗ u+ F ]ndγ, (3.3)
which is well-defined as long as (u, q) and F are of class (3.4)–(3.5) below (yielding
[σ(u, q) + u⊗ V − (ω × x)⊗ u+ F ]n ∈W−1/2,2(∂Ω)
as the normal trace). Note that (1.5) is equivalent to Nv,p = 0 with F = −v⊗ v. Under the condition (3.2),
we know from asymptotic structure of the flow at infinity that u ∈ L2(Ω), see [4] and [14] especially for the
case ω ∈ R3 \ {0}, however, to our knowledge useful estimates are not available so far in the literature. For
later use, we are aiming at deduction of the following L2-estimate.
Proposition 3.1. Suppose
[x 7→ (1 + |x|)F (x)] ∈ L2(Ω). (3.4)
Let (u, q) be a solution to (3.1) of class
∇u, q ∈ L2(Ω), u ∈ L6(Ω). (3.5)
Let us set
Φ =
∫
∂Ω
n · u dγ.
1. Let ω = 0. If N = 0, then we have u ∈ L2(Ω) subject to
‖u‖2,Ω 6 C
[
(1 + |ξ|) (‖∇u‖2,Ω + |Φ|) + ‖q‖2,Ω + ‖F‖2,Ω
]
+C′‖|x|F‖2,Ω (3.6)
with some constants C, C′ > 0 which are independent of u, q, F, ξ and Φ.
2. Let ω ∈ R3 \ {0}. If ω ·N = 0, then we have u ∈ L2(Ω) subject to
‖u‖2,Ω 6 CK(u, q, F, ξ, ω,Φ) + C′‖|x|F‖2,Ω (3.7)
with some constants C, C′ > 0 which are independent of u, q, F, ξ, ω, where
K(u, q, F, ξ, ω,Φ) =
(
1 + |ω|−1/4 + |ω · ξ|
1/2
|ω| +
|ω × ξ|
|ω|2
)
· [(1 + |ξ|+ |ω|)(‖∇u‖2,Ω + |Φ|)+ ‖q‖2,Ω + ‖F‖2,Ω]. (3.8)
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For the latter case ω ∈ R3 \ {0}, it is also possible to deduce a bit different estimate from (3.7):
‖u‖2,Ω 6 C
(
|ω|−1/4 + |ω · ξ|
1/2
|ω|
)(|N |+ |ω||Φ|) +C′‖|x|F‖2,Ω
+ C
(
1 +
|ω × ξ|
|ω|2
) [
(1 + |ξ|+ |ω|)(‖∇u‖2,Ω + |Φ|) + ‖q‖2,Ω + ‖F‖2,Ω]. (3.9)
As usual, by a cut-off procedure, the problem in exterior domains will be reduced to the one in the whole
space. When ω ∈ R3 \ {0}, we then use the Moggi-Chasles transform, see [10] and [11], to modify the
resulting problem in the following way
y =M
(
x− ω × ξ|ω|2
)
,
s(y) = s
(
M⊤y +
ω × ξ
|ω|2
)
for a scalar field,
v(y) =Mv
(
M⊤y +
ω × ξ
|ω|2
)
for a vector field,
T(y) =
(
MTM⊤
)(
M⊤y +
ω × ξ
|ω|2
)
for a tensor field,
(3.10)
where M ∈ R3×3 being an orthogonal matrix that fulfills M ω
|ω|
= e1, to obtain the generalized Oseen system
in which the direction of the translation is parallel to the axis of rotation that becomes the e1-direction.
Thus, let us consider the system
−∆v +∇p−R∂1v − |ω| [(e1 × y) · ∇v − e1 × v] = f, div v = 0 in R3y (3.11)
within the class of tempered distributions, where
R = ω · ξ|ω| . (3.12)
For the external force f of a suitable class, we know that:
1. when ω = 0, to the classical Oseen system
−∆v +∇p− ξ · ∇v = f, div v = 0 in R3,
we see that
v̂(ζ) =
1
|ζ|2 − iξ · ζ
(
I3 − ζ ⊗ ζ|ζ|2
)
f̂(ζ) (3.13)
is a solution on the Fourier side.
2. when ω ∈ R3 \ {0}
v̂(ζ) =
∫ ∞
0
e−(|ζ|
2−iRζ1)tOω(t)
⊤
(
I3 − (Oω(t)ζ)⊗ (Oω(t)ζ)|ζ|2
)
f̂(Oω(t)ζ) dt (3.14)
is a solution for (3.11) on the Fourier side, where
Oω(t) = O(|ω|t), O(t) =
 1 0 00 cos t − sin t
0 sin t cos t
 .
Relation (3.14) is classical but we recall here the idea to obtain it: first we notice that the Fourier transform
of (v, p) satisfies
(|ζ|2 − iRζ1)v̂(ζ)− |ω| [(e1 × ζ) · ∇ζ v̂(ζ)− e1 × v̂(ζ)]− iζp̂(ζ) = f̂(ζ),
iζ · v̂(ζ) = 0, ζ ∈ R3.
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Eliminating the pressure, we find
(|ζ|2 − iRζ1)v̂(ζ)− |ω| [(e1 × ζ) · ∇ζ v̂(ζ)− e1 × v̂(ζ)] =
(
I3 − ζ ⊗ ζ|ζ|2
)
f̂(ζ), ζ ∈ R3.
Then we define
V(t, ζ) = Oω(t)v̂(Oω(t)⊤ζ) = Oω(t)v̂(Oω(−t)ζ) (3.15)
and some standard computation yields that V(t, ζ) is time-periodic and satisfies
∂
∂t
V(t, ζ) + (|ζ|2 − iRζ1)V(t, ζ) = Oω(t)
(
I3 − (Oω(t)
⊤ζ)⊗ (Oω(t)⊤ζ)
|ζ|2
)
f̂(Oω(t)
⊤ζ).
By Duhamel’s principle, we deduce
V(t, ζ) =
∫ t
−∞
e(s−t)(|ζ|
2−iRζ1)Oω(s)
(
I3 − (Oω(s)
⊤ζ)⊗ (Oω(s)⊤ζ)
|ζ|2
)
f̂(Oω(s)
⊤ζ) ds
and using (3.15), we recover (3.14).
Let (v0, p0) ∈ S ′(R3) be a solution to (3.11) with f = 0, then we see that supp v̂0 ⊂ {0}. In fact, since
|ζ|2v̂0 + iζp̂0 − iRζ1v̂0 − |ω| [(e1 × ζ) · ∇ζ v̂0 − e1 × v̂0] = 0, iζ · v̂0 = 0,
we have |ζ|2p̂0 = 0, which implies that supp p̂0 ⊂ {0} and that
|ζ|2 [|ζ|2v̂0 − iRζ1v̂0 − |ω| [(e1 × ζ) · ∇ζ v̂0 − e1 × v̂0]] = 0.
Given arbitrary vector field ϕ ∈ C∞0 (R3ζ \ {0}), we set
τ (ζ) =
∫ ∞
0
e−(|ζ|
2+iRζ1)tOω(t)ϕ
(
Oω(t)
⊤ζ
)
dt ∈ C∞0 (R3ζ \ {0}),
which solves the adjoint system
|ζ|2τ + iRζ1τ + |ω| [(e1 × ζ) · ∇ζτ − e1 × τ ] = ϕ.
We thus obtain
〈v̂0, ϕ〉 = 〈v̂0, |ζ|2τ + iRζ1τ + |ω| [(e1 × ζ) · ∇ζτ − e1 × τ ]〉
=
〈
|ζ|2 {|ζ|2v̂0 − iRζ1v̂0 − |ω| [(e1 × ζ) · ∇ζ v̂0 − e1 × v̂0]} , τ|ζ|2 〉 = 0,
yielding supp v̂0 ⊂ {0}. Therefore, v = F−1v̂ with (3.14) is the only solution to (3.11) up to (specific)
polynomials within S ′(R3). It is actually the only solution when the polynomials are excluded on account of
the asymptotic behavior at infinity. The same thing for the case ω = 0 is shown even more straightforward.
Thus the following L2-estimate for (3.13)–(3.14) plays an important role.
Lemma 3.2. Suppose that f is of the form f = g + div G with
[y 7→ (1 + |y|)G(y)] ∈ L2(R3), g ∈ L1(R3), [y 7→ |y|g(y)] ∈ Ls(R3) (3.16)
for some s ∈ [1, 6/5).
1. Let ω = 0, and let v̂ be as in (3.13). If ∫
R3
g(y) dy = 0, (3.17)
then we have v = F−1v̂ ∈ L2(R3) subject to
‖v‖2,R3 6 C
(‖g‖1,R3 + ‖G‖2,R3)+ C′∥∥|y|G∥∥2,R3 + C′′∥∥|y|g∥∥s,R3 (3.18)
with some constants C, C′, C′′ > 0 which are independent of g,G and ξ.
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2. Let ω ∈ R3 \ {0}, and let v̂ be as in (3.14). If
e1 ·
∫
R3
g(y)dy = 0, (3.19)
then we have v = F−1v̂ ∈ L2(R3) subject to
‖v‖2,R3 6 C
[(
|ω|−1/4 + |R|1/2|ω|−1/2
) ∣∣∣∣∫
R3
g(y) dy
∣∣∣∣+ ‖g‖1,R3 + ‖G‖2,R3]
+ C′
∥∥|y|G∥∥
2,R3
+ C′′
∥∥|y|g∥∥
s,R3
(3.20)
with some constants C, C′, C′′ > 0 which are independent of g,G, ω and R.
Proof. Let us discuss the case ω ∈ R3 \ {0} and consider∫
R3
|v̂(ζ)|2dζ =
∫
|ζ|>1
|v̂(ζ)|2dζ +
∫
|ζ|<1
|v̂(ζ)|2dζ.
Using the Schwarz inequality in the integral with respect to t and then the Fubini theorem followed by the
change of variable ζ 7→ Oω(t)⊤ζ together with the decomposition f̂(ζ) = ĝ(ζ) + iζ · Ĝ(ζ), we see that the
high frequency part of (3.14) is estimated as∫
|ζ|>1
|v̂(ζ)|2dζ 6 C
∫
|ζ|>1
(∫ ∞
0
e−|ζ|
2t|f̂(Oω(t)ζ)|dt
)2
dζ
6 C
∫
|ζ|>1
∫ ∞
0
e−|ζ|
2t|f̂(Oω(t)ζ)|2 dt dζ|ζ|2
= C
∫ ∞
0
∫
|ζ|>1
e−|ζ|
2t|f̂(ζ)|2 dζ|ζ|2 dt
= C
∫
|ζ|>1
|f̂(ζ)|2
|ζ|4 dζ
6 C‖ĝ‖2∞,R3
∫
|ζ|>1
dζ
|ζ|4 + C‖Ĝ‖
2
2,R3
6 C
(‖g‖21,R3 + ‖G‖22,R3) .
(3.21)
Our main task is thus to study the low frequency part, which will be based on the decomposition
f̂(Oω(t)ζ) = ĝ(0) +
∫ 1
0
(Oω(t)ζ) · (∇ĝ)(σOω(t)ζ)dσ + i(Oω(t)ζ) · Ĝ(Oω(t)ζ).
Note that the function ĝ is uniformly continuous by g ∈ L1(R3) and thus ĝ(0) makes sense. The above
decomposition of f̂(Oω(t)ζ) splits (3.14) into three parts:∫
|ζ|<1
|v̂(ζ)|2dζ
=
∫
|ζ|<1
∣∣∣ ∫ ∞
0
e−(|ζ|
2−iRζ1)tOω(t)
⊤
(
I3 − (Oω(t)ζ)⊗ (Oω(t)ζ)|ζ|2
)
dt ĝ(0)
+
∫ ∞
0
e−(|ζ|
2−iRζ1)tOω(t)
⊤
(
I3 − (Oω(t)ζ)⊗ (Oω(t)ζ)|ζ|2
)∫ 1
0
(Oω(t)ζ) · (∇ĝ)(σOω(t)ζ)dσdt
+ i
∫ ∞
0
e−(|ζ|
2−iRζ1)tOω(t)
⊤
(
I3 − (Oω(t)ζ)⊗ (Oω(t)ζ)|ζ|2
)
(Oω(t)ζ) · Ĝ(Oω(t)ζ)dt
∣∣∣2dζ
6 (I1 + I2 + I3)
2.
For the last two integrals I2 and I3, one may ignore the oscillation. In fact, we see from the Hardy inequality
that
I23 6 C
∫
|ζ|<1
∫ ∞
0
e−|ζ|
2t|Ĝ(Oω(t)ζ)|2dt dζ = C
∫
|ζ|<1
|Ĝ(ζ)|2 dζ|ζ|2
6 C
∫
R3
|Ĝ(ζ)|2
|ζ|2 dζ 6 C‖∇Ĝ‖
2
2,R3 = C
∥∥|y|G∥∥2
2,R3
(3.22)
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and that
I22 6 C
∫
|ζ|<1
∫ ∞
0
e−|ζ|
2t
∫ 1
0
|(∇ĝ)(σOω(t)ζ)|2dσ dt dζ
= C
∫
|ζ|<1
∫ 1
0
|(∇ĝ)(σζ)|2dσ dζ|ζ|2 = C
∫ 1
0
∫
|ζ|<σ
|(∇ĝ)(ζ)|2 dζ|ζ|2
dσ
σ
6 C
∫ 1
0
(∫
|ζ|<σ
|(∇ĝ)(ζ)|s/(s−1)dζ
)2(1−1/s)
σ−6(1−1/s) dσ
6 C‖∇ĝ‖2s/(s−1),R3 6 C
∥∥|y|g∥∥2
s,R3
(3.23)
where (3.16) with s ∈ [1, 6/5) is employed. We thus obtain
I2 6 C
∥∥|y|g∥∥
s,R3
, I3 6 C
∥∥|y|G∥∥
2,R3
. (3.24)
For the crucial part I1 we do need the assumption (3.19), that is, e1 · ĝ(0) = 0, as well as the oscillation
caused by the rotation. By the relations
ĝ(0) = (e1 · ĝ(0))e1 + (e1 × ĝ(0))× e1 = (e1 × ĝ(0))× e1
and
Oω(t)
⊤
(
I3 − (Oω(t)ζ)⊗ (Oω(t)ζ)|ζ|2
)
Oω(t) = I3 − ζ ⊗ ζ|ζ|2
we may write
I21 =
∫
|ζ|<1
|w(ζ)|2 dζ
with
w(ζ) :=
∫ ∞
0
e−(|ζ|
2−iRζ1)t
(
I3 − ζ ⊗ ζ|ζ|2
)
Oω(t)
⊤dt [(e1 × ĝ(0))× e1]
=
(
I3 − ζ ⊗ ζ|ζ|2
)
φ(ζ),
where
φ(ζ) :=
∫ ∞
0
e−(|ζ|
2−iRζ1)tOω(t)
⊤dt [(e1 × ĝ(0))× e1].
An elementary computation yields
φ(ζ) =
1
2
 0α−J+ + α+J−
iα−J+ − iα+J−

with
α± := ĝ2(0)± iĝ3(0), J±(ζ) := 1|ζ|2 − i(Rζ1 ± |ω|) .
We then find ∫
|ζ|<1
|J±(ζ)|2dζ 6
∫
R3
dζ
|ζ|4 + (Rζ1 ± |ω|)2 6 C
(
1√
|ω| +
|R|
|ω|
)
(3.25)
for all |ω| > 0 and R ∈ R, see (3.12). In fact, we immediately see that∫
R3
dζ
|ζ|4 + |ω|2 =
1√
|ω|
∫
R3
dζ
|ζ|4 + 1
for the case R = 0, while the integral above for the other case R 6= 0 is rewritten as
2π√
|ω|
∫ π
0
sin θ
∫ ∞
0
ρ2 dρ
ρ4 +
(
R√
|ω|
ρ cos θ ± 1
)2 dθ.
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For the latter case, it is reasonable to split the integral with respect to ρ into two parts:∫ ∞
0
=
∫ √|ω|/(2|R|)
0
+
∫ ∞
√
|ω|/(2|R|)
.
Then we have ∫ √|ω|/(2|R|)
0
ρ2 dρ
ρ4 +
(
R√
|ω|
ρ cos θ ± 1
)2 6 ∫ ∞
0
ρ2
ρ4 + 1
4
dρ
as well as ∫ ∞
√
|ω|/(2|R|)
ρ2 dρ
ρ4 +
(
R√
|ω|
ρ cos θ ± 1
)2 6 ∫ ∞√
|ω|/(2|R|)
dρ
ρ2
6
2|R|√
|ω| .
We thus obtain (3.25), which leads us to
I1 6 C
(
1√
|ω| +
|R|
|ω|
)1/2
|ĝ(0)|. (3.26)
We collect (3.21), (3.24) and (3.26) to conclude (3.20).
For the other case ω = 0, the high frequency part is the same as in (3.21)3 and the low frequency part
can be treated as in (3.22)–(3.23) by use of ĝ(0) = 0, so that we obtain (3.18). The proof is complete.
Proof of Proposition 3.1. We first discuss the flow with vanishing flux condition. Let us fix R > 0 such that
R
3 \ Ω ⊂ BR, and take a cut-off function ψ ∈ C∞0 (B3R; [0, 1]) such that ψ(x) = 1 for x ∈ B2R. Given (u, q)
which is of class (3.5) together with
∫
∂Ω
n · u dγ = 0 and satisfies (3.1), we set
u˜ = (1− ψ)u+ B[u · ∇ψ], q˜ = (1− ψ)q,
where B denotes the Bogovskii operator in the domain AR,3R, see [1] and [10, Theorem III.3.3, p.179]. Note
that u · ∇ψ ∈ W 1,20 (AR,3R) with∫
AR,3R
u · ∇ψdx =
∫
∂BR
u · −x
R
dγ =
∫
∂Ω
u · ndγ = 0
so that B[u · ∇ψ] ∈W 2,20 (AR,3R) is well-defined with the relation divB[u · ∇ψ] = u · ∇ψ and
‖B[u · ∇ψ]‖2,2,AR,3R 6 C‖u · ∇ψ‖1,2,AR,3R 6 C‖u‖1,2,AR,3R 6 C(‖u‖6,AR,3R + ‖∇u‖2,AR,3R ) 6 C‖∇u‖2,Ω.
(3.27)
Then the pair (u˜, q˜) obeys
−∆u˜+∇q˜ − V · ∇u˜+ ω × u˜ = h+ div [(1− ψ)F ], div u˜ = 0 in R3, (3.28)
where
h = 2∇ψ · ∇u+ (∆ψ + V · ∇ψ)u−∆B[u · ∇ψ]− V · ∇B[u · ∇ψ]
+ ω × B[u · ∇ψ]− (∇ψ)q + F (∇ψ)
which satisfies ∫
R3
h(x) dx = N, (3.29)
and N denotes the net force (3.3). In fact,∫
R3
h(x) dx = −
∫
AR,3R
div [σ(u˜, q˜) + u˜⊗ V − (ω × x)⊗ u˜+ (1− ψ)F ]dx
= −
∫
|x|=3R
[σ(u, q) + u⊗ V − (ω × x)⊗ u+ F ] x
3R
dγ
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yielding (3.29) by use of (3.1).
By the transformations (3.10), we consider
v(y) = Mu˜
(
M⊤y +
ω × ξ
|ω|2
)
,
p(y) = q˜
(
M⊤y +
ω × ξ
|ω|2
)
,
g(y) =Mh
(
M⊤y +
ω × ξ
|ω|2
)
,
G(y) =
(
M [(1− ψ)F ]M⊤
)(
M⊤y +
ω × ξ
|ω|2
)
,
and it can be shown that (v, p) obeys (3.11) with f = g + div G which satisfies (3.16)–(3.19) subject to
‖g‖1,R3 +
∥∥|y|g∥∥
1,R3
= ‖h‖1,R3 +
∥∥∥∥∣∣∣x− ω × ξ|ω|2 ∣∣∣h
∥∥∥∥
1,R3
6 CR
(
1 +
|ω × ξ|
|ω|2
) [
(1 + |ξ|+ |ω|)‖∇u‖2,Ω + ‖q‖2,Ω + ‖F‖2,Ω
]
,
(3.30)
as well as
‖G‖2,R3 + ‖|y|G‖2,R3 6
(
1 +
|ω × ξ|
|ω|2
)
‖F‖2,Ω + ‖|x|F‖2,Ω. (3.31)
The condition (3.19) is in fact verified as
e1 ·
∫
R3
g(y)dy =
ω
|ω| ·
∫
R3
h(x) dx = 0 (3.32)
by use of (3.29) and the assumption ω ·N = 0.
Since u ∈ L6(Ω) implies that v ∈ L6(R3) ⊂ S ′(R3), v coincides with (3.14) on the Fourier side by the
reasoning mentioned just before Lemma 3.2. By taking (3.30)–(3.32) into account, we obtain from Lemma
3.2 that there are constants C, C′ > 0 satisfying
‖u‖2,Ω3R 6 ‖u˜‖2,R3 = ‖v‖2,R3 6 CK(u, q, F, ξ, ω, 0) + C′‖|x|F‖2,Ω,
where K(u, q, F, ξ, ω, 0) is given by (3.8) with Φ = 0. Here,
∣∣∫
R3
g(y)dy
∣∣ has been just replaced by ‖g‖1,R3 in
(3.20). On the other hand, we have
‖u‖2,Ω3R 6 C‖u‖6,Ω 6 C‖∇u‖2,Ω.
Combining the estimates above implies (3.7) when Φ = 0. If we prefer to keep∣∣∣∣∫
R3
g(y)dy
∣∣∣∣ = ∣∣∣∣∫
R3
Mh(x) dx
∣∣∣∣ = |N |
in (3.20) as it is, we obtain (3.9) with Φ = 0 as well.
For general case without any condition at the boundary ∂Ω, let us reduce the problem to the case
discussed above by lifting the flux Φ =
∫
∂Ω
n · u dγ. We fix x0 ∈ int (R3 \ Ω) and take the flux carrier
W(x) = Φ∇ 1
4π|x− x0| .
Note that one cannot always choose x0 = 0 (center of mass of the rigid body). Then the pair
U = u−W, Q = q − (ξ + ω × x0) · W
obeys
−∆U +∇Q− V · ∇U + ω × U = div F , div U = 0
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in Ω subject to
∫
∂Ω
n · U dγ = 0. Concerning the net force (3.3), we observe
NU,Q = Nu,q + Φ(ω × x0)
as verified in [12, Section 6] (in which the nonlinear momentum flux is discussed, however, all the computa-
tions for the linear part are included there), so that the condition ω ·Nu,q = 0 implies ω ·NU,Q = 0. Hence,
we already know that
‖U‖2,Ω 6 CK(U,Q, F, ξ, ω, 0) + C′‖|x|F‖2,Ω.
Since
‖∇U‖2,Ω 6 ‖∇u‖2,Ω + C|Φ|, ‖Q‖2,Ω 6 ‖q‖2,Ω + C(|ξ|+ |ω|)|Φ|
as well as
‖W‖2,Ω 6 C|Φ|,
one conculdes (3.7). The other case ω = 0 is also discussed in the same way as above.
4 The state system and the cost functional
As explained in the introduction, our aim is to find a control v∗ for which
infW (v, p) = inf
∫
∂Ω
v · σ(v, p)ndγ, (4.1)
is attained (see (1.8)). In (4.1) the infimum is taken over the set of all possible states (v, p) satisfying
(1.1)–(1.6) for v∗ either in
Vτ :=
{
v∗ ∈ W 3/2,2(∂Ω) ; v∗ · n = 0 on ∂Ω
}
(4.2)
or in
VΓ :=
{
v∗ ∈W 3/2,2(∂Ω) ; v∗ = 0 on ∂Ω \ Γ
}
, (4.3)
where Γ is a nonempty open subset of ∂Ω.
We recall that in [12] we studied the case of subspaces of Vτ and of VΓ of finite dimension:
Cτ := span
{
(g(i) × n) × n, (G(i) × n)× n ; i = 1, 2, 3
}
, (4.4)
and
Cχ := span
{
χg(i), χG(i) ; i = 1, 2, 3
}
, (4.5)
where χ 6≡ 0 is a non-negative smooth function such that supp(χ) ⊂ Γ and where g(i), G(i) are defined as
follows.
First, we introduce a set of generalized Oseen systems associated with the basic rigid motions: for each
i ∈ {1, 2, 3}, (v(i), q(i)) and (V (i), Q(i)) are the solutions of
−div σ(v(i), q(i)) + (ξ + ω × x) · ∇v(i) − ω × v(i) = 0 in Ω
div v(i) = 0 in Ω
v(i) = ei on ∂Ω
lim
|x|→∞
v(i) = 0
(4.6)
and
− div σ(V (i), Q(i)) + (ξ + ω × x) · ∇V (i) − ω × V (i) = 0 in Ω
div V (i) = 0 in Ω
V (i) = ei × x on ∂Ω
lim
|x|→∞
V (i) = 0
(4.7)
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where (e1, e2, e3) is the canonical basis of R
3. Then the fields g(i) and G(i) are given by
g(i) := σ(v(i), q(i))n on ∂Ω, (4.8)
G(i) := σ(V (i), Q(i))n on ∂Ω, (4.9)
being in W 3/2,2(∂Ω) provided ∂Ω ∈ C3, see [12, Lemma 3.2]. If |ξ| and |ω| are small enough, then Cτ and
Cχ are of dimension 6 (see [12, Theorem 1.1]). We proved in [12] that, for |ξ| and |ω| small enough, there
exists only one v∗ ∈ Cτ (resp. v∗ ∈ Cχ) such that there exists a solution (v, p) of (1.1)–(1.6).
Here, we want to consider controls v∗ in Vτ or VΓ and characterize the optimal controls that minimize
(1.8). However, before starting the analysis of the minimization problem, we must notice that for an arbitrary
v∗ ∈ Vτ or v∗ ∈ VΓ, system (1.1)–(1.6) has no solution in general since the unique solution (v, p) of (1.1)–
(1.4) may not verify the self-propelled conditions (1.5), (1.6). In order to handle this difficulty, the solution
to our problem consists of a boundary velocity v∗ which can be decomposed into two parts, one part which
effectively acts as the infinite dimensional control (to alleviate the presentation, we keep denoting it by v∗)
and another part, say vC∗ , that “corrects” the control in order to enforce the self-propelled conditions and
belongs to the finite dimensional spaces Cτ and Cχ.
Then, assuming that the rigid body velocity V is given and having in mind the boundary control problems
for v∗ ∈ Vτ or v∗ ∈ VΓ, we write the state system (1.1)–(1.6) in the form
− div σ(v, p) + (v − V ) · ∇v + ω × v = 0 in Ω (4.10)
div v = 0 in Ω (4.11)
v = V + v∗ + v
C
∗ on ∂Ω (4.12)
lim
|x|→∞
v(x) = 0 (4.13)
mξ × ω +
∫
∂Ω
[
−σ(v, p)n+
(
(v∗ + v
C
∗ ) · n
)
(v∗ + v
C
∗ + V + ω × x)
]
dγ = 0 (4.14)
(Iω)× ω +
∫
∂Ω
x×
[
−σ(v, p)n+
(
(v∗ + v
C
∗ ) · n
)
(v∗ + v
C
∗ + V + ω × x)
]
dγ = 0 (4.15)
vC∗ ∈ Cτ or vC∗ ∈ Cχ. (4.16)
In what follows, we use the notation
̟(x) :=

(
1 +
∣∣∣∣x− ω × ξ|ω|2
∣∣∣∣)(1 + 2 |ω · ξ||ω| s(x)
)
, ω 6= 0,
(1 + |x|) (1 + 2(|ξ||x|+ ξ · x)) , ω = 0,
(4.17)
where
s(x) :=
∣∣∣∣x− ω × ξ|ω|2
∣∣∣∣+ sign(ω · ξ)|ω| ω · x, ω 6= 0.
Extending the results of [12, Theorem 1.1 and Theorem 1.2], we obtain the following for our state system.
Theorem 4.1. Let Ω be of class C3. There exist constants c0, C1, C2 > 0, which depend on Ω, such that if
ξ, ω ∈ R3 and v∗ ∈ Vτ (resp. v∗ ∈ VΓ) satisfy
|ξ| 6 c0, |ω| 6 c0, ‖v∗‖3/2,2,∂Ω 6 c0, (4.18)
then the following assertions hold.
1. A solution (v, p, vC∗ ) of the problem (4.10)–(4.16) can be found within the class
̟v ∈ L∞(Ω), (v, p) ∈W 2,2(Ω) ×W 1,2(Ω), vC∗ ∈ Cτ (resp. vC∗ ∈ Cχ) (4.19)
along with estimates
⌈v⌉1,̟,Ω + ‖∇v‖2,Ω + ‖vC∗ ‖3/2,2,∂Ω 6 C1
(|(ξ, ω)|+ ‖v∗‖3/2,2,∂Ω), (4.20)
‖∇2v‖2,Ω + ‖p‖1,2,Ω 6 C2
(|(ξ, ω)|+ ‖v∗‖3/2,2,∂Ω), (4.21)
and the energy equation∫
∂Ω
(
σ(v, p)n
) · v dγ = 2∫
Ω
|D(v)|2 dx+ 1
2
∫
∂Ω
(v∗ + v
C
∗ ) · n|V + v∗ + vC∗ |2 dγ. (4.22)
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2. The solution of the problem (4.10)–(4.16) is unique (up to constants for the pressure) within the class
of functions satisfying (4.20) as well as vC∗ ∈ Cτ (resp. vC∗ ∈ Cχ). The pressure is singled out under the
additional condition p ∈ L2(Ω).
The emphasis is finite kinetic energy v ∈ L2(Ω), see (4.19), as a consequence of the self-propelling
condition (4.14), and this helps us to justify the energy relation (4.22). As in [12], our notion of solution to
(4.10)–(4.16) is the standard weak solution ∇v ∈ L2(Ω), such that
2
∫
Ω
D(v) : D(ϕ)dx+
∫
Ω
(v − V ) · ∇v · ϕdx+
∫
Ω
(ω × v) · ϕdx = 0, ∀ϕ ∈ D(Ω), (4.23)
which, due to the extra regularity obtained in Theorem 4.1, will satisfy the equations (1.5)–(1.6) in the
strong form. We will only sketch the proof of Theorem 4.1 in the case of localized controls Cχ since it is
completely similar to the proof of [12, Theorem 1.1].
Proof of Theorem 4.1. Let
X := {(v, α, β) ∈ D1,2(Ω)× R3 × R3 ; ⌈v⌉1,̟,Ω <∞}
endowed with the norm
‖(v, α, β)‖X := |v|1,2,Ω + ⌈v⌉1,̟,Ω + |(α, β)|.
Assume (v, α, β) ∈ X , and let
vC∗ :=
3∑
i=1
(
αiχg
(i) + βiχG
(i)
)
,
f(v) := −v · ∇v = divF (v), F (v) := −v ⊗ v,
ξf (v
C
∗) := −
∫
∂Ω
((v∗ + v
C
∗ ) · n)((v∗ + vC∗ + V + ω × x)dγ −mξ × ω −
∫
∂Ω
(V · n)(V + v∗ + vC∗)dγ, (4.24)
ωf (v
C
∗) := −
∫
∂Ω
x× (v∗+vC∗ +V +ω×x)((v∗+vC∗ ) ·n)dγ− (Iω)×ω−
∫
∂Ω
x× (V +v∗+vC∗)(V ·n)dγ. (4.25)
Following [12, Lemma 4.1], we introduce the following auxiliary linear systems
− div σ(u(j), p(j))− V · ∇u(j) + ω × u(j) = 0
div u(j) = 0
u(j) = χg(j) or (g(i) × n) × n on ∂Ω
lim
|x|→∞
u(j) = 0,
(4.26)

− div σ(U (j), P (j))− V · ∇U (j) + ω × U (j) = 0
divU (j) = 0
U (j) = χG(j) or (G(i) × n)× n on ∂Ω
lim
|x|→∞
U (j) = 0.
(4.27)

− div σ(uf , pf )− V · ∇uf + ω × uf = f(v)
div uf = 0
uf = V + v∗ on ∂Ω
lim
|x|→∞
uf = 0.
(4.28)
Using systems (4.26)–(4.28) and [12, Proposition 4.5], we can solve the following problem: for any v∗ ∈ VΓ,
and for ξ and ω satisfying (4.18) with some constant c0 small enough, there exists a unique (v, v
C
∗ , p) such
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that
−div σ(v, p)− V · ∇v + ω × v = f(v) in Ω (4.29)
div v = 0 in Ω (4.30)
v = V + v∗ + v
C
∗ on ∂Ω (4.31)
lim
|x|→∞
v(x) = 0 (4.32)
−
∫
∂Ω
[σ(v, p)n+ (V · n)v]dγ = ξf (vC∗) (4.33)
−
∫
∂Ω
x× [σ(v, p)n+ (V · n)v] dγ = ωf (vC∗) (4.34)
vC∗ =
3∑
i=1
(
αiχg
(i) + βiχG
(i)
)
∈ Cχ. (4.35)
Moreover, we have
sup
x∈Ω
[̟(x)|v(x)|] + ‖∇v‖1,2,Ω + ‖p‖1,2,Ω + |(α, β)|
6 C
[|(ξf (vC∗ ), ωf (vC∗))|+‖f(v)‖2,Ω+⌈F (v)⌉2,̟,Ω+ |(ξ, ω)|+‖v∗‖3/2,2,∂Ω+ |(ξ, ω)|(|(ξ, ω)|+‖v∗‖3/2,2,∂Ω)].
(4.36)
This allows us to define the mapping
Z : X ∋ (v, α, β) 7→ (v, α, β) ∈ X ,
where (v, vC∗ ) is the solution of (4.29)–(4.35).
Following the proof of [12, Theorem 1.1], based on [12, Proposition 4.5], we obtain
‖Z(v, α, β)‖X 6 C
(|(ξ, ω)|+ ‖v∗‖3/2,2,∂Ω + |(ξ, ω)|2 + ‖v∗‖23/2,2,∂Ω)+ C‖(v, α, β)‖2X .
Taking c0 ∈ (0, 1) small enough in (4.18), we see that a ball
XR0 := {(v, α, β) ∈ X ; ‖(v, α, β)‖X 6 R0} , R0 = C1
(|(ξ, ω)|+ ‖v∗‖3/2,2,∂Ω) (4.37)
is invariant by Z. In a similar way, we also obtain that Z is a strict contraction on XR0 for c0 small enough.
This gives us the existence of a solution to problem (4.10)–(4.16). The corresponding estimates (4.20)–(4.21)
follow from (4.36).
To prove that v ∈ L2(Ω), we apply [12, Theorem 1.2] where we only have to replace v∗ by v∗ + vC∗ (see
the definition (1.13) of N in [12]).
In order to obtain the energy equation, for R > 0 large enough such that R3 \Ω ⊂ BR, we use a radially
symmetric cut-off function ψR(x) = ψ˜(|x|/R) with ψ˜ ∈ C10 ((−2, 2); [0, 1]) which fulfills ψ˜ ≡ 1 on [−1, 1].
Then we have
‖∇ψR‖q,R3 = CR−1+3/q (3 6 q 6∞) (4.38)
as well as (ω × x) · ∇ψR = 0. From those properties it follows that
‖V · ∇ψR‖∞,R3 = ‖ξ · ∇ψR‖∞,R3 = C/R.
Taking the inner product of both sides of the equation (4.10) with ψRv and integrating by parts over Ω yield
−
∫
∂Ω
(
σ(v, p)n
) · v dγ + ∫
Ω
σ(v, p) : (v ⊗∇ψR) dx+ 2
∫
Ω
|D(v)|2ψR dx
+
∫
∂Ω
|v|2
2
(v − V ) · n dγ −
∫
Ω
|v|2
2
(v − V ) · ∇ψR dx = 0
Since v ∈W 1,2(Ω) and p ∈ L2(Ω), we have∣∣∣∣− ∫
Ω
|v|2
2
(v − V ) · ∇ψR dx+
∫
Ω
σ(v, p) : (v ⊗∇ψR) dx
∣∣∣∣ 6 CR
∫
Ω
(|v|3 + |v|2 + |D(v)|2 + |p|2) dx.
Using the dominated convergence Theorem and (4.19), we can pass to the limit R→∞ and we deduce the
result.
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Using the energy equation (4.22), we can rewrite the drag functional (1.8) in the following way:
Corollary 4.2. Let (v, p, vC∗ ) be the solution of (4.10)–(4.16) obtained in Theorem 4.1. Then
W (v, p) = 2‖D(v)‖22,Ω + 12
∫
∂Ω
(v∗ + v
C
∗ ) · n|V + v∗ + vC∗ |2 dγ.
From now on, we assume
|ξ| 6 c0, |ω| 6 c0 (4.39)
and, given κ ∈ (0, c0], we define
Vκτ :=
{
v∗ ∈ Vτ ; ‖v∗‖W3/2,2(∂Ω) 6 κ
}
, (4.40)
VκΓ :=
{
v∗ ∈ VΓ ; ‖v∗‖W3/2,2(∂Ω) 6 κ
}
, (4.41)
where Vτ and VΓ are defined by (4.2) and (4.3), while c0 is the constant in Theorem 4.1.
Using Corollary 4.2, we deduce that the problem (4.1) reduces here to minimize
J(v∗) := 2‖D(v)‖22,Ω + 1
2
∫
∂Ω
(v∗ + v
C
∗ ) · n|V + v∗ + vC∗ |2 dγ, (4.42)
where (v, p, vC∗ ) is the solution of (4.10)–(4.16) associated with either v∗ ∈ Vκτ or v∗ ∈ VκΓ . This functional
J is well-defined since Theorem 4.1 allows us to define the control-to-state mapping v∗ 7→ (v, p, vC∗ ). In the
following sections, we study this mapping and consider the optimal control problems:
inf
v∗∈Vκτ
J(v∗) (4.43)
or
inf
v∗∈V
κ
Γ
J(v∗). (4.44)
Under the condition (4.39), in the next section, it turns out that (4.43) and (4.44) respectively admit solutions
for every κ ∈ (0, c0], however, the radius κ of the admissible closed balls (4.40)–(4.41) as well as (ξ, ω) should
be taken still smaller (see Theorems 6.1 and 7.4) in order to characterize the optimal solution in Theorem
7.5.
5 Existence of optimal controls
Here we show that problems (4.43) and (4.44) have a solution, so that the infima are actually minima.
Theorem 5.1. Assume that ξ, ω ∈ R3 satisfy (4.39). Let κ ∈ (0, c0]. Then each of the optimal control
problems (4.43) and (4.44) admits a solution.
Proof. We only consider problem (4.44), the case of tangential controls can be treated with exactly the same
arguments. By the embedding W 3/2,2(∂Ω) ⊂ L3(∂Ω) and (4.41), we have
‖v∗‖L3(∂Ω) 6 Cκ
and from (4.20) it follows that
‖vC∗ ‖L3(∂Ω) 6 C(κ+ c0).
Therefore, the functional J is bounded from below on VκΓ since
J(v∗) > −C
∫
∂Ω
(
|v∗ + vC∗ |3 + |v∗ + vC∗ |
)
dγ.
Thus, there exists a sequence
{v∗k}k∈N ⊂ VκΓ such that J(v∗k)→ inf
v∗∈V
κ
Γ
J(v∗) (k →∞).
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We will denote by {(vk, pk, vC∗k)}k∈N the corresponding sequence of states, that is, (vk, pk, vC∗k) is the solution
of problem (4.10)–(4.16) for v∗k. Since the admissible set VκΓ is weakly sequentially compact, there exist
v̂∗ ∈ VκΓ and a subsequence of {v∗k}k∈N, still denoted by {v∗k}k∈N, such that
v∗k ⇀ v̂∗ weakly in W
3/2,2(∂Ω) (5.1)
In what follows we take suitable subsequences in order although they are always denoted by the same symbol
{vk} etc. From (4.20)–(4.21), we also deduce the existence of (v̂, p̂, v̂C∗ ) such that(∇vk, pk)⇀ (∇v̂, p̂) weakly in W 1,2(Ω), (5.2)
vC∗k → v̂C∗ strongly in W 3/2,2(∂Ω). (5.3)
Concerning (5.3), what we see at once is that Cτ (resp. CΓ) ∋ vC∗k tends to v̂C∗ weakly in W 3/2,2(∂Ω) along
a subsequence as k → ∞, which yields v̂C∗ ∈ Cτ (resp. CΓ) since the subspace is weakly closed; then, we
eventually obtain the strong convergence above because it is a finite dimensional space. Since vk(x) tends
to zero as |x| → ∞, from a classical embedding inequality we also deduce (see, for instance, [10, Theorem
II.6.1])
‖vk‖6,Ω 6 C
and thus
vk ⇀ v̂ weakly in L
6(Ω). (5.4)
We also have
̟vk ⇀ ̟v̂ weakly * in L
∞(Ω).
Indeed, there exists ϑ ∈ L∞(Ω) such that∫
Ω
̟(x)vk(x)u(x)dx→
∫
Ω
ϑ(x)u(x)dx, ∀u ∈ L1(Ω).
and, in particular, ∫
Ω
̟(x)vk(x)ϕ(x)dx→
∫
Ω
ϑ(x)ϕ(x)dx, ∀ϕ ∈ C∞0 (Ω). (5.5)
On the other hand, due to (5.4),∫
Ω
̟(x)vk(x)ϕ(x)dx→
∫
Ω
̟(x)v(x)ϕ(x)dx, ∀ϕ ∈ C∞0 (Ω). (5.6)
From (5.5) and (5.6) it follows that∫
Ω
ϑ(x)ϕ(x)dx =
∫
Ω
̟(x)v(x)ϕ(x)dx, ∀ϕ ∈ C∞0 (Ω)
and therefore ϑ = ̟v a.e. in Ω.
Finally, using classical compactness results, we also deduce from (4.20) that
(∇vk, pk)→ (∇v̂, p̂) strongly in L2loc(Ω),
vk → v̂ strongly in L2loc(Ω),
and
v∗k → v̂∗ strongly in L3(∂Ω). (5.7)
Using the above convergences, we can pass to the limit in (4.23) where v is replaced by vk. We also know
that v̂ satisfies (4.11) and (4.13). We have
‖vk − v̂‖2,∂Ω 6 C‖vk − v̂‖1/22,ΩR‖vk − v̂‖
1/2
1,2,ΩR
→ 0 (k →∞),
and using (5.3) and (5.1), we deduce (4.12).
Similarly,
‖σ(vk, pk)n− σ(v̂, p̂)n‖2,∂Ω
6 C‖∇vk −∇v̂‖1/22,ΩR‖∇vk −∇v̂‖
1/2
1,2,ΩR
+ C‖pk − p̂‖1/22,ΩR‖pk − p̂‖
1/2
1,2,ΩR
→ 0 (k →∞),
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so that, using (5.7) and (5.3), we deduce (4.14) and (4.15).
The pair (v̂, v̂C∗ ) is in the class satisfying (4.20) and thus, by the assumption (4.39) and the uniqueness
result in Theorem 4.1, (v̂, p̂, v̂C∗ ) is the state associated with v̂∗. Now using (5.2), (5.7) and (5.3) we deduce
J(v̂∗) 6 lim inf
k→∞
J(v∗k)
and therefore v̂∗ is actually a minimizer:
J(v̂∗) = inf
v∗∈V
κ
Γ
J(v∗).
6 Regularity of the control-to-state mapping
Let
W :=
{
(v, vC∗ ) ; v ∈ D1,2(Ω) ∩ L∞1,̟(Ω), ∇ · v = 0 in Ω, vC∗ ∈ W 3/2,2(∂Ω)
}
endowed with the norm
‖(v, vC∗ )‖W := |v|1,2,Ω + ⌈v⌉1,̟,Ω + ‖vC∗ ‖3/2,2,∂Ω = ‖∇v‖2,Ω + ⌈v⌉1,̟,Ω + ‖vC∗‖3/2,2,∂Ω,
and consider the subset
WR0 :=
{
(v, vC∗ ) ∈ W ; ‖(v, vC∗ )‖W 6 R0
}
, (6.1)
where R0 is the same as in (4.37), that is the right-hand side of (4.20). Suppose (4.39). Given κ ∈ (0, c0],
Theorem 4.1 allows us to define the following control-to-state mappings (recall (4.40) and (4.41))
Λτ : Vκτ →WR0 ∩
[
(D2,2(Ω) ∩ L2(Ω))× Cτ
]
, v∗ 7→ (v, vC∗ ) (6.2)
Λχ : VκΓ →WR0 ∩
[
(D2,2(Ω) ∩ L2(Ω))× Cχ
]
, v∗ 7→ (v, vC∗ ) (6.3)
where (v, vC∗ ) together with the pressure p ∈ W 1,2(Ω) is the solution of problem (4.10)–(4.16) associated with
v∗ given in the admissible set Vκτ or VκΓ .
Our aim is to show that the maps Λτ and Λχ are Gaˆteaux differentiable. We analyze this problem in
detail for Λτ , the idea being similar for the mapping Λχ.
In order to compute the Gaˆteaux derivative of Λτ at v∗ ∈ Vκτ in the direction v∗ ∈ Vτ , that is denoted by
DΛτ (v∗)v∗ = (z, z
C
∗ ),
we suppose that v∗+ hv∗ is also in Vκτ for 0 < h < h0 with sufficiently small h0; in fact, this is accomplished
as long as 〈v∗, v∗〉W3/2,2(∂Ω) < 0 even if ‖v∗‖3/2,2,∂Ω = κ.
We consider
(vh, v
C
h∗, ph) ∈
(
WR0 ∩
[
(D2,2(Ω) ∩ L2(Ω))× Cτ
])×W 1,2(Ω)
which is the solution to (4.10)–(4.16) associated with v∗ + hv∗, that is, (vh, v
C
h∗) := Λτ (v∗ + hv∗). Then
(zh, z
C
h∗, rh) :=
(vh, v
C
h∗, ph)− (v, vC∗ , p)
h
=
(Λτ (v∗ + hv∗), ph)− (Λτ (v∗), p)
h
∈
(
W ∩ [(D2,2(Ω) ∩ L2(Ω))× Cτ])×W 1,2(Ω)
satisfies the following system
−div σ(zh, rh) + v · ∇zh + zh · ∇vh − V · ∇zh + ω × zh = 0 in Ω (6.4)
div zh = 0 in Ω (6.5)
zh = z
C
h∗ + v∗ on ∂Ω (6.6)
lim
|x|→∞
zh(x) = 0 (6.7)∫
∂Ω
σ(zh, rh)n dγ = 0 (6.8)∫
∂Ω
x× σ(zh, rh)n dγ = 0, (6.9)
zCh∗ ∈ Cτ . (6.10)
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Our aim is to show that, when h → 0, (zh, zCh∗, rh) converges to (z, zC∗ , r), which solves the linearized state
equations
− div σ(z, r) + v · ∇z + z · ∇v − V · ∇z + ω × z = 0 in Ω (6.11)
div z = 0 in Ω (6.12)
z = zC∗ + v∗ on ∂Ω (6.13)
lim
|x|→∞
z(x) = 0 (6.14)∫
∂Ω
σ(z, r)n dγ = 0 (6.15)∫
∂Ω
x× σ(z, r)n dγ = 0 (6.16)
zC∗ ∈ Cτ . (6.17)
In the case of localized controls, instead of the equations (6.8)–(6.10), we have∫
∂Ω
[−σ(zh, rh) + (v∗ + vC∗ ) · n(v∗ + zCh∗) + (v∗ + zCh∗) · n(v∗ + hv∗ + vCh∗ + V + ω × x)]dγ = 0 (6.18)∫
∂Ω
x× [−σ(zh, rh) + (v∗ + vC∗ ) · n(v∗ + zCh∗) + (v∗ + zCh∗) · n(v∗ + hv∗ + vCh∗ + V + ω × x)] dγ = 0 (6.19)
zCh∗ ∈ Cχ (6.20)
and in the corresponding linearized state equations conditions (6.15)–(6.17) are replaced by∫
∂Ω
[
−σ(z, r)n+ (v∗ + vC∗ ) · n(v∗ + zC∗ ) + (v∗ + zC∗ ) · n(v∗ + vC∗ + V + ω × x)
]
dγ = 0 (6.21)∫
∂Ω
x×
[
−σ(z, r)n+ (v∗ + vC∗ ) · n(v∗ + zC∗ ) + (v∗ + zC∗ ) · n(v∗ + vC∗ + V + ω × x)
]
dγ = 0 (6.22)
zC∗ ∈ Cχ. (6.23)
More specifically, we have
Theorem 6.1. There exists a constant κ1 ∈ (0, c0] depending on Ω such that if ξ, ω ∈ R3 and v∗ ∈ Vτ (resp.
v∗ ∈ VΓ) satisfy
|ξ| 6 κ1, |ω| 6 κ1, ‖v∗‖3/2,2,∂Ω 6 κ1, (6.24)
then the following assertion holds, where c0 is the constant in Theorem 4.1:
Let (v, vC∗ , p) be the solution to the state equations (4.10)–(4.16) associated with v∗ ∈ Vκ1τ (resp. v∗ ∈ Vκ1Γ )
obtained in Theorem 4.1. Then the mapping Λτ (resp. Λχ) defined by (6.2) (resp. (6.3)) with κ = κ1 is
Gaˆteaux differentiable with values in
[
W 2,2(Ω)×L∞1,̟(Ω)
]×W 3/2,2(∂Ω) at v∗ ∈ Vκ1τ (resp. v∗ ∈ Vκ1Γ ) in the
direction v∗ ∈ Vτ (resp. v∗ ∈ VΓ), where v∗ must be taken such that 〈v∗, v∗〉W3/2,2(∂Ω) < 0 if ‖v∗‖3/2,2,∂Ω =
κ1, whereas it can be arbitrary if ‖v∗‖3/2,2,∂Ω < κ1, and its derivative is given by DΛτ (v∗)v∗ = (z, zC∗ ), (resp.
DΛχ(v∗)v∗ = (z, z
C
∗ )) with (z, z
C
∗ , r) being the solution to the problem (6.11)–(6.17) (resp. (6.11)–(6.14),
(6.21)–(6.23)). Namely, we have
‖zh − z‖2,2,Ω + ⌈zh − z⌉1,̟,Ω + ‖zCh∗ − zC∗‖3/2,2,∂Ω → 0,
where zh satisfies (6.4)–(6.10) (resp. (6.4)–(6.7), (6.18)–(6.20)).
Proof. We write a detailed proof for Λτ but point out the main differences for the mapping Λχ. Equation
(6.4) can be written in the form
− div σ(zh, rh)− V · ∇zh + ω × zh = fh
with
fh := −(v · ∇zh + zh · ∇vh) = − div (zh ⊗ v + vh ⊗ zh) = divFh,
Fh := −(zh ⊗ v + vh ⊗ zh).
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If v, vh ∈ WR0 , then the following estimates hold for fh and Fh:
‖fh‖2,Ω 6 C(⌈v⌉1,̟,Ω‖∇zh‖2,Ω + ⌈zh⌉1,̟,Ω‖∇vh‖2,Ω) 6 CR0(|zh|1,2,Ω + ⌈zh⌉1,̟,Ω),
⌈Fh⌉2,̟,Ω = ⌈zh ⊗ v + vh ⊗ zh⌉2,̟,Ω 6 CR0⌈zh⌉1,̟,Ω,
where R0 is given by (4.37), see (6.1). In order to apply [12, Proposition 4.5], which is still valid even though
V is replaced by v∗, we rewrite the conditions (6.8) and (6.9) as∫
∂Ω
[σ(zh, rh)n+ (V · n)zh] dγ =
∫
∂Ω
(V · n)zh dγ (6.25)∫
∂Ω
x× [σ(zh, rh)n+ (V · n)zh] dγ =
∫
∂Ω
x× [(V · n)zh] dγ, (6.26)
to find
|zh|1,2,Ω + |zh|2,2,Ω + ⌈zh⌉1,̟,Ω + ‖rh‖1,2,Ω + ‖zCh∗‖3/2,2,∂Ω
6 C
[
R0(|zh|1,2,Ω + ⌈zh⌉1,̟,Ω) + ‖v∗‖3/2,2,∂Ω + (|ξ|+ |ω|)(‖v∗‖3/2,2,∂Ω + ‖zCh∗‖3/2,2,∂Ω)
]
.
For R0 and (ξ, ω) small enough, we deduce that (zh, rh, z
C
h∗) is uniformly bounded in[
D1,2(Ω) ∩D2,2(Ω) ∩ L∞1,̟(Ω)
]×W 1,2(Ω)×W 3/2,2(∂Ω).
Now using (3.6) or (3.9), depending on ω = 0 or ω 6= 0, we get
‖zh‖2,Ω 6 C
[
(1 + |ξ|)(‖∇zh‖2,Ω + |Φh|)+ ‖rh‖2,Ω + ‖Fh‖2,Ω]+ C′‖|x|Fh‖2,Ω
or
‖zh‖2,Ω 6 C
(
|ω|−1/4 + |ω · ξ|
1/2
|ω|
)(|Nh|+ |ω||Φh|)+C′‖|x|Fh‖2,Ω
+C
(
1 +
|ω × ξ|
|ω|2
)[
(1 + |ξ|+ |ω|)(‖∇zh‖2,Ω + |Φh|)+ ‖rh‖2,Ω + ‖Fh‖2,Ω]
where
Nh :=
∫
∂Ω
[σ(zh, rh) + zh ⊗ V − (ω × x)⊗ zh + Fh]ndγ
=
∫
∂Ω
[σ(zh, rh)n+ zh(V − v) · n− (vh + ω × x)zh · n] dγ
=
∫
∂Ω
[σ(zh, rh)n− (v∗ + vC∗ ) · n(v∗ + zCh∗)− (v∗ + zCh∗) · n(v∗ + hv∗ + vCh∗ + V + ω × x)] dγ = 0
(6.27)
on account of the conditions (6.8) for tangential controls (then it is (v∗ + v
C
∗ ) · n = (v∗ + zCh∗) · n = 0) or
(6.18) if we are considering localized controls; in fact, since v and vh satisfy (1.5), we should have Nh = 0
for zh, no matter which kind of controls we would adopt. Moreover,
Φh :=
∫
∂Ω
n · zh dγ =
∫
∂Ω
n · (zCh∗ + v∗) dγ
which is zero if zCh∗ ∈ Cτ , v∗ ∈ Vτ . For localized controls, we use the estimate
|Φh| =
∣∣∣∣∫
∂Ω
n · (zCh∗ + v∗) dγ
∣∣∣∣ 6 C(‖zCh∗‖3/2,2,∂Ω + ‖v∗‖3/2,2,∂Ω).
Now we can use the estimate
‖(1 + |x|)Fh‖2,Ω = ‖(1 + |x|)(zh ⊗ v + v ⊗ zh + hzh ⊗ zh‖2,Ω 6 C⌈zh⌉1,̟,Ω(‖v‖2,Ω + h‖zh‖2,Ω)
together with the uniform boundedness of zh, rh and z
C
h∗ in D
1,2(Ω) ∩ D2,2(Ω) ∩ L∞1,̟(Ω), W 1,2(Ω) and
W 3/2,2(∂Ω), respectively, to conclude that zh is uniformly bounded in L
2(Ω) when h is close to zero.
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Therefore, there exists
(z, r, zC∗ ) ∈
[
W 2,2(Ω) ∩ L∞1,̟(Ω)
]×W 1,2(Ω)× Cτ
such that
̟zh ⇀ ̟z weakly * in L
∞(Ω), (6.28)(
zh, rh
)
⇀
(
z, r
)
weakly in W 2,2(Ω)×W 1,2(Ω), (6.29)
zCh∗ → zC∗ strongly in W 3/2,2(∂Ω), (6.30)
along a subsequence as h → 0, where the strong convergence (6.30) follows from the same reasoning as in
(5.3).
By classical compactness results, we also have
zh → z strongly in W 1,2loc (Ω),
and since vh = v + hzh,
vh → v strongly in W 1,2loc (Ω).
Proceeding as in the proof in Theorem 5.1, we can pass to the limit h → 0 in (6.4)-(6.10) and show that
(z, r, zC∗ ) satisfies (6.11)–(6.17).
Now we prove the convergence of zh − z in the norm ‖ · ‖2,2,Ω + ⌈·⌉1,̟,Ω. Consider the problem
−div σ(zh − z, rh − r)− V · ∇(zh − z) + ω × (zh − z)
= − [(v · ∇zh + zh · ∇vh)− (v · ∇z + z · ∇v)] =: gh in Ω
div(zh − z) = 0 in Ω
zh − z = zCh∗ − zC∗ on ∂Ω
lim
|x|→∞
(zh(x)− z(x)) = 0∫
∂Ω
σ(zh − z, rh − r)ndγ = 0∫
∂Ω
x× σ(zh − z, rh − r)n dγ = 0,
zCh∗ − zC∗ ∈ Cτ .
and notice that, since vh − v = hzh, we can write
−gh := (v · ∇zh + zh · ∇vh)− (v · ∇z + z · ∇v)
= v · ∇(zh − z) + (zh − z) · ∇vh + z · ∇(vh − v)
= v · ∇(zh − z) + (zh − z) · ∇v + hzh · ∇zh
and
−gh = div ((zh − z)⊗ v + v ⊗ (zh − z) + hzh ⊗ zh) =: − divGh.
We use the fact that zh is uniformly bounded in W
2,2(Ω) ∩ L∞1,̟(Ω) to get the following estimates
‖gh‖2,Ω = ‖v · ∇(zh − z) + (zh − z) · ∇v + hzh · ∇zh‖2,Ω
6 C [R0(|zh − z|1,2,Ω + ⌈zh − z⌉1,̟,Ω) + h⌈zh⌉1,̟,Ω|zh|1,2,Ω] ,
⌈Gh⌉2,̟,Ω = ⌈(zh − z)⊗ v + v ⊗ (zh − z) + hzh ⊗ zh⌉2,̟,Ω 6 C
(
R0⌈zh − z⌉1,̟,Ω + h⌈zh⌉21,̟,Ω
)
,
with R0 as specified above. Then using [12, Proposition 4.5], we first deduce that
|zh − z|1,2,Ω + |zh − z|2,2,Ω + ⌈zh − z⌉1,̟,Ω + ‖rh − r‖1,2,Ω + ‖zCh∗ − zC∗‖3/2,2,∂Ω
6 C
[
R0(⌈zh − z⌉1,̟,Ω + |zh − z|1,2,Ω) + (|ξ|+ |ω|)‖zCh∗ − zC∗ ‖3/2,2,∂Ω + h⌈zh⌉1,̟,Ω|zh|1,2,Ω + h⌈zh⌉21,̟,Ω
]
.
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This estimate yields a first convergence result for zh − z:
|zh − z|1,2,Ω + |zh − z|2,2,Ω + ⌈zh − z⌉1,̟,Ω + ‖rh − r‖1,2,Ω + ‖zCh∗ − zC∗‖3/2,2,∂Ω → 0 (h→ 0) (6.31)
under suitable smallness assumptions on R0 as well as (ξ, ω) and the uniform boundedness of zh already
established.
Let
N :=
∫
∂Ω
[σ(z, r) + z ⊗ V − (ω × x)⊗ z + F ]ndγ, (6.32)
where F = −(z ⊗ v + v ⊗ z). Then we have
|Nh −N | 6 C
∥∥(∇(zh − z), rh − r)∥∥2,∂Ω +C(1 + ‖v‖2,∂Ω)‖zCh∗ − zC∗‖2,∂Ω + Ch‖zCh∗ + v∗‖22,∂Ω
which goes to zero as h→ 0 by (6.31), yielding N = 0 because of Nh = 0, see (6.27).
By (3.9), in the case ω 6= 0 (the case ω = 0 is even simpler), we have
‖zh − z‖2,Ω 6 C
(
|ω|−1/4 + |ω · ξ|
1/2
|ω|
)(|Mh|+ |ω||Ψh|)+ C′‖|x|Gh‖2,Ω
+ C
(
1 +
|ω × ξ|
|ω|2
)[
(1 + |ξ|+ |ω|)(‖∇(zh − z)‖2,Ω + |Ψh|)+ ‖rh − r‖2,Ω + ‖Gh‖2,Ω] ,
where
Mh :=
∫
∂Ω
[σ(zh − z, rh − r) + (zh − z)⊗ V − (ω × x)⊗ (zh − z) +Gh]ndγ = Nh −N = 0 (6.33)
on account of Nh = N = 0, see (6.27) and (6.32), no matter which kind of controls we would adopt, while
we have
Ψh :=
∫
∂Ω
n · (zh − z) dγ → 0
as h→ 0 since |Ψh| 6 C‖zCh∗ − zC∗‖2,∂Ω. Hence, the estimate
‖(1 + |x|)Gh‖2,Ω 6 C (‖v‖2,Ω⌈zh − z⌉1,̟,Ω + h⌈zh⌉1,̟,Ω‖zh‖2)
and the previous convergence results (6.31) yield ‖zh − z‖2,Ω → 0 when h → 0. We have completed the
proof provided that R0 given by (4.37) is small enough as we have mentioned twice, which is accomplished
through (6.24) with some κ1 ∈ (0, c0].
7 Necessary first order conditions for an optimal control
In this section, we introduce the Lagrangian associated with problems (4.43) and (4.44), analyze the adjoint
system and obtain a characterization of the optimal controls.
7.1 Introduction of the Lagrangian
Let us define
Y := {v ∈ W 2,2(Ω) ∩ L∞1,̟(Ω) ; ∇ · v = 0 in Ω} , (7.1)
U := {u ∈ L6(Ω) ∩D1,2(Ω) ∩D2,2(Ω) ; V · ∇u− ω × u ∈ L2(Ω), ∇ · u = 0 in Ω,
∃ℓu, ku ∈ R3 u = ℓu + ku × x on ∂Ω
}
, (7.2)
Z := L2(∂Ω). (7.3)
Using these spaces, we can obtain a weak formulation for our problems (4.10)–(4.16).
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Proposition 7.1. Assume
(v, p, vC∗ ) ∈ Y ×W 1,2(Ω) × Cχ (7.4)
is a solution of (4.10)–(4.16) associated with v∗ ∈ VΓ. Then
2
∫
Ω
Dv : Du dx−
∫
Ω
(v · ∇u) · v dx+
∫
Ω
(V · ∇u− ω × u) · v dx
−m(ξ × ω) · ℓu − ((Iω)× ω) · ku −
∫
∂Ω
(
(v∗ + v
C
∗ ) · n
)
(ω × x) · (ℓu + ku × x) dγ = 0, ∀u ∈ U , (7.5)
〈v − V − v∗ − vC∗ , ζ〉∂Ω = 0, ∀ζ ∈ Z. (7.6)
If (v, p, vC∗ ) ∈ Y ×W 1,2(Ω)× Cτ is a solution of (4.10)–(4.16) associated with v∗ ∈ Vτ then, a similar result
holds true, but instead of (7.5), we have
2
∫
Ω
Dv : Du dx−
∫
Ω
(v · ∇u) · v dx+
∫
Ω
(V · ∇u− ω × u) · v dx
−m(ξ × ω) · ℓu − ((Iω)× ω) · ku = 0, ∀u ∈ U . (7.7)
Conversely, if (v, vC∗ ) ∈ Y × Cχ (resp. Y × Cτ) satisfies (7.5) (resp. (7.7)) together with (7.6), then there
exists p ∈W 1,2(Ω) such that (4.10)–(4.16) hold.
Proof. We use the same cut-off function ψR as in the final stage of the proof of Theorem 4.1. Recalling that
(ω × x) · ∇ψR = 0 and (4.38), from which we obtain
‖V · ∇ψR‖3,R3 = ‖ξ · ∇ψR‖3,R3 = C|ξ|
with a constant C > 0 independent of R. Assume u ∈ U , multiply (4.10) by ψRu and integrate by parts:
0 = −
∫
Ω
div σ(v, p) · (ψRu) dx+
∫
Ω
((v − V ) · ∇v) · (ψRu) dx+
∫
Ω
(ω × v) · (ψRu) dx
= −
∫
∂Ω
σ(v, p)n · u dγ + 2
∫
Ω
ψRD(v) : D(u) dx−
∫
Ω
ψR
(
(v − V ) · ∇u) · v dx
+
∫
∂Ω
(v − V ) · n(v · u) dx−
∫
Ω
ψR(ω × u) · v dx
+
∫
Ω
(2D(v) − pI3) : (u⊗∇ψR) dx−
∫
Ω
∇ψR · (v − V )(u · v) dx.
(7.8)
On the other hand, using (4.14) and (4.15), we have
m(ξ × ω) · ℓu + ((Iω)× ω) · ku +
∫
∂Ω
[
−σ(v, p)n+
(
(v∗ + v
C
∗ ) · n
)
(v∗ + v
C
∗ + V + ω × x)
]
· u dγ = 0.
Combining the above relation with (7.8) yields
0 = 2
∫
Ω
ψRD(v) : D(u) dx−
∫
Ω
ψRv · ∇u · v dx+
∫
Ω
ψR(V · ∇u− ω × u) · v dx
+
∫
Ω
(2D(v)− pI3) : (u⊗∇ψR) dx−
∫
Ω
∇ψR · (v − V )(u · v) dx
−m(ξ × ω) · ℓu − ((Iω)× ω) · ku −
∫
∂Ω
(
(v∗ + v
C
∗ ) · n
)
(ω × x) · u dγ. (7.9)
Recalling (4.38) together with the summability properties given in (7.1) and (7.2), we get∣∣∣∣∫
Ω
(2D(v) − pI3) : (u⊗∇ψR) dx
∣∣∣∣ 6 ‖∇ψR‖3,AR,2R (‖D(v)‖2,Ω + ‖p‖2,Ω) ‖u‖6,AR,2R → 0 as R→∞
(7.10)
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and ∣∣∣∣∫
Ω
∇ψR · (v − V )(u · v) dx
∣∣∣∣ 6 C ( 1R‖v‖22,Ω‖u‖∞,Ω + ‖∇ψR‖3,AR,2R‖v‖2,Ω‖u‖6,AR,2R
)
. (7.11)
Hence, letting R→∞ in (7.9), yields (7.5).
Conversely, by taking u ∈ D(Ω) in (7.5), we find that there exists p ∈ L2loc(Ω) such that (4.10) holds.
Then applying [12, Proposition 2.1] with v ⊗ v ∈ L∞2,̟(Ω) and f = −div(v ⊗ v) ∈ L2(Ω), we deduce that
p ∈ W 1,2(Ω). Finally, multiplying (4.10) by ψRu ∈ U as above, taking R → ∞ and comparing with (7.5),
we obtain (4.14) and (4.15).
Remark 7.2. The summability properties assumed for v and u imply that the weak formulation (7.5) is
meaningful. In particular, v ∈ L2(Ω) ∩ L∞(Ω) and ∇u ∈ L2(Ω) guarantee that the integral ∫
Ω
(v · ∇u) · v dx
is finite. Moreover, the integral
∫
Ω
[(ω× x) ·∇u−ω× u] · v dx is finite because (ω× x) · ∇u−ω× u ∈ L2(Ω).
Proposition 7.1 and the above remarks lead to the following definition of the Lagrangians:
LΓ(v, vC∗ , v∗, u, ζ) :=
∫
Ω
|D(v)|2 dx+ 1
4
∫
∂Ω
(v∗ + v
C
∗ ) · n|V + v∗ + vC∗ |2 dγ
−2
∫
Ω
D(v) : D(u) dx+
∫
Ω
(v · ∇u) · v dx
−
∫
Ω
(V · ∇u− ω × u) · v dx+m(ξ × ω) · ℓu + ((Iω)× ω) · ku
+
∫
∂Ω
(
(v∗ + v
C
∗ ) · n
)
(ω × x) · (ℓu + ku × x) dγ − 〈v − V − v∗ − vC∗ , ζ〉∂Ω
(7.12)
for (v, vC∗ , v∗, u, ζ) ∈ Y × Cχ × VΓ × U ×Z, and
Lτ (v, vC∗ , v∗, u, ζ) :=
∫
Ω
|D(v)|2 dx− 2
∫
Ω
D(v) : D(u) dx+
∫
Ω
(v · ∇u) · v dx
−
∫
Ω
(V · ∇u− ω × u) · v dx+m(ξ × ω) · ℓu + ((Iω)× ω) · ku
−〈v − V − v∗ − vC∗ , ζ〉∂Ω
(7.13)
for (v, vC∗ , v∗, u, ζ) ∈ Y × Cτ × Vτ × U × Z.
Let v̂∗ be a solution of the problem (4.44) and denote by
(v̂, v̂C∗ , p̂) ∈ Y × Cχ ×W 1,2(Ω)
the corresponding solution of (4.10)–(4.16) given by Theorem 4.1. We now obtain the adjoint system by
considering the equations
DvLΓ(v̂, v̂C∗ , v̂∗, û, ζ̂)v = 0 ∀v ∈ Y, (7.14)
DvC
∗
LΓ(v̂, v̂C∗ , v̂∗, û, ζ̂)vC∗ = 0 ∀vC∗ ∈ Cχ (7.15)
for the unknowns û, ζ̂. In the case of tangential controls, equations (7.14) and (7.15) are replaced by
DvLτ (v̂, v̂C∗ , v̂∗, û, ζ̂)v = 0 ∀v ∈ Y, (7.16)
DvC
∗
Lτ (v̂, v̂C∗ , v̂∗, û, ζ̂)vC∗ = 0 ∀vC∗ ∈ Cτ . (7.17)
By computing the Gaˆteaux derivatives of LΓ or Lτ , we can rewrite the above equations. Such a calculation
is standard but for sake of completeness, we give it in the case of (7.16): we have to pass to the limit h→ 0
in
Lτ (v̂ + hv, v̂C∗ , v̂∗, û, ζ̂)− Lτ (v̂, v̂C∗ , v̂∗, û, ζ̂)
h
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where
Lτ (v̂ + hv, v̂C∗ , v̂∗, û, ζ̂) =
∫
Ω
|D(v̂ + hv)|2 dx− 2
∫
Ω
D(v̂ + hv) : D(û) dx+
∫
Ω
((v̂ + hv) · ∇û) · (v̂ + hv) dx
−
∫
Ω
(V · ∇û− ω × û) · (v̂ + hv) dx+m(ξ × ω) · ℓû + ((Iω)× ω) · kû
−〈v̂ + hv − V − v̂∗ − v̂C∗ , ζ̂〉∂Ω
and
Lτ (v̂, v̂C∗ , v̂∗, û, ζ̂) =
∫
Ω
|D(v̂)|2 dx− 2
∫
Ω
D(v̂) : D(û) dx+
∫
Ω
(v̂ · ∇û) · v̂ dx
−
∫
Ω
(V · ∇û− ω × uˆ) · v̂ dx+m(ξ × ω) · ℓû + ((Iω)× ω) · kû
−〈v̂ − V − v̂∗ − v̂C∗ , ζ̂〉∂Ω.
Simplifying the above expressions and letting h→ 0 in
Lτ (v̂ + hv, v̂C∗ , v̂∗, û, ẑ)− Lτ (v̂, v̂C∗ , v̂∗, û, ζ̂)
h
= 2
∫
Ω
D(vˆ) : D(v) dx+ h
∫
Ω
|D(v)|2
+
∫
Ω
(
v̂ · ∇û) · v dx+ ∫
Ω
(
v · ∇û) · v̂ dx+ h∫
Ω
(
v · ∇û) · v dx
−2
∫
Ω
D(v) : D(û) dx−
∫
Ω
[(V · ∇)û− ω × û] · v dx− 〈v, ζ̂〉∂Ω
yields that (7.16) is equivalent to
2
∫
Ω
D(v̂ − û) : D(v)dx+
∫
Ω
(
v̂ · ∇û) · v dx+ ∫
Ω
(
v · ∇û) · v̂ dx
−
∫
Ω
(V · ∇uˆ− ω × uˆ) · v dx− 〈v, ζˆ〉∂Ω = 0, ∀v ∈ Y. (7.18)
By similar calculations, we see that the relation (7.14) is also equivalent to (7.18), whereas (7.15) and (7.17)
can be respectively written as follows:
1
4
∫
∂Ω
vC∗ · n|V + v̂∗ + v̂C∗ |2 dγ + 12
∫
∂Ω
(v̂∗ + v̂
C
∗ ) · n(V + v̂∗ + v̂C∗ ) · vC∗ dγ
+
∫
∂Ω
(
vC∗ · n
)
(ω × x) · û dγ + 〈vC∗ , ζ̂〉∂Ω = 0, ∀vC∗ ∈ Cχ, (7.19)
and
〈vC∗ , ζ̂〉∂Ω = 0, ∀vC∗ ∈ Cτ . (7.20)
Once we have a solution (û, ζ̂) ∈ U × Z to (7.18), see (7.2)–(7.3), we deduce that there exists a pressure
q̂ ∈ L2loc(Ω) which together with û obeys
−div σ(û− v̂, q̂ − p̂)− v̂ · ∇û− (∇û)⊤v̂ + V · ∇û− ω × û = 0 in Ω (7.21)
div û = 0 in Ω (7.22)
û = ℓû + kû × x on ∂Ω (7.23)
lim
|x|→∞
û(x) = 0. (7.24)
Since v̂ · ∇û+ (∇û)⊤v̂−∆v̂+∇p̂ ∈ L2(Ω)∩D−1,2(Ω), see Lemma 7.3 below, we employ Proposition 2.1 to
see that the pressure q̂ ∈ W 1,2(Ω) can be singled out.
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Taking the scalar product of (7.21) with ψRv, where v ∈ Y is arbitrary and ψR is the same cut-off
function as in the final stage of the proof of Theorem 4.1, integrating by parts and letteing R→∞ (where
q̂ ∈ L2(Ω) is used), we deduce from (7.18) that
ζ̂ = σ(v̂ − û, p̂− q̂)n. (7.25)
Recalling that Z = L2(∂Ω) and replacing (7.25) in (7.19), yields∫
∂Ω
(
σ(v̂ − û, p̂− q̂)n) · vC∗ dγ + 14
∫
∂Ω
vC∗ · n|V + v̂∗ + v̂C∗ |2 dγ
+
1
2
∫
∂Ω
(v̂∗ + v̂
C
∗ ) · n(V + v̂∗ + v̂C∗ ) · vC∗ dγ +
∫
∂Ω
(
vC∗ · n
)
(ω × x) · û dγ = 0, ∀vC∗ ∈ Cχ. (7.26)
In the case of tangential controls, (7.20) takes the form∫
∂Ω
(
σ(v̂ − û, p̂− q̂)n) · vC∗ dγ = 0, ∀vC∗ ∈ Cτ . (7.27)
7.2 Well-posedness of the adjoint system
Now we show that the adjoint system (7.21)–(7.24) subject to (7.26)/(7.27) is well-posed. With v̂ ∈ Y given,
we can define the following mapping
F = Fv̂ : D
1,2(Ω)→ L2(Ω) ∩D−1,2(Ω), u 7→ v̂ · ∇u+ (∇u)⊤v̂. (7.28)
Lemma 7.3. Assume that v̂ ∈ Y. Then the mapping F is well-defined and continuous:
‖F(u)‖L2(Ω)∩D−1,2(Ω) 6 C⌈v̂⌉1,̟,Ω|u|1,2,Ω.
Proof. Both terms in the formula of Fv̂(u) can be handled in the same way. First, it is immediate to obtain
‖v̂ · ∇u+ (∇u)⊤v̂‖2,Ω 6 2‖v̂‖∞,Ω‖∇u‖2,Ω 6 2⌈v̂⌉1,̟,Ω|u|1,2,Ω.
Now we notice that, for arbitrary ϕ ∈ D1,20 (Ω), by the Hardy inequality,
〈v̂ · ∇u+ (∇u)⊤v̂, ϕ〉
D−1,2(Ω),D
1,2
0
(Ω)
6 C⌈v̂⌉1,̟,Ω‖∇u‖2,Ω
∥∥∥ ϕ
̟
∥∥∥
2,Ω
6 C⌈v̂⌉1,̟,Ω‖∇u‖2,Ω‖∇ϕ‖2,Ω,
where ̟(x) is given by (4.17) and therefore
|v̂ · ∇u+ (∇u)⊤v̂|−1,2,Ω 6 C⌈v̂⌉1,̟,Ω|u|1,2,Ω.
Theorem 7.4. There exists a constant κ2 ∈ (0, c0] depending on Ω such that if ξ, ω ∈ R3 and v∗ ∈ VΓ (resp.
v∗ ∈ Vτ ) satisfy
|ξ| 6 κ2, |ω| 6 κ2, ‖v∗‖3/2,2,∂Ω 6 κ2, (7.29)
then the adjoint system (7.21)–(7.24) subject to (7.26) (resp. (7.27)) admits a unique solution (û, q̂, ℓû, kû) ∈
U ×W 1,2(Ω) × R3 × R3.
Proof. We show only the case of localized boundary values since the tangential case is similar. Consider the
space
B := {u ∈ L6(Ω) ∩D1,2(Ω) ∩D2,2(Ω) ; ∇ · u = 0 in Ω} ,
with the norm ‖u‖B := |u|1,2,Ω + |u|2,2,Ω.
Assume u ∈ B and consider the unique solution of the linear problem
− div σ(u, q) + V · ∇u− ω × u = F(u)− div σ(v̂, p̂) in Ω (7.30)
div u = 0 in Ω (7.31)
u = a+ b× x on ∂Ω (7.32)
lim
|x|→∞
u(x) = 0, (7.33)∫
∂Ω
(
σ(u, q)n
) · vC∗ dγ = ∫
∂Ω
(G(u) + H) · vC∗ dγ, ∀vC∗ ∈ Cχ, (7.34)
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where
G(u) := [(ω × x) · u]n,
H := σ(v̂, p̂)n+
1
4
|V + v̂∗ + v̂C∗ |2n+ 12(v̂∗ + v̂
C
∗ ) · n(V + v̂∗ + v̂C∗ ).
and F(u) is given by (7.28).
More precisely, the above linear system is solved by decomposing u and q as follows
u =
3∑
i=1
aiv
(i) +
3∑
i=1
biV
(i) + uf , q =
3∑
i=1
aiq
(i) +
3∑
i=1
biQ
(i) + qf (7.35)
where (v(i), q(i)) and (V (i), Q(i)) are given by (4.6) and (4.7), whereas (uf , qf ) is the solution of
− div σ(uf , qf ) + V · ∇uf − ω × uf = F(u)− div σ(v̂, p̂) in Ω
div uf = 0 in Ω
uf = 0 on ∂Ω
lim
|x|→∞
uf (x) = 0,
obtained in Proposition 2.1. Then (u, p) automatically satisfies (7.30)–(7.33). It only remains to choose
(a, b) such that (7.34) holds. Using the basis (4.5) of Cχ, we reduce (7.34) to∫
∂Ω
(
σ(u, q)n
) · χg(i) dγ = ∫
∂Ω
(G(u) + H) · χg(i) dγ (i = 1, 2, 3), (7.36)∫
∂Ω
(
σ(u, q)n
) · χG(i) dγ = ∫
∂Ω
(G(u) + H) · χG(i) dγ (i = 1, 2, 3), (7.37)
which, in view of (7.35) together with (4.8)–(4.9), can be written as
A
[
a
b
]
=
[
c
d
]
(7.38)
where
Ai,j :=
∫
∂Ω
χg(i) · g(j) dγ (i, j 6 3), Ai,j :=
∫
∂Ω
χg(i) ·G(j−3) dγ (i 6 3, j > 4), (7.39)
Ai,j :=
∫
∂Ω
χG(i−3) · g(j) dγ (i > 4, j 6 3), Ai,j :=
∫
∂Ω
χG(i−3) ·G(j−3) dγ (i, j > 4), (7.40)
ci :=
∫
∂Ω
(G(u) + H− σ(uf , qf )n) · χg(i) dγ (i = 1, 2, 3), (7.41)
di :=
∫
∂Ω
(G(u) + H− σ(uf , qf )n) · χG(i) dγ (i = 1, 2, 3). (7.42)
By [12, Lemma 4.3] we know that, for ξ and ω satisfying (4.39), the matrix A is invertible; in fact, this
is needed and even crucial in Theorem 4.1 although it is hidden in [12, Proposition 4.5]. Thus, we obtain
the existence and uniqueness of (a, b) satisfying (7.38)–(7.42) and deduce that for any u ∈ B there exists
a unique solution (u, q, a, b) ∈ B × W 1,2(Ω) × R3 × R3 of (7.30)–(7.34). By the equation (7.30) we have
V · ∇u− ω × u ∈ L2(Ω) as well, so that u ∈ U .
To obtain the existence of a solution of the adjoint system (7.21)–(7.24) and (7.26), we only need to show
that the mapping
Ξ : B → B, u 7→ u
is contractive as long as (ξ, ω) and v∗ are small enough. Using the linearity of the adjoint system, it is
sufficient to consider the system
−div σ(u, q) + V · ∇u− ω × u = F(u) in Ω
div u = 0 in Ω
u = a+ b× x on ∂Ω
lim
|x|→∞
u(x) = 0,
28
with [
a
b
]
= A−1
[
c
d
]
(7.43)
where
ci :=
∫
∂Ω
(G(u)− σ(uf , qf )n) · χg(i) dγ (i = 1, 2, 3), (7.44)
di :=
∫
∂Ω
(G(u)− σ(uf , qf )n) · χG(i) dγ (i = 1, 2, 3) (7.45)
and
−div σ(uf , qf ) + (V · ∇)uf − ω × uf = F(u) in Ω
div uf = 0 in Ω
uf = 0 on ∂Ω
lim
|x|→∞
uf (x) = 0.
Using the trace theorem and Proposition 2.1, we have
|(a, b)| 6 C (‖F(u)‖L2(Ω)∩D−1,2(Ω) + |ω||u|1,2,Ω)
and thus, using again Proposition 2.1 and Lemma 7.3 we deduce
‖Ξ(u)‖B = ‖u‖B 6 C
(‖F(u)‖L2(Ω)∩D−1,2(Ω) + |(a, b)|) 6 C (⌈v̂⌉1,̟,Ω + |ω|) |u|1,2,Ω 6 C(R0 + |ω|)‖u‖B,
where R0 is given by (4.37). This yields the existence and uniqueness of a solution of the adjoint system
(7.21)–(7.24) subject to (7.26) under the condition (7.29) with κ2 ∈ (0, c0] small enough.
7.3 Optimality condition
Recall the mappings Λτ : v∗ 7→ (v, vC∗ ) and Λχ : v∗ 7→ (v, vC∗ ) defined by (6.2) and (6.3), respectively. For
both cases, we abbreviate them to Λ and, similarly, we write L instead of Lτ or LΓ. Because of Proposition
7.1, the functional (4.42) can be written as
J(v∗) = 2L(Λ(v∗), v∗, u, ζ), (7.46)
no matter which (u, ζ) ∈ U × Z may be. Assume (7.29) and let us take, in particular, the solution û ∈ U
to the adjoint system (7.21)–(7.24) subject to (7.26)/(7.27) obtained in Theorem 7.4 together with ζ̂ ∈ Z
given by (7.25) so that (7.14)–(7.15) or (7.16)–(7.17) are satisfied.
We are now in a position to provide the optimality conditions for problems (4.43) and (4.44):
Theorem 7.5. Let Ω be of class C3. Set κ0 := min{κ1, κ2}, where κ1 and κ2 are the constants in Theorem
6.1 and Theorem 7.4, respectively. Suppose that ξ, ω ∈ R3 and v∗ ∈ VΓ (resp. Vτ ) satisfy
|ξ| 6 κ0, |ω| 6 κ0, ‖v∗‖3/2,2,∂Ω 6 κ0.
Let v̂∗ be a solution of the optimal control problem (4.44) (resp. (4.43)) with κ = κ0, (v̂, v̂
C
∗ , p̂) the corre-
sponding state obtained in Theorem 4.1 and (û, q̂) the solution of the adjoint system (7.21)–(7.24) subject to
(7.26) (resp. (7.27)) obtained in Theorem 7.4. Then we have∫
∂Ω
(
σ(v̂ − û, p̂− q̂)n) · (v∗ − v̂∗) dγ + 1
4
∫
∂Ω
(v∗ − v̂∗) · n|V + v̂∗ + v̂C∗ |2 dγ
+
1
2
∫
∂Ω
(v̂∗ + v̂
C
∗ ) · n(V + v̂∗ + v̂C∗ ) · (v∗ − v̂∗) dγ +
∫
∂Ω
((v∗ − v̂∗) · n) (ω × x) · û dγ > 0, ∀v∗ ∈ Vκ0Γ ,
(7.47)
in the case of localized controls, while∫
∂Ω
(
σ(v̂ − û, p̂− q̂)n) · (v∗ − v̂∗) dγ > 0, ∀v∗ ∈ Vκ0τ , (7.48)
in the case of tangential controls.
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Proof. We begin by showing that
1
2
Dv∗J(v̂∗)v∗ = D(v,vC
∗
)L(Λ(v̂∗), v̂∗, û, ζ̂)Dv∗Λ(v̂∗)v∗ +Dv∗L(Λ(v̂∗), v̂∗, û, ζ̂)v∗, (7.49)
where the direction v∗ ∈ VΓ must be taken such that 〈v̂∗, v∗〉W3/2,2(∂Ω) < 0 if ‖v̂∗‖3/2,2,∂Ω = κ0, whereas it
can be arbitrary if ‖v̂∗‖3/2,2,∂Ω < κ0.
In order to compute
Dv∗J(v̂∗)v∗ = lim
h→0
J(v̂∗ + hv∗)− J(v̂∗)
h
we write
1
2
J(v̂∗ + hv∗)− J(v̂∗)
h
=
L(Λ(v̂∗ + hv∗), v̂∗ + hv∗, û, ζ̂)− L(Λ(v̂∗), v̂∗, û, ζ̂)
h
=
L(Λ(v̂∗ + hv∗), v̂∗ + hv∗, û, ζ̂)− L(Λ(v̂∗), v̂∗ + hv∗, û, ζ̂)
h
+
L(Λ(v̂∗), v̂∗ + hv∗, û, ζ̂)−L(Λ(v̂∗), v̂∗, û, ζ̂)
h
and, by the definition of Gateaux derivative, it is clear that
lim
h→0
L(Λ(v̂∗), v̂∗ + hv∗, û, ζ̂)− L(Λ(v̂∗), v̂∗, û, ζ̂)
h
= Dv∗L(Λ(v̂∗), v̂∗, û, ζ̂)v∗.
The relation
Λ(v̂∗ + hv∗) = Λ(v̂∗) + hDv∗Λ(v̂∗)v∗ + o(h) = Λ(v̂∗) + h(ẑh, ẑ
C
h∗),
with (ẑh, ẑ
C
h∗) := Dv∗Λ(v̂∗)v∗ + o(h)/h, yields
L(Λ(v̂∗ + hv∗), v̂∗ + hv∗, û, ζ̂)− L(Λ(v̂∗), v̂∗ + hv∗, û, ζ̂)
h
=
L(Λ(v̂∗) + h(ẑh, ẑCh∗), v̂∗ + hv∗, û, ζ̂)− L(Λ(v̂∗), v̂∗ + hv∗, û, ζ̂)
h
= D(v,vC
∗
)L(Λ(v̂∗), v̂∗ + hv∗, û, ζ̂)(ẑh, ẑCh∗) +
o(h)
h
.
Therefore
lim
h→0
L(Λ(v̂∗ + hv∗), v̂∗ + hv∗, û, ζ̂)− L(Λ(v̂∗), v̂∗ + hv∗, û, ζ̂)
h
= lim
h→0
D(v,vC
∗
)L(Λ(v̂∗), v̂∗ + hv∗, û, ζ̂)(ẑh, ẑCh∗).
Note that, by Theorem 6.1, the convergence
(ẑh, ẑ
C
h∗) =
Λ(v̂∗ + hv∗)− Λ(v̂∗)
h
→ Dv∗Λ(v̂∗)v∗ =: (ẑ, ẑC∗ ) (h→ 0)
means that
‖ẑh − ẑ‖2,2,Ω + ⌈ẑh − ẑ⌉1,̟,Ω + ‖ẑCh∗ − ẑC∗‖3/2,2,∂Ω → 0. (7.50)
In the case of localized controls, we have
DvLΓ(Λ(v̂∗), v̂∗ + hv∗, û, ζ̂)ẑh = 2
∫
Ω
D(v̂ − û) : D(ẑh)dx+
∫
Ω
(
v̂ · ∇û) · ẑh dx+ ∫
Ω
(
ẑh · ∇û
) · v̂ dx
−
∫
Ω
[(V · ∇)û− ω × û] · ẑh dx−
∫
∂Ω
ẑh · ζ̂ ds (ẑh ∈ Y), (7.51)
DvC
∗
LΓ(Λ(v̂∗), v̂∗ + hv∗, û, ζ̂)ẑCh∗ = 14
∫
∂Ω
ẑCh∗ · n|V + v̂∗ + hv∗ + v̂C∗ |2 dγ
+
1
2
∫
∂Ω
(v̂∗ + hv∗ + v̂
C
∗ ) · n(V + v̂∗ + hv∗ + v̂C∗ ) · ẑCh∗ dγ
+
∫
∂Ω
(
ẑCh∗ · n
)
(ω × x) · û dγ + 〈ẑCh∗, ζ̂〉∂Ω (ẑCh∗ ∈ Cχ), (7.52)
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and analogously for Lτ , so that by taking the limit h→ 0 in (7.51) and (7.52), and using (7.50), we get
lim
h→0
L(Λ(v̂∗ + hv∗), v̂∗ + hv∗, û, ζ̂)−L(Λ(v̂∗), v̂∗ + hv∗, û, ζ̂)
h
= D(v,vC
∗
)L(Λ(v̂∗), v̂∗, û, ẑ)Dv∗Λ(v̂∗)v∗.
Having shown (7.49) and using the definition of the adjoint system, specifically (7.14)–(7.15) or (7.16)–
(7.17) we get
1
2
Dv∗J(v̂∗)v∗ = Dv∗L(Λ(v̂∗), v̂∗, û, ζ̂)v∗. (7.53)
Now, using that Vκ0τ and Vκ0Γ are convex sets, we deduce from J(v̂∗ + h(v∗ − v̂∗) > J(v̂∗) for every
v∗ ∈ Vκ0τ or Vκ0Γ and h ∈ (0, 1) that
1
2
Dv∗J(v̂∗)(v∗ − v̂∗) = Dv∗Lτ (Λτ (v̂∗), v̂∗, û, ζ̂)(v∗ − v̂∗) > 0, ∀v∗ ∈ Vκ0τ , (7.54)
and that
1
2
Dv∗J(v̂∗)(v∗ − v̂∗) = Dv∗LΓ(Λχ(v̂∗), v̂∗, û, ζ̂)(v∗ − v̂∗) > 0, ∀v∗ ∈ Vκ0Γ . (7.55)
Using (7.12), (7.13) and (7.25), we deduce (7.47) and (7.48).
Note that in Theorem 7.5, if in particular ‖v̂∗‖3/2,2,∂Ω < κ0, then conditions (7.47) and (7.48) become
respectively[
σ(v̂ − û, p̂− q̂)n+ 1
4
|V + v̂∗ + v̂C∗ |2n+ 1
2
(
(v̂∗ + v̂
C
∗ ) · n
)
(V + v̂∗ + v̂
C
∗ ) + ((ω × x) · û)n
]
⊥ VΓ (7.56)
and
σ(v̂ − û, p̂− q̂)n ⊥ Vτ (7.57)
in L2(∂Ω).
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