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Abstract. An interpolation problem related to the elliptic Painleve´ equation is formu-
lated and solved. A simple form of the elliptic Painleve´ equation and the Lax pair are
obtained. Explicit determinant formulae of special solutions are also given.
1 Introduction
There exists a close connection between the Painleve´ equations and the Pade´ approxima-
tions (e.g. [6] [18]). An interesting feature of the Pade´ approach to Painleve´ equation is
that we can obtain Painleve´ equations, its Lax formalism and special solutions simultane-
ously once we set up a suitable Pade´ problem. This method is applicable also for discrete
cases and it gave a hint for a Lax pair [19] for the elliptic difference Painleve´ equation
[14].
In this paper, we analyze the elliptic Painleve´ equation, its Lax pair and special
solutions, by using the Pade´ approach. In particular, we study the discrete deformation
along one special direction1. As a result, we obtain remarkably simple form of the elliptic
Painleve´ equation (39), (40) and its Lax pair (46), (14) or (15), together with their explicit
special solutions given by equations (36), (57) and (70).
This paper is organized as follows. In section 2, we set up the interpolation problem.
In section 3, we derive two fundamental contiguity relations satisfied by the interpolating
functions. In section 4, we show that the variables f, g appearing in the contiguity relations
satisfy the elliptic Painleve´ equation. Interpretation of the contiguity relations as the Lax
pair for elliptic Painleve´ equation is given in section 5. In section 6, explicit determinant
formulae for the interpolation problem are given. Derivation of the Painleve´ equation
(39), (40) based on affine Weyl group action is given in Appendix A.
1 Though all the directions are equivalent due to the Ba¨cklund transformations, there exists one special
direction in the formulation on P1 × P1 for which the equation take a simple form like QRT system [11].
Jimbo-Sakai’s q-Painleve´ six equation [3] is a typical example of such beautiful equations. For various
q-difference cases, the Lax formalisms for such direction were studied in [20].
1
2 The interpolation problem
In this section, we will set up an interpolation problem which we study in this paper.
Notations. Let p, q be two base variables satisfying constraints |p|, |q| < 1. We denote by
ϑp(x) the Jacobi theta function with base p:
ϑp(x) =
∞∏
i=0
(1− xpi)(1− x−1pi+1), ϑp(px) = ϑp(x−1) = −x−1ϑp(x). (1)
The elliptic Gamma function [12] and Pochhammer symbol are defined as
Γ(x; p, q) =
∞∏
i,j=0
(1− x−1pi+1qj+1)
(1− xpiqj) , ϑp(x)s =
Γ(qsx; p, q)
Γ(x; p, q)
=
s−1∏
i=0
ϑp(q
ix), (2)
where the last equality holds for s ∈ Z≥0. We shall use the standard convention
Γ(x1, · · · , xℓ; p, q) = Γ(x1; p, q) · · ·Γ(xℓ; p, q),
ϑp(x1, · · · , xℓ)s = ϑp(x1)s · · ·ϑp(xℓ)s. (3)
Pade´ problem. Let m,n ∈ Z≥0, and let a1, · · · , a6, k be complex parameters with a
constraint:
6∏
i=1
ai = k
3. (4)
In this paper we consider the following interpolation problem:
Ys =
V (q−s)
U(q−s)
, (s = 0, 1, · · · , N = m+ n), (5)
specified by the following data:
• The interpolated sequence Ys is given by
Ys = Y (q
−s) =
6∏
i=1
ϑp(ai)s
ϑp(
k
ai
)s
, Y (x) =
6∏
i=1
Γ(ai
x
, k
ai
; p, q)
Γ( k
aix
, ai; p, q)
. (6)
• The interpolating functions U(x), V (x) are defined as
U(x) =
n∑
i=0
uiφi(x), V (x) =
m∑
i=0
viχi(x), (7)
with basis
φi(x) =
T−ia2 T
i
a4Y (x)
Y (x)
=
ϑp(
a4
x
, k
qia4x
)i
ϑp(
a2
qix
, k
a2x
)i
ϑp(
a2
qi
, k
a2
)i
ϑp(a4,
k
qia4
)i
,
χi(x) =
Y (x)
T ia1T
−i
a3
Y (x)
=
ϑp(
a3
qix
, k
a3x
)i
ϑp(
a1
x
, k
qia1x
)i
ϑp(a1,
k
qia1
)i
ϑp(
a3
qi
, k
a3
)i
,
(8)
2
where Ta : f(a) 7→ f(qa).
The coefficients ui, vi are determined by eq.(5) which is linear homogeneous equations.
We normalize them as u0 = 1.
Remark on the choice of the bases φi(x), χi(x). The problem we are considering is a ver-
sion of PPZ scheme (interpolation with prescribed poles and zeros) [21]. Note that
U(x) =
Unum(x)
Uden(x)
, Uden(x) = ϑp(
a2
qnx
, k
a2x
)n,
V (x) =
Vnum(x)
Vden(x)
, Vden(x) = ϑp(
a1
x
, k
qma1x
)m,
(9)
where Unum(x), Uden(x) (resp. Vnum(x), Vden(x)) are theta functions of order 2n (resp. 2m).
Furthermore, the functions xmUnum(x), x
nVnum(x), x
mUden(x), x
nVden(x) (and hence U(x),
V (x), φi(x), χi(x) also) are “symmetric” : F (k/qx) = F (x). We will fix the denominator
Uden (resp. Vden) as above in order to specify the prescribed zeros (resp. poles). For the
numerator Unum (resp. Vnum), contrarily, one may take any basis of theta functions as far
as they have the same order, same quasi p-periodicity, and same symmetry under x↔ k
qx
as Uden (resp. Vden). In this sense, the choice of the basis φi, χi in eq.(8) is not so essential
for general argument, however, we will see that it is convenient for explicit expression of
the functions U(x), V (x) in section 6.
Parameters of the elliptic Painleve´ equation. The elliptic Painleve´ equation is specified by
a generic configuration of 8 points on P1×P1. We parametrize them as
(
f∗(ξi), g∗(ξi)
)
i=1,...,8
,
where
f∗(x) =
ϑp(
c2
x
, κ1
c2x
)
ϑp(
c1
x
, κ1
c1x
)
, g∗(x) =
ϑp(
c4
x
, κ2
c4x
)
ϑp(
c3
x
, κ2
c3x
)
, (10)
and ci are parameters independent of x. The functions f∗(x), g∗(x) satisfy f∗(x) = f∗(
κ1
x
),
g∗(x) = g∗(
κ2
x
), and they give a parametrization of an elliptic curve of degree (2,2).2 We
define functions Ff (x) and Gg(x) as
Ff(x) = ϑp(
c1
x
,
κ1
c1x
)f − ϑp(c2
x
,
κ1
c2x
), Gg(x) = ϑp(
c3
x
,
κ2
c3x
)g − ϑp(c4
x
,
κ2
c4x
). (11)
Note that Ff (x) = 0⇔ f = f∗(x) and Gg(x) = 0⇔ g = g∗(x).
In this paper, the Painleve´ equation appears with the following parameters
(κ1, κ2) = (k,
k2
a1
), (ξ1, . . . , ξ8) = (
k
q
, kqm+n,
k
a1qm
,
a2
qn
, a3, a4, a5, a6). (12)
Note that κ21κ
2
2 = qξ1 · · · ξ8 due to the constraint (4).
2The choice of parameters c1, . . . , c4 (and over all normalization of f∗(x), g∗(x)) is related to the
fractional linear transformations on P1 × P1.
3
3 Contiguity relations
Here, we will derive two fundamental contiguity relations3 satisfied by the functions V (x),
Y (x)U(x).
Special direction T of deformation. For any quantity (or function) F depending on vari-
ables k, a1, · · · , a6, m, n, · · ·, we denote by F = T (F ) its parameter shift along a special
direction T :
T : (k, a1, · · · , a6, m, n) 7→ (kq, a1
q
, a2, a3q, · · · , a6q,m+ 1, n− 1). (13)
This special direction is chosen so that T : (κ1, κ2, ξi) 7→ (κ1q, κ2q3, ξiq) and the corre-
sponding elliptic Painleve´ equation will take a simple form.
Proposition 1 The functions y(x) = V (x), Y (x)U(x) satisfy the following contiguity
relations:
L2 :
Gg(
kx
a1
)
∏8
i=1 ϑp(
ξi
x
)
ϑp(
k
a1x
, k
qx
)
y(x)− Gg(x)
∏8
i=1 ϑp(
k
xξi
)
ϑp(
a1
x
, q
x
)
y(
x
q
)− C0Ff(x)ϑp(
k
x2
, a1
qx
, kq
a1x
)
x
y(x) = 0,
(14)
L3 : Gg(
kqx
a1
)ϑp(
k
qx
,
kq
a1x
)y(x)−Gg(x)ϑp( 1
x
,
a1
q2x
)y(qx)− C1Ff (qx)ϑp(
k
qx2
)
xϑp(
k
a1x
, a1
qx
)
y(x) = 0, (15)
where C0, C1, f, g are some constants w.r.t. x.
Proof. We put y(x) =
[
V (x)
Y (x)U(x)
]
and define the Casorati determinants Di as
D1(x) := det[y(x),y(
x
q
)],
D2(x) := det[y(qx),y(x)],
D3(x) := det[y(x),y(x)],
D4(x) := det[y(x),y(
x
q
)].
(16)
Then the desired contiguity relations are obtained from the identity
D1(x)y(x)−D4(x)y(x) +D3(x)y(xq ) = 0,
D4(qx)y(x)−D3(x)y(qx)−D2(x)y(x) = 0, (17)
by using the formulae for Di given in the next Lemma 1.
3 Since the contiguity relations (14),(15) are similar to the linear relations of the RII chain [16], it may
be possible to derive them as a reduction of three discrete-time non-autonomous Toda chain by using the
method in [17].
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Lemma 1 The determinants (16) take the following form:
D1(x) = N (x)Y (x)c
ϑp(
k
x2
, q
x
, a1
x
)Ff(x)
xϑp(
k
qx
, k
xa1
)
∏8
i=1 ϑp(
k
xξi
)
,
D2(x) = N (x)Y (x)c
ϑp(
k
q2x2
, k
q2x
, k
qxa1
)Ff(qx)
qxϑp(
1
x
, a1
qx
)
∏8
i=1 ϑp(
ξi
qx
)
,
D3(x) = N (x)Y (x)c′ Gg(x)
ϑp(
k
qx
, k
xa1
, kq
xa1
, a1
qx
)
,
D4(x) = N (x)Y (x)c′
ϑp(
q
x
, a1
x
)Gg(
kx
a1
)
ϑp(
k
qx
, k
qx
, k
xa1
, k
xa1
, kq
xa1
, a1
qx
)
8∏
i=1
ϑp(
ξi
x
)
ϑp(
k
xξi
)
,
(18)
where
N (x) = ϑp(
1
qm+nx
, k
qx
)m+n+1
Uden(x)Vden(x)
. (19)
Proof. The functions U(x), V (x) and, due to the constraint (4), the function Y (x) are
elliptic (p-periodic) functions in x. Hence the ratios Di(x)
Y (x)
are also elliptic. They are of
order 2m+ 2n+(small corrections) and have sequences of zeros and poles represented as
ϑp(
1
qm+nx
, k
qx
)m+n+1 and UdenVden modulo corrections at the boundaries of the sequence.
Then we can compute the ratios Di(x)
Y (x)
, and each of them are determined up to 2 unknown
constants. In the computation, the following relations are useful (they are derived by a
straightforward computation)
G(x) :=
Y (qx)
Y (x)
=
6∏
i=1
ϑp(
k
aiqx
)
ϑp(
ai
qx
)
, (20)
K(x) :=
Y (x)
Y (x)
=
ϑp(
k
a1
, k
a2
, a1
q
, kq
a1
)
ϑp(
k
a1x
, k
a2x
, a1
qx
, kq
a1x
)
6∏
i=3
ϑp(
ai
x
)
ϑp(ai)
, (21)
N ( k
qx
) =
qx2
k
N (x), (22)
and
N (qx)
N (x) =
ϑp(
q
x
, q
Nk
x
, a1
x
, k
qma1x
, k
a2x
, a2
qnx
)
ϑp(
1
qN+1x
, k
qx
, q
ma1
x
, k
a1x
, q
nk
a2x
, a2
x
)
. (23)
• Computation of D1(x), D2(x): First, we count the degree of the elliptic function
D1(x)
Y (x)
=
1
G(x
q
)
V (x)U(
x
q
)− V (x
q
)U(x). (24)
Substituting
U(x
q
) =
Unum(
x
q
)
Uden(
x
q
)
=
ϑp(
k
a2x
, a2
qnx
)
ϑp(
qnk
a2x
, a2
x
)
Unum(
x
q
)
Uden(x)
,
V (x
q
) =
Vnum(
x
q
)
Vden(
x
q
)
=
ϑp(
k
qma2x
, a1
x
)
ϑp(
k
a1x
, q
ma1
x
)
Vnum(
x
q
)
Vden(x)
,
(25)
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we have
D1(x)
Y (x)
=
1
Uden(x)Vden(x)
ϑp(
a1
x
)
ϑp(
k
a1x
)
×
{ϑp( a2qnx)
ϑp(
qnk
a2x
)
6∏
i=3
ϑp(
ai
x
)
ϑp(
k
aix
)
Vnum(x)Unum(
x
q
)− ϑp(
k
qma1x
)
ϑp(
qma1
x
)
Unum(x)Vnum(
x
q
)
}
.
(26)
The function D1(x)/Y (x) is p-periodic function of order 2m+ 2n+ 6 with denominator
Uden(x)
{
Vden(x)
ϑp(
k
a1x
)
ϑp(
a1
x
)
}
ϑp(
qma1
x
)ϑp(
qnk
a2x
)
6∏
i=3
ϑp(
k
aix
). (27)
Next, we study the zeros. When x and x
q
are both in the Pade´ interpolation grid (i.e.
for x = 1, q−1, . . . , q−N+1), it follows obviously that D1(x) = 0. Noting the symmetry
properties
U(
k
qx
) = U(x), V (
k
qx
) = V (x), G(
k
qx
) =
1
G(x
q
)
, (28)
we have
D1(
k
x
)
Y ( k
x
)
= G(
x
q
)U(x)V (
x
q
)− U(x
q
)V (x) = −G(x
q
)
D1(x)
Y (x)
. (29)
Then it follows that D1(x) = 0 at x = k, kq, · · · , kqN−1 and furthermore, due to the
relation y(x) = y(x
q
) for x2 = k, we have D1(x) = 0 at x
2 = k (i.e. x = ±√k,±√kp). As
a result, the function X(x) defined by
D1(x) = N (x)Y (x)
ϑp(
k
x2
, q
x
, a1
x
)
xϑp(
k
qx
, k
xa1
)
∏8
i=1 ϑp(
k
xξi
)
X(x) (30)
is a theta function of degree 2 such that X(x
p
) = X( k
x
) = x
2
k
X(x), hence it can be written
as X(x) = cFf (x) by suitable constants c, f . D2 is easily obtained since D2(x) = D1(qx).
• Computation of D3(x), D4(x): First we note a relation between D3(x) and D4(x). Using
U( k
qx
) = U(x), U( k
x
) = U(x) and similar relations for V (x) we have
D3(
k
qx
)
Y ( k
qx
)
= U( k
qx
)V ( k
qx
)−K( k
qx
)U( k
qx
)V ( k
qx
)
= U(x)V (qx)−K( k
qx
)U(qx)V (x)
=
G(x)
Y (qx)
{
Y (x)U(x)V (qx)−
K( k
qx
)
G(x)
Y (qx)U(qx)V (x)
}
= G(x)
D4(qx)
Y (qx)
,
(31)
where we have used the relation
K( k
qx
)
G(x)
= K(qx) at the last step.
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Let us compute D3(x). Substituting the relation
U(x) =
Unum(x)
Uden(x)
= ϑp(
k
a2x
, a2
qnx
)
Unum(x)
Uden(x)
,
V (x) =
Vnum(x)
Vden(x)
=
ϑp(
k
qma1x
)
ϑp(
a1
qx
, k
a1x
, qk
a1x
)
Vnum(x)
Vden(x)
,
(32)
into
D3(x)
Y (x)
= U(x)V (x)−K(x)U(x)V (x), (33)
we have
D3(x)
Y (x)
=
1
Uden(x)Vden(x)
1
ϑp(
k
a1x
, qk
a1x
, a1
qx
)
×
{
ϑp(
a2
qnx
,
a3
x
, · · · , a6
x
)Vnum(x)Unum(x)− ϑp( k
qma1x
)Vnum(x)Unum(x)
}
,
(34)
Hence,
D3(x)
Y (x)
is of degree 2m+ 2n+ 3.
D3(x) has zeros at x = 1, q
−1, . . . , q−N and x = k, qk, . . . , qN−1k, where the latter zeros
follow from those of D4(x) through eq.(31). Hence, we obtain
D3(x) = N (x)Y (x) 1
ϑp(
k
qx
, k
xa1
, kq
xa1
, a1
qx
)
Z(x), (35)
where Z(x) is a theta function of degree 2 such as Z(x
p
) = Z( k
2
a1x
) = a1x
2
k2
Z(x), namely
Z(x) = c′Gg(x) for some c
′ and g as desired. D4(x) is derived by the relation (31). 
Corollary 1 For any pair i, j ∈ {3, 4, 5, 6} we have
α(ai)
α(aj)
Ff (ai)
Ff(aj)
=
U(ai)V (ai/q)
U(aj)V (aj/q)
,
β(ai)
β(aj)
Gg(ai)
Gg(aj)
=
U(ai)V (ai)
U(aj)V (aj)
, (36)
where
α(x) = N (x) ϑp(
k
x2
, q
x
, a1
x
)
xϑp(
k
qx
, k
xa1
)
∏8
i=1 ϑp(
k
xξi
)
, β(x) = N (x) 1
ϑp(
k
qx
, k
xa1
, kq
xa1
, a1
qx
)
. (37)
Proof. By the definition of D1, D3, we have for x = ai (i = 3, 4, 5, 6)
D1(x)
Y (x)
=
1
G(x/q)
V (x)U(x
q
)− U(x)V (x
q
) = −U(x)V (x
q
),
D3(x)
Y (x)
= V (x)U(x)−K(x)U(x)V (x) = U(x)V (x).
(38)
Then, from the first and the third equation of (18), one has eq.(36).
The formulae (36) are convenient in order to obtain f, g from U(x), V (x).
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4 Elliptic Painleve´ equation
In this section, we study the eqs.(14),(15) for generic variables f, g apart from the Pade´
problem, and prove that the variables f, g satisfy the elliptic Painleve´ equation.
Theorem 1 If the eqs.(14),(15) are compatible, then the variables f, g and f, g should be
related by
Ff(x)Ff (qx)
Ff(
xa1
k
)Ff(
q2xa1
k
)
=
8∏
i=1
ϑp(
ξi
x
)
ϑp(
k2
xξia1
)
, for g = g∗(x), (39)
and
Gg(x)Gg(qx)
Gg(
kqx
a1
)Gg(
kqx
a1
)
=
8∏
i=1
ϑp(
ξi
x
)
ϑp(
k
qxξi
)
, for f = f∗(qx). (40)
Proof. From equations L2|x→qx (14) and L3 (15) we have
Gg(
kqx
a1
)
∏8
i=1 ϑp(
ξi
x
)
ϑp(
kq
a1x
, k
qx
)
y(qx) =
Gg(qx)
∏8
i=1 ϑp(
k
qxξi
)
ϑp(
a1
q2x
, 1
x
)
y(x),
Gg(
kqx
a1
)ϑp(
k
qx
, kq
a1x
)y(x) = Gg(x)ϑp(
1
x
, a1
q2x
)y(qx),
(41)
for f = f∗(qx), hence we have eq.(40).
For g = g∗(x), we have from eqs.(14), (15) that
Gg(
kx
a1
)
∏8
i=1 ϑp(
ξi
x
)
ϑp(
k
a1x
, k
qx
)
y(x) =
C0Ff (x)ϑp(
k
x2
, a1
qx
, kq
a1x
)
x
y(x),
Gg(
kqx
a1
)ϑp(
k
qx
, kq
a1x
)y(x) =
C1Ff (qx)ϑp(
k
qx2
)
xϑp(
k
a1x
, a1
qx
)
y(x),
(42)
hence
Gg(
kx
a1
)Gg(
kqx
a1
)
8∏
i=1
ϑp(
ξi
x
) =
w
x2
Ff (x)Ff(qx)ϑp(
k
x2
,
k
qx2
), (43)
where w = C0C1. The eq.(43) holds also by replacing x → k2a1x since g∗(x) = g∗( k
2
a1x
),
Taking a ratio eq.(43) with eq.(43)|
x→ k
2
a1x
we have eq.(39).
The next Lemma 2 shows that the relations (39),(40) are equivalent to the time evo-
lution equation for the elliptic Painleve´.4
Lemma 2 The solution f of eq.(39) is a rational function of (f, g) of degree (1, 4), which
is characterized by the following conditions: (i) its numerator and denominator have 8
zeros at f = f∗(ξ), g = g∗(ξ), (ii) if f = f∗(u), g = g∗(u) (u 6= ξ) then f = f∗(a1uk ).
Similarly, by eq.(40), g is uniquely given as a rational function of (f, g) of degree (4, 1),
satisfying the conditions (i’) it has 8 points of indeterminacy at f = f∗(qξ), g = g∗(ξ),
(ii’) if f = f∗(qu), g = g∗(u) (u 6= ξ) then g = g∗( q3kua1 ) = g∗(
qku
a1
).
4 Since the elliptic Painleve´ equation [14] is rather complicated, its concise expressions have been
pursued by several authors (e.g. [8],[9],[10]). The system (39),(40) is supposed to be the simplest one.
8
Proof. Written in the form
Ff (x)Ff (qx)
8∏
i=1
ϑp(
k2
xξia1
) = Ff (
xa1
k
)Ff(
q2xa1
k
)
8∏
i=1
ϑp(
ξi
x
), (44)
the eq.(39) is quasi p-periodic in x of degree (apparently) 12 with symmetry under x ↔
k2
a1x
. Since it is divisible by a factor ϑp(
k2
a1x2
), it is effectively of degree 8. Then the solution
f of this equation takes the form
f =
A(x)f +B(x)
C(x)f +D(x)
, (45)
where the coefficients A(x), . . . , D(x) are x ↔ k2
a1x
-symmetric p-periodic functions of de-
gree 8, namely polynomials of g = g∗(x) of degree 4. Hence f is a rational function of
(f, g) of degree (1, 4). The conditions (i), (ii) are obvious by the form of eq.(39). The
structure of the solution g = g(f, g) of the eq.(40) is similar.
Remark on the geometric characterization of the solutions f, g. As a consequence of the
above results, the variables f, g obtained from the Pade´ problem give special solutions of
the elliptic Painleve´ equation. Since they are (Ba¨cklund transformations of) the termi-
nating hypergeometric solution [4] [5], they have the following geometric characterization.
Let C1 be a curve of degree (2n, 2n + 1) passing through the 8 points
(
f∗(ξi), g∗(ξi)
)8
i=1
in eqs.(10),(12) with multiplicity n(18) + (0, 1, 1, 0, 0, 0, 0, 0). Similarly, Let C2 be a curve
of degree (2m + 2, 2m + 1) passing through the 8 points with multiplicity m(18) +
(0, 1, 0, 1, 1, 1, 1, 1). C1 and C2 are unique rational curves. Except for the assigned 8
points, there exist unique unassigned intersection point (f, g) ∈ C1 ∩ C2 which is the
solution.
5 Lax formalism
In this section, we prove that the elliptic Painleve´ equation (39),(40) are sufficient for the
compatibility of eqs.(14),(15).
y(x
q
) y(x) y(qx)
y(x
q
) y(x) y(qx)
L1
L2 L3
L′1
Figure 1: Lax equations
9
Solving y(x) and y(qx) from eqs.L2, L2|x→qx and plugging them into L3, one has the
following difference equation (Fig.1):
L1 :
ϑp(
k
a1x
, k
qx
)
∏8
i=1 ϑp(
k
xξi
)
Ff(x)ϑp(
k
x2
, a1
x
, q
x
)
y(x
q
) +
qϑp(
1
x
, a1
qx
)
∏8
i=1 ϑp(
ξi
qx
)
Ff (qx)ϑp(
k
q2x2
, k
q2x
, k
a1qx
)
y(qx)
+
{
wFf(qx)ϑp(
k
qx2
)
x2Gg(x)Gg(
kqx
a1
)
− qGg(qx)
∏8
i=1 ϑp(
k
qxξi
)
Ff (qx)Gg(
kqx
a1
)ϑp(
k
q2x2
)
− Gg(
kx
a1
)
∏8
i=1 ϑp(
ξi
x
)
Ff (x)Gg(x)ϑp(
k
x2
)
}
y(x) = 0.
(46)
The pairs of equations {L1, L2}, {L1, L3} and {L2, L3} are equivalent with each other.
The above expression L1 (46) contains variables f, g, f, w. We will rewrite and char-
acterize it in terms of f, g only. This characterization is a key of the proof of the compat-
ibility. To do this, we first note the following
Lemma 3 The factor w satisfying the relation (43) is explicitly given by (f, g) as
w = C
fden(f, g)
ϕ(f, g)
, (47)
where fden(f, g) is a polynomial of degree (1, 4) defined as the denominator of the rational
function f = f(f, g), and ϕ(f, g) is the defining polynomial of the degree (2, 2) curve
parametrized by f∗(x), g∗(x), and C is a constant independent of f, g, x.
Proof. The relation (43) follows from eq.(47) by using
ϕ|g=g∗(x) = C ′
Ff (x)Ff(
a1x
k
)
g∗den(x)
2
, (48)
(
fdenf∗num(qx)− fnumf∗den(qx)
)∣∣∣
g=g∗(x)
= C ′′
Ff (
a1x
k
)
∏8
i=1 ϑp(
ξi
x
)
g∗den(x)
4
, (49)
where C ′, C ′′ are constants, g∗den(x) = ϑp(
c3
x
, k
2
a1c3x
) is the denominator of g∗(x), and
similarly f∗den(x) = ϑp(
c1
x
, kq
c1x
), f∗num(x) = ϑp(
c2
x
, kq
c2x
). 
Lemma 4 In terms of variables f, g, the eq.(46) is represented as a polynomial equation
L1(f, g) = 0 of degree (3, 2) characterized
5 by the following vanishing conditions at: (1)
10 points (f∗(u), g∗(u)) where u = ξ, qx and
k
x
, (2) 2 more points (f, g) such as
f = f∗(x),
y(x)
y(x
q
)
Gg(
kx
a1
)
Gg(x)
=
ϑp(
k
a1x
, k
qx
)
ϑp(
a1
x
, q
x
)
8∏
i=1
ϑp(
k
ξix
)
ϑp(
ξi
x
)
, (50)
and
f = f∗(qx),
y(qx)
y(x)
Gg(
kqx
a1
)
Gg(qx)
=
ϑp(
k
a1qx
, k
q2x
)
ϑp(
a1
qx
, 1
x
)
8∏
i=1
ϑp(
k
ξiqx
)
ϑp(
ξi
qx
)
. (51)
5This geometric characterization of the difference equation L1 is essentially the same as that in [19].
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Proof. Due to the eq.(43), the residue of L1 at the apparent pole g = g∗(x) vanishes.
Replacing x with k
qx
in eq.(43) and using the relations Ff(
k
x
) = x
2
k
Ff(x) and Gg(
k2
a1x
) =
a1x2
k2
Gg(x), we have
qx2Gg(x)Gg(qx)
8∏
i=1
ϑp(
k
qξix
) = wFf(qx)Ff(qx)ϑp(
k
qx2
,
k
q2x2
), (52)
hence, the residue of L1 at g = g∗(
kqx
a1
) = g∗(
k
qx
) also vanishes. From these vanishing
of residues and the eq.(47), the L.H.S of eq.(46) turns out to be a polynomial in (f, g)
of degree (3, 2), after multiplying by Ff (x)Ff (qx)ϕ. Check of the vanishing conditions
(1),(2) are easy.
In a similar way, solving y(x
q
), y(x) form L3, L3|x→x/q and substituting them into L2,
one has
L′1 :
ϑp(
1
x
, a1
q2x
)
∏8
i=1 ϑp(
ξi
x
)
ϑp(
k
qx2
, k
qx
, kq
xa1
)Ff(qx)
y(qx) +
ϑp(
k
x
, kq
2
xa1
)
∏8
i=1 ϑp(
k
xξi
)
qϑp(
kq
x2
, q
x
, a1
qx
)Ff(x)
y(x
q
)
+
{ wϑp( kx2 )Ff(x)
x2Gg(x)Gg(
kx
a1
)
− Gg(
x
q
)
∏8
i=1 ϑp(
k
xξi
)
qϑp(
kq
x2
)Ff(x)Gg(
kx
a1
)
− Gg(
kqx
a1
)
∏8
i=1 ϑp(
ξi
x
)
ϑp(
k
qx2
)Ff(qx)Gg(x)
}
y(x) = 0.
(53)
By the similar analysis as L1, we have the following
Lemma 5 In terms of variables f, g, the eq.(53) is represented as a polynomial equation
L′1(f, g) = 0 of degree (3, 2) characterized by the following vanishing conditions at: (1) 10
points (f∗(qu), g∗(u)) where u = ξ,
x
q
and k
qx
. (2) 2 more points (f, g) such as
f = f∗(x),
y(x)
y(x
q
)
Gg(
x
q
)
Gg(
kx
a1
)
=
ϑp(
kq2
a1x
, k
x
)
ϑp(
a1
qx
, q
x
)
, (54)
and
f = f∗(qx),
y(qx)
y(x)
Gg(x)
Gg(
kqx
a1
)
=
ϑp(
kq
a1x
, k
qx
)
ϑp(
a1
qx
, 1
x
)
. (55)
Proof. In terms of (f, g), the gauge factor w (47) is written as
w = C ′′′
fden(f, g)
ϕ(f, g)
, (56)
where fden(f, g) is the denominator of the rational function f = f(f, g), and ϕ(f, g) is
the defining polynomial of the curve parametrized by f∗(qx), g∗(x), and C
′′′ is a constant.
Then the proof of the Lemma is the same as the proof of the Lemma 4.
Proposition 2 The eq.(53) expressed in terms of (f, g) is equivalent with the transfor-
mation T (L1) = L1 of eq.(46).
Proof. This fact is a consequence of Lemmas 2, 4 and 5. The geometric proof in the
q-difference case [20] is also available here (see Lemmas 4.2 - 4.6 in [20]).
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6 Determinant formulae
In this section, we present explicit determinant formulae for the solutions U(x), V (x) of
the interpolation problem (5).
Theorem 2 Interpolating rational functions U(x), V (x) have the following determinant
expressions:
U(x) = const.
∣∣∣∣∣∣∣∣∣
mU0,0 · · · mU0,n
...
. . .
...
mUn−1,0 · · · mUn−1,n
φ0(x) · · · φn(x)
∣∣∣∣∣∣∣∣∣
, V (x) = const.
∣∣∣∣∣∣∣∣∣
mV0,0 · · · mV0,m
...
. . .
...
mVm−1,0 · · · mVm−1,m
χ0(x) · · · χm(x)
∣∣∣∣∣∣∣∣∣
,
(57)
where
mUij = 12V11(q
−1k, q−N , qN−i−1a1, q
−ja2, q
ia3, q
ja4, a5, a6; q),
mVij = 12V11(q
−1k, q−N , q−j k
a1
, qN−i−1 k
a2
, qj k
a3
, qi k
a4
, k
a5
, k
a6
; q),
(58)
and n+5Vn+4 (n+3En+2 in convention of [4]) is the very-well poised, balanced elliptic hy-
pergeometric series [1][15]:
n+5Vn+4(u0; u1, · · · , un; z) =
∞∑
s=0
ϑp(u0q
2s)
ϑp(u0)
n∏
j=0
ϑp(uj)s
ϑp(qu0/uj)s
zs. (59)
Proof. In general, the solution of interpolation problem
V (xs) = YsU(xs), s = 0, · · · , N. (60)
is written by the following determinants:
U(x) =
∣∣∣∣∣∣∣∣∣
χ0(x0) · · · χm(x0) Y0φ0(x0) · · · Y0φn(x0)
...
. . .
...
...
. . .
...
χ0(xN ) · · · χm(xN ) YNφ0(xN ) · · · YNφn(xN )
0 · · · 0 φ0(x) · · · φn(x)
∣∣∣∣∣∣∣∣∣
, (61)
and
V (x) =
∣∣∣∣∣∣∣∣∣
χ0(x0) · · · χm(x0) Y0φ0(x0) · · · Y0φn(x0)
...
. . .
...
...
. . .
...
χ0(xN ) · · · χm(xN) YNφ0(xN ) · · · YNφn(xN)
χ0(x) · · · χm(x) 0 · · · 0
∣∣∣∣∣∣∣∣∣
. (62)
We apply these formulae for Ys, φi(x), χi(x) given by (6), (8) and xs = q
−s. Note that
φi(xs), χi(xs) can be written as
φi(xs) =
ϑp(
k
a2
, k
a4
, q−ia2, q
ia4)s
ϑp(a2, a4, qi
k
a2
, q−i k
a4
)s
,
χi(xs) =
ϑp(a1, a3, q
−i k
a1
, qi k
a3
)s
ϑp(
k
a1
, k
a3
, qia1, q−ia3)s
.
(63)
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To rewrite the determinant in eq.(61), we use the multiplication by a matrix
L =
[
(Lij)
N
i,j=0
1
]
(64)
from the left, where
Lij =
ϑp(q
2j−1k)
ϑp(q−1k)
ϑp(q
−1k, q−N , qN−i−1a1,
k
a1
, qia3,
k
a3
)j
ϑp(q, qNk, q−N+i+1
k
a1
, a1, q−i
k
a3
, a3)j
qj . (65)
For the last n+ 1 columns, we have
N∑
s=0
LisYsφj(xs) = 12V11(q
−1k; q−N , qN−i−1a1, q
−ja2, q
ia3, q
ja4, a5, a6; q) = m
U
ij . (66)
For the first m+ 1 columns, we have
N∑
s=0
Lisχj(xs) = 10V9(q
−1k; q−N , qN−i−1a1, q
−j k
a1
, qia3, q
j k
a3
; q). (67)
Using the Frenkel-Turaev summation formula (u1 · · ·u5 = qu20, u5 = q−n) [2][15]:
10V9(u0; u1, · · · , u5; q) =
ϑp(qu0,
qu0
u1u2
, qu0
u1u3
, qu0
u2u3
)n
ϑp(
qu0
u1
, qu0
u2
, qu0
u3
, qu0
u1u2u3
)n
, (68)
the expression (67) can be evaluated as
ϑp(k, q
−N+i+j+1, q−N+1 k
a1a3
, qj−i a1
a3
)N
ϑp(q−N+j+1
1
a3
, q−i k
a3
, qja1, q−N+i+1
k
a1
)N
, (69)
and it vanishes for 0 ≤ i + j < N . Hence, we obtain the formula for U(x) in (57) by
Laplace expansion. The case for function V (x) is similar.
Theorem 2 supplies also formulae for special solutions f, g of the elliptic Painleve´
equation through eq.(36). Moreover we have
Lemma 6 For i, j ∈ {3, 4, 5, 6}, the ratios in eq.(36) have following simple form
U(ai)
U(aj)
=
ciT
−1
a2
Tai(τ
U)
cjT−1a2 Taj (τ
U )
,
V (ai/q)
V (aj/q)
=
c′iTa1T
−1
ai
(τV )
c′jTa1T
−1
aj
(τV )
, (70)
where τU = det(mUi,j)
n−1
i,j=0, τ
V = det(mVi,j)
m−1
i,j=0,
c3 = q
n(n−1)
2
(q−n k
a3
, q)n(a3, q)n(q
−m−n+1 a3
a1
, q)n(q
m+1 a1a3
k
, q)n
( k
a2a3
, q)n(
qa3
a2
, q)n(q−m−n+1
a3
a1
, q2)n(qm+n
a1a3
k
, 1)n
,
c4 =
(q−n k
a4
, q)n(a4, q)n
( k
a2a4
, 1)n(
qa4
a2
, q2)n
, ci =
( k
qai
, 1)n(ai, 1)n
( k
a2ai
, q)n(
qai
a2
, q)n
, (i = 5, 6),
(x, v)n =
∏n−1
i=0 ϑp(xv
i) and (c′3, c
′
4, c
′
5, c
′
6) = (c4, c3, c5, c6)
∣∣∣
(m,n,a1,...,a6)7→(n,m,
k
a2
, k
a1
, k
a4
, k
a3
, k
a5
, k
a6
)
.
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Proof. Since φi(a4) = δi,0 (i ≥ 0), we have
U(a4)
const.
= det(mUi,j+1)
n−1
i,j=0 = T
−1
a2
Ta4(τ
U). (71)
Using the symmetry of U(x) in parameters a3, . . . , a6, the first relation of eq.(70) follows.
The second relation is similar.
The determinant expressions for the special solutions have been known for various (dis-
crete) Painleve´ equations (see [7] [13] for example). Our method using Pade´ interpolation
gives a simple and direct way to obtain them.
A Affine Weyl group actions
Here we give a derivation of the Painleve´ equation (39), (40) from the affine Weyl group
actions.[8] [20]
Define multiplicative transformations sij , c, µij , νij (1 ≤ i 6= j ≤ 8) acting on variables
h1, h2, u1, . . . , u8 as
sij = {ui ↔ uj}, c = {h1 ↔ h2},
µij = {h1 7→ h1h2uiuj , ui 7→ h2uj , uj 7→ h2ui },
νij = {h2 7→ h1h2uiuj , ui 7→ h1uj , uj 7→ h1ui }.
(72)
These actions generate the affine Weyl group of type E
(1)
8 with the following simple re-
flections:
s12
|
c − µ12 − s23 − s34 − · · · − s78 .
(73)
We extend the actions bi-rationally on variables (f, g). The nontrivial actions are as
follows:
c(f) = g, c(g) = f, µij(f) = f˜ , νij(g) = g˜, (74)
where, f˜ = f˜ij and g˜ = g˜ij are rational functions in (f, g) defined by
f˜ − µij(fi)
f˜ − µij(fj)
=
(f − fi)(g − gj)
(f − fj)(g − gi) ,
g˜ − νij(gi)
g˜ − νij(gj) =
(g − gi)(f − fj)
(g − gj)(f − fi) , (75)
(fi, gi) = (f⋆(ui), g⋆(ui)), and
f⋆(z) =
ϑp(
d2
z
, h1
d2z
)
ϑp(
d1
z
, h1
d1z
)
, g⋆(z) =
ϑp(
d2
z
, h2
d2z
)
ϑp(
d1
z
, h2
d1z
)
, (76)
as in eq.(10). As a rational function of (f, g), f˜ is characterized by the following properties:
(i) it is of degree (1, 1) with indeterminate points (fi, gi), (fj , gj), (ii) it maps generic points
on the elliptic curve (f⋆(z), g⋆(z)) to
ϑp(
d2
z
, h1h2
d2zu1u2
)
ϑp(
d1
z
, h1h2
d1zuiuj
)
. Using this geometric characterization,
we have
µij
{Ff(h1zh2 )
Ff(z)
}
=
ϑp(
ui
z
,
uj
z
)
ϑp(
h2
uiz
, h2
ujz
)
Ff(h1zh2 )
Ff(z) , for g = g⋆(z), (77)
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where the functions Ff(z) (and Gg(z)) are defined in a similar way as eq.(11)
Ff(z) = ϑp(d1
z
,
h1
d1z
)f − ϑp(d2
z
,
h1
d2z
), Gg(z) = ϑp(d1
z
,
h2
d1z
)g − ϑp(d2
z
,
h2
d2z
). (78)
Let us consider the following compositions [8]
r = s12µ12s34µ34s56µ56s78µ78, T = rcrc. (79)
Their actions on variables (hi, ui) are given by
r(h1) = vh2, r(h2) = h2, r(ui) =
h2
ui
,
T (h1) = qh1v
2, T (h2) = q
−1h2v
2, T (ui) = uiv,
(80)
where v = qh2/h1, q = h
2
1h
2
2/(u1 · · ·u8). From eq.(77) and r(h1h2 ) =
qh2
h1
, the evolution
T (f) = rcrc(f) = r(f) is determined as
Ff(z)
Ff(h1zh2 )
T (Ff)( qh2zh1 )
T (Ff)(z) =
8∏
i=1
ϑp(
ui
z
)
ϑp(
h2
uiz
)
, for g = g⋆(z). (81)
Similarly, since cT c = T−1, T−1(g) is determined by
Gg(z)
Gg(h2zh1 )
T−1(Gg)( qh1zh2 )
T−1(Gg)(z) =
8∏
i=1
ϑp(
ui
z
)
ϑp(
h1
uiz
)
, for f = f⋆(z). (82)
By a re-scaling of variables (hi, ui, di) = (κiλ
2, ξiλ, ciλ) with λ = (h
3
1h
−1
2 )
1
4 , we have
Ff(z) = Ff( zλ), T (Ff)(z) = T (Ff)(κ1κ2 zλ) and so on, since T (λ) = h2h1λ. Then the above
equations take the form (39), (40), by putting z = λx.
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