Abstract
Introduction
In recent years, a rich class of models has appeared in which economic time series are allowed to undergo regime shifts. One hallmark of these models is that the public cannot anticipate perfectly the regime shifts * Helpful comments by Arnold Zellner, an associate editor, and two anonymous referees are gratefully acknowledged. We especially would like to thank Zacharias Psaradakis for numerous conversations about the paper. We also would like to thank John Driffill, Walter Enders and Ron Smith for comments on a previous version of the paper. Finally we thank Maria Fernandez Vidal for excellent research assistance. and, in many cases, the public can only infer regime shifts up to a probability. Such beliefs concerning the state of the business cycle or economic policies may, in turn, affect the stochastic properties of the economic time series under analysis. For example, Hamilton (1988) introduced a regime switching model of interest rates in which the unobserved states evolve according to a Markov chain process. In this type of model, the public is allowed to learn about the underlying state of the economy and to use this knowledge when pricing bonds. Other popular nonlinear autoregressive models that account for a similar phenomenon are the threshold models of Tong (1978 Tong ( , 1983 and Tong and Lim (1980) and the smooth transition threshold autoregressive (STAR) model of Chan and Tong (1986) , Luukkonen et al. (1988), and Teräsvirta (1994) . These models reflect the idea that variables such as interest rates might have different dynamics when rates are unusually high. In particular Pfann et al. (1996) used self-exciting threshold autoregressive (SETAR) models to characterize the evolution of the interest rates and found mean reversion only when the level of the interest rates was above a certain threshold. Moreover, A .. Sahalia (1996) has shown that several anomalies of the term structure of interest rates can be accounted for only by using non-linear modeling.
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In this paper we propose a new class of contemporaneous smooth transition threshold autoregressive (C-STAR) model, in which the regime weights depend on the ex ante probability that a latent regimespecific variable will exceed a threshold value. Another key feature of the C-STAR is that its transition function depends on all the parameters of the model as well as on the data. These characteristics allow the model to generate a wide variety of empirical distributions. Therefore we analyze in detail the response of the transition function to changes in all the parameters of the model, how different parameter configurations affect the empirical distribution of the data generated by the model and its stability properties.
Since the C-STAR model is continuous with respect to all the parameters of the model, we estimate them jointly by maximum likelihood and evaluate the quality of asymptotic approximations to the finitesample distribution. We propose a procedure to assess whether the model is a valid representation of the data based on testing a linear AR against the C-STAR alternative. We also propose a method for obtaining (analytically) multi-step out-of-sample forecasts for the C-STAR that computes the whole tree of the possible future values and evaluates the probability of the alternative future paths. A Monte Carlo study of its forecasting performance is presented. Finally we carry out an empirical application (using short-term U.S. interest rates) to assess the in-and out-of-sample performance of the C-STAR relative to alternative switching models.
The paper is organized as follows. Section 2 introduces the C-STAR model and discusses its properties.
The finite-sample performance of the maximum likelihood estimator and of the related statistics are evaluated by simulation in section 3. Section 4 proposes a procedure to determine the number of regimes 1 Applications of these models include: Tiao and Tsay (1994) and Potter (1995) to US GNP; Rothman (1998), Caner and Hansen (1998) and Koop and Potter (1999) to unemployment rates; Obstfeld and Taylor (1997) to real exchange rates; Enders and Granger (1998) to the term structure of interest rates; Pesaran and Potter (1997) to business cycle relationships.
For excellent surveys of STAR models, see Teräsvirta (1998) , Potter (1999) and van Dijk, Teräsvirta and Franses (2002) .
of the C-STAR model. Section 5 evaluates the forecasting performance of the C-STAR model. Section 6 presents the empirical application. Section 7 summarizes and concludes.
A Contemporaneous Threshold Autoregressive Model
The contemporaneous smooth transition threshold autoregressive (C-STAR) model proposed in this paper is a special case of the smooth transition threshold autoregressive (STAR) model. In a STAR model, the dependent variable, y t , is a function of two (or more) autoregressive processes that are averaged according to a weighting function, 0 ≤ G(z t−1 ) ≤ 1, where the argument, z t−1 , is a predetermined variable: 
The weighting function we use is
where y * is the threshold parameter and Φ(.) is the standard normal distribution function. The key interpretation of this STAR model is that
and
where Θ i denotes the parameters corresponding with regime i, i.e., (µ i , A i , σ i ).
Notice that we can rewrite equation (1) as
Because the weighting function depends on the probability that the contemporaneous value of y it will exceed the threshold level, we call this a contemporaneous threshold model.
The likelihood function of the C-STAR model is straightforward and easy to compute:
The likelihood function of the C-STAR model is continuous with respect to the threshold parameter so this parameter can be estimated jointly with the full parameter vector. In the following section we will further characterize the model using the simplest version of the model where y it ∼ AR(1) for i = 0, 1.
Properties of the C-STAR Model
In this section we use the following C-STAR(1) to illustrate the key properties of the model:
where
.
When generating the data we use the following identifying restriction:
] cannot both tend to zero at the same time.
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Since the model is capable of generating a wide variety of empirical distributions, in this section we analyze: i ) the response of the mixing function to changes in the parameters of the model; ii ) the empirical distribution of the data generated by the model; and iii ) the stability properties of the deterministic part of the model.
Properties of the Mixing Function
A key feature of the C-STAR model is that its mixing function, G, depends on all the parameters of the model as well as on y t−1 .
3 In Table 1 we show the response of G to changes in the different parameters.
2 The identifying restriction has been chosen to ensure that we do not introduce any inconsistencies when generating the data. Nevertheless, this restriction is sufficient but not necessary to ensure that the numerator and the denominator would not both tend to zero at the same time. As explained in footnote 6 using DGP 4 (one of the DGPs considered in the paper), this can happen only as the result of an inconsistency in designing the DGP. 3 As we explain above, in C-STAR(p) models, G is a function of z t−1 = (y t−1 , ..., y t−p+1 ). Contrary to other STAR models, for the C-STAR there is no need to use any selection criteria to choose the appropriate threshold variable since, by construction, all the variables that enter in the information set also enter in the transition function.
The first two rows of Table 1 show that the effect, on the mixing function, of a change in either the slope or the standard deviation is undetermined. The first row shows that sign
An increase in α 0 1 raises the conditional mean of y 0t , µ 0 + α 0 1 y t−1 , and reduces the probability P (y 0t < y * | y t−1 ) (and therefore G(y t−1 )) for positive values of y t−1 (and thus increases the probability when 
, which has the same sign as
∂y * is always positive since the higher is the threshold, the bigger is the area of the conditional density of y 0t (which is smaller than the threshold) and the smaller is the area of the conditional density of y 1t (which is greater than the threshold). In other words an increase in y * increases In Table 2 we present a selection of alternative DGPs used to illustrate the properties of the model. depends on the sign of y * − µ 1 − α 1 1 y t−1 , the total effect is to reduce 4 The DGPs have been arbitrarily chosen to highlight some relevant features of the model with respect to: the response of the mixing function to changes in the parameters of the model; the empirical distribution of the data generated by the model; and the stability properties of the deterministic part of the model. 5 Even though it seems that this minor change from DGP 1 to DGP 2 does not greatly affect the model, we will see below that it has substantial effects on its stability.
the value of G(y t−1 ) for the conditioning values under consideration. Finally we look at DGP 4 for which, for the chosen range, changes in the conditioning value do not affect substantially G(y t−1 ).
In the next section we analyze the empirical distribution of the data generated by the model and the behavior of the mixing function over time.
The Empirical Distribution of the Data Generated by the Model
There is a large variety of empirical distributions and time series that can be generated using the C-STAR(1) model. In Figure 2 we show, using the alternative DGPs presented in Table 2 , the long-run state-dependent distributions alongside the threshold, the histogram of y t generated by the C-STAR (1) model and the time series of y t and G(y t−1 ). We used the same 500,000 realizations of the shocks to draw the histograms, and the last 1000 realizations for the time series evolution of y t and G(y t−1 ). Figure   2 , we can see that the histogram for DGP 1 is unimodal while that for DGP 2 is bimodal. This has implications for the stability properties of the model that are discussed in the next section.
DGP 3 is a mixture of the two distributions, which enter symmetrically in the sense that they have the same mean and standard deviation and that their means are equally apart from the threshold. Then, even though G(y t−1 ) takes values close to either 0 or 1 most of the time, the histogram of the generated data is unimodal and symmetric.
Finally using DGP 4 , we find that the histogram has 3 modes and the model chooses most of the time a mixture of both distributions with probabilities, G(y t−1 ), equal to one half. 6 In the next section we derive the stability properties of the C-STAR based on the skeleton of the model, which will complement the characterization of the model.
Stability Properties of the Skeleton of the C-STAR
As Chan and Tong (1985) pointed out, we can analyze the properties of a nonlinear time series by considering the deterministic part of the model alone. This part is usually called the skeleton of the model and is defined as y t = F (y t−1 , Θ), where
and Θ = {Θ 0 , Θ 1 , y * }.
7
Then a fixed point of the skeleton of the model is any value, y L , that satisfies
Since the C-STAR (1) We use each of the DGPs presented in Table 2 to assess: i) the number of equilibria and ii ) the stability of the equilibria. We find the number of equilibria for the different DGPs presented in Table   1 , using a grid of starting values to solve equation (??) numerically. 8 For each equilibrium, we analyze whether it is locally stable by considering the following expansion around the fix point
< 1, the equilibrium is locally stable and F (y t−1 , Θ) is a contraction in the neighborhood of y = y L , where
and Figure 3 shows the skeleton and scatter plots using the C-STAR model and the generated data (the last 1000 observations) from the DGPs presented in Table 1 . The intersection of the skeleton and the 45-degree line in the plot between y t and y t−1 shows the points where equation (??) is satisfied.
7 Instead of introducing new notation, in this subsection we denote y t as the skeleton of the model. This is equivalent to setting the shock equal to zero. 8 This is usually labeled "deterministic simulation", see Teräsvirta and Anderson (1992) and Peel and Speight (1996) .
We found for DGP 1 a unique stable equilibrium for y L = {−4.7} with the associated
There is little that is known about stationarity conditions for STAR models in general and this is also the case with the C-STAR model. Nevertheless, in general, a way of checking the stationarity of nonlinear models is to determine whether the skeleton is stable using deterministic simulation. If the series generated from the skeleton explodes in this simulation exercise then the time series is not stationary.
For DGP 2 we increase (relative to DGP 1) the absolute value of the intercepts. The effect on the nonlinear model of increasing the absolute value of the intercepts is to increase the number of fixed points to three. 9 The fixed points for DGP 2 take the values y L = {−9.99, 1.81, 9.77}, with the associated
= {0.9, 1.08, 0.91}. This implies that the first and the last fixed points are locally stable while the intermediate fixed point is locally unstable. We can see in Figure 3 that whenever y t lies near any of the stable equilibria, then it will take a large shock to cause a transition of the series from the one equilibrium to the other. Notice that in the absence of shocks, −9.99 and 9.77 are both attractors and 1.81 is the boundary between the domains of attraction, which implies that once we introduce shocks, we can expect the time series to switch occasionally between attractors, but we do not expect the time series to be explosive.
The Figure We can also study the effect of changes in y * on the fixed point y L . The results are rather complex since they not only depend on the equilibrium under consideration but they also affect the number of fixed points. In general is easy to show that for very low values of y
and , for high values of y * where
In the following section, Monte Carlo methods are used to examine the quality of asymptotic approximations to the finite-sample distribution of the maximum likelihood (ML) estimator and other related statistics using, among others, the DGPs analyzed above.
Finite-Sample Properties of C-STAR Models
We begin by discussing the experimental design and Monte Carlo simulation of the statistics of interest.
The numerical results follow.
9 Franses and van Dijk (2000) find the same result using L-STAR models. 10 We use this DGP to show the rather complex dynamic patterns that can be generated by the model even though we do not expect that financial or macro data will be generated by this configuration of parameters.
Experimental Design and Simulation
The following C-STAR(1) model is used as the data-generating process (DGP) in the experiments carried out in this section:
where ε t are i. i.d.N(0,1) . The experiments are a full factorial design of:
T ∈ {100, 200, 400, 800}.
The sample sizes selected are representative of the data sets that are typically used in empirical work (samples of 800 or more observations are not uncommon in studies using weekly or daily data). In all experiments, we generate 50 + T data points for y t , starting with y 0 = y * . However, in order to attenuate the effect of the initial values, only the last T of these observations are used in each Monte
Carlo replication. In order to save space only a selection of simulation results are reported. 12 In particular, we consider several versions of DGP 2, where the threshold, y * , is allowed to vary.
We analyze how this affects the estimation results since, for DGP (0) (where y * = 0), the series spends on average 33% of the time below the threshold value. For DGP(1), on average it spends equal time above and below the threshold, while for DGP(2) and DGP(3) the time spent below the threshold is on average 66 percent and 80 percent, respectively.
11 Notice that the estimation results appear to be robust to the choices of initial values.
12 The full set of results is available on request.
Distribution of the ML Estimator: Biases, Estimated Standard Errors and Normality Tests
We report some of the characteristics of the finite-sample distribution of the ML estimator of Θ. These include: i ) the deviation of the mean from the true parameter (bias), ii ) a measure of the accuracy of estimated large-sample standard errors as approximations to the correct sampling standard deviation of the ML estimator and iii ) tests for normality.
The top panel of Table 3 shows that for most of the design points the biases are only significantly Turning to the accuracy of the estimated standard errors, we show in the bottom panel of Table 3 the ratio of the exact standard deviation of the ML estimates to the estimated standard errors averaged across replications for each design point. The standard errors are calculated as
and L(Θ) is the logarithmic conditional likelihood function. For the vast majority of cases, the estimated asymptotic standard errors are downward biased. These biases however are not substantial (at least for samples larger than 200) and therefore should not affect inference significantly.
The Gaussianity of the finite-sample distributions of the ML estimates is also assessed by means of a Kolmogorov-Smirnov test that compares the empirical distribution function of the ML estimates (relocated and scaled so that the linearly transformed estimates have zero mean and unit variance) with the standard normal distribution function (see Lilliefors, 1967) . The test statistic is calculated as max 1 j r |j/r − Φ(z r:j )| , where z r:j denotes the order statistic of rank j associated with the transformed estimates. The cases in which the Kolmogorov-Smirnov statistic is significant, at the 5% level, are indicated in the bottom panel of Table 3 . We find, for the configurations under consideration, that the hypothesis of normality of all the estimators other than µ 0 , µ 1 , and y * is never rejected for sample sizes larger than 100. Furthermore, the value of the Kolmogorov-Smirnov statistic decreases as T increases,
suggesting that the quality of the normal approximation is likely to improve in larger samples. In fact, while for T = 400 the hypothesis of normality can be rejected only once, when T = 800 it can never be rejected
Hypothesis Tests
We now turn to hypothesis testing by examining the empirical distributions of conventional t-type statistics associated with the elements of Θ. These are calculated as
, where (i) Θ and (i) Θ 0 denote the ith element of Θ and Θ 0 , respectively. According to stan-dard asymptotic theory, the t-statistics should be approximately distributed as N(0, 1). The mean and standard deviation of the empirical distributions of the t-statistics are reported in Table 4 . For some estimates, the mean and standard deviation differ substantially from the values associated with the approximating normal distribution. We find that the distributions of t-statistics based on α 0 1 , α 1 1 , σ 0 and σ 1 are mostly close to the true values, but the t-statistics based on µ 0 , µ 1 and y * have means significantly different from zero. However, the deviations from zero decrease (in absolute value) as T increases. More specifically, the distributions of the t-statistics based on the majority of the parameters in all DGPs are close to the theoretical values for sample sizes as small as 200. In addition, in some cases the standard deviation is larger than 1 (for the intercepts and the threshold) but approaches the theoretical value as the sample size increases (in particular the standard deviation of the slopes approaches one also for very small samples).
The outcome of Kolmogorov-Smirnov tests for the normality of the distribution of the t-statistics is indicated in the bottom panel of Table 4 . The hypothesis of normality is rejected for only a few design points. The Gaussian approximation is generally adequate for t-statistics based on α 0 1 , α 1 1 , σ 0 and σ 1 , and for statistics based on µ 1 , µ 2 and y * , provided that the sample size is not too small.
Finally, to examine the direct consequences of these results for hypothesis testing, Table 5 reports the empirical size of t-type tests of the null hypothesis H 0 :
The entries are relative rejection frequencies based on standard normal critical regions of nominal size 0.05 and 0.10. It is clear that in some cases the tests suffer from size distortions (see in particular the empirical sizes associated to µ 0 and α 0 1 in DGP(3), with small sample size), having values well in excess of the nominal levels. However, these distortions do attenuate as the sample size increases; in fact, for T =200 most of the tests have empirical rejection frequencies that are insignificantly different from the nominal values of 0.05 and 0.10. In summary, our results seem to suggest that samples of more than 200 observations are typically needed before asymptotic theory is a good guide for inference.
Forecasting with Contemporaneous Threshold Autoregressive Models
Parametric models that allow for nonlinear dynamics and changes in regime have attracted considerable interest in the literature. While such models have been shown to describe well the behavior of many time series, including economic and financial ones, the evidence concerning their ability to produce accurate out-of-sample forecasts is far from conclusive (see van Dijk, Teräsvirta and Franses (2002) for a survey).
Different authors have compared various methods for obtaining multi-step-ahead forecasts with threshold models and evaluated their empirical performance (e.g., Lin and Granger (1994) and Clements and Smith (1999) ).
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In this section we discuss a method for obtaining multi-step, out-of-sample, forecasts for the C-STAR(p) model that computes the full tree of possible future values and evaluates the probability that the regimes would follow different paths in the future. We also undertake a systematic study to analyze the forecasting performance of the contemporaneous threshold autoregressive model.
14 Even though our preferred forecasting procedure can be regarded as an approximation (as will be made clear below), our simulations results suggest that the cost of using this approximation is negligible.
One-Step-Ahead Forecasts
Consider the C-STAR(p) model
The C-STAR model produces forecasts that involve a weighted average of the two linear relationships.
The one-step-ahead forecast for the C-STAR model is straightforward to compute. Specifically, the minimum mean square error, one-step-ahead forecast (at the forecast origin t) y t (1) is obtained as
An Approximate Method for Multi-Step-Ahead Forecasts
Next we propose an approximate method to obtain multi-step-ahead forecasts for the C-STAR model.
The approximation is that we do not evaluate all possible combinations of expected values of the future error terms, conditional on the paths the regimes might take through the tree of possible outcomes. The accuracy of our approach is then evaluated by comparing these values with those obtained by using a naive forecasting method, a Monte Carlo simulation approach, and a simple linear specification.
Approximate Forecasts from the Full Tree of Future States
To obtain the h-step-ahead forecast y t (h), h ≥ 2, we propose the following approximate formulae: Let
and Krolzig (1998) suggest that a linear autoregressive model is a relatively robust forecasting device, even when such nonlinearities are a feature of the data. Also, Lundberg and Teräsvirta (2002) use unemployment series and find that a threshold model outperforms the linear one over long horizons. 14 Our approach is related to the approximation method for first-order exponential autoregressive threshold models first suggested by Al-Qassam and Lane (1989) , and then extended by De Gooijer and Bruin (1998) .
Much algebra goes into the calculation of these probabilities and it is available in Dueker, Sola and Spagnolo (2003) . This forecast method evaluates the full tree of future state probabilities for the forecast horizon.
Naive Forecasts
Finally, consider the naive method to obtain multi-step-ahead forecasts for the C-STAR model. The naive h-step-ahead forecast y t (h), h ≥ 2 is obtained as
Forecast Evaluation
We perform several Monte Carlo experiments to investigate the forecasting performance of the three different approaches described above (the approximation method, AC-STAR(1), the naive approach, N-STAR(1), and the Monte Carlo method, MC-STAR(1)). We also investigate the effect of using a linear autoregressive process when the true DGP is a C-STAR by analyzing their relative forecasting performance. repeated to generate 2500 forecast errors, for each forecasting horizon h. The forecast evaluation is based on the mean squared percent error, MSPE(h) defined on the forecast errors e t+h = y t+h − y t (h), h ≥ 1 (where y t (h) denotes the h-step-ahead forecast at the forecast origin t).
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The simulation results are reported in Table 6 . Overall, the results show that the cost of using the approximate method over the Monte Carlo approach, which should produce exact forecasts in the limit, is negligible. More specifically, the MSPE criterion shows an average gain of i ) 1% for the MC-STAR relative to the AC-STAR when using DGP(0) and DGP(3), and ii ) 2% for DGP(1) and DGP(2). The forecasting results obtained using the naive NC-STAR method are outperformed by those obtained using either the AC-STAR or MC-STAR approach. Finally, while we find that the MC-STAR and AC-STAR methods always outperform the linear specification, the results using the NC-STAR(1) are mixed.
Testing for the Number of Regimes
A Modified Hansen Test
Testing the hypothesis that the stochastic process under analysis can be characterized as an AR model against the C-STAR nonlinear alternative is subject to the usual difficulties that arise from the fact that the threshold parameter y * is not identified under the null hypothesis of linearity, thus violating conventional regularity conditions for likelihood-based inference (see for example Davies (1977 Davies ( , 1987 ). In recent years, several methods for hypothesis testing under nonstandard conditions have been developed. 19 However, even though C-STAR(1) and AR(1) are nested, conventional statistics used to test the null hypothesis (i.e., the likelihood ratio statistic and the t-statistic) do not have standard null distributions. The reason for this nonstandard asymptotic behavior is that the threshold parameter y * 17 In addition we considered other measures of forecast evaluation such as forecast-encompassing tests, evaluation criteria based on correctly predicting the sign of the change of a variable and tests that evaluate the adequacy of density forecasts.
However, since results are qualitatively similar, they are not reported and are available upon request. 18 In the context of a threshold model, for example, Tsay (1989) suggests a graphical approach (based on the use of standardized t-ratios of an AR coefficient versus the threshold variable) to detect the number of regimes; Hansen (1996b) proposes weighted average and supremum LM tests; Gonzalo and Pitarakis (2002) 
where α = (β, γ) and θ(α) = arg max θ L n (α, θ). Accordingly, the likelihood ratio (LR) function is defined as
while the standardized LR function is
the standardized LR statistic is given by
(See Appendix A for the derivation of the bound for the above standardized LR statistics.)
We conduct Monte Carlo experiments to assess the finite-sample properties of our proposed test procedure. The data-generating process for the simulations are those used in the previous two sections, defined in equations (??) and (??). For each design point, we test the linear AR(1) model against the C-STAR(1) alternative using the modified Hansen standardized LR statistic. We use 7 grid-points for both the state-dependent coefficients and the threshold parameter and the asymptotic p-values of the tests are calculated according to the method described above. Table 7 reports the empirical rejection probabilities of the tests (calculated as the fraction of 1000 Monte Carlo trials in which the test p-value was less than or equal to 0.05). The LR test seems to be powerful enough to detect C-STAR behavior, despite the fact that our test procedure uses asymptotic p-values, which are only an upper bound for the true p-values.
An Empirical Application: The Short-Term Interest Rate
Short-term interest rates have been widely modeled as processes subject to regime switching, using either Markov switching or threshold models. Both approaches attempt to capture the empirical regularity that the U.S. interest rates seem to display different dynamics across time and are used to prevent periods such as the Volcker era from affecting the estimation results. In this section we enquire whether the C-STAR model proposed in the previous sections can describe adequately the U.S. short-term interest rates. We compare the in-sample and out-of-sample performance of our C-STAR with the Markov switching and other threshold models. Table   8 and show that under the null hypothesis, the standardized LR statistic has, for all the choices of the band width parameter M, a p-value smaller than 0.05. 20 We interpret this result as strong evidence in favor of C-STAR since this test is conservative by construction. Table 9 , first column, reports the maximized log-likelihood values for the C-STAR(4) model. The estimated parameters show evidence of nonlinearity, with the estimated volatility being almost four times larger in regime 1 than in regime 0. Furthermore, the ML estimates suggest that the roots of the autoregressive regime-dependent processes are higher for regime 0 than for regime 1 (0.985 vs 0.962).
The portmanteau Q statistics for the standardized residuals indicate that the fitted C-STAR model is well-specified, having standardized residuals that exhibit no signs of either linear or nonlinear dependence.
We assess the stability of the model by numerical simulation. We calculate the skeleton of the model and find that there is only one stable fixed point, y L = 3.651. In the top panel of Figure 4 we plot the values taken by the skeleton and G(y We compare the C-STAR(4) with three other nonlinear models that have been proposed in the literature to characterize the short-term interest rate. Table 9 presents estimates of the logistic (L-STAR(4)), the exponential (E-STAR(4)) smooth transition model, along with estimates of the Markov switching (MS-AR (4)) model. 21 Starting with the L-STAR(4), we find that the estimated threshold is close in magnitude to that obtained using the C-STAR(4) (respectively, 9.278 vs 9.767) and that the standardized residuals exhibit no signs of serial correlation. The estimated threshold value (11.995) for the E-STAR (4) is comparatively higher with residuals showing clear signs of nonlinear dependence. The plots of the estimated transition functions versus time, presented in Figure 5 show that the separation of the regimes for The lag order of the linear and nonlinear models is chosen using complexity-penalized likelihood criteria (e.g., the Akaike Information Criterion). In a related paper Dueker et al. (2006) (4) is the preferred model.
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We finally compare the out-of-sample forecasting performance of the proposed C-STAR (4) forecasts are generated from the fitted models for h ∈ {1, . . . ,h}. The forecast origin is then rolled forward one period to t = T −h − n + 1, the parameters of the forecast models are re-estimated and another sequence of one-step-ahead toh-step-ahead forecasts is generated. The procedure is repeated until n forecasts are obtained for each h ∈ {1, . . . ,h}, which are then used to compute measures of forecast performance for each forecast horizon. All the results favor the C-STAR(4) in particular when using the AC-STAR(4) forecasting approach. A possible explanation of this result is that the mixing function of the C-STAR gives a probability forecast of the latent regime-specific variable at t + h while the other STAR forecasting approaches would evaluate the mixing function at t + h − 1. This difference may be considerable in relatively non-persistent regimes. Table 10 shows that, based on the MSPE criterion, there is an average gain of almost 70% over the linear model when using the approximate AC-STAR(4). The gain decreases to almost 65% when the MC-STAR(4) is used. Turning to the other smooth transition models, the E-STAR (4) (2003) and Psaradakis and Spagnolo (2006) for the use of selection criteria for nonlinear models. 24 Given the poor results obtained using N-STAR(4) approach in the simulation experiment carried out in section 4, we exclude this method from the empirical investigation. 25 See Granger and Teräsvirta (1993) . 26 Using quarterly data, the value ofh = 7 is associated with a 2-year forecasting horizon and n = 80 is associated with a 20-year forecast evaluation period. 27 One possible reason for the poor empirical forecasting performance of the E-STAR model is (despite the fact that the fit of the model measured by the AIC and SBC criteria is similar to that of the C-STAR) that the estimated threshold for the E-STAR model is quite different from those obtained using the other STAR models. This might affect the regime-specific weights in the forecast.
the other hand, the results for the forecasts using the MS-AR(4) are better than those obtained using the linear model except for the 1-and 7-step-ahead forecasting horizons.
In summary, the results presented in this section are encouraging since they suggest that, for the data under scrutiny, the C-STAR model seems to not only successfully characterize the data but also, and perhaps more importantly, to have a good forecasting performance. The forecasting results are particularly noteworthy because one of the major weaknesses of many existing nonlinear models is their relatively poor out-of-sample performance.
Conclusions
In this paper we propose a new class of contemporaneous smooth transition threshold autoregressive (C-STAR) model, in which the probability that a latent variable (the current value of the regime-specific autoregressive process) exceeds a threshold value determines the regime weights. We argue that for this reason, the contemporaneous model seems to be well-suited to rational expectations applications (and pricing exercises) in that it allows the regimes not to be predetermined. We discuss the properties of the model and evaluate its finite-sample maximum-likelihood performance. Furthermore, we propose a procedure to determine the number of regimes and evaluate the multiple-step-ahead forecasting performance of the model. Finally, an empirical application to the short-term interest rate shows that the proposed model is capable of outperforming some competing alternative nonlinear models, especially in terms of relative out-of-sample forecasting performance.
Appendix A: Modified Hansen Test
For completeness we present the derivation of the bound for the standardized LR statistics. This relies on a few fairly weak regularity conditions:
Condition 1 states that θ(α) is consistent for θ(α) at rate √ n, uniformly in α; condition 2 states that the matrix of second derivatives with respect to θ is well behaved, while condition 3 states that Q * n (α) satisfies an empirical process law.
Theorem. Under conditions 1-3:
Proof : See Hansen (1992) .
This result provides a bound for the standardized LR statistics in terms of the distribution of the random variable sup Q * , which is generally non-standard. The covariance function K * (α 1 , α 2 ) (which completely characterizes Q * (α)) can be consistently estimated by
is the Bartlett kernel, and M is a bandwidth number. . To obtain draws from the required family of Gaussian processes, Hansen (1992 Hansen ( , 1996a suggests to generate a random sample {u i } n+M i=1 of N (0, 1) variables and then construct
Then, conditional on the data, LR * (α) is a mean zero Gaussian process with exact covariance function K * n (α 1 , α 2 ), and the latter is an asymptotic approximation to K * (α 1 , α 2 ).
Since we need to concentrate out the identified nuisance parameter θ, the constrained likelihood needs to be optimized for each value of α = (β, γ). A practical way to evaluate the maximal statistics is to form a grid search over a relatively small number of values of α. For every value of α at which the constrained likelihood is optimized, the sequence {q i (α, θ(α))} is obtained, and from these numbers both the modified LR statistics and its asymptotic distribution are calculated.
28 Hansen (1996a) suggests carrying out the test for several choices of M . M is a bandwidth number. Following Hansen's (1996a) suggestion, the test is carried using several choices of M . 
