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ABSTRACT

Impedance Imaging and Measurements by Micro
Probes in Aqueous Environments
Tao Shang
Department of Electrical and Computer Engineering
Doctor of Philosophy
The dissertation presented here describes two research projects that may, at first glance,
seem unrelated. Their unifying principle is the measurement of electrical impedance for the
detection and analysis of biological materials. Impedance measurements have long been
employed and studied in scientific fields, and the dissertation begins with a summary of
historical methodology, applications, and terminology.
Utilizing impedance measurements for microscopic imaging is the driving motivation for
Scanning Impedance Imaging (SII). This technique manifests the distribution of electrical
impedance inside biological tissues and is described after the dissertation’s introduction. SII can
provide micron-scale imaging resolution by scanning a shielded microprobe over a sample
placed on a conducting plane. A known voltage is applied to the microprobe and the sample
immersed in a conductive aqueous medium. Both the probe height and the shield spacing were
evaluated and optimized and two hardware configurations were developed to implement image
scanning. A combined value ρh (resistivity × height) was used to represent impedance for
heterogeneous samples. Experiments on photosensitive polymers, a butterfly wing, an oxide
coated silicon wafer and cancer cells were performed and impedance images obtained.
Impedance measurements for sensitive detection are demonstrated using a microchip
capable of capillary electrophoresis separations. The chip was built using exclusively thin film
deposition techniques, fully compatible with microelectronics batch processing. Standard
photolithography provided control of the spacing between impedance measurement electrodes
used in and overall channel geometry. The chip’s performance was tested using concentrations of
sodium chloride and calcium chloride ranging from 1 µM to 1 mM in a 5 mM MES/His buffer.
Separations were performed by applying different voltages to reservoirs positioned at the four
fluid channel openings. Impedance detection was performed by applying a small AC voltage (1
Vrms, 250 kHz) to the insulated electrodes positioned inside the fluid channels.
Electropherograms were obtained and signal-to-noise ratio (S/N) was calculated. Measurements
indicated that the trend of S/N as a function of molar concentrations was consistent with bulk
conductivity tests and the chip’s detection limit was below 1 µM for both sodium and calcium
cations.
Keywords: impedance, conductivity, imaging, contactless, thin film, microchip, electrophoresis
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1.1

INTRODUCTION

History of impedance measurement
From the beginning, humans have gradually learned and understood the world through

their senses – seeing, hearing, feeling, smelling and tasting. These senses are inherited from one
generation to the next and are encoded deeply in our genes. However, as sentient life forms, we
are not satisfied with being constrained only to our senses in the pursuit of knowledge. We need
new tools and instruments, other than our own old reliable senses, to explore the unknown world
and accumulate new knowledge. Hence, the evolution of science often parallels the development
of new instruments that extend human senses to new limits and new domains.
Historically, Oliver Heaviside applied the Laplace transform to the transient response of
electrical circuits in the 1870s. He coined the words inductance, capacitance and impedance and
introduced these concepts to analyze the electrical circuits in his published book [1]. In 1894,
Nernst first applied the Wheatstone bridge to measure the dielectric constants for aqueous
electrolytes and different organic fluids [2]. His approach was soon employed by other scientists
to measure dielectric properties. In 1900, Drude proposed a model of electrical conduction,
explaining the transport properties of electrons in materials, especially metals [3]. Kohlrausch
determined the transfer velocities of the ions in solution by observing conductivity under
alternating electric current upon dilution [4]. Warburg introduced the electric circuit analogue for
electrolytic systems in which capacitance and resistance were functions of frequency [5]. In
1

addition to impedance measurements of materials, such as chemicals of electrolytes, later in the
1920s it was applied to biological systems, including measuring the resistance and capacitance of
vegetable cells [6] and measuring the dielectric response of blood suspensions [7]. Impedance
measurements were also applied to muscle fibers, skin tissues and different biological
membranes [8-9]. It was found that the capacitance of cell membranes was a function of
frequency [10]. Impedance measurements then began to apply to more complicated systems, and
a new technique known as nonlinear complex regression came into being to interpret impedance
data using a generalized deconvolution method.

1.1.1

Impedance/conductivity of electrolyte solution
Electrolytes are solutions containing ions that are charged particles formed by the

dissociation of acids, bases and salts. Water is the solvent in virtually all electrolyte solutions
because it is one of the rare solvents that have the capability of stabilizing formed ions. Pure
water itself can conduct electric current because it dissociates to form hydrogen ions (H+) and
hydroxyl ions (OH-). Arrhenius first studied electrical conductivity of dilute solutions by passing
electric current through a variety of solutions. In his thesis in 1884, the author concluded that
molecules (i.e. electrolytes) split apart or dissociated at different levels from each other into two
or more ions when they were dissolved in a liquid [11]. He also found that although each intact
molecule was electrically neutral, the split particles carried a small positive or negative electrical
charge when dissolved. The charged particles allowed for the passage of the electrical current
which in turn directed the active components toward the electrodes. In 1903 he was awarded the
Nobel Prize for his founding work in electrochemistry.
The electrical impedance of a material is the measure of its ability to resist the flow of
an electric current. When a potential is applied between two electrodes that are in direct contact
2

with the electrolyte solution, the current flow can be measured. Figure 1.1 illustrates the basic

Signal Strength

concept of impedance/conductance detection of electrolytes in water passing between electrodes.

Figure 1.1: Basic concept of impedance/conductance detection. (a) Diagram of impedance measurements in
aqueous environment (b) resulting signal as a function of time.

The solution obeys Ohm’s law:
V = IR ,

(1.1)

where V is the applied potential, I is the current and R is the resistance/impedance. The
impedance depends on the temperature and concentration of charged ions or particles in the
solution. Each ionic component can be considered as an individual circuit either in parallel or in
series with all other ionic components. For constant area and homogeneous material, resistance
can also be given in terms of the quotient of length and cross-sectional area of the resistor (or
conductor):

R=ρ

L
,
A

(1.2)

where ρ is the resistivity, L is the length of resistor and A is the cross-sectional area. The
reciprocal of resistivity is called electrical conductivity, and is given by equation (1.3), where the
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units are Siemens per meter (S/m) or Siemens per centimeter (S/cm),

σ=

1

ρ

.

(1.3)

In order to analyze the conductivity (or impedance) of sample materials exposed to alternating
electric field, conductivity (or impedance) is often treated as a complex number (or as a matrix of
complex numbers, as is the case with anisotropic materials), called the admittivity (or
admittance). Admittance is the sum of a real component called conductance, and an imaginary
component called susceptance, as given by equation:

Y = G + jB .

(1.4)

Similarly, impedance is the sum of real resistance and imaginary reactance, given by:

Z = R + jX .

(1.5)

This method can be used in industrial and medical imaging such as electrical impedance
tomography.

1.1.2

Impedance/conductivity measurement of biological tissues
As early as the late 1800s, scientists and researchers started to show great interests in

measuring the electrical impedance of tissues within an animal body. Hermann, in 1872,
measured the electrical resistance across and along frog muscle and found that the transverse
resistance was approximately seven times the longitudinal resistance [12]. As the muscle died the
transverse resistance decreased until it reached a value equal to that of the longitudinal
resistance. Galeotti, in 1902, observed an increase in the electrical resistance of dogs’ muscles
followed by a subsequent decrease in resistance on death of the dog [13]. McClendon, in 1910,
suggested that the resistance change on death of the muscle was probably due to the permeability
change of the cell membrane [14]. McClendon in 1929 also measured high- and low- frequency
4

conductivities of tissues using a Wheatstone bridge, with frequencies ranging from 1 kHz to 1
MHz [15]. In 1932, Hemingway and Collins measured the high- and low- frequency resistance of
dying voluntary muscle of rabbits [16]. Later in that year, Hemingway and McClendon measured
the high-frequency resistance of human tissue [17]. In 1936 McClendon reported electric
impedance and permeability of living cells. Using a Wheatstone bridge after centrifuging the
cells, the author found the electric impedance of sea urchin eggs decreased when fertilized. It
was also shown that the permeability of unfertilized frogs’ egg was low but when fertilized Na+,
K+, Mg2+, Ca2+ and Cl- came out of the cell at an increased rate [18]. In the next few decades,
Nyboer, in 1959, measured blood flow using an impedance method [19], and Geddes in a review
paper in 1965 found current in the milliampere range was passed through electrodes in direct
contact with living tissue to stimulate nerves, muscles and glands to produce anesthesis [20]. In
1967, Geddes and Baker reported the specific resistance of biological tissues including body
fluids, blood, cardiac muscle, skeletal muscle, lungs, kidneys, livers, spleens, pancreas, nerve
tissues, fats, and bones, nearly covering all the main organs within human body [21]. It was also
shown by Surowiec and Stuchly et al. that the electrical properties of malignant tissues, such as
breast carcinoma, are significantly different from those of normal and benign tissues. Surowiec

et al. reported that the electrical resistance of malignant tumors decreased by a factor of 20 to 40
with respect to normal or benign tissues [22]. Therefore it can be hoped that such information
may be used in tumor detection and diagnosis by means of spatial distribution of conductivity
measurements (inversely related to resistance). It is also clear that such information may be used
in conjunction with other imaging methods to identify tumors and achieve higher specificity
rates, when compared with current techniques. To exploit this finding, scientists have reported

5

several methods that can reveal conductivity information inside tissues using electrical
impedance imaging.

1.1.3

Impedance measurement of cells
The cell is the structural and functional unit of all known living organisms. It is the

smallest unit of an organism that is classified as living, and is often called the building block of
life. A typical cell size is 10 µm and a typical cell mass is 1 nanogram. Some organisms, such as
most bacteria, are unicellular, meaning “consisting of a single cell”, while other organisms, such
as animals and humans, are multicellular. The word cell comes from the Latin cellula, meaning a
small room. This descriptive name was chosen by Robert Hooke who discovered cells in 1665
when he compared the cork cells he saw through his microscope with the small rooms where
monks lived. Cell theory was first developed as early as in 1839 by Matthias Jakob Schleiden
and Theodor Schwann [23], however, the detailed information of the cell was largely uncharted
until the past century as microscopic imaging techniques became commonplace. These
techniques provide us a way to view the microscopic world of the fundamental units of life.
As early as 1923, Grant found that tumor cells had a lower resistivity compared to normal
cells at low frequency [24]. Since then, scientists have shown their interests in cellular resistivity
as well as in tissue resistivity. In 1981, Hause et al. proposed impedance measurement for
bacterial growth monitoring [25]. It was reported that changes were found in the imaginary
impedance component at low frequencies and linear AC impedance characteristics were found in
relation between real and imaginary impedance components before and during bacterial growth.
Giaever and Keese were the first to monitor the impedance of populations (20 to 80) of cultured
cells using electrodes significantly larger than the cells being studied. In 1984 the authors
proposed a system in which standard polystyrene tissue culture dishes were modified to include a
6

large reference electrode (~ 2 cm2) and 4 smaller electrodes (~ 3×10-4 cm2) [26]. They cultured
human lung fibroblast (WI-38 and WI-38/VA-13) cells on the modified cell culture dishes and
applied an AC voltage at 4 kHz through a 100-kΩ resistor to a single small electrode in the dish.
The applied signal acted as a constant current source so that the measured voltage was
proportional to the impedance. Using a lock-in amplifier and a phase-sensitive detector, they
were able to observe the effects of cell proliferation (increase in impedance) and micro-motion of
the cells (fluctuations in impedance). It was the first demonstration of a system capable of
monitoring proliferation and motion of a population of cells cultured in vitro. Giaever et al.
continued their work in the next few years, examining the effects of different proteins on cell
adhesion, spreading, and motility [27]. Giaever and Keese also showed this impedance technique
was capable of resolving cellular motion at the nanometer level, which previously was
impossible by using conventional microscopy limited by the wavelength of light [28]. Impedance
studies of anchorage-dependent cultured cells were recently performed by other groups using
different electrode structures. In 1995 Hagedorn et al. utilized a perforated silicon membrane
structure with a pore diameter of 10 μm to examine the motion of mouse fibroblasts cultured on
the surface [29]. The upper and lower electrodes were separated by the silicon membrane so that
the current flowing from the upper electrode to the lower one passed through the pore. With
large electrodes, the 10 μm diameter pore could be made to dominate the measured impedance.
In 1996 Wegener et al. proposed a multi-electrode array system similar to that of Giaever et al.,
utilizing a voltage divider to determine the unknown impedance of a cell monolayer across a
range of frequencies (1 Hz to 10 kHz) [30]. In 1997, Ehret et al. described an inter-digitated
electrode structure with electrodes 50 μm in width separated by 50 μm in a 5 mm × 5 mm active
area [31]. In the following year, these authors refined the system and directly cultured adherent
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cells on a pair of inter-digitated electrodes. The impedance of the system was measured, giving
insight into the adhesive behavior of the cells. The signal was influenced by the changes in
number, growth and morphological behavior of adherently growing cells, mainly due to the
insulating effect of cell membranes [32]. In 1999 Baumann et al. proposed a first approach for
on-line monitoring of cellular reaction using microsensors. This micro cell monitoring system
consisted of a glass chip with an inter-digitated electrode structure and other sensors such as
photodiodes, ion-sensitive field-effect transistors and temperature-sensitive diodes. The cells
were directly cultured on the chip in a circle 12 mm in diameter [33]. In 2004 Yang et al.
reported a system in which inter-digitated microelectrodes (IMEs) were used as impedance
sensors for rapid detection of viable Salmonella typhimurium in a selective medium and milk
samples. Impedance growth curves (impedance versus bacterial growth time) were recorded at
four frequencies (10 Hz, 100 Hz, 1 kHz, and 10 kHz) during the growth of S. typhimurium [34].
Based on impedance measurements across a cell, it is natural to present a cellular
imaging system capable of providing important information to monitor cellular activities and
mechanisms, enhancing the understanding of the internal electrical structure of cells. However,
there are few approaches reported in the literature that attempted to obtain an image of the
impedance distribution of cells, even though many studies attempted different approaches to
measure the electrical impedance. Current electrical impedance imaging is limited by its low
spatial resolution and is not fit for cellular imaging. The history and details of this technique that
motivate the basic idea of a new scanning impedance imaging method will be discussed in the
following section.

8

1.2

Electrical impedance imaging
In 1895, the discovery of the X-ray by Roentgen opened a door that led to a new

dimension in medicine: humans possessing the ability to look within a patient’s body without
having to cut it open. After this initial advance, medical imaging came into being and evolved
steadily yet slowly until the 1970s. Aided by powerful computers, several medical imaging
methods have rapidly altered diagnosis and treatment for patients in the past few decades.
Computed tomography (CT), magnetic resonance imaging (MRI), ultrasound and positron
emission tomography (PET) have all changed the way in which physicians practice diagnosis
and treatment for patients.
In 1975, Denniston and Baker reported changes in the electrical impedance of the thorax
were correlated linearly with the volume of an infused fluid. Data were recorded from various
electrode arrays on the thorax during the infusion and withdrawal of saline, plasma, or blood
from the right, left, or both hemithoraxes [35]. In 1978, Henderson and Webster designed and
built an impedance camera to produce electrical impedance images of the thorax [36]. The
instrument made 100 spatially specific admittance measurements per frame at a rate up to 32
frames per second. In the study of pulmonary edema using this camera, they applied a 100 kHz
AC voltage signal to a large electrode attached to the chest and measured the current flowing
through an array of 100 small electrodes on the opposite side using one single channel. This
work was probably the first attempt at electrical impedance imaging. Since then, many studies
have focused on electrical impedance imaging, and many viable approaches have been proposed
including electrical impedance tomography, magnetic resonance electrical impedance
tomography, and magnetic induction tomography.
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Electrical impedance measurements of tissues or cells are measurements of a whole
object. The electrical impedance Z is a complex number and can also be given by equation (1.5),
where R is the electrical resistance and X is the electrical reactance. In electrical impedance
imaging, an image of a certain material is generated inside an object through its ability to
conduct electric currents. Thus, the electrical properties measured in electrical impedance
imaging are conductivity σ and permittivity ε. Conductivity is defined as the ratio of the current
density J to the electric field E,

σ=

J
.
E

(1.6)

Permittivity ε is defined as the ratio of the electric displacement field D to the electric field E,

ε=

D
.
E

(1.7)

Both σ and ε are measures of materials and may vary throughout an object. For a simple regular
conductor and a parallel-plate capacitor of homogeneous materials (σ and ε are constant), there is
an explicit relationship between the electrical impedance Z and σ and ε. The electrical resistance
is given by:

R=

L
,
σA

(1.8)

where L is the length of the conductor and A is the cross-sectional area. The electrical
capacitance is given by:

C=

εA
d

,

(1.9)

where A is the area covered by the capacitor and d is the distance between the two plates. Thus,
if conductor and capacitor are considered in series, the electrical impedance Z can be obtained as:
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Z = R+

1
.
jωC

(1.10)

One of the most popular methods to image the electrical impedance is Electrical Impedance
Tomography (EIT) which involves tomographic reconstruction. In electrical impedance imaging,
most literature focuses on EIT in both hardware design and image reconstruction.

1.3

Cellular imaging
As discussed in the previous section, cells are the fundamental units of living organisms,

and consist of different materials such as polar molecules (i.e. water), inhomogeneous charge
distributions (DNA, proteins), and ions (e.g. H+, K+, Na+, Cl−). Therefore the change of ion
concentrations and charge distributions (e.g. during enzymatic activity) and the polarization of
water (i.e. protein hydration state) are inherent markers of cellular functions. The electrical
activities of these markers in living cells are responsible for all these complex behaviors of
organisms. Muscular movement, neural reflex, cardiac functioning, sensory processing and even
brain activity are all partially controlled and regulated by the electrical activities and responses of
different functional cells. Although there are abundant cells of different types, the fundamental
mechanism for electrical activity is quite similar. From a structural point of view, a cell is
composed of a lipid bilayer membrane encasing an intracellular ionic solution. Numerous
proteins contained in this solution and receptors, ionic channels, and ionic pumps in the
membrane are responsible for maintaining the ionic concentrations within the cell and the
intracellular potential. Therefore cellular anatomy and function might be visualized dynamically
if images corresponding to electrical properties with high resolution in time and space could be
made at the appropriate frequency. Of these electrical properties, electrical impedance consisting
of conductivity and permittivity is a powerful indicator of inner electrical activities of cells.
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For over a century, microscopes have endowed scientists with the ability to view the
microscopic world of cells and tissues, which has proven to be very fruitful in biological
research. However, current studies on cells are also limited by the capabilities of microscopes
and markers (e.g. dyes) in visualizing the contents and structures of one single cell or a group of
cells. Microscopes can largely be categorized into three types, optical theory microscopes (light
microscopes), electron microscopes (e.g. TEM, SEM) and scanning probe microscopes. Optical
microscopes are those microscopes that function through a series of optical lenses used to
magnify the image generated by the passage of a certain wavelength passing through the sample
or reflected by the sample. The imaging medium used is either a light wave in optical
microscopes or an electron beam in electron microscopes. Types of optical microscopes include
the compound light and stereo microscope. Figure 1.2 shows various types of optical and
electron microscopes.
Optical

Microscopes
TEM

SEM

Detector

Electron

Figure 1.2: Types of microscopes.
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The most common type of microscope and also the first to be invented is the optical
microscope using visible wavelengths of light. Therefore, optical microscopy is a high-frequency
far-field imaging method utilizing a short wavelength. The observed structures are much larger
than the wavelength used in the microscopy system. A shorter wavelength, such as ultraviolet
light, can be used to improve the spatial resolution of the device. In summary, optical
microscopy has proven to be very useful in imaging cell anatomy with very high resolution.
Transmission electron microscopy (TEM) is an electron microscopy technique which
images the sample through the interaction of an electron beam being transmitted through an ultra
thin sample. The image is magnified and focused onto an imaging device, such as a fluorescent
screen, a layer of photographic film, or onto a sensor such as a CCD camera. TEM is capable of
imaging at a significantly higher resolution than light microscopes due to the small de Broglie
wavelength of electrons. This enables the instrument to observe fine details as small as a single
column of atoms, which is thousands of times smaller than the smallest resolvable object in a
light microscope. TEM is a major analysis method in a range of scientific fields, such as
bioscience, material science, and semiconductor research.
A scanning electron microscope (SEM) is another type of electron microscope that
images the sample surface by scanning it with a high energy electron beam in a raster-scan
pattern. Electrons interact with atoms of the sample, producing signals that yield information
about the sample surface topography, composition and other properties such as electrical
conductivity. In the most common or standard detection mode, secondary electron imaging
(SEI), the SEM can produce high-resolution images of a sample surface, revealing details as
small as 1 nm in size. Due to the very narrow electron beam, SEM can be applied to a large
depth of field, yielding a characteristic three-dimensional appearance that helps in understanding
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the surface structure of a sample. Back-scattered electron (BSE) mode is another detection
method using an electron beam reflected from the sample by elastic scattering. BSE is often used
in analytical SEM along with the spectra formed from the characteristic X-ray. Since the
intensity of the BSE signal is strongly dependent on the atomic number of the specimen, BSE
images can provide information about the distribution of different elements in the sample.
There are also several nano-scale imaging methods using scanning probe microscopy,
including the well-known atomic force microscopy (AFM). These standard nano-scale imaging
techniques are used to produce surface profiles and have been applied to cellular imaging. The
atomic force microscope is a type of scanning probe microscopes with resolution that extends to
the sub-nanometer range, which is thousands of times better than the optical diffraction limit. It
is one of about two dozen types of scanned-proximity probe microscopes. All of these
microscopes work by measuring a local property - such as height, optical absorption, or
magnetism - with a probe or ”tip” placed very close to the sample. The precursor to the AFM, the
scanning tunneling microscope, was developed by Gerd Binnig and Heinrich Rohrer in the early
1980s [37]. The first AFM was invented in 1986 by Binnig, Quate and Gerber [38]. The AFM is
one of the foremost tools for measuring, imaging, and manipulating sample as small as an atom.
The essential part of an AFM, as for all scanning probe microscopes, is the tip that
measures different properties, such as the type of surface interaction by its structure and the area
of interaction by its geometry. An AFM acquires the surface information by “feeling” the surface
with a fine probe tip. This tip is located at the end of a cantilever and is used to scan the sample
surface. The cantilever is usually made of silicon or silicon nitride with a tip radius of curvature
on the order of nanometers. When the tip is brought into the vicinity of a sample surface, forces
between the tip and the sample will result in a deflection of the cantilever according to Hooke's
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law. The original idea for the AFM was to measure the van der Waals interactions of an atom at
the very end of the tip with the atoms at the surface of a solid substrate. Various forces can be
measured with an AFM, including mechanical contact forces, van der Waals forces, electrostatic
forces, and magnetic forces, etc. In addition to measuring forces, other quantities, such as
temperature and thermal conductivity, may simultaneously be measured by specialized types of
probes. Typically the deflection is measured using a laser beam reflected from the top surface of
the cantilever onto an array of position-sensitive photodetectors. Other methods used include
optical interferometry, capacitive sensing or piezoresistive cantilevers. A feedback mechanism is
often employed to adjust the tip-to-sample distance to maintain a constant force between the tip
and the sample so that the tip avoids collision with the sample surface. Figure 1.3 shows the
concept of a typical AFM.

Figure 1.3: Concept of AFM and the optical lever.

The small probe sample gap (on the order of the instrument’s resolution) makes it
possible to take measurements over a small area. To acquire an image, the AFM raster-scans the
probe over the sample while measuring the local property of interest. The resulting image is
shown on a screen in which many rows or lines of information are placed one above the other.
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Pioneering work and instrumental development of the AFM were carried out by the groups of
Paul Hansma, University of California, Santa Barbara, and Gerd Binnig, IBM Physics, Munich.
Similarly, many other groups contributed new insights at the cellular and molecular levels using
the AFM.
Bringing a single-atom end of the tip to within angstroms of a surface is only possible if
the surface is atomically flat, like the crystalline surface of mica, for example. The capability of
AFM to image at atomic resolution, coupled with its ability to image a wide variety of samples
under different conditions, has created a lot of interest in applying this technique to the study of
biological structures. Häberle et al. in 1991 was the first to show the capability of the AFM to
investigate and image the wall of a single living cell that was held by a micropipette [39].
Processes observed on the membrane of pox-infected monkey kidney cells, including the
exocytosis of a virus particle, were reported by Häberle et al. and Horber et al. in 1992 [40-41].
Images have appeared in the literature showing DNA, single proteins, structures such as gap
junctions, and living cells (for an overview see Binnig et al. 1997 [42]). However, AFM cannot
image all kinds of samples at atomic resolution. It is the end radii of available tips that confine
atomic resolution to flat, periodic samples, such as graphite. In addition, since biological
structures are generally soft, the tip-sample interaction may distort or damage them.
Although these high resolution imaging methods have proven to be very useful to
biology, they do not use the natural contrast existing in the electrical properties of biological
matter. Furthermore, the resolution is too high to image the large shapes of proteins or ion
concentrations. Thus, it is hardly viable to obtain such detailed electrical information using these
surface imaging methods. However, these methods do reveal a new way of high resolution
imaging using high-resolution scanning techniques and micro- (or nano-) probes.
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2

2.1

SCANNING ELECTRICAL IMPEDANCE IMAGING

Motivation and basic concept
Scanning Impedance Imaging (SII) is the method of measuring electrical impedance

properties to create an image of microscopic tissue, ultimately an image of a cell. Much more
information regarding both cellular anatomy and cellular functions would likely be collected
from high resolution images regarding certain cellular electrical properties than from an optical
or SEM image. The basic concept of this idea is shown in Figure 2.1.

Cell anatomy
Cell function

Original living cell

Electrical Impedance Image

Figure 2.1: Motivation of Scanning Electrical Impedance Imaging.

Conductivity and permittivity are some of the essential indicators that solely depend on
the polar molecules, ions and charge distributions within a cell. As reviewed in the previous
chapter, the measurements of internal tissue electrical impedances could play an advantageous
role in multiple medical applications. Another distinct advantage of electrical impedance
imaging is the capability of imaging in vivo. However, most efforts in this field are oriented to
macroscopic objects. Therefore, it is very promising to have a method that allows doctors and
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researchers to observe the microscopic cellular anatomy and cellular functions based on
electrical impedance.
Electrical impedance generally refers to the relationship between the conduction current
together with displacement current and an applied electric field. Ohm’s Law is the basis for all
the methods applied to measure the electrical impedance. A signal source (usually AC) is applied
to the boundary of an object and the measurements of currents and voltages on the boundary are
taken to mirror the internal electromagnetic field. The impedance can be obtained by Ohm’s
Law:

Z=

U
,
I

(2.1)

where Z is the total impedance, U is the applied voltage and I is the current. If the object is
neither regular in shape nor homogeneous, equation (2.1) will not be able to represent the
impedance. As a matter of fact, conductivity σ and permittivity ε are the two essential parameters
of materials that are related to the applied electric field, which means that the total impedance Z
can be seen as an integral of σ and ε. So the general idea of electrical impedance imaging is to
obtain a map of σ and ε distributions for the sample based on the measurements at the boundary.
Figure 2.2 shows when known voltages or currents are applied on the surface of an object, an
electromagnetic field of E (i.e. electric field) and B (i.e. magnetic field) is excited with the
distribution of the potential Φ established within the object. Since the frequencies of applied
voltage are relatively low, it is common to ignore the magnetic field B and redefine σ as the
complex conductivity including the conductivity and permittivity for the impedance. If the
distribution of the complex conductivity σ is known, aided by the known voltages and currents
on the surface, both the potential Φ and the electric field E can be determined for all positions
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inside the object. Therefore the current through the surface can be obtained by integrating the
current density J obtained from the impedance and electric fields over the surface.

Figure 2.2: An AC source signal is applied to an object. Electromagnetic field is generated inside the object.
The voltage on the surface and the current through the surface are related to the electromagnetic field, which
yields the essential electrical parameters of the object: conductivity σ and permittivity ε.

Naturally the impedance imaging approach is considered as an inverse problem because
the internal properties such as conductivity and permittivity have to be reversely speculated
based on the external current and voltage measurements. Although this inverse problem seems
very complex, it is still feasible to estimate the internal impedance distribution from the
measurements of currents and voltages on the surface. Hence a novel approach for impedance
measurements of small tissues and cells, named Scanning Impedance Imaging (SII), is proposed.
Scanning Impedance Imaging alters the geometry used in existing electrical impedance
tomography systems. In SII, the probe is held above a conducting plane with the sample in
between. The sample and probe are both immersed in a conducting liquid which provides the
electrical contact between the probe, the sample, and the ground plane. Because of this geometry,
the best application of SII is to measure thin samples that can be placed on flat surfaces. This is
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very suitable for cells or thin tissues. Figure 2.3 shows the illustration of an SII system capable
of providing an impedance map of a single cell. A low-amplitude frequency-varying oscillating
voltage is applied between a probe and a conducting plane. The impedance is calculated from the
measured current through the sample. The probe and cell are placed in a solution matching the
cell’s natural environment. Ensuring no direct contact with the cell, the probe scans over the cell
in very small increments, yielding a 2-D impedance map of the entire area. It can be expected
that a decent impedance image of a cell can be obtained if the cell is very thin. High probe
placement resolution, down to the nanometer range, can also be expected with the nanometer
step scanning.

Figure 2.3: Basic idea of a scanning impedance imaging (SII) system configured to measure the impedance of
a single cell.

2.2

Imaging system setup
A typical SII system consists of several key elements that can be categorized into three

different functional modules:
1.

An impedance probe immersed in a conducting solution and stationed over a sample

2.

Scanning control system
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3.

Data acquisition and storage system.

The probe being immersed in a conductive solution allows for reliable and direct electrical
contact, instead of a physically direct contact, between the probe and the material under test.
Since the electrical conductivities of the liquid inside and outside of the cell approximately
equate to each other, changes in the conductivity (or impedance) should be primarily due to the
internal structural changes of the cell, resulting in true volumetric measurements. Changes in
cellular functions could also possibly be monitored in real time with several updated images in
each time frame. Since this method is a contactless measurement technique, it can be used for
non-destructive tests of a wide variety of specimens.
The configuration of a scanning impedance imaging system is illustrated in Figure 2.4. A
sample is placed between the end of a probe and a conducting plane with a conducting solution
filling the space between the probe and the conducting plane. A stage controller, capable of a
minimum step increment within the micron range, is used to move the probe. An AC signal
generated by a programmable signal generator is used to drive current through the probe and the
sample with a resistor R used for conversion of current into voltage. A lock-in amplifier is used
to measure voltage across the resistor and referenced to the signal generator. A computer with
National Instruments LabVIEW controls probe movement, data collecting and data storage.
Measurements are subsequently post-processed in MATLAB. The lock-in amplifier may not be
necessary for the current scale range because the signal-to-noise ratio obtained in the system is
very high. However as probe geometry shrinks, signal magnitude decreases dramatically and
phase shifts have to be considered in the signals, possibly rendering the lock-in amplifier part
and parcel of the whole system.
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Figure 2.4: Experimental configuration of a typical SII system.

It was also observed that the AC drive voltage could be lowered from 2.5V down to
hundreds of millivolts in the current configuration without a significant loss in the signal-tonoise ratio. It would also be desirable to minimize voltage across a sample like a cell wall or thin
tissue. In the next few sections different aspects on SII system will be discussed in detail.

2.2.1

Probe design and fabrication
The most critical component in the SII system is the impedance probe. Impedance

measurements are fairly different depending on the probe in use. In order to improve the
resolution and signal-to-noise ratio, a few probe designs have been proposed, implemented, and
tested. Among these different impedance probes, an innovative shielded design demonstrates
great enhancement on both the resolution and the signal-to-noise ratio. In experiments the
measurements at different horizontal positions (Z0) above the sample were taken to produce a
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current image [43-44]. The impedance image therefore could be obtained from the current image
using Ohm’s Law by which the impedance at each position was calculated from both the current
through the tip and the source voltage. However, this simple impedance image wasn’t exactly the
impedance distribution because it was blurred due to the current from the neighboring positions
of the probe tip. The shielded probe design with a coaxial geometry was then introduced to help
reduce this blurring effect. Figure 2.5 illustrates the structure of this novel probe design in which
a central wire (i.e. tip) is embedded in an insulator encompassed by an outer conducting shield.

Figure 2.5: 3-D close-up view of the probe area and a 2-D cross sectional view of the shielded probe.

In order to use this design, the outer conductor needs to be biased at a higher voltage than
(or the same voltage as) the inner conductor, preventing unwanted current flux generated over
the entire surface of the bottom conducting plane from flowing toward the inner conductor. The
inner conductor called “tip” with diameter D is isolated from the outer conductor known as
“shield” by an insulator with spacing between the tip and the shield (Sp). The resistor R used in
the imaging system in Figure 2.4 ensures that the shield is at a higher voltage potential than the
tip so that most of the current flux through the tip comes from the sample area no larger than the
tip diameter (D) plus twice the shield spacing (Sp). Figure 2.6 are photographs taken through an
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optical microscope showing the cross section of different constructed probes. Shielded probes of
small diameter were constructed using insulated copper wire with metal diameters of 30, 100,
and 180 μm. The wire was threaded into a stainless steel tube with inner diameters of 100, 300,
and 550 μm respectively and embedded in non-conductive epoxy. The stainless steel tube served
as the shield and the metal core of the wire worked as the tip for the probe. It was our aim to
keep the tip diameter D equal to the shield spacing Sp as the probe sizes were scaled.

Figure 2.6: (a) 180 μm tip diameter 550 μm shield inner diameter (b) 100 μm tip diameter 300 μm shield inner
diameter (c) 30 μm tip diameter 100 μm shield inner diameter.

This probe design has been used in practice where it has been immersed in the
conducting solution and has proven to provide a reliable electrical contact directly to the sample.
The purpose of this new probe design is to eliminate the negative effects of the current flux from
the region which is not directly underneath the end of the probe. Furthermore, the shield can help
eliminate the noise generated by the entire conducting plane. The resistor ensures that the shield
is at a higher potential than the central tip so that there is no capacitive effects between the tip,
the shield and the conducting plane. Experimental data collected show the superiority of shielded
tips over the unshielded ones. It is evident that the high resolution with high signal-to-noise ratio
cannot be obtained using the simple unshielded probe, no matter how small the diameter of the
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tip. For our shielded tip, on the other hand, a higher resolution can be obtained with the same tip
diameter as well as a much higher contrast [45].

2.2.2

System control and data acquisition
The SII system is controlled by a National Intruments LabVIEW program running on a

computer, which mainly performs two functions:
1. Stage control - communication with stage controller
2. Data acquisition - communication with lock-in amplifier or spectrum analyzer.
Figure 2.7 illustrates the process of scanning control in the SII system. The scanning was
performed in three dimensions and there were three independent channels, each corresponding to
one single motor on the XYZ stage. The motion process was implemented as follows. A
formatted command code, including the axis designated name such as ’x’ or ’y’ and the moving
distance, was generated using LabVIEW and then transferred to the stage controller via serial
port RS-232. The moving distance was then interpreted into the number of steps in terms of the
smallest rotation degree of the motor. Upon receiving the command, the stage controller
interpreted it and sent voltages driving the corresponding motors to move the stage in certain
directions. In the 2-D scanning process, a S-scan was used to produce a 2-D image for the
impedance measurements as shown in Figure 2.7. The S-scan we used is much like a regular
raster scan except that it is continuous and can go in any direction. An algorithm implemented by
C code was integrated in the LabVIEW module for the movement control.
A linear XYZ stage (model NLS4-4-16, Newmark Systems, Mission Viejo, CA) was
used for the high resolution scanning. Figure 2.8(a) shows the XYZ assembly configuration for
the stage and 2.8(b) shows the internal structure for the motion control. The NLS4 series stages
are suitable for scanning experiments. A stainless steel ACME leadscrew with internally
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lubricated plastic drive nut which adjusts for wear is employed the drive system, offering zero
backlash operation. The specifications of XYZ stage are listed in Table 2.1.

X axis motor

Stage
Controller

Y axis motor
Z axis motor

3-D
Stage

`

Z

Y

Probe
X

S-scan

PC Labview
Interface
Substrate

Figure 2.7: Diagram of the scanning control using a computer in the SII system.

This table shows that the resolution is very high, up to 0.1 micron range. In practice, it was easy
and convenient to set the resolution in the micron range, which met our requirements. The
moving speed of the stage was fast enough to perform a 2-D s-scan over a large area in several
hours.
Table 2.1: Specifications of XYZ stage (Newmark Systems NLS 4-4-16).

Resolution (0.250 in/rev lead)
Maximum Travel Speed
(0.250 in/rev lead)
Maximum Load

0.13 μm @ 50000 steps/rev motor resolution
2 in/second
Horizontal: 50 lbs; Vertical: 15 lbs; Side: 40 lbs
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(a)

(b)

Figure 2.8: The linear XYZ stage: Newmark Systems Model NLS4-4-16. (a) XYZ assembly configuration (b)
structures of motion control (http://www.newmarksystems.com/linear-stage-nls4.html).

A lock-in amplifier (Model 7265, EG&G Instruments, Oak Ridge, TN) was used to
measure the voltage across the resistor R for data acquisition, as shown in Figure 2.4. It was
remotely controlled by LabVIEW on the computer and the collected data was transferred and
stored in the computer. Besides the stage and the lock-in amplifier, the source signal generator
(Agilent 33250A 80 MHz function/arbitrary waveform generator) was also controlled by the
same LabVIEW program so that signals of certain patterns could be generated as expected.
During the measurements, the shield was connected to the signal source directly while the central
tip was connected to the signal source through the resistor R which could be considered as a
current to voltage converter. This converter actually provided the signal that could be easily
measured using the lock-in amplifier. As mentioned before, the voltage of the shield was slightly
higher than that of the tip, enhancing the function of the shield. Figure 2.9 shows this
configuration with an equivalent circuit. It can be seen that Z4 has no effect on this circuit due to
the direct connection with the signal source. Z3 is just an impedance sought by the SII system.
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Figure 2.9: Equivalent circuit for the SII system. Z1 is the feedback resistor, Z2 is the equivalent impedance
between the shield and the tip, Z3 is the equivalent impedance between the tip and the ground plane at each
position, and Z4 is the equivalent impedance between the shield and the ground plane.

The whole control program, including a loop procedure shown in Figure 2.10, was
developed on LabVIEW 7.0. The program worked in the following way: first, the signal
generator, the XYZ stage and the lock-in amplifier were initialized and put on standby for
communication with the computer. Then, a moving command was sent from the computer to the
stage to let it move to the next position. Upon receiving a response from the stage, commands
were sent to the signal generator to activate the applied signal on the probe and to the lock-in
amplifier to measure the voltage across the feedback resistor. This process was repeated until a
full scan was finished. The data were collected and stored orderly in a text file after scanning.
Unlike the XYZ stage, the signal generator and the lock-in amplifier were both interfaced via
GPIB port and all the communications were performed using VISA I/O control VIs. Figure 2.11
shows the implementation of the LabVIEW program with both the front panel layout and the
block diagram. On the front panel there are inputs such as step sizes and ranges for scanning
movements in the x, y and z directions as well as a waveform display for the received signals. In
the block diagram, there is a logic block coded in C which implements the control of different
type of scans. Matlab was then used for data post-processing including display, resolution
calculation, model matching, etc.
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Figure 2.10: Flow diagram of LabVIEW program.
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Figure 2.11: LabVIEW Program of SII system. (a) Front panel (b) block diagram.

30

2.2.3

Alternative configuration
Apart from the original SII experimental setup, an alternative configuration was

implemented as well. This approach employed a similar principle of the original one and most of
the setup remained unchanged. The key difference was the alternative setup followed a different
path to measure the current through the probe tip, eliminating the involvement of resistor R in
the experiment. In the original setup, the voltage on the probe tip was kept the same as that on
the shield, while the voltage on the tip was lower than the voltage on the shield. Instead of a
resistor, this alternative approach used a spectrum analyzer to directly detect and measure the
signal through a current amplifier. Figure 2.12 shows the diagram of the imaging system of the
alternative setup. The system applied a known voltage on the base plane and simultaneously
measured the current flux into the probe. The current was converted into voltage and amplified
by a Trans-impedance Amplifier (Princeton Applied Research Model 181), then measured using
a Fast-Fourier Transform Spectrum Analyzer (Stanford Research SR760). Digital filtering
embedded in the spectrum analyzer obviated analog filter components and resulted in a higher
signal-to-noise ratio compared to that obtained using a voltmeter or oscilloscope. Due to the
involvement of a trans-impedance amplifier and spectrum analyzer, the equivalent circuit of this
setup had to change accordingly as shown in Figure 2.13. A significant improvement in
measurement accuracy was achieved using this setup because it allowed both the tip and the
shield consistently to be biased at the same voltage, preventing the undesirable current flow
between them through the conducting solution above the sample.
The original system grounded the conducting base plane and applied voltages to the tip
and the shield with a resistor between them. Current through the tip was calculated from the
measured voltage drop across this feedback resistor. This meant that the tip and the shield were
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at different voltages and the measured current was a combined result of currents due to the
voltage difference between the tip and the shield as well as that between the tip and bottom
conducting plane. The latter current was actually what was to be measured through the sample.
Given the situation that the impedance between the tip and the shield could vary with probe
height over the sample and conductivity of the sample, determining the portion of the current
only due to the sample had proven to be complex.

Current Amplifier
Signal
Generator

`

Computer
Control
Using
Labview

TIA
Spectrum Analyzer
Connection to
Probe Tip

Connection to
Probe Shield
Grounded

X,Y,Z
Stage
Probe

Solution
Insulator

Insulator
Conducting Plane

Figure 2.12: Alternative experimental setup of SII system.

Multiple tests at different frequencies were performed to approximate this impedance.
The alternative setup directly connected not only the shield with the ground but the tip with the
virtual ground provided at the input of the current amplifier. This brought on several advantages.
With this configuration, the voltage on the tip was the same as that on the shield and both were
fixed at zeros, resulting in less noise in the measurements. Furthermore, all the current flowing
into the probe’s tip had to emerge only from the electric field applied between the tip and the
conducting plane. Compared to the original setup, there were also some disadvantages including
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higher system complexity and non-grounding of the conducting plane. The non-grounding issue
here referred to the situation that source voltage on the conducting plane had a much larger area
than the probe.

Figure 2.13: Equivalent circuit of the alternative setup of SII system. Z2 is the equivalent impedance between
the tip and the shield. Z3 is the equivalent impedance between the tip and the ground plane at each position.
Z4 is the equivalent impedance between the shield and the ground plane.

2.2.4

Measurement strategy
Two types of experiments were performed using the SII system, one was 1-D line scans

and the other was 2-D image scans. A line scan is defined as a line profile scanned across the
sample and conducting plane with an abrupt change in conductivity in a horizontal direction. It is
a simple test used to evaluate the performance of the SII system. Figure 2.14 illustrates the basic
concept for a line scan in the imaging system. A thin insulator immersed in conducting solution
is placed on the conducting plane and the probe is immersed into the solution and positioned
above the insulator. Then the probe is moved from one position over the insulator to another over
the uncovered conducting plane in small scan increments. At the same time the current through
the tip is measured at each increment. The resulting line scan indicates the probe’s capability to
mirror the drastic change in impedance when the probe crosses the borderline between insulator
and conducting plane. A very sharp change in electric current would be expected at the abrupt
junction to achieve a high scan resolution. In order to interpret and quantify the resolution, the
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distance between the positions corresponding to 30% and 70% of the maximum current is used
to define the slope of the change for the line scan. It is observed that the distance dres shown in
Figure 2.14 is such that the smaller the dres, the better the resolution for a particular probe and
scan conditions. The automated XYZ stage allows for line scan measurements at controlled
variations of height above the insulator, enabling the optimization of the operation heights (Z0)
and scans.

Figure 2.14: Line scan measurements interpreted to characterize the resolution in scanning imaging system.

As discussed above, a 2-D image scan is performed using multiple S-scans in a horizontal
plane. A 2-D image related to distribution of impedance can be obtained from a thin sample.
Each pixel of the image corresponds to a specific current measurement of an individual scanning
position. The pixel resolution depends on the increment of the scan (i.e. step size), usually 25 μm
or even smaller, such as 10 μm. The image is actually not the exact distribution of impedance
due to the complex electric field present in the system. However, this image can be relatively
considered as a coarse or blurred image of the exact impedance distribution.
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2.3

Scanning experiments, results and images
A 3-D numerical finite difference model was developed to describe the SII system based

on the finite difference method [46]. This numerical method can be used to solve the current
through the central tip with known conductivity distribution. It provides a good explanation for
experimental results as well as predictions on both the conductor spacing and the resistor R used
in the system, indicating their relationship to an empirical notion of resolution. Based on this
model, an optimum probe design can be obtained by balancing resolution with signal-to-noise
ratio by adjusting the values of the spacing and the resistor.
The basic numerical problem for the model to solve is to calculate the current flowing
through the probe tip shown in Figure 2.15 for a specific inhomogeneous sample between the
probe and ground plane. It requires analysis and calculation of the electromagnetic field between
the probe and the ground plane. However, the quasi-electrostatic calculation is complicated
because both the voltage on the tip and the current through the tip vary depending on the circuit
setup. Therefore this quasi-statics problem of SII system model has turned into a problem
involving inhomogeneous media with a complicated boundary condition. The modifier quasirefers to the fact that the capacitance of the sample is considered through a complex
conductivity.

2.3.1

Model for probe height above sample
In order to verify the model, line-scan experiments were carried out using the SII system.

In the experiments, the original configuration with the feedback resistor R as shown in Figure 2.4
was used. A uniform mica slice of 20 μm thickness that was immersed in water of 10 kΩ-cm in
resistivity was used as the test object on a conducting plane (i.e. aluminum-coated wafer). A
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shielded probe (D = 30 μm) known to be flat at a precision of ±2.5 μm was used for the tests. A
Newmark Systems (NLS4-4-16) XYZ stage was used to move the probe at increments down to
10 μm. A 2.5 Vpp, 10 kHz AC signal was applied to drive the current through the probe with a
27 kΩ resistor. The data was collected using a DSP lock-in amplifier (EG&G Instruments Model
7265). In an ideal case, when the probe is moved from a position over the insulator to another
one over the uncovered conducting plane in small scan increments, there should be an abrupt
step-like change in impedance (or measured current) at the edge of the insulator. However in
reality, a smooth sloped profile of current through the tip at each increment was obtained with a
large impedance change at the edge of the insulator. The slope of the change is considered as a
measure for the resolution of the impedance image.
This system configuration was simulated using the 3-D FDM model at different
frequencies ranging from 1 kHz to 1 MHz. The results show that the frequency does not have a
significant impact on either the signal-to-noise ratio or the resolution [46]. Since the conductivity
of water is much higher than its permittivity, the imaginary components of the complex values
used in the model equations are much smaller than the real components with the increasing
frequencies. To be simple, 10 kHz, at which the imaginary component was very small, was
chosen as the AC signal frequency in the experiments. Good correspondence can be observed
when comparing experimental data with simulated data using the FDM model. Figure 2.15
shows a line scan profile starting from the insulator to the conducting plane at the height Z0 of 25
μm, along with a simulated model fit under the same condition. The profile was the normalized
currents through the tip calculated from RMS voltages on the resistor R as a function of positions
in the scanning path. Normalizing the current between 0 and 1 means taking the measured
current at a given point minus the minimum measured current for the entire line scan, all divided
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by the difference between the maximum current for the line scan minus the minimum current for
the line scan. As expected, maximum current appeared when the probe was located over the
conducting plane, while the minimum value was achieved when the probe was over the insulator.
The position distance between 30% and 70% of the normalized current values, dres, was used to

Normalized current

quantify the resolution, as shown in Figure 2.15.

Figure 2.15: Experimental measurements of line scan using a tip diameter of 30 μm probe over a 20 μm thick
mica slice, with simulated results using the 3-D FDM model under the same conditions.

A series of line scans similar to the one presented in Figure 2.15 were performed at
different heights Z0 using the same experimental setup as shown in Figure 2.16. These were the
results for the 30 μm (tip diameter) probe over a 170 μm thick glass slide. The figure indicates
line scans for different distances Z0 above the glass. Plotted is the normalized rms voltage
difference for the scan, meaning the measured voltage at a given point minus the minimum
measured voltage for the entire line scan, all divided by the difference between the maximum
voltage for the line scan and the minimum voltage for the line scan. Voltage maxima occur when
the probe was located over the conducting plane and current was greatest, while voltage minima
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occur when the probe was located over the insulator and very little current flowed. Normalizing
the measured voltage in this way limits the graph extents between 0 and 1. All of the scans
shown in this plot were for the case when the shield of the probe was connected to the voltage
source. When the shield was disconnected, the signal-to-noise ratio for the measured voltage
signal was much lower and the resolution worse. As expected, when the probe was closer to the

Normalized Voltage Difference .

insulator the resolution improved and the resulting response to the insulator was much sharper.
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Figure 2.16: Measured results of line scans using a 170 μm thick glass slide as an insulator and a 30 μm
diameter probe tip. The normalized voltage difference as a function of probe positions for various probe
heights is shown. The total scan length for these line scans was 3 mm, but only 1.5 mm of the scan is shown,
centered at the abrupt boundary.

Figure 2.17 shows the plot of dres as a function of probe height Z0, offering insight to the
relationship between the resolution and the probe height above the insulator. Both simulated and
experimental data demonstrated that the resolution improved when the probe was closer to the
insulator. This is because the effective cross-sectional area of the current flow shrinks
hyperbolically to the area of the physical probe tip as the probe approaches the sample. The
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result confirms that it would be optimal to perform scans with the probe as close as possible to
the insulator for best resolution.
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Figure 2.17: The resolution of experimental line scan data as a function of probe height Z0 with simulated
results under the same conditions.

2.3.2

Model for current confinement and resistivity extraction
As previously described, the design of the shielded SII probe is primarily for confining

the current within a known volume, resulting in an improvement in the image resolution. Given
the electrode geometry illustrated in Figure 2.5, in order to provide a completely accurate model
of impedance measurements, the electric field E (or its potential Φ) and current density J at each
point in the region must be known. In general, these quantities are related by some function J =

σ(E). However, in linear, isotropic media, Ohm’s law states that J = σE, where σ = σ’+jωε is the
complex conductivity, σ’ is conductivity and ε is the permittivity. At a given frequency ω = 2πf,
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the conductivity is a scalar function of positions. From Maxwell’s equations and Ohm’s law, the
following equation relating conductivity σ to the potential can be derived as:
∇ ⋅ (σ∇Φ ) = 0 .

(2.2)

Using a 3-D FDM model, a simple extraction of exact impedance values could be
achieved based on the current confinement [47]. The 3-D FDM model confirms that current flow
to the probe is confined within a cylinder directly below the probe, meaning the blurring effect is
limited by the shielded-probe used in the thin-sample scanning experiments. Therefore the
average value of impedance in the cylinder below the probe can be considered as a good
estimation of the quantitative value of impedance at that position below the probe. At low
frequency, only resistivity is considered while relatively smaller capacitance is negligible. Figure
2.18 illustrates the current confinement when a thin sample is scanned by a probe above it. In the
figure, the solid lines represent the current flow from the bottom plane to the probe tip while the
dash lines represent the current flow into the shield.

Sp
D
Probe
Z0 h

Sample
Conducting plane

Deff=D+Sp/2+Sp/2
Figure 2.18: Illustration of current confinement and definitions of D, Sp, Z0 and h.
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The diameter of the cylinder where current is confined, Deff is given by equation (2.3):

Deff = D + S p ,

(2.3)

where D is the diameter of the probe tip and Sp is the spacing between the shield and tip. And the
effective area of the cross section of the current-confinement cylinder is given by:
2

2

⎛D ⎞
⎛ D + Sp ⎞
Aeff = π ⎜ eff ⎟ = π ⎜
⎟ .
⎝ 2 ⎠
⎝ 2 ⎠

(2.4)

By Ohm’s law, the average resistivity of the sample, which is close to the bottom plane inside
the cylinder, is therefore given by:

ρ average =

Rmeas Aeff
h

,

(2.5)

where h is the distance between the probe and the conducting plane and Rmeas is the measured
resistance or the sample resistance annotated as Rsample. The FDM model simulation indicates this
current-confinement cylinder has a nearly constant cross sectional area and it is feasible to relate
the sample resistivity to total measured resistance if h is known. However, height of the sample
normally varies in all directions in the scanning area and the height of probe over the sample is
hard to determine. Therefore we introduce a new quantitative measure as the product of
resistivity and height given by:

ρ average h = Rmeas Aeff ，

(2.6)

ρ h = Rsample Aeff .

(2.7)

which can also be written as:

The effects of the shield on the probe design are also illustrated in Figure 2.19. This
figure shows FEM simulation results comparing a shielded probe to an unshielded one which
simply consists of a center electrode surrounded by an insulator without outer shield. Figure
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2.19(a) compares the simulated resistance as measured through the probe as a function of probe
height in a homogeneous solution of conductivity 0.01 S/m. The probe geometries were D = 100
μm, and Sp = 100 μm. Resistance was determined by dividing the voltage drop across the sample
by the current through the probe tip. Integrating J over the tip surface approximated the tip
current. It can be seen that the resistance for the shielded probe increases nearly linearly as
height above the sample increases and the corresponding effective area remains almost constant.
This is because the total resistance increases in the same linear fashion as the cylinder’s volume
increases and the shield limits the effective cross-sectional diameter of the cylinder. The
unshielded case is nonlinear because the effective probe area increases with probe height, h.

Figure 2.19: (a) Simulated results for total sample resistance for a shielded and unshielded probe as a
function of height. (b) The effective area, found by dividing the resistivity times sample height by the
calculated resistance from part (a).
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2.3.3

Experimental results of line scan

In order to experimentally verify these modeling results, a series of scans were performed
for homogeneous NaCl solutions. Resistivity versus NaCl concentration was measured using a
commercial resistivity meter with the results shown in Figure 2.20. A 60 kHz 1 Vpp sinusoidal
signal was applied across the sample in the SII system to suppress hydrolysis in the water below
the impedance probe. It also should be noted that 60 kHz frequency allowed for a high signal-tonoise ratio, as the spectrum analyzer filtered out spurious interference at lower frequencies. In
practice, it was determined that impedance measurements were independent of signal amplitude
for a voltage range between 0.1 and 10 Vpp. Impedance probes were made by inserting insulated
copper wire into stainless steel syringe needles filled with an insulating epoxy. The tip of the
needle was then ground flat and electrical connections were made to the copper wire, serving as
the probe’s tip, and to the syringe, serving as the shield. A 38 gauge copper wire and a 23 gauge
syringe needle were used to create probes with approximately D = 100 μm tip diameter, and Sp =
100 μm spacing between the tip and the shield. Rsample was measured as the probe was scanned
vertically (increasing h), away from the base plane. At 60 kHz, impedance was dominated by
resistance and the imaginary component of impedance was negligible. Figure 2.21 shows a plot
of ρh (or Rsample × Aeff) for three different saline solutions versus height h. The measured data
were smoothed with a linearly weighted moving average filter to reduce the quantization effect
of the spectrum analyzer. These results show there is a linear increase in the total resistance
versus height. It also compares experimental data with simulations from the FDM model using
different solution conductivities. The match between model simulation and the experiments is
excellent, not only in curve shape but also in absolute value, confirming that the current
confinement predicted for the shielded probe has occurred in practice.
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Figure 2.20: Resistivity of NaCl solution versus molar concentration of NaCl.

Figure 2.21: Simulated (dashed) and measured (solid) values of ρh for three different saline solutions as a
function of height h.
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2.3.4

Experimental results of 2-D scan

2-D image scans were also performed to evaluate this approach. The first test case
involved a material with constant resistivity but well controlled sample heights. The chosen
material was SU8 – a photosensitive polymer that can be applied over a conductive surface at
controlled thicknesses with photolithographically defined features. The total Rsample in this case
was the combination of resistances due to the water and due to the SU8 polymer. Given that
these resistances were simply in series, it was decided that the best way to deal with this situation
during the tests was to make the total water resistance very small by using a high conductivity
solution. Therefore, water of conductivity σ = 400 μS/cm was used, whose conductivity turned
out to be very high compared to the conductivity of SU8. Test samples were made by first
coating a very flat silicon wafer with a 300 nm thick aluminum layer through thermal
evaporation. The aluminum served as a conductive bottom plane for the sample. SU8 was then
applied to the wafer using spin coating and hot plate curing. Using a series of photolithography
steps and additional spin coatings, 1.5mm × 1.5mm squares of three different thicknesses were
formed on the substrate adjacent to each other. Figure 2.22 shows a surface profile of the wafer
using a profilometer (Tencor Alphastep 200) showing the three different SU8 thicknesses. Since
the SU8 film has a homogeneous resistivity distribution and the water solution used during
measurement has a much lower resistivity than the SU8, we would expect the ρh measurement
over the different SU8 squares to vary linearly with SU8 heights. Figure 2.23 shows the results
of an SII line scan across the middle of the SU8 squares. The Rsample values from the scan were
multiplied by the Aeff of the probe to produce ρh values for the sample. Figure 2.23 looks very
similar to Figure 2.22 as expected, as they are both in effect a measure of sample height. Given
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that the known actual heights of the SU8 squares from the profilometer measurements, an
absolute value of resistivity could be reported for SU8, which was ρ =3×106 Ω-cm.

Figure 2.22: Profilometer scan of three SU8 squares indicating their heights above an aluminum coated
silicon wafer. Squares are approximately 1.5 mm × 1.5 mm.

Figure 2.23: SII line scan of three SU8 squares with results reported as ρh or Rsample × Aeff. The heights of the
squares measured using the profilometer are indicated respectively.
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Figure 2.24 shows a two-dimensional scan of three SU8 squares of variable heights. The
scan plots the quantity ρh as intensity on a black/gray/white gradient scale. The largest ρh
displays the brightest in the grayscale, corresponding to the tallest square. The figure shows both
the highest contrast available for an image scan and the highest possible spatial resolution, even
using a probe tip with a diameter of D = 100 μm. Figure 2.25 and figure 2.26 show further
demonstrations of the power of SII as an imaging tool by imaging samples of more complex
materials. Figure 2.25 shows a scan made on a butterfly wing. The left image in Figure 2.25 is a
photograph of a butterfly wing. The black box drawn in the picture indicates the scanned area.
The top right image is the magnified image of the scanned area of the butterfly wing. The bottom
right image is the image of the same area scanned using the SII system. Figure 2.26 shows an
image of a slice of carrot and the SII scan of the same area of the carrot. The conditions used to
obtain these images were similar to those used to create the SU8 images in previous figures and
the resolution in both figures is 50 μm.

Figure 2.24: 2-D SII scan of SU8 squares with the shortest square on the left side of the figure and highest on
the right. The black/gray/white gradient scale is in terms of ρh with unit of Ω-cm2.
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Figure 2.25: 2-D SII scan and optical pictures for a butterfly wing on the left. The top right image is a
magnified optical photograph of the boxed area and the bottom image is SII scan of the same area.
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Figure 2.26: Photograph of a slice of carrot (a) and its 2-D SII scan (b).

2.4

Reconstructed images

As discussed previously, SII can be considered as a ‘direct-mapping’ imaging method.
However, the current at each position represents the overall effect of the impedance in a small
region surrounding this position, which can be considered as some kind of image blurring. The
analysis and the results have shown that this blurring effect is not simply generated by
convolution and there is no obtainable precise expression at this point for the blurring function.
Thus it becomes a challenging inverse problem to obtain the impedance image from the
measured current map. After constructing an appropriate instrument capable of taking sufficient
measurements, SII has to involve the image reconstruction of the impedance distribution from

49

the data, improving the resolution and signal-to-noise ratio. A fast nonlinear inverse method has
been developed based on convolution and the reciprocity principle for the image reconstruction
of the SII system. The approach uses a two-convolution-kernel model with an additional
conductivity-dependent weighting to approximate the complicated relationship between the
measured current and the conductivity. The model can accurately predict the relationship
between the conductivity and the current so that the inverse problem of recovering conductivity
from current does not require a true 3-D forward numerical solver in the inverse iterations,
saving great computational cost [48-50].
Two experiments with biological tissues were performed using the SII system. The
original SII setup with DSP lock-in amplifier was used to obtain the impedance image of breast
cancer cells immersed in a cell nutrient solution that had a higher conductivity than the cells. The
conducting plane was an aluminum wafer. A shielded probe (30 μm tip diameter, 30 μm gap
spacing and 30 μm shield thickness) was held approximately 100 μm above the wafer. The cells
were precipitated for a couple of hours so that they touched the conducting plane. A scan was
performed to generate a 2-D image of the voltage across the resistor, from which a current map
was obtained. The scanning step size was 10 μm, and the image size was 100×100 (1 mm × 1
mm). The alternative SII setup with FFT spectrum analyzer was used to obtain the impedance
image of butterfly wings taped down to the conducting plane which was also an aluminum wafer.
A shielded probe (100 μm tip diameter, 100 μm gap spacing and 100 μm shield thickness) was
held as close to the sample as possible. A 2-D image with the size of 200×200 (5.08 mm × 5.08
mm) was obtained with scanning step size of 25.4 μm. Figure 2.27 and 2.28 show the
experimental measurements along with the reconstructed image. By comparing the reconstructed
images with the original measurements, it can be observed that more details are revealed and the
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image resolution is improved in the reconstructed images. In both reconstructed images, high
frequency components are very clear and edges are much sharper.
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Figure 2.27: Breast cancer cells, pixel size 10 μm ×10 μm, image size 1.0 mm × 1.0 mm. (a) Measured current
map; (b) reconstructed image.
-6

x 10

500μm

500μm

7

0.2

6

5
0.15
4

0.1

3

2
0.05
1

0

0

Figure 2.28: Butterfly wing piece, pixel size 25.4 μm × 25.4 μm, image size 5.08 mm × 5.08 mm. (a) Measured
current map; (b) reconstructed image.
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3

MICROCHIP CAPILLARY ELECTROPHORESIS

In the past century, we have gained considerable knowledge to help us understand life,
nature and beyond. In history, we have witnessed a giant leap in the development of science. All
of the achievements are, in part, accompanied by the development of analytical technologies that
provide fundamental information and essential quantities on nature. The analytical technologies
have transitioned from highly specialized laboratories into bedside diagnostics and field studies
of a variety of chemicals such as pollutants, requiring the ability to rapidly investigate such
issues. There are also burgeoning requirements for technologies that can handle minimal
amounts of samples. An obvious solution to these issues is miniaturization that offers portability,
parallel processing capability, high analysis speed and reduction in cost.
The driving force behind miniaturization is photolithography, the technology used for the
fabrication of integrated electronic circuits and chips. Not only can photolithography create
pathways and components to control and transmit electrons, but it can produce components for
the control and mobilization of fluids as well. The integrated electrical and mechanical
components fabricated with photolithography are called microelectromechanical system
(MEMS) devices, which have the potential to integrate a variety of analysis components on one
chip – a lab-on-a-chip.
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3.1

Characteristics of microfluidic chip

The terms “Lab-on-a-Chip” and “Micro Total Analysis System” refer to the devices that
use fluids as a working medium and integrate a number of different functionalities on a small
scale. A practical Lab-on-a-Chip usually requires the interplay of such different disciplines as
microfluidics, bioanalytics, and microfabrication. Among the functionalities, sample preparation
and delivery, and separation and detection are very critical. Due to the small dimension of the
devices, an infinitesimal amount of medium, mostly liquid, is to be handled and processed. In the
past two decades, microfluidics has emerged as a relatively new branch of science and
technology in which considerable progress has been made.
The reason why microfluidics is considered a new horizon is not only because systems
capable of carrying out complex microfluidic applications have recently emerged, but also due to
the different physical fields these systems have involved, compared with those involved in
macroscopic systems for fluid handling and processing. Although the fundamental principles
describing the physics and chemistry of fluid in macro scale processes are the same as those in
microfluidics, some effects that are important at a macroscopic scale become unimportant at a
microscopic level, while other effects that are macroscopically negligible turn out to be dominant
in microfluidics. An engineer who designs devices for handling and processing fluids can
develop a certain intuition about the physics in these devices. However, much of this intuition
that regards conventional, macroscopic systems has to be abandoned when going beyond largescale to small-scale systems. Therefore, microfluidic technologies for miniaturized analysis
systems in a way are unknown from previous experience with macroscopic systems. By now,
much of this unknown world has been explored and technological solutions for many problems
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in microfluidics have been developed. In fact, the development in microfluidics has provided
solutions for many specific problems emerging in the field of Lab-on-a-Chip technology [51].
A microfluidic chip can be identified by the fact that it has one or more effective
structures containing fluid (channels, reaction chambers, valves and other components, etc.) with
at least one dimension in the range of micrometers. Compared with a macroscopic apparatus, a
microfluidic chip dramatically increases the area to volume ratio of the fluidic environment,
involving a number of fluidic effects such as laminar effect, surface tension, capillary effect and
diffusion. Due to the small dimensions, microfluidics deals with the behavior of fluids, precise
control of fluids and manipulation of fluids that are geometrically confined in such a small scale
that one of the following features are involved: small volume (nl, pl, fl), small size and low
energy consumption. Common fluids used in microfluidic devices are versatile including whole
blood samples, bacterial cell suspensions, protein or antibody solutions, and various buffers.
Microfluidic devices have a number of significant advantages. First, because the volume
of fluids within these channels or other components is very small - usually in the range of nano
liters to micro liters - the amount of reagents and analytes used is quite small. This is especially
significant for expensive reagents. Second, because the fabrication techniques used to construct
microfluidic devices are relatively inexpensive and are very desirable for mass production, the
cost of mass production of microfluidic chips is considerably low and economically promising.
Third, microfluidic technology allows for performing several different functions on the same
substrate chip so that the analytical apparatus can yield high integration and automation,
drastically improving the efficiency of analysis. In any case microfluidics is a multidisciplinary
field intersecting engineering, physics, chemistry, microtechnology and biotechnology, with
practical applications to the design of systems in which such small volumes of fluids will be
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used. It has emerged in the beginning of the 1980s and is currently used in the development of
inkjet print heads, DNA chips, lab-on-a-chip technology, micro-propulsion, and micro-thermal
technologies.
By now, the field has reached a certain degree of maturity, reflected by several aspects.
The first aspect is the large number of bioanalytical assays that have been implemented on Labon-a-Chip platforms; the second is the increasing number of economic concerns being taken into
account when developing corresponding systems. The recent rapid development in Lab-on-aChip technology is closely related to the progress in microfluidics, handling of fluids and
controlling of flow in micro scale geometries. In the case of microflow fundamentals, a large
number of relevant and important new results have been obtained in the past few years.

3.1.1

History of microfluidic chips

The first Lab-on-a-Chip system emerged in the beginning of the 1990s, and to a
considerable extent, was spurred by the progress in microfabrication technology previously
developed in the 1970s. In a historical perspective, separations in microfabricated devices were
first performed using gas chromatography in 1979 by Terry et al. The work showed the
separation of a simple mixture of compounds. But Terry and his coworkers did see a glimpse of
the future with respect to the value of miniaturizing analytical methods [52]. It was not until the
early 1990s that lithographically microfabricated chips were applied to electrophoresis
separations. Manz and Widmer proposed the first concept of Miniaturized Total Analysis System
(μTAS) in 1990 [53]. The concept was originally motivated by the lack of adequate sensors for
the detection of specific species from a complex mixture. In their paper, they proposed a total
analysis system (TAS) including transport of the sample, pretreatment of the sample and final
detection of the analyte. They proposed adopting the well-developed microfabrication
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technology in the microelectronics industry to implement the miniaturization of all
functionalities on one single chip. The miniaturization of all these process steps would allow the
TAS to perform all these functions at the site of measurement, with additional benefits such as
decreased volume of required sample, decreased reagent consumption and reduced analysis time
as well.
However, the early μTAS devices’ structures were very complicated due to the multiple
layers on a silicon substrate, which darkened the future development of μTAS. On the other
hand, separation capability is often an essential part of an analytical technique. Lab-on-a-chip
technology has been typically based on silicon/glass microfabrication that initially limited the
types of separations that could be performed because of the process of fabrication on such
substrates and the properties of materials. Zone capillary electrophoresis separation was naturally
the easiest to implement in microdevices because a considerable amount of work has been done
in understanding this issue. Therefore, the development of capillary electrophoresis in the 1990s
provided μTAS research with critical conditions for a major breakthrough.
Manz and Harrison et al. reported the earliest capillary electrophoresis achieved on
microfluidic chips in 1992 [54-55]. The initial experiments using capillary electrophoretic
separation on a microdevice were performed by Manz et al. This paper, which provided details
about the fabrication process, described the four different steps necessary for standard one-mask
microfabrication including film deposition, photolithography, etching and bonding. These
process steps were used to make a fluidic layer in silicon that was sealed with a glass cover plate,
achieving a microfluidic device used for electrophoretic separation of amino acids. The
techniques outlined in this original paper set a foundation for microfluidic microfabrication in
silicon and glass. The experiment involved two fluorescent dyes, fluorescein and calcein, that
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were separated in a glass/silicon device using laser-induced fluorescence (LIF) as the detection
method. Harrison demonstrated that capillary electrophoresis based microfluidic chip can
achieve 75000 theoretical plates number in the separation of a mixture of 6 amino acids in 15
seconds [56]. Although the number of theoretical plates was not as high as regular CE due to the
geometry of the channel, the results clearly demonstrated that CE was compatible with
microfluidic chips, opening the door to a new area of analytical technologies.
Shortly thereafter, more chip-based separations began to emerge in the literature. Seiler et
al. were able to separate three fluorescein 5-isothiocyanate (FITC)-labeled amino acids –
arginine, phenylalanine and glutamine – using a separation length of 9.6 cm [57]. Ramsey and
colleagues were able to baseline-resolve fluorescein and rhodamine B in 150 ms with a
decreased separation length [58]. The success of zone electrophoresis in a microchip opened the
door to DNA separations in a microfluidic device. Mathies and coworkers were among the
pioneers in this field, successfully resolving the restriction fragments of ФX174 HaeIII which
ranged from 700 to 1000 base-pairs in length in 120 seconds [59]. Mathies’ group also
performed ultra-high-speed DNA sequencing using capillary electrophoresis on a microfluidic
chip in 1995, drawing broader academic attention on microfluidic chips [60]. In 1996, Woolley
et al. reported functional integration of Polymerase Chain Reaction (PCR) amplification and
capillary electrophoresis on a microchip for DNA analysis, demonstrating the potential of
performing high-speed DNA analysis in a microfabricated integrated fluidic system [61]. After
two years, in 1998, these authors proposed capillary electrophoresis chips using indirect
electrochemical detection to perform high-sensitivity DNA restriction fragment and PCR product
sizing [62]. Electrophoretic separations involving proteins have also been adapted to microfluidic
devices. Giordano et al. separated partially purified human plasma using microchip capillary
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electrophoresis-SDS analysis [63]. They were able to achieve improved sensitivity without a loss
of resolution using a dynamic labeling dye. Roman et al. used micellar electrokinetic
chromatography in a PDMS device to provide high resolution separation of standard proteins
[64]. What’s more, isoelectric focusing has been utilized in a microfluidic chip for the separation
of proteins with detection methods such as laser-induced fluorescence (LIF) [65] and UV [66].

3.1.2

Chip-based capillary electrophoresis

Capillary electrophoresis (CE) is a widely used technique for analytical separation and it
brings speed, quantitation, reproducibility and automation to the highly resolving method of
electrophoresis. When miniaturized to the micron scale, it is possible to integrate the CE fluidic
components with detection hardware and electronics. There are quite a few advantages for chipbased CE devices including:
z

High efficiency

z

High selectivity and high sensitivity

z

Portability

z

Low cost

z

Parallel processing of chemicals

Similar to regular capillary electrophoresis, chip-based capillary electrophoresis utilizes
microchannels on a microfluidic chip as separation channels. The separation principle of chip
based CE is almost identical with the regular capillary electrophoresis, which is driven by a high
voltage DC electric field, with the only different dimensions of the separation channels. However,
replacing the regular capillary with a microfluidic channel has brought dramatic change to the
capillary electrophoresis technique. In the first decade of μTAS development, chip-based CE is
the branch that has developed most rapidly as well as the branch to be earliest commercialized.
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In the following section, some basic information of capillary electrophoresis will be provided
and discussed. We will transit from macroscopic view of regular capillary electrophoresis to
microscopic view of miniaturized capillary electrophoresis.

3.2

History of capillary electrophoresis

The ability to separate the individual components of a mixture is a critical requirement in
chemistry and biochemistry. As a matter of fact, it is often the case that a substance can be
analyzed and its structural and functional characteristics can be understood when this substance
is available in its pure form. Until the turn of 20th century, the main separation methods available
to chemists to isolate a certain component in a mixture had been filtration, distillation,
precipitation and crystallization. However, the evolution in the science of chemistry and physics
has led to the development of a wide range of new separation techniques. These techniques
involve centrifugation, chromatography (in the gaseous or liquid phase) and electromigration
(electrophoresis) that all are based on the physical characteristics of molecules of interest.
The term “electrophoresis” was first coined in 1909 by Michaelis, who discovered the
separation of proteins based on their isoelectric points [67]. In historical perspective, Tiselius
was one of the first to introduce electrophoresis as an analytical technique. In the 1930’s, he
experimented on proteins, separating the serum proteins, albumin and α-, β-, and γ-globulins. He
also discussed online detection of analyte in transparent quartz capillary by UV light and
increase in separation efficiency with increase in field strength [68-69]. His pioneering
experiment of “separation” provided the potential for electrophoresis of ions and bio-molecules.
However, this separation was limited by the incomplete separation of the proteins and several
other drawbacks. One of the early primary problems encountered in free-solution electrophoresis
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is the band broadening due to the thermal effects caused by electrical heating. In the 1940-1950s,
major efforts were put toward filter paper as an anticonvective media for zone electrophoresis.
This technique was successful in separating ionized small molecules such as amino acids [7071]. Later different supporting media, such as starch gel or agarose, in zone electrophoresis were
explored [72-73].
Due to the increasing high demand for high resolution and quantitative precision of biochemical science and industry, capillary electrophoresis (CE) was developed to meet such
analytical demands. Unlike conventional electrophoresis, in CE the use of a supporting medium
is not necessary and analysis can be carried out in free aqueous solution. Hjertén laid the ground
work for the CE analysis of diverse analytes, ranging from small inorganic ions to very large
molecules such as proteins. In 1967, he discovered that carrying out electrophoresis in small
diameter tubes could reduce thermal effects. He also showed it was possible to conduct
electrophoretic separations using small inner diameter capillaries and to detect separated bands
by UV absorption [74]. Later CE was demonstrated to be a viable analytical technique, and it
showed the potential of producing high resolution separations, especially with the improvement
of detector sensitivity and automation, as well as the wide-spread use of capillary fused silica
tubing. In 1979, Mikkers et al. employed narrow core capillaries and demonstrated capillary
electrophoresis as an analytical tool with low plate heights and pico-mole injection [75]. It was
obvious that capillaries with small inner diameters helped with heat dissipation and improved
separations. On the other hand, CE was also hindered by the lack of techniques in manufacturing
small inner diameter capillaries. Even with the progress of manufacturing technology, CE still
faced other problems such as the introduction of small injection plugs into columns and
sufficiently sensitive detection.
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Jorgenson and Lukacs are considered the main pioneers in modern capillary
electrophoresis. In 1981, they used a Pyrex glass open tubular capillary of 75 μm internal
diameter with on-column UV detection and high separation voltage of 30 kV. The authors gave a
brief description of some theoretical aspects of CE and showed that electroosmosis played an
important role in determining the mobility of ionic species, affecting both resolution and time
[76]. This pivotal work introduced CE as a high performance technique comparable to high
performance liquid chromatography (HPLC) and gas chromatography (GC). Since then, the use
of CE has exploded in analytically-based separations due to the simplicity of this advantageous
method.
Over the past decades, capillary electrophoresis has proven to be a rapid and versatile
analytical technique. Complex mixtures of analytes can be resolved as sharp signals due to the
lower level of zone broadening. Since Hjerten in his initial publication in 1967 presented the
separation of Bi from Cu ions, many studies have been done to separate inorganic ions. In the
early 1990s, the first paper on indirect UV detection using a chromate electrolyte with EOF
modifier for anion analysis was reported by Jones and Jandik. Relevant conditions and
parameters were evaluated and optimized. Using optimized conditions for electromigrative
sample introduction, the achievable detection limits were found to be in the nanomolar range
[77]. In 1992, these authors reported separation of 36 anions in 3 minutes with indirect UV
detection due to the lack of specific chromophores of ions. They achieved efficiencies
approaching 1000000 theoretical plates by directing the electroosmotic flow towards the detector
in combination with an appropriate mobile background electrolyte co-ion [78]. Weston et al.
resolved 11 metal cations in less than 8 minutes [79]. A lot of work has also been done for the
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separation of organic molecules. Besides amino acids, peptides and proteins were also separated
using CE.
The small diameter (less than one hundred micrometers) of capillaries allows the
application of high voltages and ensures rapid heat dissipation. In various modes of separation,
such as capillary zone electrophoresis (CZE), capillary gel electrophoresis (CGE), capillary
isoelectric focusing (CIEF), capillary isotachophoresis (CITP) and micellar electrokinetic
chromatography (MEKC), CE can be used to analyze a wide range of charged and uncharged
species. The size of analytes ranges from small metal ions and low molecular weight alcohols to
larger molecules, proteins and nucleic acids. In the following sections, some basic theoretical
knowledge about CE will be described.

3.3
3.3.1

Theory behind capillary electrophoresis
Basic instrumentation

The instrumental configuration needed to perform capillary electrophoresis is relatively
simple. A basic schematic of a capillary electrophoresis system is shown in Figure 3.1. A source
reservoir and a destination reservoir are filled with electrolyte, such as buffer solutions. A
capillary is also filled with aqueous buffer solution, bridging the two buffer reservoirs with each
end immersed in one of the reservoirs. At the capillary inlet, a sample plug is introduced into the
capillary via capillary action, pressure, or electrokinetic injection. Once the sample plug is
introduced in the capillary, a high potential is applied between the two reservoirs. An electric
field, supplied to the electrodes by the high voltage power supply, is established between the
source and destination reservoirs, initiating the migration of the analytes. It should be noted that
all ions or charged particles, positive or negative, are pulled through the capillary in the same
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direction from anode to cathode by electroosmotic flow (EOF). The analytes separate as they
migrate at different velocities because of their different electrophoretic mobilities and are
detected near the outlet end of the capillary by the on-line detector. Absorbance in the UV-VIS
(Ultra-violet visible spectroscopy) region is the most common form of detection. Other detection
techniques include fluorescence, amperometry, conductivity, potentiometry, etc. The output of
the detector is sent to a data collecting and handling device, normally a computer. The processed
data are then displayed as an electropherogram, showing detector responses as a function of time.
In the electropherogram, separated chemical compounds manifest themselves as peaks with
different separation times.

Figure 3.1: Schematic of capillary electrophoresis.

3.3.2

Principles of separation

The capillary electrophoretic separation is accomplished by the different migration
velocities of analytes in the buffer solution. As the driving force for analyte migration, the
applied electric field influences both electrophoretic mobility and electroosmotic flow. The
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electrophoretic mobility, determined by the analyte’s charge-to-size ratio, is the basis for the
separation of ions or molecules in the electric field. The electric field also generates a double
layer at the capillary wall, resulting in the EOF. Because of this, CE has a flat flow profile that
produces little longitudinal spreading of analyte zone as it traverses the capillary, providing a
high efficiency for CE. It should be noted that the electroosmotic migration velocity is always
superimposed onto the electrophoretic migration velocity. Figure 3.2 shows the basic principle of
separation in capillary electrophoresis. In the following sections, some detailed background of
CE separation will be introduced.
Silica

Si

O

Si

O

Si

O

Si

O

Si

O

Si

O

Si

O

Si

O

O-

+

O-

+

O-

+

O-

+

O-

+

O-

+

O-

+

O-

+

+

μM

Anode (+)

Electroosmotic flow

Net migration

Cathode (-)

N
μM-

OSi

+

O-

O

Si

+

O-

O

Si

+

O-

+

O-

+

O-

+

O-

+

O-

+

O

Si

O

Si

O

Si

O

Si

O

Si

O

Silica

μM- : Negative electrophoretic
mobility

+ : Hydrated cations

μM+ : Positive electrophoretic
mobility

(a)
+
Signal Strength

N

Time

(b)
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3.3.3

Laminar flow and turbulent flow

Molecules in a fluid interact with each other and migrate from one position to another
due to this mutual molecular interaction. In fluid dynamics, fluid is treated as continuous
medium. The fluidic motion is described by dividing the fluid into infinitesimal volume elements
called fluid particles and following the “motion” of each particle. In another words the motion of
fluid - the continuous medium can be specified by several bulk properties if the fluid particle’s
velocity and coordinates can be evaluated as a function of time. Therefore, fluidic flow can be
characterized into different types by various properties such as viscosity, pressure and velocity,
etc.
Laminar flow, also known as streamline flow, occurs when a fluid flows in parallel
layers, with no disruption between the layers. Precisely speaking, laminar flow is a slow steady
flow in a uniform straight tube with straight streamlines parallel to the wall of the tube. The
velocities of the fluid layers are parallel to the tube axis and are given by equation (3.1) [80]:
vx =

ΔP ( r 2 − x 2 )
4η L

,

(3.1)

where ΔP is the pressure difference between the tube ends, L the length of the tube, r the inner
radius of the tube, x the radial distance of layers from the central axis and η the fluid viscosity.
The velocity profile of laminar flow is parabolic with the greatest velocity at the center of the
tube and zero velocity at the wall. Pressure driven flow is normally laminar and is often used for
solution injection in CE.
Turbulent flow is the opposite of laminar flow. Turbulent flow is described as a flow in
which random fluctuations in velocities or pressure of the fluid accumulate instead of diminish
so that the flow is essentially chaotic. In non-scientific terms, turbulent flow is “rough”, while
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laminar flow is “smooth”. Experiments indicate that a dimensionless quantity called Reynolds
number (Re) can determine whether a fluidic flow in a tube is laminar or turbulent. Reynolds
number is defined as:
Re =

ρ ud
,
η

(3.2)

where ρ is the density of fluid, u the velocity, d the diameter of the tube and η the viscosity of
fluid. A high Reynolds number (Re > 3000) results in turbulent flow, while a low Reynolds
number (Re < 2000) results in laminar flow. In the transition region between 2000 and 3000, the
flow is unstable and may change from one type to the other. In microfluidic regime, Reynolds
number is usually smaller than 100 due to the small dimensions of microchannels. Therefore,
flow is completely laminar and no turbulent flow exists. Figure 3.3 shows the different velocity
profile of laminar flow and turbulent flow.

Figure 3.3: Velocity profiles of laminar flow and turbulent flow.

3.3.4

Electroosmotic flow

Electroosmotic flow is the movement of an electrolyte solution in a capillary under the
influence of applied electric field. The ability of electrolyte solution to move is very much
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influenced by the nature of the inner surface of the capillary. The capillary inner wall acquires a
charge when electrolyte solution is inside the capillary. This phenomenon is due to either the
ionization of the wall (e.g. fused silica) or the absorption of ions from the buffer solution onto
the wall (e.g. Teflon). Fused silica may be a good example to describe the formation of EOF.
Fused silica capillary for CE has silanol groups (Si-OH) on the inner wall. When the pH value of
electrolyte solution is above 3, anions on silanol groups are formed and hence begin to attract
cations from the electrolyte solution, forming an inner layer of cations at the capillary wall. This
layer of cations cannot move freely and is stuck to the capillary inner wall; therefore, it is called
the fixed layer or the rigid boundary layer. The fixed layer is not dense enough in cations to
neutralize all the negative charges at the capillary wall. This leads to the formation of a second
layer of cations that is not as tightly bound to the capillary wall as the first layer due to the
increased distance from it. This layer is called the mobile layer or diffuse boundary layer and
both layers comprise the so-called diffuse double layers as shown in Figure 3.4.

Figure 3.4: Double layers of electrolyte. (a) Rigid boundary layer with absorbed ions (b) diffuse boundary
layer (c) electrolyte.
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EOF occurs because of the surface charge on the wall of the capillary. The surface
charge, known as zeta potential ζ, is an electrical imbalance and potential difference created
between the double layers. Zeta potential is defined as:

ς=

4πδσ

ε

,

(3.3)

where δ is the thickness of diffuse double layer, σ is the charge per unit surface area and ε is the
dielectric constant of the electrolyte solution. Figure 3.5 shows the potential as a function of
distance from capillary wall. The EOF mobility can be defined by referring to the zeta potential
and applied electric field, and is given by equation:

μ EOF =

ες E
.
η

(3.4)

The velocity of EOF is easily defined by the product of mobility and applied electric field in
V/cm:

vEOF = μ EOF E ,

(3.5)

and η in equation (3.5) is the viscosity of electrolyte solution.

Wall

a

b
c
Distance from capillary wall

Figure 3.5: Zeta potential as a function of distance from capillary wall. (a) Fixed layer (b) mobile layer (c)
bulk fluid.
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After the applied electric field has already formed a diffuse double layer of cations, the
mobile layer will start to be pulled toward the electrodes of opposite polarity, hence the
negatively charged cathode. This creates motion of the fluid near the walls and transfers via
viscous forces into convective motion of the bulk fluid. Simply put, the cations of mobile layer
drag the bulk buffer with them from anode to cathode. If the capillary is open at the electrodes,
as is most often the case, the velocity profile is uniform across the entire width of the channel.
Figure 3.6 shows the comparison of velocity profile of EOF and laminar flow.

Figure 3.6: Velocity profiles of laminar flow and electroosmotic flow.

3.3.5

Control of EOF

An easy way to change EOF is to change the applied voltage. From equation(3.5), it can
be seen that EOF is proportional to the applied electric field, hence applied voltage. Increasing
the voltage gives higher electroosmotic flow and decreases the migration time. However, high
voltage leads to excessive Joule heating which results in a temperature gradient across the
capillary, causing viscosity difference, zone deformation and peak broadening.
Buffer pH also has a significant effect on electroosmotic flow because it can change the
zeta potential. From a practical point of view, dramatic changes in EOF can be achieved simply
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by altering the pH of the buffer. As pH increases, electroosmotic flow increases due to the
increasing dissociation of Si-OH to Si-O- on the inner capillary wall. The zeta potential is
proportional to the surface charge on the capillary wall; therefore, at higher pH a greater zeta
potential can be expected due to the more charged Si-O- groups. The high zeta potential thus
results in the increase of electroosmotic velocity. On the other hand, at lower pH, there is less
surface ionization and a lower zeta potential. At pH below about two, there is actually no
electroosmotic flow because all the silanol groups are protonated. The pH of the buffer also
influences the ionization of the solutes, hence their electrophoretic mobilities.
Surfactants are among the most widely used buffer additives in CE. Anionic, cationic,
zwitterionic, or non-ionic surfactants can be used to modify the inner surface of the capillary
wall. At the concentration below the critical micelle concentration (CMC), monomer surfactant
molecules act as solubilizing agents for hydrophobic solutes, or as ion-pairing reagents for
hydrophilic solutes or simply as wall modifiers. Surfactants can absorb to the capillary wall,
modifying EOF and limiting potential solute adsorption. Anionic surfactants can increase the
EOF while cationic surfactants can decrease or even reverse the EOF.
When temperature is constant, increasing the buffer concentration can lower the zeta
potential, thus lower the EOF according to equation(3.4). However, it means higher current and
Joule heating. Therefore, a higher temperature can decrease the viscosity of the liquid, increasing
the EOF. Similarly organic solvent can change the viscosity, dielectric constant and zeta
potential, leading to a change in EOF. For example, adding methanol (<50%) to water can
decrease the viscosity of water. In contrast, adding acetonitrile to water increases its viscosity.
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3.4

Detection

Detection in CE is used to acquire information such as composition and quantity of the
analytes by measuring the physical or chemical properties of liquid existing inside the capillary
column. The detector design is determined by several criteria including detection mechanism and
sensitivity limits. Detection mechanism can be broadly classified into two basic types: mass
sensitive detection and concentration sensitive detection. Mass sensitive detection acquires
response from a detector as a function of mass of solute passing through the detector per unit of
time, while concentration sensitive detection acquires response from a detector as a function of
concentration of solute passing through the detector per unit time. The sensitivity, no matter
mass or concentration, is also affected by the size of the detector. For example, if the detector is
too large in volume, peak broadening will be expected. If the detector is too small, the sensitivity
will be reduced. Therefore there has to be a compromise between the two opposite extremities.
Detection methods in CE are mostly concentration sensitive, such as UV-Vis absorption,
fluorescence, electrochemical detection and conductivity detection.

3.4.1

UV-Vis and fluorescence detection

Fluorescence detection is very similar to UV-Vis absorption detection. They are both
non-destructive methods of detection that are relatively easy to use and are inexpensive. In order
to detect a certain compound by UV-Vis detection, this compound must contain a chromophore
which is a molecular arrangement of atoms responsible for absorption. A photon of UV
wavelength can excite an electron from its ground state to an excited state in the molecular
structure. Therefore, the compound to be studied, containing chromophore, would be detected
while the background solution contains no chromophore, being transparent over the UV region.
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In order to detect a certain analyte by fluorescence detection, the analyte must have a fluorophore
which is responsible for fluorescing. Fluorescence detection is a detection method in CE where
the buffer solution lacks fluorophores and molecules of interest can be “dyed” and separated.
The selectivity of fluorescence detection can be enhanced by adjusting emission wavelengths as
different molecules can fluoresce at different wavelengths.
The sensitivity of fluorescence detection depends on the intensity of excitation
wavelength. However, there are some limitations to it. First, a fluorescence signal is generally
small and weak and the efficiency of the detector has to be high enough to detect such a weak
signal. Second, the detector needs devices like filters to pick the fluorescence signal out of the
background which is increased by the intensity of excitation light.

3.4.2

Conductivity detection

Electrical conductivity is a measure of a material's ability to conduct an electric current.
Conductivity detection is most commonly used for ion detection due to the fact that all ionic
solutions are electric conductors. A common conductivity detector comprises two electrodes that
are in direct contact with analytes. An indirect contact pair of electrodes is an alternative design.
For electrodes that are in direct contact with the solution, a potential is applied between the two
electrodes and the current flow can be measured. The solution obeys Ohm’s law:

R=

V
,
i

(3.6)

where V is the voltage, i is the current and R is the resistance. The resistance depends on the
temperature and concentration of charged ions or particles in the solution. Each ionic component
can be considered as an individual circuit in parallel with all other ionic components. The
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resistance can also be given by the product of length and cross-sectional area of the
resistor/conductor:

R=ρ

L
,
A

(3.7)

where ρ is the resistivity, L is the length of resistor and A is the cross-sectional area. The
reciprocal of resistivity is called electrical conductivity, of which the unit is Siemens per
centimeter (S/cm).

σ=

1

ρ

.

(3.8)

For indirect contact electrodes capacitively coupled to the solution, Ohm’s law is still valid. An
alternating electric potential is applied between electrodes and the total impedance to be
measured is a complex value consisting of real component due to the resistance and imaginary
component due to the reactance, as given in equation(3.9):

Z = R + jX .

(3.9)

X is effective impedance calculated from the combination of capacitances due to the capacitive
coupling. When sample materials are exposed to alternating electric field, a complex parameter,
called the admittivity, needs to be introduced to analyze their conductivities. Admittivity is the
sum of a real component of conductivity and an imaginary component of susceptivity. As
mentioned before, this detection method can be used in industrial and medical imaging such
as electrical impedance tomography.
Conductivity detection can be used for capillary separation in which electrical
conductivity measurement is carried out. An alternating voltage/current (AC) is applied, which
allows for conductivity measurement between two electrodes. When a certain solute passes
through the electrodes gap, the impedance in between decreases, and therefore, the change in
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detected current can be measured and transferred to a computer to process. The detailed
discussion and application of conductivity detection will be introduced in the next chapter.

3.5

Chip-based CE separation efficiency and resolution

Chip based CE as well as regular capillary zone electrophoresis (CZE) has borrowed
theoretical plate and several other concepts of plate theory from chromatography. The CE system
consists of a microchannel or small diameter capillary across which a high voltage is applied.
Charged species introduced at one end of the channel migrate to the other end under the electric
field. If a suitable detector is placed at this end, each species zone passing by can be recorded.
Therefore, the separation of compounds by capillary electrophoresis is dependent on the different
migration velocities of analytes in an applied electric field. The electrophoretic
migration velocity (vp) of an analyte toward the electrode of opposite charge is given by:

V
,
L

vp = μ p E = μ p
where

(3.10)

μp is the electrophoretic mobility, V is the total applied voltage, L is the length of the

channel and E is the electric field strength. Electrophoretic mobility of an analyte at a given pH
value is given by:

μp =

q
6πη r

,

(3.11)

where q is the net charge of the analyte and r is the Stokes radius of the analyte which is given
by:

r=

k BT
,
6πη D

(3.12)

where kB is the Boltzmann constant, T is the temperature, and D is the diffusion coefficient.
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The electrophoretic mobility is proportional to the charge a sample carries and inversely
proportional to frictional forces present in the capillary. When sample species have different
charges or take different frictional forces, they will separate from each other as they migrate
through the capillary. Equation (3.11) indicates that the electrophoretic mobility of the analyte is
proportional to the ratio of charge of the analyte to its Stokes radius. It also shows the frictional
forces on an analyte ion depend on the viscosity (η) of the medium, and the size and shape of
the ions determined by equation (3.12). Therefore, the migration time t required for the analyte
zone to move through the entire length of the channel and to reach the detector is given by:
t=

L
L2
=
.
v p μ pV

(3.13)

The separation efficiency can be expressed in terms of the number of theoretical plates N
in chromatography and defined as:
N=

L2

σ2

,

(3.14)

where L is the effective separation length, σ2 is the spatial variance of zone broadening. If the
only reason causing zone broadening is molecular diffusion, the number of theoretical plates can
be rewritten as:
N=

μ pV
2D

.

(3.15)

This equation shows that the separation efficiency is in proportion to separation voltage,
suggesting that high separation voltage can result in high separation efficiency. N is also
independent of separation length L and analysis time and it is proportional to μp/D which is the
factor intrinsic to solute species and not easy to control. The separation efficiency can also be
assessed by the number of theoretical plates per unit time:
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N μ pV μ p EL
=
=
,
t
2 Dt
2 Dt

(3.16)

where t is the migration time, given by:
t=

L
.
μE

(3.17)

Substituting equation (3.17) into equation (3.16) results in:
N (μpE)
=
.
2D
t
2

(3.18)

This equation shows the separation efficiency is proportional to the square of electrophoretic
mobility and that of electric field, yet inversely proportional to the diffusion coefficient.
Separated by their different charges and electrophoretic mobilities, analytes migrate
toward the electrode of opposite polarity. As a result, negatively charged analytes are attracted to
the anode, counter to the EOF; while positively charged analytes are attracted to the cathode, in
the same direction with the EOF. The velocity of the EOF vEOF is given by:
vEOF = μ EOF E = μ EOF

V
.
L

(3.19)

The migration velocity of an analyte in capillary electrophoresis also depends upon the velocity
of electroosmotic flow of the buffer solution. In a CE system, the electroosmotic flow is always
present and is directed from the anode to the cathode. Therefore, the migration velocity of EOF
is always superimposed onto the electrophoretic migration velocity. The net migration velocity is
the vector sum of vp and vEOF, given by:
v = v p + vEOF = ( μ p + μ EOF )

V
.
L

(3.20)

Considering the EOF in electrophoresis, the resulting separation efficiency can be rewritten as:
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N=

(μ

p

+ μ EOF ) V

2D

.

(3.21)

It should be noted that when multiple solutes are separated, EOF can increase the velocity of
solute with positive charges and decrease the velocity of solute with negative charges.
The efficiency of capillary electrophoresis separations is a consequence of several
factors. Unlike HPLC, a stationary phase is not required in capillary electrophoresis and there is
no mass transfer between the stationary and the mobile phases, a factor significantly contributing
to band broadening. In addition, uniform EOF replaces laminar flow in CE, eliminating pressure
drop. The resolution of between two analytes in capillary electrophoresis separations is given by:
Rs = 0.177 Δμ p

(μ

V

p

+ μ EOF ) D

,

(3.22)

where Δµp is the difference in mobility of analytes, µEOF is the EOF mobility, µp is the average
mobility of anlaytes, D is the diffusion coefficient, and V is the applied voltage. According to
equation (3.22), it can be seen that maximum resolution can be achieved when the
electrophoretic mobility of analytes is balanced by the electroosmotic mobility of buffer solution,
with the extreme case of two mobilities being equal in magnitude but opposite in sign, given by:

μ p = − μ EOF .

(3.23)

However, high resolution will inevitably results in low migration velocity and correspondingly,
long analysis time.
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4

MICROCHIP FABRICATION

Microfabrication has long been employed in the creation of microfluidic devices. The
intrinsic promises of low cost and high yield manufacturing associated with microelectronics are
best realized with processes that have already been developed by the semiconductor industry.
However, many microfluidic devices are not made using only processes compatible with silicon
transistor fabrication (i.e. thin-film deposition, photolithography and etching). For example,
wafer bonding between substrates is often employed to form enclosed microchannels. This
technique is not compatible with current silicon processing procedure, requiring much work and
time. Therefore, a portable microfluidic device naturally requires an innovative planar, thin film
technology compatible with silicon transistor fabrication techniques.
During the research in the past few years, different types of devices based on thin film
techniques available in the on-campus cleanroom have been designed and developed. The main
concepts of these devices are the same. The electrical contacts such as electrodes are deposited
on and lifted off the glass surface; a sacrificial photoresist core is patterned and reflowed on the
appropriate position to suit the electrodes and a covering oxide layer is deposited on top of the
sacrificial core. Then the core is etched either by solvents or by acids so that a hollow channel
with a semi-circular cross sectional shape can be made. Although the channel making is almost
identical, these devices still are different with the positioning of electrical contact (i.e.
electrodes). The first type of device that was developed was a semi-circular channel with two
opposite electrodes on the top and the bottom of the channel respectively. Later another type of
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device with two opposite electrodes on the same horizontal plane was developed. Figure 4.1
illustrates two types of designs of micro CE chip. Both types of the devices are successfully
microfabricated in our cleanroom. This chapter will provide a detailed discussion of the
microfabrication process.

Figure 4.1: Two designs of microfluidic channels. (a) Design with top and bottom electrodes (b) design with
horizontal opposite electrodes.

Perhaps the best approach for illustrating the microchip fabrication is to start with the
basic introduction of microfabrication. As is known, a method for micro patterning is critical for
any type of microfabrication. This method will be the basis for transferring a design of optical,
electrical, or fluid elements from a computer-drawn design onto real surfaces.

The ideal

patterning method should be very high speed and capable of producing on-wafer features with
high resolutions, exactly like those drawn on the computer, no matter how small those features
could be. However, there are always tradeoffs in reality, and either the production speed or the
cost for resolution has to be sacrificed. The microfabrication method discussed in this chapter
involves transferring a pattern into a thin layer through mask, a thin film of material deposited on
a substrate and etching of thin film. We will start with photolithography and discuss about other
microfabrication techniques that are used in the micro CE device fabrication as follows.
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4.1

Photolithography

Photolithography is the process of transferring patterns from a photomask to a thin layer
of radiation-sensitive material (i.e. photoresist) spread over the surface of a substrate. Typically
UV light is used to chemically alter the photoresist, making it susceptible to removal in a
chemical solution (i.e. developer). Photolithography is the pattern transfer process used in
semiconductor manufacturing and for almost every aspect of MEMS, lab-on-a-chip, and
optofluidic devices.
Typical photolithography can be described as a step-by-step procedure as follows [8182]. This procedure is illustrated in Figure 4.2 and consists of the following sequential steps:
1. Cleaning and preparation of wafer. Solvent and acid solutions are used to remove organic or
metallic residue from surface. A dehydration bake is also performed to drive water off the
surface.
2. Apply adhesion promoter hexamethyldisilazane (HMDS) and photoresist to wafer.
Photoresist is applied through spin coating to produce a uniformly thick layer.
3. Soft bake. The photoresist is still liquid until this heating step and it solidifies when solvent
is evaporated from the photoresist film.
4. Mask and exposure. Portions of the wafer are covered with a photomask and then the entire
surface is exposed to ultraviolet (UV) light.
5. Developing. A post-exposure bake is performed and then the wafer is placed in a developing
solution.
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Figure 4.2: Basic lithography procedure. (a) Spin the photoresist onto the wafer (b) soft bake (c) expose (d)
develop pattern in the developer.

In a “positive” lithography process, the portions of the photoresist that are exposed to
light become soluble in the developer and are removed from the wafer surface. In a “negative”
process, exposed photoresist becomes insoluble in the developer while the unexposed photoresist
is removed. Figure 4.3 shows the pattern transfer of positive and negative photoresist.
The mask used in the photolithography consists of a fused silica substrate covered with a
chrome layer. Patterns on masks are normally designed by computer layout programs (e.g.
Cadence, L-Edit). The digital data from design files then drive a pattern generator. These
machines often employ electron-beam writing to open up windows in an electron radiation
sensitive chemical coated over the photomask’s chrome layer. Exposed portions of chrome are
then chemically removed to reproduce the pattern drawn on the computer [83]. Photomasks can
be commercially obtained from a number of vendors.
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Figure 4.3: Details of lithographic pattern transfer process. (A) Pattern transfer with positive photoresist (B)
pattern transfer with negative photoresist.

4.2

Thin film deposition

A thin film of a variety of materials can be deposited on the substrate, forming different
structures. A wide range of deposition methods have been employed, such as thermal or electron
beam evaporation, chemical vapor deposition (CVD), physical vapor deposition (PVD) and
sputtering. In the following sections, thin film deposition methods used in the microfabrication
of our micro devices will be introduced.
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4.2.1

Evaporation

Evaporation is a simple film deposition technology and can be used to deposit most solid
state materials [84]. As shown in Figure 4.4, the source material is heated in high vacuum until it
is evaporated. Evaporated atoms rise from the source in a cone-shaped vapor cloud and then
condense back to a solid state when they encounter a surface. Substrate wafers are typically
placed at specific angles so that condensing vapor deposits almost uniformly across the surface.
To increase film uniformity, a planetary system is used which spins the wafers with two degrees
of rotation within the evaporated material cloud.
There are two primary types of evaporation sources: thermal evaporation and electron
beam (e-beam) evaporation [85]. In a thermal evaporation system, Joule heating via a refractory
metal element melts the material source. Low melting-point metals, such as gold and aluminum
can easily be deposited with a thermal evaporation source. Electron beam sources are somewhat
more flexible and can used with a larger number of materials. This type of source heats the
material by using a high energy electron beam, so that heating is not limited by the melting point
of a heater element. Even high melting-point materials such as refractory metals can be
evaporated.
Advantages of evaporation include its simplicity and low cost to implement. Deposition
rate does not depend on film thickness and is typically around 5 nm per second (or faster). Most
elemental metals can be evaporated along with a select number of insulators (Al2O3 and SiO for
example). Disadvantages to evaporation relate to the melting of the source material. At the
required high temperature, the source can be easily contaminated. Alloys are also challenging to
evaporate from a single melted source because one element will inevitably have a higher vapor
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pressure than another at a given temperature, resulting in a deposited alloy with different
composition than the source.

Figure 4.4: Schematic of thermal and e-beam evaporator system.

4.2.2

Plasma-enhanced chemical vapor deposition (PECVD)

Chemical vapor deposition (CVD) is a method which is widely practiced for depositing
thin films on substrates. In a CVD process, a gas phase chemical reaction occurs to produce
reactants depositing on wafers to form a solid film. PECVD is a process that utilizes plasma to
enhance chemical reaction rates of process gases. Figure 4.5 illustrates a typical plasma reactor
system for PECVD. The plasma is created by applying RF (AC) frequency or DC discharge
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between two electrodes, while the space between them is filled with reacting gases. Different
from LPCVD, the energy for the PECVD process is provided by plasma power rather than heat,
so that PECVD process allows deposition at lower temperatures (typically between 200 °C and
300 °C). PECVD is often used in semiconductor manufacturing to deposit films onto wafers
containing metal layers or other temperature sensitive structures.

Figure 4.5: Schematic of a PECVD system.

The most common films [86] formed by PECVD are insulating, silicon-based, insulator
dielectric materials, such as SiO2 [87], Si3N4, amorphous silicon, and polycrystalline. SiO2 can
be deposited from dichlorosilane or silane and oxygen, typically at pressures from a few hundred
mTorr to a few Torr, or from tetraethylorthosilicate (TEOS) in oxygen or oxygen-argon plasma.
Plasma-deposited silicon nitride, formed from silane and ammonia or nitrogen, is also widely
used. While PECVD can be done at relatively low temperatures, its films have more defects than
those of LPCVD or thermally grown oxide. These defects manifest themselves as scattering
sites during optical transmission and lead to faster, more uneven etching when films are exposed
to etch chemicals.
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4.2.3

Sputtering

Sputtering is a physical vapor deposition process by which atoms are dislodged from the
surface of a solid cathode as a result of collisions with high-energy particles. A basic schematic
for a sputtering system is illustrated in Figure 4.6 [88]. Both target and substrate are planar
plates. Ions are generated from an inert gas discharge and directed at the target material and the
subsequent collisions liberate atoms from the target. The sputtered atoms are then transported to
the substrate through a region of reduced pressure and condense on the substrate, forming a thin
film. Sputtering has become one of the most widely used techniques for depositing various
films, including aluminum, aluminum alloys, gold, chrome, TiW, Si, SiO2 and Si3N4. While
substrates are often heated during deposition, sputtering can be done at temperatures lower than
most CVD processes. Sputtering deposition rate does not change with film thickness and can be
as high as several nanometers per second. The process can also be very scalable, with huge
sputtering chambers and targets capable of coating hundreds of wafers at a time.

Figure 4.6: Schematics of sputtering system. (a) DC sputtering system (b) RF sputtering system.

A sputtering system can be operated with RF plasma, which helps sputter insulators more
effectively [89]. As shown in Figure 4.6, high frequency alternating current is applied to an
87

electrode so that the target is alternatively bombarded by positive ions and then negative
electrons so as to neutralize charge buildup. It is common to use generators operating at 13.56
MHz for RF sputtering systems.
Another technique involves DC current in the sputtering system [90]. An electric field is
applied between two electrodes. The electric field accelerates electrons, causing them to collide
with neutral atoms. These collisions result in ionization and the generation of ions which in turn
bombard the cathode. Atoms from the cathode will be sputtered if the energy of the bombarding
ions is large enough. DC sputtering systems work effectively for metals but not insulators (SiO2,
Al2O3, Si3N4, etc.). If we attempt to use a DC system with an insulating target, positive charges
build up on the target and effectively stop any sputtering.

4.3

Etching

Creating impressions - grooves and holes – in a surface is how we will bring about
physical changes to a substrate. These impressions may later be filled with fluid, be left to create
a cantilever, or be used to help guide light. Much of impression forming is done through etching
of one form or another. Etching using an etch mask is simultaneous, meaning that an entire
wafer’s surface is subject to etching at once.
Etching is used to chemically or physically remove layers from the surface of a wafer,
typically after an etch “mask” is coated over the wafer and windows opened up in the mask using
a micro-patterning technique. Etching is critically important to changing the physical structure
of the wafer surface and wafers may be subject to many etching steps in the production of a
sophisticated micro device.
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4.3.1

Wet etching

Wet chemical etching is the simplest type of etching and essentially consists of
immersing a wafer in a chemical solution. The mechanism for wet chemical etching involves
three basic steps: (1) transporting reactants by diffusion to the reacting surface, (2) chemical
reactions occur at the surface, and (3) the products from the surface are removed by diffusion (as
shown in Figure 4.7) [91]. In many cases, patterned photoresist works well as an etch mask.
Other situations require a more durable mask, such as SiO2, silicon nitride or even some metal
(e.g. chrome).

Etchants

Products
Reaction

Protective film

Protective film

Semiconductor/Oxide/Metal

Figure 4.7: Basic mechanisms in wet chemical etching.

Etchants encountered in microfabrication are usually acidic. For example, glasses like
SiO2 are etched using HF or BOE (buffered HF). A solution of HNO3/H3PO4/HCl is used to etch
aluminum. Every material has a unique set of etchants it will be susceptible to. Except when
etching crystals, wet chemical etching will be isotropic. This means that etchant removes
material at the same rate in all directions, leading to etching underneath a mask edge and a
rounded etch profile. Anisotropic etching such as Reactive Ion Etching means the etchant
removes material at different rates for different directions in relation to the wafer surface. Figure
4.8 shows the comparison between an isotropic and an anisotropic etching profile.
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Figure 4.8: Comparison of etching profile. (a) Isotropic etching (b) anisotropic etching.

4.3.2

Dry etching

Plasma etching is a form of plasma processing used in microfabrication. It involves a
high-speed stream of plasma of an appropriate process gas mixture shot (in pulses) at a sample.
One or more process gases are introduced at low pressure into vacuum chamber, and are excited
into plasma. The types and amount of gas used depend on the etch process. Plasma is initiated in
the system by applying a strong RF electromagnetic field. The field is usually set to a frequency
of 13.56 MHz, applied at a few hundred watts. The plasma produces energetic free radicals,
neutrally charged, that react at the surface of the wafer.
Reactive ion etching (RIE) is one of the plasma etching technologies [91]. The oscillating
electric field ionizes the gas molecules by stripping them of electrons, creating plasma. During
the process, a wafer or die is placed in the plasma etcher, and the air is evacuated from the
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process chamber using vacuum pumps. Then the process gas is introduced at low pressure, and is
excited into plasma. Gas pressure is typically maintained at low pressure (10-3~10-1 Torr) by
adjusting gas flow rates. Due to the mostly vertical delivery of reactive ions, reactive ion etching
can produce very anisotropic etch profiles, which contrast with the typically isotropic profiles
of wet chemical etching. Figure 4.9 shows a schematic of RIE. In most RIE processes, gases are
chosen so that the ion radicals chemically react with the etch surface without reacting
significantly with an etch mask.

Popular process plasmas often contain small molecules

abundant in chlorine or fluorine. For example, carbon tetrachloride (CCl4) is used to etch silicon
and aluminum, and tetrafluoromethane (CF4) and sulfur hexafluoride (SF6) are used to etch
silicon dioxide and silicon nitride.
Electrode
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Figure 4.9: Schematic of a reactive ion etcher.

4.4

Microfluidic device CAD and sacrificial core fabrication

A microfluidic device can be identified by the fact that it has one or more channels with
at least one dimension less than 1 mm. The dimensions of the channels have been shrinking over
the past few years. The width of the micro channel has dropped from hundreds of micrometers to
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merely ten micrometers or even smaller. The drive of miniaturization has pushed the limit of the
channel dimension, thus it requires highly accurate and precise microfabrication techniques.
With the technologies and equipments discussed previously in this chapter, we can produce
microfluidic devices precisely from mask designed in Cadence. As mentioned before, there are
two different microfluidic devices developed and tested. Next, we will illustrate the detailed
processing of these devices.

4.4.1

Mask design

The photomask used in our cleanroom is a 5×5 inch glass plate with one side covered by
chrome. The masks are produced in-house with a 250CC Criss-Cross Electromask Lasometric
Pattern Generator and Image Repeater Pattern Generator. The photomasks used in the
photolithography are designed with computer layout software - Cadence. Cadence is a
comprehensive computer-aided-design (CAD) software that can be run only on UNIX terminals
or PCs loaded with UNIX terminal emulators. It is widely used in the system design, logic
design, analog IC design, digital IC design and PCB design as well as other applications. In the
practice of making microfluidic devices, Cadence is used to lay out the patterns of different
components of the microfluidic device. These patterns are then saved as digital files (e.g. GDSII)
and translated by the Pattern Generator to conduct e-beam writing on the mask. Patterns are
transferred to the photomasks, forming the identical features on the wafer through the
photolithography process. Figure 4.10 shows a Cadence Virtuoso CIW and mask design inside it.
The mask design contains 20 micro devices with a 50 µm offset at the junctions of the channel
arms and channel width of 20 µm. The separation channel is 10 mm long and the other three
shorter arms are 4 mm in length. Blue squares in the design are openings at each end of the
channel arms.
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Figure 4.10: Mask designs of a micro CE device displayed in Cadence Virtuoso CIW. 50 µm offset at the
junctions of the channel arms and channel width of 20 µm. The separation channel is 10 mm long and the
other three shorter arms are 4 mm long. Metal contact area 500 μm × 500 μm.

4.4.2

Sacrificial layer method

A silicon-based semiconductor process typically includes depositing a thin layer,
patterning the layer with the desired micro features, and removing (or etching) portions of the
layer. In order to create a microfluidic device using this process, a sacrificial layer enclosed by
other deposited layers is naturally required to create a hollow structure on the substrate. Figure
93

4.11 is a brief illustration of constructing a hollow channel using the thin film and sacrificial
layer technique.

Figure 4.11: Hollow channel construction using sacrificial core technique. (a) PECVD layer deposited on glass
substrate (b) sacrificial core formed on top of PECVD layer (c) sacrificial core covered with another thick
PECVD layer (d) sacrificial core etched to make hollow channel (e) SEM picture of a hollow core channel.

An early example of creating a microfluidic device using thin-film and sacrificial layer
technologies was reported by Turner et al. in 1998. Thin films of LPCVD polysilicon and silicon
nitride, PMMA, aluminum and thermal silicon dioxide were used to create a microfluidic
structure with 100-nm-diameter pillars. The polysilicon sacrificial layer was removed by wet
etching with tetramethyl ammonium hydroxide (TMAH) through access holes that were later resealed by VLTO oxide on top of low stress LPCVD silicon nitride pillars [92]. There are several
examples of previous work that have employed the etching of sacrificial layers and
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micromachining to create hollow core microchannels. Kelly et al. and Fuentes et al. used
paraffin wax as a phase-changing sacrificial layer (PCSL) to create solvent-bonded PMMA
microfluidic devices [93-95]. An imprinted polymer substrate had its channels filled with liquid
paraffin wax, which formed a solid PCSL upon cooling. The device went through heating to
remove the liquefied paraffin wax to form the hollow channel. Koesdjojo, et al. used ice as a
sacrificial layer that prevented channel deformation when the welding solvent (dichloroethane)
was applied between the two PMMA chips during bonding [96]. One of the PMMA chip was
blank and the other had the embossed features transferred from aluminum mold through an
embossed polyetherimide (PEI) substrate. Metals were used as sacrificial layers too. Sparreboom
et al. presented a rapid etch method to surface-micromachine nanochannels with integrated noble

metal electrodes using a single metal sacrificial layer. The method used the galvanic coupling of
a chromium sacrificial layer with gold electrodes, resulting in a 10-fold increase in etch rate with
respect to conventional single metal etching [97]. Copper was also used as a sacrificial material.
Sawyer et al. built nanofluidic device by creating nanometer scale copper channels on glass
substrates and patterning gold cross channels above the copper. The metal layers were then
enclosed in a polymer layer with openings at the end of each channel. The copper layer was then
dissolved using chemical etching, leaving an open channel with embedded gold electrodes [98].
Researchers have also used thin films as sacrificial layers. Sharma et al. used a layer of
silicon dioxide sandwiched between two silicon films as the sacrificial film, which was then
etched through to the bottom silicon layer, making a deep and wide channel [99]. A piece of
PMMA was then clamped over the top of the substrate to enclose the channels. Guijt et al. used a
silicon thin film as the sacrificial material to make silicon nitride/glass capillary electrophoresis
microchannels [100]. There was a thin film of silicon nitride deposited on top of features etched
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into a silicon substrate. The silicon nitride-coated substrate was then bonded to a glass piece with
thin-film platinum electrodes and the silicon was removed from the thin-film silicon nitride layer
by back etching. Berenschot used polysilicon sandwiched by two silicon nitride layers as
sacrificial etching layer to create thin cavities and channels [101]. By combining it with
anisotropic KOH etching of a mono-Si substrate, components for fluidic systems such as Vgrooved channels, thin sandwiched channels, channel crossings and membrane filters and
injectors were micro fabricated in a single etch step.
However, these fabrication methods that employed thin film sacrificial etching were still
subject to difficulties associated with sealing a cover plate to enclose channels. To overcome this
bonding problem, several groups developed fabrication methods that used sacrificial layers to
define microchannels and form enclosing walls on top. Removal of the sacrificial material
directly provided open columns as microfluidic channels. Lee and Lin used polysilicon and
phosphosilicate glass (PSG) as sacrificial layers to create microchannels. Both sacrificial
materials were removed by chemical etching with KOH for polysilicon and HF for PSG [102].
Small etch holes opened in the channel walls provided multiple access points for the etchants
(KOH or HF) to reach polysilicon or PSG sacrificial layers, decreasing the time needed for the
removal of the sacrificial layer. Kohl’s group developed another approach using spin-on
photosensitive polycarbonate as thermally decomposable sacrificial layers. Reed et al. and
Jayachandran et al. used this method for the fabrication of air-gaps that were encapsulated by
silicon dioxide or polymers [103-104]. Abbas et al. built buried air microchannels using direct
polymerization of tetramethyldisiloxane (TMDS) on a photolithographically patterned sacrificial
layer. The channels were formed with only one lithographic mask and without bonding process
[105].
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We have explored the use of photodefinable polymers as sacrificial layers. Specifically,
we used photoresist or SU8, a photosensitive epoxy, as sacrificial cores and encapsulated them
with Plasma Enhanced Chemical Vapor Deposition (PECVD) silicon dioxide and silicon nitride
thin films to create microchannels with rectangular and arched core shaped cross sections [106110]. In addition to conductivity detection, the CE microchips made using sacrificial layer
technique also utilized optical fluorescence methods to detect the separated samples [111]. The
mechanical strength and critical failure pressure of sacrificial layer and oxide-coated channels
have been investigated [112].

4.5

Micro device fabrication

So far we have developed two types of microfluidic devices with electrical detectors that
are simply a pair of chrome thin-film electrodes positioned inside the microfluidic channel. The
detectors differ with the positioning of electrodes and the structure of the microfluidic channel
has to change accordingly to accommodate the electrodes. This structural change requires a
relatively different microfabrication processing procedure.

4.5.1

Micro CE chip with electrode on the top and the bottom

To create the microfluidic device, glass wafers were used as base substrates. The detailed
fabrication process steps are shown in Figure 4.12.
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Figure 4.12: Fabrication steps of microchannel with top and bottom electrodes. (a) Bottom electrode (b-d)
protective photoresist (e-h) sacrificial core (i-l) chrome stopper (m) oxide channel cover (n-q) micro pore etch
in the oxide channel cover (r-s) top electrode (t) hollow channel with electrodes.
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Glass wafer was cleaned with acetone, followed by IPA (Isopropyl alcohol) rinse. It then
underwent a short Nanostrip (H2SO4/H2SO5/H2O2/H2O, Cyantek, Fremont, CA) dip. After
rinsing with deionized (DI) water, a dehydration bake was performed to drive off the remaining
moisture and solvent in the ultra clean 100 oven (Lab-line instruments, Melrose Park, IL) at 120
°C for 30 minutes. A thin layer of chrome (200 nm) was deposited on the glass wafer using
Denton e-beam evaporator (Denton Vacuum, Moorestown, NJ) at the rate of about 8 Ǻ/second
and the AZ 3330 photoresist (AZ Electronic Materials USA Corp., Somerville, NJ) was spun on
the wafer at 2000 rpm for 60 seconds, yielding a 3.5-4 µm thick layer. The application of
photoresist was then followed by a soft bake at 90 °C for 1 minute. The wafer was exposed to
UV radiation from a mercury bulb at the intensity of 10 mW/cm2 for 12 seconds in a MA150 CC
Karl Suss aligner (Karl Suss America, Waterbury, VT), then the exposed photoresist was
developed in AZ300 MIF developer (AZ Electronic Materials USA Corp., Somerville, NJ) for 30
seconds. After a post exposure bake at 110 °C for 2 minutes, the deposited chrome was etched
through photolithographically patterned photoresist as an etching mask using CEP 200
microchrome etchant (HClO4/(NH4)2Ce(NO3)6, HTA Enterprises, San Jose, CA), forming the
bottom electrode.
After rinsing with DI water and dehydration bake, a Plasma Enhanced Chemical Vapor
Deposition (PECVD PlasmaLab Model DP800, Plasma Technology, MA) silicon dioxide layer
(SiO2, 500 nm) was grown on top of the wafer. To deposit the oxide, 10% silane and 14.5%
nitrous oxide were flowed into the vacuum chamber heated at 250 °C. The pressure for the oxide
recipe was 1100 mTorr so as to improve the conformity of deposition. Then the oxide was etched
by Buffered HF (NH4F/HF, Transene Company, Danvers, MA) where the top-bottom electrodes
will be formed on each device. The oxide etching mask was patterned photoresist and the

100

photolithography process was pretty much similar to that mentioned previously. After exposure
and etching, a small window was opened in the oxide on each device where the two electrodes
were to meet. Then a thin layer (<1 µm) of photoresist (AZ 3330) was patterned on top of the
chrome electrode to protect it from being corroded by the etchant used later. So far, the
photoresist used in the previous lithography processing steps was AZ 3330. Therefore, the
procedure of AZ 3330 patterning was the same with except photomasks and thickness of the
photoresist. The thickness of photoresist thin film is related to how fast it is spun onto the wafer.
Figure 4.13 shows the relationship of photoresist film thickness and spinning speed.

Figure 4.13: AZ 3330 thickness vs. spinning speed, obtained from AZ Electronic Materials (http://www.azem.com/PDFs/3300-f/az_3300-f_photoresist.pdf).

After developing the photoresist, 300 nm aluminum was deposited on top of the wafer
using thermal evaporator (CHA-600, CHA Industries, Fremont, CA) at the rate of 10Ǻ/second,
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followed by another layer of AZ 3330 photoresist patterned to define the core of the micro
channel. After the application of HMDS, soft baked at 90 °C for 1 minute, AZ 3330 was then
spun at 2000 rpm for 1 minute to create a 3.5 µm thick film. The wafer was exposed to UV
radiation at the intensity of 10 mW/cm2 for 12 seconds, and then it was developed in AZ300 MIF
developer for 30 seconds. The aluminum underneath was etched by the aluminum etchant Type
A (H3PO4/HNO3/C2H4O2, Transene, Danvers, MA) at 50 °C

for about 1 minute and the

patterned AZ 3330 photoresist was used as an etching mask. Both aluminum and AZ 3330
photoresist were the sacrificial core materials to be removed. To make a semi-circular cross
sectional channel, the photoresist was reflowed after softbake with the hotplate temperature
ramped from 90 °C up to 250 °C.
A relatively thicker layer (~4 µm) of AZ nLOF 2020 (AZ Electronic Materials USA
Corp., Somerville, NJ ) was applied, following a short period of O2 descum in Planar Etcher II
(PEII, Technics, San Jose, CA) and dehydration bake. Hexamethyldisilazane (HMDS) was spun
onto the wafer to promote adhesion of the photoresist. AZ nLOF 2020 was spin-coated at 1000
rpm for 1 minute followed by a softbake at 110 °C for 7 minutes. After UV exposure for 5
seconds, a post-exposure bake was conducted at 110 °C for another 7 minutes followed by
developing in AZ300 MIF developer for 2 minutes. Since nLOF 2020 is a negative photoresist
and a lift-off process is going to be accomplished, short exposure time and longer developing
time are preferred. After O2 descum in PEII at 200 W of RF power for 30 seconds to strip off the
residual thin film, 200 nm chrome was deposited using e-beam evaporator (Denton Vacuum,
Moorestown, NJ). The lift-off was performed by immersing the wafer in N-Methyl-2-pyrrolidone
(NMP) at 80 °C for a few hours and a short ultrasonic shake could be used during the lift-off if
necessary. The remaining chrome was the “stopper” to be used later in the RIE dry etching.
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To build the top cover of the channel, 3 µm SiO2 (deposited at 250°C) was deposited on
top of the wafer using Plasma Enhanced Chemical Vapor Deposition. It was followed by
depositions of 200 nm chrome and thick AZ 3330 photoresist film, preparing for the step in the
processing called “micropore” drilling which was a small pore with only 4 µm in diameter
drilled on top of the oxide all the way through to the chrome stopper. Chrome and photoresist
layers were used because a strong and thick etching mask was needed to protect the oxide
surrounding the micropore when RIE was used to etch directly into the small diameter
micropore. Chrome stopper was used because the etching rate of chrome by CF4 plasma,
compared to that of silicon dioxide, was relatively slow and negligible. With the same AZ 3330
photoresist recipe, the “micropore” was drilled in the photoresist. Then the chrome layer
underneath was subject to the microchrome etchant and a small pore with the same size of
micropore on the photomask was etched through the chrome. With the micropores on the etching
mask (chrome/photoresist), the wafer was placed in the Reactive Ion Etcher (RIE: Anelva RIE
DEM-451, Canon Anelva Corporation U.S.A., San Jose, CA), etching the SiO2 using CF4 plasma
at RF power of 300 W for 56 minutes. RIE etch created an anisotropic etching profile, giving a
vertical wall of micropore with high height-width ratio. Figure 4.14 shows the pictures of chrome
stopper and micropore.
After the creation of micropores on the channel, another 300 nm chrome was sputtered
onto the wafer using Denton Sputtering System (Model 14, Denton Vacuum Sputtering Systems,
Moorestown, NJ). To sputter DC Magnetron sputterable material like conductive metals, the RF
power was set to DC 500 mA. Chrome was sputtered into the micropore, covering the vertical
wall and chrome stopper at the bottom, enabling the electrical contact between the stopper and
chrome up on the surface. After Acetone/IPA cleaning, O2 descum, DI water rinsing and
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dehydration bake, a thin film of AZ 3330 was spun onto wafer with HMDS at 1000 rpm for 1
minute and exposed to UV radiation for 12 seconds. This photolithography step patterned the
features of the oxide etching mask as well as the chrome etching mask. First, the chrome was
etched by chrome etchant then the oxide below was etched by buffered HF (BOE) as well. It
defined the open window at the end of every arm of the channel so that the sacrificial core of the
channel could be removed from each end. The removal of sacrificial core materials (photoresist
AZ 3330 and aluminum) was performed using the Aqua Regia (HNO3 : HCl = 1:2) at 120 °C for
2 days followed by immersing in nanostrip (H2SO4/ H2SO5/H2O2/H2O, Cyantek, Fremont, CA) at
90 °C for 3-4 days. Aqua Regia rapidly etched the aluminum so that it could create some more
space for nanostrip to flow into the channel, encouraging the photoresist etch. Then after
immersing and rinsing in DI water, another photoresist thin film was patterned to define the top
electrodes. The photoresist recipe remained the same and the top chrome was etched to define
the top electrode on each channel. Next came the last step of the whole process, a window was
opened in the photoresist to expose the bottom electrode covered by the thick silicon dioxide.
Through this opened window, Buffer HF (BOE) can etch the oxide to uncover the electrode
underneath for each channel. The channels were then be ready for mounting reservoirs and
connecting conductive wires after DI wafer immersing and rinsing. After following all the steps
illustrated above, we were able to create the micro devices capable of electrical conductivity
measurements inside the micro channel.
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Figure 4.14: (a) nLOF 2020 patterned on the channel (b) chrome stopper on the channel after lift-off (c)
chrome etching mask for micropore drilling (d) micropore drilled on top of the channel in the cover oxide
with chrome etching mask.

4.5.2

Micro CE chip with horizontal opposite electrodes

The processing procedure for creating this design was similar to the last one, but it was
relatively simpler. This design changed the positioning of the electrodes from top-to-bottom
layout to parallel-opposite layout, which dramatically decreased the number of processing steps
and simplified the whole procedure. The detailed fabrication process steps are shown in Figure
4.16.
Glass wafers were still used as substrates. The first step was the deposition of a chrome
film on the wafer to make a pair of conductivity electrodes. The wafer was cleaned with acetone,
followed by IPA rinse. It was then subject to a short Nanostrip dip. After rinsing with deionized
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water, a dehydration bake was performed to drive off the remaining moisture and solvent in the
ultra clean 100 oven (Lab-line instruments, Melrose Park, IL) at 150 °C for 30 minutes. HMDS
was then spun onto the wafer at 3000 rpm for 30 seconds to promote adhesion of the photoresist.
After the HMDS coating, AZ 3330 photoresist was spin-coated onto the wafer at 1000 rpm for 1
minute. The application of photoresist was then followed by a soft bake at 90 °C for 1 minute.
The wafer was exposed to UV radiation from a mercury bulb at the intensity of 10 mW/cm2 for
12 seconds in a MA150 CC Karl Suss aligner (Karl Suss America, Waterbury, VT), and then the
exposed photoresist was developed in AZ300 MIF developer (AZ Electronic Materials USA
Corp., Somerville, NJ) for 30-60 seconds. The developed wafer was soft baked at 90 °C for
another 1 minute and placed in an O2 plasma descum in Planer Etcher II (PEII, Technics, San
Jose, CA) at 200 W of RF power for 20 seconds, cleaning the wafer-evaporated-metal interface.
A thin layer of chrome (200 nm) was deposited on glass wafer using Denton e-beam evaporator
(Denton Vacuum, Moorestown, NJ) at the rate of 8Ǻ/second, then the wafer was immersed in the
acetone/IPA mixture (3:1). AZ 3330 photoresist was rapidly dissolved by the mixture, lifting off
unwanted chrome. The lift-off step created the electrodes pair near the end of the separation
channel. The wafer immersed in acetone could be subject to ultrasonic shaking to expedite the
lift-off process, if necessary. After electrodes lift-off, a thin layer of PECVD silicon dioxide
(SiO2 ~100 nm, deposited at 250 °C) was deposited on top of the wafer to protect the electrodes.
As shown in Figure 4.14(d), the electrodes do not directly contact the fluid inside the channel
and are capacitively coupled through the oxide passivation layer.
After thorough cleaning by acetone/IPA and O2 descum, a dehydration bake was
performed at 150 °C for 30 minutes. Following the application of adhesion promoter HMDS, a
new photoresist AZ P4620 (AZ Electronic Materials USA Corp., Somerville, NJ) was spun onto
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the wafer at 3200 rpm for 30 seconds (acceleration 1100) then at 6000 rpm for another 2 seconds
(acceleration 6080). The wafer was soft baked at 70 °C for 1 minute, at 100 ºC for 1 minute and
at 120 ºC for another 1 minute. Then it was allowed to cool down for 5 minutes. After 30
seconds UV exposure at the intensity of 10 mW/cm2 in the aligner, the exposed photoresist was
developed in the diluted (1:4) AZ 400K developer (AZ Electronic Materials USA Corp.,
Somerville, NJ) for 5 minutes. The developed photoresist was then reflowed by heating at 105
°C for 5 minutes, ramping up to 120 °C and keeping at 120 °C for another 5 minutes. This step
creates the semi-circular sacrificial core of the micro channel, which has four arms with different
lengths. The three shorter arms of the channel are 4 mm long and the other longer one, inside
which the capillary electrophoresis separation will be performed, is 10 mm in length. Figure 4.15
shows the surface profile of reflowed photoresist core obtained by profilometer (Model: Alphastep 200, Tencor Instruments, Milpitas, CA).
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Figure 4.15: Surface profile of a reflowed photoresist core obtained on profilometer.
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Another PECVD silicon dioxide (SiO2) layer (3000 nm) was grown on top of the wafer to
cover the core of the channel. To deposit the oxide, 9% silane and 17% nitrous oxide were
flowed into the vacuum chamber and heated at 130 °C. The pressure for the oxide recipe was 500
mTorr and the RF power was 4% so as to improve the conformity of deposition at such a low
temperature. The low temperature oxide was chosen so that the sacrificial photoresist would not
be hardened during the oxide deposition, allowing us to remove it with a solvent.
AZ 3330 photoresist was used again to form the etching mask for the oxide etching. This
step opens windows in the oxide at the ends of the microchannels and at metal pads connected to
the two electrode contacts. The opened windows allowed buffered hydrofluoric acid (BOE) to
etch the uncovered oxide so that the core of the channel and electrodes were exposed. Following
the wafer surface cleaning and dehydration bake, HMDS was spun onto the wafer at 3000 rpm
for 30 seconds to promote adhesion of the photoresist. After the application of HMDS, AZ 3330
photoresist was spin-coated onto the wafer at 1000 rpm for 1 minute, followed by a soft bake at
90 °C for 1 minute. The photoresist was exposed to UV radiation at the intensity of 10 mW/cm2
for 12 seconds in the aligner then developed in AZ300 MIF developer for 60 seconds. By
immersing the wafer in buffered HF for 100 seconds, oxide was etched through open windows in
the photoresist. After DI water rinse, the wafer was immersed in the acetone/IPA mixture (3:1)
for 24 hours to dissolve the sacrificial core photoresist (AZ P4620). The wafer was later
immersed in Nanostrip to clear the residual photoresist inside the channel, improving the
hydrophilic properties of the channel, and enabling aqueous solutions to flow through the
channels more easily. The channels were then ready for mounting reservoirs and connecting
conductive wires after DI water immersing and rinsing.
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A different channel structure can be made to enhance the strength and integrity of the
channel. Instead of growing 3 µm low temperature SiO2, 2 µm high temperature (250 °C) oxide
were deposited on 1 µm low temperature oxide which was grown using the same recipe
mentioned above. The high temperature oxide has less stress than the low temperature one and
tends to stay strong after deposition. To deposit the high temperature oxide, 9% silane and 17%
nitrous oxide were flowed into the vacuum chamber heated at 250 °C with RF power 3%. The
pressure for the oxide recipe was set 600 mTorr to improve the conformity of deposition.
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Figure 4.16: Fabrication steps of microchannel with horizontally opposite electrodes. (a-c) Electrodes lift-off
(d) thin oxide coated on electrodes (e-f) reflowed sacrificial core (g) thick oxidedeposited on the wafer (h-j)
electrodes exposure (k) hollow channel with electrodes.
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5

CONDUCTIVITY MEASUREMENTS ON MICRO CHIP

In this chapter, conductivity detection methods for capillary electrophoresis (CE) and
microchip CE are discussed and detailed experiments conducted using this method in microfabricated devices are described. The schematic of the micro CE system is illustrated and the
equivalent circuit is analyzed. The experimental results (i.e., electropherograms of small ions)
are also shown in this chapter and the signal-to-noise ratio of sodium and calcium ions is
calculated. The detection limit is determined to be as good as those previously reported for
conductivity detection.

5.1

Principles of conductivity detection in CE

In general, conductivity detection is based on the application of alternating current (AC)
voltage at a frequency ranging from kHz to MHz between two electrodes. The electrodes are
either in direct contact or capacitively coupled with the electrolyte. By applying the electric
voltage across the electrodes, the ions in solution will move by a force along the field in a
direction opposite to their charge. The resulting electric current, which is inversely proportional
to the resistance or proportional to conductance of the solution between the electrodes according
to Ohm's law, is measured and yields the resistivity or conductivity. The conductivity is related
to the flow of charges in the electric field and its magnitude is dependent on the ion
concentration, mobility, ionic charge and temperature. The total conductivity σ of a sample
solution consists of a number of completely dissolved ionic constituents, given by:
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σ=

1 n
∑ ci zi λi ,
103 i =1

(5.1)

where ci is the molar concentration of the ionic species i in solution, zi is the charge number
(negative for cations and positive for anions), and λi is the individual ionic equivalent
conductance. Variance in molar concentration or mobility of any arbitrary ionic species will
result in a change in conductivity. Change in temperature will also affect factors such as ion
dissociation and solution equilibrium. The application of AC voltage is critical in conductivity
detection because DC voltage would lead to polarization and charge transfer reactions
(electrolysis) at the electrodes. AC can eliminate the polarization and electrolysis effects because
the current flows in one direction in one half of the cycle while in the opposite direction in the
subsequent half of cycle. In addition, AC conductivity/impedance measurement has an advantage
that capacitive effects at the electrode-solution interface can be minimized at a higher frequency
starting from 1 kHz.
Conductivity detection in CE is based on the conductance change between the migrating
zones. For example, the background electrolyte (BGE) contains all the relevant ionic species
such as E+ and E-. The conductance of BGE, GBGE, depends on the equivalent conductivities of
E+ and E-, σ E + and σ E − ; their concentrations in BGE CE + and CE − ; and the degrees of dissociation.
The analyte zone contains an anionic analyte A- with a conductance of GS. The conductance is
determined by the concentration of the BGE ionic species and the concentration of analyte A-, as
well as their equivalent conductivities. The difference between GBGE and GS, ΔG, can be
measured as detector signal of the sample zone, as given in equation(5.2):
ΔG = GS − GBGE .

(5.2)

In the review authored by Šolínová et al. [113], ΔG can be written as the following equation:
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ΔG = GS − GBGE =

c A− ( μ A− − μ E − )( μ A− + μ E + )

μA

⋅

−

F
,
10−3 K

(5.3)

where c A− is the concentration of anionic analyte A-, μ A− , μ E + and μ E − are electrophoretic
mobilities of respective ions, F is the Faraday constant and K is detection cell constant which
depends on the area of electrode and the distance between the electrodes. Similarly, for the case
of cationic analyte A+, the difference between GBGE and GS, ΔG, can be given by the equation
with the same form as:
ΔG = GS − GBGE =

c A+ ( μ A+ − μ E + )( μ A+ + μ E − )

μA

+

⋅

F
,
10−3 K

(5.4)

where c A+ is the concentration of anionic analyte A+ and μ A+ is the electrophoretic mobility of
the cation. These two equations clearly show the sensitivity of conductivity detection is directly
proportional to the difference in mobilities between analyte and background co-ion and
applicable to all charge-carrying compounds. Therefore, in order to achieve maximum sensitivity
of conductivity detection, i.e. highest signal-to-noise ration (S/N), the background electrolyte
(BGE) should be composed of co-ions and counter-ions whose mobilities differ as much as
possible from the mobilities of the sample ions. However, the efficiency of CE separations is
lowered because the electromigration dispersion is minimized when the difference of mobilities
between analyte ion and BGE co-ion is minimized. With the increasing difference between
sample ions and BGE co-ions, the peak symmetry and separation efficiency are dropping. Thus,
in practice of conductivity detection, a compromise between detection sensitivity and separation
efficiency has to be made in selecting BGE composition.
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5.1.1

Contact conductivity detection in CE

Contact conductivity detection is a type of electric conductivity measurement detection in
which the sensing electrodes are directly in contact with the measured solution. Contact
conductivity detection in CE is implemented either in on-column or in end-column mode. In the
on-column mode, two micro electrodes are fixed in the micro holes drilled through the capillary
wall, while in the end-column mode one of the micro electrodes is positioned at the capillary
outlet and the other is positioned close to the first electrode. The first on-column conductivity
detector for CZE was developed by Huang et al. [114]. They aligned and sealed platinum microgauge wires in two diametrically positioned holes that were laser-drilled in the fused silica
capillary wall. The wires acted as a direct contact conductivity detector. These authors later
developed an end-column conductivity detector [115]. The platinum micro electrode was
centered at the capillary outlet and held by epoxy in the protective plastic jacket, which was
placed inside the outlet reservoir with the grounding electrode. The conductivity measurement
was carried out between the sensing micro electrode and the grounding electrode at an AC
signal, which was the same as that used for the on-column detection. In general, the contact
conductivity detection method has been explored and developed since then and contact
conductivity detectors could be commercially obtained for conductivity detection in CE devices.

5.1.2

Contactless conductivity detection in CE

Contactless conductivity detection, or more exactly, capacitively coupled contactless
conductivity detection (C4D) is a type of electric conductivity measurement detection in which
the electrodes are not in direct contact with the measured solution. Contactless conductivity was
a very popular analytical approach in the 1960s and 1970s and is widely used for non-invasive
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detection now. The development of miniaturization of the conductance cell was applied to liquid
flow, allowing for the development of this type of detection for high performance liquid
chromatography and flow injection analysis. In a historical perspective, the first examples of
contactless conductivity detection in electro-separations appeared in the 1980s with the work of
Gas et al. [116] and Vacik et al. [117] for detection in isotachophoresis. Then there were no
major improvements to this technique until Zemann et al. [118] and Fracassi da Silva and do
Lago [119] proposed the application of contactless conductivity detection in capillary zone
electrophoresis in 1998. In the approach of Zemann et al., two capacitively coupled tubular
electrodes were placed cylindrically around the outer surface of the fused silica capillary. The
electrodes of 30 mm in length, with a gap of 2 mm in between, were connected to an oscillator
through a resistor. The electrodes formed a cylindrical capacitor, and the electric conductivity of
the solution in the gap between the electrodes was measured. A high audio or low ultrasonic
frequency for coupling of the AC voltage was used in order to minimize the influence of
reactance of the liquid. The limit of detection was determined to be 200 ppb for inorganic
sodium cation and chloride anion. In the design by da Silva and do Lago, the ring-shaped
electrodes of 2 mm, with a gap of 1 mm in between were painted directly on the outer capillary
wall with a ground plane inserted between the two sensing electrodes. A function generator was
used to apply a sinusoidal signal on one of the electrodes and the other one was connected to a
current-to-voltage converter. The rectified signal was proportional to the admittance of the
detection cell, which was a function of the solution conductivity in the vicinity of the electrodes.
Electrophoretic separations of alkaline and alkaline-earth cations were performed. The limit of
detection for lithium was 1.5 μM and there was good linearity up to 2 mM.
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Thereafter, approaches with different electrode arrangements were attempted by several
research groups, involving modifications and refinements of both mechanical and electronic
parts of contactless conductivity detectors. Tůma et al. developed another new prototype of
contactless conductivity detector using aluminum foil strips as electrodes [120]. The foil strips
formed semi-tubular electrodes between two Plexiglass plates, one of which was fixed and the
other was movable and detachable. This construction allowed for a simple exchange of the
separation capillary and easier connection of individual electrodes with the detector electronics.
The semi-tubular electrode detector was tested and the performance of the detector demonstrated
that quantitative and qualitative parameters of this design were comparable to those achieved by
tubular electrode detector. Kubáň et al. developed a contactless conductometric detection system
for CE with a flexible detection cell for the simultaneous determination of inorganic and organic
anions and cations in rain, water and earth samples [121-122]. The detection system consisted of
two tubular silver electrodes sandwiching a thick copper foil. The samples were injected from
both ends of the capillary and detection was performed at 290 kHz AC voltage, with detection
limit determined simultaneously.

5.1.3

Contactless conductivity detection on CE chip

A wide variety of detection methods have been employed in the chip-based CE devices,
such as fluorescence [123-124], mass-spectroscopy [125-126] and electrochemistry [62, 127]. Of
these methods, conductivity detection offers high sensitivity, intrinsic miniaturization capability,
compatibility with current microfabrication technologies and low cost. Conductivity detectors
can be integrated in the microfluidic CE devices and implement the detection at a signal of small
amplitude on the same chip, showing significant advantages over bulky, power-consuming
optical detection methods. While historically not as sensitive as optical detection techniques, it
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still reveals itself that conductivity can provide reasonable sensitivity in a platform immediately
integratable with transistor circuitry on silicon wafers.
Laugere et al. developed the first contactless conductivity detection system with
capacitively coupled two and four electrodes conductivity detector fabricated as a glass dip-stick
in 2001 [128]. Separation and conductivity detection were performed in a 150 μm microchannel
and the silver electrodes were covered by silicon carbide thin layer on the glass chip. These
authors experimentally confirmed the theoretical models of capacitively coupled 2- and 4electrode liquid conductivity detectors. Capacitively coupled 2-electrode setup was demonstrated
to be suitable for CE application. However, the linearity and the sensitivity were under the
influence of the properties of the insulating layer covering the metal electrodes. Lichtenberg et
al. developed four-electrode contactless conductivity detection for microchip CE [129]. These
authors constructed platinum electrodes in recesses in-plane with the microchannel network after
glass etching, allowing for precise positioning and batch fabrication of the electrodes. A thin
glass wall of 10-15 μm separated the electrodes and the buffer electrolyte in the separation
channel to achieve the electrical insulation. The electrodes were placed perpendicular to the
microchannel and 400 μm in distance from adjacent ones. The four electrodes were all 100 μm in
length with two inner electrodes 30 μm wide and two outer ones 20 μm wide. The operating
frequency was 10-100 kHz and applied voltage was 15 Vpp. The optimum frequency (58 kHz)
was determined by running 20 mM MES/His buffer and finding the peak height at each
frequency. The device was characterized in terms of sensitivity and linearity of response and
tested using samples containing up to three small cations (K+, Li+ and Na+).
In 2001 Tůma et al. reported that contactless conductivity detection electrodes for CE did
not have to be tubular, but they could be constructed as semi-tubular without obvious influence
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on detection performance [120]. This opened a door to new types of contactless conductivity
detection in microchip CE. Pumera et al. developed a new design of planar electrodes on top of
the microchip lid along the channel [130]. Two planar aluminum film electrodes were placed 1.5
mm from each other on the outer side of a PMMA microchip without contacting the solution and
measured the impedance of the solution in the separation channel. Frequencies and amplitudes of
applied voltage were tested and optimized for more favorable signal-to-noise ratio. A 200 kHz, 5
Vpp AC voltage was chosen for most favorable signal-to-background characteristics. A linear
range of 3 orders of magnitude (from 20 μM to 7 mM) was obtained for lithium and fluoride.
Limits of detection of 2.8, 5.8, 5.1, 6.4 and 8.1 μM were estimated for potassium, sodium,
sulfate, chloride, and fluoride based on the S/N characteristics of the response of the mixture.
Further lowering of the detection limits, to 1.2 and 2.0 μM for potassium and sodium, was
observed with the buffer concentration lowered from 20 mM to 10 mM. Later it was found that
the response of the contactless conductivity detection was strongly dependent on the waveform
of the applied voltage, and the sine wave was proved to offer better signal-to-noise ratio than the
square and triangle waveforms [131]. The details about the detection cell geometry and operating
parameters were also explored by Kubáň and Hauser [132]. They concluded that it could be
possible to improve the sensitivity of contactless conductivity detection by applying higher
excitation voltage at lower frequency even though it could lead to a larger gap between the
electrodes in order to reduce stray capacitance.
Guijt et al. first integrated contactless conductivity detection electrodes in column [133].
The glass microchip structure consisted of a 6 cm etched channel with silicon nitride covered
walls, with a cross section area of 20 μm × 70 μm. Inside the channel, the sensing electrodes
were covered by a 30 nm silicon carbide (SiC) layer to enable capacitive coupling with the liquid
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inside the channel, as well as to prevent interference of the applied separation field. The detector
response was found to be linear over the concentration range from 20 μM to 2 mM. Silicon
carbide coating stability was limited to relatively low separation field (50 V/cm) and long
analysis time was required. Later these authors were able to improve their design so that it could
withstand a higher separation field (250 V/cm, 1500 V over a 6 cm long separation channel)
[134]. A 6 cm long, 70 μm wide and 20 μm deep channel was etched in a glass substrate that was
bonded to a second glass substrate in order to form a sealed channel. Four contactless electrodes
(600 nm sputtered aluminum covered by a 30 nm silicon carbide layer) were deposited and
patterned on the second glass substrate for on-chip contactless conductivity detection. The fourelectrode configuration allowed for sensitive detection for varying carrier electrolyte background
conductivity without adjusting the measurement frequency. Contactless conductivity detection
was performed in either a two- or a four-electrode configuration. Inorganic ions (K+, Na+ and
Li+) and organic acids (fumaric, citric, succinic, pyruvic, acetic and lactic) were separated and
the optimal frequency was found to be 10 kHz. Detection limit as low as 5 μM for potassium was
obtained as well as 10 μM for sodium and 15 μM for lithium.

5.2

Microchip CE system and circuit

We have been able to build our own micro CE chip in our cleanroom. The detailed
fabrication process is discussed in Chapter 4. After the microfabrication process, the glass wafer
was diced into small chips by an automatic dicing saw (DAD320, Disco Hi-Tec America, Inc.,
Santa Clara, CA). The chip size was 20.125 mm by 14.8 mm. The microchip has a double-T
injector design with a 50 µm long offset at the arm intersection. The three shorter arms of the
microchip channel are 4 mm long and the longer one, inside which the chemical separation is

119

performed, is 10 mm in length as illustrated in Figure 5.1(a). Gold plated crimp tubes (Beadalon
JFCT4G-1.5G) were used as reservoirs at the open ends of the channels where marine epoxy
(Loctite 01-35210) was used to secure the reservoirs to the chip. Silver epoxy (M. E. Taylor
Engineering, Inc. Part #SE) was used on the exposed electrodes to establish a direct electrical
contact with copper wire (AWG Gauge 33) connected to a trans-impedance amplifier (TIA,
Princeton Applied Research Model 181) and signal generator (Agilent 33250A). A PDMS pad,
in which two holes are drilled, was used as a supportive structure to hold the wires and silver
epoxy. Figure 5.2 shows a photograph and microscopic images of the critical features of the chip.

Figure 5.1: (a) Schematic of experimental setup (b) equivalent circuit of conductivity measurement.

The schematic of our experimental separation setup is shown in Figure 5.1(a) and the
equivalent electrical circuit is shown in Figure 5.1(b). In the circuit diagram Rs and Cs represent
the resistance and capacitance of the fluid inside the channel. CT is the capacitance of the two
capacitors Ce and Cf in series, where Ce is the capacitance between the fluid and the chrome
electrode (created by the thin oxide coating) and Cf is an external capacitor connected off the
chip. Therefore the total impedance of this circuit is given by:
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Z=

⎛ 1
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⎠

(5.5)

where 1 = 1 + 1 . CT is relatively large in capacitance, giving a very small and negligible
CT

Ce

Cf

impedance at the sensing frequency of 250 kHz. Cs is also very small meaning that ωRsCs is
much smaller than 1 at this frequency and therefore the magnitude of total impedance Z is
strongly dependent on Rs, hence the resistance of the electrolyte solution, given by:
Z =

1 + ω 2 Rs2Cs2
Rs
= Rs
≈ Rs .
1 + jω Rs Cs
1 − ω 2 Rs2Cs2

(5.6)

The resulting current magnitude is the applied AC voltage divided by the complex impedance Z,
given by:

I=i =

V
=
Z

V
Rs
1 + jω Rs Cs

≈

U
∝σ .
Rs

(5.7)

The current flowing into the TIA, and then amplified and passed into the data-acquisition system,
is proportional to the reciprocal of Rs, hence proportional to the conductivity of the electrolyte
solution.
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Figure 5.2: Microscopic images of a microchip. Top left: electrodes inside the channel. Top right: double-T
injector. Bottom: photograph of a microchip with reservoirs and wires.

5.3

System control and data acquisition

The micro CE system is controlled by a National Instruments LabVIEW 8.0 program
running on a computer, which mainly performs two functions:
1. Signal generation - communication with signal generator.
2. Data acquisition - communication with data acquisition card (DAQ).
Figure 5.3 illustrates the process diagram of the signal measurements in the micro CE system. A
computer with National Instruments LabVIEW controlled the signal generation, data collection
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and storage every 30 milliseconds. The signal generator (Agilent 33250A, Agilent Technologies,
Santa Clara, CA) was interfaced via a GPIB cable to the GPIB adaptor installed in the computer.
First, the signal generator was initialized for further functioning by a LabVIEW module that was
included in a NI approved equipment driver library (Ag33xxx.lib). Then the LabVIEW module,
also included this driver library, controlled the magnitude, frequency and waveform of the
generated signal. The signal to be measured was amplified by a trans-impedance amplifier (TIA,
Model 181, Princeton Applied Research, Oak Ridge, Tennessee) and the measurements were
performed by a National Instruments PCI-6110 data acquisition card (National Instruments,
Austin, Texas). The DAQ Assistant function module in LabVIEW signal processing controlled
the sampling rate, number of sampling points and the analog measurements of the data. The data
of measured voltage on the electrodes and time were collected and stored in a spreadsheet for
further analysis. A timed loop structure was used to execute the measurement of each data point
with precise timing. The flow diagram of LabVIEW program is illustrated in Figure 5.3 and a
diagram of the experimental setup is illustrated in Figure 5.4. Figure 5.5 shows the
implementation of the LabVIEW program with both the front panel layout and the block
diagram. On the front panel, there are inputs such as sampling number and rate, VISA resource
name and signal characteristics as well as number of steps, total running time and timed loop
constant. In the block diagram, there is a Select Signal module that chooses the right channel of
data from the comprehensive data acquired by the DAQ assistant function module.
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Figure 5.3: Flow diagram of LabVIEW program.

Figure 5.4: Diagram of experimental setup and system control.
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Figure 5.5: LabVIEW program of experimental system. (a) Front panel (b) block diagram.
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In the experiments, a 1 Vrms 250 kHz sinusoidal signal was applied at one electrode and
the resulting current signal on the other electrode was detected and measured through the
current-sensitive amplifier by the National Instruments PCI-6110 data acquisition card. The
sampling rate of data acquisition card and the number of samples varied according to the
frequency of applied sinusoidal signal. In our experiments, the sampling rate was 2.5 MHz and
number of samples was 5000 for each point of data. There were two slightly different methods of
collecting and recording data. Measured raw data were either written to the spreadsheet after a
spectral analysis performed by a LabVIEW spectrum function module, or the data were directly
written to the spreadsheet without any processing. The latter method was frequently used in our
experiments. Measured raw data were then processed using FFT in MATLAB to find the peak at
the frequency of 250 kHz in spectrum. The results were subsequently post-processed by a bandstop and a low-pass Butterworth filter from the signal processing toolbox in MATLAB,
suppressing the baseline noise.

5.4

Experiments and results

Sodium chloride and calcium chloride at different molar concentrations were separated
by our CE microchip. The cation concentrations ranged from 1 µM to 1 mM. 5 mM 2-(Nmorpholino)ethanesulfonic acid (MES)/L-Histidine (His) buffer was used to maintain the
solution’s pH value at around 6.0. Soap was used as a surfactant, and the capillary wall coating
in the CE experiments controlled the EOF. As illustrated in Figure 5.6, to perform a separation,
reservoirs 1, 3 and 4 were filled with the MES/His buffer solution and reservoir 2 was filled with
the buffer/analyte solution. To move the sample from the reservoir into the sample injector,
reservoirs 1, 2 and 3 were grounded and a voltage of -500 V was applied to reservoir 4.
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Separation of the injected sample was achieved by grounding reservoir 3, applying 560 V to
reservoirs 2 and 4, and applying 800 V to reservoir 1.
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Figure 5.6: Voltage setup on chip during CE experiments. (a) Injection mode (b) run mode.

In our experiments, we found that the electrical measurements were stable at a variety of
frequencies ranging from 1 kHz to 1 MHz. We carried out long (30 minutes) electrical
measurements of background electrolyte in micro CE chips. We filled the microfluidic channel
with MES/His buffer and applied high DC voltage to the reservoirs, and we measured the electric
signal using our oxide-covered electrodes at an AC voltage of varying frequencies. We found
that at 250 kHz the measured signal was stable with an RSD of 1.1%. At that frequency, we also
found the measured signal of background electrolyte yielded a relatively smaller variance.
Figure 5.7 shows electropherograms of a 100 μM sodium and calcium solution at two
different separation voltages (the voltage applied between reservoir 1 and 3). At 800 V
separation voltage, the migration time for sodium was 5.9 seconds and 11.0 seconds for calcium.
At 970 V separation voltage, the migration time was 4.8 seconds for sodium and 8.8 seconds for
calcium. The migration time for ions decreased as the separation voltage increased, consistent
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with theory. The peak in the electropherogram at t = 0, the time of switching from inject to run
mode, was present in all the electropherograms obtained and served to mark the start of
separation. As seen in Figure 5.7, the measured current signals were all normalized to be
between 0 and 1, following equation (5.8):
Dnormalized =

D − Daverage
Dmax − Daverage

,

(5.8)

where D represents each data point, Dmax represents the maximum of data and Daverage represents
the average of data. All the measurements shown in the following figures are normalized using
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the same formula.
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Figure 5.7: Electropherograms of 100 μM sodium and calcium. Top: separation voltage of 800 V. Bottom:
separation voltage of 970 V.
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Separations of ions at different molar concentrations were also carried out to determine
the relationship between the measured electrical signal and the molar concentration of ions. The
first test was a CE separation of 1 mM sodium and 10 μM calcium ions, as shown in Figure 5.8.
The normalized signal height of calcium was only 23% of that of sodium. The second test was a
series of different separations where sodium and calcium cations had equal molar concentrations.
The corresponding normalized detected electrical signals for the electropherograms are shown in
Figure 5.9. In each test, a similar electropherogram was obtained. The migration times for
sodium ion at concentrations ranging from 1 µM to 1 mM are 3.2, 3.7, 2.4 and 2.7 seconds, with
RSD equal to 19%. The migration times for calcium at those concentrations are 7.3, 8.6, 7.1 and
7.7 seconds, with RSD equal to 8.7%.

Na+

1

Normalized signal

0.8

0.6

0.4
Ca2+
0.2

0

-0.2
0

5

10

15

20

25

30

35

40

Time (s)
Figure 5.8: Electropherogram of 1 mM sodium and 10 μM calcium cations.
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Figure 5.9: Electropherograms of sodium and calcium at different molar concentrations.

We defined the signal-to-noise ratio (S/N) as the peak height divided by the standard
deviation of the baseline. Figure 5.10 shows the S/N as a function of sodium and calcium
concentrations. The S/N increased as the molar concentration of ions increased, yet in a nonlinear manner. However, this result is consistent with bulk solution conductivity measurements
shown in Figure 5.11. This bulk conductivity test shows that the measurements on our micro CE
chip have the same trend as the regular conductivity test, providing performance comparison of
the chip. In the tests, different molar concentrations of sodium chloride were dissolved in
MES/His buffer and DI water. The conductivities of the solutions were measured using a
conductivity meter (Oakton pH 510). The shape of the curve in the bulk measurement in Figure
5.11 is similar to the curves obtained from the microchip CE results in Figure 5.10.
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Figure 5.11: Bulk conductivity measurements of sodium ions at different concentrations.
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As we demonstrated in experiment, the non-linearity in the relationship of signal strength
and S/N vs. molar concentration of ions is due to the fact that background electrolyte (i.e.
MES/His buffer) is relatively conductive itself. Hence all the measured conductivities were the
combination of conductivities of both MES/His buffer and salt. In the experiments, we were able
to detect cations at concentrations as low as 1 μM using our micro CE device. At 1 μM the S/N
was 6.1 for sodium and 5.6 for calcium. Our detection limit (S/N = 3) is thus well below 1 μM,
and is essentially the same as that reported by Li et al. (0.5 μM) for contactless conductivity
detection [135].
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6

6.1

CONCLUSION

Discussion on SII

The research work that has been discussed in chapter 2 of this dissertation is to provide a
systematic and practical approach that can image the electrical impedance information of small
and thin biological tissues. A feasible method, called scanning impedance imaging (SII), which
had the potential of applying to cellular level measurements, was developed and implemented.
This novel method has such advantages as improving the resolution of electrical impedance
imaging using high resolution scanning techniques and providing non-destructive measurements
using indirect contact in the aqueous solution. The design of a shielded probe for SII eliminates
the negative effects of both the current flux not directly under the end of the probe and the noise
generated by the entire conducting plane, achieving higher resolution and higher signal-to-noise
ratio. Attempts in scaling down the probe dimension have also been carried out and two slightly
different experimental setups were designed and implemented.
Critical parameters of the experimental system configurations including height Z0 and
shield spacing Sp have been investigated and simulated using a finite difference model. The
corresponding system performances including the resolution and the signal-to-noise ratio have
been analyzed, with results demonstrating that the model fits the experimental data at different
probe heights. These results have shown that the best image resolution can be achieved when the
probe is placed as close as possible to the sample surface. These results have also shown the
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shield spacing controls the tradeoff between the resolution and the signal-to-noise ratio. A new
scanning technique provided the high resolution of SII, in contrast to the conventional electrical
impedance imaging limited by the low resolution. Practically, the resolution increases as the
number of independent measurements increases. Conventional methods focus on increasing the
number of electrodes, which is limited due to the difficulties of fabricating multiple electrodes
and the interfering noise between the electrodes. In contrast, SII utilizes motion (i.e. scanning) to
increase the number of independent measurements, providing two major advantages: a single,
more accurate and complicated probe (electrode) and more measurements done without the
consideration of size and interference of electrodes. However, every coin has two sides. One
obvious drawback is that the boundary conditions change each time the probe moves,
complicating the image reconstruction of SII.
One method was developed quantifying the electrical impedance value from the
measurements and neglecting the blurring effects in SII based on the current confinement of the
shield design. A combined value ρh was used to represent the resistivity in an SII scan, and the
test on stair structures of photosensitive polymer SU8 showed ρh changed with heights as
expected. Other scan tests included scans over silicon dioxide structures on silicon and a
butterfly wing on a conducting metal plane. This approach on ρh as resistivity provides a new
way of understanding material properties and imaging a variety of samples. Another method
considered the blurring effects and solved nonlinear inverse problem based on convolution and
the reciprocity principle for the image reconstruction of SII system. The approach used a twoconvolution-kernel model with an additional conductivity-dependent weighting to approximate
the complicated relationship between measured current and conductivity.
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6.2

Discussion on micro CE chip

The research work that has been discussed in chapter 4 through chapter 5 in this
dissertation is to provide a systematic and practical approach of microfluidic chip that can
perform electrophoretic separations of inorganic ions and detect those ions using contactless
conductivity measurements. Microfluidic chip as an emerging concept has been introduced to the
world since the 1990s and continued to develop as an interesting field of research. Several
advantages have been mentioned including low cost, parallel processing and high speed, etc.
Capillary electrophoresis (CE) separation is the easiest to implement in such microfluidic
devices because a large amount of work has been done in understanding this issue. A wide
variety of detection methods have been used for CE, including fluorescence, mass spectrometry
and electrochemistry. Of these methods, conductivity detection offers intrinsic miniaturization
capability and high compatibility with microfabrication techniques. While historically not as
sensitive as optical detection techniques, we have been able to show that conductivity detection
can potentially provide reasonable sensitivity in a platform integratable with transistor circuitry
on silicon wafers.
Microfabrication has long been employed in the creation of microfluidic devices. The
intrinsic promises of low cost and high yield manufacturing associated with microelectronics are
best realized with processes that have already been developed by the semiconductor industry.
However, many microfluidic devices are not made using only processes compatible with silicon
transistor fabrication (i.e. thin-film deposition, photolithography and etching). Silicon-based
processing typically includes depositing a thin layer, patterning the layer with the desired micro
features, and removing (or etching) portions of the layer. In order to create a microfluidic device
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using this process, a sacrificial layer enclosed by other deposited layers is naturally required to
create a hollow structure on the substrate.
We have been able to build micro channels on CE chips using solely planar thin film
technology without encountering the difficulties involved during the wafer bonding process. A
planar thin film sacrificial layer approach was presented to creating the micro CE chips.
Photoresist as sacrificial material was used and lithography process was explored in order to
create an arch-shaped cross section of the microchannel. Low temperature oxide was deposited
on top to enclose the reflowed photoresist core. The low temperature also helped the etching of
the sacrificial core material so that a simple mixture of acetone and IPA could dissolve the
photoresist overnight, dramatically decreasing the required fabrication time. Aqua regia and
nanostrip were also used to etch the sacrificial photoresist and aluminum core, which proved to
be viable but relatively time consuming.
The devices we made used on-chip and in-column conductivity detection and were
compatible with standard microfabrication procedures as found in the microelectronics industry.
Different layouts of electrodes as well as the hollow channel structures were attempted. One
approach was the detection with one electrode positioned in a micro size pore drilled on top of
the hollow channel and the other deposited at the bottom of the channel. The other approach was
much simpler with two thin film electrodes positioned oppositely on the same horizontal plane.
Electrodes made of deposited chrome thin film were covered by a thin SiO2 layer and
capacitively coupled to a sine wave generator and a trans-impedance amplifier in order to detect
changes of conductivity in microchannel. CE experiments were conducted with sodium and
calcium cations of different concentrations in the microchannels, demonstrating the viability and
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sensitivity of our microfluidic devices. Measured detection limits were as good as those
previously reported for conductivity detection.
By eliminating the need for optical sources, detectors, and analyte labeling, we move our
devices closer to being widely manufacturable and deployable. It is possible that similar
techniques can be applied for the fabrication of more sophisticated microfluidic devices capable
of performing even more comprehensive analyses – even to the point of connecting similar CE
devices to active silicon circuitry on the same substrate. It can be expected to integrate more
structures and functionalities on a single chip, leading to a more complete and better μ-TAS.

6.3

Future work

We have been able to detect inorganic cations such as Na+ and Ca2+ in microchannel and
the limit of detection is expected to be below 1 μM. This micro CE chip can also be applied to
detecting inorganic anions and organic ions such as amino acids and proteins. One possible
future work is to separate more inorganic cations such as NH4+, K+ and Mg2+, and the other is the
attempt of separating inorganic anions such as Cl-, SO42- and NO3-. With conductivity detection,
we expect to be able to detect ions at different molar concentrations.
Another possibility for future work is to separate organic ions such as amino acids.
Amino acids are to be tested now in the current micro CE chip. Amino acids have both amine
and carboxylic acid functional groups and are therefore both an acid and a base at the same time.
At a certain pH known as the isoelectric point an amino acid has no overall charge, since the
number of protonated ammonium groups (positive charges) and deprotonated carboxylate groups
(negative charges) are equal. The amino acids all have different isoelectric points. At the pH
value lower or higher than the isoelectric point, positive or negative charges can be produced. In
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the previous cases, when the pH value of MES/His buffer solution kept at 6.0 or less, glycine and
arginine were samples of amino acids chosen for electrophoresis separation due to the difference
of molecular weights, sizes and carried charges between them. However, there are still
drawbacks for the combination of glycine and arginine. Bulk conductivity test shows that there is
little change in the conductivity of both glycine dissolved in MES/His buffer and arginine
dissolved in MES/His buffer when the concentrations of amino acids are at or below 100 µM.
Therefore, we have to find some amino acids with higher conductivity in the buffer solution than
glycine. Alanine and phenylalanine turn out to be those possible that have higher conductivity in
the MES/His buffer. They will be worth testing for separation. There are also some common
proteins that we might have a chance of separating: hemoglobin, myoglobin, and insulin.
We can also attempt improving surface properties of the micro CE chip. A good wall
coating that we can use when trying to separate proteins is hydroxyl propyl cellulose. This can be
added directly to the buffer in small quantities. Soap, which we are currently using as a
surfactant, can also help as a wall coating. The soap/protein combination is probably worth
trying before going to the trouble of working with another additive. Besides soap, another
additive to the buffer that can act something like a surfactant is sodium dodecyl sulfate (SDS)
which is a common surfactant. The microfabrication process can also be improved to positively
affect the surface properties of micro chips. With a new recipe of sacrificial core etchant, piranha
(H2SO4:H2O2 = 1:1) was made to etch the photoresist core, clearing the micro channel.
Experiments have shown piranha can etch through the channel in a few days, yielding a clean
etching of channel core and a very hydrophilic surface of the channels.
Integration and automation of equipments and experiments are also worth exploring. By
automating high voltages switching, signal generation and detection with full computer control
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aided by the DAQ card, we can improve the stability of separations, ruling out variables caused
by factors such as time delay in the experiments due to manual switching of high voltages. We
can also explore the possibilities of integrating microfluidic devices with transistor circuits on
the same substrate. Numerous advantages will be realized if microfluidic networks and detection
elements can be built in a planar fashion on a chip with transistor circuitry. For instance, on-chip
transistor amplifiers could be connected to electrical detectors in microfluidic channels,
eliminating external noise and interference, and increasing the detection limit. On-chip
electronics could also help process data from large arrays of detectors, leading to parallel
processing of chemicals. Besides the amplifier, other transistor circuitry could also regulate test
voltages, control switches, and even make computations and transfer data – one of grand
motivations to a completely working lab-on-a-chip.
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APPENDIX A.

MICROFABRICATION PROCESS FOR CHIP WITH
VERTICALLY ALIGNED ELECTRODES

The following steps were completed on this wafer:
•

Scrub with soap and water

•

Scrub with acetone and isopropanol alcohol (IPA)

•

Clean in nanostrip @ 90 °C for 2 days

•

Evaporate 200 nm of Cr using the thermal evaporator at a rate of about 3 A/s

•

Dehydrate baked for 30 minutes @ 120 °C

•

Apply AZ 3330 photoresist for 1 minute @ 2000 RPM

•

Soft bake for 1 minute @ 90 °C

•

Expose BOTTOM ELECTRODE mask for 12 seconds @ 10 mW/cm²

•

Develop in MIF 300 developer for 30 seconds

•

Hard bake for 2 minutes @ 110 °C

•

Etch for 1 1/2 minutes in Cr etchant

•

Scrub with acetone and isoproponal alcohol

•

Deposit 100 nm of PECVD oxide (2.5% RF power, 10% Silane, 14.5% Nitrous Oxide,
250 °C, 1100 mTorr)

•

Evaporate 300 nm of aluminum using the thermal evaporator (15 Å/s)

•

Spin-on 3 µm of AZ 3330 photoresist @ 2000 RPM for 1 minute

•

Soft bake for 1 minute @ 90 °C
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•

Expose CORE mask for 12 seconds @ 275 W

•

Develop in MIF 300 developer for 30 seconds

•

Hard bake, ramp from 90 °C to 250 °C

•

Etch aluminum in aluminum etchant @ 50 °C for ~ 2 minutes

•

Grow 100 nm oxide on the wafer

•

Dehydration bake 15 minutes @ 120 °C

•

PEII descum 1 min @ 200 W

•

Spin HMDS @ 3000 rpm for 20 seconds

•

Spin nLOF 2020 @ 1000 rpm for 1 minutes

•

Bake @ 110 °C for 7 minutes

•

Expose INV PRE NANOPORE mask @ 275 W (5 seconds, hard contact, delay 10
seconds)

•

Bake @ 110 °C for 7 minutes

•

Develop in MIF 300 for 2 minutes

•

Put one or two drops of 2020 to the alignment mark to protect it

•

Heat @ 110 °C for 5-7 minutes

•

PEII descum 30 seconds

•

E-beam evaporate 200 nm chrome

•

Lift-off: NMP 80 °C for 3-4 hours

•

Put wafer w/ NMP into sonicator and ultrasonic shake ~10 minutes

•

Clean with DI water and IPA

•

Deposit 3 μm PECVD oxide

•

E-beam evaporate 300 nm chrome
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•

Dehydration bake 15 minutes @ 120 °C

•

Clean wafer with acetone and IPA

•

PEII descum 1 min @ 200 W

•

Spin HMDS @3000 rpm for 20 seconds

•

Apply AZ 3330 photoresist @ 1000 RPM for 1 minute

•

Soft bake for 1 minute @ 90 °C

•

Expose NANOPORE mask @ 275 W (12 seconds, hard contact, delay 10 seconds)

•

Develop in MIF 300 for 2 minutes

•

Bake @ 90 °C for 1 minutes

•

Chrome etchant etch 6 minutes 30 seconds

•

RIE CF4 etch 56 minutes 10 seconds

•

PEII O2 descum 1 min @ 200 W

•

Check the pore

•

Soak in IPA in sonicator for 10 minutes

•

Chrome etchant etch 7 minutes to etch Chrome completely

•

PEII O2 descum 30 seconds

•

Sputter chrome 300 nm (500 mA, presputter time 240 seconds, sputter time 1000
seconds)

•

Dehydration bake 15 minutes @ 120 °C

•

Clean wafer with acetone and IPA

•

PEII descum 1 min @ 200 W

•

Spin HMDS @ 3000 rpm for 20 seconds

•

Apply AZ 3330 photoresist @ 1000 RPM 1 minute
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•

Soft bake for 1 minute @ 90 °C

•

Expose ALT mask @ 275 W (12 seconds, hard contact, delay 10 seconds)

•

Develop in MIF 300 for 1 minutes

•

Bake @ 90 °C for 1 minutes

•

PEII O2 descum 30 seconds

•

Chrome etchant etch 5 minutes 30 seconds

•

BOE etch 9 minutes 30 seconds

•

Hard bake @ 250 °C for 5 minutes (bake @ 90 °C for 3 minutes, ramp up from 90 °C to
250 °C )

•

Aqua Regia etch @ 120 °C to expose core

•

After 2 days in aqua regia, soak wafer in DI water for 24 hours

•

Nanostrip etching @ 90 °C for 4 days

•

Clean the wafer with DI water

•

Dehydration bake 15 minutes @ 120 °C

•

Spin HMDS @ 3000 rpm for 20 seconds

•

Apply AZ 3330 photoresist @ 1000 RPM 1 minute

•

Soft bake for 1 minute @ 90 °C

•

Expose INV ALT mask @ 275 W (12 seconds, hard contact, delay 10 seconds)

•

Move the mask up to decrease the overlap of electrode and channel

•

Develop in MIF 300 for 1 minutes

•

Bake @ 90 °C for 1 minutes

•

PEII O2 descum 30 seconds

•

Clean wafer with acetone and IPA
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•

Chrome etchant etch 4 minutes

•

Rinse with DI water

•

Dehydration bake 15 minutes @ 120 °C

•

Spin HMDS @3000 rpm for 20 seconds

•

Apply AZ3330 photoresist @ 1000 RPM 1 minute

•

Soft bake for 1 minute @ 90 °C

•

Expose ALT-2 mask @ 275 W (12 seconds, hard contact, delay 10 seconds)

•

Develop in MIF 300 for 1 minutes

•

Bake @ 90 °C for 1 minutes

•

PEII O2 descum 30 seconds

•

BOE etch ~9 minutes
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APPENDIX B.

MICROFABRICATION PROCESS FOR CHIPS WITH
HORIZONTALLY ALIGNED ELECTRODES

This glass wafer will house impedance sensors with capacitively coupled detection
implementation.
The following steps were taken on this wafer:
•

Scrub wafer with Acetone and IPA

•

Dehydrate bake @ 150ºC for 20 minutes

•

Apply HMDS for 10 seconds @ 3000 RPM (Accl: 3000)

•

Apply AZ 3330
o

Spin for 1 minute @ 1000 RPM (Accl: 440)

o

Spin for 1 second @ 6000 RPM (Accl: 6000)

•

Soft-bake for 5 minutes @ 90ºC

•

Cool down for 5 minutes

•

Expose Metal 1 mask for 20 seconds on South Aligner (~10.0mW/cm², Soft Contact)

•

Develop in MIF 300 Developer for 1 minute

•

Post-exposure bake for 5 minutes @ 90ºC

•

Evaporate ~200 nm of Chrome using the E-Beam evaporator (~5.0 Å/s)

•

Spray wafer with acetone to do lift-off

•

Scrub wafer with acetone and IPA

•

Scrub wafer with acetone and IPA
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•

Dehydrate bake @ 150ºC for 20 minutes

•

Grow ~100nm of high temperature oxide (RF: 3%, Silane: 9%, Nitrous Oxide: 17%,
Pressure: 600 mTorr)

•

Scrub wafer with acetone and IPA

•

Dehydrate bake @ 150ºC for 20 minutes

•

Apply HMDS for 10 seconds @ 3000 RPM (Accl:3000)

•

Apply AZ P4620
o

Spin for 30 seconds @ 3200 RPM (Accl: 1100)

o

Spin for 2 seconds @ 6000 RPM (Accl: 6080)

•

Bake @ 70ºC for 1 minute

•

Bake @ 100ºC for 1 minute

•

Bake @ 120ºC for 1 minute

•

Cool down for 5 minutes

•

Expose INV CORE mask for 30 seconds on south aligner (~10.0 mW/cm², Soft Contact)

•

Develop in AZ 400K Developer (diluted 1:4) for 5 minutes

•

Reflow:
o

Heat @ 105ºC for 5 minutes and then ramp up to 120ºC and stay there for 5
minutes

•

Grow ~1000 nm of low temperature oxide (130ºC, RF: 4%, Gas 1: 9%, Gas 2: 17%,
Pressure: 500 mTorr)

•

Apply HMDS for 10 seconds @ 3000 RPM (Accl: 3000)

•

Apply AZ 3330
o

Spin for 1 minute @ 1000 RPM (Accl: 440)
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o

Spin for 0.7 seconds @ 6000 RPM (Accl: 6080)

•

Soft bake for 5 minutes @ 90ºC

•

Cool down for 5 minutes

•

Expose CORE EXPOSE mask for 20 seconds on south aligner (~10.0 mW/cm², Soft
Contact)

•

Develop in AZ 300 MIF developer for 1 minute

•

Post exposure bake for 5 minutes @ 90ºC

•

Cool down for 5 minutes

•

Immerse in BOE for 100 seconds

•

Immerse in acetone solution

•

Immerse in IPA solution

•

Grow ~2000nm of High-temperature PECVD Oxide (255ºC, 3% RF, 600 mTorr, Gas 1:
9%, Gas 2: 17%)

•

Apply HMDS for 10 seconds @ 3000 RPM (Accl: 3000)

•

Apply AZ3330
o

Spin for 1 minute @ 1000 RPM (Accl: 440)

o

Spin for 1 second @ 6000 RPM (Accl: 6000)

•

Soft-bake for 5 minutes @ 90ºC

•

Cool down for 5 minutes

•

Expose CORE EXPOSE mask for 20 seconds on South Aligner (~10.0mW/cm², Soft
Contact)

•

Develop in AZ 300 MIF developer for 1 minute

•

Post exposure bake for 5 minutes @ 90ºC
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•

Cool down for 5 minutes

•

Immerse in BOE for 100 seconds

•

Immerse in acetone solution

•

Put in acetone and etch channel (photoresist core etched in 24 hr)

•

The wafer is cut into pieces by automatic dicing system (chip size 14800um by 20125um)

•

Make PDMS pads: mix PDMS (base:curing agent = 20:1.3-1.5)

•

Clean silicon wafer with acetone and IPA

•

Descum wafer @ 200W for 30 seconds

•

Put wafer in glass ware with opened silane bottle, cover the glass ware

•

Pour stirred PDMS in o-ring, clean wafer at the bottom

•

Degas in vaccum pot for 45 minutes

•

Cure in oven @ 120°C for 20 minutes
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