ABSTRACT This paper designs a prescribed performance fault-tolerant control strategy for the underwater acoustic sensor network nodes (UASNN) trajectory tracking control in the presence of ocean current disturbances, modeling uncertainties, and thruster faults. By using a general uncertainties observer, the influence of disturbances and uncertainties are estimated. Additionally, a novel performance function which determines explicitly the maximum convergence time is utilized. Based on the new performance function and corresponding error transformation, the 6-DOF tracking errors are restricted to prescribed bounds to ensure the desired transient and steady response. Furthermore, when considering thruster saturation, we introduce an auxiliary system to compensate for the saturation. The closed-loop system stability is proved by Lyapunov theory. The numerical simulations for three thruster faults are carried out to demonstrate that the proposed strategy is effective.
I. INTRODUCTION
The ocean contains rich undiscovered natural resources, which include marine lives, mineral resources, and energy. In order to acquire the resources, people must master the key technologies, which contain the deep-sea navigation, exploration, and exploitation [1] - [5] . Using underwater acoustic sensor networks (UASNs) can obtain the information about changes in the marine environment more effectively, which is significantly important to marine resource exploration and scientific research [6] . A typical UASN employs underwater nodes, surface sinks, autonomous underwater vehicles and low-power gliders to collaboratively perform underwater operating missions [7] . Autonomous Underwater Vehicles (AUVs) usually are required in the sparse UASNs for implementing underwater surveillance or acting as message ferries [8] , [9] .
The associate editor coordinating the review of this manuscript and approving it for publication was Guangjie Han. According to this background, an underwater acoustic sensor network node (UASNN) can be designed to widen out the UASNs [10] . The UASNN which combines advantages of fixed node and AUV can realize the autonomous deployment, accurate positioning, and data acquisition. Not only do they deploy rapidly to save time, especially in large-scale and transferable deployment, but you can also use them to replace faulted fixed node in traditional UASNs.
Given the fact that ocean data acquisition needs the largescale UASNNs deploying simultaneously, the control system should not only overcome disturbances from the complicated ocean environment so that they can track desired trajectory to complete the deployment, but also improve control convergence process of tracking errors to avoid the collision risk in mass deployment. Modeling uncertainties and ocean current disturbances are common influence factors in trajectory tracking control for AUVs. As a special AUV, the UASNN also considers the influences caused by above factors. Observers and neural networks are often used to deal with external disturbances [11] , [12] . Reference [13] proposed an under-actuated AUV robust control scheme with modeling uncertainties and environmental disturbances. This method adopted an adaptive fuzzy control algorithm and a sliding-mode control approach to compensate for modeling uncertainties and disturbances, respectively. Reference [14] developed a robust control scheme based on terminal sliding-mode control methods to overcome the influence of uncertainties and disturbances. Reference [15] used radial basis function neural networks to approximate the nonlinear uncertainties and enhance the robustness of the AUV against the uncertainties and disturbances. Reference [16] designed a second-order sliding-mode control strategy which was comprised of an equivalent controller and a switching controller. The control algorithm could suppress the parameter uncertainties and eliminate the unpredictable disturbance effects caused by ocean currents. Reference [17] proposed an adaptive output feedback control approach and introduced an observer to reconstruct the full states. This method could make AUV track desired target in external disturbances. Reference [18] developed an adaptive fuzzy PI sliding-mode control strategy based on approximately known inverse dynamic model output while the continuous adaptive PI term overcame the influence of disturbances and uncertainties.
The above references contained many trajectory tracking control strategies to deal with the uncertainties and disturbances and obtained some good effects. However, these control strategies were designed under fault-free assumptions. Owing to the complexity of underwater environment, faults may occur in several components of the AUV, especially in thruster. Since the UASNNs are applied to large-scale deployment, thruster faults are worth considering. Reference [19] proposed a fault isolation issue for the redundant thrusters. This approach got rid of some fault-free terms from the given control input equations, and adopted consistency check to achieve control task. Reference [20] developed a novel fault detection observer with a non-singular structure. Reference [21] proposed a control technique based on faulttolerant decomposition for thruster force allocation to deal with thruster fault for redundant-thruster AUV system. Reference [22] developed an improved Elman neural network which had stronger identification ability when applied to the AUV. This strategy calculated and analyzed the residual by comparing the model output with the actual measured values based on fault judging criteria to obtain fault diagnosis results. Reference [23] proposed a distributed fault-tolerant controller with the feedback of the information of rigid bodies only based on the sign function. Reference [24] combined infinity-norm optimization with 2-norm optimization for the optimal allocation of thrust to construct a bi-criteria primal-dual neural network fault-tolerant control method, and enhanced the robustness with respect to nonlinear characteristics for ROV. It is obvious that design ideas of above references were to design the fault diagnosis schemes separately. Reference [25] proposed an adaptive terminal sliding-mode fault-tolerant control technique, and introduced the adaptive strategy to estimate the upper bounds of the system general uncertainties which included uncertainties, disturbances, and thruster faults. Therefore, this strategy could handle the thrust faults more flexibly so that it is more suitable to be utilized when designing the fault-tolerant control schemes for the UASNNs.
The references mentioned gave the corresponding methods to deal with disturbances, uncertainties as well as thruster faults, and made the systems have certain stability and robustness. However, according to the UASNN special work requests which include large-scale deployment, high accuracy tracking, and landing on the seabed, we should not only consider the influence caused by above factors but also make trajectory tracking system have desired performance. Additionally, the overshoots also need to be limited to avoid hitting each other or other objects. In 2008, Bechlioulis proposed a prescribed performance control method, which introduced performance function and corresponding error transformation to make convergence rate, overshoot, and tracking error to obtain pre-established performances [26] . This algorithm was initially used to general nonlinear systems research. The prescribed performance method gradually extends to many other fields in recent years, such as chaotic system [27] , [28] , spacecraft system [29] , [30] , electro hydraulic system [31] , and marine system [32] . According to the high performance of prescribed performance approach, we can introduce it into trajectory tracking control system of the UASNN.
The thruster saturation is a common problem which influences control effects in actual AUV systems. If the thruster saturation is ignored, it would bring adverse effects, such as reducing the system tracking precision or making the system instability. Reference [33] designed an L 1 adaptive control architecture with anti-windup to guarantee the robustness of the AUV with input saturation. Reference [34] proposed an adaptive control approach which combined a model reference adaptive algorithm, an integral state feedback, and a modern anti-windup compensator to accomplish adaptive autopilot in the presence of input saturations. Reference [35] developed an adaptive PID control method with a dynamic antiwindup compensator for AUVs to improve the quality of the adaptive controller when the saturation occurred. Reference [36] proposed an adaptive control strategy based on Lyapunov theory and the backstepping technique. This algorithm used saturation functions to bound control signals, and designed another adaptive strategy to deal with actuator saturation.
When considering disturbances, uncertainties, thruster faults, and thruster saturation, we propose a prescribed performance control method based on the general uncertainties observer for the trajectory tracking control of the UASNN. Firstly, we design a new performance function which can pre-establish convergence time of the tracking error. By utilizing the new function and corresponding error transformation, the trajectory tracking system of the UASNN is transformed into an equivalent error system to accomplish desired dynamic process with steady state response. Additionally, the general uncertainties observer is designed to estimate the VOLUME 7, 2019 influence of disturbances, uncertainties, and thruster faults. When thruster saturation occurs, an auxiliary system is introduced to compensate the saturation. Finally, we use the Lyapunov theory to prove the stability of the closed-loop system. The simulation result indicates that the proposed control approach can effectively deal with the influence of above factors to obtain prescribed performance, even if the thruster saturation arises. In comparison with the existing works, the main contributions of this study are presented as follows:
1. In order to satisfy the high control requirements which includes to control convergence process of tracking errors and to have high precise of steady-state trajectory tracking for the UASNN, we use the prescribed performance algorithm to design the tracking control strategy to achieve desired control objectives.
2. This study introduces a new performance function which can pre-establish convergence time to overcome the problem, while the traditional performance function lacks a clear indication of actual convergence time [26] , [44] . As a result, it is easier to be used in engineering practice.
3. The considerations for influence factors including ocean current disturbances, modeling uncertainties, thruster faults, and thruster saturation are not comprehensive and systematic in published references [13] - [17] . In this study, we design a general uncertainties observer and a saturation auxiliary system to solve them. Among them, the proposed observer can approximate the general uncertainties caused by external disturbances and thruster faults.
The remainder of this paper is organized as follows. Section II presents modeling and simplified process of the UASNN dynamic model. Section III introduces prescribed performance method and model transformation. The design process of the general uncertainties observer, saturation auxiliary system, and prescribed performance trajectory tracking controller is illustrated in Section IV. Section V shows the corresponding simulation results for different types of thruster faults and desired trajectories.
II. DESCRIPTION AND DYNAMIC MODEL OF THE UASNN
This study proposes a half open-frame UASNN model for the special design demands, which includes strong autonomy, precise positioning, and long-term operation for the ocean bottom data acquisition. The design of the UASNN is shown in Figure 1 . The designed solution of UASNN adopts redundantly actuated configuration to resist ocean current to achieve dynamic positioning and landing on the seafloor. Additionally, the redundantly actuated model effectively promotes the system reliability to avoid serious influence caused by single thruster fault.
The dynamic model of the UASNN is the same as the traditional AUV nonlinear model. We introduce the 6 DOF AUV model with disturbances to represent dynamic model of the UASNN, as shown below [37] :
The half open-frame UASNN model.
where F denotes system general uncertainties, subscript '0' and represent the nominal and uncertain values of the corresponding variable, respectively. v = [u, v, w, p, q, r] T denotes the velocity and angular velocity vector of the UASNN in the body-fixed frame. M is the inertia matrix of the UASNN. η = [x, y, z, φ, θ, ψ] T represents position and attitude vector in the inertial frame. B 0 denotes nominal value of the thrust allocation matrix, u represents control output of the thrusters. C(v), D(v) , and g(η) represent the coriolis and centripetal matrix, damping matrix, and vector of gravitational/buoyancy forces and moments, respectively. C Aη η r + D η η r is the influence of ocean current disturbances. η r is the vehicle position and orientation vector relative to ocean current. B = KB 0 denotes the thrust allocation matrix which is influenced by thruster faults, and K is a diagonal matrix while the element k ii ∈ [0, 1], which represents the level of the corresponding thruster fault [38] . We can conclude that the ocean current disturbances, modeling uncertainties, and thruster faults can be compounded and act on the dynamic model of the UASNN together with the control force. This strategy could handle those disturbances more flexibly so that it is more suitable to be utilized when designing the system disturbance observer for the UASNNs.
To simplify, we propose two assumptions based on practical project background.
Assumption 1: The position and attitude vector η and the velocity and angular velocity vector v are available for measurement.
Assumption 2: The desired position and attitude vector η d and its first and second derivatives are known bounded functions.
III. THE PRESCRIBED PERFORMANCE ALGORITHM A. THE DEFINITION OF PERFORMANCE FUNCTION
In order to accomplish prescribed performance control, we introduce performance function as pre-established error boundary. Firstly, the definition of performance function is given as follow: 
The common performance function is shown as follows.
where ρ 0 , ρ ∞ and k are preset positive constants. The tracking error by using the performance function can be rewritten as follow
where e i (t) , i = 1, 2, 3, 4, 5, 6 is position and attitude error of the UASNN, and 0 ≤ δ i ≤ 1. According to the performance function (3) and Eq. (4), k and ρ ∞ limits minimum convergence rate of tracking error and defines the upper boundary of steady state error, respectively, if the initial value of tracking error satisfies 0 ≤ e i (0) ≤ ρ i (0). Therefore, we can design proper performance function ρ i (t) and parameter δ i to obtain desired objectives. It is obvious that the convergence rate of the traditional performance function (3) depends on exponential term e −kt . The exponential form is difficult to build a clear mathematical relationship between constant k and actual convergent speed. Additionally, the choice of the constant k has no specific rule. Therefore, we design a new performance function.
where a 1 , a 2 , a 3 , and a 4 are design parameters. k and ρ tf = ρ ∞ are the same with traditional performance function (3). The parameter t f defines the terminal time at which performance function (5) reaches ρ ∞ . We make Eq.(5) accord with define 1 via two steps.
Step 1: Select suitable parameters a 1 , a 2 , a 3 , and a 4 . The initial and terminal conditions of the new performance function (5) are the same as the traditional function (3). The conditions can be expressed as ρ(0) = ρ 0 and ρ(t f ) = ρ tf , where the first and second derivatives of ρ(t) with respect to time are continuous functions. Thus we demand that lim t→t
The four unknown parameters a 1 , a 2 , a 3 , and a 4 can be calculated based on above conditions. Let a 0 = 2t f k/π, we can obtain
Step.2: Verify that ρ(t) is a monotonic decreasing and positive function.
Sinceρ(0) = ρ 0 > 0 and ρ(t f ) = ρ t f > 0, ρ (t) satisfies the monotonic decreasing and positive conditions ifρ(t) < 0 is true for t ∈ [0, t f ).
Proof [39] : Take the derivative of Eq. (5) with respect to time and substitute the values of a 0 , a 1 , a 2 , a 3 , and a 4 into iṫ
As is known from the calculation, ka 4 > 0. Therefore, the original problem can be transformed into the case that confirming whether y < 0 in interval [0, t f ) can be established, where
Let c = t f k and x = t/t f . Eq. (8) can be rewritten as
And now we have to take the first and second derivatives of y(x) with respect to x based on the initial values of
It is obvious thatÿ(x) < 0, that is,ẏ(x) is a monotone decreasing function. On account ofẏ (0) > 0 andẏ (1) = 1, we know thatẏ (x) ≥ 0 in interval [0, 1], and y(x) is a monotone increasing function. y (x) ≤ 0 since y(0) < 0 and y (1) = 0. Therefore,ρ(t) < 0 for all 0 ≤ t ≤ t f (ρ(t) = 0 if and only if t = t f ), that means, ρ(t) is a monotone decreasing and positive function.
Hence, Eq. (5) is a performance function where the setting of corresponding parameters is given in Eq.(6). The step 2 demonstrates that the selection of parameters t f and k affects the convergence speed of the performance function (5), and they can be chosen without constraints. The new performance function (5) has the following important properties:
1. The maximum convergence time t f can be preestablished.
2. When the steady state convergence time is given, we can adjust parameter k to change the convergent speed of the performance function (5).
Remark 1: On account of traditional performance function (3) which adopts exponential convergence form, the convergent speed depends on the parameter k. The traditional performance function is difficult to satisfy requirements when we VOLUME 7, 2019 hope to reduce the initial convergent speed to avoid overlarge control demand. The proposed new performance function (5) can choose appropriate parameter t f to ensure the system convergence within desired time, and adjust parameter k to control initial convergent speed of the error system.
B. ERROR TRANSFORMATION
In order to solve prescribed performance control problem satisfying Eq.(4), we introduce an error transformation to transform the tracking control system with the constraint into an equivalent unconstrained one. We define a function S i (ε i ) which has the following properties:
(1) S i (ε i ) is a smooth and monotonic increasing function.
lim
where ε i ∈ (−∞, +∞) is the transformed error. An acceptable function S i (ε i ) is shown as follow:
Based on S i (ε i ), Eq. (4) can be equivalently expressed as
Owing to the monotone increasing property of S i (ε i ), the inverse function must exist.
If we can keep ε i bounded, then Eq.(4) holds, so that the tracking error could obtain desired control objectives under the constraint of performance function. Therefore, the tracking control problem of system (1) is transformed into a stabilization control of closed-loop system with respect to ε i . The S i (ε i ) can be described as Eq. (12), then
where z i = e i (t) /ρ i (t).
Remark 2:
When e i (0) = 0, δ i cannot be chosen as zero based on Eq.(15), since it will make the initial value of transformed error be infinity.
We take a derivative of ε i with respect to time.
where r i = ∂S i /∂z i > 0 and ρ i (t) > 0, we know r i > 0. Additionally, r i is bounded if the error e i (t) strictly satisfies Eq. (4), that is, r < r i < r , and r is a positive constant.
Take the second derivative of ε i with respect to time.
whereη i ,η di (i = 1, 2, 3, 4, 5, 6) represent the second derivatives of actual and desired trajectories, respectively. The error variable s ∈ R 6 can be written as
where ε = [ε 1 , ε 2 , ε 3 , ε 4 , ε 5 , ε 6 ] T and λ = diag [λ 1 , λ 2 , λ 3 , λ 4 , λ 5 , λ 6 ] 0 are design parameters. According to the dynamic model (1) of the UASNN, Eq.(18) can be rewritten aṡ
It can be rewritten as
J denotes the transformation matrix between the inertial frame and the body-fixed frame. 
where 4 , r 5 , r 6 ]. If we design controller u to make s bounded, ε i andε will all be bounded based on Eq.(18).
IV. PRESCRIBED PERFORMANCE CONTROLLER DESIGN WITH THRUSTER SATURATION
Thruster saturation must exist in actual systems. It is obvious that thruster is easier to reach saturation when control system obtains better control results. Therefore, in order to achieve desired control performance, it is worth to investigate the design of trajectory tracking controller when considering the thruster saturation.
We use variable u c to replace original control variable u when thruster saturation occurs. Then u c = sat(u) = [sat(u 1 ), sat(u 2 ), sat(u 3 ), sat(u 4 ), sat(u 5 ), sat(u 6 )] T , where u c represents actual output value of the thrusters, and sat(u i ) = min {|u i | , u i max } · sgn(u i ), where u i max represents the maximum output value of each axis. Then, the error system can be rewritten aṡ
Assumption 3: The change rate of the system general uncertainties is bounded, then Ḋ ≤ χ , where χ is an unknown positive constant.
Assumption 4:
The actual control output can compensate the influence of the system general uncertainties D and control error variable s to be bounded.
We introduce an auxiliary system (23) to deal with thruster saturation as follows:
where z a , σ , and K 3 are an auxiliary variable, a small positive vector, and a gain matrix, respectively. u = u−u c . When the auxiliary variable of Eq. (23) satisfies z a ≥ σ , the auxiliary system works and vice versa. Remark 3: Note that the auxiliary system based on the mathematical treatment method is to handle thruster saturation. The control input must be sufficient to achieve proposed control objective under ocean current disturbances, modeling uncertainties, and thruster faults which are reasonable in the practical engineering. Therefore, the auxiliary system is invalid when the value above the saturation limit increases.
The system observer and controller are designed as follows:
where P, K 1 , and L = K 1 R are the observer gain matrices. K 2 and K 4 are the control gain matrices.
Remark 4:
In most underwater vehicle trajectory tracking control strategies, the ocean current disturbances and other disturbances are handled respectively. The ocean current disturbances described in this paper can also be estimated by establishing the disturbance observer [41] . In this study, the disturbances and faults are treated as total uncertainties, and an observer is introduced to estimate them. This strategy could handle the different disturbances more flexibly.
Theorem 1: Considering the trajectory tracking error system (22) under thruster saturation, if the controller u, observer, and auxiliary system are designed as Eqs. (25), (24) , and (23), respectively, and the gain matrices P, K 1 , K 2 , K 3 , and K 4 are chosen to satisfy the follow inequalities,
where µ 2 is a positive constant, then the transformed error ε i is uniformly ultimately bounded, and tracking error e i satisfies the prescribed performance constraint Eq.(4). Proof: Since R is a symmetric positive definite matrix, and r i is bounded, the corresponding Lyapunov function candidate can be designed as follow when the auxiliary system (24) is working.
Taking the derivative of V 1 with respect to time and substituting Eqs. (22)- (25) into it, we obtaiṅ
Applying Young's inequality to Eq.(28), then
Substituting Eq. (29) into Eq. (28), we havė
where γ = 1 2 µ 2 χ 2 . When we choose appropriate gain matrices P, K 1 , K 2 , K 3 , and K 4 to satisfy the condition (26), the error s, observation error D e , and auxiliary variable z a are uniformly ultimately bounded, which respectively converge to the sets
Additionally, the transformed error ε i is uniformly ultimately bounded, which converges to the set
Finally, the prescribed performance constraint Eq.(4) is obtained based on S i (ε i ), that is, the trajectory tracking error e i achieves prescribed dynamic performance and steady state response represented by Eq.(5). Suppose the case that the thruster saturation never happens. Then,ż a = 0 and u = 0. Similarly the calculative process of z a ≥ σ , the new result is as follows.
The conclusion is similar with the case of z a ≥ σ , then all the signals of the trajectory tracking close-loop system are uniformly ultimately bounded.
Remark 5:
The proposed observer (24) is used to approximate the system general uncertainties D. The design idea of the observer can be expressed by the structure schematic of the control system, as shown in 
Remark 6:
From the result of references [42] and [43] , it can be known that the disturbances observer (24) in this paper is much better at dealing with low frequency disturbances. The performance of the observer is limited by the choice of gain matrices, as shown in Eq. (26) . Additionally, the change rate of system general uncertainties D must be bounded. Therefore, the proposed observer is difficult to be extended to deal with multiple disturbances mentioned in the references above. The future work might be extending this current study to multiple disturbances systems.
Remark 7: The parameter σ can avoid singularity based on the auxiliary system (23) . In reality, the parameter σ is usually designed as a small positive constant to make the initial value z a (0) of auxiliary variable satisfy z a (0) ≥ σ so that it will ensure auxiliary system works at the initial time.
According to the definition of the prescribed performance method and the proof of theorem 1, we propose the parameter selection guidelines about performance function (5), observer (24) , and control strategy (25) .
1. The performance function parameters ρ i0 , t if , ρ it f , and k i should satisfy specific mission needs. Especially, the parameter ρ i0 should satisfy the initial condition of the trajectory tracking control system, such as 0 ≤ |e i (0)| < ρ i0 .
2. The observer gain matrix K 1 should be small enough so that κ 2 > 0 is satisfied in Eq. (26) .
3. The observer and controller should choose appropriate gain matrices P and K 2 , respectively, to satisfy κ 1 > 0 in Eq. (26).
4. The auxiliary system gain matrix K 3 and controller gain matrix K 4 should satisfy κ 3 > 0 in Eq. (26) .
V. NUMERICAL SIMULATION
In this section, a redundantly actuated UASNN is introduced to demonstrate the effectiveness of the proposed control method. The UASNN is shown in Figure 1 , and its nonlinear dynamic model is given in Section II. The thruster configuration is shown in Figure 3 . All the thrusters work independently from each other, and provide double-direction thrust. The thruster maximum output is set as ±60N under the thruster saturation. The initial position and attitude vector is set as η(0) = [0; 0; 0; 1.5; 1.5; 1.5] in the inertial frame. The initial velocity and angular velocity vector is set asv(0) = [0.1; 0; -0.1; 0; 0; 0] in the body-fixed frame. Additionally, the hydrodynamic and inertia coefficients are given in Tables 1 and 2, respectively. We assume the ocean current orientation parallels the x-axis positive direction in the earth coordinate system. The current velocity can be expressed as follow:
In this section, the modeling uncertainties are quantified. The 20% nominal values are used to represent modeling uncertainties. In order to demonstrate that the proposed controller can deal with thruster faults, we introduce three common thruster faults including incipient thruster fault, intermittent fault, and abrupt fault, as follows [39] .
At the same time, we also introduce two curves such as the desired trajectories that include straight and spiral lines. The corresponding expressions are shown below. The maximum convergent time is not more than 20s. (3) The system response has no overshoot. According to above conditions, ρ i (t) and δ i are given in Table 3 . Additionally, the parameters of the controller and the observer are given in Table 4 .
Case 1 Straight Line Trajectory Tracking:
In this part, the desired trajectory is based on Eq. (38) . Considering the influence of uncertainties, disturbances, and thruster saturation, we give three kinds of tracking error and observation error curves based on the three fault cases represented by Eqs. (35)-(37) , respectively.
Remark 8: In order to avoid occupying a great deal of space, the 6-DOF trajectory tracking error curves are drawn together. Additionally, the prescribed performance constraint curve of each axis is the same to make the simulation result more visual.
The prescribed performance constraint curve is denoted as ρ, and the description of other curves is illustrated in corresponding legends.
From Figures 4-9 , we can conclude that proposed general uncertainties observer can effectively observe the influence caused by disturbances, uncertainties, and thruster faults. The proposed prescribed performance control method can limit tracking error within the boundary created by the performance function. Additionally, the tracking errors converge to prescribed steady-state precision within the pre-established time.
Case 2: Spiral Line Trajectory Tracking In this part, the desired trajectory adopts the spiral line based on Eq. (39) . The rest of the simulation is similar to the straight line case. As shown in Figures 10-15 , we can obtain similar conclusions that proposed general uncertainties observer and prescribed performance control method are still valid.
Additionally, in order to make comparative research, we compare the proposed control algorithm (23)- (25) with a traditional prescribed performance controller with the same parameters of the performance function [44] . In this part, algorithm (23)- (25) is denoted as TSPPC, the traditional prescribed-performance controller is denoted as PPC.
From Figures 16 and 17 , it can be found that the proposed TSPPC method (23)- (25) has better transient and steady responses with the help of the saturation auxiliary system and new performance function. However, the traditional prescribed performance controller with the same parameters can VOLUME 7, 2019 only satisfy the thruster saturation condition by reducing the global convergence rate of tracking error. The simulation results indicate that the proposed method is better than the traditional prescribed performance method under the actual situation.
VI. CONCLUSION
In this paper, an adaptive prescribed performance faulttolerant control algorithm is developed for the UASNN suffering from ocean current disturbances, modeling uncertainties, thruster faults, and saturation. A new performance function is used to determine explicitly the maximum convergence time of tracking error system. To have a simple structure of disturbances and faults estimation, the general uncertainties are developed in presence of disturbances, uncertainties, and faults. Additionally, the uncertainties observer is designed to estimate the general uncertainties. In order to deal with the potential thruster saturation problem, an auxiliary system is introduced to compensate for the saturation constraints. The effectiveness of the proposed approach has been illustrated by simulation results which include three kinds of thruster faults and two desired trajectories. How to extend the methods of this study to finitetime convergence may be an interesting issue. The prescribed performance method combined with finite-time convergence might enhance UASNN control performance.
