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Abstract
The development of mobile communication services and technologies in recent years
boosts the importance and ubiquity of terminal equipments in our everyday life. The
main drivers for this development are the reliability of the offered services and the user
friendliness, allowing a huge variety of communication services with a single device.
To assure a high communication quality and the usability of the services a seamless
connectivity is beneficial or even mandatory, e.g. for voice calls, video streaming, gaming
or safety-critical application based on car-to-car communication. Due to the cellular
nature of infrastructure networks, mobile users will cross cell boundaries and need to
switch the serving cell with the help of a handover procedure. The timing of the handover
is essential to keep the mobile devices connected to the network.
The introduction of measurement based optimisation in the context of self-organising
networks enables the optimisation of the handover decision. The key enabler for the
optimisation are a cost function that incorporates the relevant handover performance
indicators, a reasonable observation time to evaluate the performance and an optimisa-
tion algorithm that reliably improves the handover performance in various, ever-changing
network conditions. In the recent years several handover optimisation algorithms have
been investigated. Nevertheless, the influence of the target function on the optimisa-
tion, the dimensioning of the observation window and the impact of network condition
changes have not been investigated so far.
In this dissertation a detailed analysis of the handover performance indicators is presen-
ted. Beyond that, additional system information or measurements are valued as potential
candidates to allow further improvement of the handover performance. Particular atten-
tion is paid to the ability to adapt to changing network conditions since the introduction
of new cell layers (small cells), new techniques like adaptive antenna systems or spec-
trum sharing or the introduction of new communication technologies like LTE-Advanced
increases the complexity of future mobile communication networks. Finally, we develop
an optimisation algorithm that reliably and quickly optimises the handover performance
in various and fast-changing network conditions.
ix

Kurzfassung
Mobile Endgera¨te gewinnen in unserem ta¨glichen Leben zunehmend an Bedeutung.
Dieser Trend wird vorangetrieben durch die rasante Entwicklung der Mobilfunktech-
nologien und neu angebotene Dienste in den letzten Jahren. Immer mehr Dienstleis-
tungen werden u¨ber ein einzelnes Endgera¨t bereitgestellt. Um eine hohe U¨bertragung-
squalita¨t zur Nutzung der Dienste sicherzustellen, ist eine nahtlose Verbindung zum
Kommunikationsnetzwerk wu¨nschenswert oder sogar obligatorisch, z.B. fu¨r Sprachver-
bindungen, Video-Streaming, Onlinespiele oder sicherheitsrelevante Anwendungen der
Car-to-Car-Kommunikation. Bedingt durch die zellulare Struktur der Mobilfunknetze ist
zur Aufrechterhaltung der Kommunikation ein Zellwechsel (Handover) im Randbereich
des Versorgungsgebietes einer Zelle notwendig. Der genaue Zeitpunkt des Zellwechsels
ist dabei von besonderer Bedeutung.
Die Einfu¨hrung der messungsbasierten Selbst-Optimierung fu¨r Mobilfunknetze ermo¨glicht
die Optimierung der Zellwechsel-Entscheidung. Die wesentlichen Voraussetzungen fu¨r
eine Optimierung sind eine Optimierungszielfunktion auf Basis der Leistungsindikatoren,
eine angemessene Beobachtungszeit sowie die Entwicklung eines mo¨glichst allgemeingu¨lti-
gen Optimierungsverfahrens. In den letzten Jahren sind viele solcher Verfahren unter-
sucht und vero¨ffentlicht worden. Dennoch sind der Einfluss der Zielfunktion auf die Op-
timierung, die Dimensionierung des Beobachtungszeitraums und die Auswirkungen von
Netzzustandsa¨nderungen auf die Optimierung bisher weitgehend vernachla¨ssigt worden.
In dieser Arbeit wird eine detaillierte Analyse der Zellwechsel-Leistungsindikatoren in
LTE durchgefu¨hrt. Daru¨ber hinaus wird die Eignung zusa¨tzlicher Systeminformationen
oder Messungen zur weiteren Verbesserung der Zellwechsel-Entscheidung untersucht.
Durch die Einfu¨hrung neuer Zelltypen (z.B. Small Cells), moderner U¨bertragungstech-
niken wie adaptive Antennensysteme oder die Einfu¨hrung neuer Technologien wie LTE-
Advanced nimmt die Komplexita¨t der zuku¨nftigen Mobilfunknetze stetig zu. Das in
dieser Arbeit entwickelte Optimierungsverfahren ermo¨glicht eine schnelle und zuverla¨ssige
Anpassung der Zellwechselparameter an die vera¨nderlichen Bedingungen in den Mobil-
funknetzen und kann daher auch in komplexeren Systemen eingesetzt werden.
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Chapter 1
Introduction
One of the key features of mobile communication systems - the clue is in the name
- is to support user mobility in combination with communication services. Internet
connectivity and e-mail access is the number one sales argument, claimed to be the most
important factor to buy a smartphone by eighty six percent of the interviewed persons in
[GPRA11]. Even though these mentioned services could be realised via “normadic use”,
i.e. the User Equipment (UE) is stationary while in use, the survey result shows that
the supported mobile services are the main drivers to sign a contract with a network
operator. This conclusion is strengthened by the fact that the number of available
Applications (Apps) is constantly growing in the recent decade and more than one
million Apps are available in each of the two largest App stores (Google Play Store: 1.3
million Apps, Apple App Store: 1.2 million Apps [Statista14]). Depending on the type
of service offered by the App and the implementation, continuous Internet connectivity
is mandatory, e.g. for navigation, gaming, video streaming or audio guides. Moreover,
future currently developed services like Voice over LTE or car-to-car applications require
reliable continuous network connectivity as well. Due to the cellular structure of the
mobile communication networks, mobile users will cross cell boundaries and need to
switch the serving cell with the help of a handover procedure in connected mode. If the
selected service requires continuous network connectivity, the timing for the handover
is essential to keep up the service. Thus, the user satisfaction with the offered service
depends on successful handovers. In addition, suboptimal handover triggering can lead
to signal quality degradation and hence suboptimal radio resource usage and overloaded
signalling channels which is undesired by the mobile network operators.
In order to ensure uninterrupted mobile network connectivity the communication net-
work has to meet two main conditions: First, the neighbouring cells need overlapping
coverage areas. This enables the users to enter a new cell area without loosing connection
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to the network. Second, a handover procedure has to be provided that assures fast and
reliable cell changes. The first condition is a matter of the network planning, whereas
the second condition is handled by the Radio Resource Management (RRM). The key
function of the handover procedure is the handover decision, since it defines the moment
of the handover initiation. A big challenge making the optimal handover decision is that
the future development of the signal strength and quality of potential serving cells is
unknown at the moment of the handover decision. Moreover, many circumstances like
the user speed, the user moving direction, the signal interference from surrounding cells,
the temporary signal blocking from other moving obstacles, etc., influence the optimal
handover decision.
In recent years, the complexity of the networks increased by the introduction of new Ra-
dio Access Technologies (RATs), cell layers and the objective to increase the system per-
formance by optimisation algorithms in the context of Self-Organising Networks (SONs).
However, not all these network enhancements influence the handover conditions but
changes to the cell shape or the interference situation impact the location of mobile-
assisted handovers and hence the handover performance. Small cells, which can be
activated by the users to cover their homes or other indoor environments, and pico cells,
which temporarily serve hot-spot areas, influence the cell shapes. Furthermore Cover-
age and Capacity Optimization (CCO) algorithms modify the orientation (tilt) of the
transmit antennas and Adaptive Antenna Systems (AAS) change the antenna diagrams
to improve the network performance, which impacts the cell shapes as well. Spectrum
sharing temporarily affects the signal interference in the network. Reducing the energy
consumption aims at a better carbon dioxide footprint and the reduction of the Opera-
tional Expenditure (OPEX). However, shutting down cells to save energy significantly
impacts the cell layout and changes the conditions in the network. Mobility Load Bal-
ancing (MLB) algorithms even use the handover control parameters to shift the users
from overloaded cells to neighbouring cells [Lobinger10].
In order to maintain good handover performance in ever-changing networks a reliable
optimisation of the handover control parameters is essential. The introduction of SONs
to mobile communication networks enables measurement based optimisation. The op-
timisation target cannot simply be formulated as a handover performance improvement
since opposing trends for the Handover Performance Indicators, i.e. the handover fail-
ure events and ping-pong handovers, are observed in the networks. Thus handover
optimisation will be a trade-off between acceptable levels of the individual performance
indicators. In [3GPP11] it is stated that “the main objective of mobility robustness
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optimisation should be reducing the number of Handover (HO)-related radio-link fail-
ures.” This is because service interruption, which goes along with a radio-link failure,
is noticed by the user and affects the satisfaction with the offered service much more
than suboptimal service delivery. Another objective is the avoidance of unnecessary
handovers (ping-pong handovers), which lead to additional signalling traffic. In the area
of handover optimisation several concepts and algorithms have been designed that im-
prove the handover performance from a selected starting condition. However, important
research fields in handover optimisation are neglected in previous investigations: the
impact of the network configuration and capacity utilisation (network load) on the han-
dover condition and hence the identification and selection of a more optimal handover
configuration is still unclear. The optimisation algorithms developed so far have not been
assessed and compared to an “optimal” handover configuration, i.e. a configuration that
has been identified as best performing solution by system simulations or theoretical ap-
proaches. An analysis of the necessary handover performance observation cycles, i.e. the
time period in which the current handover performance is evaluated, and the impact of
this observation cycle on the optimisation speed is still pending. The observation cycle
mainly impacts the ability to adjust the handover configuration to temporary network
conditions, which is important to define the application area of handover optimisation
algorithms.
The objective of this dissertation is to examine the handover behaviour in Long Term
Evolution (LTE) based on system-level simulations using realistic simulation environ-
ments. In order to deepen the understanding of the handover optimisation problem
and to pave the way for successful handover optimisation solutions we analyse the Han-
dover Performance Indicators (HPIs) in detail. We discuss the impact of the network
configuration on the optimisation activities and evaluate the influence of the cells ca-
pacity utilisation in system-level simulations. As introduced before, one of the central
questions in handover optimisation is the dimensioning of the observation cycle. This
interval influences the accuracy of the ongoing performance observation and the achiev-
able optimisation speed, since long observation intervals lead to long optimisation cycles.
Hence, an analysis of the “optimal” observation interval is a central part of this disser-
tation. Based on these analyses, we develop and assess two optimisation algorithms in
this dissertation: the first solution is an algorithm aiming at the successive adaptation
of the handover control parameters in small steps. The algorithm was developed in
the SOCRATES project and bases on the direct handover performance comparison of
two handover configuration sets. A multitude of this kind of optimisation algorithms
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has been suggested by the research community in recent years. The advantage of these
algorithm is easy implementation since they base on performance indicators which are
already used in the networks to monitor the handover performance. The second solu-
tion bases on the measurement based prediction of the handover events in all potential
handover configuration sets. We develop this prediction based optimisation algorithm to
enable the selection of a new handover configuration set based on a pre-assessment of the
expected handover performance. The advantage of this solution is that local minima in
the optimisation space are discovered and the algorithm allows large-scale handover con-
figuration adaptations with limited risk to temporary degrade the handover performance.
The main assessment criteria for the evaluation of the optimisation algorithms are: the
overall handover performance improvement in the network; the reached handover per-
formance compared to an “optimal” handover performance identified by system-level
simulations; and the optimisation speed as well as the adaptation to changes in the
network condition (network load).
This document is organised as follows: In Chapter 2, the LTE physical layer and the
concept of self-organizing networks are introduced. The support of user mobility in mo-
bile communication networks is described in Chapter 3. This includes the LTE handover
procedure, the handover decision and control parameters, the Handover Performance
Indicators and additional mobility related measurements used by one handover optim-
isation algorithm developed in this dissertation. Chapter 4 gives an overview of the
research activities in handover optimisation in recent years and analyses the open issues
that will be covered in this dissertation. The simulation environment comprises the geo-
detic data, the simulation models, the simulation database implemented as web service
named SImulation of MObile NEtworks (SIMONE) and the simulation scenarios and is
described in Chapter 5. Chapter 6 contains the analyses of the Handover Performance
Indicators and the impact of the network configuration and capacity utilisation on the
handover performance. The evaluations from this chapter lead to the identification of
suitable observation intervals for the Handover Performance Indicators. Two handover
optimisation algorithms are described and their performance is analysed in Chapter 7.
A conclusion on the investigations in this dissertation and an outlook on future open
research topics in the field of handover optimisation is given in Chapter 8.
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Chapter 2
The Main LTE Features and SON
Concept
The main features of the LTE physical layer and the general concept of SON are presen-
ted in this chapter. The first section (Section 2.1) focusses on the LTE physical layer
and describes the fundamental LTE function which is the basis for the development of
the simulation models and scenarios. The second section (Section 2.2) elaborates the
concept of SONs which has been introduced in LTE to increase the system performance
by continuous optimisation of the network configuration.
2.1 The LTE Physical layer
In this section, the LTE physical layer is introduced. The section starts with the LTE
operating bands in Europe and the definition of a LTE resource block. Furthermore
the Modulation and Coding Schemes (MCSs) and UE categories are described, which
mainly impact the spectral efficiency of the LTE system. To give an idea of the maximum
communication distance between a base station and a UE the coverage range of an LTE
base station together with the link budget are exemplified at the end of the section.
The LTE operating bands allocated in Europe are listed in Table 2.1 [3GPP14a, Table
5.5-1]. In Europe the utilisation of the bands is not limited to one RAT, i.e. the li-
censes allow to operate several, specified mobile communication technologies in these
bands. The usage of the bands is harmonised among the members of the European
Union (EU) and the decisions of the European Commission (EC) are binding for the
EU member countries. Examples for EC decisions on the usage of certain operating
bands are: 2010/267/EU in the 790-862 MHz frequency band and 2014/276/EU in the
3400-3800 MHz frequency band, which can be assessed via [Office14]. Two duplex modes
7
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Band Number Duplex-Mode
Frequency Range [MHz]
Uplink Downlink
1 FDD 1920 - 1980 2110 - 2170
3 FDD 1710 - 1785 1805 - 1880
7 FDD 2500 - 2570 2620 - 2690
8 FDD 880 - 915 925 - 960
20 FDD 832 - 862 791 - 821
33 TDD 1900 - 1920
34 TDD 2010 - 2025
38 TDD 2570 - 2620
40 TDD 2300 - 2400
42 TDD 3400 - 3600
43 TDD 3600 - 3800
Table 2.1: The duplex modes and LTE operating bands in Europe according to
[3GPP14a, Table 5.5-1]
are defined in LTE, namely Frequency Division Duplex (FDD) and Time Division Du-
plex (TDD). The LTE operating bands overlap with bands of other communication
technologies as shown in Figure 2.1. This enables network operators to re-farm fre-
quency bands dedicated to other technologies and upgrade the network step-by-step to
LTE. Another plus of the wide range of operating bands is that subject to the purpose
of the cell the most appropriate frequency band can be chosen. This means cells in low
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Figure 2.1: Location of the LTE operating bands and other radio technologies
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2.1 The LTE Physical layer
density areas can operate on low frequencies and benefit from the wave propagation char-
acteristics of these frequency bands that allow larger communication distances. Cells
dedicated to serve a small hot-spot area can operate on higher frequencies. The require-
ment to utilize this advantage is that the network operator holds licenses in different
operating bands.
Details on the physical resource elements and slot structure are specified in [3GPP13a,
Section 5.1]. The transmission scheme in LTE is based on Orthogonal Frequency Division
Multiplex (OFDM) using a cyclic prefix. Figure 2.2 shows two LTE resource block in the
OFDM transmission scheme. The sub-carrier spacing is 15 kHz and a sub-frame lasts
1 ms. A sub-frame is further divided into two slots with seven OFDM-symbols each.
A resource block consists of 12 consecutive sub-carriers and one slot. A resource block
is the smallest amount of resources that can be assigned to a UE, i.e. seven OFDM
symbols, for data transmission. Two cyclic prefix modes exist, i.e. normal cyclic prefix
and extended cyclic prefix. In normal mode the length of the cyclic prefix for the first
symbol is 5.2µs the remaining symbols of one slot have a cyclic prefix of 4.68µs. The
extended mode uses a cyclic prefix of 16.67µs for all symbols. A transmission scheme
with reduced sub-carrier spacing of 7.5 kHz allows further extension of the cyclic prefix
length.
The number of available resource blocks in the frequency domain depends on the channel
bandwidth. Table 2.2 shows the channel bandwidths specified in LTE and the corres-
ponding amount of resource blocks in one slot. The range of bandwidths allows to
operate LTE in small band gaps as long as the interference to adjacent bands does not
Δf = 15 kHz
Δt = 0.5 ms (1. Slot)
Δf = 180 kHz
Δt = 0.5 ms (2. Slot)
Δt = 1 ms (Subframe)
Resource Block 1 Resource Block 2
Figure 2.2: The LTE resource block [Jansen10c]
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Channel Bandwidth [MHz] 1.4 3 5 10 15 20
Number of Resource Blocks 6 15 25 50 75 100
Table 2.2: The relation of the LTE channel bandwidth and number of resource blocks
[3GPP14a, Table 5.6-1]
impair the operation of other technologies in these bands.
Five different modulation schemes are defined in LTE: Binary Phase-Shift Keying
(BPSK) and M-Quadrature Amplitude Modulation (QAM) with M = {4, 16, 64, 256}
[3GPP14c]. The selection of the modulation scheme depends on the reception quality
of the UE in the case of a transport channel and on the importance of the information
CQI Index Modulation Code Rate Spectral Efficiency [
bit
s
Hz
]
1 QPSK 0.9239 0.142
2 QPSK 0.8829 0.219
3 QPSK 0.8116 0.352
4 QPSK 0.6993 0.561
5 QPSK 0.5616 0.818
6 QPSK 0.4122 1.097
7 16-QAM 0.6309 1.378
8 16-QAM 0.5215 1.786
9 16-QAM 0.3985 2.246
10 64-QAM 0.5645 2.439
11 64-QAM 0.4463 3.101
12 64-QAM 0.3497 3.642
13 64-QAM 0.2461 4.222
14 64-QAM 0.1475 4.774
15 64-QAM 0.0743 5.184
Table 2.3: Modulation and coding schemes plus spectral efficiencies in the PDSCH
[3GPP14e, Table 7.2.3-1]
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in the case of a control channel. For the transport channels like the Physical Downlink
Shared Channel (PDSCH) a subset of modulation schemes is specified. Forward Error
Correction (FEC) is realized by Turbo coding in the PDSCH. Based on the Channel
Quality Indicator (CQI) the modulation and coding rate are defined in MCS. Table 2.3
shows the MCS for the PDSCH. The MCS for a transmission is selected by the network
based on the channel quality reporting from the UE. Transport channels use two dif-
ferent coding schemes, namely Turbo coding and convolutional coding. More details on
the coding schemes and transport channels can be found in [3GPP14d, Table 5.1.3-1].
In the case that the UE supports 256-QAM another MCS table is used specified in
[3GPP14e, Table 7.2.3-2]. In the LTE control channels convolutional codes, block codes
and the repetition code are used. More details on the coding schemes in control channels
can be found in [3GPP14d, Table 5.1.3-2].
The specification of the UE capabilities in so-called UE categories is given in Table
2.4. The maximum data rates shown in the table are theoretical values that can not be
interpreted as the user throughput in the network. In the latest releases new categories
have been introduced that support a higher number of Multiple Input Multiple Output
(MIMO) layers. The numbers neglect any kind of overhead introduced by signalling or
higher layer information.
UE Category Release Max. Data Rate DL Max. Data Rate UL MIMO Layers
1 8 10.3 Mbit/s 5.2 Mbit/s 1
2 8 51.0 Mbit/s 25.5 Mbit/s 2
3 8 102.0 Mbit/s 51.0 Mbit/s 2
4 8 150.8 Mbit/s 51.0 Mbit/s 2
5 8 299.6 Mbit/s 75.4 Mbit/s 4
6 10 301.5 Mbit/s 51.0 Mbit/s 2 or 4
7 10 301.5 Mbit/s 102.0 Mbit/s 2 or 4
8 10 2998.6 Mbit/s 1497.8 Mbit/s 8
9 11 452.2 Mbit/s 51.0 Mbit/s 2 or 4
10 11 452.2 Mbit/s 102.0 Mbit/s 2 or 4
Table 2.4: UE categories specified by the 3GPP-Releases [3GPP14f, Table 4.1-1 & 4.1-2]
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Calculation Transmitter (eNodeB)
a Tx Power 46 dBm
b Tx Antenna Gain 18 dBi
c Cable Loss 2 dB
d = a+ b− c EIRP 62 dBm
Calculation Receiver (UE)
e UE Noise Figure 7 dB
f Thermal Noise -104.5 dBm
g Min. SINR -9 dB
h = e+ f + g Receiver Sensitivity -106.5 dBm
i Interference Margin 4 dB
j Control Channel Oeverhead 1 dB
d− h− i− j Maximum Pathloss 163.5 dB
Table 2.5: Downlink link budget for a data rate of 1 Mbit/s [Holma09, Table 9.10]
Table 2.5 shows the link budget for a transmission with a data rate of 1 Mbit/s in the
downlink. More details on the assumptions for the link budget can be found in [Holma09,
Section 9.6]. The resulting maximum pathloss between the base station and the UE is
163.5 dB.
The coverage range of the LTE cells depends on the carrier frequency and maximum
pathloss. Table 2.6 shows the coverage range and thus the maximum cell sizes using
the maximum pathloss from Table 2.5. This means a minimum data rate of 1 Mbit/s is
assumed for the transmission. The coverage ranges show that lower carrier frequencies
are beneficial for areas with a low population density. The simulation scenarios described
Carrier Frequency [MHz] 800 900 1800 2000 2300 2600 3600
Coverage Range [km] 14.68 13.42 7.93 7.32 6.58 5.99 4.68
Table 2.6: Coverage range of LTE in urban environments for a minimum data rate of
1 Mbit/s
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in Chapter 5 use carrier frequencies between 1800 - 2000 MHz. The chosen inter site
distance of 500 m in one scenario and the typical inter site distance of less than 1 km in
the dense-urban areas of the other scenario show that the communication is interference
limited and not noise limited in the simulation scenarios. To calculate the coverage
ranges, the Okumura-Hata propagation model for urban environments has been used.
Details on the model can be found in [Lu¨ders01, Section 7.3]. Further assumptions for
the model are the base station height of 40 m and a UE height of 1.5 m. The model
was originally defined for operation frequencies of up to 1500 MHz. Research results in
[Baumgarten12] show that the model can be used for higher operation frequencies as
well.
2.2 The Concept of Self-Organizing Networks
The concept of SONs follows the idea of a network deployment where the cells auto-
matically tune the system parameters to get a basic configuration for system opera-
tion followed by the measurement based optimisation of the system parameters. Self-
organization splits in three parts: self-configuration, self-optimisation and self-healing
[Scully08, Section 1.1]. Figure 2.3 shows the interaction of the self-organization func-
tions. The common basis for the SON-functions is the continuous measurement cycle
that allows the evaluation of the current performance and the evaluation of the impact
of system parameter changes by the SON-functions.
Self-configuration functions are active in the pre-operational state of newly deployed
base stations. The objective of these SON-functions is to enable system operation by
automatic tuning of the basic setup and initial radio configuration parameters. The
pre-operational state is the phase between the power-on of a cell including backbone
connectivity and the activation of the Radio Frequency (RF) transmitter. [3GPP13a,
Section 22.1]
Self-optimisation functions are active in the operational state of the base stations. These
functions aim at the improvement of the system performance by adaptation of the sys-
tem parameters. The basis for the optimisation are the UE and system measurements.
[3GPP13a, Section 22.1]
Self-healing functions are activated in the case of system failures of “non-intentional
nature”. Examples are the failure of a cell or base station. The objective of these
functions is to improve the coverage or capacity problems during the repair activities.
Once the cell is back in operation the former system configuration is restored.
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Measurements 
(Gathering and 
processing)
Self-
Optimisation
Self-
Healing
Self-
Configuration
Setting 
parameters
Continuous 
loop
Triggered by 
incidental 
events
Figure 2.3: The Concept of Self-Organization in the SOCRATES Project [Scully08]
Several SON use cases have been defined by 3rd Generation Partnership Project (3GPP)
[3GPP11], Self-Optimisation and self-ConfiguRATion in wirelEss networkS (SOCRATES)
[Scully08] [Amirijoo08] or Next Generation Mobile Networks (NGMN) [NGMN08]. LTE
includes supporting functions for a variety of SON functions standardised in [3GPP13a,
Section 22].
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Chapter 3
Support of User Mobility in Mobile
Communication Networks
This chapter introduces the main features of the handover procedure in the 3GPP LTE
including measurement setup, measurement triggering and signalling and data flow in
Section 3.1. Furthermore, the handover decision and handover control parameters are
introduced in Section 3.2. Section 3.3 is dedicated to handover performance indicators
used as the basis for the handover optimisation and finally, additional mobility related
measurements are described in Section 3.4. The additional mobility related measure-
ments are unnecessary for the standard handover procedure in LTE. They are used
as additional system information in one of the considered optimisation algorithm in
Chapter 7.
3.1 The Handover Procedure in 3GPP LTE
The handover procedure in 3GPP LTE allows a UE to switch from the serving evolved
Node B (eNB) to another eNB in the network without loss of connection. The final
handover decision is made by the network, i.e. the eNB, and is based upon measurement
reports of the UE. The reasons for the initiation of a handover procedure vary from
decreasing service quality, decreasing signal strength of the serving cell or frequency layer
switch due to user mobility, to load balancing activities. Based on predefined thresholds
and conditions, the UE sends measurement reports to the network. These measurements
are used to observe the service quality of the user and to evaluate the signal strength of
neighbouring cells to identify a potential Target evolved Node B (TeNB) for a handover.
If the service quality or signal strength of the serving cell decreases further than a
predefined threshold, or another precondition for a handover initiation is met, a handover
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to the cell with the highest signal strength is executed. In case that the service quality or
signal strength degradation is temporary, the measurement reporting is disabled again.
In case of a handover, the user data (communication content) is stored and transferred
to the TeNB of the handover process, to ensure continuous service delivery.
The handover procedure can be subdivided in four parts:
1. Measurement report triggering
2. Handover decision by the network
3. Identification of the TeNB
4. Handover execution
The configuration of the measurements and hence the events that trigger the measure-
ment reporting from the UE to the eNB are defined by the network and communicated
to the UE. Once the entering condition for an event is met, i.e. the UE identifies a
cell that is an offset stronger than the serving cell, the measurement reporting starts. A
UE that is in the mode of transferring measurements to the network can be classified
as a potential handover candidate. In any case this UE will be located close to the cell
border of its serving cell and any neighbour cell in the same RAT and frequency layer
or close to a coverage hole. In the inter-RAT case, only UEs located at the border of a
cell qualify for a handover since these UEs may benefit from less interference and hence
better service quality in a neighbour cell. Even in the case of a load balancing handover,
the UEs located at the cell border will be selected to unload a cell since the probability
that these UEs can be served from a neighbouring cell is higher than for cell centre UEs.
Note that cell border does not necessarily mean that a UE is physically located in the
middle between two cells. Fading effects may lead to a handover initiation for a UE that
is located close to its serving cell. Hence the term “cell border” has to be interpreted
in the sense of a potential increase in the UE service quality or network throughput by
a serving cell change. The initiation of a handover to another cell layers on a different
transmission frequency or other communication technology is not necessarily initiated
by users located close to the inter-RAT cell border, since other reasons for the handover
initiation like load balancing, the user speed class or the demanded service might neces-
sitate the handover. Steps two and three, i.e. the handover decision and identification
of the TeNB by the network, are based on the measurement reports. In the case of
a quality based handover, the handover decision implies the identification of a TeNB
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already. This means step two and three merge to one step in this case. In the case of a
load balancing handover the detection of a highly loaded or overloaded cell initiates the
identification of potential TeNBs. In this case the two steps are executed individually.
The steps one to three of the handover procedure rely upon cell signal strength measure-
ments reported by the UE. This shows that the measurements are very important for a
successful mobility support. Thus, the following subsections introduce the most import-
ant UE measurements, the measurement report triggering and the data flow between
the LTE entities.
3.1.1 Measurements
To evaluate the connection quality to the network the UE continuously measures the Ref-
erence Signal Received Power (RSRP) and Reference Signal Received Quality (RSRQ)
level of the serving cell and neighbour cells. One purpose of these continuous measure-
ments is, to identify best server cell changes, which trigger the handover procedure or
cell reselection. Hence, these measurements are the basis for successful user mobility
support. The definition of the measurements elaborated below are taken from the LTE
standard. The references to the relevant documents are given in the sections below.
In general, the measurement configuration differs for different states of a UE. For in-
stance the current Radio Resource Control (RRC) state, i.e. RRC-IDLE and RRC-
CONNECTED, influences the time period of the channel quality measurements. In
some cases, the measurement configuration is influenced by the Discontinuous Trans-
mission (DTX) and Discontinuous Reception (DRX) mode as well. The DTX and DRX
are introduced in LTE to enable energy saving in RRC-IDLE and RRC-CONNECTED
state. In the case of a low data rate service like a voice over IP call, discontinuous
transmission and reception are used to power down the UE in pre-defined time slots.
Depending on the data rate, the configuration of DTX and DRX can be adapted by the
network. In RRC-IDLE state the UE can enter a UE sleep mode for a communicated
time period. Since no data transmission or reception is possible in the time periods the
UE is in sleep mode, the measurement configuration is adapted to the DRX cycle.
Reference Signal Received Power
The RSRP measurement is defined in [3GPP12a, P. 7] as “the linear average over the
power contributions (in [W]) of the resource elements that carry cell-specific reference
signals within the considered measurement frequency bandwidth”. 3GPP leaves some
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implementation details up to the UE manufacturers as long as the measurement accuracy
requirements are guaranteed. This means that the number of resource elements that are
used to determine the RSRP are not standardised and left up to the UE implementation.
The reference point for the RSRP is the antenna connector of the UE.
Reference Signal Received Quality
In [3GPP12a, P. 8] the RSRQ is defined as:
RSRQ = N ×RSRP
RSSI
(3.1)
where N is the number of Resource Blocks (RBs) considered for the measurements,
RSRP is the reference signal received power introduced before and RSSI is the Received
Signal Strength Indicator. The RSSI is defined as “the linear average of the total received
power (in [W]) observed only in OFDM symbols containing reference symbols for antenna
port 0, in the measurement bandwidth, over N number of resource blocks by the UE
from all sources, including co-channel serving and non-serving cells, adjacent channel
interference, thermal noise etc.” in [3GPP12a, P. 8]. The individual measurements for
the terms in the numerator and denominator have to be done over the same set of RBs.
Again the reference point for the RSRQ is the antenna connector of the UE.
Measurement Period and Measurement Reporting Period
In RRC-IDLE state the RSRP and RSRQ level of the serving cell are measured at
least every DRX cycle. Table 3.1 shows the DRX cycle lengths and the corresponding
serving cell evaluation period Nserv, which is the time period in which a UE checks for
DRX Cycle length [s] Nserv [Number of DRX Cycles]
0.32 4
0.62 4
1.28 2
2.56 2
Table 3.1: Interdependency of the DRX cycles and the serving cell evaluation cycle
[3GPP14b, P. 32]
18
3.1 The Handover Procedure in 3GPP LTE
DRX Cycle length [s] Tdetect [s] (Number of DRX
Cycles)
Tmeasure [s] (Number of
DRX Cycles)
0.32 11.52 (36) 1.28 (4)
0.62 17.92 (28) 1.28 (2)
1.28 32 (25) 1.28 (1)
2.56 58.88 (23) 2.56 (1)
Table 3.2: Measurement periods for E-UTRAN intra cells subject to the DRX cycle
length [3GPP14b, P. 33]
a better serving cell. If the serving cell evaluation identifies a better serving cell, the
cell reselection is triggered by the UE. The ranking of the cells is influenced by the cell
selection criterion that defines signal strength offsets between the serving cell and other
cells, i.e. the network can influence the UE serving cell selection by the cell selection
criterion. [3GPP14b, P. 32]
In the cell reselection mode, the UE continuously measures the RSRP and RSRQ level of
the intra-frequency cells. The identification of new intra-frequency cells is done autonom-
ously by the UE and the cell reselection criteria, similar to the cell selection criterion,
for new cells is evaluated at least every Tdetect as given in Table 3.2. Cells that fulfil the
reselection criteria are measured every Tmeasure. The UE reselects a new serving cell if
the reselection criteria for that cell is met for a defined time period. [3GPP14b, P. 33]
From this it follows that the RSRP and RSRQ level of the intra-frequency cells are
measured depending on the DRX cycle at least every 2.56 seconds in RRC-IDLE state.
In RRC-CONNECTED state the measurement period for the RSRP and RSRQ level
of the intra-frequency cells is 200 ms. This means that new RSRP and RSRQ values
are available every 200 ms and can potentially be reported every 200 ms to the network.
[3GPP14b, P. 66]
For all RSRP and RSRQ measurements a minimum filtering condition is specified that
ensures that at least the average of two measurement values is evaluated in a measure-
ment period.
3.1.2 Measurement Report Triggering
Measurement reports are triggered by the network through the measurement configura-
tion. Usually the triggering reason is that the user approaches a “cell border” and hence
19
Chapter 3 Support of User Mobility in Mobile Communication Networks
sooner or later runs the risk of losing the connection to the network. As introduced
before, “cell border” has to be interpreted as the chance to increase the service quality
in another cell, layer or RAT. The triggering of measurement reports is the first step
to initiate the handover procedure. The measurement report triggering is defined in
[3GPP13b, Section 5.5.4] and distinguishes between six different cases for intra RAT
(Event A) triggering events and two additional cases for inter RAT (Event B) triggering
events. All events are evaluated for the RSRP and RSRQ measurements. The defined
events are:
• Event A1: Serving becomes better than threshold
• Event A2: Serving becomes worse than threshold
• Event A3: Neighbour becomes offset better than Primary Cell (PCell)
• Event A4: Neighbour becomes better than threshold
• Event A5: PCell becomes worse than threshold1 and neighbour becomes better
than threshold2
• Event A6: Neighbour becomes offset better than Serving Cell (SCell)
• Event B1: Inter RAT neighbour becomes better than threshold
• Event B2: PCell becomes worse than threshold1 and inter RAT neighbour becomes
better than threshold2
The term PCell stands for the primary cell in the case of carrier aggregation in LTE-
Advanced (LTE-A) and SCell terms the serving cell in one of the frequency layers. In the
case of carrier aggregation a user might be served by more than one cell. Nevertheless,
one cell (PCell) is defined as the main connected cell and the other cells are termed
Serving Cells. Since we focus the investigations in this dissertation on intra RAT HO
optimisation in LTE, the most important measurement report triggering events are the
intra RAT events. Hence, the inter RAT events B1 and B2 are of less importance. Trig-
gering events A1, A2, A4 and A5 define certain thresholds for the serving or neighbour
cell measurement triggering. Event A3 and Event A6 specify an offset between the sig-
nal strength or quality measurements of the serving and neighbour cells. The difference
between Event A3 and Event A6 is minor, i.e. the first event includes frequency offsets
used in the case of carrier aggregation for LTE-A. Due to the focus on LTE, the most
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important triggering event is Event A6 and no frequency offsets are needed since one
frequency layer is considered. The event A6 is described in detail below:
Event A6 - Neighbour becomes offset better than SCell
The definition of this event is taken from [3GPP13b]. The term entering conditions
means that an Event A6 is detected if the specified condition is fulfilled. The leaving
condition specifies the condition that terminates the Event A6.
Entering condition:
Mn +Ocn − HYStrig > Ms +Ocs + Off (3.2)
Leaving condition:
Mn +Ocn + HYStrig < Ms +Ocs + Off (3.3)
where the variables are defined as:
• Mn is the measurement result of the neighbouring cell, not taking into account
any offsets
• Ocn is the cell specific offset of the neighbour cell to the SCell and set to zero if
not configured for the neighbour cell
• Ms is the measurement result of the SCell, not taking into account any offsets
• Ocs is the cell specific offset of the SCell to the neighbour cell and is set to zero if
not configured for the SCell
• HYStrig is the hysteresis parameter for this event
• Off is the offset parameter for this event
• Mn,Ms are expressed in dBm in case of RSRP, or in dB in case of RSRQ
• Ocn, Ocs,HYStrig and Off are expressed in dB
In our investigations, i.e. system-level simulations in LTE, the signal strength and
quality conditions are known in every time step for every UE. If the offset values
Ocn, Ocs,HYStrig and Off are set to zero in a real network, the RSRP measurements are
reported, when a neighbour cell becomes stronger than the serving cell. This leads to
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heavy signalling traffic in the network. Thus, the offset values are used to trigger the
measurement reporting subject to the handover control parameters to avoid unnecessary
measurement report transmission. In the case that a high Hysteresis (HYS) value is
defined in a cell, it is needless to send measurements report, when the neighbouring cell
becomes stronger by only 0.5 dB.
3.1.3 Signalling and Data Flow
The handover procedure in 3GPP LTE involves signalling between the UE, Source
evolved Node B (SeNB) and TeNB. SeNB terms the connected cell when the han-
dover is initiated and TeNB terms the strongest cell at the UE location, which is the
potential target for the handover. The individual steps in the procedure are illustrated in
Figure 3.1. The following description is taken from [3GPP13a] and reduced to the main
features to give an overview of the signalling and data flow. A more detailed description
of the handover procedure can be found in [3GPP13a, Setcion 10.1.2.1].
1. The SeNB sends the measurement configuration to the UE including the area
restriction information, i.e. information on cell access and frequency restrictions.
2. According to the measurement report triggering in Section 3.1.2 measurement
reports are send to the SeNB.
3. The SeNB makes a handover decision based on the measurement reports and RRM
information (HYS, Time-To-Trigger (TTT)) and selects a TeNB.
4. The SeNB issues a “handover request” message to the TeNB. The request message
includes information for Radio Link Failure (RLF) recovery and enables the TeNB
to address the SeNB and the Evolved Packet Core (EPC).
5. Admission Control may be performed by the TeNB depending on the received
Quality of Service (QoS) information to increase the likelihood of a successful
HO, if the resources can be granted by the TeNB. The TeNB configures the
required resources according to the received QoS information and reserves a Cell
Radio Network Temporary Identifier (C-RNTI) and optionally a Random Access
Channel (RACH) preamble.
6. The TeNB prepares the HO and sends the “handover request acknowledgement” to
the SeNB. The message includes handover information dedicated to the UE that
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Figure 3.1: Flowchart of the 3GPP LTE handover procedure [3GPP13a]
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eases the connection procedure to the TeNB. As soon as the SeNB receives the
handover request acknowledgement, or the transmission of the handover command
is initiated in the downlink, data forwarding from the SeNB to the TeNB may be
initiated.
7. The RRC message to perform the handover, i.e “RRC Connection Reconfiguration”
message, is sent towards the UE. The UE receives the message and is commanded
to perform the HO by the SeNB.
8. The SeNB sends the “Sequence Number (SN) status transfer” message to the TeNB
to convey the uplink receiver status and the downlink transmitter status.
9. After receiving the “RRC Connection Reconfiguration” message the UE performs
synchronisation to the TeNB and accesses the TeNB via the RACH.
10. The TeNB responds with Uplink (UL) allocation and timing advance.
11. When the UE has successfully accessed the TeNB, the UE sends the “RRC Connec-
tion Reconfiguration Complete” message to the TeNB to indicate that the handover
procedure is completed for the UE. The TeNB verifies the message and can now
begin sending data to the UE.
12. The TeNB sends a “path switch request” message to the Mobility Management
Entity (MME) to inform that the UE has changed the eNB.
13. The Serving Gateway switches the downlink data path to the TeNB.
14. The MME confirms the “path switch request” message with the “path switch
request acknowledge” message.
15. By sending the “UE context release” message, the TeNB informs success of the HO
to the SeNB and triggers the release of resources by the SeNB. The TeNB sends
this message after the “path switch request acknowledge” message is received from
the MME.
16. Upon reception of the “UE context release” message, the SeNB can release the
resources associated to the UE. Any ongoing data forwarding may continue.
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3.2 Handover Decision and Control Parameters
The HO decision in LTE networks introduced in the last Section 3.1.3 is influenced by
a number of control parameters, i.e. the HYS, Hysteresis Offset (HYS-Off) and TTT
standardised by 3GPP in [3GPP13b]. The HO decision starts the handover preparation
phase as shown in Figure 3.1. The decision is based on UE measurements that are
triggered by the event A6 as introduced before. The standardised handover control
parameters define the exact moment the HO decision is made. Assuming that the offset
values Ocn, Ocs,HYStrig and Off introduced in Section 3.1.2 are set to zero, the UE
measurements are triggered if the RSRP or RSRQ of a neighbour cell becomes stronger
than the RSRP or RSRQ of the connected cell.
For clarification, an exemplary set of two RSRP courses (Cell A and Cell B) is depicted
in Figure 3.2. In the beginning, the user is connected to Cell B. Event A marks the point
in time when the signal strength of Cell A becomes stronger than the signal strength
of Cell B. The event A6 triggers the measurement reports that the user henceforth
transmits to Cell B (under the above assumption that the offset values are set to zero).
Once the HYS condition set by the serving cell B is fulfilled, Cell A qualifies as handover
candidate. If that condition holds for a duration longer than the time defined by TTT,
the handover decision is made. If the signal strength of cell A falls below the offset
defined by the HYS again, cell A has to re-qualify by better RSRP values to fulfil the
HYS condition. Likewise, the TTT condition has to be met in that case after the HYS
condition is fulfilled. The HO decision implicitly includes the selection of the TeNB for
the handover, i.e. the cell that fulfils the HYS and TTT condition.
Hysteresis
R
e
c
e
iv
e
d
 s
ig
n
a
l 
s
tr
e
n
g
th
Time
TTT
Event A
Hys 
fulfilled
Cell A
Cell B
Handover 
Decision
Figure 3.2: The handover decision based on HYS and TTT
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The example shows that the handover control parameters define the exact moment for
the handover decision of a UE. Moreover, it becomes clear that minor changes in the
course of the signal strength of Cell A and B lead to a different handover decision (in
time and location). These changes can be caused by many temporary interferences with
the transmission channel, like obstacles that interfere with the signal reception or even
changes in orientation of the body or head of the user. In addition, the handover control
parameters impact the user cell assignment as shown in Figure 3.3. In the upper case
a smaller HYS value has been defined as indicated by the smaller HYS arrows in the
schematic diagram. The intersection area between the two cells gives the area where
users connected to any of the two cells could be located without fulfilling the HYS
condition. Once a user connected to the SeNB leaves the intersection area towards the
TeNB, the HYS condition is fulfilled. The TTT defines the time a user stays connected
to the SeNB before the handover is initiated. Hence, it depends on the user speed how
far a user can enter the area of the TeNB before the handover decision is made. This
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Figure 3.3: Impact of the handover control parameters on the user cell assignment
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indicates that defining different handover parameters for user speed classes makes sense.
In the lower case a higher HYS value has been defined for a SeNB. Consequentially the
intersection area of the two cells is larger in this case. The underlying assumption for this
example is that the HYS has been adapted in both cells in equal measure. Otherwise the
intersection area would shift towards one cell. The higher HYS value causes a larger area
in which users of any of the two cells could be located. This will probably lead to worse
signal quality conditions for the users located at the cell border in the intersection area
between the cells. Nevertheless, higher HYS settings make sense to avoid frequent cell
changes of cell edge users between neighbouring cells. As mentioned before, this causes
undesired backhaul traffic. In reality the cell areas are not circular as in the example
nor coherent in any case. One reason for this are obstacles like buildings and vegetation
that influence the wave propagation. Moreover, the user movement is not mandatory
directed from one cell to a neighbouring cell but might follow the cell border. Therefore,
an optimisation of the handover control parameters to cope with the variety of user
needs and environmental impacts is needed.
3GPP specifies value ranges for the handover control parameters in [3GPP13b]. The
corresponding value ranges are listed below.
Hysteresis
The HYS is defined as the minimum difference between the signal strength of the SeNB
and the TeNB in dB, given that the signal of the TeNB is stronger. The HYS is defined
for every eNB and is taken into account for every UE that leaves the SeNB to any
TeNB. 3GPP defines HYS values between 0 dB and 15 dB with a step size of 0.5 dB
for LTE [3GPP13b, P. 247]. Due to high computing time, the number of considered
HYS values has to be reduced for the system simulations. In the controllability and
observability studies in the SOCRATES project [SOCRATES08] we showed that the
system performance for high HYS values is dominated by high radio-link failure ratios
with unacceptable performance. Hence, the value range is limited to 10 dB with a step
size of 1 dB for the simulations in this work. Thus a value set of 11 HYS values is taken
into account:
Values specified in 3GPP:
HYS ∈ {0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, 6, 6.5, 7, 7.5, 8, 8.5,
9, 9.5, 10, 10.5, 11, 11.5, 12, 12.5, 13, 13.5, 14, 14.5, 15}
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Values used in this work:
HYS ∈ {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10}
Hysteresis Offset
The HYS-Off or Q-OffsetRange (as named in 3GPP [3GPP13b, P. 243]) parameter is
an additional HYS value that can be used to set cell individual HYS-Offs. The offsets
are used to account for differences in the mobility between cell pairs. For example an
eNB that serves an area at the border of a city could see UEs that leave the city (and
hence the cell) with high speed on a road into the countryside towards cell A. On the
other side of the cell area (towards the city) pedestrians could walk into the city on a
side-walk towards cell B. In this case, it might make sense to treat the UEs that leave
the city with high speed differently than the UEs that walk into the city. In contrast
to the HYS, the HYS-Off can be defined differently for UEs travelling from the SeNB
towards cell A or cell B. Hence, the individual situation of the UEs can be accounted
for. The HYS-Off is defined in dB as well and allows values between -24 dB and 24 dB.
The step size varies between 1 dB and 2 dB. The specified values are:
HYS-Off ∈ {−24,−22,−20,−18,−16,−14,−12,−10,−8,−6,−5,−4,
−3,−2,−1, 0, 1, 2, 3, 4, 5, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24}
Time-To-Trigger
The TTT is defined in ms and allows values between 0 ms and 5120 ms [3GPP13b, P.
263]. The exact values defined in the 3GPP specification are listed below. Since the
time resolution in the used simulation environment is limited to 100 ms, the TTT values
that are taken into account for the simulations are adapted to the values listed below.
Hence, a value set of 11 TTT values is considered:
Values specified in 3GPP:
TTT ∈ {0, 40, 64, 80, 100, 128, 160, 256, 320, 480, 512, 640, 1024, 1280, 2560, 5120}
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Values used in this work:
TTT ∈ {0, 100, 200, 300, 400, 500, 600, 1000, 1200, 2500, 5100}
Handover Operating Points
A combination of a HYS and TTT value will from now on be referred to as a Handover
Operating Point (HOP). Given that a set of 11 HYS and 11 TTT values has been
defined for the simulations in this work a total number of 121 HOPs are investigated.
3.3 Handover Performance Indicators
The assessment of the handover performance of a cell or network is based on reports
of handover related events. The term handover related events indicates that not only
successful handovers and handover failures, which clearly are handover related events,
have to be considered. Radio-link failures, which might happen before a handover is
initiated, can be caused by suboptimal handover settings as well, e.g. the handover
control parameters have high values that cause the UE to loose the connection to the
network before the handover procedure is initiated. This section gives an overview of
the relevant handover related events and the HPIs that are used in this dissertation.
The definitions of the HPIs have been taken from the SOCRATES project in which
the author participated and slightly adapted to recent findings [Ku¨rner11]. The major
difference is that the same denominator is used for the calculation of all HPIs ratios,
i.e. the number of handover related events. This eases the identification of the most
significant HPI and increases the comparability between the HPIs.
The detection of handover related events in a real network involves data exchange
between the eNBs. In [3GPP11, Section 4.5.2] 3GPP lists the required functionalit-
ies for the detection of three different kinds of radio-link failures, i.e. too late handovers,
too early handovers and handovers to the wrong cell. In case of a too late handover,
the UE will re-establish the connection to the network in a different cell than the SeNB.
This RLF can either be detected by the SeNB or by the eNB the UE re-establishes the
connection to. In the second case, the new serving eNB informs the old SeNB that the
UE is now served by it. RLFs caused by too early handovers happen shortly after a UE
has connected to the TeNB. The UE re-establishes the connection to the SeNB in this
case and hence the SeNB can detect this error itself. If a handover was performed to a
wrong cell, the UE loses connection to the network in the TeNB and re-establishes the
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connection to a third eNB. In this case, the SeNB and TeNB should be informed by the
third eNB. In any case a radio-link failure leads to temporary interruption of the data
stream.
Successful Handovers
A successful handover HOsucc is defined as a completed handover of a UE from a SeNB to
a TeNB without interruption of the communication to the network. Since the handover
control parameters of the SeNB define the exact moment of the handover decision, the
successful handovers are counted in the SeNB. The number of successful handovers
Nsucc is used to determine the handover performance of a cell. It is defined as the sum of
successful handovers over a time span ∆t or a fixed number of handover related events
Nhr events:
Nsucc =
∑
∆t
HOsucc(t) or Nsucc =
∑
Nhr events
HOsucc(t) (3.4)
The number of successful handovers can be split up in the number of ping-pong handovers
Npp and the number of successful handovers without ping-pong Nnpp as follows:
Nsucc = Npp +Nnpp (3.5)
Ping-Pong Handovers
A ping-pong handover HOpp is a successful handover of a user from a SeNB to a TeNB
followed by another successful handover back from the TeNB to the SeNB within the
time span Tcrit−pp. Tcrit−pp is defined as:
Tcrit−pp = 2 ∗ (TTT + tmin) (3.6)
with TTT as time to trigger of the SeNB and tmin as the minimum time span a user
should be connected to a cell. tmin has been defined by the SOCRATES project in an
internal deliverable [Balan09] and is set to a value between two and five seconds.
The number of ping-pong handovers Npp is defined as a subset of the number of successful
handovers Nsucc. Equivalent to the number of successful handovers the number of ping-
pong handovers is calculated as the sum of ping-pong handovers over a time span ∆t or
a fixed number of handover related events Nhr events.
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Npp =
∑
∆t
HOpp(t) or Npp =
∑
Nhr events
HOpp(t) (3.7)
Handover Failures
A handover failure HOfail is defined as a radio-link failure of the link to the SeNB or
TeNB in the handover process, i.e. the handover preparation and handover execution
phase as introduced in Figure 3.1. A connection loss is detected when the Signal to
Interference plus Noise Ratio (SINR) of the user falls below the minimum threshold
SINRmin for the time span Tcrit−hof . SINRmin is usually set to -6.5 dB [3GPP12c,
Section A2] and Tcrit−hof to 100 ms (due to the simulation step size of 100 ms) in our
system-level simulations. In the case that the radio-link to the TeNB fails, it can be
attempted to hand the UE back to the SeNB. If the attempt is successful, the UE does
not lose connection to the network. For the analysis of the handover performance, the
number of handover failures Nfail is calculated as the sum of handover failures over a
time span ∆t or a fixed number of handover related events Nhr events:
Nfail =
∑
∆t
HOfail(t) or Nfail =
∑
Nhr events
HOfail(t) (3.8)
Radio-Link Failures
A radio-link failure HOrlf is defined as the connection loss of a UE from the network.
As for the handover failures, a connection loss is detected when the SINR of a user falls
below the minimum threshold SINRmin for the time span Tcrit−rlf . Tcrit−rlf is usually
set to 5 s in system-level simulations1. It should be noted that a radio-link failure may be
caused by suboptimal handover parameter settings but could also be caused by coverage
holes in the network. For the analysis of the handover performance the number of radio-
link failures Nrlf is calculated as the sum of radio-link failures over a time span ∆t or a
fixed number of handover related events Nhr events:
Nrlf =
∑
∆t
HOrlf (t) or Nrlf =
∑
Nhr events
HOrlf (t) (3.9)
1This value has been discussed in the SOCRATES project and defined to 5 s. The value represents
the time a user waits for a service to recover from a link failure.
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Handover Related Events
The number of handover related events Nhr events terms the sum of all handover events.
It provides the basis for the calculation of the handover performance ratios that are used
as input statistics for the optimisation algorithms. Nhr events is defined as:
Nhr events = Nsucc +Nfail +Nrlf = Npp +Nnpp +Nfail +Nrlf (3.10)
Negative Handover Events
The number of negative handover events Nneg events terms the sum of ping-pong han-
dovers HOpp, handover failures HOfail and radio-link failures HOrlf over a time span
∆t or a fixed number of handover related events Nhr events. It is a subset of Nhr events and
used as assessment criteria for the evaluation of the optimisation algorithms. Nneg events
is defined as:
Nneg events = Npp +Nfail +Nrlf (3.11)
Failure Events
The number of failure events Nfail events terms the sum of handover failures HOfail and
radio-link failures HOrlf over a time span ∆t or a fixed number of handover related
events Nhr events. It is a subset of Nhr events and used as assessment criteria for the
evaluation of the optimisation algorithms. Nfail events is defined as:
Nfail events = Nfail +Nrlf (3.12)
For clarification the different sets of HPIs are visualised in Figure 3.4.
Handover Success Ratio
The handover success ratio is the ratio of the number of successful handovers Nsucc
to the number of handover related events Nhr events. As introduced before Nsucc and
Nhr events are calculated over a time span ∆t or a fixed number of handover related
events Nhr events. The handover success ratio is one of the key HPIs and will further be
labelled HPIsucc, i.e. HPI successful handovers. HPIsucc is defined as:
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N hr_events
N fail
N nppN rlf
N pp
N succ
= N neg_eventsN fail_events
Figure 3.4: Different sets of Handover Performance Indicators introduced in this section
HPIsucc =
Nsucc
Nhr events
(3.13)
Ping-Pong Handover Ratio
The ping-pong handover ratio is the ratio of the number of ping-pong handovers Npp
to the number of handover related events Nhr events. As introduced before Npp and
Nhr events are calculated over a time span ∆t or a fixed number of handover related
events Nhr events. The ping-pong handover ratio is one of the key HPIs and will further
be labelled HPIpp, i.e. HPI ping-pong handovers. HPIpp is defined as:
HPIpp =
Npp
Nhr events
(3.14)
Handover Failure Ratio
The handover failure ratio is the ratio of the number of handover failures Nfail to the
number of handover related events Nhr events. As introduced before, Nfail and Nhr events
are calculated over a time span ∆t or a fixed number of handover related events Nhr events.
The handover failure ratio is one of the key HPIs and will further be labelled HPIfail,
i.e. HPI handovers failures. HPIfail is defined as:
HPIfail =
Nfail
Nhr events
(3.15)
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Radio-Link Failure Ratio
The radio-link failure ratio is the ratio of the number of radio-link failures Nrlf to the
number of handover related events Nhr events. As introduced before, Nrlf and Nhr events
are calculated over a time span ∆t or a fixed number of handover related events Nhr events.
The radio-link failure ratio is one of the key HPIs and will further be labelled HPIrlf ,
i.e. HPI radio-link failure. HPIrlf is defined as:
HPIrlf =
Nrlf
Nhr events
(3.16)
Failure Event Ratio
The failure event ratio HPIfail event is the ratio of the number of radio-link failures Nrlf
and the ratio of the number of handover failures Nfail to the number of handover related
events Nhr events. As introduced before, Nrlf , Nfail and Nhr events are calculated over a
time span ∆t or a fixed number of handover related events Nhr events. HPIfail event is
defined as:
HPIfail event =
Nrlf +Nfail
Nhr events
(3.17)
3.4 Additional Mobility Related Measurements
In this section further LTE measurements or information exchange related to user mo-
bility is described.
Load Reporting
The load reporting function specified in [3GPP13a, P. 179] enables neighbouring cells
to exchange load information. In the intra-RAT case the information is exchanged via
the X2-Interface (X2) and in the inter-RAT case via the S1-Interface (S1). The load
information consists of:
• Radio Resource Usage
– Total Physical Resource Block (PRB) usage
– Guaranteed Bit Rate (GBR) PRB usage
– Non-GBR PRB usage
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• Hardware (HW) Load (low, mid, high, overload)
• Transport Network Layer (TNL) Load (low, mid, high, overload)
• Capacity value (available capacity for load balancing as percentage of total cell
capacity)
• (Optionally) Cell Capacity Class value (relative capacity indicator)
The load information is reported for the Uplink (UL) and Downlink (DL) in any of the
cases. The load information radio resource usage is further specified in [3GPP12b, P. 6]
as:
M(T ) = bM1(T )
P (T ) × 100c (3.18)
with M(T ) as the total PRB usage in percent of PRBs in use averaged over the meas-
urement time period T, M1(T ) as the count of full PRBs, P (T ) as the total number
of PRBs available during time period T. It is left up to the hardware manufacturers to
define P (T ), i.e. which resources are defined as available in a cell.
If an eNB desires load reporting from any neighbour cell, the reporting needs to be initi-
ated from the eNB by the “Resource Status Reporting Initiation” defined in [3GPP14g,
P. 26]. The reporting period is defined in [3GPP14g, P. 44] as “Reporting Periodicity”
and can take values from the open interval [1000 ms, 2000 ms, 5000 ms, 10000 ms, ...).
Initially load reporting was introduced in LTE as support for the load balancing func-
tionality that bases on three main elements, i.e. load reporting, load balancing action
and amending handovers [Holma11, P. 245]. Nevertheless, the load information can be
used to support other SON functions as well and might be helpful for the optimisation
of the handover control parameters. A limiting factor for the load reporting function is
the “processing resources available in the eNB for performance measurement and stat-
istical tasks” [Kreher10, Section 4.2.3]. As this statement is from the year 2010 and
the eNBs are further developed to support a variety of SON functions, the processing
power should be adapted by the hardware manufacturers, if it is shown that the gain
by SON functions using the load indicator is high. Thus, and because of the fact that
LTE hardware is not available for measurements in this dissertation, we will neglect the
limitations and assume that the load reporting works as standardized.
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Chapter 4
Research Activities in Handover
Optimisation
4.1 State of the Art
The optimisation of the handover performance by adaptation of the handover control
parameters is not solely investigated in LTE. In [Flanagan02], [Werner07] and [Tseng10]
the authors introduce optimisation algorithms for Wideband Code Division Multiple
Access (WCDMA) systems. In WCDMA the handover control parameters are very
similar to the LTE parameters. Thus the algorithms can be adapted to LTE.
In [Dimou09] and [Legg10] the authors analyse the handover behaviour in LTE. The
handover metrics (performance indicators) are introduced and simulations on the impact
of the UE speed on the handover delay are performed [Dimou09]. The result is that
even for high speed users (up to 200 km/h), the handover delay is smaller than 100 ms.
The impact of the user speed on the handover failure rate is evaluated in [Legg10].
The authors identify the interrelation of the handover failures in the case of too late
handovers and the ping-pong handovers in the case of too early handovers. An analysis
on the handover behaviour with different speed classes and variation of the handover
parameter settings is given in [Zetterberg13]. The results show that the development of
the handover failures caused by too early handovers, too late handovers and handovers
to the wrong cell correspond to the overall handover failure and ping-pong handover
development. This means that the number of handover failures caused by too early
handovers or handovers to the wrong cell decreases for higher HYS and TTT settings
similar to the behaviour of ping-pong handovers. Handover failures caused by too late
handover triggering increase with higher handover control parameter settings which is
the same behaviour observed for the overall number of handover failures. The authors
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of [Lee10] examine the impact of TTT changes on the handover performance and take
different user speed classes into account as well. The observed effects are similar to the
findings in the other papers.
A successive optimisation of the handover control parameters is suggested by the au-
thors of [Schro¨der08]. Their algorithms base on the optimisation algorithm developed for
WCDMA in [Flanagan02] which is a control theory based approach. The authors iden-
tified an impact of the optimisation activities on the performance of the neighbouring
cells. The optimisation algorithm presented in [Jansen11] was developed in the SO-
CRATES project [SOCRATES08]. The basis for the evaluation of the current handover
performance is a weighted sum of the handover indicators ping-pong handover ratio,
handover failure ratio and radio-link failure ratio. In the optimisation the adaptation
of the HYS or TTT is alternated and the performance is compared to the last settings.
In the case of a performance improvement the optimisation is continued in the same
direction. Otherwise the optimisation direction (increasing or decreasing the handover
control parameters) is changed. A similar definition of the weighting function for the
handover performance indicators as in [Jansen11] is selected for the handover optimisa-
tion algorithm in [Mwanje12]. The algorithm evaluates the handover performance for
a given handover parameter settings and adapts one handover control parameter, i.e.
the TTT or HYS. By comparing the performance for changes of one handover control
parameter the best performing operating point for this parameter is identified. The op-
timisation algorithm then switches to the optimisation of the second control parameter.
In [Kitagawa11] an optimisation algorithm based the observed handover related event
categories (too early, too late, HO to wrong cell, ping-pong handover) is suggested. If
the handover events for a certain category cross a pre-defined threshold, a fixed set of
rules defines how the handover control parameters are adapted.
Successive optimisation of the cell handover control parameters and the cell-pair in-
dividual offsets is suggested by the authors of [Ewe11]. In a first step the TTT and
HYS are optimized by comparison of the handover performance with “neighbouring”
handover operating points. This contains all combinations of one step lower and higher
control parameter settings. For every performance evaluation 1000 handover events are
observed. The evaluation of the performance bases on a weighted sum of the handover
performance indicators as in [Jansen11]. In a second step the cell individual offsets are
tuned if 1000 handover events per cell-pair are available. The simulation scenario bases
on OpenStreetMap (OSM) data and users with different speed classes are considered.
A handover optimisation algorithm based on control theory is proposed in [Beletchi13].
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The algorithm uses the weighted handover performance function and handover per-
formance indicators defined in [Jansen11]. The controller uses the relative number of
ping-pong handover events and failure events as feedback information. The handover
performance of neighbouring handover operating points is evaluated and fed into a gradi-
ent approximation function. Based on this evaluation the next handover operating point
is selected. The authors in [Buenestado13] use a fuzzy logic controller to optimize the
handover performance. The most important parameters for this algorithm are the fuzzy
logic controller rules derived form observations in earlier simulations. As input para-
meters the number of handovers and the radio-link failure ratio are considered. The
algorithm adapts the handover control parameters in two increments (small or large)
to allow fast adaptation of the parameters. A similar approach based on a fuzzy logic
controller from the same department is one of the main topics in the doctoral thesis
[Luengo14].
The authors of [Mwanje14] propose an optimisation dedicated to a variety of UE speed
classes based on a Q-learning algorithm. The requirement is that the user speed is known
or can be measured by the network. The idea is that the optimisation can be accelerated
by a joint optimisation of a single Q-Table from the handover activities of several cells.
The handover oscillation algorithm described in [Bergman12] is evaluated using field
trials in an LTE network. The drawback is that the interference in the network was
low due to a low user density. The authors show that the ping-pong handover ratio
can be reduced significantly by the introduction of additional constraints after a cell
change. The handover margin is increased for handover requests of users that changed
the connected cell within a defined time span. Unfortunately the impact on the radio-
link failure ratio could only be estimated for low load in the network. The optimisation
algorithm introduced in [Khan14] aims at the reduction of ping-pong handover only.
The algorithm follows the concept of the algorithm in [Jansen11] and uses the same
weighted handover performance function. The difference is that the authors suggest a
linear or exponential averaging of the handover performance indicators over longer time
frames as basis for the optimisation decision. This will significantly delay the handover
optimisation.
An optimisation algorithm dedicated to the cell individual offsets defined for every cell-
pair is described in [Watanabe13]. Based on the analysis of the ping-pong handover rate
and the handover failure rate and the comparison with target performance levels and
maximum performance levels the cell individual offsets are adapted. The optimisation
assumption is that increasing the offsets reduces the ping-pong handovers and vice versa.
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The authors in [Viering11] analyse the impact of the user mobility modelling on the
handover performance indicators. They discover that it is important to model the user
mobility with respect to the street and side-way paths. User mobility concentrates
on streets and side-ways since the movement of the users is aim-oriented. Thus the
developing of the signal quality of the strongest cells in these positions is more important
than in locations with lower user density. The authors analyse how fast the signal
quality changes at the cell border and evaluated the signal strength difference between
the strongest and second strongest cell. The outcome is that in some locations on the
border of two cells the signal degradation is steep and in others flat. Thus the user path
selection has a major impact on the handover performance in the network.
Inter-RAT handover control parameter optimisation is a hot topic in the recent past as
well. Several algorithms have been suggested in [Awada11], [Awada13], [Song09] and the
doctoral thesis [Awada14].
Research on automatic (self-)optimisation has been a topic in international research pro-
jects for several years and is still covered by running projects. The GANDALF project
(2005-2007) [GANDALF05] investigated automatic optimisation in Global System for
Mobile Communications (GSM), General Packet Radio Service (GPRS), Universal Mo-
bile Telecommunications System (UMTS) and Wireless Local Area Network (WLAN).
The End-to-End Efficiency (E3) project (2008-2009) [E308] was dedicated to improve the
efficiency of the system management and introduced self-organization capabilities into
the LTE architecture. The SOCRATES project (2008-2011) [SOCRATES08] [Ku¨rner11]
[Jansen09] focussed on self-organization functions for LTE, i.e. self-configuration, self-
optimisation and self-healing capability, and developed a variety of optimisation al-
gorithms. One use case was dedicated to the optimisation of the handover performance.
The optimisation algorithm developed in this project is part of this thesis. The Self-
Management for Unified Heterogeneous radio Access Networks (SEMAFOUR) project
(2012-2015) [SEMAFOUR12] is the follow-up project of the SOCRATES project and
aims at the development of a unified solution for an integrated SON management. The
project considers different radio access technologies and network layers and develops new
concepts, methods and algorithms for a selected set of SON functions.
4.2 Open Issues
In this section the state of the art in research on handover optimisation is analysed and
uncovered research topics are identified. The research topics, uncovered at the beginning
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of the research for this thesis or still uncovered, are listed below and will be the central
topics for this work on handover optimisation in LTE.
1. For the evaluation of the handover performance, “stable” network conditions are
assumed by many designers of handover optimisation algorithms. Nevertheless, it
is unclear what “stable” conditions in the context of the evaluation of the handover
performance means. Thus, we discuss the “influencing factors” on the evaluation of
the handover performance and analyse the impact of load changes in the network.
(Addressed in Section 6.1 and 6.4)
2. State of the art handover optimisation algorithms base on the same handover per-
formance indicators, namely the ping-pong handovers, the handover failures and
radio-link failures. In some cases the failure events are subdivided into the classes
too early handover, too late handover and handover to a wrong cell. Neverthe-
less, previous research on handover optimisation lacks a detailed analysis of the
interaction of the handover performance indicators, i.e. the impact of different
handover parameter configurations on the shift between the negative handover
events. (Addressed in Section 6.2)
3. In many optimisation approaches a weighted sum of the handover performance
indicators is used as target function. In most cases the simulation results are
given for only one set of weighting parameters in the publications. Thus, the
influence of weighting parameter changes and the possibilities for manipulation of
the optimisation target by the network operators is not analysed so far. (Addressed
in Section 6.3)
4. The performance of the developed optimisation algorithms is usually evaluated in
one simulation environment by the researchers. Therefore it is still unclear how
the simulation assumptions and environment influences the simulation results and
performance evaluation of the optimisation approaches. The analysis in [Viering11]
shows that detailed modelling of the user mobility is necessary for research in the
area of handover optimisation. Therefore, we investigate the handover performance
in two simulation environments and compare the behaviour of the target function
for different weighting parameter settings. (Addressed in Section 6.3)
5. The evaluation of the performance gain, using a specific optimisation algorithm,
usually bases on the performance comparison of a fixed handover control parameter
setting in the complete network and the suggested optimisation algorithm. In
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some cases the results of other optimisation approaches are compared as well. The
recent research lacks an examination of the possible “best” handover performance
in the network and the question how close the suggested algorithms get. In this
dissertation the “best” fixed handover configuration is evaluated by system-level
simulations and used as assessment criteria for the optimisation algorithms in
Chapter 7.
6. The observation cycle for the evaluation of the current handover performance is
one of the key parameters in handover optimisation. It influences the optimisation
speed and the reliability of the optimisation actions. The identification of the
optimal window size and the question whether the window should be defined in
the time or event domain is not investigated up to the present. (Addressed in
Section 6.6 and 6.7)
7. The handover optimisation algorithms developed and suggested so far lack the
ability to estimate the handover performance for other handover configurations.
The result for the optimisation decisions is to select handover configurations with
small parameter variations in promising direction. The analysis of the handover
performance for different handover control parameter settings in this work shows
that even the performance degradation for small control parameter changes can be
severe (Section 6.2). The acceptance to rely on automatic tuning of the handover
control parameters by the operators will be low for algorithms that might tempor-
arily worsen the network performance. Thus, we develop an optimisation concept
that allows the selection of handover configurations based on estimated handover
performance. (Addressed in Chapter 7)
8. Changing the handover configuration in a cell can impact the handover perform-
ance of adjacent cells, which complicates the evaluation of the optimisation actions
in the cells. This impact has not been quantified by the research community so far.
In this work we will analyse the interaction of handover configuration changes on
the handover performance in the cells. This interaction and the global handover
performance are important assessment criteria for the evaluation of the optimisa-
tion success. (Addressed in Section 7.2)
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The Simulation Environment
The main objective for the development of the simulation environment for this work is
to emulate the user network experience to evaluate the performance of the suggested
handover optimisation algorithms. State-of-the-art system-level simulations for mobile
communication networks base on hexagonal network layouts, empiric propagation mod-
els and random walk models for the user mobility. The reasons to select these models
range from low computation times, easy implementation in simulation environments
to sufficient quality of the simulation results to justify further extensive research. In
this work new simulation approaches based on realistic network layouts, a ray-tracing
propagation model and realistic user mobility models are conducted. The aim of these
is to evaluate whether more realistic modelling of the simulation environment changes
the simulation results and thus impacts the development of the optimisation algorithms.
Hence, two simulation scenarios with different levels of detail in the selected simulation
models are prepared and selected for this work.
In this chapter the data sources for the used models are presented in Section 5.1. The
simulation models are described in detail in Section 5.2. The in-house developed data-
base and simulation tool SIMONE is introduced in Section 5.3. Section 5.4 gives an
overview of the used simulation scenarios.
5.1 Geodetic Data
Geodetic data is the most important basis for the generation of a realistic simulation
environment since the objective is to model the reality. In this section the data sources
and usage are described in detail. The presented simulation environment partially bases
on freely available data sources. In recent years, the dedication of free cartographers
lead to a large pool of detailed freely available open source data bases of geodetic data.
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This geodetic information eases the compilation of simulation scenarios and allows a
high level of detail in the system simulations as well.
5.1.1 Building Shapes of the City of Hanover
The building shapes originate from commercially available data, i.e. shape files with
Two Dimensional (2D) building shapes and height information for the buildings. We
refer to the combination of a 2D building shape and height information as 2.5D building
information as only one height information is available per building part. As a result,
all buildings have flat roofs in the simulation environment, which is not realistic since
the majority of the buildings in the city of Hanover have pitched roofs. Nevertheless,
the buildings’ dimensions deliver important information used in the modelling of the
simulation environment and the generation of simulation models. The available data
comprises of 74058 building parts in an area of 192 km2.
Figure 5.1 shows a cut-out of the building shapes in the city of Hanover. The building
shapes are used for ray-optical pathloss predictions, the generation of indoor mobility
and the pedestrian and bicycle mobility model.
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Figure 5.1: Cut-out of the 2D building shapes in the city of Hanover
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5.1.2 Geodetic Data from the OpenStreetMap Project
OpenStreetMap (OSM) is a worldwide project aiming at the generation of a freely avail-
able geodetic map of the world [OSM14a]. The project started in the year 2004 and
relies on free cartographers that add geodetic data to the project maps. In the last ten
years the amount and granularity of the data increased rapidly. Besides streets, build-
ing shapes, railway tracks, park areas, rivers and seas the database nowadays includes
restaurants, bars, right of way rules, traffic lights, park paths, traffic signs and in some
areas even single trees. It is the declared goal of the project to ease research and teaching
by freely providing the data [e.V.14]. Moreover everybody can join the project and add
or change the data.
All OSM maps consist of a limited number of basic elements, i.e. nodes, ways, relations
and tags. The fifth basic element, named area, is a special form of the element way since
it is a closed way with special tags. Nodes describe points of interest in a map. Line
elements like streets, rivers, borders, etc. are marked by ways. Areas describe forests,
buildings, lakes, etc. Relations allow to connect basic elements and tags add information
about the element. This means that besides the geodetic information on the location
of the object the most important information is stored in the tags associated with the
element. Tags allow detailed descriptions of the geodetic objects and enable manifold
fields of application for the maps. The following data has been extracted from the OSM
data base as geodetic source data for the compilation of the simulation environment:
• Street vectors
• Number of lanes per driving direction
• Position of traffic lights
• One-way roads
• Course of rivers
• Dimension of lakes
• Building areas (Residential, Commercial, Public, ...)
• Land-use information
The street vectors are used for the vehicular, pedestrian and bicycle mobility models as
well as the land-use maps. The number of lanes, position of traffic lights and one-way
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roads are necessary input data for the vehicular mobility model whereas the course of
rivers, dimension of lakes and building information are needed to generate the pedestrian
and bicycle mobility. The land-use maps are used in this work to visualize the simulation
scenario, but could be used as data source for other models (propagation models) as
well. An application of the OSM data in the area of channel modelling for vehicular to
vehicular or infrastructure communication is given in [Nuckelt13].
To extract the data from the OSM database the desired information needs to be filtered.
For this purpose a variety of open source tools is available [OSM14b]. Nevertheless, we
implemented an own data converter to serve the needs of our simulation environment.
The OSM shapes are stored in World Geodetic System 1984 (WGS84) format which
can be transferred in every desired geodetic data format. More details on the used data
formats can be found in Section 5.3.
5.1.3 Land-Use Maps
The land-use maps are generated from the OSM maps introduced in the last section.
The elements of the OSM maps are described by tags which assign them to a group of
map elements. A tag consists of a key and a value, e.g. the key is ‘waterway’ and a
corresponding value is ‘riverbank’ or the key is ‘leisure’ and the corresponding value is
‘garden’. The OSM project provides a long list of more than 1000 tags on their wiki
page [OSM14b]. It is recommended to use existing tags to extend the maps to ease the
usability of the data for other users. Nevertheless, it is possible to create own tags for
every user.
For the generation of the land-use maps the most important and commonly used tags
Value Land-Use Class Value Land-Use Class
1 Undefined 7 Commercial
2 Sealed Surface 8 Industrial
3 Roads 9 Wasteland
4 Railway Track 10 Forest
5 Small Building 11 Green Space
6 Building 12 Water
Table 5.1: List of Land-Use Classes
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Figure 5.2: Land-use map of Hanover generated from the OSM database
have been taken into account and converted to the 12 land-use classes listed in Table
5.1. In the process the individual tags (more than 1000) have been linked to the best
fitting land-use class. The resulting land-use map is shown in Figure 5.2. Since the
geodetic information is modified by many cartographers, the OSM data base contains
different tag versions describing the same element group and sometimes contradictory
information for the same element. To handle these variations, priorities are defined to
allow the generation of the land-use map.
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5.2 Modelling the Wireless Communication System
In this section the models used in the system-level simulations are described in detail.
In Section 5.2.1 the propagation models are described. Section 5.2.2 introduces the user
mobility models followed by the description of the shadow fading model in Section 5.2.1.
Subsequently the user data traffic model is addressed in Section 5.2.3. The calculation
methods for the user SINR and cell load are given in Sections 5.2.4 and 5.2.5 respectively.
5.2.1 Propagation Models
In this section the propagation models used for the compilation of the two simulation
scenarios are described. An empirical propagation model is used for the reference simu-
lation scenario which is a state of the art scenario suggested by 3GPP. The availability
of building shapes (2.5D building information) enables the application of a ray-optical
pathloss predictor for the second simulation scenario, which is an in-house development
used for the prediction of the signal propagation in a variety of research projects. While
empirical models are easy to implement and have a low computation time for large scale
simulations, the ray-optical model incorporates a higher level of detail of the environ-
ment. The pros and cons of the models in the context of system-level simulations for
handover optimisation algorithms will be discussed in the results section of this work.
More details on empirical, semi-empirical and ray-optical prediction models can be found
in [Ku¨rner12] and [Lostanlen12].
Ray-Optical Propagation Model
The ray-tracer, i.e. the central part of the ray-optical propagation model, searches the
paths between the transmitter and receiver antenna in the simulation environment. The
model is used for the predictions of the outdoor coverage in the Hanover scenario. Since
the computation time for the model is high, the pathloss is predicted for a fixed raster of
10 m by 10 m in the simulation scenario. The model follows the concept of subdividing
the contributions to the signal strength on the receiver side in sub-models as described
in [Ku¨rner99] and [Ku¨rner02]. The ray tracer uses two sub-models, i.e. a Vertical Plane
Model (VPM) and a Multi-Path Model (MPM).
The VPM differentiates between the Line-of-Sight (LOS) and the Non-Line-of-Sight
(NLOS) case:
• In the LOS case the pathloss is calculated according to the distance of the re-
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ceiver from the transmitter. Up to 200 m distance the free-space propagation loss
is assumed, above 500 m distance the Okumura-Hata model with sub-urban cor-
rection factor is used and between 200 m and 500 m a transition model is applied.
[Rose12b]
• In the NLOS case the direct path is replaced by a path over the roof-tops of the
buildings. The total pathloss is then calculated as sum of the distance dependent
pathloss taken from the LOS case and an additional diffraction component pathloss
calculated with the Deygout model [Deygout66].
The MPM follows the approach described in [Ku¨rner10] and incorporates the following
type of paths:
• Reflections on the surfaces of the buildings are considered up to the second order,
i.e. paths from the transmitter to the receiver are reflected on two building surfaces.
Including third or fourth order reflections significantly increases the amount of
paths and the computation time for the pathloss prediction and has limited impact
on the final signal strength because of the attenuation on the wall. The maximum
image source distance [Lostanlen12] is set to a value of 1000 m (see [Ku¨rner02] for
more details).
• Scattering on the building surfaces is included for a maximum distance of 500 m
between the transmitter and receiver. According to the findings in [Ku¨rner02]
building surfaces up to a distance of 550 m around the base station are checked as
potential scattering obstacles.
To calculate the signal strength of the different cells in a location (point raster), a
masking process is started after the individual paths are found. In the masking process
the transmit power of the cells and Three Dimensional (3D) antenna diagrams are taken
into account to calculate the power contribution of the paths. The final signal strength
is derived from the sum of the complex signal power contributions of the paths, i.e. the
angular phase shift (depending on the delay) of the paths is taken into account, weighted
with the antenna pattern.
3GPP Macro-Cell Model
The 3GPP propagation model belongs to a macro-cell simulation scenario specified by
3GPP in different standard documents. The model consists of a distance dependant
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loss model, a vertical and horizontal antenna model and a penetration loss for indoor
users. The distant dependant loss model is taken from [3GPP12c, Section 4.5.2] and is
optimized for urban areas:
L = 128.1 + 37.6 log10(R) (5.1)
where R is the separation between the base station and the UE in kilometres. The
propagation model assumes a carrier frequency of 2000 MHz and a base station height
of 15 m above the average rooftop level.
The antenna model is split in three parts, i.e. the vertical and horizontal antenna pattern
and a combining method. The model is described in [3GPP10, Table A.2.1.1-2]. The
formula for the vertical antenna pattern is:
Av(Θ) = −min
12 · (Θ−Θetilt10
)2
, 20
 (5.2)
The horizontal antenna model is given by:
Ah(ϕ) = −min
[
12 ·
(
ϕ
70
)2
, 25
]
(5.3)
The combining method into a 3D antenna pattern is calculated as:
A(ϕ,Θ) = −min [−(Av(Θ) + Ah(ϕ)), 25] (5.4)
The remaining simulation parameters like indoor pathloss, inter-cell distance, carrier
frequency and system bandwidth are given in [3GPP10, Table A.2.1.1-1] and will be
listed in Section 5.4.
Outdoor-to-Indoor Propagation Model
The used outdoor-to-indoor propagation model is an in-house development. The model
calculates the indoor propagation based on the existing outdoor predictions around the
buildings. In addition the story height, the distance to the nearest outdoor point that
has a signal strength prediction and the indoor environment are taken into account. For
more details see [Rose12a].
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Shadow Fading Maps
The shadow fading maps are used in combination with the ray-optical propagation model
or the 3GPP propagation model. As mentioned before, the ray-tracer has the disadvant-
age of long computation times for the signal propagation. This is why the resolution
of the ray-tracer predictions are limited to 10 m by 10 m in the considered scenario.
The shadow fading maps have a resolution of 1 m by 1 m, a zero mean, a Standard
Deviation (STD) of 3 dB and assure signal variation in a finer grid compared to the
resolution of the ray-optical model. Moreover, buildings are the only shadow fading
obstacles considered in the ray-tracer. The fading effects on other obstacles like cars,
humans or vegetation are neglected. This is compensated by the use of the shadow
fading maps as well. The 3GPP model does not include shadow fading by definition.
Thus, we use shadow fading maps with a resolution of 1 m by 1 m, a zero mean but a
STD of 9 dB for the empiric propagation model in this case based on the same shadow
fading model described below. The correlation distance is 50 m.
Figure 5.3 shows a fading map generated with the model. The fading map has a zero
mean and a STD of 9 dB. The figure shows that the signal fading is correlated in x- and
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Figure 5.3: Shadow fading map with cross-correlation in x- and y-direction
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y-dimension, i.e. cross-correlated in two dimensions. This means that a user that moves
through the simulation environment experiences continuous signal variation without
frequent signal jumps. If a base station serves more than one sector with identical
antenna position, the same fading map is used for every antenna, i.e. the correlation
factor between the sectors of one site is 1. The correlation between signals that arrive
at a UE position from similar direction but from different antennas and base stations is
not included in this model.
The first step in the generation process of the cross-correlated fading maps is the gener-
ation of correlated fading vectors along one axis. The vectors are generated using the
Autoregressive Moving Average (ARMA) model. In the second step the vectors with
correlation in one direction are correlated in the second dimension using the Cholesky
decomposition and the covariance matrix. To ensure that the Cholesky decomposition
works the covariance matrix must be positive definite. Since this is usually not the case
the covariance matrix is changed using the alternating projection method to find a sim-
ilar matrix that is positive definite. This matrix is used to compute the shadow fading
maps. More details on this model can be found in [Monserrat07] and [Monserrat08].
5.2.2 User Mobility Models
The user mobility has a major impact on the network performance and consequently on
the user network experience and satisfaction. The same amount of users located at the
cell edge or at the cell centre of the base stations can lead to significant differences in
service quality if the total user traffic demand is high. Moreover, the user movement
permanently changes the reception quality of the UEs and thus changes the resource
consumption of the UE. This leads to changes in the interference situation for all users,
i.e. mobile and static, in a network. This shows that user mobility and the impact
on the network performance or stochastic emulation of the user impact on the network
performance is important in system-level simulations.
The simulation environment is designed to enable system-level simulations in the area of
handover optimisation, i.e. the used models are selected with the objective to introduce a
higher level of detail in the parts important for the handover behaviour. Since handovers
are initiated when users leave a cell area and enter a neighbouring cell the user mobility is
even more important in these system simulations. That is why a variety of user mobility
models has been designed at the Institut fA˜14r Nachrichtentechnik and selected for this
work. The different mobility models are described below.
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Indoor Mobility Model
The indoor mobility model was designed in a master thesis [Hahn12] that contains the
creation of indoor building layouts, i.e. modelling multi-storey buildings [Rose14], the
placing of walls [Hahn14], windows and doors and the logical definition of room roles
like living-room, corridor, kitchen or bedroom and is published in [Rose13a]. Three
building types are considered for the generation of the indoor layouts which are private
apartments, office buildings and factory buildings. Based on the building types the
indoor layout is generated and a set of rooms is defined as logical unit, i.e. private
apartment in a multi-apartment building, office area of a company in a large office
building, etc. The indoor layouts, logical room roles and logical units are then used
to create the indoor user mobility in the buildings. The building shapes described in
Section 5.1.1 are used as outside boundary of the buildings for the generation process of
the indoor layouts.
The mobility model includes several forms of user mobility, i.e. aim-oriented user move-
ment and “spontaneous” user movement. In the case of planned movement the user
selects a certain target location like the kitchen or the bedroom, moves to the target
location following pre-defined routes and stays at the target location. In the second
case of spontaneous movement the model defines four sub-models: perambulate mobil-
ity, round-trip mobility, permanent change of position in a room and in office buildings
visiting a team mate in his office. The selection of the different mobility forms is de-
Figure 5.4: Indoor mobility model: User traces in a private apartment building
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pendent on the building type and time of day. This means that for example some users
will leave their private apartments in the morning or arrive at the office buildings. Some
users stay in the apartment buildings and move between the rooms. The user speed is
drawn from an equal distribution in the interval [0.5, 2.5]m
s
for every movement action.
The model has been used in a variety of projects and is evaluated in [Rose13a].
Figure 5.4 shows three user mobility traces in a private apartment building. The users
move inside their apartments in spontaneous movement before they leave the building.
This user behaviour is typical in the morning hours when the people prepare to leave
their homes to travel to their offices. The huge number of doors and windows illustrates
the complexity of the used indoor building layouts.
Pedestrian and Bicycle Mobility Model
The pedestrian and bicycle mobility model was developed in a master thesis [Sulak12]
as well. The model supports directed user mobility from a starting position to a target
location. This means the user selects a movement target and travels along pre-defined
routes towards the target location on the shortest path. The model is subdivided in
mobility islands with inner user mobility and the connection network between the islands.
An island is surrounded by streets and can include several buildings, areas with open
space or a park area. Possible starting positions or target locations for the mobility are
entrances of the buildings or locations in the park areas. The definition of the entrance
locations can be handed over to the model in a file or is generated by the model based
on the size of the buildings.
A mobility island is shown in Figure 5.5. Buildings are represented as yellow blocks in
this case. The black, red and blue lines mark the routes a user can take to walk through
the mobility island. The red crosses mark the entrances to the buildings. The outer
black line marks the side-walk around the mobility island and is generated in the middle
of the space between the buildings and the street. The inner black lines are generated
using a Voronoi diagram to identify the routes in the middle of the space between the
buildings. The red lines connect paths without any connection to the inner network on
the shortest way to allow movement from one side of the path graph to the other. The
blue lines connect the entrances of the buildings to the resulting path graph using the
shortest path.
The connection path graph between the mobility islands is generated based on routes
along the streets, rivers, lakes and other impassable obstacles. Open space and park
areas are filled with side walks as well. To interconnect the routes of the connection
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network cross-walks over the streets and bridges over the rivers are added at cross-ways
or in random positions. In a final step the connection path graph and the mobility
islands are connected in positions with short distance between the path graphs.
The generation of the users works as follows: Pedestrian and bicycle users are generated
at a random starting position on the network and travel on the path graph to the target
location with constant speed drawn form a user speed distribution based on the user
type. For the pedestrian user a Gaussian distribution with a mean value of 1.3 ms and for
the bicycle users a Gaussian distribution with a mean value of 4 ms is chosen. Starting in
a mobility island the user moves to a connection point to the outer path graph, moves
to the target mobility island on the shortest way and enters to target island to travel
to the movement destination. After the user reached the target location he disappears
from the mobility model.
Vehicular Mobility Model
The vehicular mobility model is based on a realistic vehicular mobility tool called
Simulation of Urban MObility (SUMO). “SUMO is an open source, highly portable,
microscopic and continuous road traffic simulation package designed to handle large
road networks. It is mainly developed by employees of the Institute of Transportation
Systems at the German Aerospace Center.” [DLR14]
Figure 5.5: Path graph of the pedestrian and bicycle mobility model [Rose13b]
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The road traffic simulator is used in a number of research projects dealing with vehicular
communication, dynamic navigation or the evaluation of traffic surveillance systems
[Krajzewicz12]. The simulation package includes a number of tools to generate or import
road networks, define the vehicle movement flows, visualize the simulation results or to
impact or to control the simulation on-line via different interfaces [Behrisch11]. One of
the tools allows to import the road network from OSM which is one of the simulation
data sources introduced before.
The level of detail supported by SUMO is high. The vehicles follow the street vectors
on defined driving lanes. Vehicle lane changes, traffic light control, vehicle acceleration
and braking, overtaking on the different lanes, queuing in front of traffic lights, and
right-of-way rules are included. This leads to a realistic user behaviour and allows the
simulation of the user network experience in a vehicle. The user speed is dependent on
the maximum speed of the road the vehicle moves on. The maximum speed is extracted
from OSM as well and imported to SUMO. In some areas of the road network in Hanover
the maximum speed is limited to 30 km
h
(residential areas) in other areas the maximum
speed is 50 km
h
(inner-city main roads). The vehicle interaction model used in SUMO
allows the vehicles to exceed the maximum speed limit a little, i.e. real behaviour of car
drivers is modelled.
A first implementation of the vehicular mobility model for system-level simulation of
mobile communication networks has been done for the C3-World project [Schack12].
The mobility model has been designed in a diploma thesis [Jansen08] and used in the
SOCRATES project [SOCRATES08] [Scully09]. The vehicular mobility area is limited
to 1.5 km by 1.5 km in this model. The road network was generated based on data from
a navigation system and the vehicle flows were calibrated by traffic counting in the real
city of Braunschweig.
The limited simulation area and information on the road network necessitated a second
implementation in a larger city. The new mobility model was designed in a diploma
thesis [Baumgarten11] and is used in many research projects, e.g. the SEMAOUR pro-
ject [SEMAFOUR12] which is the follow-up project of the SOCRATES project. The
vehicular mobility area in this model is 5 km by 7 km large and is located in the city
of Hanover in the north of Germany. The road network is based on OSM data and
imported to SUMO and the vehicle flows are calibrated by traffic volume maps form
the regional authorities in Hanover. The junction turning ratios for both implement-
ations are set based on the mobility scenarios specified in the MOMENTUM project
[MOMENTUM01] [Ferreira02]. Figure 5.6 shows a small part of the road network and
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Figure 5.6: Road network and moving vehicles generated with the vehicular mobility
model in Hanover [Jansen12]
some vehicles moving on the streets. The picture is generated with GUISIM - a visual-
ization tool delivered with the SUMO package. The vehicles queue in front of the traffic
light depicted as small red lines and overtake each other on the different lanes of a road.
Random-Walk Model
In the random walk model, the users move with a constant speed of 5 km
h
, 15 km
h
or
50 km
h
. The starting position of the users is randomly selected in the simulation area.
The mobility traces are generated for a simulation step size of 100 ms. This means the
moving direction of the users is randomly selected from 0 to 360 ◦ and the user moves
along in this direction for 100 ms. Afterwards, a new moving direction is selected and the
user moves in this direction for the next simulation step. If a user leaves the simulation
area, he is not considered for the evaluations any more until he re-enters the scenario.
5.2.3 User Data Traffic Model
The user data traffic is realised as Constant Bit Rate (CBR) traffic varying from 16 kbit
s
to 512 kbit
s
for low, medium and high data traffic. “Low” data traffic (16 kbit
s
) corresponds
to a voice call, “medium” data traffic (100 - 128 kbit
s
) to audio streaming and “high” data
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traffic (512 kbit
s
) to video streaming. The implementation of more detailed user traffic
models and the impact on the handover optimisation and system performance is not part
of this thesis. Nevertheless, the variation of the user CBR traffic in combination with
the detailed user mobility models presented in Section 5.2.2 leads to load variation in
the cells and allows the evaluation of the handover optimisation algorithms in unstable
load conditions.
The user data traffic model impacts the system performance since the data demand of
the UEs defines the load of the serving cell. Furthermore, the cell load mainly influences
the connection quality of the UEs since the higher the cell load the higher the interference
from the corresponding cell. The simulation environment allows to influence the average
cell load by a load multiplication factor that linearly increases the user data traffic
demand. Thus it is possible to evaluate the developed algorithms in high and low load
condition without loosing cell load variation over time.
5.2.4 Signal to Interference plus Noise Ratio
The SINR is calculated from the RSRPs of the serving cell and the n strongest interferes
as:
SINR[dB] = RSRPServ[dBm]− 10 log10((
n∑
int=1
Lint ·RSRPint[mW ]) +Ntherm[mW ])
(5.5)
with Lint as the load factor of the interfering cell and Ntherm as the thermal noise, which
depends on the considered system bandwidth. The units foe the individual values are
given in the brackets. The load factor Lint has a minimum value of 0.1 and can be set to
a fixed value of 1 for full interference simulations, cell-wise to any value for static load
scenarios or to the real cell load caused by the users currently connected to the cells.
5.2.5 Cell Load
The cell load is calculated based on the resource consumption of the UEs connected to
the cell. In a first step the user throughput is calculated as:
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Thrue =

0 for SINRue < SINRmin
α · log2(1 + SINRue) for SINRmin <= SINRue <= SINRmax
Thrmax for SINRue > SINRmax
(5.6)
with α = 0.6, SINRmin = −6.5 dB, SINRmax = 22.05 dB and Thrmax = 4.4
bit
s
Hz . This
equation is known as the Shannon approximation or truncated Shannon and standard-
ized in [3GPP12c, Chapter A2]. The values are taken from the same standard document
as well and adapted to the simulation assumptions.
The resource consumption Rue of one UE has the measurement unit Hz and is computed
as:
Rue =
CBRue
Thrue
(5.7)
with the user data demand CBRue realised as CBR traffic as introduced before and the
user throughput Thrue. The cell load Lcell is then calculated as:
Lcell =
∑k
ue=1Rue
BWcell
(5.8)
with BWcell as the frequency bandwidth allocated to the cell. The resource consumption
of all users connected to the cell is taken into account. The cell load is limited to a value
of 1 in the system-level simulations. The cell load is used for the calculation of the SINR.
The SINR is needed to calculate the resource consumption which results in the cell load
and the cell load is needed to calculate the SINR in the case that the real load values are
considered. In this case the SINR and cell load values are calculated in a loop until the
variation of the values between two calculation steps is small enough. The maximum
load variation is set to 0.01 % in the simulations. If the cell load and SINR calculation
needs more than 30 iterations, the calculation is terminated and the mean load of the
last 10 iterations is selected as the cell load and used for a final SINR calculation.
5.3 SIMONE - SImulation of MObile NEtworks
SIMONE is an in-house developed simulation environment that can be accessed either
directly or via a web interface. SIMONE holds all the data in a database that has
been introduced in this section, e.g. the signal propagation, the user traces of all mo-
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bility models, the fading maps, the land-use maps and different network configurations
including cell positions, antenna types, frequency bands and transmission technologies
like LTE, UMTS or GSM. Interfaces to SIMONE allow to add new data to the en-
vironment and to define new simulation scenarios from existing data in the database.
The simulation environment allows macro-simulations with large scenarios using data
traffic maps changing over the day that are dedicated to simulations over larger time
spans. Micro-simulations that include the mobility traces are possible as well. Even the
combination of macro- and micro-simulations to simulate a large network but limit the
detailed evaluations to a shorter time scale are possible.
The simulation capabilities of SIMONE are constantly growing and comprise RSRP,
SINR and cell load calculations as well as the handover procedure. Moreover, SIMONE
has a perception of time. This means simulations can be started at a certain time of
day and SIMONE delivers the network state including all active users and cells. Step-
wise, the next network states can be requested from SIMONE that include changes in
the user positions (based on the mobility traces) or network, i.e. cells might be added
to the scenario or be deactivated or reconfigured by a SON-function. Nevertheless, the
simulation is controlled by the user side realised in a MATLAB program. All calculations
can be done on the MATLAB side, if necessary, or requested from SIMONE if available
which is a matter of processing speed.
SIMONE computes the RSRP values for the simulations as follows:
RSRPue = TPcell − PLue + FAD (5.9)
with TPcell the transmit power of the cell, PLue the pathloss to the UE calculated by
the propagation model and FAD the additional fading introduced by the shadow fading
maps. As the pathloss and fading maps are calculated as point maps the values are
bi-linearly interpolated in 2D to the real position of the UE.
5.4 Simulation Scenarios
The service areas of a mobile communication network can generally be divided into
rural areas with small villages, small streets and a limited number of cars and urban
or dense urban areas with cities, large buildings and a dense street network. The aim
of the network planning for rural areas is to ensure seamless service for the users with
acceptable service quality. Due to the low user density a single cell in the middle of an
inhabited area might provide good service quality already. The user mobility in rural
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areas is mainly street based since the car is the favourable means of transport. In urban
or dense urban areas the network planning is far more complex. Besides cars and bikes
the users travel by public transport or walk by foot which results in a huge variety of
user speeds and path selection. Moreover, the user location is dependent on the time
of day. Since at day time the users travel to work and back and visit public areas and
commercial centres, the user location is mainly limited to private buildings in the evening
and at night time. Hence, the network planning has to adapt to the day-to-day routine
of the users. The result is a huge number of cells with different sizes and objectives as
delivering service to users in a commercial centre, stadium, park, office building or in
the road. The large number of cells leads to a challenging interference situation in the
network and hence to challenging optimisation of the handover control parameters.
Because of the large number of cells the requirement to ensure overlapping cell areas can
easily be met in urban areas since the usual cell sizes are far below the maximum possible
cell sizes as given in Section 2.1. Consequential LTE networks in urban environments
are interference limited and users can sense many different cells in urban areas. We
focus on urban environments for the research on handover optimisation algorithms since
the possibilities and potential of wrong decisions that significantly impact the network
performance are manifold here. In rural areas only few cells are potential candidates for
successful handovers and the user mobility is more predictable.
In the following, the simulation scenarios used in this work are specified. All scenarios
represent urban environments, i.e. the typical inter cell distance is around 1 km.
5.4.1 The Hanover Scenario
The Hanover scenario is a simulation scenario located in the city of Hanover lying in
northern Germany. The development target of the scenario is to emulate the user beha-
viour and user network experience with a higher level of detail compared to conventional
hexagonal simulation scenarios [Rose12]. For this purpose the ray-tracer and the realistic
user mobility models are selected. The main configuration and simulation parameters
are given in Table 5.2. This scenario will henceforth be referred to as “Hanover” scenario.
The 65 base stations span over an area of 20 km by 24 km around the city of Hanover.
Each base station has three sectors and thus a total number of 195 cells is available. The
evaluation area, i.e. the area considered for the evaluation of the simulation results, has a
size of 3 km by 5 km. The user mobility models consider an area of 5 km by 7 km to assure
a realistic network load in the surrounding cells of the evaluation area. The antenna
heights are a result of the network planning that followed the concept of placing antennas
61
Chapter 5 The Simulation Environment
Parameter Configuration
Number of Base Stations 65
Sectors per Base Station 3
Number of Cells 195
Evaluation Area 3 km · 5 km
Antenna Height 7 - 61 m
Antenna Diagram Kathrein 742212
Mechanical Tilt 4 ◦
Cell Transmit Power 46 dBm
Frequency Bandwidth 10 MHz
Carrier Frequency 1800 MHz
Outdoor Propagation Model Ray-Tracer (Section 5.2.1)
Indoor Propagation Model Outdoor-to-Indoor Model (Section 5.2.1)
Additional Shadow Fading Maps STD 3 dB, Correlation Distance 50 m
Total Number of Mobile Users 2526
Vehicular Mobility Users 1109
Pedestrian Mobility Users 791
Indoor Mobility Users 626
Vehic. & Ped. User Antenna Height 1.5 m
Indoor User Antenna Height 1 - 48.3 m
Table 5.2: Configuration and simulation parameters of the Hanover scenario
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Figure 5.7: The Hanover scenario: base stations locations and sector orientation
63
Chapter 5 The Simulation Environment
on top of the largest buildings in the simulation scenario. Moreover, local knowledge of
the real antenna locations of different network operators influenced the planning process.
The signal propagation is calculated using the ray-tracer for outdoor predictions, the
outdoor-to-indoor model for indoor predictions and the additional shadow fading maps
to assure signal fading in a finer grid. Different realistic user mobility models are used.
The user antenna heights for the indoor users depend on the height of the story the user
are located in.
The location of the base stations and orientation (white sectors of a circle) of the sec-
tor antennas are visualized in Figure 5.7. The evaluation area is marked by the cyan
rectangle in the middle of the figure. The cells outside the rectangle are considered as
interference sources in the simulations. The position of the evaluation area has been
selected to cover the dense urban areas of the city and some open spaces or green areas
like the area around the lake and football stadium in the south or parts of the large
forest “Eilenriede” in the mid-east.
The best-server RSRP-map is given in Figure 5.8. Best-server RSRP-map means that
in each point of the map (grid: 10 m by 10 m) the RSRP value of the best serving cell
is shown. The building shapes used in the ray-tracer to predict the signal propagation,
the streets and open areas can easily be identified in the figure. The signal conditions
vary because of the irregular positions of the base stations which can be discovered as
the lightest yellow spots. In the north-east area of the map the RSRP values are low
since the distance to the next base station is large. In the south next to the football
stadium the cell is located in an open area which results in strong signal conditions in
that area.
Figure 5.9 shows the best-server map of the Hanover scenario. The arrows give the
orientation of the sector antennas. Dependent on the cell density the size of the coverage
area of the individual cells changes. In the area around 2000 m in x- and y-direction the
cell density is the highest resulting in the smallest cell coverage areas. The large cyan cell
in the north covers a street passing the red and ochre cells to the south. This coverage
behaviour is a special case of the Hanover scenario. As introduced before the other
propagation models neglect the building shapes. Thus the case that the main beam of
an antenna directs in the course of a street surrounded by buildings and, therefore, is
the best server for that street can only be emulated by the Hanover scenario.
The SINR-histogram of the scenario is calculated under the assumption of full interfer-
ence from the RSRP values of the 10 strongest cells in all points in the scenario (grid:
10 m by 10 m). If the SINR value of a UE falls below -6.5 dB, the condition for a con-
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Figure 5.8: The Hanover scenario: best-server RSRP map
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Figure 5.9: The Hanover scenario: best-server map
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Figure 5.10: The Hanover scenario: SINR-histogram under the assumption of full inter-
ference and connection to the strongest serving cell
nection loss is fulfilled is the system simulations. The histogram in Figure 5.10 shows
that the SINR value of almost no point in the scenario falls below this value even if the
network is fully loaded. Therefore no coverage holes exist.
In Figure 5.11(a) the land-use map and in Figure 5.11(b) the mobility traces are depicted.
The blue traces belong to the vehicular users travelling on the roads, the red traces are
from the pedestrian and bicycle user and the white traces (small white dots in Figure
5.11(b)) show the movements of the indoor users. To increase the visibility the traces
are cut to the first 100 s simulation time. The comparison of the mobility traces and the
land-use map shows that the vehicular users mainly follow the main roads in the city
whereas the pedestrian and bicycle users are generated at the entrance to a building or
in the open spaces and move towards the road network.
5.4.2 The 3GPP Simulation Scenario
The 3GPP simulation scenario is specified in [3GPP10, Section A.2]. The scenario
and recommended models are easy to implement and have low processing times. This
67
Chapter 5 The Simulation Environment
300 400 500 600
250
300
350
400
450
500
550
600
650
700
750
x − Distance [10m]
y 
− 
Di
st
an
ce
 [1
0m
]
 
 
(a) Land-Use Map
300 400 500 600
250
300
350
400
450
500
550
600
650
700
750
x − Distance [10m]
(b) User Mobility Traces
Figure 5.11: The Hanover scenario: land-use map and user mobility traces
means the system simulations take less time and due to the short implementation time,
researchers get the simulation results quickly. This simulation scenario is chosen to
compare the results of the more complex simulation scenarios to a common model. The
main configuration and simulation parameters are given in Table 5.3. This scenario will
henceforth be referred to as “3GPP” scenario.
The 61 base stations are arranged in rings in a hexagonal grid. Each base station
serves three sectors resulting in a total number of 183 base stations. An Inter Side
Distance (ISD) of 500 m is selected for the scenario. The evaluation area is limited to
the coverage area of the inner 19 cells. According to the configuration specifications of
the 3GPP propagation model in [3GPP10, Table A.2.1.1-1 and A.2.1.1-2] the antenna
height, antenna diagram and mechanical tilt are set. The cell transmit power and
frequency bandwidth are selected like in the Hanover scenario. The 3GPP propagation
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Parameter Configuration
Number of Base Stations 61
Sectors per Base Station 3
Number of Cells 183
Inter Side Distance (ISD) 500 m
Evaluation Area Inner 19 Cells
Antenna Height 32 m
Antenna Diagram 3GPP-Model (Section 5.2.1)
Mechanical Tilt 15 ◦
Cell Transmit Power 46 dBm
Frequency Bandwidth 10 MHz
Carrier Frequency 2000 MHz
Outdoor Propagation Model 3GPP-Model (Section 5.2.1)
Indoor Propagation Model No Indoor Areas
Additional Shadow Fading Shadow Fading Maps with 9 dB STD
Total Number of Mobile Users 3000
Random Walk Users (5 kmh ) 1000
Random Walk Users (15 kmh ) 1000
Random Walk Users (50 kmh ) 1000
User Antenna Height 1.5 m
Table 5.3: Configuration and simulation parameters of the 3GPP scenario
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Figure 5.12: The 3GPP scenario: base stations locations and sector orientation
model is used for the outdoor propagation. No indoor areas are specified in the scenario.
The additional shadow fading maps use a STD of 9 dB. A random walk model is used
to introduce user mobility to the scenario.
The arrangement of the base stations is shown in Figure 5.12. The inner 19 cells used
for the evaluation of the simulation results are surrounded by 2 rings of base station as
interference sources.
In the best-server RSRP-map (Figure 5.13) the cell arrangement is still visible. Due to
the higher antenna tilt of 15 ◦ the main beam of the antennas are directed to an area
closer to the cell antenna location. The result is that the signal strength condition is
improved close to the antenna and hence the influence of the shadow fading map is
minor. In a scenario with an ISD of only 500 m these antenna tilts need to be directed
to area close to the antenna location to reduce the interference to the remaining cells.
The best-server map given in Figure 5.14 shows that the coverage area of all cells is
similar. The arrows depict the orientation of the sector antennas.
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Figure 5.13: The 3GPP scenario: best-server RSRP map
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Figure 5.14: The 3GPP scenario: best-server map
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Figure 5.15: The 3GPP scenario: SINR-histogram under the assumption of full interfer-
ence and connection to the strongest serving cell
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Figure 5.16: The 3GPP scenario: user mobility traces
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The SINR-histogram significantly differs from the histogram of the other simulation
scenarios. The reason for this is that the antenna diagram of the 3GPP propagation
model specifies areas where the signal loss is limited to 25 dB. The peak at a value of
-3 dB can be explained by this limitation. In an area close to the base station the signals
from the three sectors of that base station are the strongest. Due to the signal loss
limitation the power contribution of all three cells is the same in this area resulting in
a SINR of -3 dB. The quick drop-off of the SINR values above 20 dB is caused by the
antenna diagram as well. The strong power contribution to the interference from the
sectors of the same base station limit the maximal SINR value.
Figure 5.16 shows the user mobility in the simulation scenario. The blue traces belong
to the random walk users with a speed of 50 km
h
, the red traces to the users with a speed
of 15 km
h
and the white traces to the users with a speed of 5 km
h
. More details on the
random mobility model can be found in Section 5.2.2. The traces are cut to the first
100 s simulation time again to increase the visibility in the figure.
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Evaluation of the Handover
Performance
The first step towards the optimisation of handovers in a mobile communication network
is to determine the current handover performance of the network. The questions that
arise for the determination of the handover performance are twofold:
• What requirements have to be met by the network to allow the determination of
the current handover performance?
• How to evaluate the current handover performance to enable handover optimisa-
tion?
These are the two central questions that will be addressed in this chapter. The sub-
sequent question on how to use the observations on the current handover performance
for the optimisation purpose is subject to the next Chapter 7.
To answer the first question on the requirements that have to be met by the network, it is
necessary to discuss how the configuration and current status of the network impacts the
UE handover behaviour. If network configuration or status changes impact the handover
behaviour, an ongoing handover performance evaluation needs to be repeated. Other-
wise the performance evaluation represents an outdated network status. The second
question on the evaluation of the handover performance deals with the characteristics of
the performance indicators that are used to determine the handover performance. The
general idea of the optimisation of the handover performance in this work is to observe
the current performance of a cell for a certain time span and then adapt the handover
control parameters according to the observations. This is visualized in Figure 6.1. In an
optimisation interval the current handover performance is evaluated and results in the
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Figure 6.1: Optimisation Interval and Handover Performance Observation Window
optimisation instance. If the observation result shows the need to adapt the handover
control parameters, the changes are executed in the optimisation instance. The observa-
tion gap after an optimisation instance ensures that the changes are accepted by the cells
and communicated to the UEs if necessary. Thereafter, the next observation of the HPIs
begins. The most important parameter for the evaluation of the handover performance
is ∆Obs, i.e the size of the observation window. This parameter influences the minimal
optimisation interval and hence the reaction time to changes in the network that impact
the handover performance. A small ∆Obs allows short optimisation intervals leading to
the ability to adapt to short-time temporary changes in the network. Nevertheless, the
reliability of the observation result declines as well as the importance of single handover
events increases for small ∆Obs. Large observation windows increase the optimisation
interval, which leads to slower adaptation to network condition changes. The selection
of ∆Obs will be a trade-off between the reliability of the performance evaluation and
the chance to adapt to short-time network condition changes.
The network requirements are discussed in Section 6.1. Since the basis for the evaluation
of the current handover performance are the HPIs, their characteristics are addressed
in the next section of this chapter (Section 6.2). The handover control parameters are
defined per cell in LTE. Hence, the handover performance has to be evaluated for
every cell individually and the optimisation should be carried out in each individual
cell as well. Section 6.3 defines an optimisation target function that allows influencing
the optimisation target by introducing a set of weighting parameters for the individual
HPIs. A detailed analysis of the statistical properties of the HPIs is given in Section
6.5. The evaluation of the impact of the HPI observation time on the estimation of the
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current handover performance is the main topic of Section 6.6. Section 6.7 is dedicated
to the deduction of the minimal observation window to enable handover optimisation.
The conclusions from this chapter are summarised in Section 6.8.
6.1 Network Requirements to Enable the Evaluation of
the Handover Performance
The introduction and description of the handover control parameters in Section 3.2
showed that the cell border plays an important role in the handover procedure. This
is because the signal strength of a cell, other than the serving cell, is stronger than the
signal strength of the serving cell when a UE crosses the cell border. The first necessary
condition for a potential initiation of a handover is fulfilled in this case. It depends on
the further developing of the signal strengths of the two cells and other neighbouring cells
when a handover becomes necessary or is beneficial for the UE and the network. This
development of the signal strengths is dependent on the positions of the base stations
relative to the UE, the user mobility type and the environment of the UE, i.e. urban
area with large buildings, open space, indoor environment, etc.
Therefore, the shape of the cell border has an impact on the handover behaviour of the
UEs. Consequentially the handover optimisation can only target an adaptation of the
handover control parameters to the current network situation. Changes in the network
configuration or changes in the environment might impact the handover behaviour and
justify to restart the evaluation of the handover performance and thus the handover
optimisation.
In the following different categories of “influencing factors” on the handover behaviour
are introduced and their level of influence is discussed.
Network Optimisation by Configuration Changes
This category of influencing factors includes the network configuration changes typically
addressed by optimisation algorithms in the context of SON that impact the shape of
the cell border. The most important configuration parameters in this sense are:
• Cell transmit power (interference mitigation)
• Electrical antenna tilt (Coverage and Capacity Optimization (CCO))
• Antenna azimuth and mechanical tilt (off-line CCO (no SON case))
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(b) Tilt Change (4◦ to 10◦)
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(c) Transmit Power Change (40 dBm to 30 dBm)
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(d) Azimuth Change (Rotation by 30◦)
Figure 6.2: Impact of network configuration changes at cell 31, 32 and 33 on the cell
borders. The example network uses a tilt of 4◦ and a transmit power of 40
dBm. In cases b, c and d only the parameter given in the subtitle is changed
compared to the example network.
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Figure 6.2 shows an example network, i.e. a small cut-out from the Hanover scenario
(Section 5.4.1). The best-server-map of the original unchanged network is shown in
Figure 6.2(a). In the cell border areas, small best-sever islands of several cells can be
observed. This shows that a cell border cannot be understood as a line that clearly
separates the serving areas of two neighbouring cells. In the cell border area of cell 18,
32, 34 and 90 (the cell IDs are shown as numbers close to the arrows indicating the
orientation of the cell antenna) best-server islands of all four cells extend deeply into
the region of other neighbouring cells, i.e. if a cell region is defined as the area with the
shortest distance to the cell antenna location. This is caused by the shadow fading of
the buildings in the Hanover scenario. Hence, the cell border area is not a connected line
between the serving areas of two neighbouring cells but the sum of smaller and larger
areas lying next to best server areas of neighbouring cells.
The implication of a tilt change in cells 31, 32 and 33 from 4 ◦ to 10 ◦ is depicted in Figure
6.2(b). Besides the expectable effect of a smaller best-server area the location of the cell
border changes significantly by the tilt change in the cells. Moreover, the configuration
change impacts the cell neighbourship as cells 31 had a large common border to the dark
green cell in the north-east of the example network. After the tilt change the cell border
area of these cells significantly shrinks, i.e. due to the smaller cell border and resulting
fewer handover events the handovers between the two cells become less important for
the overall handover performance of the cells. The same holds for cells 31, 32 and 33 an
other neighbouring cells.
The impact of transmit power changes is shown in Figure 6.2(c). In this example the
transmit power is changed from 40 dBm to 30 dBm. The cell borders alter in a similar
way as in the case of a tilt change. Hence, the impact on the cell borders and cell
neighbourship is comparable.
The consequence of azimuth changes of 30 ◦ in cells 31, 32 and 33 is visualized in Figure
6.2(d). Here the cell border area between cell 33 and the dark green cell in the north-east
of the example network significantly increases. Moreover, the shape and location of the
best server-areas of the three cells takes the largest transformation. In contrast to the
other configuration changes the azimuth change causes a shift of the cell border between
the three sectors of the base station as well.
Network Roll-Out and Maintenance
Continuous network roll-out and improvement of existing infrastructure is the second
influencing factor on the handover behaviour. Network extension aims at service quality
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and coverage improvements and is realized by the roll-out of new base stations in different
network layers, i.e. macro, micro, pico or femto layer. The improvement of an existing
network can be realized by technology changes, carrier frequency adaptation, transmit
antenna replacement or the upgrade of outdated infrastructure. The impact of these
network changes on the cell borders between cells is severe as new cells can be added or
existing cells vanish from a frequency layer. Furthermore cell borders and neighbouring
cells as potential handover targets are introduced or vanish.
Temporary Operation of Cells
In certain areas of a city temporary gathering of people leads to a congestion of the
mobile communication network. Typical examples for these hot spot areas are railway
stations, airports, shopping malls, sport stadiums or pedestrian zones. To ensure the
operation of the network additional micro, pico or femto cells are installed. These cells
are only started up if the traffic situation in the network requires additional capacity.
Nevertheless, these cells impact the cell borders in a network. Another hot topic in the
optimisation of modern communication networks is the introduction of energy saving
strategies. In energy saving unneeded cells are temporarily powered down if the current
traffic can be handled by other cells or technologies. Moreover, the introduction of femto
cells, i.e. small cells installed inside buildings by the customers [Rose11], transfers the
operation of cells to the customer. This means the customer can power up and down
the cell and change the location according to his own needs. The consequences for the
network are unexpected coverage changes that influence the location of the cell borders.
Changes in the Network Environment
As discussed before the signal shadow fading has a major impact on the signal propaga-
tion. Consequential changes in the network environment and hence on the shadow fading
objects like construction works, landscape changes or temporary installations like folk
festivals or farmers markets impact the cell borders as well. The construction of streets
in formerly uninhabited areas shifts the service users to new areas in the cells. This
might result in cell changes in different locations and hence to new handover statistics
as well. In this case the cell border is not impacted by the changes in the network envir-
onment. Nevertheless, the evaluation of the handover performance will be manipulated
by these changes.
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Network Load Variation
The load of the network, i.e. the distribution of the users in the network, has no impact
on the cell borders between the cells. But the user distribution influences the cell load
and thus the interference generated by a cell. The interference affects the virtual cell
border, i.e. the border where the SINR of a cell gets to low to keep up the service.
This means a user can advance deeper into the best-server area of a neighbouring cell
in low load condition than in high load condition. The impact of the network load on
the handover performance is further analysed in Section 6.4.
Conclusion
The evaluation of the handover performance is impacted by many temporary or long-
term changes in the network. It depends on the handover performance observation
interval how strong this impact is. If the time period of the change in the network is in
the order of the observation interval, the conclusions from the observation might lead to
a sub-optimal parameter configuration. In the case of long-term changes it depends on
the exact moment of the network adaptation if the impact on the handover performance
evaluation is strong enough to be regarded for the next optimisation step. Nevertheless,
the importance of the network changes depends on the observation interval itself. If the
interval is small, i.e. the handover performance can be evaluated several times a minute,
the impact of sub-optimal parameter settings on the handover performance in the long-
run is minor. For larger observation intervals it becomes more important that “stable”
network conditions exist in the evaluation cycle, i.e. the shape of the cell borders and
load condition is not significantly changed during the performance evaluation.
In Table 6.1 the main influencing factors for the evaluation of the handover perform-
ance, introduced above, are listed. The “occurrence”, “duration” and “impact” on the
handover evaluation are valued. The “occurrence” refers to how often changes on the
influencing factor appear. “Duration” relates to the time period the change lasts be-
fore another adaptation is performed. The last column values the potential impact on
the handover behaviour in the network, which means the impact on the cell shape and
thus, a shift in the handover area of a cell. For the “cell transmit power” changes, the
optimisation of cell power masks in the context of interference mitigation is considered.
That means the total transmit power is the same as before but the distribution on the
sub-carriers is varied to increase the signal quality for users located close to the border
of a cell. For the “network roll-out” and “maintenance” the occurrence probability in a
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Influencing Factor Occurrence Duration Impact
Cell transmit power seldom long-term severe
Electrical antenna tilt seldom long-term severe
Mechanical antenna tilt very seldom long-term severe
Antenna azimuth very seldom long-term severe
Network roll-out permanent long-term severe
Maintenance permanent temporary severe
Temporary hot spot cells medium short-term (hours) severe
Energy Saving often (daily) medium (half a day) medium
Small cells often (daily) ? severe
Environment seldom long-term minor
Network load often (daily) short-term (hours) severe
Table 6.1: The occurrence, duration and degree of impact of network configuration or
condition changes for the evaluation of the handover performance
certain area of the network is low. Though the assessment “permanent” for the “occur-
rence” refers to the high probability for activity somewhere in the network. Nevertheless,
the case that the handover performance evaluation is disturbed by this influencing factor
is low. The case maintenance refers to the replacement of hardware, which leads to tem-
porary cell shut-down. Since the small cells are operated by the users the duration
(time of operation) depends on the users wishes. Changes to the environment like the
construction of buildings and streets evolve slowly which leads to a minor impact on the
handover behaviour. The table shows that many configuration changes in the network
affect the handover behaviour but only a few happen often and have a major impact.
One of the most important influencing factors is the network load variation, which will
be considered for the assessment of the optimisation algorithms.
As discussed before, the dimensioning of the observation interval is a trade-off between
the reliability of the observations and the ability to quickly adapt to new network con-
ditions. Independent of the necessary observation interval that will be examined in
this dissertation, the identification of more optimal handover control parameter set-
tings should be possible within few handover performance evaluations. This is a matter
of the optimisation algorithm design and enables fast handover parameter adaptation.
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Moreover, it is desirable to design an algorithm that is able to adapt quickly to new
network configurations. This is especially important due to the high probability for
more frequent network configuration changes in future networks caused by other SON-
functions like energy saving or coverage and capacity optimisation or the temporary
start-up of small cells in private buildings or hot spot areas. In the optimal case the
algorithm gets a notification on major network changes.
6.2 Characteristics of the Handover Performance
Indicators
For the evaluation of the current handover performance the ping-pong handover ratio
(HPIpp), the handover failure ratio (HPIfail) and the radio-link failure ratio (HPIrlf )
are used as performance indicators. The sequence of two successful handovers from a
SeNB to a TeNB and back is called a ping-pong handover as introduced in Section 3.3.
Ping-pong handovers are usually caused by too early handovers to cells that temporarily
offer the best service quality for a user or by handovers to a wrong cell that turns out
to offer a too low service quality to keep up the demanded service. In this case the user
is handed back to the source eNB after a short time. Handover failures and radio-link
failures are usually caused by too late handovers or handovers to a wrong cell. In the
first case the radio-link fails before the handover is finished and hence the user looses
the connection to the network. The definition of a handover to a wrong cell is that the
TeNB cannot serve the user and the user looses the connection. If the SeNB still offers
sufficient service quality, the user can try to hand back to the SeNB in the case of a
handover to the wrong cell. Another possibility for a handover to a wrong cell is that
the TeNB hands the user back to the SeNB, which results in a ping-pong handover.
The evaluation of the HPIs characteristics in this section is based on system-level simu-
lations using the simulation environment as introduced in Chapter 5. The section aims
at introducing the HPIs and showing how the handover performance is affected by the
handover control parameter settings. Further, the simulation results are used to depict
the course of the HPIs for exemplary cells. Most simulation results presented in this
section are from cell 31. The reason is that cell 31 serves the most users in the selec-
ted simulation scenario. Hence, more handover related events can be observed in the
simulation time which allows the evaluation of small and large observation window sizes.
Figure 6.3 shows the ping-pong handover ratio of cell 31 in the Hanover scenario (Section
5.4.1) for four sets of handover control parameter settings and 5 observation window sizes.
83
Chapter 6 Evaluation of the Handover Performance
400 500 600 700 800 900
0
50
100
150
200
Time [s]
Pi
ng
−P
on
g 
Ha
nd
ov
er
 R
at
io
 [%
]
 
 
Window 10s
Window 50s
Window 100s
Window 200s
Window 400s
(a) HYS 1 dB, TTT 0.1 s
400 500 600 700 800 900
0
20
40
60
80
100
Time [s]
Pi
ng
−P
on
g 
Ha
nd
ov
er
 R
at
io
 [%
]
 
 
Window 10s
Window 50s
Window 100s
Window 200s
Window 400s
(b) HYS 3 dB, TTT 0.1 s
400 500 600 700 800 900
0
50
100
150
200
250
300
Time [s]
Pi
ng
−P
on
g 
Ha
nd
ov
er
 R
at
io
 [%
]
(c) HYS 1 dB, TTT 0.3 s
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(d) HYS 3 dB, TTT 0.3 s
Figure 6.3: The ping-pong handover performance of cell 31 for different HOPs and ob-
servation window sizes
A set of handover control parameter settings, i.e. a combination of a HYS and TTT
value will henceforth be named Handover Operating Point (HOP). The curves show
the moving average of the ping-pong handover ratio for the corresponding window size.
400 s simulation time have passed before the values visualized in the plots have been
calculated to get comparable results, i.e. for the 400 s observation window no values
are available before the window size has been reached. For a HYS of 1 dB and a TTT
of 0.1 s (Figure 6.3(a)) the variance of the ping-pong handover ratio decreases rapidly
with higher observation window size. The ping-pong handover ratio for an observation
window of 200 s has almost the same statistical properties as for a window size of 400 s
between 700 s and 900 s simulation time (200 s: STD 2.14, Mean 58.15; 400 s: STD 1.50,
Mean 56.91). A small STD of the HPIs is desirable for the evaluation of the current
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handover performance to increase the representativeness of the performance observation
of a single HOP. Increasing the TTT to a value of 0.3 s does not significantly change the
characteristics (6.3(c)). Figures 6.3(b) and 6.3(d) indicate that the behaviour changes for
other HOPs with higher HYS values. Besides the fact that lower ping-pong handover
ratios can be observed in these cases the drop-off of the STD for higher observation
windows decreases. Hence, longer observation times are needed to analyse the ping-
pong handover performance for HOPs with higher HYS values.
The fact that longer observation times are needed to evaluate the ping-pong handover
performance for HOPs with higher HYS values coincides with the lower amount of
ping-pong handovers in these HOPs. Figure 6.4(b) depicts the number of ping-pong
handovers for all 121 HOPs as specified in Section 3.2. The number of detected ping-
pong handovers decreases significantly for HOPs with higher HYS and TTT values.
The amount of successful handovers in the HOPs of cell 31 is illustrated in Figure 6.4(a)
and shows that almost one handover per second is executed for a HYS of 0 dB and a
TTT of 0 s. Other HOPs with low HYS and TTT values, hereafter named LowHOP ,
still show a significant amount of executed handovers. This results in high signalling
traffic which is an undesired effect for network operators and might lead to a system
break-down. Consequentially, network operators will preferably avoid the selection of
a LowHOP . A comparison of Figure 6.4(a) and 6.4(b) shows that the majority of the
additional handovers in LowHOP s are detected as ping-pong handovers.
To sum up, LowHOP s show a significant number of ping-pong events and successful
handovers. Thus the evaluation of the ping-pong handover performance is possible for
small observation windows and shows low STD values. But network operators try to
avoid a high number of ping-pong handovers due to the risk of a system break-down.
For higher handover control parameter values (HYS and/or TTT) the number of ping-
pong events and successful handover events decreases significantly. This means these
HOPs qualify from the network operator point of view. The drawback is that longer
observation windows will be necessary to evaluate the ping-pong handover performance.
The number of radio-link failures is depicted in Figure 6.4(d). Note that Figures 6.4(d)
and (c) use a different labelling on the x- and y-axes, i.e. the figures are turned horizont-
ally by 180 ◦, to increase the visibility. As expected, the number of radio-link failures
increases with higher HYS and TTT values. This indicates the interaction of the unne-
cessary ping-pong handovers on the one side and the radio-link failures caused by too
late handover triggering on the other side. As introduced before, the users of mobile
services are satisfied when the handovers are initiated timely (LowHOP ) but the network
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operators aim at reducing the signalling traffic caused by the additional handovers. High
handover control parameters lead to a significant increase in radio-link failures which
leads to unsatisfied service users and hence network operators since the users could de-
cide to switch the mobile network operator. A trade-off between these two extremes has
to be found that leads to an acceptable handover performance and satisfies the service
users and network operators.
Figure 6.4(c) depicts the number of handover failures that mainly occur in the transition
region to the radio-link failure dominated area in the HOP-plane. Handover failures can
be treated as a special form of radio-link failures where a certain chance of radio-link
recovery exists. Nevertheless, the impact on the evaluation of the handover performance
is the same as for radio-link failures since the handover decision was too late. Hence,
the handover failures extend the area of too late handover triggering in the HOP-plane.
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(d) Radio-Link Failures
Figure 6.4: Number of handover related events in all HOPs of cell 31 (Simulation Time:
1000 s)
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Due to the fact that the handover failures are caused by too late handover triggering
like the radio-link failures and the similar impact on the evaluation of the handover
performance the handover failures will not be investigated separately in this section.
The corresponding figure can be found in Appendix B.
The HPI radio-link failure ratio is shown in Figure 6.5 for four HOPs. Different HOPs
have been selected for this HPI since the HOPs that have been used for the analysis of
the ping-pong handover ratio showed no radio-link failures. Since the number of radio-
link failures increases for higher HOPs (6.4(d)) the statistical properties of the radio-link
failure ratio get more significant for these HOPs as well. In Figure 6.5(a) a small number
of radio-link failure events occurs. Hence, the variation of the performance indicator is
high as well especially for small observation windows. Due to the even distribution of
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Figure 6.5: The radio-link failure performance of cell 31 for different HOPs and obser-
vation window sizes
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the radio-link failures indicated by the curve of the HPI for an observation window of
10 s in Figure 6.5(a) the STD is low for larger observation window sizes. Increasing the
TTT value to 1 s (6.5(c)) leads to an increase in the mean radio-link failure ratio from
about 5 % to about 20 %. The different distribution of the events leads to an increasing
variance of the performance indicator for larger window sizes. Figures 6.5(b) and (d)
show the radio-link failure performance for a HYS of 6 dB. The number of radio-link
failures significantly increases for higher HYS values. The outcome of this is that the
statistical properties of the ping-pong handover ratio and the radio-link failure ratio show
opposing trends for lower and higher HOPs. The arising question is how to evaluate the
performance of a HOP given the opposing behaviour of the HPIs and interconnected
with this question what statistical properties should be targeted to enable handover
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(d) Cell 90
Figure 6.6: Comparison of ping-pong handover ratios in the HOP-plane for different cells
(Simulation Time: 1000 s)
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optimisation? This question is addressed in Sections 6.5, 6.6 and 6.7.
In addition to the evaluation of the handover performance the HPIs give information
about the feasibility of performance improvement by handover optimisation. It has
to be investigated how and if cells benefit from different handover control parameter
settings. An indication for optimisation potential is the identification of performance
differences of cells using the same handover control parameter settings. From this follows
that adapting the control parameters to the cell individual situation is beneficial for the
network performance. A comparison of ping-pong handover ratios from four cells in the
network is shown in Figure 6.6. It can be observed that the overall trend of ping-pong
handover events is the same in all four cases. Nevertheless, the ping-pong handover ratio
goes up to 6o % in cell 31 and only reaches values close to 40 % in cell 34. For a HYS of
3 dB and a TTT of 0 s cells 34 and 36 show a ping-pong handover ratio of about 20 %
whereas the other 2 cells have a ratio of about 30 %. But a deeper analysis of these
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(d) Cell 90
Figure 6.7: Comparison of radio-link failure ratios in the HOP-plane for different Cells
(Simulation Time: 1000 s)
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performance differences has to discover whether the performance gain is high enough to
justify handover optimisation.
The radio-link failures ratio in the same four cells is visualized in Figure 6.7. It can
clearly be observed that the radio-link failure performance for high HYS values is bad
in all four cases. Better performance can be observed for lower HOPs. For a HYS of
5 dB and a TTT of 0 s the radio-link failure ratio in cell 31 and 36 is already zero while
it lies around 10 % for the other two cells. Again a deeper analysis has to show how this
differences can be used to improve the handover performance.
To sum up, the HPIs show different behaviour in the cells depending on the handover
control parameter settings. This enables handover performance gain by handover optim-
isation on cell level. In the following sections the optimisation potential and performance
gain will be analysed in detail.
6.3 Introduction of a Target Function for the
Optimisation of the Handover Control Parameters
For the optimisation of the handover performance a target function is needed. The
requirement for the definition of the target function is that it has to base on the HPIs
and allows the adjustment of the optimisation target subject to the network operator
requirements. Equation 6.1 gives a target function for the optimisation of the handover
performance as a linear combination of the three HPIs introduced by the SOCRATES
project ([Ku¨rner11]).
HPIsum = wppHPIpp + wfailHPIfail + wrlfHPIrlf (6.1)
The weighting parameters wpp, wfail and wrlf allow the modification of the optimisation
target. Higher weighting parameter values increase the importance of the individual HPI
and lead to a favouring of HOPs with better performance for that indicator. Minimizing
the target function and hence changing the HOP for the best HPIsum value leads to
the lowest amount of negative handover events according to the weighting parameter
settings. This means the same weighting parameter settings for all HPI values will not
necessarily lead to levelled HPI values if a HOP shows the lowest amount of negative
handover only caused by e.g. radio-link failures, this HOP is identified by the target
function. Thus additional constraints that limit certain HPIs to an overall maximum
value have to be defined to avoid high HPI values.
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Combining the HPIs to one target function permits the identification of the best per-
forming HOPs for a set of weighting parameters. The weighting parameters can be
defined by the network operators to influence the optimisation target according to their
policy. The handover performance ratios of Cell 31 are depicted in Figure 6.8. Figures
6.8 a-c show the areas in the HOP plane where the individual HPIs are dominant. The
ping-pong handover ratio increases for small handover control parameter settings and
the radio-link failure ratio for high control parameter values. The handover failures
mainly happen when small TTT and medium HYS values are selected. The reason be-
hind this is that the handovers are initiated in time but the users SINRs are close to the
minimum communication threshold of -6.5 dB already and reach SINRs lower than this
threshold before the handover is completed. This means the users travelled to far into
the coverage area of the target cell to complete a successful handover to that cell. The
linear combination of the HPIs to the HPIsum with weighting parameters set to one is
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(d) HPIsum(wpp = 1, wfail = 1, wrlf = 1)
Figure 6.8: Mean HPI ratios in all HOPs of cell 31 (Simulation Time: 1000 s)
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shown in Figure 6.8(d). An area of better handover performance reaches from medium
HYS values combined with small TTT values to smaller HYS values combined with high
TTT values (larger than 1 s). This is the area in which the lowest amount of negative
handover events take place. The best mean performance for the complete simulation
time can be observed in the HOP with a HYS of 2 dB and a TTT of 1.2 s. In this HOP
a mean ping-pong handover ratio of almost 4 %, a mean handover failure ratio of about
0 % and a mean radio-link failure ratio of approximately 3.2 % is reached.
For the evaluation of the handover performance it is important to analyse how the HPI
weighting parameters influence the HPIsum and the identification of the best HOP.
The impact of the weighting parameters on the HPIsum is visualized in Figure 6.9.
An exemplary set of weighting parameters has been selected to illustrate the change
in the handover performance evaluation for cell 34. The figure shows that varying the
weighting parameters mainly shifts the area of better handover performance along the
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(a) Set 2 (wpp = 5, wfail = wrlf = 1)
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(b) Set 3 (wpp = 3, wfail = wrlf = 1)
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(c) Set 4 (wpp = 1, wfail = wrlf = 1)
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(d) Set 6 (wpp = 1, wfail = wrlf = 5)
Figure 6.9: Impact of for HPIsum weighting factor sets on the HOP performance of cell
34 (Simulation Time: 1000 s)
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x-axis corresponding to the HYS values in this example. The HOP giving the best
performance in the case that the weighting parameters are set to one (Figure 6.9(c))
uses a HYS of 3 dB and a TTT of 0.6 s resulting in a mean ping-pong handover ratio
of 6.43 %, a mean handover failure ratio of 2.04 % and a mean radio-link failure ratio of
5.07 %. In this example the share of the ping-pong events (6.43 %) and failure events
(7.11 %) is in the same order.
Increasing the weighting parameter for one HPI reduces the ratio of this handover related
events. But this performance improvement is achieved at the expense of the remaining
handover related events. The HOPs giving the best performance for other weighting
parameter settings are listed in Table 6.2. Changing the weighting parameter settings
from Set 4 to Set 5 (Table 6.2), i.e. increasing the weighting factors for the HPIfail
and the HPIrlf to three, reduces the handover failure ratio from 2.04 % to 0 % and the
radio-link failure ratio from 5.07 % to 3.56 %. The ping-pong handover ratio significantly
increases in this example from 6.43 % to 10.99 %.
The weighting parameter sets 6 and 7 (Table 6.2) show that increasing the weighting
parameters for the HPIfail and the HPIrlf to five and ten leads to the same best HOP
and lacks further improvement of the failure event ratios. The reason behind this is
that the ping-pong handover ratio is large in the HOPs that show better failure event
performance. Increasing the weighting factor for the HPIpp (Set 3 - 1) reduces the ping-
Parameter Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7
wpp 10 5 3 1 1 1 1
wfail 1 1 1 1 3 5 10
wrlf 1 1 1 1 3 5 10
HYS 5 dB 5 dB 4 dB 3 dB 2 dB 2 dB 2 dB
TTT 0.6 s 0.6 s 0.4 s 0.6 s 0.6 s 0.6 s 0.6 s
HPIpp 0 % 0 % 1.95 % 6.43 % 10.99 % 10.99 % 10.99 %
HPIfail 1.31 % 1.31 % 5.15 % 2.04 % 0 % 0 % 0 %
HPIrlf 19.40 % 19.40 % 8.03 % 5.07 % 3.56 % 3.56 % 3.56 %
HPIsum min 20.71 20.71 19.04 13.54 21.66 28.78 46.57
Table 6.2: Performance of the best HOP (lowest HPIsum value) according to the weight-
ing parameter settings in cell 34
93
Chapter 6 Evaluation of the Handover Performance
pong handover ratio as expected. A weighting parameter value of five leads to a ratio
of 0 % already. Thus, higher weighting parameter values show no further improvement.
The corresponding figures and tables for other cells can be found in Appendix C.
The findings from the example of the handover performance of cell 34 are that influencing
the weighting parameters leads to the desired shift between ping-pong handovers on the
one hand and handover and radio-link failures on the other hand. This enables changing
the optimisation target and the HOP selection for the cells. But the impact of the
weighting parameter settings may be different for the cells in the network depending on
the individual environment and user mobility. To explore the impact of the weighting
parameters wpp, wfail and wrlf on the handover performance of all cells in the network,
we conduct a system-level simulation using the parameters given in Table 6.3. Due to
the similar influence of handover and radio-link failures on the system performance and
the visibility in the figures the weighting parameters wfail and wrlf are set to the same
value in this analysis. The course of action for the analysis is as follows:
1. Execution of system-level simulations with fixed HOPs in every cell
2. Compilation of a considered cell list for the evaluation (minimum user activity
required)
3. Calculation of the HPI statistics for every time step and considered cell
4. Generation of the HPIsum for different weighting parameter settings for all cells
5. Identification of the best performing HOP for each weighting parameter setting
and cell
6. Analysis of the handover performance for the selected HOP
In the first step system-level simulations are performed for every HOP that was defined
in Section 3.2. This means the analysis is based on perfect knowledge of the handover
performance for fixed HOP settings in all cells and thus all handover related events
in the simulation scenario. Hereafter “fixed HOP settings” refers to the case that all
cells use the same HOP for the complete simulation time (no optimisation). A list of
considered cells for the evaluation of the impact of the weighting parameters is generated
1The requirement for a cell to be considered in the performance evaluation is that at least ten UEs
are connected to the cell in any time step during the simulation. Cells in the outlying area are
simulated as interference sources but not considered for the evaluation of the handover optimisation
algorithm.
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Parameter Value Description
Simulation Scenario Hanover -
Simulation Time 1000 s -
Simulation Step Size 100 ms -
Interference Model Full Interference -
wpp 1-5 Step Size: 1
wfail = wrlf 1-10 Step Size: 1
Observation-Window-Size 400 s For HPI-Values
Total Number of Users 2526 Users Vehicular, Pedestrian and Indoor
Minimum Number of Users 10 Users per Cell To be Considered for Evaluation
Considered Cells 65 Cells Full-fill the Requirements1
HOPs 121 As defined in Section 3.2
HOP-Selection Best Performance In complete simulation time
Table 6.3: Simulation parameters for the analysis of the weighting parameter impact on
the handover performance
by the minimum requirement of ten simultaneously connected users to consider only
cells that have user traffic in the evaluation. In step three the HPI-ratios are calculated
with regard to the observation window size listed in Table 6.3. The resulting HPIsum-
values are generated from the HPI-ratios for all weighting parameter combinations in
step four. Note that the first HPIsum-value is calculated when the first HPI-ratios are
available which is after 400 s, i.e. the observation window size. From the definition of the
HPIsum in Equation 6.1 it is clear that lower HPIsum-values represent better handover
performance for the same weighting parameter settings. Hence, in step five the best
performing HOPs are identified by the lowest mean HPIsum-values for each weighting
parameter setting and cell. The analysis of the handover performance for every cell and
selected HOP is taken from the 121 system-level simulations that have been executed in
step 1. Finally, the results of the analysis are discussed below.
The presupposition for the analysis of the impact of the weighting parameters on the
handover performance in the network is that it is possible to identify the best performing
HOP in a cell for a given set of weighting parameters. Consequently, the analysis shows
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how the weighting parameters would change the network performance given that an
optimisation algorithm exists that finds the best performing HOP for each cell. Never-
theless, only one HOP is selected for a set of weighting parameters and cell, i.e. the HOP
showing the best performance over the complete simulation time for that cell. There
might still be room for further improvement by changing the HOPs of a cell during the
simulation. This is neglected for this analysis. It will be discussed later in this work
how fast and reliable the optimisation of the handover parameters can be.
Figure 6.10 shows the results of the analysis in the Hanover-scenario. The ratio of
ping-pong handovers to the sum of negative handover events, i.e. the sum of ping-
pong handovers, handover failures and radio-link failures, is shown in Figure 6.10(a).
The graph shows that increasing the weighting parameters wfail and wrlf leads to an
increase in the ping-pong handover to negative event ratio. This is a desired effect since
increasing the weighting parameters for the failure events should lead to a reduction
of failure events in the network and an increase in ping-pong handovers. On the other
hand an accentuation of the weighting parameter wpp leads to a reduction of ping-pong
handovers which is the opposite case and desired as well. Having a closer look at the
weighting parameter combination of wfail = wrlf = 10 and wpp = 1 discloses that roughly
62 % of all negative handover events in the network are ping-pong handovers and the
remaining 38 % are failure events. Even though the weighting parameter for the failure
events is set to a high value more than a third of all negative events are still failure events.
This is caused by the fact that significantly more ping-pong handover events are observed
for LowHOPs compared to failure events (more than ten time more ping-pong handovers,
see Figure 6.4), which leads to a HOP selection with failure events. The vertical bars in
the figure indicate the standard deviation of the ping-pong handover to negative event
ratio. The standard deviation is larger than 20 % for many weighting parameter settings.
This shows that the simulation scenario is heterogeneous resulting in a deviation of the
impact of weighting parameter settings of the individual cell performance.
The ratio of the failure events to the total number of handover related events is visualized
in Figure 6.10(b). The graph points out that increasing the weighting parameters wfail
and wrlf up to a value of ten fails in reducing the amount of failure events in the network
significantly. This can again be explained by the significantly higher amount of ping-pong
handover events for small handover control parameter settings. Increasing the weighting
parameter for the ping-pong handovers leads to a rising number of failure events up to
more than a third of all handover related events in the network. While this behaviour
is as expected, the high ratio of failure events can be explained by the assumption of a
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(a) Ping-pong handover (Npp) to negative event (Nneg events) ratio
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(c) Negative event to handover related event (Nhr events) ratio
Figure 6.10: Impact of the weighting parameter settings on the handover performance
in the Hanover scenario
97
Chapter 6 Evaluation of the Handover Performance
fully loaded network (full-interference) leading to high interference from all cells. Peering
the negative handover event to a handover related event ratio, given in Figure 6.10(c),
reveals one fundamental characteristic of the HPIsum-based handover optimisation, i.e.
the minimum number of negative handover events in the network is observed for equal
settings of the handover weighting parameters wpp, wfail and wrlf . As described before
the increase of negative events for higher failure weighting parameters is caused by
additional ping-pong handovers and the increase in negative events for higher ping-pong
weighting parameters by additional radio-link failures. To understand this connection
between the ping-pong handovers and failure events is essential for the definition of
the optimisation target and the definition of the weighting parameter settings. Once
the HOP with the lowest amount of negative handovers is identified (equal weighting
parameter settings), better performance of one HPI can only be achieved by worse
performance of another HPI.
A closer look at the HOP selection of the individual cells subject to the weighting
parameter settings is shown in Figure 6.11. The bar diagrams 6.11(a) and 6.11(b) show
a TTT range of 0.1 s to 1 s and a HYS range of 0 dB to 5 dB for the HOP selection in
the individual cells with accentuation of the ping-pong handover weighting parameter
(wpp = 5 and wpp = 3). While the range of TTT and HYS parameters maintains for
other weighting parameter settings (Figures 6.11(d) to (f)), a trend towards only two
best performing HOPs for the majority of the cells can be observed. Nevertheless, the
bar diagrams clearly underline the need for handover parameter optimisation in the
network by the huge span of selected HOPs for varying weighting parameter settings.
One of the important questions for simulations in the area of SON is the impact of the
simulation scenario as well as the used system models on the simulation results and
evaluation of the optimisation algorithms. A first indication is given by a comparison of
the weighting parameter impact on the system performance between the Hanover scen-
ario and the 3GPP-Scenario. The results for the analysis of the weighting parameter
impact on the system performance in the 3GPP-Scenario are depicted in Figure 6.12 and
6.13. The ping-pong handover to failure event ratio shown in Figure 6.12(a) confirms
the trends of the analysis of the Hanover scenario. The difference is that weighting para-
meter settings, allowing for handover operating points with roughly 5 % failure events
or roughly 1 % ping-pong handover events in the network, exist. Consequential it is pos-
sible to tune the handover parameter settings to match the requirements of a network
operator in this scenario. Figure 6.12(b) reveals that the failure event ratio increases
almost linearly with increasing ping-pong handover parameter settings. The share of
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(a) Set 2 (wpp = 5, wfail = wrlf = 1)
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(c) Set 4 (wpp = 1, wfail = wrlf = 1)
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(d) Set 5 (wpp = 1, wfail = wrlf = 3)
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(e) Set 6 (wpp = 1, wfail = wrlf = 5)
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Figure 6.11: HOP selection subject to the weighting parameter settings in the Hanover
scenario
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Figure 6.12: Impact of the weighting parameter settings on the handover performance
in the 3GPP scenario
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(a) Set 2 (wpp = 5, wfail = wrlf = 1)
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(b) Set 3 (wpp = 3, wfail = wrlf = 1)
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(c) Set 4 (wpp = 1, wfail = wrlf = 1)
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(d) Set 5 (wpp = 1, wfail = wrlf = 3)
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(e) Set 6 (wpp = 1, wfail = wrlf = 5)
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Figure 6.13: HOP selection subject to the weighting parameter settings in the 3GPP
scenario
101
Chapter 6 Evaluation of the Handover Performance
negative handover events in all handover related events is above 40 % for all weight-
ing parameter settings as depicted in Figure 6.12(c). Again equal weighting parameter
settings lead to the lowest total amount of negative handover events as expected but
avoiding failure events by wfail = wrlf = 10 and wpp = 1 causes a ping-pong handover
ratio of about 70 %. The impact on the signalling traffic in the network would be severe
for this handover parameter configuration.
The assessment of the HOP selection in the 3GPP-Scenario is given in Figure 6.13. In
the case that the optimisation target is the avoidance of ping-pong handovers (Figure
6.13(a) and (b)) the range of HYS values for the selected HOPs is limited to 1 dB to
4 dB. The importance of the optimisation of the TTT value is escalated in this case
as the values range from 0 s to 5.1 s. However, the prevention of failure events is the
more likely case. Figures 6.13(d) to (f) reveal that the optimisation of the handover
parameters is marginal in this case since the HOP using a HYS of 0 dB and a TTT of
0.2 s clearly shows the best performance in almost all cells in the network. This fact
might lead to a conclusion of no need for optimisation of the handover parameters. This
comparison highlights the importance of the simulation scenario and system models for
the analysis of the performance and the need for handover optimisation algorithms.
6.4 Impact of the Network Load on the Handover
Performance
In Section 6.1 the impact of the network configuration and load situation on the handover
performance was identified as potential disturber with a successful evaluation of the
handover performance. While the impact of network configuration changes on the cell
borders and best server areas is obvious, the impact of network load changes is more
difficult to rate. This is because load changes do not influence the RSRP measurements
and thus have no impact on the cell borders and best server areas. But load changes
do have a major impact on the RSRQ measurements and UE SINRs as the interference
originated from resource blocks used in surrounding cells is influenced by the resource
block occupation in these cells. The impact of the network load on the SINR calculation
in our system-level simulations was introduced in Equation 5.5, i.e the cell load linearly
increases the interference from the cells. In reality, the SINR estimation is complicated by
the scheduling algorithms which are not standardized and left to the network operators.
The scheduling algorithms decide which resource is used to transmit or receive data to or
from a UE. Therefore, SINR estimation models are used for the scheduling algorithms to
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identify a good resource distribution on the UEs. Nevertheless, the load dependent SINR
calculation used in our system-level simulations allows modelling the general impact of
load condition changes.
The influence of the UE SINRs on the handover performance of a cell is that in the case
of lower interference power (low network load) the UEs can deeply penetrate the best
serving area of a neighbouring cell without loosing the connection to the SeNB. Hence,
higher HYS and TTT values can be selected as handover control parameters. This
minimises the risk for ping-pong handovers and leads to better handover performance
in the cells. In high load situations it is necessary to hand over the UEs timely to
the TeNBs to avoid radio-link failures. Thus lower handover control parameters should
be selected. However, it needs to be investigated how strong the load impact on the
handover performance is.
To evaluate the network load impact on the handover performance, system-level simu-
lations in the Hanover scenario are conducted. For the calculation of the UE SINRs the
interference power is not calculated from the cell load caused by the connected users
in this case. As introduced in Equation 5.5, the SINR calculation model allows to set
the cell load used for the SINR calculation to fixed values. This enables system-level
simulations in stable load conditions. Ten simulation runs with a fixed cell load varying
from 10 % to 100 % are conducted, e.g. in one simulation run the cell load considered
for the SINR calculation is set to 10 % in every cell in the simulation scenario. A cell
load of 0 % is not considered as a completely empty network is fairly unrealistic and an
optimisation to the conditions in an empty network is unnecessary. As before, for all
65 cells considered in the evaluation the best performing HOP for the complete simula-
tion time is identified. Especially for low load situations several HOPs show the same
performance. This is why the total number of selected HOPs is larger than 65 in the
following performance assessment.
Figures 6.14 and 6.15 show the HOP selection of the cells dependant on the network
load. In low load situations (Figures 6.14(a) and (b)) good handover performance is
observed for the majority of the HOPs. The only exception are a HYS value of 0 dB and
a combination of high HYS and TTT values. The results points out that in low load
situation HYS values higher than 10 dB can be useful as standardized by 3GPP (Section
3.2). Moreover, it can be concluded that higher HYS values (5-10 dB) in combination
with a TTT value of 0 s show the best performance in almost all cells. This clarifies
that in low load situations the probability for a successful handover increases if the UE
deeply penetrates the serving area of the TeNB.
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(a) Cell Load: 10 %
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(c) Cell Load: 30 %
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(d) Cell Load: 40 %
0 1
2 3
4 5
6 7
8 9
10
0
0.1
0.2
0.3
0.4
0.5
0.6
1
1.2
2.5
5.1
0
5
10
 
Hysteresis [dB]Time−to−Trigger [s] 
N
um
be
r o
f C
el
ls
 u
si
ng
 th
e 
HO
P
0
1
2
3
4
5
6
7
8
9
(e) Cell Load: 50 %
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(f) Cell Load: 60 %
Figure 6.14: Network load dependant best HOP selection of the cells in the Hanover
scenario
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(a) Cell Load: 70 %
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(b) Cell Load: 80 %
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(c) Cell Load: 90 %
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(d) Cell Load: 100 %
Figure 6.15: Network load dependant best HOP selection of the cells in the Hanover
scenario
A special HOP selection behaviour can be observed in the case of a network load of
30 % (Figure 6.14(c)). It is not possible to identify a clear winner among the HOPs as
a huge number of HOPs is selected in similar incidence as best performing HOP in the
individual cells. As one HOP is seen as best performing HOP by only 13 cells in this
simulation, it becomes clear that the selection of one handover control parameter set for
all cells will not lead to optimal handover performance in the network. Increasing the
network load to values from 40 % to 70 % (Figure 6.14(d) to Figure 6.15(a)) leads to
best performing HOPs with 0 s TTT and HYS values between 2 dB and 5 dB. However,
for some cells it is beneficial to select lower HYS values in combination with higher
TTT values. This indicates that in medium load situations it is hard to predict if a
combination of medium HYS values with very low TTT values or lower HYS values
with higher TTT values will lead to better handover performance. The optimisation
algorithm needs to identify the area of better performance.
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In high load situations (Figures 6.15(b) to (d)) the trend of better handover performance
changes to smaller HYS values in combination with higher TTT values. The conclusion
from this result is that in the case of high interference from neighbouring cells it is
necessary to switch to the TeNB in the cell border area. To avoid ping-pong handovers
the better signal strength of the TeNB has to be ensured by high TTT values. Still even
in the case of a fully loaded network some cells benefit from HYS values of 1 dB to 3 dB
in combination with TTT values of 0 s or 0.1 s. HYS values higher than 3 dB are not
selected as handover control parameter in any cell in the case of a network load of 100 %.
The results illustrated in Figures 6.14 and 6.15 demonstrate that the network load
impacts the HOP selection in the cells. Though it is still unclear, how intense the
impact on the handover performance is. Thus we further process the results of the
system-level simulations in Table 6.4. It shows the results of a deeper analysis in two
sets given in the first and last three rows of the table. The same tables for the individual
HPIs can be found in Appendix D. The first row of a set, called ”Optimised“, gives the
mean handover performance (HPIsum) of all 65 cells evaluated in the network in the case
that the best HOPs subject to the load situation are selected. Note that the weighting
parameters for the HPIsum are set to one in this analysis, i.e. the numbers reflect the
negative handover rate in the network. The results of the optimised case show that the
handover performance is much better in the case of a low network load (0.22 % negative
handover rate in the case of 10 % network load) than in higher load situations (14.97 %
negative handover rate in the case of 100 % network load). The negative handover rate
constantly increases for higher network load except for a load of 70 % where the handover
performance slightly increases.
The second row of a set gives the handover performance for the case that the cells select
the best HOP identified for a network load of 70 % for every considered load condition. A
network load of 70 % is considered since the real networks are usually designed for a daily
busy hour load of 70 %. The performance degradation between the optimized case and
the optimal configuration for 70 % load is listed in row three of set one. In the case that
the system load is 70 % as well, the performance degradation is zero per definition. A load
variation in the network by 10 % (to 60 % or 80 % network load) leads to a performance
degradation of 3.37 % or 4.89 % already. For the case that the traffic further increases a
maximum performance degradation of 11.15 % is observed for a network load of 100 %.
For lower load situations the performance degradation is smaller. For a network load of
30 % a peak value of 6.97 % performance degradation is observed. The implication of
the analysis is that a handover control parameter configuration, optimised for a certain
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Cell Load
10% 30% 40% 50% 60% 70% 80% 90% 100%
Optimised 0.22 2.21 3.19 5.60 7.35 7.33 11.07 12.73 14.97
Optimised
(Load 70%) 6.77 9.18 7.97 9.95 10.72 7.33 15.96 21.32 26.12
Performance
Degradation 6.55 6.97 4.78 4.35 3.37 0 4.89 8.60 11.15
Optimised 0.22 2.21 3.19 5.60 7.35 7.33 11.07 12.73 14.97
Optimised
(Load 100%) 11.11 12.67 12.59 13.85 14.30 12.19 15.13 14.93 14.97
Performance
Degradation 10.89 10.46 9.40 8.24 6.95 4.85 4.06 2.20 0
Table 6.4: Mean handover performance (HPIsum) as a function of the cell load. Optim-
ised performance to the current cell load, optimised for a fixed cell load and
the performance degradation.
load level, leads to a significant performance degradation in other load conditions. Thus
an optimisation to the load condition is desirable.
The second set of values listed in the last three rows of the table is dedicated to the
case that the handover control parameter settings optimal for a network load of 100 %
are used in the network. Row four is a copy of row one to ease the comparability of the
configuration changes. The handover performance for a load level of 100 % is given in
row five while row six shows the performance degradation between the optimized case
and the optimal settings for a load level of 100 %. In this case the performance drops by
2.20 % to 4.06 % for a load level of 90 % or 80 % respectively. Lower load levels lead to a
maximum performance degradation of 10.89 %. These results fortify that the load level
in the network has to be regarded by the handover optimisation even if the performance
degradation for small load changes in the network is lower in this case.
It seems odd to select the optimal settings for a fully loaded network in an analysis like
this. But this case is relevant since some handover optimisation approaches primarily
rely on the RSRP measurements to identify the optimal handover control parameters.
As mentioned before the RSRP measurements are not influenced by the load level in the
network. Hence, it is impossible to identify the optimal configuration for the load level
in the network.
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The conclusion from the evaluation of the load impact on the handover performance
is that the network load has a severe impact on the handover performance and thus
the HOP selection for optimal handover performance in the cells. This fact has to be
regarded for the design of the handover optimisation algorithms.
6.5 Statistical Analysis of the Handover Performance
Indicators
The handover performance indicators are the basis for the identification of the best
handover operating point and hence the handover parameters for the cells in a mobile
communication system. A pending question for the optimisation is the necessary obser-
vation time for the handover performance in a selected HOP to get reliable input data
for the optimisation algorithms. The HPI observation time has significant impact on
the handover optimisation. On the one hand it influences the adaptation speed of the
handover parameters to a new configuration in the network which will usually be a mul-
tiple of the observation time. On the other hand it limits the noticeability of temporary
handover effects and hence the chance for any optimisation of the handover paramet-
ers for short-time effects. Additionally it depends on the design of the optimisation
algorithm how many observation cycles are needed to identify a more optimal handover
configuration. We will elaborate on the impact of the algorithm design in Chapter 7.
Another important question that needs to be answered is whether the HPI observation
time should be a parameter in the time domain, i.e. a fixed observation window given
in seconds, or a parameter in the event domain, i.e. a fixed number of handover re-
lated events taken into account for the compilation of the HPI values, hereafter named
time domain observation window or event domain observation window, respectively. In
the case of a time domain observation window the amount of handover related events
regarded for the compilation of the HPIs varies over time. This influences the HPIs
in manifold manner. First, the accuracy of the HPIs becomes dependent on the cur-
rent load situation of the cell, assuming that a higher cell load increases the amount
of handover related events as well. As a consequence, the impact of a single negative
handover event on the HPIs is dependent on the cell load and hence the traffic situation
in the cell. This effect is negligible for high cell load since the HPIs typify the relative
performance of incidences to all handover related events and get more precise in this
case. Problems arise for low load situations. In this case, a single negative event could
significantly increase a HPI and trigger an optimisation action. It is questionable if this
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single negative event represents the handover performance of the HOP and justifies the
optimisation of the handover control parameters.
Furthermore, a time domain observation window even impacts the comparability of the
handover performance of two HOPs in the same cell. Given the results of Section 6.2
and assuming that the handover performance of a LowHOP is compared to any other
HOP with higher handover control parameters of the same cell, it is presumable that a
higher amount of ping-pong handovers will be observed in the LowHOP . Let us further
assume that the total number of failure events (see Section 3.3) is the same for both
HOPs. In the case of the LowHOP , the higher amount of successful handovers, caused by
the additional ping-pong handovers, lead to a lower failure event ratio for the LowHOP
and hence to the assumption that less failure events occured. In the case of additional
constraints for the optimisation target that limit the failure event ratio, the LowHOP
could be identified as the better HOP leading to a communication overhead due to the
additional handovers.
If the HPI observation time is defined in the event domain, every handover related event
has the same impact on the HPIs of a HOP. In this case the observation time window
is variable and dependent on the traffic conditions of a cell. For high load conditions
the observation time window will be smaller since the fixed number of handover events
is reached faster than for low load conditions. Consequently, the HPIs represent rather
’short-time’ effects for high load situations and rather ’long-time’ effects for low load
situations. If the observed cell is in a high load condition and many handovers are
initiated, setting the HPI observation window in the event domain limits the accuracy
of the HPIs even though a larger observation window would be acceptable. Incidentally,
the accuracy of the HPIs is defined by the number of handover related events directly, i.e.
setting the HPI observation time to 100 handover related events leads to an accuracy of
1% for the HPIs. For low load conditions handover related events that took place hours
ago could still be included for the compilation of the HPIs. This queries optimisation of
the handover parameters in very low load situations, e.g. at night time.
The following statistical analysis of the HPIs aims at the definition of the minimum
observation time to ensure a successful optimisation of the handover control parameters.
Part of this analysis will be the investigation of the two options for the observation time
definition in the time or event domain. Moreover, the analysis will focus on the charac-
teristics of the HPIs to answer the question how different the indicators have to be in
order to allow the identification of more optimal handover control parameters and on the
gain and loss of handover performance for sub-optimal settings if the identification fails.
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The outcome of this analysis is used for the development of the handover optimisation
algorithms in Section 7.1 and 7.2.
The development of the HPIsum for different observation window sizes is given in Fig-
ure 6.16. Each of the six figures shows the HPIsum for one HOP and five exemplary
observation windows ranging from 10 s to 400 s. The results are taken from the same
simulations that have been executed for the analysis of the impact of the weighting
parameter values on the performance of the network in Section 6.3 (see Table 6.3 for
simulation parameter details). All weighting parameters have been set to one in this case
(wpp = 1, wfail = 1, wrlf = 1). Every curve gives the progression of the HPIsum value,
which is based on the observation window size, taking into account all handover related
events in the observation time. Hence, the values are based on moving observation win-
dows of the last seconds. The figures show values for 600 s simulation. The first 400 s
of the complete simulation time of 1000 s have been cut off since the observation time
is too short for the largest observation window resulting in zero values and increased
visibility.
The HPIsum values for the HOP with a HYS of 2 dB and a TTT of 1 s are displayed in
Figure 6.16(a). For this HOP the HPIsum values heavily fluctuate for small observation
window sizes like 10 s. The fluctuations reduce significantly for larger observation win-
dows. This expectable trend is confirmed by the other figures representing the handover
performance of different HOPs of the same cell. In order to clarify the importance of
this behaviour for the later optimisation task let us get back to the meaning of one
single HPIsum value. This value represents the handover performance of the last e.g.
400 s in the network taking into account all handover related events in this time frame.
To compare the performance of this HOP with any other HOP in the same cell, the
handover control parameters have to be changed to the settings for the new HOP. After
the observation time for the second HOP passed, another HPIsum value representing the
handover performance of this HOP is available and a comparison of these two HOPs is
possible. This means a single value of the curves, representing the observation window
size 400 s, is taken into account for the comparison of the two different HOPs. If the
fluctuations of the HPIsum values are large, the comparison of the handover perform-
ance of two HOPs implies a high risk of misinterpretation and slows down or prevents
the optimisation. Hence, assuming that the traffic conditions in a cell stay constant for
the observation time of the two HOPs, the fluctuations of the HPIsum values should be
small enough to enable a comparison of the handover performance of the HOPs.
The HPIsum values shown on the y-axis of Figures 6.16(a) to (f) give the negative
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Figure 6.16: Handover performance (HPIsum) of cell 31 for different HOPs and time
domain observation window sizes
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handover event ratio for the individual HOP and observation window. This is because
the selected weighting parameter set used for the compilation of the HPIsum values is
wpp = 1, wfail = 1 and wrlf = 1. In this case the individual negative handover event
ratios, i.e. ping-pong handover ratio, handover failure ratio and radio-link failure ra-
tio, are summed without any special weighting and hence give information about the
total amount of negative handover events. For any other weighting parameter set this
is not the case. Nevertheless, the HPIsum values exceed the awaited maximum value of
100 % in Figures 6.16(a), (b), (d), (e) and (f) for small observation window sizes. This
is caused by the timing for the detection of a ping-pong handover. If a user is handed
over to a target cell and returns within the time span Tcrit−pp (defined in Section 3.3),
a ping-pong handover is detected. The ping-pong handover is added to the handover
statistics instantly in this case. The successful handover of that user to the selected
target eNB happened earlier and therefore is regarded in the handover statistics earlier
as well. Resulting from that the ping-pong handover is still regarded in the handover
statistics when the successful handover of that user already passed the observation win-
dow. For short observation window sizes the observation time sometimes includes only a
few handover events. If only one successful handover event later detected as a ping-pong
handover and the ping-pong handover detection of an earlier handover are left in the
handover statistics for the observation time, a HPIsum value of 200 % is calculated. This
behaviour could be avoided by deleting the detected ping-pong handover and the earlier
successful handover event simultaneously from the handover statistics. The drawback of
this solution would be that the ping-pong handover events are regarded for the compila-
tion of the HPIsum values for a shorter time frame as the positive (successful) handover
events. Moreover, this time frame would be dependent on the current detection time
span for ping-pong handover events Tcrit−pp which itself is dependent on the current
TTT settings. This would handicap the comparability of the HPIsum values and make
HOPs with a higher ping-pong handover ratio more attractive for the selection of the
best HOP in the optimisation task. Therefore, the ping-pong handovers are left in the
handover statistics for the same time span as there corresponding successful handover
events.
On closer inspection of Figures 6.16(d) and (f) a significant difference between the curves
for the observation window size of 10 s leaps to the eye. In Figure 6.16(d) the blue curve
jumps up and down on a limit number of HPIsum values and holds individual values
for periods of up to 10 s. In Figure 6.16(f) the curve assumes an increased number
of HPIsum values and holds one value for a shorter time span. The reason for this
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behaviour is the difference in handover related events that can be observed in the cor-
responding HOPs of the figures. In the HOP represented by Figure 6.16(f) the HYS
and TTT values are very low resulting in a high number of executed handovers in the
cell. Hence, the calculations of the HPIsum values base on more handover events which
increases the significance of the values. The results for an observation window size of
400 s confirm the increased significance since the HPIsum values vary between 30 % and
above 50 % in Figure 6.16(d) and only between 50 % and above 50 % in Figure 6.16(f).
These figures verify the assumption that the number of handover related events taken
into account for the compilation of the HPIsum values impact the significance of these
values. Moreover, the significance varies between HOPs of the same cell for time domain
observation windows.
The development of the HPIsum for different event domain observation windows is given
in Figure 6.17. Each of the six figures shows the HPIsum for the same HOPs as used
in Figure 6.16 and five exemplary numbers of handover related events ranging from 5 to
100 . Again, the results are taken from the simulations that have been executed before
in Section 6.3 (see Table 6.3 for simulation parameter details). As for the time domain
observation windows all weighting parameters have been set to ’1’ for the evaluation
(wpp = 1, wfail = 1, wrlf = 1). The compilation of the HPIsum values is based on a
handover related event history that is implemented as a list of a fixed length, i.e. the
number of handover related events considered. The list works as a shift register with
First In First Out (FIFO) logic. This means if a new handover related event is added to a
list that reached the desired number of handover related events already, the oldest event
is deleted from the list. In this case, the HPIsum values are calculated from a moving
window with a fixed number of events but variable in time. The figures show values for
the complete simulation time (1000 s). As the first HPIsum value is calculated when the
desired number of handover related events is reached the curves start at different times
depending on the HOP.
The first eye-catching difference is that for a fixed number of handover events theHPIsum
values are rarely larger than 100 % even when looking at the curves for five handover
related events. It should be remembered that this happened for the time domain obser-
vation windows only in the case that few handover related events laid in the considered
time span. In the case of an event domain observation window the minimum number
of events is fixed and not dependent on the current traffic conditions in the cell. Hence,
the impact of these undesired misinterpretations of the current handover performance is
reduced due to the fixed number of considered handover events. Furthermore the curves
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Figure 6.17: Handover performance (HPIsum) of cell 31 for different HOPs and event
domain observation window sizes
114
6.6 Required Handover Performance Observation Time
for the same number of handover related events show similar characteristics for different
HOPs. As pointed out before, the HPIsum values are limited to a fixed number due to
the fixed denominator in Equations 3.14, 3.15 and 3.16. This can easily be observed for
the curves with five handover related events where the HPIsum takes the values {0, 20,
40, 60, 80, 100, 120, ...}. The variance of the HPIsum seems to be similar for curves with
the same number of handover related events as well. The main difference between the
curves is the stretching along the x-axis that is influenced by the number of handover
related events in a certain time frame of a HOP. The comparison of the curves for five
handover related events in Figures 6.17(d) and 6.17(f) reveals this effect. The HPIsum
values in the first figure keep the same value for longer time spans than in the second
figure. Again the reason for this lies in the higher number of handover related events in
the HOP for the last curve.
The analysis in this section gives a first indication to the advantages of events domain
observation windows. This will further be analysed in the next two sections.
6.6 Identification of the Required Observation Time for
the Evaluation of the Handover Performance
In order to use the HPIsum values for the optimization of the handover performance in
a communication network, the values need to represent the current handover behaviour.
The unanswered question is which quality of HPIsum values is needed and how this
quality can be defined. To approach this problem we will analyse the standard deviation
of the HPIsum values of all HOPs for different observation windows. The hypothesis is
that the standard deviation of the HPIsum values can serve as a quality attribute, i.e. if
the standard deviation is low, we can assume the HPIsum value represents the current
handover performance. For the analysis we will examine the distribution functions of
the HPIsum values for different observation windows. We will show the impact of the
observation window on the distribution functions and investigate the probability for a
successful identification of the best HOP for a cell. Finally, we will deduce the needed
observation window to gain reliable input data for the optimisation of the handover
control parameters. The general assumption for this analysis is that the traffic conditions
in the cells of the network are stable during the evaluation time. If this is not the case, the
identification of a better HOP might fail due to the traffic dependency of the handover
optimisation problem.
The HPIsum values for every HOP and observation window are the input random vari-
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ables for the calculation of the standard deviation, leading to the problem that these
values are per definition not statistically independent. This is because they are gener-
ated as a moving average of the handover performance over a certain time (observation
window). For clarification the following example is given in which the following condi-
tions are assumed: a simulation step size of 100 ms; a simulation time of 1000 s ;and a
observation window size of 10 s. The HPIsum values are calculated every 100 ms start-
ing from the simulation time 10 s up to the end of the simulation. Hence, 9900 HPIsum
values are calculated each representing the handover performance aggregated over the
last 100 simulation steps. The difference between two subsequent values is only the
handover related events of one simulation step, i.e. the statistics for the remaining 99
simulation steps are identical. Thus, the question is whether the standard deviation of
the statistically dependent HPIsum values can be calculated in the same way. To an-
swer this question, we will compare the distribution functions of all 9900 values from the
example with the 100 disjunct and statistically independent HPIsum values generated
every 10 s in the simulation. Disjunct means that no handover related events are used
for the compilation of more than one HPIsum value and hence the observation windows
do not overlap. If the distribution functions for these two cases are equal or at least
very similar, we can use all HPIsum values for the analysis and assume they represent
the distribution of the statistically independent values. This is helpful for longer obser-
vation windows for which only a few disjunct HPIsum values can be calculated due to
the limited simulation time.
To check if the HPIsum values and the disjunct subset of statistically independent
HPIsum values follow the same probability distribution, we use the Kolmogorov Smirnov
Test (KS-Test) [Stuart08]. The null hypothesis of the KS-Test is that the samples, e.g.
sample set N with n observations and sample set M with m observations, are drawn
from the same distribution. The test is based on the evaluation of the distance between
the two empirical distribution function of the samples. Hence, the null hypothesis H0 is:
H0 : Fn(x) = Fm(x) (6.2)
with Fn(x) the empirical distribution function of sample n and Fm(x) the empirical
distribution function of sample m. The alternative hypothesis is that the samples do
not follow the same distribution:
H1 : Fn(x) 6= Fm(x) (6.3)
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To check the distance between the empirical distribution functions of two samples the
following test statistic Dn,m is used to get the supremum of the distance:
Dn,m = sup
x
|Fn(x)− Fm(x)| (6.4)
The null hypothesis is rejected at significance level α if:
Dn,m > c(α)
√
n+m
nm
(6.5)
where the coefficient c(α) is given in Table 6.5 as a function of the significance level α.
The significance level α describes the accuracy of the KS-Test result. For a significance
level of 0.05 (5 %) and if the result of the KS-Test is that the null hypothesis is rejected,
the probability that the two samples do not follow the same distribution is 95 %. If the
null hypothesis cannot be rejected by the KS-Test, it can be seen as a strong indication for
the samples following the same distribution. In addition, we perform a visual inspection
of the distribution functions to double check the result from the KS-Test.
α 0.10 0.05 0.025 0.01 0.005 0.001
c(α) 1.22 1.36 1.48 1.63 1.73 1.95
Table 6.5: Coefficients c(α) for different significance levels α
The result of the KS-Test for different observation windows is shown in Figure 6.18. The
figure shows the p-values for different observation windows which is the test result of the
KS-Test. The p-value is an equivalent of the test statistic Dn,m. If the p-value is lower
than the significance level α, the conclusion is that the distribution function are not
equal. The larger the p-value, the higher is the possibility that the two value sets follow
the same distribution. The curves illustrate that the p-values are significantly larger than
the significance level in the majority of the cases. The larger the observation window,
the lower the p-value gets in a few cases. Nevertheless, the p-value is always larger
than the significance level, which translates to a minimum probability of 95 % that the
values follow the same distribution. The decrease of the p-values for larger observation
windows can be explained by the lower amount of samples that are available for the
KS-Test. For an observation window of 100 s only 10 samples generated from disjunct
observation windows can be used for the test. A distribution function generated from a
very small amount of samples like this can hardly reflect the accuracy of a distribution
function based on 9000 samples.
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Figure 6.18: KS-Test results for different time domain observation windows
Nevertheless, we will finally check the distributions of some exemplary HPIsum value
sets by visual inspection. To assure the universal validity of the KS-Test result, we
select the distribution functions of the observation windows from 10 s to 60 s with the
lowest p-values. The histograms of the HPIsum values are shown in Figure 6.19. The
histogram bars generated from all HPIsum values are plotted next to the histogram bars
generated from the disjunct observation windows only. To increase the visibility, the
distance between the bars is set to 0.1. The number of values for the disjunct observation
windows decreases with increasing observation window size. For the observation window
10 s (Figure 6.19(a)) 100 samples are available resulting in a maximal granularity of 0.01
on the y-axis, i.e. one sample makes one percent of the total samples for the histogram.
Only 20 samples are available for the observation window 50 s which causes the impact
of 0.05 on the relative frequency.
Except for a few cases the HPIsum values found in the histogram of all values are
represented by the disjunct windows as well. The exceptional cases are limited to a low
impact on the relative frequency, e.g. values 1.2 and 1.3 in Figure 6.19(a), value 0.8 and
1 in Figure 6.19(b), values 0.2 and 0.9 in Figure 6.19(d) and value 0.6 in Figures 6.19(e)
and (f). This can be explained by the limited number of values for the disjunct windows
as the probability of getting a value with low relative frequency is low as well. The only
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(c) Obervation Window: 30s
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(d) Obervation Window: 40s
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(e) Obervation Window: 50s
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(f) Obervation Window: 60s
Figure 6.19: Histograms of the HPIsum values for different time domain observation
windows (smallest p-value)
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example with a slightly higher relative frequency is value 0.1 in Figure 6.19(e). But in
this case the impact of one value in the disjunct window histogram is 0.05 which is higher
than the relative frequency of value 0.1. Hence, this is not an indication for a different
distribution of the HPIsum values. Evidence for a different distribution of the HPIsum
values would be a value with significant relative frequency in the middle range of the
HPIsum values that is not present in the disjunct window distribution. In that case the
observation window, used to generate the HPIsum values, could produce compensation
values between extreme cases in the disjunct window case. This behaviour cannot be
confirmed by the visual inspection of the histograms. Thus, the conclusion of the result
of the KS-Test and the visual inspection of the distributions of the HPIsum values
generated by moving observation windows and disjunct windows is that the values come
from similar distributions. Consequentially, the assumption for the further work is that
all HPIsum values can be used for the statistical analysis of the handover performance
indicators.
As a next step we analyse the statistical properties of the HPIsum values and their
impact on the comparability of the handover performance in different HOPs. Based
on the same simulation results used before, we calculate the standard deviation of the
HPIsum values for different observation windows. Since 65 cells are selected for the
analysis and the HPIsum values are generated for each of the 121 HOPs, a total amount
of 7865 HPIsum value sets is considered. The statistical properties are analysed for time
domain observation windows and event domain observation windows. The standard
deviations are depicted in Figure 6.20. The sizes of the time domain observation windows
WindowT ime in seconds are:
WindowT ime ∈ {10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 120, 140,
160, 180, 200, 250, 300, 350, 400, 500, 600}
The time domain observation windows are limited to a maximum size of 600 s for a
simulation time of 1000 s to assure a reasonable amount of HPIsum values for the analysis
of the standard deviation.
Figure 6.21 shows the cumulative distribution of the number of handover related events
in the 121 HOPs of the 65 considered cells in the network. For roughly 15 % of the HOPs
more than 200 handover related events are observed in the simulation time. In only 8 %
of the HOPs more than 300 handover related events take place. In order to analyse
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(a) Observation windows defined in the time domain
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(b) Observation windows defined in the event domain
Figure 6.20: Standard deviations of the HPIsum values for different time and event do-
main observation windows
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Figure 6.21: CDF of the number of handover related events in all HOPs of all 65 cells
the standard deviation of the HPIsum values based on 200 handover related events, a
larger number of events have to take place in the HOPs because the HPIsum values are
generated starting from the simulation step in which 200 events have been observed.
As for the time domain handover observation windows a reasonable amount of values is
needed to avoid boundary effects. Moreover, the analysis needs to cover a reasonable
set of HPIsum values to allow generalization of the behaviour of the HPIsum values.
Hence, the time event observation windows are defined as:
WindowEvent ∈ {5, 10, 15, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 130, 140, 150,
160, 180, 200, 220, 240, 260, 280, 300, 350, 400, 450, 500, 550, 600}
The standard deviations for the time domain observation windows in Figure 6.20(a) are
generated as follows. For every HOP in the considered cells the HPIsum values are
calculated for the observation windows WindowT ime. The first value is calculated when
the observation time has passed, i.e. for an observation window of 400s the calculation
starts in simulation time step 4000 (400 s). Due to the fixed time span the number of
HPIsum values is equal in every HOP for the same observation window. Nevertheless, on
the one hand it is possible that no handover related event happened in the observation
window and the handover performance drops to zero representing an error free mobility
in the network. On the other hand one negative handover event, e.g. a radio-link failure,
results in a handover performance of one representing a 100 % negative handover event
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probability. Thus, the standard deviation of the HPIsum values for small observation
windows is higher. For larger observation windows the standard deviation slowly de-
creases reaching a maximum level of ∼ 0.145 for 600 s observation time. This means
that standard deviation of the handover performance indicator is still in the range of
14.5 %. This deviation is far to large to allow an optimisation of the handover control
parameters since in real mobile communication networks the acceptable order of negat-
ive handover events is a few percent. Note that the standard deviations have only been
calculated for the given observation windows and plotted as lines for clarity.
In the case of the event based observation windows (Figure 6.20(b)) the HPIsum values
are generated after the minimum number of handover related events is reached in a
HOP. Therefore, the number of HPIsum values varies for the same observation window
in the HOPs. The advantage of the event domain observation windows is that single
negative events or no handover related events in the last time cannot lead to extreme
HPIsum values since the same number of events is considered. The drawback is that
depending on the HOP it might take more time to evaluate the handover performance
because the minimum number of observation events has to be reached. For the analysis
of the standard deviation of the HPIsum values it is important to consider a reasonable
set of values. To assure this, a minimum number of 2000 HPIsum values has to be
available. This amount of values is selected to match the minimum number of values
in the time domain analysis of 200 s (2000 HPIsum values). The reason behind this is
again the boundary effect of the analysis. The standard deviations in Figure 6.20(b) are
plotted only for the number of handover related events reached in the HOPs, given that
the minimum number of HPIsum values is available for the analysis. In contrast to the
evaluation of the time domain observation windows not all HOPs are included in the
analysis for the higher observation windows. By definition the observation time (number
of handover related events) is not reached in these HOPs and hence no compilation of
HPIsum values is initiated. The impact of the lower amount of considered HOPs on the
evaluation result on the standard deviation is minor since the HOPs with only a few
handover related events use high handover control parameter settings, i.e. the standard
deviation for these HOPs is low due to the high probability of failure events in these
HOPs. Moreover, these HOPs are discarded as operating points due to the high amount
of handover failures. The figure shows that the maximal standard deviation (∼ 14.5 %)
for the time domain observation windows of 600 s is undercut with the event based
observation windows of 60 handover related events already (∼ 14 %). Further, fewer
outliers can be observed for higher observation windows. An observation window of 200
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handover related events leads to a maximum standard deviation of ∼ 5 %.
The conclusions from the analysis of the HPIsum, which has been conducted so far,
is twofold. Firstly, it is quite obvious that event domain observation windows should
be used for the compilation of the HPIsum since the standard deviation of the values
reaches smaller values faster than in the time domain case. Secondly, the maximum
standard deviation observed in the case of an event domain observation window with
200 handover related events is 0.05. As mentioned before, in the case that all weighting
parameters are set to one (as for the complete analysis) this translates to a standard
deviation of the negative handover event ratio of 5%. Given that an acceptable level of
negative handover events in a network lies in the order of a few percent, the standard
deviation of the handover performance indicator should lie far below this level. Hence,
longer observation intervals are necessary to allow for the identification of the current
handover performance and thus, for the optimisation of the handover control parameters.
The two remaining questions are how large the observation windows should be and in
what way incorrect optimization decisions based on shorter observation windows impact
the handover performance..
To approach an answer to the first question, the noticeability of changes in the handover
performance by the HPIs plays an important role. As mentioned before, the level of
negative handover events usually lies in the order of a few percent at most. In the
majority of the cases, it falls below one percent. Especially the ratio of radio-link
failures should lie below one percent in a well designed network. This means that the
noticeability of changes in the HPIs should be in that range as well, i.e. the noticeability
of changes in the order of 0.001 (0.1 %) is desirable. The outcome of this is that the
standard deviation of the HPIs should be lower than 0.001. Since the denominator of
the HPI ratios, that are used for the calculation of the HPIsum values as well, is the
number of handover related events in the case of an event domain observation window,
the maximum granularity of the HPIsum values can easily be calculated. As an example
for the observation window using 100 handover related events the granularity calculates
to 0.01 (1 %) as every event represents one percent of the total events observed.
Tables 6.6 and 6.7 give the maximum granularity of theHPIsum values named asHPIsum
resolution (HPIres) for some exemplary observation windows (WindowEvent) taken from
the simulation results. The maximum standard deviation (STDmax) of the HPIsum val-
ues observed in the simulation is listed in the subsequent row. The last row gives the
difference between the granularity and the observed standard deviation as a multiplica-
tion factor (MF ) calculated from:
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WindowEvent 50 100 150 200 240 300
HPIres 0.020 0.010 0.0066 0.005 0.0041 0.0033
STDmax 0.1567 0.0887 0.0568 0.0469 0.0417 0.0365
MF 7,8333 8,8767 8,5257 9,3697 10,0167 10,9363
Table 6.6: Properties of the standard deviation for different event domain observation
windows I
WindowEvent 350 400 450 500 550 600
HPIres 0.0028 0.0025 0.0022 0.002 0.0018 0.0016
STDmax 0.0334 0.0303 0.0266 0.0231 0.0197 0.0194
MF 11,7019 12,1108 11,9601 11,5727 10,8237 11,6314
Table 6.7: Properties of the standard deviation for different event domain observation
windows II
MF (w) = STDmax(w)
HPIres(w)
(6.6)
Above an observation window size of 200 handover related events the multiplication
factor takes a value around 10. This translates to the maximum standard deviation
of the HPIsum values being approximately 10 times higher than the granularity of the
HPIsum values. Thus, in order to achieve a standard deviation of 0.001 the granularity of
the HPIsum values needs to be 0.0001 assuming a linear behaviour for larger observation
windows. This means the observation window size should be 10000 handover related
events to assure the noticeablility of handover performance changes in the network.
For the verification of the needed observation window size we further analyse the max-
imum standard deviation of the observation window sizes. Figure 6.22 shows the stand-
ard deviations for the event domain windows. The course of the maximum standard
deviations is alike an exponential function with a negative exponent. Hence, we use
the fitting toolbox from MATLAB to find a best-fit line for the maximum values of
the standard deviation. The result is shown in Figure 6.22. The curve underestimates
the maximum standard deviation for small window sizes (50 - 150 events) and for the
largest observation window of 600 events. Except of these areas the curve fits the ob-
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Figure 6.22: Exponential fitting curve for the standard deviations of the HPIsum values
served course of the maximum standard deviation. Nevertheless, the fact that the fitting
curve underestimates the standard deviation for the largest observation window reveals
that the fitting can only be seen as the lower bound of the maximum standard deviation.
This is enforced by the observation of the fitting results for a smaller set of observation
windows (0 - 200 events) where the gradient of the curve was higher resulting in smaller
estimates of the maximum standard deviation for higher observation windows.
The equation of the best-fit curve (Fc(x)) for the maximum standard deviation of the
HPIsum values is given here:
Fc(x) = a · eb·x + c · ed·x (6.7)
with a = 0.3173, b = −0.04898, c = 0.08866 and d = −0.003246.
To evaluate the required observation window size the estimates for the maximum stand-
ard deviation based on the best-fit curve are shown in Table 6.8. An estimated maximum
standard deviation of less than 0.0001 is reached for an observation window of 2100 han-
dover related events.
Besides these two empirical analyses another theoretic approach can be used to estimate
the observation window sizes. From the theory of performance evaluation techniques for
the calculation of the bit error rate the following relation is well known:
126
6.6 Required Handover Performance Observation Time
WindowEvent 100 250 500 750 1000 1500 2100
Max. STD 0.0664 0.0393 0.0174 0.0077 0.0034 0.00068 0.000097
Table 6.8: Standard deviation for different observation windows from the fitting curve
σBER =
√
p(1− p)
Nbits
(6.8)
with the standard deviation σBER, the bit error probability p and the number of bits
Nbits that need to be transferred to assure the standard deviation. The equation relates
the standard deviation, an error rate representing the channel quality and the number
of observed events. These three components can be replaced by the standard deviation
of the negative handover rate (HPIsum values), the typical observed mean negative
handover rate as error probability and the number of observed events represented by
the observation window size. Thus, we can use the formula to estimate the observation
window size (number of events) by rearranging 6.8 to:
Nevents =
pneg(1− pneg)
σ2HPI
(6.9)
Now using the negative handover event ratio pneg and the desired standard deviation of
the HPIsum values σHPI set to the desired value of 0.001. As negative handover rate we
select a standard value from real networks of 1 %2. The resulting number of observation
events Nevents is 9900. Note that the results from this theory are very sensitive to the
observed negative handover rate as for a negative handover rate of 2 % the needed amount
of observation events rises to 19600 already. With the assumption that the number of
negative events in a mobile communication network is around 1 %, the theory confirms
the results from the first empirical analysis that roughly 10,000 handover related events
have to be observed to allow a precise evaluation of the current handover performance.
The conclusion from the analysis of the needed observation window sizes in this section
is as follows: the assumption for the identification of the needed observation window size
in this section is the objective to evaluate the handover performance with a granular-
ity of 0.1 %. This objective originates from the network operator demand3, to identify a
handover performance in this granularity and to optimise the performance if an improve-
2This value was discussed in the SOCRATES project and quoted as around 1 % from the industry
partners
3Again this demand was discussed in the SOCRATES project
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ment of this granularity can be reached. This statement shows that an improvement of
the handover performance in the order of 0.1 % is desirable. Nevertheless, the analysis
in this section shows that the evaluation of the handover performance in this level of
detail cannot serve as performance indicator for the optimisation algorithms. This is
because only few cells in a real network manage more than 10,000 handover events a day.
The observation window estimation based on the fitting curve, resulting in roughly 2,000
handover related events to allow the analysis of the handover performance in the order of
0.1 %, has to be considered as the weakest approach. This is because the extrapolation
of the needed observation window sizes bases on a limited number of simulated window
sizes (only up to 600 s) and the fitting is based on visual inspection. The two theoretical
approaches both estimate a needed observation window size of 10,000 events. Summing
up all approaches verify that several thousand events have to be observed, which leads
to the conclusion that the optimisation algorithms can rely on a very detailed analysis
of the handover performance if the aim for the optimisation is an adaptation to network
condition changes in the order of hours. Thus, the next section targets the identifica-
tion of a smaller observation window that serves the objective to improve the current
handover performance by the optimisation of the handover configuration parameters.
6.7 Deduction of the Minimal Observation Window to
Enable Optimisation of the Handover Performance
This section addresses the dimensioning of the observation window to allow an optimisa-
tion of the handover performance. The optimisation of the handover control parameters
is based on the observation of the current handover performance in the network. The
handover performance is represented by the HPIs which are influenced by the observa-
tion windows as introduced before. In the optimisation process the HPIs or HPIsum of
the current HOP will be compared to the equivalent observed values of another HOP.
This means the performance of the two HOPs is observed for a certain duration (obser-
vation window) and the HOP with the better performance is selected. The result from
the statistical analysis of the HPIs shows that the standard deviation of the HPIsum
values is higher for shorter observation windows. In the case of a comparison of the
handover performance of two HOPs with similar performance the probability of a mis-
interpretation is higher. Hence, the optimisation of the handover control parameters
could lead to an increase of negative handover events in the long-run. The aim of the
following investigation is to quantify the probability of a misinterpretation of the han-
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dover performance while comparing two HOPs subject to the observation window size.
The assumption is that the probability should decrease for higher observation window
sizes.
To calculate the probability that a HOP is identified as the better performing HOP we
use the probability density function of the observed HPIsum values in a HOP. Let X
and Y be two random processes with the probability density functions fx(x) and fy(y)
that generated by variables x and y. In order to calculate the probability that the value
of an event xi is larger than the value of an event yi the distribution function Fz(z) of
the random process z with
z = x− y (6.10)
needs to be calculated. In the case that z > 0, x is larger than y as well. The distribution
function Fz(z) can be calculated as:
Fz(z) = P {x− y ≤ z} =
∫ ∞
y=−∞
∫ z+y
x=−∞
fxy(x, y)dxdy (6.11)
and hence the probability density function fz(z) calculates as:
fz(z) =
dFz(z)
dz
=
∫ ∞
−∞
fxy(z + y, y)dy (6.12)
If x and y are statistically independent, 6.12 reduces to:
fz(z) =
∫ ∞
−∞
fx(z + y)fy(y)dy = fx(−z) ∗ fy(z) (6.13)
which is the convolution of fx(−z) and fy(y). Finally, the probability that x is larger
than y can be calculated from fz(z) as:
P{x > y} = P{z > O} = 1− P{z ≤ O} = 1−
∫ 0
z=−∞
fz(z) (6.14)
To answer the question how probable it is that the better HOP (in the long-run) is
identified in a comparison of the HPIsum values an analysis using Equations 6.13 and
6.14 is conducted. The analysis is based on the same simulation results as used before
and follows these steps:
1. Run a loop over all considered cells and observation window sizes (event based)
2. Identify the best HOP by the lowest mean of the HPIsum values over the complete
simulation time
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3. Run a loop over all remaining HOPs considered in the analysis
4. Calculate the probability for a successful identification of the better HOP using
Equations 6.13 and 6.14
In step 2 only the HPIsum values starting from the simulation step in which the HPIsum
is calculated for the first time are considered. This means the amount of values used
for the identification of the best HOP may differ for the individual observation window
sizes. Especially for higher observation windows a lower amount of HPIsum values is
considered since the required number of considered events has to be reached to calculate
the HPIsum value. The amount of considered HOPs (step 3) for this analysis is reduced
to avoid corruption of the analysis results, i.e. extreme settings of the HYS and TTT lead
to a high amount of negative handover events. A comparison of the performance of such
a HOP with the best HOP will always lead to a perfect identification of the better HOP.
However, this result is irrelevant since a HOP with extreme handover control parameter
settings will not be selected as handover operating point in a network. The selection
of the considered HOPs is based on the results of the analysis of the selected HOPs for
different weighting parameter settings as visualized in Figure 6.11 Sub-figure (c). The
used subset of HYS values ranges from 0 dB to 5 dB and the subset of TTT values from
0.1 s to 1 s resulting in a total number of 42 considered HOPs. As probability density
functions fx(x) and fy(y), which are required for the calculation of the probability for a
successful identification of the better HOP (step 4), the histograms of the HPIsum values
with a granularity of 0.001 are used. The case that the values are identical is not assessed
as a successful identification of the better HOP. A minimum set of 1,000 HPIsum values
is defined to perform the calculation of the probability to ensure significant results.
Figure 6.23 depicts the result of the analysis for six exemplary cells. The coloured
bars give the minimum and maximum probability values that have been calculated for
the individual observation window size. The black curve shows the development of the
mean probability computed from all 42 performance comparisons (the performance of
the best HOP is not compared with itself). The results prove that, as expected, the
mean probability of the identification of the better HOP increases for higher observation
window sizes. The reason behind this is the lower standard deviation of the HPIsum
values for higher observation windows. Moreover, a mean identification probability of
above 90 % is reached for observation window sizes below 100 events in any case. This
means that in contrast to the results of the analysis on the amount of handover related
events, which are needed to identify the current handover performance in a network
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Figure 6.23: Identification probability of the best HOP for different event domain obser-
vation windows
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where more than 2,000 events need to be considered, a significantly lower amount of
events is needed to compare the performance of different HOPs. This fact enables faster
optimisation of the handover control parameters. The drawback is the shown minimum
probability for the cells and observation windows which still lies below 40 % in the case
of Figure 6.23(a). The assumption is that in these cases two HOPs with very similar
handover performances exist which would complicate the identification of the better
HOP. It might be possible that a differentiation between these HOPs is not necessary
since the performance difference is negligible.
The mean identification probability of the best HOP aggregated over all 65 considered
cells is given in Figure 6.24. Sub-figure 6.24(a) shows the results using the method based
on the convolution of the histograms of the HPIsum values as introduced before. The
observation window based on 40 handover related events allows a mean identification of
the better HOP in more than 90 % of the cases. The aprupt increase in the identifica-
tion rate to almost 100 % by an observation window of 100 handover related events, is
caused by the fact that only one of the 65 cells has enough handover events to allow this
observation window size in the analysis. Hence, this result cannot be seen as reliable.
Nevertheless, the analysis shows that a minimum window size of 40 events allows an
identification of the better performing HOP with a high probability. Hence, an obser-
vation window of 40 events and higher windows will be considered for the evaluation of
the handover performance for the optimisation algorithms.
The computation of the probability of the identification of the best HOP, which is based
on the convolution of the probability density function in Equation 6.13, is only possible
if the input variables are statistically independent. To check this we have to verify that
the following condition is true:
P (x ∩ y) = P (x) · P (y) (6.15)
The verification of the condition shows that the input variables (HPIsum values from
two HOPs in one cell) are statistically dependent. The reason behind this is that the
users in the network travel the same route independent of the HOP selection in the
cell. Dependent on the HOP selection in the cell the users change to a neighbour cell
which results in a handover related event. However, the handover related event takes
place when the user resides in the cell border area. Due to the fact that every user in
the scenario moves with a certain speed towards a target location the handover related
event will take place in a similar moment (simulation time) in most cases. At least
the few negative handover events that are still present in the best performing HOP will
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Figure 6.24: Mean identification probability of the best HOP for different event domain
observation windows
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show up in most of the other HOPs in similar moments. Hence, the HPIsum values
are per definition statistically dependent. But this is only true if the HPIsum values
for the two HOPs are generated for the same observation time, i.e. the same user
activities in the network. If the handover performance of a HOP is observed for some
time and compared to the performance of a HOP observed afterwards, the variables will
be statistically independent. Hence, the results of the analysis are valid for this case. We
will come back to this fact later when introducing the handover optimisation algorithms.
For the case that the evaluation of the handover performance is based on the same time
span for different HOPs the HPIsum values are not statistically independent. To check
the impact of the statistical dependence on the probability of a successful identification
of the better HOP, we run a second analysis. This time the HPIsum values of the best
HOP are only compared to the HPIsum values of the other HOPs in the same simulation
time step. Thus, the observation window for different HOPs is similar since the same
user movement and related cell changes are observed in both cases. Nevertheless, the ob-
served handover related events are not exactly the same since different handover control
parameter settings influence the amount of handovers and the negative handover rate.
The mean identification probability of the best HOP for this analysis is given in Figure
6.24(b). A comparison with Figure 6.24(a) reveals that the identification probability is
very similar in both cases. In the second case the identification probability is slightly
higher due to the same observation phase that influences the HPIsum values in a similar
way. This eases the identification of the best HOP. Anyway the difference between the
methods is insignificant.
A conspicuous behaviour of the identification probability is that the minimum identifica-
tion probability sometimes decreases for larger observation windows whereas the general
trend of an increasing identification rate is still proven by the increasing mean rate. An
extreme example for this is visualized in Figure 6.25 where the minimum identification
probability drops from about 52 % to 45 %. To clarify this behaviour the course of the
HPIsum values for the comparison of one HOP to the best HOP is visualized in Figure
6.26. For simplification the shown results are taken from the comparison using the stat-
istically dependent values since it is easier to follow the results in a diagram. We selected
the largest identification probability drop from an observation window of 20 events to a
window of 30 events. Subfigure 6.26(a) shows the course of the HPIsum values for the
two HOPs. In the green areas the identification of the best HOP is successful since the
corresponding HPIsum values are lower than the values of the comparative HOP. In the
areas marked red it is the other way around and the identification fails. In the orange
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Figure 6.25: Identification probability of the best HOP for different event domain obser-
vation windows in cell 34
areas the values are identical leading to an unsuccessful identification as well. Hence,
the identification probability of the best HOP is about 57 %. To classify this low identi-
fication rate, it is important to understand that the performance of the compared HOPs
is similar if the identification rate is low. Hence, the consequence for the optimisation
of the handover performance is minor if the better of two very similar HOPs cannot be
identified.
For an observation window of 30 events the identification probability drops by 10 % to
about 47 % for the comparison of the same two HOPs (Figure 6.26(b)). A closer look
at the course of the HPIsum values reveals that two reasons are behind it. Firstly, the
larger observation window leads to a time shift in the availability of values for both
HOPs since a larger number of handover related events has to be observed. In the case
of an observation window of 20 events the identification of the best HOP was successful
in the time span that misses in the second case. Secondly, in the simulation time around
300 to 350 seconds, where the identification was successful as well, it is unsuccessful
for a larger window. The reason for this is the opposed trend in the HPIsum values
for the two HOPs. While the values go upwards for the best HOP they decrease for
the comparative HOP. In the case of a smaller observation window the identification
is still successful for a short time frame. In the second case the negative trend for the
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Figure 6.26: HPISum values and result of the comparison of two HOPs in cell 34
136
6.7 Minimal Handover Performance Observation Window
best HOP and the positive trend for the comparative HOP influence the HPIsum values
for a longer time due to the longer observation window and hence the identification is
unsuccessful for the complete period. This clarifies that the temporal sequence of the
handover related events and especially the sequence of negative handover events have a
large impact on the identification probability of a better performing HOP for relatively
short observation windows. As Figure 6.24 points out, the impact of this effect on the
identification probability is decreased for larger observation window as the minimum
identification probability rises for larger windows.
A conspicuous behaviour of the identification probability is that in some cases especially
for the calculations which are based on statistically dependent values the identification
probability is close to zero. An example for this case is given in Figure 6.27 for a
comparison of two HOPs in cell 29. The graph shows that the identification is successful
in about 10 % of the cases. In the majority of the cases the HPIsum values are equal and
hence an identification of the better HOP is impossible. This effect is a drawback for the
calculation of the HPIsum values based on an equal amount of handover related events.
In particular for small observation windows the probability of identical HPIsum values
in different HOPs, beyond that if based on the same time span (same user mobility in
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Figure 6.27: HPISum values and result of the comparison of two HOPs in cell 29 (ob-
servation window based on 60 events)
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the network), is increased. In the aforementioned case, the identification probability falls
to below 10 %. Nevertheless, these effects can only be observed in a few cases and the
general trend of an increasing identification probability for larger observation windows
is unharmed.
A final important question is the performance degradation in the network in the case
of an unsuccessful identification of the best HOP, i.e. how many additional negative
handover events happen in the network with sub-optimal handover control parameter
settings. Table 6.9 shows the mean, minimum and maximum performance degrada-
tion for different observation windows. In this evaluation all comparative HOPs with
an identification rate of below 90 % have been regarded. Hence, the number of HOPs
considered decrease for larger observation window sizes since the identification probab-
ility increases. For an observation window of 40 events defined as minimum window for
the further optimisation algorithms the mean performance degradation is approximately
around 0.7 %. The maximum degradation around 4 % is still quite high and would lead
to an unacceptable increase in negative handover events in the network. The minimum
performance degradation is negative for observation windows between five and 80 events.
The reason for this is that the best HOP is not identified by the mean of the HPIsum
values for every cell.
For the evaluation of the performance degradation the total number of negative han-
dover related events in the complete simulation time has been considered. In some cases
the sequence of the handover related events lead to a lower mean handover performance
WindowEvent 5 10 15 20 30 40
Mean Performance Degradation [%] 2,43 1,90 1,50 1,19 0,85 0,66
Minimum Performance Degradation [%] -0,49 -0,49 -0,40 -0,43 -0,52 -0,43
Maximum Performance Degradation [%] 15,97 10,00 8,68 7,74 4,58 3,99
WindowEvent 50 60 70 80 90 100
Mean Performance Degradation [%] 0,50 0,48 0,38 0,38 1,15 1,15
Minimum Performance Degradation [%] -0,43 -0,43 -0,23 -0,09 1,15 1,15
Maximum Performance Degradation [%] 3,49 3,49 3,05 1,15 1,15 1,15
Table 6.9: Mean performance degradation for different event domain observation win-
dows
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for a HOP with a larger total number of negative handover events. This can happen
for example if a series of negative handover events is followed by a series of successful
handover events in a short time span. The outcome of this is that the negative handover
events are represented by the HPIsum values for a shorter time frame and hence the
comparison of the mean handover performance with a better HOP fails. For an observa-
tion window of 50 events the mean degradation is approximately around 0.5 %, i.e. that
one additional handover event of 200 handover events is negative. This degradation is in
an acceptable order. The mean degradation constantly decreases up to an observation
window of 80 events. The results for larger windows can be neglected since they base on
one comparison result only since merely one cell shows this amount of events in every
HOP and only in one comparison an identification rate of below 90 % has been identified.
6.8 Conclusions
The following conclusions on the evaluation of the handover performance can be drawn
from the examinations in this chapter:
1. To evaluate the handover performance stable network conditions have to prevail,
i.e. significant changes in the network configuration that impact the cell borders
influence the handover performance. Major network changes necessitate to restart
the evaluation phase.
2. The HPIs show opposing trends for higher or lower handover control paramet-
ers. This means the optimisation of the handover performance will always be a
weighting up of the ping-pong handover ratio against the failure event ratio. The
consequence for the optimisation algorithms is that the network operators need
to specify a policy on the trade off between the negative handover events. The
optimisation algorithms need to guarantee the impact of the operator policy on the
optimisation goal and the sensitivity of policy changes on the optimisation result
has to be transparent for the operators.
3. The analysis of the HPI characteristics shows that the observation time for the
handover performance evaluation increases for HOPs with a better performance.
This means it should be possible to evaluate a poor handover performance faster
than to identify the better of two good performing HOPs. Thus, the optimisa-
tion algorithms should allow fast performance improvement in the case of a poor
starting HOP selection.
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4. The introduction of the weighted sum of the HPIs as target function for the op-
timisation allows to steer the optimisation goal according to the operator policy.
The simulation results show that a HOP selection according to the target function
leads to less ping-pong or failure events in the network subject to the settings of
the weighting parameters. Nevertheless, simulations in different simulation en-
vironments show that the sensitivity of the parameter changes depends on the
simulation environment. In the more realistic Hanover scenario the “optimal”
HOP selection of the individual cells is spread in a larger area of the optimisation
space. The conclusion is that in real networks the individual situation in the cells
requires a cell specific handover configuration.
5. The comparison of the simulation results from the Hanover scenario and the 3GPP-
Scenario reveals that a larger range of handover control parameters is selected
as optimal handover operating points in the case of the more realistic simulation
assumptions. The conclusion from this is that in reality the individual cell situation
subject to the environment of the cell needs a special optimisation of the handover
control parameter settings. Thus, local, cell-wise optimisation has to be performed.
6. The results of the load dependent simulations demonstrate the impact of the net-
work load on the handover optimisation goal. In consequence the optimisation of
the handover parameters has to be possible within the time span of similar net-
work load. Optimisation cycles of several hours will not permit optimal handover
performance in networks with high load fluctuation. The adaptation speed of
the handover optimisation algorithms on load changes is an important assessment
criterion.
7. The identification of an adequate observation window proves that the observation
window has to be selected in the event domain. The dependence of the handover
related events on the current HOP and load situation in the network makes it
impossible to select an observation window in the time domain. The reliability of
the HPIs for time domain evaluations complicates the optimisation of the handover
performance. Event domain evaluations showed a significant higher robustness.
8. The analysis of the optimal event domain observation window size educed that
2,000 to 10,000 handover related events have to be observed to allow an accurate
handover performance analysis. The conclusion from this is, in consideration of
the reliability of the estimation approaches that have been used, that several thou-
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sand handover related events have to be observed to allow a detailed analysis of
the handover performance. Compared to the typical amount of handover events
in cells in real networks these number will not allow a fast optimisation of the
handover performance since only few cells located close to highways show more
than 10,000 handover related events a day. Thus, an accurate evaluation of the
current handover performance cannot be the basis for the handover optimisation
algorithms.
9. A deeper analysis of the needed observation window sizes to identify a better
performing HOP in a direct performance comparison showed that significant fewer
events have to be considered. In the simulation scenarios 40 events allowed an
identification rate of more than 90 % already. Thus, the optimisation algorithms
will evaluate fewer events and compare the observed performance to the statistics
of other HOPs.
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Handover Optimisation Algorithms
The handover optimisation algorithms presented in this chapter use measurements to
identify the best handover control parameter settings in the cells. The open question
is which measurement information is useful for the optimisation of the handover para-
meters. This question is closely connected to the question if it is possible to identify
the best moment for a handover decision. To illustrate the complexity of identifying the
best moment for a handover decision, the following example is given.
In real networks the shadow fading creates a patchwork of best server areas that, in
combination with user mobility, leads to frequent best server changes for the UEs. A
user moving in this patchwork reports best server changes to the network and waits for
the handover decision. The complication in this particular case is that the network does
not know where the user will move to and how the service quality from the different cells
will be in this area. Any decision could be wrong as the following example indicates. Let
us assume that a small cell serves an indoor area as well as a part of the side-walk and
street in front of the building, in which the cell is located. If a user passes the building
with high speed, it is clear that the user should not be handed over to the small cell.
The risk for a radio-link failure or handover failure is too high since the coverage area of
the small cell is too small. If the user walks on the side-walk, a handover might become
necessary in case the user speed is low or because the user walks up and down in front
of the building. Avoiding the handover could lead to a radio-link or handover failure.
In the special case that a user approaches the small cell serving area with high speed
(e.g. driving in a car), stopping in front of the building or driving into the front yard of
the building, the user needs to be handed over to the small cell timely even though the
individual user speed is high. This demonstrates that the user speed and size of the best
server area are not sufficient indicators to justify a handover. The time a user stays in a
best server area is dependent on the user speed and the destination of the moving user.
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Furthermore, shadow fading caused by buildings or other obstacles has an impact on the
handover behaviour and thus, on the optimisation of the control parameters settings. If
a user passes a building or turns at a traffic light, the signal strength of the connected
cell might drop significantly in a short time period. In this case a handover needs to
be triggered immediately even for users with a low speed. Nevertheless, the user speed
is an important parameter since the signal quality of the cells changes faster for high
speed users, thus the serving cell changes have to be triggered in time.
The following measurement information and parameters are identified as potential can-
didates to support the optimisation of the handover control parameters:
• Handover Performance Indicators
• User Speed
• Network Load
• User Location
• Signal Strength Maps
The HPIs are the most important measurements for the optimisation of the handover
control parameters since they reflect the current handover performance in the cell. In
Chapter 6 the HPIs have been discussed intensively. The user speed is accounted for in a
user speed class, i.e. high speed, medium speed and low speed. Still, a user classified as
high speed user can show a huge variety in the instantaneous speed, e.g. a UE located in
a car stands still in front of a traffic light or moves with 50 km
h
on the street. Due to the
fact that the difference in mobility of vehicular, pedestrian and indoor users is severe, a
separate optimisation of the handover parameters for the speed classes (mobility types)
could be beneficial. As the results of Section 6.4 showed the network load impacts the
handover performance in that sense that less failure events are observed if the network
load decreases. An adaptation of the control parameters leads to fewer negative handover
events in this case. On the other hand increasing load leads to a higher amount of failure
events in the network. Thus, significant load changes require a reconfiguration of the
handover parameters, i.e. the adaptation speed to network load changes is important.
The first three measurements and parameters are used by the optimisation algorithms to
optimize the handover control parameters. The user location and signal strength maps
enable the analysis of the surrounding of the UE. This means that individual handover
decisions based on the user situation become possible. The drawback of this concept is
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that the accuracy of the user location identification is dependent on the hardware in the
UE and the environment, i.e. the identification of an indoor user location is more difficult
since the buildings block the line-of-sight to the satellites. The concept of detailed signal
strength maps stored in the cells and permanently updated by UE measurements is
promising [Neuland11] [Johansson12] [TUBS16], but currently the accuracy of the maps
is limited. Moreover, the computation time of the user location and the signal strength
maps for an instant decision on the handover moment is too high. Hence, the user
location and signal strength maps are not used for the optimisation in this work. For
future investigations these information might permit user-wise handover decisions.
In the following two handover optimisation algorithms are presented. Section 7.1 de-
scribes the neighbouring HOP performance based handover optimisation algorithm. The
user measurement report based handover optimisation algorithm is described in Section
7.2.
7.1 Neighbouring HOP Performance Handover
Optimisation Algorithm
The Neighbouring HOP Performance Handover Optimization Algorithm (NHP-Opt)
has mainly been developed by the author of this dissertation in the SOCRATES pro-
ject [SOCRATES08]. Parts of the following algorithm description are taken from paper
[Jansen11] and from an internal project deliverable [Jansen10a]. The simulation results
in the SOCRATES project are based on a simulation scenario, which has been developed
in the project and contains consortium confidential information. Thus, and for compar-
ability reasons with new solutions developed in this dissertation, the results presented
in this work base on the simulation scenarios described in Section 5.4. The first optim-
isation algorithm developed in the project monitors the HPIs separately and derives the
adaptation steps for the handover control parameters [Jansen10b]. A drawback of this
algorithm is that the adaptation proposals from the HPIs might be contradictory and
hence no optimisation is possible in these cases. Further advancements of the NHP-Opt
can be found in [Balan11a] and [Balan11b].
The NHP-Opt is executed locally in every cell in the network. The current handover
performance of a cell is determined by the weighted sum of the three HPIs introduced as
the target function in equation 6.1 in Section 6.3. This means the handover related events
are monitored for a certain time span. As the examinations in Section 6.6 showed the
evaluation of the current handover performance should be defined in the event domain.
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The optimisation speed is dependent on the frequency of handover events in the cells
and thus, on the number of users located in the cell edge area of the cells.
The basic idea of the algorithm is to simplify the optimisation problem from a parallel
or simultaneous optimisation of two handover control parameters to a combined optim-
isation. This is achieved by reducing the range of allowed HOPs to a subset lying on
a diagonal line in the handover parameter operating space. Figure 7.1 illustrates an
example for the limitation of the optimisation space.
This limitation allows an ordering of the allowed HOPs. The current configuration gets
two possible neighbouring HOPs that can be selected as new handover control parameter
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configurations. Thus, it is possible to change the HOP in one of the two optimisation
directions if the observed handover performance does not fulfil the requirements of the
network operator. For example, the neighbouring HOP towards lower HYS and TTT
values can be selected if the HPIfail or the radio-link failure ratio HPIrlf is too high.
In the case that the ping-pong handover ratio HPIpp is too high the neighbouring HOP
in the opposite direction can be selected. This is because the analysis of the HPIs in
Section 6.2 showed that the probability for better performance in the corresponding
optimisation directions is large. The drawback of this limited set of HOPs is that it
cannot be guaranteed that the best HOP for the given weighting parameters will be
found by the optimisation algorithm.
However, the controllability and observability studies in [Jansen10b] and the analysis
of the handover performance using the target function in Section 6.3 showed that very
small HYS and TTT values lead to very high ping-pong handover ratios up to almost
100 % and HOPs with very high HYS and TTT values lead to a failure event ratio of
100 %. Medium handover control parameter values or the combination of one high and
one low value show the best performance. This means that every diagonal line in the
handover operating space originating at small HYS and TTT values and ending in the
area of high HYS and TTT values crosses an area of better handover performance. The
analysis of the impact of the weighting parameters on the selection of the HOP in Section
6.3 showed that the area of better handover performance is shifted, but nevertheless,
the area lies between the two extreme cases. An optimisation along the reduced space of
allowed HOPs will henceforth improve the handover performance compared to a random
(experienced-based) HOP selection. It might become necessary to shift the diagonal line
if the resulting handover performance is still unacceptable.
Figure 7.1 shows two alternatives for the reduced optimisation space of allowed HOPs,
the step and the straight version. The performance of the two options differs in many
aspects. The first difference is the optimisation speed. The straight line of allowed HOPs
covers a smaller number of HOPs and hence the identification of a better operating point
is faster. The drawback of this implementation is that less HOPs can be selected and
the probability of a performance degradation in comparison to a solution that covers all
HOPs increases. The step version contains more HOPs but the optimisation speed is
lower. Moreover, a certain probability exists that the performance of two neighbouring
HOPs is very similar and the selection of the optimisation direction is complicated. The
result could be an oscillation between two neighbouring HOPs.
As mentioned before, the NHP-Opt evaluates the current handover performance based
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on the target function in equation 6.1. The importance of the individual HPIs can be
influenced by the weighting parameters. The impact of the weighting parameters on the
optimisation result has been analysed in Section 6.3. Figure 7.2 presents a flowchart of
the algorithm that will be detailed in the following.
Before the optimisation algorithm is initiated, all cells in the network have to select an
allowed HOP as starting condition. The starting HOP does not influence the optimisa-
tion result in the long run but it may influence the adaptation speed in the beginning of
the simulation. For HOPs with very low or very high HYS and TTT values the optim-
isation algorithm may need quite a number of optimisation steps before a good handover
performance is reached. Especially in real networks the temporary degradation of the
handover performance could lead to reduced trustworthiness in SON algorithms. Hence,
the starting HOPs should be selected in an area of good performance based on network
experience.
In addition to the starting HOPs the initial optimisation direction has to be selected
for all cells. The optimisation direction is switched, if the optimisation algorithms ex-
periences worse handover performance in the current configuration compared to the last
HOP. Worse handover performance is detected by a higher HPIsum value. The selec-
tion of a starting optimisation direction will not influence the optimisation capability of
the algorithm in the long-run but can influence the performance of the algorithm in the
starting phase. This is the case if the handover performance is worse in the neighbouring
HOP in the initial optimisation direction and better in the opposite direction.
In every time step the handover related statistics are collected. The optimisation is
carried out in fixed optimisation intervals as shown in Figure 6.1. These intervals are
defined as a fixed number of handover related events. Once the handover performance
statistics contain this number of events the HPIsum is calculated from the HPIs. If the
HPIsum is equal to zero, no optimisation is needed since the HPIs are all equal to zero as
well and no negative handover events have been observed. If the HPIsum is not equal to
zero, the handover performance of the current HOP is compared to the performance of
an adjacent HOP in the predefined optimisation direction. Thus, the handover control
parameters are adapted to the adjacent HOP settings and another observation phase is
started. Once the observation results (HPIsum values) from the two HOPs are available,
the better performing HOP is selected and the next HOP in the optimisation direction
of the better performing HOP is selected as new HOP to be analysed.
During initialization, the HOPs of all the eNBs in the scenario are set to the same
value. Subsequently, each eNB will change the current HOP individually, based on the
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observed cell performance. The diagonal on which the optimisation will be carried out,
is dependent on the initial HOP setting, since this diagonal has to pass through this
HOP. Thus, the selection of the same starting HOP assures that the same diagonals
are used in every cell in the network. For very extreme or inappropriate initial HOP
settings, the algorithm may perform sub-optimally since the absolute minimum might
be impossible to reach and a local minimum will be achieved instead.
If the performance of the current HOP is worse than the performance of the previous
HOP, the optimisation direction is switched and a new HOP in this direction is chosen.
If the performance of the current HOP is better, a new HOP is chosen in the current
optimisation direction. The HOPs can be found by going up and down the allowed HOPs
as shown in Figure 7.1. Finally, the HPIsum value of the last HOP and the handover
optimisation direction are saved since they are needed for the next optimisation decision.
There is no direct relationship between the HOP settings or changes of neighbouring
eNBs (group behaviour or alignment), i.e. the optimisation activities of a cell are not
harmonised with the activities of adjacent cells.
The decision to use the HPIsum as the input parameter for this algorithm, in opposite
to base the optimisation on the single HPI values on their own, has two advantages:
• The HPIsum offers a more complete view on the network performance. Since
the three HPIs are closely related, certain compromises must be made in order
to improve the overall handover performance. For instance, a HOP setting that
minimizes the radio-link failure ratio will most probably increase the ping-pong
handover ratio.
• The weights used for calculating theHPIsum are a direct translation of the operator
policy, i.e. the optimisation goal of the operator. Hence, this approach enables the
operator to influence the optimisation goal. The operator can adapt the weights of
the HPIsum (or their relative value to each other) to control the resulting handover
performance.
The evaluation of the performance of the NHP-Opt is based on system-level simulations
in different simulation scenarios. The results are discussed in the following sections.
7.1.1 Performance Evaluation in the Hanover Scenario
The simulation parameters for the system-level simulations in the Hanover scenario are
given in Table 7.1. The remaining scenario parameters are listed in Table 5.2 in Section
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Parameter Value Description
Simulation Scenario Hanover -
Simulation Time 3000 s Repetition of User Mobility5
Simulation Step Size 100 ms -
Interference Model Cell Load Real Cell Load (See equation 5.5)
HPIsum weighting parameters S1 and S2 Two Sets considered
Inactive Cell Load 10 % Load of Cells Without Users
Minimum Cell Load 10 % If User Cell Load is Smaller
Load Multiplication Factor 1.5 -
Minimum Number of Users 10 Users per Cell To be Considered for Evaluation
Considered Cells 65 Cells Full-fill the Requirements6
Table 7.1: Simulation parameters for the Hanover scenario
5.4.1. The duration of the simulations is set to 3,000 s to allow the evaluation of the
algorithm in the long-run. The discussion on the network requirements in Section 6.1
showed that a successful optimisation (evaluation of the handover performance) can
only be achieved in “stable” network conditions. This means the load fluctuation and
network configuration changes need to be small in the optimisation phase. Thus, the
performance improvement in 3000 s simulation time should be significant to enable the
adaptation of the handover control parameters to varying network conditions.
The real cell load caused by the users in the network is taken into account for the
calculation of the interference from neighbouring cells. The minimum cell load of active
and inactive cells is set to 10 %, i.e. the minimum interference in the case of load
dependent SINR calculation from a cell is 10 %. Two sets of weighting parameters for
the calculation of the HPIsum are considered for the performance evaluation. Weighting
parameter set one (S1) defines wpp = wfail = wrlf = 1. The second weighting parameter
5The user mobility traces in this scenario have a length of 1000 s. For longer simulations the user
mobility is repeated and the optimisation algorithm is continued with the latest cell parameter
settings from the earlier run.
6The requirement for a cell to be considered in the performance evaluation is that at least ten UEs
are connected to the cell in any time step during the simulation. Cells in the outlying area are
simulated as interference sources but not considered for the evaluation of the handover optimisation
algorithm.
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set (S2) is wpp = 1 and wfail = wrlf = 3. The load multiplication factor of 1.5 assures
a load situation in the network without cell overload. At least 10 users have to be
connected to a cell simultaneously so that the cell is considered for the performance
evaluation.
The development of the HPI-values and the handover control parameters of cell 34 in
one simulation run is depicted in Figure 7.3. As starting HOP the HYS is set to 0 dB and
the TTT to 0 s in all cells. Due to the fact that the selected starting HOP is the smallest
possible HOP the initial optimisation direction is upward. The first handover control
parameters that will be adapted by the optimisation algorithm is the HYS parameter.
Hence, the allowed HOPs in the optimisation are described by the stair function in
Figure 7.1. This simulation with extreme starting conditions is conducted to evaluate
the optimisation speed of the algorithm. An observation window size of 40 events has
been chosen based on the earlier analysis of the minimum observation window size.
Weighting parameter set S2 is used for the calculation of the HPIsum.
The plot starts with a simulation time of 38.3 s shown on the x-axis which is the time
when 40 handover related events have been observed in cell 34. The optimisation al-
gorithm selects a new HOP in the current optimisation direction, i.e. the HOP with a
HYS of 1 dB and a TTT of 0 s. The y-axis for the handover control parameters is given
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on the right side of the figure. The handover performance frequently fluctuates between
values of 20 % and 75 % in the simulation run. The optimisation of the handover con-
trol parameters does not improve the performance in this example cell. Moreover, the
starting HOP is reached several times in the optimisation phase.
The reasons for this behaviour of the NHP-Opt are manifold. Figure 7.4 shows the mean
handover performance in all HOPs for cell 34 for weighting parameter set S2. All HOPs
with low HYS and TTT settings lying on the stair function beginning at the starting
HOP show a similar mean handover performance ratio in this simulation. This means
the identification of a best HOP is difficult in this case. In addition the NHP-Opt tends
to identify local minimum handover performance ratios as best handover performance.
This is caused by the limitation of the handover optimisation algorithm to compare
the current handover performance only to neighbouring HOPs. As discussed before
this limitation prevents jumps in the individual HPIs. Nevertheless, the probability to
overcome an area of HOPs with worse performance to reach an area of better performance
is small. Furthermore, the best performing HOP on the stair function, i.e. the HOP with
a HYS of 4 dB and a TTT of 0.3 s for cell 34, shows a similar mean handover performance
as many other LowHOPs on the stair function. The short observation window size and
the similar performance of several HOPs lead to the small performance gain depicted in
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Figure 7.3.
The development of the HPI-values and the handover control parameters in another
simulation run is shown in Figure 7.5. A different starting HOP with a HYS of 8 dB
and a TTT of 1 s is selected for this run. The first impact of the starting HOP with
a higher HYS and TTT value is that fewer handover related events are observed in
this simulation run. The starting point of the simulation time, as shown in Figure
7.5, is 456.1 s, meaning that 40 handover related events have been observed in this
time period. Due to the lower amount of observed handover related events, only six
optimisation steps and control parameter changes are executed. In the earlier simulation
with lower HYS and TTT values 36 optimisation steps were executed. The optimisation
speed is slowed down by the selection of the starting HOP. Moreover, the handover
control parameters are increased twice in the optimisation phase, which is caused by the
similar performance of the compared HOPs. Nevertheless, both compared HOPs show an
overall bad performance and increasing the handover control parameters hinders a quick
performance improvement. This results in a failure event ratio of more than 40 % at the
end of the simulation. Again the optimisation speed is low but the handover performance
is improved by the optimisation algorithm compared to the starting condition.
Figure 7.6 illustrates the HPI-value and handover control parameter progress for a sim-
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Figure 7.6: HPI-performance and control parameter changes in cell 34 (HOP[4,0.3])
ulation run with a starting HOP composed of a HYS of 4 dB and a TTT of 0.3 s. This
starting HOP shows a good handover performance compared to the other HOPs on the
stair function. For the same reason as discussed before, i.e. the constitution of the mean
handover performance caused by the weighting parameter settings shown in Figure 7.4,
the optimisation algorithm drives the handover control parameters to low values. Never-
theless, the failure event ratio decreases to values close to zero which is the objective for
the selected weighting parameter settings. Therefore, the optimisation target is reached
in this example.
The statistics of different simulation runs for all 65 cells are listed in Table 7.2. The
table contains the result of six simulation runs with three sets of starting HOPs and
the two weighting parameter sets S1 and S2. The observation window is set to 40
handover related events in all simulation runs. HPIfail event Start and HPIpp Start
show the HPI statistics of the starting HOP. HPIfail event Opt. and HPIpp Opt. give
the average performance of the network with running optimisation algorithm. The
development of the handover performance in the last 1000 s of the simulation is given by
HPIfail event OptL1000 and HPIpp OptL1000. The best HOP lying on the stair function
of allowed HOPs is identified by the lowest mean HPIsum value over the complete
simulation time. The performance of this HOP is represented by HPIfail event BestStair
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Nhr events = 40
Starting HOP
HYS 0 dB HYS 8 dB HYS 4 dB
TTT 0 s TTT 1 s TTT 0.3 s
HPIfail event Start 0.29 % 0.29 % 84.93 % 84.93 % 10.14 % 10.14 %
HPIpp Start 42.97 % 42.97 % 0 % 0 % 7.90 % 7.90 %
HPIfail event Opt. 1.82 % 1.54 % 64.08 % 64.05 % 7.74 % 6.99 %
HPIpp Opt. 30.80 % 33.33 % 0.09 % 0.09 % 11.02 % 13.86 %
HPIfail event OptL1000 2.52 % 2 % 52.41 % 52.38 % 7 % 6.30 %
HPIpp OptL1000 27.45 % 31.09 % 0.25 % 0.22 % 11.13 % 15.23 %
HPIfail event BestStair 6.68 % 2.43 % 6.68 % 2.43 % 6.68 % 2.43 %
HPIpp BestStair 6.55 % 14.60 % 6.55 % 14.60 % 6.55 % 14.60 %
HPIfail event Best 5.88 % 2.47 % 5.88 % 2.47 % 5.88 % 2.47 %
HPIpp Best 4.32 % 9.81 % 4.32 % 9.81 % 4.32 % 9.81 %
Weighting Parameters S1 (1 1) S2 (1 3) S1 (1 1) S2 (1 3) S1 (1 1) S2 (1 3)
TimeBest Stair HOP 4.19 % 8.65 % 0.36 % 0.13 % 17.59 % 16.75 %
TimeBest Stair L1000 6.09 % 9.32 % 1.09 % 0.40 % 17.33 % 17.31 %
TimeBest HOP 1.9 % 3.32 % 0 % 0 % 5.68 % 6.94 %
TimeBest HOP L1000 2.23 % 3.43 % 0 % 0 % 4.46 % 8.11 %
Table 7.2: Performance of the neighbouring HOP performance optimisation algorithm
for an event domain observation window of 40 events
and HPIpp BestStair. This best performing HOP identification procedure does not
automatically lead to the HOP with the lowest amount of negative handover events.
The reason for this is that as long as no new handover related events are observed
in a cell the last handover performance observation is saved as current performance.
Consequentially, the chronology of the handover related events influences the evaluation
of the handover performance. HPIfail event Best and HPIpp Best show the handover
performance statistics of the best HOP in the complete set of possible HOPs.
The first simulation run (column 1) starts with a HYS of 0 dB and a TTT of 0 s. Weight-
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ing parameter set S1 is used in this simulation. The starting HOP shows a high ping-pong
handover ratio of 42.97 % and a small failure events ratio of 0.29 %. According to the
weighting parameter settings, the negative handover ratio (the sum of the ping-pong
handover ratio and the failure event ratio) should decrease in the optimisation and the
failure event ratio and ping-pong handover ratio should approximate. The HPI ratios
for the optimized case show that the ping-pong ratio and the negative handover ratio
decrease. In the last 1,000 s of the simulation the ping-pong handover ratio is further
improved and the total ratio of negative handover events still decreases. However, as
discussed for the example in cell 34 the difference to the best performing stair function
HOP is still significant in the end of the simulation. Changing the weighting parameters
to S2, slows down the improvement of the ping-pong handover ratio by the optimisation
algorithm. As a higher weighting parameter value for the failure events aims at lower
failure event ratios in the network the optimisation result proves this impact on the
optimisation goal, but the performance at the end of the simulation is still sub-optimal.
The results for the starting HOP with a HYS of 8 dB and a TTT of 1 s show a very
high failure event ratio in the starting HOP. The reduction of failure events is similar
for both weighting parameter sets. The handover performance in the last 1,000 s of the
simulation still shows a failure event ratio of more than 50 %. The example of cell 34
using the same starting HOP showed a similar (slow) optimisation result and only a few
optimisation steps in the simulation time. The reason for this is that the reduced number
of handover related events for high HYS and TTT values decelerates the optimisation
process.
In the simulation runs with a starting HOP with a HYS of 4 dB and a TTT of 0.3 s
the performance of the starting HOP is significantly better compared to the earlier two
starting HOPs. The NHP-Opt fails to optimize the handover performance for weighting
parameter set S1. As explained before the optimisation target for this weighting para-
meter set is the smallest negative handover event ratio, i.e. the sum of the failure event
and ping-pong handover ratio. A comparison of the negative handover event ratio in the
starting HOP (10.14 % + 7.90 % = 18.04 %) and the same ratio for the complete simu-
lation time in the optimized case (7.74 % + 11.02 % = 18.76 %) shows that the overall
performance is worse using the NHP-Opt. The performance increases for the last 1000 s
(Negative Handover Ratio: 18.13 %) but fails to reach the performance of the starting
HOP. The failure event performance in the last 1000 s simulation time is similar to the
failure event performance in the best stair HOP. The ping-pong handover ratio is still
more than 4.5 % higher in the optimized case. Changing the weighting parameter set to
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S2 leads to better failure event performance in the end of the simulation. Nevertheless,
the difference to the best possible failure event performance is still significant.
The last four rows in Table 7.2 give the statistics on the time the cells in the simulation
runs use the best stair HOP or best overall HOP. The numbers prove that the optimisa-
tion algorithm increases the probability for better handover performance in the network
and that medium HYS and TTT values for the starting HOP improve the optimisa-
tion speed. Nevertheless, the identification of the best performing HOP fails in most
of the cases. It should be noted that the algorithm design, i.e. the continuous switch-
ing to a neighbouring HOP, limits the identification rate of the best HOP to roughly
50 %. Further improvements of the algorithm by colleagues in the SOCRATES project
in [Balan11b] and [Balan11a] introduce an abort criterion to stop the fluctuation of the
HOP in the long-run. The problem is that other criterions to continue the optimisation
have to be defined as well in this case. Nevertheless, the optimisation by the NHP-Opt
needs an abort criterion to reach a stable state in the network.
Table 7.3 shows the simulation results for the same set of 6 simulation runs with an
observation window size of 50 events. The impact of the larger observation window
on the optimisation result is depending on the selection of the starting HOP. For the
starting HOP with a HYS of 0 dB and a TTT of 0 s the time the cells use the best stair
HOP increases. This is caused by the fact that the HPIsum values are more reliable for
longer observation windows, i.e. the handover performance evaluation is more reliable.
The optimisation runs with a starting HOP with a HYS of 8 dB and a TTT of 1 s show a
worse selection rate for the best performing HOPs. The lower amount of handover related
events for high HYS and TTT values in combination with a longer observation window
size, avoids faster handover performance improvements. The selection of a starting HOP
with a HYS of 4 dB and a TTT of 0.3 s further increases the identification rate of the
best performing HOP and stair HOP for weighting parameter set S1. In this case the
reliability of the HPIsum values benefits the handover optimisation decisions compared
to a smaller observation window. For weighting parameter set S2 a lower identification
rate can be observed compared to the observation window of 40 events. This starting
HOP is less optimal for this weighting parameter set and the longer observation window
slows down the optimisation for weighting parameter set S2.
The outcome of the handover performance optimisation for an observation window of
60 handover related events is listed in Table 7.4. The selection of a starting HOP with a
HYS of 0 dB and a TTT of 0 s leads to a decreasing selection rate of the best performing
stair HOP compared to an observation window of 50 events. This is caused by both, the
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Nhr events = 50
Starting HOP
HYS 0 dB HYS 8 dB HYS 4 dB
TTT 0 s TTT 1 s TTT 0.3 s
HPIfail event Start 0.29 % 0.29 % 84.93 % 84.93 % 10.14 % 10.14 %
HPIpp Start 42.97 % 42.97 % 0 % 0 % 7.90 % 7.90 %
HPIfail event Opt. 1.96 % 1.19 % 67.18 % 67.14 % 7.98 % 7.23 %
HPIpp Opt. 31.40 % 34.22 % 0.06 % 0.06 % 11.29 % 13.20 %
HPIfail event OptL1000 2.71 % 1.52 % 55.44 % 55.34 % 7.33 % 6.50 %
HPIpp OptL1000 28.15 % 32.21 % 0.16 % 0.16 % 11.58 % 14.37 %
HPIfail event BestStair 6.61 % 2.38 % 6.61 % 2.38 % 6.61 % 2.38 %
HPIpp BestStair 7.43 % 15.77 % 7.43 % 15.77 % 7.43 % 15.77 %
HPIfail event Best 5.92 % 2.35 % 5.92 % 2.35 % 5.92 % 2.35 %
HPIpp Best 4.72 % 10.55 % 4.72 % 10.55 % 4.72 % 10.55 %
Weighting Parameters S1 (1 1) S2 (1 3) S1 (1 1) S2 (1 3) S1 (1 1) S2 (1 3)
TimeBest Stair HOP 7.26 % 10.01 % 0 % 0 % 19.73 % 15.82 %
TimeBest Stair L1000 8.79 % 11.30 % 0 % 0 % 23.31 % 17.09 %
TimeBest HOP 2.2 % 4.25 % 0 % 0 % 5.52 % 5.37 %
TimeBest HOP L1000 2.71 % 5.58 % 0 % 0 % 5.64 % 5.96 %
Table 7.3: Performance of the neighbouring HOP performance optimisation algorithm
for an event domain observation window of 50 events
longer optimisation cycle and the slower adaptation of the handover control parameters.
The simulation runs with a starting HOP with a HYS of 8 dB and a TTT of 1 s lack a sig-
nificant optimisation of the handover performance due to the small number of handover
related events and the long optimisation cycle. The implication of this behaviour is that
the NHP-Opt is unsuitable to optimize the handover control parameters quickly if the
starting HOP shows a low number of handover related events compared to the allowed
HOPs in the optimisation. In the case that a starting HOP with a HYS of 4 dB and a
TTT of 0.3 s is chosen the identification rate of the best stair performing HOP negligibly
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Nhr events = 60
Starting HOP
HYS 0 dB HYS 8 dB HYS 4 dB
TTT 0 s TTT 1 s TTT 0.3 s
HPIfail event Start 0.29 % 0.29 % 84.93 % 84.93 % 10.14 % 10.14 %
HPIpp Start 42.97 % 42.97 % 0 % 0 % 7.90 % 7.90 %
HPIfail event Opt. 1.75 % 1.06 % 71.08 % 71.08 % 7.79 % 7.03 %
HPIpp Opt. 32.45 % 35.15 % 0 % 0 % 11.22 % 13.11 %
HPIfail event OptL1000 2.37 % 1.25 % 60.53 % 60.53 % 7.24 % 6.01 %
HPIpp OptL1000 29.37 % 33.66 % 0 % 0 % 11.98 % 15.38 %
HPIfail event BestStair 6.53 % 2.35 % 6.53 % 2.35 % 6.53 % 2.35 %
HPIpp BestStair 7.59 % 15.94 % 7.59 % 15.94 % 7.59 % 15.94 %
HPIfail event Best 5.76 % 2.42 % 5.76 % 2.42 % 5.76 % 2.42 %
HPIpp Best 5.45 % 10.89 % 5.45 % 10.89 % 5.45 % 10.89 %
Weighting Parameters S1 (1 1) S2 (1 3) S1 (1 1) S2 (1 3) S1 (1 1) S2 (1 3)
TimeBest Stair HOP 6.20 % 8.01 % 0 % 0 % 20.73 % 14.82 %
TimeBest Stair L1000 7.89 % 7.08 % 0 % 0 % 23.61 % 18.74 %
TimeBest HOP 2.64 % 3.44 % 0 % 0 % 3.37 % 3.17 %
TimeBest HOP L1000 3.08 % 3.74 % 0 % 0 % 3.20 % 4.51 %
Table 7.4: Performance of the neighbouring HOP performance optimisation algorithm
for an event domain observation window of 60 events
increases compared to an observation window of 50 handover related events. The fact
that the starting HOP shows better handover performance compared to the other start-
ing HOPs combined with the slower optimisation and the higher reliability of the HPI
values favours the slightly better simulation result. Nevertheless, these characteristics
of the NHP-Opt with longer observation windows limit the optimisation speed. In the
case that sudden and severe changes in the network necessitate a faster adaptation of
the handover control parameters the optimisation by the algorithm might fail.
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7.1.2 Conclusion on the Applicability of the NHP-Opt
The results of the system-level simulations show that the NHP-Opt optimizes the han-
dover performance in the LTE network. The handover performance is improved by the
algorithm compared to the starting condition independent of the starting HOP configur-
ation and the observation window size. Nevertheless, the selection of the starting HOP
configuration and the observation window size has an impact on the optimisation result
as the final handover performance significantly differs in the individual simulation runs.
Moreover, the simulation runs with different weighting parameter settings proved that
the handover performance in the network can be controlled and managed by the weight-
ing parameters. Thus, the network operator can influence the optimisation objective
according to his operator policy.
However, the simulation results prove that the optimisation speed of the NHP-Opt is
limited. The reason for this is that the handover control parameter optimisation is car-
ried out step wise, i.e. the current HOP of a cell is only adapted to a neighbouring
HOP in the optimisation space. The fact that neighbouring HOPs tend to show similar
handover performance increases the probability for fluctuations in the handover control
parameter adaptation in areas of sub-optimal handover performance in the optimisation
space. This leads to further deceleration of the handover performance optimisation.
Especially with a view to the increasing complexity of future mobile communication
networks in terms of energy saving, femto-cell and spectrum adaptation functions the
adaptation speed to new network conditions is very important. In addition the simula-
tion results reveal that local minima in the optimisation space handicap the identification
of the best performing HOP.
The consequence of these problems is that the identification rate of the best performing
HOP using the NHP-Opt is low in all simulation runs. Above all the NHP-Opt lacks
the ability to find the best HOP in the complete set of handover control parameters by
the reduction of the allowed HOPs for the optimisation algorithm. Furthermore, the
definition of an abort criterion to terminate the optimisation phase and the introduc-
tion of an initiation criterion for the optimisation turns out to be difficult. Neither the
identification of similar handover performance in neighbouring HOPs nor the stable han-
dover performance in the selected HOP allow the interpretation that the best performing
HOP has been identified. Thus, it is desirable to find an optimisation algorithm with
faster adaptation ability of the handover control parameters and a higher identification
probability of the best performing HOP in the cells.
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7.2 Handover Performance Prediction Optimisation
Algorithm
The Handover Performance Prediction Optimization Algorithm (HP-Pred-Opt) follows
the concept of the prediction of the handover performance for a set of potential handover
control parameters (e.g. all specified HOPs). To predict the handover performance, the
handover procedure is virtually executed for every specified HOP and the handover
related events, i.e. the handover failure events and ping-pong handover events, are
predicted and stored for every HOP. As the handover procedure is based on the UE
RSRP measurements, immediate reporting of the RSRP measurements to the entity
that conducts the handover performance prediction is necessary. For the definition
of considered handover control parameter sets in this dissertation (See Section 3.2 for
details) this translates to 121 handover procedure simulations in the case that a UE
detects a stronger cell. To predict the handover related events an estimation method for
the SINR is required, since the detection of handover or radio-link failures bases on the
signal quality. The optimisation algorithm is split in two parts as shown in Figure 7.7.
The first part is the measurement based prediction of the handover related events visu-
alized on the left side of the figure. This handover performance prediction report gen-
eration process can be executed in the eNB or the UE. In both cases measurements,
system performance indicators and control parameter settings have to be transferred
to the entity that generates the prediction report. The report generation is started by
the A6-Event introduced in Section 3.1.2. It should be noted that all offset parameters
defined for the event A6 are set to zero. By this means it is assured that the handover
related events can be predicted for a HYS of 0 dB and a TTT of 0 s. Immediate reporting
of the signal strength development of the neighbouring cells is necessary in the case that
a neighbour becomes better than the serving cell to predict the handover behaviour of
the UE in this (lowest) HOP.
The A6-Event starts the simulation of the handover procedure for every considered HOP.
Simulation of the handover procedure means that for every HOP the point in time for the
handover decision is calculated based on the development of the RSRP measurements
from the neighbouring cells. If the handover decision is made in a HOP, the UE virtually
changes the connected cell after a pre-defined handover execution time. Consecutively,
further handover decisions in the new connected cell are predicted as well. This enables
the identification of ping-pong handovers to the original SeNB. If the estimated SINR
falls below a pre-defined threshold, i.e. the minimum SINR, a radio-link failure or in the
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Figure 7.7: Flowchart of the handover performance prediction optimisation algorithm
case of an ongoing handover process a handover failure is reported for this HOP. The
simulated handover related events are stored per HOP in the simulation process.
The pre-defined threshold tmeas min defines the minimum measurement time for the de-
velopment of the RSRPs. The handover procedure in every HOP is simulated at least
for the time span tmeas min as well. If the simulation time is larger than this threshold,
the number of handover related events in the individual simulated HOPs is checked. In
the case that at least one handover related event occurred in each HOP the simulation of
the handover procedure is terminated and the predicted handover related events in every
HOP are reported to the SeNB in a handover performance prediction report. Besides
the handover related events, about which the report holds information, the predicted
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mean SINR the UE would encounter if the corresponding HOP would be selected.
The steps of the simulated handover procedure and the necessary additional information
to perform the prediction of the handover related events are shown in Figure 7.8. The
SINR estimator is the central entity in the handover procedure simulation process. In
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Figure 7.8: Flowchart of the simulated handover procedure and the needed information
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addition to the RSRP measurements, monitored by the UE, the SINR estimator uses the
cell load information from the network exchanged via the load reporting between the cells
as introduced in Section 3.4. The SINR is calculated using Equation 5.5 taking account
of the current load situation in the network. The detection of the radio-link and handover
failures is based on the estimated SINRs. The handover decision is taken subject to the
handover control parameters HYS and TTT. If the UE virtually changed the connected
cell in the simulation already, the handover control parameters of the virtually connected
cell (one of the possible (neighbouring) target cells for the handover) are needed to
simulate the handover events. Thus, an exchange of the handover configuration between
the cells is necessary. The remaining simulation parameters as the minimum SINR
condition or the time span Tcrit−pp are the same parameters used in the system simulation
for the detection of the handover related events.
The second part of the optimisation algorithm is dedicated to the analysis of the han-
dover performance prediction reports as shown on the right side of Figure 7.7. The
optimisation is carried out in pre-defined optimisation cycles. In an optimisation ac-
tion the handover performance prediction reports are analysed by each cell. NReport min
defines the minimum number of reports required before an optimisation is initiated.
This minimum number of reports has a major impact on the optimisation speed of the
algorithm since a low value (e.g. ten reports) will allow a fast adaptation of the handover
control parameters. By contrast, the probability that ten reports represent the handover
performance of all HOPs is low. Hence, the quality of the optimisation decision is af-
fected by the minimum number of considered reports as well. NReport obs specifies the
observation window, i.e. the number of reports that is usually considered to optimize the
handover performance in a cell. If more reports than NReport obs are available, only the
latest NReport obs are considered for the optimisation. This is to enable a fast adaptation
to changing network conditions. In any other case all available reports are considered.
The identification of the best HOP is based on the same HPIs and the weighted sum of
the HPIs (Equation 6.1) as for the NHP-Opt. To evaluate the handover performance in
all HOPs, the predicted handover related events from the reports are used to calculate
the predicted HPIs. The HOP with the lowest HPIsum value is identified as the best
performing HOP for the cell. The handover control parameters are adapted to the
best performing HOP in each cell at the end of the optimisation action. Due to the
fact that the handover related events are predicted for every HOP based on the same
user movement, the HP-Pred-Opt allows the identification of the HOP with the fewest
amount of negative handover events as well. This is beneficial for the optimisation since
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HOPs with a higher total amount of negative handovers which qualify as the “best
performing” HOP due to a significantly higher total amount of handover events, can be
identified as sub-optimal handover configuration.
7.2.1 Performance Evaluation in the Hanover Scenario
The simulation parameters for the system-level simulations in the Hanover scenario are
given in Table 7.5. The remaining scenario parameters are listed in Table 5.2 in Section
5.4.1. The duration of the simulations is set to 1,000 s. Weighting parameter set one
(S1) (wpp = wfail = wrlf = 1) is considered for the calculation of the HPIsum. The
minimum measurement duration tmeas min is set to 30 s, i.e. the handover related events
are predicted at least for 30 s after a neighbouring cell becomes stronger than the serving
cell of a user. The first optimisation of the handover control parameters is initiated when
ten handover performance prediction reports are available (NReport min). From that point
in time all available prediction reports are used for the optimisation until 40 reports are
available (NReport obs). During the further optimisation procedure the latest 40 reports
are considered. The optimisation actions are taken every 10 s, which is the selected
optimisation cycle. The remaining simulation parameters and assumptions are the same
as in the simulations for the NHP-Opt. The performance evaluation is split in two parts:
the first part concentrates on the optimisation of the handover performance of one cell
in the network. The second part investigates the simultaneous optimisation of all cells
in the network.
Optimisation of the Handover Performance of Cell 31
As a first step in the evaluation of the performance of the HP-Pred-Opt the algorithm is
used to optimize the handover performance of cell 31. This cell is selected since the most
handover events are observed in this cell. For comparison, the NHP-Opt is executed with
the same objective. To evaluate the performance with fixed handover control parameter
settings, 121 system-level simulations for all HOPs considered for the optimisation (See
Section 3.2) are executed. In these simulations the handover control parameter settings
were set to a HYS of 4 dB and a TTT of 0.3 s for all cells except cell 31. This means
the handover performance for one fixed HOP in all cells and all HOPs considered by the
optimisation algorithms in cell 31 has been simulated. The result of this evaluation is
that cell 31 shows the best handover performance for a HYS of 2 dB and a TTT of 0 s.
The handover performance with activated optimisation for cell 31, using the NHP-Opt
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Parameter Value Description
Simulation Scenario Hanover -
Simulation Time 1,000 s -
Simulation Step Size 100 ms -
Interference Model Cell Load Real Cell Load (See equation 5.5)
HPIsum weighting parameters S1 -
Inactive Cell Load 10 % Load of Cells Without Users
Minimum Cell Load 10 % If User Cell Load is Smaller
Load Multiplication Factor 1.5 -
Minimum Number of Users 10 Users per Cell To be Considered for Evaluation
Considered Cells 65 Cells Full-fill the Requirements7
tmeas min 30 s -
NReport min 10 -
NReport obs 40 -
Optimisation Cycle 10 s -
Table 7.5: Simulation parameters for the Hanover scenario
or the HP-Pred-Opt respectively, is compared to two sets of fixed handover parameter
settings: the best performing HOP and the starting HOP.
The development of the HPIsum values for the two optimisation algorithms and the two
sets of fixed handover parameter settings is depicted in Figure 7.9. Figure 7.9(a) shows
the results for a starting HOP with a HYS of 4 dB and a TTT of 0.3 s and Figure 7.9(b)
is dedicated to a starting HOP with a HYS of 8 dB and a TTT of 1 s. The mean perform-
ance over the complete simulation time is given in the legend of the figures. In the case
that a starting HOP with a HYS of 4 dB and a TTT of 0.3 s is selected both optimisa-
tion algorithms improve the handover performance compared to the fixed starting HOP
settings as the mean performance indicates. The HP-Pred-Opt performs slightly better
than the NHP-Opt which is caused by the larger optimisation space, i.e. the complete
7The requirement for a cell to be considered in the performance evaluation is that at least ten UEs
are connected to the cell in any time step during the simulation. Cells in the outlying area are
simulated as interference sources but not considered for the evaluation of the handover optimisation
algorithm.
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(a) Starting HOP (HYS 4dB, TTT 0.3s)
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(b) Starting HOP (HYS 8dB, TTT 1s)
Figure 7.9: Comparison of the development of the handover performance of cell 31 for the
two optimisation algorithms, the starting HOP and the best fixed performing
HOP
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set of HOPs, that are considered by the HP-Pred-Opt. Nevertheless, the fixed HOP with
a HYS of 2 dB and a TTT of 0 s outperforms the two optimisation algorithms. How-
ever, the optimisation result of the HP-Pred-Opt is close to the performance of the best
fixed handover parameter settings, which shows that the optimisation of the handover
performance is successful.
Figure 7.9(b) shows the result of the optimisation algorithms using a starting HOP with
a HYS of 8 dB and a TTT of 1 s. As the analysis in Section 7.1 already showed, the
NHP-Opt slowly improves the handover performance compared to the starting HOP per-
formance but fails to significantly reduce the negative handover events in cell 31. The
HP-Pred-Opt almost instantly improves the handover performance to values similar to
the performance of the best fixed HOP. The reason behind is that the handover per-
formance prediction reports allow larger performance optimisation in one optimisation
step since the handover performance is predicted for the complete optimisation space.
Hence, the HP-Pred-Opt is robust against suboptimal starting HOP selection.
The development of the handover performance of cell 31 for a starting HOP with a HYS
of 0 dB and a TTT of 0 s is illustrated in Figure 7.10(a). Similar to the observation for
a starting HOP with a HYS of 4 dB and a TTT of 0.3 s both optimisation algorithms
improve the handover performance of cell 31. In this case the NHP-Opt performs slightly
better than the HP-Pred-Opt. In contrast to the observations on the performance of
the NHP-Opt, where all cells were optimized at the same time (Table 7.2), the starting
HOP lacks a significantly higher mean handover performance ratio compared to the
simulation with a starting HOP with a HYS of 4 dB and a TTT of 0.3 s. The reason for
this is visualized in Figure 7.10(b). The mean handover performance over the complete
simulation time of 1,000 s for all HOPs is shown in this figure. A large amount of HOPs
ranging from HYS values of 0 - 5 db and TTT values of 0 - 1 s lead to a similar mean
handover performance in cell 31. Thus, the starting HOP with a HYS of 0 dB and a
TTT of 0 s lies in the area of good handover performance, as the starting HOP with a
HYS of 4 dB and a TTT of 0.3 s. This starting condition is beneficial for the NHP-Opt
and leads to the successful performance improvement by this algorithm.
In the investigations on the characteristics of the HPIs (Section 6.2) the area with
low HYS and TTT settings was dominated by high ping-pong handover ratios leading
to high HPIsum values (Figure 6.6). In that case the handover control parameters
were changed to the same fixed values in all cells in the network. Compared to the
handover performance observations in the case that only the handover control parameters
of cell 31 are changed, the increase in negative handover events caused by additional
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(b) Mean Handover Performance (HPIsum) in Cell 31 (wpp = wfail = wrlf = 1)
Figure 7.10: Comparison of the development of the handover performance of cell 31 for
one HOP and the mean performance in all considered HOPs
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ping-pong handovers is missing. The increase in negative handover events can only be
observed if low handover control parameters are selected in the cell to optimise (cell
31) and the neighbouring cells. This makes clear that the interaction of the handover
control parameters selection of neighbouring cells is important for the optimisation of
the handover performance in the network. In other words, the HOP selection of a cell
influences the own handover performance and might impact the handover performance
of neighbouring cells as well.
This insight leads to another assessment criterion for the evaluation of the performance
of the optimisation algorithms, which is the influence of the optimisation activities in
one cell on the handover performance of the neighbouring cells. The best server map
in Figure 7.11 illustrates the coverage area of cell 31 and the neighbouring cells. Cells
23, 25, 27, 32, 33 and 138 are taken into account for the analysis on the impact on
the neighbouring cells. Figure 7.12 depicts the development of the mean handover
performance of cell 31 and the six neighbouring cells. In the simulation results shown in
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Figure 7.11: Best server map of cell 31 and the neighbouring cells
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(a) Starting HOP (HYS 4dB, TTT 0.3s)
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(b) Starting HOP (HYS 8dB, TTT 1s)
Figure 7.12: Comparison of the development of the mean handover performance of cell 31
and its neighbouring cells for the two optimisation algorithms, the starting
HOP and the best performing HOP
172
7.2 Handover Performance Prediction Optimisation Algorithm
Figure 7.12(a) a starting HOP with a HYS of 4 dB and a TTT of 0.3 s is selected for the
two optimisation algorithms. The HOPs of the neighbouring cells remain unchanged for
the complete simulation time. In the case that cell 31 uses the best performing HOP
for the own handover performance (HYS 2 dB, TTT 0 s), additional negative handover
events are generated in the neighbouring cells. This leads to the worst mean handover
performance for fixed handover parameter settings using the best HOP for cell 31. The
problem using this HOP in cell 31 is that a TTT of 0 s leads to a higher number of
ping-pong handovers in the neighbouring cells.
The NHP-Opt and the starting HOP show a similar mean performance of the seven
cells but the optimisation fails to improve the handover performance. The best mean
handover performance is observed in the case that the HP-Pred-Opt is used to optimize
the handover performance. Regardless of the result that clearly confirms the best mean
performance for the HP-Pred-Opt, the optimisation algorithm does not comprehend
the impact of the own optimisation activities on the neighbouring cells. The fact that
other HOPs than the best performing HOP in cell 31 temporarily show better handover
performance as well as the ability of the HP-Pred-Opt to quickly identify and switch to
these HOPs leads to the better performance result for cell 31 and the neighbouring cells.
Moreover, these temporary better HOPs in cell 31 have higher HYS and TTT values that
minimizes the impact on the neighbouring cells. However, this cannot be guaranteed
for all cells in a network. The trend for a higher number of negative handover events
for low handover control parameters even in the own cells increases the probability that
the HP-Pred-Opt improves the handover performance, but with respect to the impact
on the neighbouring cells, the optimisation might fail.
The mean handover performance of cell 31 and the neighbouring cells using a starting
HOP with a HYS of 8 dB and a TTT of 1 s is illustrated in Figure 7.12(b). Again
the HP-Pred-Opt shows the best performance of the four considered cases. The bad
performance of the starting HOP and the limited ability of the NHP-Opt to quickly
improve the handover performance favour the second best mean performance of the best
performing HOP of cell 31 (HYS 2 dB, TTT 0 s). The lower impact on the handover
performance of the neighbouring cells in the case that higher handover control handover
parameters are selected, causes the NHP-Opt to perform similar to the best performing
HOP in cell 31 after 600 s simulation time. This is the point in time where the high
number of failure events starts to be compensated by the NHP-Opt and the disturbance
on the neighbouring cells is still very low. If only the handover performance of cell 31
is considered (Figure 7.9(b)), the NHP-Opt fails to reach the performance level of the
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best performing HOP in cell 31.
Another important aspect for the achievement of the optimisation goal is the identific-
ation and adaptation of the handover parameters to load fluctuations in the network.
The results in Section 6.4 disclosed that the handover performance can benefit from load
specific handover control parameter settings. To evaluate the performance of the optim-
isation algorithms in the context of load fluctuations, a simulation run with an abrupt
rise of the network load is executed. In the beginning of the simulation the cell load in
all cells is set to a value of 20 %. At a simulation time of 500 s the cell load suddenly
increases to 90 %, which causes a significant increase in the inter-cell interference. Figure
7.13 shows the result of the simulation run and compares the performance of the two op-
timisation algorithms and the same fixed handover parameter settings considered before.
The HP-Pred-Opt clearly outperforms the NHP-Opt and the fixed HOP settings in cell
31 as it is able to quickly adapt to new network conditions. After 500 s simulation time
up to 700 s the handover performance ratio decreases in the case that the HP-Pred-Opt
is used. This is similar to the behaviour of the starting HOP and the NHP-Opt. Once
the new prediction reports originated from the new network condition take the majority
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HP−Pred−Opt (Mean Performance: 22.93 %)
NHP−Opt (Mean Performance: 31.65 %)
Starting HOP (HYS 4dB, TTT 0.3s) (Mean Performance: 33.43 %)
Best Fixed HOP (HYS 2dB, TTT 0s) (Mean Performance: 39.05 %)
Figure 7.13: Comparison of the development of the handover performance of cell 31 in
the case of an abrupt load change from 20 % to 90 % network load at a
simulation time of 500 s for the two optimisation algorithms, the starting
HOP and the best performing HOP
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Nhr events = 40 Neighbour Cell HOP Selection
HYS 0 dB 1 dB 2 dB 3 dB 4 dB 5 dB 6 dB
TTT 0 s 0.1 s 0.1 s 0.2 s 0.3 dB 0.4 s 0.5 s
HPIfail event 10.68 % 10.78 % 9.12 % 10.25 % 10.45 8.14 % 8.50 %
HPIpp 30.96 % 29.34 % 23.36 % 12.70 % 8.64 % 1.26 % 0 %
Nfail events 39 36 25 25 23 13 13
Npp 113 98 64 31 19 2 0
Nsucc 326 298 249 219 197 146 140
Table 7.6: Influence of HOP changes in neighbouring cells on the handover performance
of cell 31
of the 40 prediction reports considered for the optimisation the HP-Pred-Opt improves
the handover performance. This shows that the HP-Pred-Opt allows fast adaptation to
changing network conditions.
As the optimisation activities of cell 31 and hence, the changes in the handover control
parameters influence the handover performance of the neighbouring cells, HOP changes
in the neighbouring cells influence the handover performance of cell 31 as well. Table
7.6 shows the handover performance of cell 31 with a fixed HOP configuration of a HYS
of 4 dB and a TTT of 0.3 s. In seven simulation runs the HOPs of the neighbouring cells
23, 25, 27, 32, 33 and 138 are switched to other fixed settings for a simulation time of
1,000 s. The result of the simulations shows that the failure event ratio is more robust
to HOP changes in the neighbouring cells. Nevertheless, the total number of failure
events in cell 31 varies from 13 to 39 events for the different simulation runs, whereas
the ping-pong handover ratio varies from almost 30 % to 0 % without any changes in
the handover control parameters of cell 31. The total amount of events varies from zero
to 119 events. These results highlight that the assessment of the impact of the own
optimisation activities on the handover performance is challenging.
Simultaneous Optimisation of the Handover Performance in all Cells
The second step in the evaluation of the performance of the HP-Pred-Opt is dedicated to
the simultaneous optimisation of the handover performance of all cells. Figure 7.14 shows
the development of the handover performance of cell 31 in the case that all cells in the
175
Chapter 7 Handover Optimisation Algorithms
200 300 400 500 600 700 800 900 1000
0
5
10
15
20
25
30
35
40
45
Simulation Time [s]
H
an
do
ve
r P
er
fo
rm
an
ce
 R
at
io
 (H
PI s
u
m
) [%
]
 
 
HP−Pred−Opt (Mean Performance: 22.94 %)
NHP−Opt (Mean Performance: 21.74 %)
Starting HOP (HYS 4dB, TTT 0.3s) (Mean Performance: 18.25 %)
Best Fixed HOP (HYS 5dB, TTT 0.1s) (Mean Performance: 12.14 %)
(a) Starting HOP (HYS 4dB, TTT 0.3s)
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Figure 7.14: Comparison of the development of the handover performance of cell 31 for
the two optimisation algorithms, the starting HOP and the best performing
HOP
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network are optimized simultaneously. The results visualized in Figure 7.14(a) base on a
simulation with a starting HOP with a HYS of 4 dB and a TTT of 0.3 s. The optimisation
algorithms fail to improve the handover performance compared to the performance of
fixed starting HOP settings in all cells. The reason for this is that the optimisation
instances in the cells aim to improve the cell handover performance only, and neglect
the impact of the optimisation actions on the neighbouring cells. Some of the handover
performance prediction reports, used by the HP-Pred-Opt to identify the optimal HOP,
show negative handover events independent of the HOP selection of the cell the reports
are generated for. This shows that handover control parameter adaptation cannot solve
the optimisation problem regarding the handover performance of one individual cell. In
the case that a suboptimal starting HOP is selected (Figure 7.14(b)) the HP-Pred-Opt
still outperforms the NHP-Opt and the starting HOP performance. Nevertheless, a far
more optimal solution exists as the best performing fixed HOP selection (HYS 5 dB,
TTT 0.1 s) in all cells shows.
The performance of the HP-Pred-Opt can be improved by the identification of the HOP
with the smallest total amount of negative handover events. In this case the HPIsum
is replaced as the target function by the smallest amount of negative handover events.
This is possible due to the handover performance prediction reports, that allow the
analysis of the amount of handover related events based on the same user mobility. This
means the prediction reports contain information about the potential network experience
and handover behaviour in all HOPs. The identification of the HOP with the smallest
amount of negative handover events has the additional advantage, that HOPs with a
huge amount of successful handover events are not preferred to HOPs with less signalling
traffic and fewer negative handover events. Figure 7.15 shows the result of a simulation
run with the new target function. The performance of the HP-Pred-Opt is slightly
improved but the missing consideration of the impact on neighbouring cells still avoids
a good optimisation result. The evaluation of the handover performance improvement
for other cells leads to similar results.
The optimisation results for the simultaneous optimisation of the handover performance
of all cells presented in this section so far, all base on the prediction of the handover
performance of all possible HOPs in the SeNB (the cell the UE is connected to when
the A6-Event occurs) and the current handover control parameter settings in the neigh-
bouring cells (See Figure 7.8). This means every cell aims to optimise the own handover
performance to the current network condition and the handover configuration in the
adjacent cells. The fact that all cells optimise their own parameters at the same time
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Best Fixed HOP (HYS 5dB, TTT 0.1s) (Mean Performance: 12.14 %)
Figure 7.15: Comparison of the development of the handover performance of cell 31 for
the two optimisation algorithms, the starting HOP and the best performing
HOP. The HP-Pred-Opt is based on the smallest total amount of negative
handover events.
interferes with the aim to optimise to the adjacent cell handover configuration. At the
time a new configuration is selected in a cell the adjacent cells might have switched to
another configuration already. This effect and the disregard of the impact on the han-
dover performance of the adjacent cells lead to the sub-optimal handover performance
at the end of the simulation.
To compensate the missing information on the impact on the adjacent cells two ap-
proaches appear reasonable: firstly, the impact on the adjacent cells has to be evaluated
separately, which means that if a cell changes the handover configuration the change
in handover performance in the adjacent cells has to be evaluated and reported back
to the optimised cell. Secondly, the anticipated impact on the adjacent cells has to be
included in the prediction of the handover performance to allow an impact sensitive op-
timisation of the handover configuration. The first solution has a major impact on the
optimisation cycle since it prohibits the simultaneous optimisation of all cells and adds
evaluation time for the impact on the adjacent cells to the optimisation cycle. Hence,
the optimisation speed and the ability to quickly adapt to new network conditions would
suffer from this solution. The second solution requires a quick and reliable estimation
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of the impact on the adjacent cells.
To estimate the impact on the handover performance of the adjacent cells, the regarded
handover configuration of the TeNB in the simulation of the handover procedure is ad-
justed. So far, the current handover control parameter settings of the TeNB of the
handover are used to simulate the handover procedure. Figure 7.16 shows the develop-
ment of the handover performance of cell 31 for the case that the same handover control
parameter settings are assumed in the SeNB and the TeNB for the prediction of the
handover performance in every HOP. Still the prediction of the handover performance
lacks the information of the impact on the adjacent cells. Nevertheless, the prediction
reports include a notion on the handover performance in a HOP if the adjacent cells
would select the same HOP as well. This excludes HOPs with an improved perform-
ance for a single cell but significant negative impact on the handover performance in the
network from the favoured HOPs. As Figure 7.16 verifies, the HP-Pred-Opt based on
prediction reports for equal HOP settings in the SeNB and TeNB now outperforms the
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Best Fixed HOP (HYS 5dB, TTT 0.1s) (Mean Performance: 12.14 %)
Figure 7.16: Comparison of the development of the handover performance of cell 31 for
the two optimisation algorithms, the starting HOP and the best performing
HOP. The HP-Pred-Opt is based on the smallest total amount of negative
handover events. Equal HOP settings are considered for the generation of
the prediction reports.
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Figure 7.17: Comparison of the development of the mean handover performance of 52
cells for the two optimisation algorithms, the starting HOP and the best
performing HOP. The HP-Pred-Opt is based on the smallest total amount
of negative handover events. Equal HOP settings are considered for the
generation of the prediction reports.
handover performance using the NHP-Opt and the starting HOP in cell 31.
More important than the performance improvement in one cell is the development of the
handover performance in the complete network. Figure 7.17 shows the development of
the mean handover performance in the 52 cells with the biggest handover activity in the
network. The HP-Pred-Opt shows the best mean handover performance in the network
compared to the NHP-Opt, the starting HOP and the most optimal fixed HOP setting
in the complete network. This proves that the networks benefits from cell individual
optimisation of the handover control parameters. The 52 cells have been selected since
more than 40 handover related events are observed in the first 500 s of the simulation.
That is why the plot starts after 497.9 s.
7.2.2 Conclusion on the Applicability of the HP-Pred-Opt
The evaluation of the HP-Pred-Opt for the optimisation of the handover performance of
a single cell shows that the algorithm optimizes the handover performance and reaches
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a performance close to the optimal fixed HOP selection in the cell. The HP-Pred-Opt is
robust against starting HOP selection in the cell to optimize and quickly improves the
handover performance. The simulation results demonstrate that optimal performance
in a single cell does not automatically lead to the best possible performance in the
network. The impact of optimisation actions on the neighbouring cells limits the total
gain in handover performance. If the handover performance of the cell to optimize
and the neighbouring cell is evaluated, the HP-Pred-Opt by far shows the best mean
handover performance. Nevertheless, the reason for this more optimal performance is
not a characteristic of the HP-Pred-Opt, since the optimisation algorithms neglects the
impact on the neighbouring cells as well. The evaluation of the performance improvement
in an environment with an abrupt load increase, the HP-Pred-Opt shows the ability to
quickly adapt to changing network conditions. In sum up, the HP-Pred-Opt significantly
and quickly improves the handover performance of a single cell and quickly adapts to
network condition changes.
In the case of a simultaneous optimisation of the handover performance in all cells in the
network, the HP-Pred-Opt fails to identify a global optimal solution for the handover
configuration if the handover control parameter settings of the TeNBs are considered for
the handover procedure simulation. The reason for this is that the HP-Pred-Opt neglects
the impact on the handover performance of the neighbouring cells, hence it generates
negative handover events in surrounding cells. These negative handover events cannot
be avoided by the optimisation of the handover control parameters of the neighbouring
cells since the negative handover events are observed in every HOP in the prediction
reports. Nevertheless, the HP-Pred-Opt quickly improves the handover performance in
the case that a suboptimal starting configuration is selected. If the target function is
replaced by the objective to identify the HOP with the smallest amount of negative
handover events in the cell, the HP-Pred-Opt leads to a slightly worse performance than
the starting HOP, which is a good performing global HOP selection already.
If the same HOPs are assumed for the prediction of the handover performance for every
HOP, the HP-Pred-Opt reaches a better handover performance level than the best per-
forming fixed HOP setting in all cells in the network. The concept of basing the op-
timisation decisions on the handover performance prediction reports combines several
advantages: the evaluation of the handover performance bases on the same events, the
performance in all considered HOPs is analysed at the same time and the prediction re-
ports allow to conclude on the impact of neighbour HOP selection on the own handover
performance.
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Summary, Conclusion and Outlook
In this dissertation we prove that an adaptation of the handover configuration to changes
in the interference condition in the network (load variation) is highly beneficial. The con-
sequence of this finding is that self-optimisation (SON) of the handover configuration
in the order of tens of minutes to allow an adaptation to load condition changes over a
day is the design target for the handover optimisation algorithms. A missing adaptation
to the daily load condition changes leads to additional negative handover events of up to
11 %. In LTE system-level simulations with different fixed load conditions in all cells,
varying from 10 % cell load (resource utilisation) to 100 % in steps of 10 %, we ana-
lysed the best handover configuration for every cell. Under the assumption that every
cell selects the best handover configuration for every load condition, the total negative
handover event rate varies from about 0.4 % (10 % cell load) to roughly 15 % (100 %
cell load). The reason for the performance difference is that in low load conditions the
handover can be initiated at a time the user deeply entered the cell coverage area of
a potential handover target cell already. Due to the low load condition (resulting in
a low interference condition as well), the signal quality allows the user to keep up the
communication with the serving cell. If the adaptation to the current load condition
in the network is neglected, e.g. the optimal handover configuration for a fixed load
condition of 70 % is applied in all other conditions as well, the performance degrada-
tion in other load conditions varies from roughly 3 % to about 11 % additional negative
handover events. If the optimal handover configuration for a load condition of 100 % is
applied, the performance degradation varies from roughly 2 % to almost 11 % additional
negative handover events. These results prove that it is highly beneficial to adapt the
handover configuration to the network load condition. Due to the fact that the load
conditions in a mobile network often show strong variations over a day, the consequence
for the development of handover optimisation algorithms is an adaptation ability to load
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condition changes in the order of tens of minutes.
In a comparison of the “best” handover configuration selection, derived from system-
level simulations, in a homogeneous 3GPP simulation scenario and a detailed, realistic
Hanover simulation scenario we prove that only realistic modelling of the user mobility
and signal propagation discovers a handover performance improvement by cell individual
handover configuration selection. Depending on the optimisation target function defin-
ition up to 81 % of the cells in the 3GPP simulation scenario select the same handover
configuration whereas only about 26 % of the cells select the same handover configuration
in the Hanover scenario. In system-level simulations we evaluate the influence of the
simulation scenario on the handover configuration selection of the cells. The handover
performance for all considered handover configurations is simulated and the best config-
uration per cell is identified. In this analysis we show that in typical 3GPP simulation
scenarios based on hexagonal network layout and random walk user mobility, most cells
in the scenario select the same or similar handover configuration. This is caused by the
regular network grid and the random user mobility that leads to random cell border
crossing positions in the simulations. The conclusion from the simulation results in this
scenario could be that the cell-individual adaptation of the handover configuration is not
necessary. In a more realistic simulation scenarios based on ray-optical pathloss predic-
tions and three user mobility types, i.e. vehicular mobility on roads, pedestrian mobility
on sideways and indoor mobility in different building levels, the cells select significantly
more different handover configurations. These results prove that the selection of the
simulation scenario is important to assess handover optimisation approaches.
We prove that the observation cycle for the evaluation of the current handover perform-
ance has to be defined in the event domain and an exact evaluation of the handover
performance discards as the basis for the optimisation decisions. The handover perform-
ance observation cycle, which is the time the current handover performance is observed
to conclude on the optimisation need, mainly impacts the ability to adapt to load con-
dition changes in the network as too long observation cycles slow down the optimisation
speed. The investigations in this dissertation verify that the observation cycle has to
be defined in the event domain. This means the Handover Performance Indicators need
to be based on the same amount of handover related events. The option to base the
observation cycle on a fixed time span (time domain definition), which is the state of
the art definition in current research, proved to significantly degrade the comparability
of handover performance observation results. Assuming the objective to analyse the
handover performance with an accuracy of 0.1 %, which is an important performance
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difference for the network operators, we show that several thousand handover related
events have to be observed to conclude on the current handover performance. An op-
timistic estimate leads to 2000 handover related events, two other approaches identify at
least 10,000 events as needed observation cycle. Due to the fact that only few cells in a
network see more than 10,000 handover events a day and the objective to adapt to load
condition changes in the network, the exact identification of the handover performance
fails as basis for the handover optimisation.
In the case of a direct comparison of the handover performance of two handover con-
figuration sets, we prove that an observation cycle of 40 handover related events allows
an identification rate of more than 90 % of the better performing configuration. These
results show that an adaptation to temporary network conditions is possible based on the
performance comparison of different handover configurations. Nevertheless, it depends
on the amount of observed handover events in a cell how fast the adaptation to new
network conditions can be.
We develop a novel handover optimisation algorithm that optimises the handover per-
formance on the basis of a step-wise comparison of the handover performance in two
handover configuration sets in this dissertation. The algorithm, named Neighbouring
HOP Performance Handover Optimization Algorithm (NHP-Opt), reliably optimises the
handover performance in the cells. The drawback of the solution is the step-wise op-
timisation, which requires a number of observation cycles to improve the performance.
Moreover, the algorithm tends to identify local minima in the optimisation space as the
best handover configuration since the risk to significantly degrade the handover per-
formance disallows large handover configuration changes. We prove that the NHP-Opt
fails to quickly adapt to load condition changes, which leads to the conclusion that the
optimisation concept disqualifies for the needs for future mobile communication networks.
In this dissertation we prove that the Handover Performance Prediction Optimization
Algorithm (HP-Pred-Opt) by far outperforms state-of-the-art handover optimisation con-
cepts. The basic idea of the HP-Pred-Opt is to predict the handover performance of a
cell for all specified HOPs on the bases of handover performance prediction reports from
the UEs. Model predictive control algorithms have been used in other research areas
before. The application in the area of handover optimisation allows an evaluation of the
complete optimisation space, which has not been possible with state-of-the-art handover
optimisation algorithms. In combination with the observation interval of 40 handover
related events, identified as reliable observation cycle in this dissertation, the prediction
reports allow a direct identification of the “best” estimated handover performance and
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hence a quick adaptation of the handover configuration. To predict the handover events,
the handover procedure is virtually executed for all handover configurations based on
the signal strength measurements of the UE. The key role for a successful performance
prediction plays the prediction of the signal quality, which uses the load information
from the load reporting between the cells. Signal quality prediction models have been
used in the area of optimisation of the scheduling decision before. Based on the per-
formance prediction the optimisation algorithm selects the “optimal” HOP, i.e. the HOP
with the best predicted handover performance. The simulation results show that the
HP-Pred-Opt quickly optimises the handover performance of the network independent
of the starting handover condition and reliably reaches performance levels close to or
even better than the best performing fixed handover configuration. Fixed configuration
refers to the case that all cells in the network select the same handover configuration
for the complete simulation. The fact that the prediction reports allow the comparison
of the HOPs for the same user movement, i.e. the exact same path selection for all
HOPs, increases the probability to identify the better performing HOP. In system sim-
ulations with varying load condition, the algorithm proves to quickly adapt to the new
situation. Moreover, the prediction reports even allow the identification of sub-optimal
HOP selection in adjacent cells.
Outlook
Future research activities in the area of handover optimisation need to focus on the
mutual interaction of handover configuration changes in adjacent cells. The simulation
results in this dissertation prove that handover configuration changes in cells influence
the handover performance of adjacent cells. The concept to predict the handover per-
formance for all handover configuration sets allows to estimate the mutual interaction
of handover configuration changes. Though the complexity of an optimisation including
the mutual interaction significantly increases. One of the key questions for future re-
search is how this information can be used to further optimise the handover performance
in the network. Especially in the case that the handover configuration is optimised per
cell-pair, the mutual interaction could be used for a simultaneous optimisation of both
handover configurations.
Beyond that the user speed classes should be regarded by future optimisation concepts.
The problem here is that the amount of observed handover events per user speed class
is significantly lower as for the complete cell. Thus, a successive optimisation scheme
186
that adapts the global handover configuration first and modifies the speed class offsets
in a second step, is imaginable. Recent research activities focus on the classification of
the users not only in speed classes but moreover in mobility behaviour types [Sas14]. To
combine classification results with the Handover Performance Prediction Optimization
Algorithm (HP-Pred-Opt) opens up new possibilities for a quick and reliable handover
optimisation.
For the implementation of the prediction report based optimisation algorithm, developed
in this dissertation, in live networks the accuracy of the signal quality prediction is cru-
cial. Recent research in the area of scheduling gain prediction models on the basis of
the cell load information of adjacent cells show a good agreement with detailed schedul-
ing simulations [Hasselbach12]. The implementation of these models along with the
prediction based handover optimisation concept provides the opportunity to solve the
handover problems in future mobile communication networks.
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Appendix A
Applicability of State-of-the-Art
Optimisation Methods to the
Handover Optimisation Problem
In this dissertation the meaning and chances of handover optimisation in infrastruc-
ture communication networks has been elaborated and based on a detailed analysis of
the HPIs a handover performance prediction based optimisation algorithm has been de-
veloped and suggested to solve the handover optimisation problem. Nevertheless many
optimisation methods are used in engineering sciences in recent years. In this chapter
the applicability of state-of-the art optimisation methods on the handover optimisation
problem is evaluated based on the findings in this dissertation.
Heuristics
It is worth discussing whether heuristics can be seen as optimisation methods in general.
However, the simplicity and easy implementation of heuristics makes them an interesting
and important group of problem solving methods [Gigerenzer99]. One application area in
computer sciences are virus scanners that use heuristics for the identification of viruses.
Heuristics qualify as optimisation methods in the case that limited knowledge and limited
time are available and nevertheless an action with a high probability of success is needed.
Heuristics base on experiences with a system, thumb rules and educated guesses which
are of course not the most promising indicators for system configuration changes but
show an acceptable reliability for many practical problems.
An application area for heuristics in handover optimisation is the replacement of human
optimisers that currently tune the handover parameter settings in mobile communication
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networks. The experiences of the human optimisers and simple rules like - lower TTT
and HYS values lead to fewer failure events - can be used as rule sets. Nevertheless, the
success of a heuristics based optimisation of the handover parameters is questionable.
The results of the analysis in this dissertation show that the best optimisation action is
dependant on the individual cell and its environment. Moreover the load in the network
influences the handover performance in the HOPs. Simple global heuristics with easy
rule sets would most probably fail to significantly improve the handover performance
in changing network conditions and individual cell situations. Similar to the conclusion
on the applicability of the NHP-Opt a heuristic incorporates a high risk of performance
degradation and lack the flexibility to adapt to changing system conditions.
Simulated Annealing
Simulated annealing is an iterative optimisation method derived from the cooling pro-
cess of e.g. glowing metal that is used in the case that the optimisation space is too large
to allow trial and error of all states or simple mathematical calculations [Kirkpatrick83].
A slow cooling process allows the atoms to form stable crystals which leads to a low-
energy state close to the optimum. Similar to this process simulated annealing searches
for a global optimum in the optimisation space by slowly decreasing the “temperature“
of the process. In contrast to simple heuristics that aim to find a local optimum by
comparing the neighbouring states to the current state simulated annealing allows se-
lecting a neighbour with worse performance to escape a local optimum. This way the
probability to find the global optimum is increased. The temperature defines the per-
formance difference that is accepted to select a neighbour state with worse performance.
Nevertheless the algorithm prefers neighbouring states with better performance. Once
the temperature cooled down to zero the algorithm terminates and delivers with a high
probability the optimum state.
As elaborated in this dissertation the key in handover optimisation lies in a quick iden-
tification of a better performing HOP and a low risk for performance degradation.
Moreover mobile communication systems underlie a permanent performance change
caused by network condition changes like the network load and user mobility. Simu-
lated annealing is per definition an optimisation method that evaluates many states in
the optimisation space to increase the probability to find the global optimum with a high
risk for temporary performance degradation. This contradicts the aim for a low probab-
ility of handover performance degradation. Furthermore the evaluation of a single state
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in the optimisation space takes the observation time as described in this dissertation
which slows down the optimisation speed. To sum up simulated annealing evaluates
many states in a large optimisation space with a high risk for temporary performance
degradation but handover optimisation needs an optimisation algorithm that derives a
better state with high probability and only a few state changes and a very low risk of
performance degradation.
Fuzzy Logic
Fuzzy logic is a theory that allows the consideration of linguistic variables like “small“,
“very“, “a bit“ or “high“ in mathematical models [Klir95]. In contrast to boolean logic
in which the variables take values of “0“ or “1“ the linguistic variables in fuzzy logic take
values from a defined range. The exact values for the variables are determined in the
fuzzy logic optimisation process and not pre-defined. In addition to the fuzzy variables
high-level rule sets similar to the rules discussed for the heuristics are defined and in
tables or matrices the interrelation between the optimisation state (observations), fuzzy
variables and high-level rules is expressed. The aim of the fuzzy logic optimisation is to
interpret and learn the mathematical meaning of the linguistic variables.
Fuzzy logic optimisation algorithms have been addressed to the handover optimisation
problem by the research community [Luengo14]. Starting from an initial HOP selection
- as for the optimisation algorithms developed in this dissertation - the performance of
the initial HOP is evaluated. For the selection of the next HOP the high-level rule sets
like - lower TTT and HYS values lead to fewer failure events - are used to determine
the optimisation direction and the fuzzy variables give the optimisation step size. In the
optimisation process the step sizes and hence the interpretation of the fuzzy variables
is adapted according to the system observations. The simulation results in [Luengo14]
show that the fuzzy logic optimisation performs slightly better but still similar to the
performance of the NHP-Opt developed in the SOCRATES project. The reason is
that the evaluation of the best optimisation direction from high-level rule sets fails
in the handover optimisation space. As evaluated in this dissertation dependant on
the individual cell situation and the network conditions large or small optimisation
steps in completely different optimisation direction are needed to increase the system
performance.
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Reinforcement Learning/Q-Learning
Reinforcement learning is a machine learning technique that bases on rewards for actions
of a software agent in the environment (optimisation space) [Sutton98]. The environment
is described by a Markov decision process that describes the states of the system and the
possible action from a state to other states. The rewards for the actions of the software
agent are granted after the new state is reached and evaluated. The agent learns about
the quality of its actions by the rewards. The advantage of reinforcement learning is
that these techniques do not need any detailed information on the Markov process and
target large Markov decision processes.
For the handover optimisation problem reinforcement learning has been evaluated in
[Luengo14] as well. The challenge in using reinforcement learning for handover op-
timisation is the definition of the possible states of the system. As evaluated in this
dissertation the individual handover configurations of the the cells influence the han-
dover performance of the neighbouring cells. Therefore a handover configuration change
in a neighbouring cell leads to a new state for the cell to optimise. Moreover network
condition changes significantly influence the handover performance and hence leads to
new states in the Markov process. Already the classification of different states is chal-
lenging since the number of considered neighbouring cells, the handover configuration
in these cells and the significance of a network condition change influences the Markov
state. If a cell has e.g. 5 neighbouring cells and the load in one of these cells increases by
5 % a new Markov state could be reached. However, reinforcement learning needs several
experiences with decisions from one Markov state to a following state to learn about the
optimisation action. For handover optimisation this means that only a limited set of
Markov states can be considered to allow for high optimisation speed. As for fuzzy logic
optimisation the risk of significant performance degradation in the optimisation process
is present with reinforcement learning as well.
Game Theory
Game theory can be defined as “the study of mathematical models of conflict and cooper-
ation between intelligent rational decision-makers“ [Myerson91]. A well known problem
that serves as a standard example for a game addressed by game theory is the prisoners
dilemma. Two members of a criminal group have been arrested and are questioned in
separate rooms without any chance to communicate with each other. The accuser has
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no chance to convict any of the two of all crimes they committed in the case that the two
cooperate and reveal no information and hence both will serve only one year in prison.
If both prisoners admit the crimes they both serve in prison for 2 years. But if one of
the two prisoners admits the crimes and betrays the other prisoner the betrayer is set
free and the other prisoner will serve in prison for 3 years. From the point of view of
any of the two prisoners the logical choice is to betray the other prisoner since in that
case he will be free or in prison for only 2 years if the other betrays as well. Nevertheless
the optimal global solution would be if both prisoners remain silent since in total only 2
years in prison (one per prisoner) would be declared. This example depicts the applica-
tion area of game theory since the best decision for an individual leads to a suboptimal
global solution. The interdependency between the individual decisions is important to
find the global optimum.
The findings in this dissertation on the handover optimisation problem show a huge over-
lap with the application area of game theory. The optimal solution for an individual cell
(HOP selection) proved to lead to a suboptimal global handover performance. Hence,
the consideration of the interdependencies between the individual cell handover config-
urations is crucial to identify the global optimum performance. In cooperation with the
HP-Pred-Opt developed in this dissertation that delivers the performance prediction for
the individual HOPs the handover performance could further be improved by global
optimisation with a game theory approach.
Conclusion
To sum up the key for successful handover optimisation lies in a fast and reliable per-
formance evaluation of the HOPs in the optimisation space. The suggested HP-Pred-Opt
that uses performance predictions to allow actions with a high probability of better per-
formance proved to outperform any other optimisation solution addressed to the problem
of handover optimisation so far. Nevertheless, the HP-Pred-Opt does not guarantee a
global performance optimum since it is only designed to avoid performance degradation
in neighbouring cells but does not search for the global optimum handover configuration.
Thus a combination of a predictive optimisation algorithm with game theory techniques
seems a promising research field for the future.
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Appendix B
The Handover Performance Indicator
Handover Failure
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(a) Cell 31
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(b) Cell 34
2
4
6
8
10
0
0.1
0.2
0.5
1
2.5
5.1
0
10
20
Hysteresis [dB]Time−to−Trigger [s]
H
an
do
ve
r F
ai
lu
re
 R
at
io
 [%
]
(c) Cell 36
2
4
6
8
10
0
0.1
0.2
0.5
1
2.5
5.1
0
10
20
Hysteresis [dB]Time−to−Trigger [s]
H
an
do
ve
r F
ai
lu
re
 R
at
io
 [%
]
(d) Cell 90
Figure B.1: Comparison of handover failure ratios in the HOP-plane for different cells
(Simulation Time: 1000 s)
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(a) HYS 1 dB, TTT 0.1 s
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(b) HYS 3 dB, TTT 0.1 s
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(c) HYS 1 dB, TTT 0.3 s
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(d) HYS 3 dB, TTT 0.3 s
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(e) HYS 3 dB, TTT 1.0 s
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(f) HYS 6 dB, TTT 1.0 s
Figure B.2: The handover failure performance of cell 31 for different HOPs and obser-
vation window sizes
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Appendix C Impact of the Target Function Weighting Factors
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(a) wpp = 5, wfail = wrlf = 1
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(b) wpp = 1, wfail = wrlf = 1
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(c) wpp = 1, wfail = wrlf = 5
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(d) wpp = 1, wfail = wrlf = 10
Figure C.1: Impact of the HPIsum weighting factors on the evaluation of the HOP per-
formance of cell 31 (simulation time: 1000 s)
Parameter Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7
wpp 10 5 3 1 1 1 1
wfail 1 1 1 1 3 5 10
wrlf 1 1 1 1 3 5 10
HYS 3 dB 3 dB 2 dB 2 dB 2 dB 2 dB 1 dB
TTT 1.2 s 1.2 s 1.2 s 1.2 s 1.2 s 1.2 s 1 s
HPIpp 0 % 0 % 3.98 % 3.98 % 3.98 % 3.98 % 16.28 %
HPIfail 1.62 % 1.62 % 0 % 0 % 0 % 0 % 0 %
HPIrlf 14.89 % 14.89 % 3.17 % 3.17 % 3.17 % 3.17 % 1.76 %
HPIsum 16.51 16.51 15.11 7.15 13.48 19.81 33.84
Table C.1: Performance of the best HOP in cell 31 subject to different weighting para-
meter settings
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(a) wpp = 5, wfail = wrlf = 1
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(b) wpp = 1, wfail = wrlf = 1
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(c) wpp = 1, wfail = wrlf = 5
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(d) wpp = 1, wfail = wrlf = 10
Figure C.2: Impact of the HPIsum weighting factors on the evaluation of the HOP per-
formance of cell 36 (simulation time: 1000 s)
Parameter Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7
wpp 10 5 3 1 1 1 1
wfail 1 1 1 1 3 5 10
wrlf 1 1 1 1 3 5 10
HYS 5 dB 5 dB 5 dB 4 dB 4 dB 4 dB 4 dB
TTT 0.1 s 0.1 s 0.1 s 0.1 s 0.1 s 0.1 s 0.1 s
HPIpp 0 % 0 % 0 % 2.16 % 2.16 % 2.16 % 2.16 %
HPIfail 0 % 0 % 0 % 0 % 0 % 0 % 0 %
HPIrlf 6.13 % 6.13 % 6.13 % 0 % 0 % 0 % 0 %
HPIsum 6.13 6.13 6.13 2.16 2.16 2.16 2.16
Table C.2: Performance of the best HOP in cell 36 subject to different weighting para-
meter settings
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(a) wpp = 5, wfail = wrlf = 1
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(b) wpp = 1, wfail = wrlf = 1
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(c) wpp = 1, wfail = wrlf = 5
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(d) wpp = 1, wfail = wrlf = 10
Figure C.3: Impact of the HPIsum weighting factors on the evaluation of the HOP per-
formance of cell 90 (simulation time: 1000 s)
Parameter Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7
wpp 10 5 3 1 1 1 1
wfail 1 1 1 1 3 5 10
wrlf 1 1 1 1 3 5 10
HYS 4 dB 4 dB 1 dB 1 dB 1 dB 2 dB 0 dB
TTT 1 s 1 s 1 s 1 s 1 s 1 s 1.2 s
HPIpp 0 % 0 % 4.83 % 4.83 % 4.83 % 9.44 % 29.22 %
HPIfail 2.73 % 2.73 % 2.41 % 2.41 % 2.41 % 0 % 0 %
HPIrlf 24.40 % 24.40 % 2.49 % 2.49 % 2.49 % 3.49 % 0 %
HPIsum 27.13 27.13 19.39 9.73 19.53 26.89 29.22
Table C.3: Performance of the best HOP in cell 90 subject to different weighting para-
meter settings
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Appendix D
Performance of the HPIs and HOP
Selection for Changing Cell Load
Cell Load
10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Optimised 0.05 0.26 0.49 1.03 0.98 1.25 2.09 2.75 3.26 3.43
Optimised
(Load 70%) 6.11 6.09 5.85 5.15 3.92 2.87 2.09 1.85 1.66 1.37
Performance
Degradation 6.06 5.83 5.36 4.12 2.94 1.62 0 -0.90 -1.60 -2.06
Optimised 0.05 0.26 0.49 1.03 0.98 1.25 2.09 2.75 3.26 3.43
Optimised
(Load 100%) 10.24 10.38 9.77 9.14 7.82 6.70 5.92 4.70 4.04 3.43
Performance
Degradation 10.19 10.12 9.28 8.11 6.84 5.45 3.83 1.95 0.78 0
Table D.1: Mean ping-pong handover ratio (HPIpp) as a function of the cell load. Op-
timised performance to the current cell load, optimised for a fixed cell load
and the performance degradation.
201
Appendix D Performance of the HPIs and HOP Selection for Changing Cell Load
Cell Load
10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Optimised 0.17 0.40 1.23 1.59 3.54 4.42 4.15 5.87 6.79 8.67
Optimised
(Load 70%) 0.31 0.98 1.46 1.79 2.58 3.18 4.15 6.80 10.74 15.97
Performance
Degradation 0.14 0.58 0.23 0.20 -0.96 -1.24 0 0.93 3.95 7.30
Optimised 0.17 0.40 1.23 1.59 3.54 4.42 4.15 5.87 6.79 8.67
Optimised
(Load 100%) 0.64 1.11 1.84 2.30 3.14 3.78 4.80 5.95 7.09 8.67
Performance
Degradation 0.47 0.71 0.61 0.71 -0.40 -0.64 0.65 0.08 0.30 0
Table D.2: Mean radio link failure ratio (HPIrlf ) as a function of the cell load. Optim-
ised performance to the current cell load, optimised for a fixed cell load and
the performance degradation.
Cell Load
10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Optimised 0 0.10 0.49 0.57 1.08 1.68 1.10 2.45 2.68 2.87
Optimised
(Load 70%) 0.35 0.50 1.87 1.03 3.46 4.66 1.10 7.30 8.93 8.78
Performance
Degradation 0.35 0.40 1.38 0.46 2.38 2.98 0 4.85 6.25 5.91
Optimised 0 0.10 0.49 0.57 1.08 1.68 1.10 2.45 2.68 2.87
Optimised
(Load 100%) 0.22 0.26 1.06 1.15 2.89 3.82 1.48 4.48 3.80 2.87
Performance
Degradation 0.22 0.16 0.57 0.58 1.81 2.14 0.38 2.03 1.12 0
Table D.3: Mean handover failure ratio (HPIrlf ) as a function of the cell load. Optimised
performance to the current cell load, optimised for a fixed cell load and the
performance degradation.
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