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Abstract
Let x be an m-sequence, a maximal length sequence produced by a
linear feedback shift register. We show that the nondeterministic auto-
matic complexity AN(x) is close to maximal: n/2 − AN(x) = O(log
2 n),
whereas Hyde has shown AN (y) ≤ n/2 + 1 for all sequences y.
1 Introduction
Linear feedback shift registers, invented by Golomb [2], may be “the most-used
mathematical algorithm idea in history”, used at least 1027 times in cell phones
and other devices [6]. They are particularly known as a simple way of producing
pseudorandom output sequences called m-sequences. However, thanks to the
Berlekamp–Massey algorithm [4], one can easily find the shortest LFSR that
can produce a given sequence x. The length of this LFSR, the linear complexity
of x, should then be large for a truly pseudorandom sequence, but is small for
m-sequences. In this article we show that using a different complexity measure,
automatic complexity, the pseudorandomness of m-sequences can be measured
and, indeed, verified.
While our computer results in Section 3 concern the linear case specifically,
our theoretical results in Section 2 concern the following natural abstraction of
the usual notion of feedback shift register [1].
Definition 1. Let [q] = {0, . . . , q − 1}. A q-ary k-stage combinatorial shift
register (CSR) is a mapping Λ : [q]k → [q]k such that there exists F : [q]k → [q]
such that for all xi,
Λ(x0, . . . , xk−1) = (x1, x2, . . . , xk−1, F (x0, x1, . . . , xk−1)).
The function F is called the feedback function of Λ.
Definition 2. An infinite sequence x = x0x1 . . . is eventually periodic if there
exist integers M and N > 0 such that for all n > M , xn = xn−N . The least N
for which there exists such an M is the eventual period of x.
Definition 3. For any k-stage CSR Λ and any word x of length ≥ k, the period
of Λ upon processing x is the eventual period of the sequence Λt(x0, . . . , xk−1),
0 ≤ t <∞.
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Lemma 4. Let k and q be positive integers. Let Λ be a q-ary k-stage CSR.
Let x = x0x1 . . . be an infinite sequence produced by Λ. Then x is eventually
periodic, and the period of Λ upon processing x exists and is finite.
Proof. The infinite sequence Λt(x0, . . . , xk−1) for 0 ≤ t <∞ takes values in the
finite set [q]k. Thus, by the pigeonhole principle, there exist M and N > 0 with
ΛM (x0, . . . , xk−1) = Λ
M−N (x0, . . . , xk−1).
Let n > M . Then
(xn, . . . , xn+k−1) = Λ
n(x0, . . . , xk−1) = Λ
n−MΛM (x0, . . . , xk−1)
= Λn−MΛM−N (x0, . . . , xk−1) = Λ
n−N (x0, . . . , xk−1) = (xn−N , . . . , xn−N+k−1),
hence xn = xn−N .
We can now define LFSRs andm-sequences. As our computer results concern
binary sequences, we take q = 2. However, a higher level of generality would
also be possible.
Definition 5. Suppose a k-stage CSR Λ produces the infinite output x =
x0x1 . . . and its feedback function is a linear transformation of [q] when viewed
as the finite field Fq, where q = 2. Then Λ is a linear feedback shift register
(LFSR). Suppose the period P of Λ upon processing x is 2k−1. Then x0 . . . xP−1
is called an m-sequence (or maximal length sequence, or PN (pseudo-noise) se-
quence).
If m-sequences are pseudo-random in some sense then they should have
high, or at least not unusually low, complexity according to some measure.
In 2015, Jason Castiglione (personal communication) suggested that automatic
complexity might be that measure.
Definition 6 ([3, 5]). Let L(M) be the language recognized by the automaton
M . Let x be a finite sequence.
• The (deterministic) automatic complexity of x is the least number A(x)
of states of a deterministic finite automaton M such that
L(M) ∩ {0, 1}n = {x}.
• The nondeterministic automatic complexity AN (x) is the minimum num-
ber of states of a nondeterministic finite automaton (NFA) M accepting
x such that there is only one accepting path in M of length |x|.
• The non-total deterministic automatic complexity A−(x) is defined like
A(x) but without requiring totality of the transition function.
As totality can always be achieved by adding at most one extra “dead” state,
we have
AN (x) ≤ A
−(x) ≤ A(x) ≤ A−(x) + 1.
q1start q2 q3 q4 . . . qm qm+1
x1 x2 x3 x4 xm−1 xm
xm+1
xm+2xm+3xn−3xn−2xn−1xn
Figure 1: A nondeterministic finite automaton that only accepts one sequence
x = x1x2x3x4 · · ·xn of length n = 2m+ 1.
Theorem 7 (Hyde [3]). The nondeterministic automatic complexity AN (x) of
a sequence x of length n satisfies
AN (x) ≤ ⌊n/2⌋+ 1.
Figure 1 gives a hint to the proof of Theorem 7 in the case where n is odd.
Theorem 7 is sharp [3], and experimentally we find that about 50% of all binary
sequences attain the bound. Thus, to “fool” finite automata this bound should
be attained or almost attained.
2 Main result for FSRs
We first introduce some automaton-theoretic notions that may not have stan-
dardized names in the literature.
Definition 8.
• A state sequence is a sequence of states visited upon processing of an input
sequence by a finite automaton.
• An abstract NFA is an NFA without edge labels.
• The abstract NFA M induced by a state sequence s = s0 . . . sn is defined
as follows. The states of M are the states appearing in s. The transitions
of M are si → si+1 for each 0 ≤ i < n.
• A state sequence s = s0 . . . sn is path-unique if the abstract NFA induced
by s has only one path of length |s| from s0 to sn, namely s.
We use the interval notation s[i,j] = sisi+1 . . . sj−1sj and we concatenate as
follows: s[i,j]
⌢s[j,k] = s[i,j]s[j,k] = s[i,k].
Lemma 9. Let s = s0 . . . sn be a path-unique state sequence. Suppose that
i ≤ j ≤ k are positive integers such that si = sj = sk, and st 6= si for all
t ∈ [i, k] \ {i, j, k}. Then s[i,j] = s[j,k].
Proof. By uniqueness of path, s[i,k] = s[i,j]s[j,k] = s[j,k]s[i,j], so one of s[i,j]
and s[j,k] is a prefix of the other. But considering the position of the second
occurrence of si in s[i,k], we can conclude s[i,j] = s[j,k].
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Definition 10. Let s = s0 . . . sn be a path-unique state sequence and let 0 ≤
i ≤ n. The period of si in s is defined to be min{k− j : sk = sj = si, j < k}, if
si occurs at least twice in s, and to be ∞, otherwise.
An illustration of periods is given in Figure 2.
Lemma 11. Let s = s0 . . . sn be a path-unique state sequence. If i ≤ j and
t > 0 are integers such that si = si+t and sj = sj+t, then sj ∈ {si, . . . , si+t}.
Proof. Let M be the abstract NFA induced by s. We proceed by induction on
the k = kj such that j−t ∈ [i+(k−1)t, i+kt], which exists since t > 0. If k ≤ 0
then j ≤ i+ t and we are done. So suppose sj′ ∈ {si, . . . , si+t} for each j
′ with
kj′ < kj . Both of the following state sequences of length n+1 are accepting for
M :
sˆ = s[0,i]
⌢ s[i+t,j]
⌢s[j,j+t]
⌢s[j,n],
s = s[0,i]
⌢s[i,i+t]
⌢s[i+t,j]
⌢ s[j,n].
Since s is path-unique, s = sˆ, and so sj = sˆj = si+(j−(i+t)) = sj−t. Since
kj−t = kj−1 < kj , by induction sj−t ∈ {si, . . . , si+t}, giving sj ∈ {si, . . . , si+t},
as desired.
Lemma 12. For each path-unique state sequence s, each number t is the period
of at most t states in s.
Proof. We may of course assume t < ∞. Fix i and suppose t is the period of
si. Let us count how many states sj there can be such that t is the period of
sj . Since t <∞, si appears at least twice in s. Thus, either
• i+ t ≤ n and si = si+t, or
• 0 ≤ i − t and si = si−t.
By Lemma 11, either
• sj is among the states in s[i,i+t] and si = si+t, or
• sj is among the states in s[i−t,i] and si = si−t,
respectively. Either way, there are only at most t choices of such sj .
Lemma 13. Let Q be a positive integer. Let f : {1, . . . , Q} → N be a function
such that 1 ≤ f(1) and f(i) < f(i+ 1) for each i. Then i ≤ f(i) for each i.
Proof.
f(i)− f(1) =
i−1∑
j=1
f(j + 1)− f(j) ≥
i−1∑
j=1
1 = i− 1,
so f(i) + 1 ≥ i+ f(1) ≥ i+ 1.
4
Lemma 14. Let f : N → N and n ≥ 0. Suppose that all uth powers αu within
a sequence x of length n satisfy u ≤ f(|α|), where f is non-increasing. Let s be
a path-unique state sequence. Let q1, . . . , qQ be a list of states of s ordered by
increasing period. Let ai be the number of occurrences of qi in s. Let Ms be the
abstract NFA induced by s.
Suppose moreover that x and s are related as follows: x is the input read
along the unique accepting path of length |x| of some NFA M which is obtained
from Ms by assigning one label to each edge.
Let
(b1, b2, . . . ) = (f(1) + 1, f(2) + 1, f(2) + 1, . . . , f(i) + 1, . . . , f(i) + 1︸ ︷︷ ︸
i times
, . . . ).
Then ai ≤ bi for each i.
Proof. For each 1 ≤ i ≤ Q, let ℓi be the period of qi. (For instance, we could
have (ℓ1, ℓ2, . . . ) = (3, 4, 4, 4, 4, 5, 6).) If qi occurs u + 1 times then by Lemma
9 it occurs during the processing of a uth power αu where |α| = ℓi. Thus q
occurs at most f(ℓi) + 1 times, i.e., ai ≤ f(ℓi) + 1. By Lemma 12, the se-
quence (ℓ1, ℓ2, ℓ3, . . . ) is a subsequence of the sequence (1, 2, 2, 3, 3, 3, . . . ) hence
by Lemma 13, dominates it pointwise. And so ai ≤ f(ℓi) + 1 ≤ bi.
In particular, Lemma 14 tells us that if x is square-free then each state can
occur at most twice, which was observed by Shallit and Wang [5].
Lemma 15. Let s = s0 . . . sn be a state sequence. Let q1, . . . , qQ be the distinct
states appearing in s, in any order. Let ai ≥ 1 be the number of times qi occurs.
Let T = n+ 1 = |s| =
∑Q
i=1 ai. If ai ≤ g(i) for all 1 ≤ i ≤ Q, and g(i) = 2 for
all Q0 < i <∞, with T0 :=
∑Q0
i=1 g(i) ≤ T, then
Q ≥ Q0 +
⌈
T − T0
2
⌉
.
Proof. Let w be such that T −T0 ∈ {2w+1, 2w+2}, i.e., w = ⌈(T − T0)/2⌉−1.
Then we want to show Q ≥ Q0 + w + 1. If Q < Q0 + w + 1 then Q ≤ Q0 + w
and then
T =
Q∑
i=1
ai ≤
Q0∑
i=1
g(i) +
Q0+w∑
i=Q0+1
2 = T0 + 2w,
so 2w + 1 ≤ T − T0 ≤ 2w, a contradiction.
Lemma 16. Let k be a positive integer. Let Λ be a k-stage CSR. Let x =
x0x1 . . . be an infinite sequence produced by Λ. Let P be the period of Λ upon
processing x. Suppose a sequence α of length s < P is repeated u times consec-
utively within x, i.e., αu is a contiguous subsequence of x.
Then u < k/s+ 1, i.e., u ≤
⌈
k
s
⌉
, i.e., u ≤ f(|α|) where f(a) = ⌈k/a⌉.
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Proof. Suppose to the contrary that x contains a block
xj . . . xj+au−1 = z1 . . . zau = y1 . . . yay1 . . . ya . . .
with u many blocks of length a, where (u− 1)a ≥ k, i.e., a+ k ≤ au. Let q ≥ 0
and r ≥ 0 be such that k = qa+ r. We have
Λj(x0, . . . , xk−1) = (xj . . . xj+k−1) = (z1, . . . , zk) =
q times︷ ︸︸ ︷
(y1 . . . ya) . . . (y1 . . . ya) y1 . . . yr
= (za+1, . . . , za+k) = (xj+a . . . xj+a+k−1) = Λ
j+a(x0, . . . , xk−1).
So x is eventually periodic with period N ≤ a < P , a contradiction.
Theorem 17. Suppose x is a sequence of a length n, and that x is produced by
a k-stage CSR Λ. Let P be the period of Λ upon processing x. Assume P > k
and n+ 1 ≥ 2k(k − 1). Then AN (x) ≥
n+1
2 −
k(k−1)
2 .
Proof. Let Q = AN (x). Thus Q is the number of states of an NFA M with only
one accepting path s of length n, accepting x along that path. Let q1, . . . , qQ
be the states of M ordered by increasing period within s. Let ai be the number
of occurrences of qi.
By Lemma 16, if x contains αu where 1 ≤ |α| ≤ k < P , then u ≤ f(|α|)
where f(a) = ⌈k/a⌉, a non-increasing function. By Lemma 14, each ai ≤ bi,
where
(b1, b2, . . . ) = (f(1) + 1, f(2) + 1, f(2) + 1, . . . , f(i) + 1, . . . , f(i) + 1︸ ︷︷ ︸
i times
, . . . ).
Let T = n + 1 = |s| =
∑Q
i=1 ai Let g(i) = max{bi, 2}. Let Q0 be the least
integer such that bi ≤ 2 for all i > Q0. Then since f(k) + 1 =
⌈
k
k
⌉
+ 1 = 2 and
since we are assuming 2k(k − 1) ≤ n+ 1,
T0 :=
Q0∑
i=1
g(i) =
Q0∑
i=1
bi ≤
k−1∑
i=1
i
(⌈
k
i
⌉
+ 1
)
≤
k−1∑
i=1
i
(
k
i
+ 2
)
= k(k − 1) + k(k − 1) = 2k(k − 1) ≤ n+ 1 = T,
and g(i) = 2 for all i > Q0. Hence by Lemma 15, Q ≥ Q0 + Q1, where
Q1 =
⌈
T−T0
2
⌉
. Note that Q1 is the minimum number of twos whose sum is at
least T −T0. (For instance, if T −T0 = 2w+1, say, then Q1 = w+1 =
⌈
T−T0
2
⌉
.)
Thus
Q0 many terms︷ ︸︸ ︷(⌈
k
1
⌉
+ 1
)
+ 2
(⌈
k
2
⌉
+ 1
)
+ · · ·+ (k − 1)
(⌈
k
k − 1
⌉
+ 1
)
+
Q1 many terms︷ ︸︸ ︷
2 + 2 + . . . ≥ n+1.
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Clearly Q0 =
∑k−1
i=1 i = k(k− 1)/2. Now T0+(T −T0) = n+1, T0 ≤ 2k(k− 1),
and 2Q1 ≥ T − T0, so
2k(k − 1) + 2Q1 ≥ n+ 1, Q1 ≥
n+ 1
2
− k(k − 1),
and
Q ≥ Q0 +Q1 ≥
k(k − 1)
2
+
n+ 1
2
− k(k − 1) =
n+ 1
2
−
k(k − 1)
2
.
Example 18. By Theorem 17 the sequence y = 0123456 produced by the 1-stage
LFSR with xj+1 = xj + 1 (mod 7) satisfies AN (y) ≥
7+1
2 −
1(1−1)
2 = 4. This is
sharp by Theorem 7.
Theorem 19. Let x be an m-sequence and let n = |x|. Then n/2 − AN (x) =
O(log2(n)).
Proof. By Theorem 17 with k chosen such that n = 2k − 1,
AN (x) ≥
n+ 1
2
−
log2(n+ 1)(log2(n+ 1)− 1)
2
.
3 Computer results
3.1 Linear FSRs
Theorem 20. Let x ∈ {0, 1}n be an m-sequence, where n = 2k − 1, k ≤ 5.
Then AN (x) = ⌊n/2⌋+ 1.
Theorem 20 was verified in 36 hours using a Python script.
Theorem 21. There exists a sequence x with A−(x) − AN (x) ≥ 2. In fact,
there is an m-sequence x with A−(x) −AN (x) = 2.
Proof. Let x = 0001010110100001100100111110111. A computer run showed
that A−(x) ≥ 18. The production of this sequence by an LFSR with 5 bits is
shown in detail in Figure 3. Figure 2 can be used to verify that A−(x) ≤ 18.
According to Theorem 20, AN (x) = 16.
We also found another m-sequence y for k = 5 with A−(y) = 17. Thus not
every m-sequence has maximal A−-complexity:
Theorem 22. There is an m-sequence x and a sequence y with |x| = |y| such
that A−(x) < A−(y).
Conjecture 23. There is an m-sequence x and a sequence y with |x| = |y| such
that AN (x) < AN (y).
Using our current algorithm and implementation, the calculation of AN (x)
for m-sequences x of length 26 − 1 is unfortunately out of reach.
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0start 1 2
3
4
5
6
7
8
9
A
B
C
D
E
F
G
H
0 0
0
1
0
1
0
1
1
0
1
0
0
0
0
1
1
0
1
0
1
1
1
1
0
1
1
(a)
Time State Period of state
0 0 ∞
1 1 ∞
2 2 29
3 3 ∞
4 4 26
5 5 23
6 6 23
7 7 20
8 8 ∞
9 9 17
10 A 14
11 B 14
12 C 11
13 D 8
14 E 8
15 F 5
16 G ∞
17 H 1
18 H
19 H
20 F
21 D
22 E
23 C
24 A
25 B
26 9
27 7
28 5
29 6
30 4
31 2
(b)
Figure 2: An optimal deterministic automaton, witness to
A−(0001010110100001100100111110111) = 18, and its times, states, and
periods. There is only 1 state with period 1, and in general at most ℓ states
with period ℓ.
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

1 1 1 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0




0
1
0
0
0

 =


1
0
1
0
0


(a) One LFSR step as a matrix multiplica-
tion.
⊕ ⊕ ⊕ ⊕
0 1 0 0 0
1 0 1 0 0
0 1 0 1 0
1 0 1 0 1
1 1 0 1 0
0 1 1 0 1
1 0 1 1 0
0 1 0 1 1
0 0 1 0 1
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0
1 1 0 0 0
0 1 1 0 0
0 0 1 1 0
1 0 0 1 1
0 1 0 0 1
0 0 1 0 0
1 0 0 1 0
1 1 0 0 1
1 1 1 0 0
1 1 1 1 0
1 1 1 1 1
0 1 1 1 1
1 0 1 1 1
1 1 0 1 1
1 1 1 0 1
0 1 1 1 0
0 0 1 1 1
0 0 0 1 1
1 0 0 0 1
0 1 0 0 0
(b) Producing an m-sequence.
Figure 3: The operation of a linear feedback shift register producing the se-
quence from Theorem 21.
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3.2 Nonlinears FSRs
For k = 3 there are two possible feedback functions that give an injective func-
tion with a single cycle,
F (p, q, r) = p+ pq + r + 1 and F (p, q, r) = q + pq + r + 1 mod 2.
One of them gives the output 00011101, which has AN (00011101) = 4 and so is
not maximally AN -complex.
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