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Thabet [2005] applied cluster analysis to the Qur'an in the hope of generating 
a classification of the ر!""# (suras) that is useful for understanding of its 
thematic structure. The result was positive, but variation in ةر!# (sura) length 
was a problem because clustering of the shorter ر!""# was found to be 
unreliable. The present discussion addresses this problem in four parts. The 
first part summarizes Thabet's work. The second argues that unreliable 
clustering of the shorter ر!""#  is a consequence of poor estimation of lexical 
population probabilities in those ر!""#. The third proposes a solution to the 
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problem based on calculation of a minimum ةر"# length threshold using 
concepts from statistical sampling theory followed by selection of ر"$$$# and 
lexical variables based on that threshold. The fourth applies the proposed 
solution to a reanalysis of the Qur'an.
Categories and subject descriptors: I 2.7 [Artificial Intelligence] -- Natural 
language processing -- Text analysis 
General terms: Design, reliability 
Additional Key Words and Phrases: Arabic natural language processing, 
Qur'an, cluster analysis, document length normalization, sampling, lexical 
probability estimation 
1. INTRODUCTION 
The advent of large collections of electronic text in academic, commercial, 
and governmental spheres has made cluster analysis an indispensable tool 
for the exploration of data abstracted from such collections and for generation 
of hypotheses about them. Thabet [2005] applied hierarchical cluster analysis 
to lexical frequency data abstracted from the Qur'an to see if this would yield a 
classification of the ر"$$# (suras) which could be useful in understanding its 
thematic structure. The results were interesting, but were compromised by a 
problem caused by the large variation in the length of the ر"$$$#, which range 
from fewer than ten words to several thousand. The present aim is to resolve 
that problem. 
The discussion is in four main parts: the first part summarizes Thabet's 
methodology and results, the second explains why ةر"# (sura) length variation 
was a problem for Thabet's analysis, the third proposes a solution to the 
problem, and the fourth applies the proposed solution to a reanalysis of the 
Qur'an. 
Throughout the discussion, Arabic terms in Arabic orthography are followed 
by the Western transliteration in brackets to make the discussion accessible 
to non-Arabic speakers. The sole exceptions are the singular and plural forms 
of 'sura' (sg. ةر"#, pl. ر"$$#), which are frequently enough used for this to be 
unnecessary.
2. OVERVIEW OF EXISTING RESULTS 
To the naive reader, there is no obvious systematicity in the standard 
arrangement of the 114 ر"$$# of the Qur'an [Robinson 1996]. They are not, for 
example, sequenced in a way that reflects the order of revelation or the 
chronology of the Prophet's life, nor is there any clear thematic arrangement.  
In fact it has long been recognized that, apart from the first %&'()*ا ةر"# (sura al-
Fatiha), which is invocatory and very short, they are ordered roughly by 
length; Figure 1 shows this by plotting their order of occurrence in the Qur'an 
on the horizontal axis against their size in Kb on the vertical one.  
Figure 1: Relative lengths of the ر!""# in the standard arrangement 
Various explanations for this length-based sequencing have been proposed, 
but the reason for the arrangement is not the focus of the present discussion. 
The focus is, rather, a particular consequence of the length-sequencing: that 
the revelation on any particular topic may be and in many cases demonstrably 
is spread across two or more non-contiguous ر!""#, and that full understanding 
of the Qur'an's teaching on that topic requires the reader to assemble the 
relevant passages from disparate parts of the text.  
Thabet's aim was to see whether computational analytical methods applied to 
the electronic text of the Qur'an could be useful in such arrangement by 
classifying the ر!""# thematically. The basis for her investigation was provided 
by a foundational principle in Information Retrieval (IR): that lexical types in 
documents represent concepts [Manning et al. 2008; Robertson 2004], and 
that documents in a collection can consequently be classified by their 
conceptual content using the pattern of lexical type occurrence across the 
collection --documents in which words like 'field', 'crops' and 'yield' occur with 
more than chance probability constitute a class because their lexical 
semantics indicate that they are about the same kind of thing, and this class is 
distinct from another containing, say, 'computer', 'keyboard', and 'mouse'. The 
Qur'an was regarded as a collection in this IR sense consisting of 114 
documents, the ر!""#. An electronic text of the Qur'an transliterated into 
western alphabetic script and available online from http://www.quran.org.uk/ 
was preprocessed in the standard way by removing all function words and 
stemming the remainder to coalesce morphological variants; for a full 
discussion of the stemming procedure see [Thabet 2004]. A list of all lexical 
types that occurred in this preprocessed text was then compiled, and, for each 
type, the frequency of token occurrence across the 114 ر!""#  was determined. 
This data was stored in a matrix Q in which each row represented a different 
ةر!#, each column represented a different lexical type, and the value at Qij
represented the number of times lexical type j occurs in ةر!# i, so that each 
row vector constituted the lexical frequency profile of the associated ةر!#. Q 
was then transformed in two ways prior to cluster analysis: 
• Matrix columns with a lexical token frequency of 1 were removed on 
the grounds that these cannot contribute to determination of 
relationship among ر!""#, leaving 3672 columns in Q. 
• The row vectors of Q were normalized to compensate for the variation 
in length among the ر!""# so that their lexical frequency profiles could be 
meaningfully compared and clustered. This normalization was relative 
to mean ةر!# length using the function 
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where  freq'(Fij) is the length-adjusted frequency of variable j in ةر"# i, 
freq(Fij) is the original frequency, µ  is the mean number of words per 
ةر"# across all 114 ر"$$#, and l is the number of words in ةر"# i.  
Thabet observed that this and indeed any document length normalization 
procedure [Singhal et al. 1996] becomes increasingly unreliable as ةر"# length 
decreases because there is a commensurate decrease in the probability that 
any given lexical type will occur, and so the shorter the ةر"# the sparser its 
corresponding frequency profile. Recognizing the potential effect of this on the 
reliability of a cluster analysis that included all the ر"$$#, she selected the 24 
longest ones for analysis, noting that the selection was ad hoc and that 'any 
legitimate analysis of the Qur'an using this methodology will have to face the 
problem of which ر"$$#, if any, to exclude on length grounds in a principled 
way'. Cluster analysis of the 24 selected ر"$$# partitioned them into two main 
groups corresponding to those which established Qur'anic scholarship 
assigns to revelation in Mecca and those revealed in Medina; Thabet went on 
to interpret this clustering thematically. 
The remainder of this discussion addresses Thabet's ةر"# length variation 
problem. 
3. THE PROBLEM OF VARIATION IN  ةر"# LENGTH 
The first step was to cluster all 114 row vectors using a range of clustering 
algorithms: single link, complete link, average link, and Ward's Method [Everitt 
et al. 2001; Manning et al. 2008]; the Ward's Method tree is given in Figure 2 
as an example and for reference in the discussion that follows. 

Figure 2: Hierarchical cluster analysis of Q using squared Euclidean distance 
and Ward's Method 
The main clusters in Figure 2 are denoted A-C, and the labels at the leaves of 
the tree are ةر"# names together with an indication of where, according to 
traditional scholarship [Robinson 1996], the ةر"# was revealed; ر"$$# whose 
place of revelation are disputed are marked with an asterisk.  
• Cluster C contains mainly ر"$$# assigned to revelation in Medina 
between the ةرجه (hijra) in 622 CE and the Prophet's death in 632 CE. 
• Clusters A and B contain mainly ر!""# that were revealed in Mecca 
between 610 CE and 622 CE. 
• There is overlap in the Mecca / Medina classification in that A and B 
contain Medinan !""#ر and C contains Meccan ones. 
Comparison of the Ward's Method tree with those generated by the other 
clustering methods showed that there was a broad consensus among them 
on the cluster structure of Q, but also that there was considerable variation in 
that structure: a core of just over half the ر!""# were consistently assigned to 
disjoint Meccan and Medinan clusters, but the remainder were volatile in that 
they were sometimes assigned to the Meccan cluster and sometimes to the 
Medinan without any obvious pattern.  
The argument made here is based on Thabet's observation that this clustering 
volatility is a consequence of the relative shortness of many of the ر!"""#. Given 
a population E of n events, the empirical interpretation of probability says that 
the probability p(ei) of ei ε E (for i = 1..n) is the ratio frequency(ei) / n [Devore 
2008; Walpole et al. 2007]. A sample of E can be used to estimate p(ei), and 
the Law of Large Numbers says that, as sample size increases, so does the 
likelihood that the sample estimate of an event's population probability is 
accurate; a small sample might give an accurate estimate but is less likely to 
do so than a larger one, and for this reason larger samples are preferred. 
Applying these observations to the present case, each of the ر!"""# is taken to 
be a sample of Arabic contemporary with the Prophet. The longer the ةر!# the 
more likely it is that its estimate of the population probabilities of lexical types 
in the Qur'an will be accurate, and, conversely, the shorter the ةر!# the less 
likely this will be. The Qur'an contains some very short ر!""#, and most of the 
volatile ones are very short: a reasonable hypothesis is that these ر!"""# give 
very inaccurate lexical population probability estimates, and that this 
inaccuracy underlies their volatility. 
Support for this hypothesis comes from observing the behaviour of the 
probability estimates of the lexical types in Q as ةر!# length increases. To do 
this, Q was transformed in the following sequence: 
1. The rows were sorted in ascending document length so that the shortest 
%&!'(ا ةر!# (sura al-kawthar) was at row 1 and the longest ة%+,(ا ةر!# (sura al-
baqarah) at row 114. 
2. The matrix was length-normalized using Thabet's function (1). 
3. The column vectors of Q were sorted by descending frequency so that the 
highest frequency lexical type was at column 1, and the lowest-frequency 
lexical type at column 3672. 
4. The lexical frequency values in Q were transformed into probabilities by 
dividing the individual frequencies in each row Qi by the sum of frequencies 
in that row. 
By scatter plotting any selected column vector of transformed Q, it is possible 
to observe how probabilities behave with increasing ةر"# length. Figure 3 
shows, for example, the ر"$$# from 1-114 on the horizontal axis and probability 
on the vertical axis for م"$$$& (yawm), the sixth most frequent lexical type.  
Figure 3: Probabilities of م"$$$& (yawm) across ر"$$# 1-114 
As  ةر"# length increases the probability estimates for م"$$$& converge to the 
population value, as the Law of Large Numbers leads one to expect; the 
fluctuations on the left are caused by frequency values that are too large or 
too small relative to the length of the text sample to estimate the population 
probability accurately.  
Such unreliable estimates are, moreover, exacerbated by length 
normalization. The result of normalization is merely a conjecture about what 
the frequencies of the lexical type variables would have been if all the 
document samples had been of equal length. As we have just seen, however, 
these conjectures are not necessarily accurate, particularly for the shortest 
documents, and the normalization procedure can and does generate some 
extreme values. On the one hand, many of the frequencies in the shortest 
documents are zero simply because they are too short for all but the highest-
probability lexical types to have a reasonable chance of occurring even once. 
These zero-values remain unchanged with normalization because zero times 
anything remains resolutely zero; if the documents in question had been 
longer, the lower-probability letter pairs would have begun to appear at least 
once, and these non-zero frequencies would then have been amenable to 
normalization. On the other hand, the pattern of occurrence of words that do 
occur in short documents does not necessarily reflect their population 
probabilities very well. If a short text in some arbitrary collection happens to 
mention a very rare word --zebra in an English-language collection, say-- 
even once, normalization will elevate its frequency and thereby its conjectured 
probability out of all proportion to its actual population probability in English. 
The short ر!""# are a problem, therefore, because the normalized frequency 
values in the corresponding rows of Q can be unreliable estimators of 
population probabilities, which in turn affects their classification in cluster 
analysis. 
4. PROPOSED SOLUTION 
The obvious solution is to determine which ر!""# are too short to provide 
reasonably reliable estimates of population probabilities, and to eliminate the 
corresponding rows from the data matrix. But how short is too short? One 
possibility is implicit in Figure 3: because the ر!""# that are too short have large 
vertical fluctuations, the point on the horizontal axis where the fluctuations 
settle down is the required length threshold; one would, of course, want to 
look at scatter plots for other lexical types in the Qur'an, but the principle 
would remain the same. Though graphical representations of data 
characteristics are useful intuitive guides, however, interpretation of them can 
be imprecise and inconsistent. Where exactly in figure 3 do the fluctuations 
settle down sufficiently for a length threshold to be drawn? Should the 
shortest 40 ر!""# be eliminated, or the shortest 60, or the shortest 80? If too 
few are eliminated the cluster analysis will be unreliable, and if too many then 
ر!""# which could have been classified are excluded, diminishing the 
usefulness of the analysis. What is required is a more reliable method for 
determination of a minimum length threshold. 
Statistical sampling theory provides such a method; the statistical concepts 
used in this section are covered in any relevant textbook, for example [Devore 
& Peck 2005; Devore 2008; Hays 1994; Walpole et al. 2007]. Given a 
population containing m objects, a sample is a selection of n of these objects, 
where n < m. Much of statistics is concerned with estimating characteristics or 
'parameters' of populations from samples which, typically, are not only smaller 
but much smaller than the populations from which they are drawn. A 
fundamental question in such estimation is: 'How large does a sample have to 
be to estimate, with some specified degree of accuracy, the value of a 
population parameter of interest?'. In the present case the parameter of 
interest is lexical probability. 
The remainder of this section is in two parts: the first part develops the 
required sample size function, and the second applies it to establishing a 
minimum length threshold for the ر!""#. 
4.1 The sample size function 
The sample size function for estimation of population probability is based on 
the properties of the sampling distribution of binomial variables. This section 
first outlines the nature of this distribution and then derives the sample size 
function from it. 
Given a population and a sample of fixed size n drawn from it, a binomial 
variable [Devore & Peck 2005, 719-25; Devore 2008, 108-13; Hays 1994, chs. 
3 and 5]  takes as its value the number of times some characteristic of interest 
x occurs in the sample --the number of males in a sample of 1000 people, 
say. The ratio x / n is an estimate of the population probability of x. It is, 
however, typically the case in statistical sampling that different samples of any 
fixed size n drawn from the same population yield x-values and thus 
probability estimates which differ to greater or lesser degrees; given only a 
single estimate based on a single sample --a so-called 'point estimate'-- there 
is no way of knowing how accurate it is, that is, how close it is to the 
population parameter. The sampling distribution [Devore & Peck 2005, ch. 8; 
Hays 1994, ch.5; Walpole et al. 2007, 243-51] is a way of gaining insight into 
the accuracy of n-sized samples as estimators of population probability. A 
sampling distribution for a population is generated by taking all possible n-
sized samples from it and deriving the parameter estimate from each sample; 
the resulting probability distribution describes the sampling variability of 
parameter estimates.  
Where, as here, the population parameter of interest is the proportion or 
probability of a variable, the corresponding sampling distribution has the 
following properties [Devore & Peck 2005, 355]: 
i. Where the number of all possible n-sized samples is k, the mean of the k
parameter estimates is the population probability pi .  
ii. The standard deviation σ is  
n
)1( pipi
σ
−
= 2 
iii. The larger the value of n, the more closely the sampling distribution 
approaches the normal one [on the normal distribution see Devore & Peck 
2005, 299-315; Devore 2008, 144-54; Hays 1994, ch.6; Walpole et al. 
2007, 172-185]. 
Given a normal sampling distribution with mean pi , select a value e and two 
points pi -e and pi +e on either side of the mean. The ratio of the area under 
the curve bounded by these two points to the total area under the curve is the 
proportion of probability values in the distribution that fall between the two 
points. If, for example, the ratio between the shaded area in Figure 4 to the 
total area under the curve were found to be 0.5, then 50% of the probability 
values in the distribution would be within e of the distribution mean. Or, put 
another way, there would be a 50% chance that the population probability 
estimate derived from any given sample of size n would fall between the 
bounds pi -e and pi +e.  
Figure 4: Probability of values between bound e on either side of the mean 
In the statistical literature this 50% chance is called the 'confidence level' and 
the corresponding pi -e... pi  +e interval the 'confidence interval' because one 
can be 50% confident that the population probability estimate from any n-
sample will fall in the interval bounded on either side of the mean by e. 
The foregoing procedure requires a confidence interval to be explicitly 
specified and, using the known shape of the distribution provided by 
properties (i) - (iii), it calculates the confidence level corresponding to that 
interval. The obverse is also possible, however: given a confidence level, 
what is the corresponding confidence interval? This is done by specifying z
not explicitly but in terms of the number of standard deviations on either side 
of the mean, as in Figure 5. 
Figure 5: Confidence intervals for a selection of standard deviations 
This can be expressed symbolically as an error function: 
σze = 3 
where e is as above, σ is the sampling distribution standard deviation, and z is 
the confidence level expressed in terms of the number of standard deviations, 
as in Figure 5. Expression (2) above provides a definition of sampling 
distribution standard deviation, so that expression 3 can be rewritten as 
n
ze
)1( pipi −
= 4 
The sample size function we require is derived from expression 4, which 
calculates the confidence interval bound e if the confidence level z, the 
population probability pi , and the sample size n are known. But if e is known 
and n is not, then expression 4 can be rewritten by algebraic rearrangement 
as 
2
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This is the required sample size function: n is the sample size needed to 
estimate the population probability pi  of variable x so that, with confidence 
level z, the estimate falls within an interval +/- e on either side of the mean. 
For derivation of the sample size function see [Cochran 1977, ch. 4; Devore & 
Peck 2005, 368-78; Devore 2008, ch.7; Hays 1994, 256-7] 
4.2 Application and results 
The first step in the application of the sample size function (5) to the problem 
of determining a length threshold for the ر!""# is to the state the problem in 
sampling-theoretic terms.  
• Each ةر!# is a sample from Arabic at the time of the Prophet. 
• Each lexical variable in Q is a binomial variable, since, for any given 
variable j, each successive lexical token that occurs in sample i either 
is or is not variable j. The value at Qij is the number of occurrences of 
variable j in ةر!# i.  
• For any given sample i and variable j, the ratio of the total number of 
token occurrences of variable j to the sample length n is an estimate of 
the population probability pi  of j.  
• After conversion of the frequency values in Q to probabilities, each of 
its column vectors is a sampling distribution of population probability 
estimates: all the samples are of the same size after normalization by 
mean document length at the data preprocessing stage, and the values 
in any given column vector are population probability estimates for the 
associated lexical variable based on a set of equal-size samples.  
The observation that the columns of Q are sampling distributions for binomial 
lexical variables in principle provides the term pi  in the sample size formula: 
by property (i) of sampling distributions given above, the mean of any given 
column vector of Q should be a good estimate of the population probability pi
of the associated lexical variable. In practice, however, the column vectors of 
Q do not in general give good probability estimates. The validity of the sample 
size function is posited on the distribution being at least approximately normal. 
It is a characteristic of binomial distributions that, for a given sample size n, 
the closer the population probability is to 0.5 the more normal the distribution 
is; the smaller the population probability, the larger n must be for the 
distribution to be at least approximately normal [Devore 2008]. In the present 
case, the largest probability for any lexical variable is 0.1016, which is very far 
from 0.5, and most are far smaller than that. The sampling distributions of Q 
are commensurately far from normal, as the sample plots in Figure 6 show. 
Column vector 1 Column vector 2 
Column vector 3 Column vector 4 
Figure 6: Probability distributions of columns 1-4 of Q 
The pervasive non-normality of the sampling distributions in Q has 
implications for the application of the sample size formula. Specifically, in a 
normally-shaped but positively skewed distribution the values are 
concentrated in the lower end of its numerical range proportional to the 
degree of skew, and the mean of those values is consequently numerically 
smaller than it would be if the values were equally distributed on either side of 
the mean. For any positively-skewed column vector of Q, therefore, the mean 
of the sampling distribution of probabilities is smaller than it would have been 
if the column had been normally distributed, and it consequently 
underestimates the population probability. And, by the same reasoning, a 
negatively-skewed column vector will overestimate the population parameter. 
This in turn affects the results from the sample size function: relative to a 
normal distribution with a given standard deviation: a positively-skewed 
distribution underestimates the sample size, and a negatively-skewed one 
overestimates.  
The solution is to generate, for any given column vector, a mirror-image 
vector that exactly reverses the distribution using the function 
jiji vvmirror −+= min)(max 6 
where v is a sampling distribution column vector from Q, j indexes the column 
vectors of Q in the range 1..3672, i indexes the components of vj in the range 
1..114, and max / min are the maximum and minimum values respectively in 
vj. The relationship between the distributions of, for example, column vector 1 
of Q and its mirror vector is shown in Figure 7: 
Column vector 1 Mirror of column vector 1 
Figure 7: Distribution of values in column vector 1 of Q and of its 
mirror-vector 
Since the distributions are symmetrical, a sample size calculation based on 
the mirror vector will overestimate to the same extent that a calculation based 
on the original vector will underestimate. The mean of the two estimates is 
then the estimate of the population probability pi used in the sample size 
calculation.  
Given a good sampling-distribution estimate of pi  for any given lexical 
variable, it remains only to define values for the confidence interval bound e
and for the confidence level z for that variable. As the confidence bound and 
level in (4) are made more stringent in the sense that the value of e is made 
smaller and the value of z larger, n will grow. It is, therefore, crucial to choose 
values that on the one hand give a reasonable level of confidence that the 
threshold eliminates ر!""# which are genuinely too short to be reliably 
clustered, and on the other does not eliminate too many ر!"""#, thereby 
compromising the usefulness of the analysis. A principled choice for e, used 
here, is the standard deviation, since it measures mean deviation from the 
population probability estimate; reference to the distribution of probability 
values in Figure 3 and to corresponding plots for other sampling distributions 
in Q indicate that the standard deviation is a reasonable choice. As regards z, 
the usual value in the statistical literature is 95% confidence, corresponding to 
a value of 1.96 standard deviations, but there is nothing magical about this, 
and other confidence levels are possible. In what follows, an 80% confidence 
level corresponding to z = 1.282 is used, but the results can always tightened 
up if necessary with a higher level. 
The sample size formula can now be applied to Q. In principle, a size has to 
be calculated for each of the 3672 lexical variables in Q, but in practice it is 
unnecessary to consider anything near that many. In what follows sample 
sizes are calculated for the 1000 highest-probability variables and, as we shall 
see, even this is considerably in excess of what is required. A vector of 
sample sizes for these 1000 variables was generated and plotted in Figure 8: 
Figure 8: Sample sizes calculated from the column vectors of Q 
corresponding to 1000 highest-probability variables of Q
Lexical variables are on the horizontal axis, from the highest-probability one 
on the left to the lowest-probability one on the right, and sample size is shown 
on the vertical axis. It is clear that the sampling distributions for different 
lexical variables generate different sample sizes, and that as lexical 
probability decreases the sample size tends to increase, as one would 
intuitively expect, though the increase in not monotonic.  
That the sample size function generates different sizes for different lexical 
variables complicates the selection of a ةر"# length threshold: of the 1000 
sample size values in Figure 8, which should be selected? The answer is that 
the researcher must select a threshold which balances the number of ر!"""# that 
can be clustered against the number of variables available for the clustering in 
the light of his or her research aims. This is exemplified using Figure 9. The 
two columns of Figure 9a show ةر!# lengths in terms of the number of lexical 
tokens each contains in ascending order, and the two columns of 9b the 
sample sizes for the lexical variables on the horizontal axis of figure 8; only 
the leftmost 100 are shown to save space, but that is sufficient for present 
purposes.  
Sura name Sura 
length
Sura name Sura 
length
 !"#$ا  
al-kawthar  
7 
ن'(*ّ$ا
al-dukhan  
232 
 +,$ا
al-asr 
10 
ت'.را0$ا
al-zariyat  
234 
1(2اص
al-ikhlas 
10 
456788$ا
al-
mumtahana
236 
9. :
quraish  
13 
تا ;6$ا
al-hujurat 
237 
<=>$ا
al-falaq 
15 
ة*;@$ا
al-sajda 
242 
س'5ّ$ا
al-nas 
15 
ق
qaf 
250 
ن"C'8$ا
al-ma'un 
16 
 8D$ا
al-qamar 
263 
 +5$ا
al-nasr 
16 
E8F $ا
al-rahman 
265 
ح H$ا
al-sharh  
17 
4,:ا"$ا
al-waqi'a  
265 
نو J'#$ا
al-kafirun  
17 
 H6$ا
al-hashr  
296 
*@8$ا
al-masad  
17 
4$د';8$ا
al-mujadila
306 
 !'#7$ا
al-takathur 
18 
4L!';$ا
al-jathiya 
323 
ر*D$ا
al-qadr 
20 
*86M
muhammad 
353 
NL>$ا
al-feel  
20 
ن'8D$
luqman 
365 
ةO8P$ا
al-humaza  
21 
*.*6$ا
al-hadid  
397 
EL7$ا
al-teen 
24 
Q7>$ا
al-fath 
403 
4Cر'D$ا
al-qari'a  
24 
ف'DFSا  
al-ahqaf  
409 
46T'>$ا
al-fatiha  
25 
 ;6$ا
al-hijr  
431 
Variable 
index 
Sample 
size
Variable 
index 
Sample 
size
1 56 51 542 
2 182 52 721 
3 167 53 408 
4 176 54 990 
5 225 55 882 
6 300 56 981 
7 509 57 728 
8 388 58 901 
9 312 59 1147 
10 224 60 844 
11 493 61 980 
12 431 62 969 
13 417 63 1426 
14 453 64 978 
15 329 65 1074 
16 550 66 1256 
17 389 67 1184 
18 362 68 529 
ت!"د!$%ا
al-adiyat  
25 
'"
ya-seen 
460 
(%)%)%ا
al-zalzalah   
29 
ص
sad 
481 
+,-%ا
al-dhuha 
31 
./1ّ2
fussilat 
500 
قر!5%ا  
al-tariq 
40 
ىر78%ا
al-shura 
505 
'98%ا
al-shams  
43 
ف;<)%ا  
al-zukhruf  
517 
=>/%ا
al-lail  
48 
;?!2
fatir    
523 
@/$%ا
al-alaq  
51 
مو;ّ%ا
al-rum 
531 
ر!5CDEا
al-infitar 
53 
FGH
saba 
550 
+/IJا
al-a'la  
55 
KI;%ا
al-ra'd 
552 
K/G%ا
al-balad  
56 
ت!2!1%ا
al-saffat 
567 
(L>G%ا
al-bayyina 
59 
M>ها;Oإ  
ibrahim 
571 
(>Q!R%ا
al-ghashiya  
66 
ن!T;C%ا
al-furqan 
634 
جو;G%ا
al-buruj  
68 
ت7GVL$%ا
al-ankabut 
641 
;"7VW%ا
al-takwir 
69 
ن7LXY9%ا
al-muminun
652 
اق!Z8DE
al-inshiqaq 
71 
M";X
maryam 
686 
'GI
abasa  
91 
ء!>GDJا
al-anbiyaa 
762 
\>CCّ59%ا
al-mutaffifeen
105. 
=9Lّ%ا
al-naml  
768 
;]C%ا
al-fajr 
107 
;X)%ا
al-zumr 
772 
($9]%ا  
al-jumu'a 
119 
ل!CDJا
al-anfal  
811 
ن7Z2!L9%ا
al-munafiqun
120 
;2!_  
ghafir 
816 
(X!>Z%ا
al-qiyamat  
120 
`,%ا
al-hajj  
821 
ت!Iز!L%ا  
al-nazi'at  
127 
ر7Lّ%ا  
al-nur 
854 
FGL%ا
al-naba  
140 
ءا;$8%ا  
al-shu'araa 
865 
جر!$9%ا
al-ma'arij 
142 
b?
ta-ha  
910 
تcH;9%ا
al-mursalat 
142 
با)eJا  
al-ahzab 
923 
=Xّ)ّ9%ا
al-
muzzammil  
146 
f1Z%ا
al-qasas 
952 
g1%ا
al-saff  
 162 
ghV%ا
al-kahf   
1077 
\O!RW%ا
al-taghabun  
169 
ءا;HEا
al-israa  
1084 
;iKّ9%ا 170 gH7" 1189 
19 299 69 1254 
20 477 70 590 
21 702 71 1061 
22 431 72 804 
23 537 73 1073 
24 463 74 487 
25 560 75 1118 
26 631 76 1231 
27 537 77 488 
28 607 78 933 
29 621 79 1089 
30 496 80 1097 
31 527 81 1207 
32 286 82 786 
33 431 83 897 
34 692 84 1025 
35 718 85 829 
36 693 86 847 
37 377 87 1016 
38 557 88 486 
39 650 89 958 
40 702 90 1038 
41 830 91 1166 
42 715 92 602 
43 636 93 1043 
44 789 94 1046 
45 632 95 1003 
46 1091 96 684 
47 512 97 1045 
al-muddathir yusuf 
ح!"
nuh  
171 
#"!$
yunus 
1193 
%$&'()ا
al-tahreem 
180 
+',)ا
al-nahl  
1204 
')ا-./
al-haqqa 
183 
د!ه
hud 
1239 
ن/3"4ا
al-insan 
184 
-5!()ا
al-tawba  
1716 
67)ا
al-jinn 
189 
ة9:/;)ا
al-maidah 
1902 
%<=)ا
al-qalam 
197 
م!"#$ا
al-an'am 
1986 
ر'()ا
al-tur 
202 
فا+,$ا
al-a'raf  
2258 
ق.()ا
al-talaq 
206 
نا+0, ل3
al-imran 
2344 
ا450)
al-mulk  
207 
ء!78)ا
al-nisa 
2524 
9:8)ا
al-najm  
222 
ة+<=)ا
al-baqarah 
4065 
48 582 98 1463 
49 638 99 1227 
50 574 100 1290 
  
  
  
  
a: ةر"# lengths in lexical tokens in 
ascending order 
b: Sample sizes for lexical variables 
Figure 9: (a) ةر"# lengths and (b) sample sizes for the 100 highest-probability 
lexical variables / column vectors of Q 
Assume, first of all, that one wants to cluster all the suras reliably, that is, 
without encountering the problem of poor lexical probability estimation which 
has motivated the discussion thus far. This is impossible. Reference to Figure 
9b shows that the shortest possible length threshold is 56, but, since the 27 
ر"$$# from +>'?)ا (al-kawthar) to @5,$ا (al-a'la) are shorter than that, they have to 
be eliminated. The maximum number of suras that can be reliably clustered is 
87. 
Adopting 56 as the length threshold allows all remaining 87 ر"$$# to be reliably 
clustered, but the clustering can only be based on a single variable (1) in 
Figure 9b; all the other variables require ةر"# lengths greater than 56. 
If one wants to base the clustering on a larger number of variables, a suitable 
threshold must be selected from Figure 9b. Assume that the threshold is 300. 
This allows reliable clustering based on nine variables 1, 2, 3, 4, 5, 6, 10, 19, 
and 32, but there is a cost in terms of how many ر!""# can be clustered: a 
threshold of 300 requires 67 ر!""# from  !"#$ا (al-kawthar) to &'$ا (al-hashr) to be 
eliminated. 
In general, the higher the threshold, the larger the number of variables on 
which clustering can be based, and the smaller the number of ر!"""# that can be 
clustered. The limiting case is a threshold of 2524, the length of the 
penultimate ةر!# in Figure 9a. This allows over 100 variables to be used, but 
only two ر!""# can be clustered, the point of which is difficult to see. And, as 
one moves to the right in figure 8, the required length soon exceeds the 
maximum length of any ةر!# --these variables can never reliably be used for 
clustering. 
Using a threshold of 300, Q was modified by removing the first 67 rows from 
 !"#$ا (al-kawthar) to  &'$ا (al-hashr) in Figure 9a, and retaining only the nine 
lexical variables 1 %ا  (allah), 2 ' (la), 3 بر (rabb), 4 ل*"""+ (qal), 5 ن*""آ (kan), 6 
م!"""/ (yawm), 10 س*""1 (nas), 19  3""""""45!/ (yawma-iz), and 32 6""7 (sharr). This new 
47 x 9 matrix was analyzed using the same range of hierarchical clustering 
algorithms as in section 2 above, and the result was that the analyses were 
stable, that is, the inter-cluster volatility characteristic of the analyses based 
on the full 114 x 3672 version of Q was gone. Figure 10 gives the Ward's 
Method version of this analysis. 
Figure 10: Cluster analysis of the 47 x 9 version of Q 
Note that the result may well be different using a different threshold and thus 
a different ةر"# / variable combination.  
5. CONCLUSION 
This discussion addressed Thabet's identification of poor estimation of lexical 
population probabilities by short ر"$$# as a fundamental problem in cluster 
analysis of the Qur'an, and proposed a resolution of the problem which 
involves calculation of a minimum ةر"# length threshold using concepts from 
statistical sampling theory followed by selection of ر!""# and lexical variables 
based on that threshold. The key difference between an analysis which takes 
account of the implications of variation in ةر!# length in this way and one 
which does not is in their relative reliability: the former provides a well-defined 
criterion for deciding which ر!""# can be reliably clustered on which lexical 
variables, whereas the latter simply hopes for the best by attempting to cluster 
ر!""# which may or may not be long enough on the basis of lexical variables for 
which the population probability estimates may or may not be sufficiently 
accurate, and thereby generates results that may well mislead. 
It is hoped that the foregoing results and the research potential of cluster 
analysis more generally will be of interest to Qur'anic scholars. It is, moreover, 
easy to see that length variation can be a problem which extends to cluster 
analysis of document collections of any type and in any language, and that 
the solution proposed here is generally applicable. 
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