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Optimizacio´n Multi-objetivo Basada en
Preferencias para la Planificacio´n de Proyectos
Software
Rube´n Saborido y Francisco Chicano
Resumen— En este trabajo se presenta una herra-
mienta software, denominada Interactive SPS o iSPS,
que permite resolver, de forma interactiva, instancias
del problema de Planificacio´n de Proyectos Software
(SPS) haciendo uso de algoritmos evolutivos basados
en punto de referencia. La finalidad de la herra-
mienta es ayudar al director de proyectos software en
la toma de decisiones, teniendo en cuenta sus prefe-
rencias para aproximar una regio´n concreta del frente
o´ptimo de Pareto. Para mostrar la utilidad de este
enfoque preferencial sobre el problema SPS, se ilus-
tra su aplicacio´n con un ejemplo paso a paso en el
que se aplica el algoritmo iWASFGA a una instancia
concreta del problema.
Palabras clave—Planificacio´n de Proyectos Software,
herramienta software, optimizacio´n multi-objetivo,
toma de decisiones multi-criterio.
I. Introduccio´n
Muchos problemas de la vida real requieren op-
timizar varios criterios u objetivos, como por ejem-
plo tareas complejas en el dominio de la Ingenier´ıa
[1], la Bioinforma´tica [2] o la Economı´a [3]. Este
tipo de problemas se denominan problemas de op-
timizacio´n muti-objetivo (MOP) [4]. En general,
los objetivos presentan algu´n tipo de conflicto en-
tre ellos, lo que imposibilita la bu´squeda de una
solucio´n donde todos los criterios alcancen su valor
o´ptimo individual. Adema´s, normalmente dispo-
nen de una o varias restricciones que determinan el
conjunto factible de soluciones. Al no poder resol-
verse calculando el valor o´ptimo de cada objetivo
individualmente, es necesario establecer mecanismos
matema´ticos que posibiliten la comparacio´n de solu-
ciones. Un concepto clave en MOP es la relacio´n
de dominancia de Pareto [5], que define un conjunto
de soluciones o´ptimas donde ninguno de los valores
objetivos puede ser mejorado sin empeorar al menos
uno de los restantes. A este conjunto de soluciones
se le denomina conjunto o´ptimo de Pareto y a su
imagen en el espacio de objetivos frente o´ptimo de
Pareto.
Entre las metodolog´ıas existentes para resolver
un problema de optimizacio´n multi-objetivo, los
dominios de Multiple Criteria Decision Making
(MCDM) [6] y Evolutionary Multi-objective Opti-
mization (EMO) [7] han contribuido con numerosas
te´cnicas, aplicadas con e´xito en problemas reales.
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Los me´todos EMO, en general, pretenden encon-
trar un conjunto distribuido de soluciones Pareto
o´ptimas que aproximen el frente o´ptimo de Pareto,
mientras que MCDM considera las preferencias de
un decisor para determinar un conjunto reducido de
soluciones eficientes.
Desde finales de la de´cada de los 1990, hay
cierto intere´s en hibridar la Toma de Decisiones
Multi-criterio y los Algoritmos Evolutivos en la
resolucio´n de problemas de optimizacio´n multi-
objetivo. Parece lo´gico combinar ambas disciplinas,
introduciendo las preferencias de un decisor como
parte del propio me´todo EMO para ahorrar esfuer-
zos centra´ndose en soluciones deseadas y, al mismo
tiempo, obviando soluciones que no sera´n u´tiles,
dando lugar a lo que se conoce en la literatura
como preference-based EMO [8]. Existen varios en-
foques de algoritmos EMO basados en preferen-
cias. Algunos de ellos hacen uso de conceptos e
ideas extra´ıdas del a´mbito MCDM [9], [10], [11],
[12], otros modifican me´todos existentes, como el
Non-dominated Sorting Genetic Algorithm (NSGA-
II) [13], para incorporar preferencias [9], [10], [14]
y algunos modifican o complementan la relacio´n de
dominancia de Pareto [15], [16].
El Problema de Planificacio´n de Proyectos Soft-
ware (SPS, de Software Project Scheduling) es un
problema de optimizacio´n combinatoria de asig-
nacio´n de personas a tareas, cuyos objetivos son mi-
nimizar la duracio´n y el coste de un proyecto. Las
personas tienen asociadas un salario, una dedicacio´n
y unas habilidades personales que les permiten in-
tervenir en un determinado tipo de tareas en su jor-
nada laboral. Por otro lado, las tareas a ejecutar
poseen un orden lo´gico de ejecucio´n, el cua´l suele ser
modelado mediante un Grafo de Precedencia de Ta-
reas (TPG, de Task Precedence Graph), lo que an˜ade
ciertas restricciones al problema. La planificacio´n
de proyectos software es una de las actividades de
mayor importancia y, al mismo tiempo, de mayor
complejidad en la direccio´n de proyectos de desa-
rrollo de software. En los u´ltimos an˜os, con el uso
de metaheur´ısticas se ha conseguido abordar proble-
mas complejos de este tipo. Este problema ha sido
resuelto en el pasado con te´cnicas metaheur´ısticas
multi-objetivo [17].
En este trabajo, se presenta una herramienta soft-
ware desarrollada en Java, denominada Interactive
SPS (iSPS), que permite resolver, de forma interac-
tiva, cualquier instancia del problema SPS propor-
cionada por el usuario , haciendo uso de diferentes al-
goritmos evolutivos preferenciales basados en punto
de referencia. Estos algoritmos tienen en cuenta las
preferencias del decisor para aproximar la regio´n de
intere´s del frente o´ptimo de Pareto. Adema´s, se rea-
liza muestra un ejemplo pra´ctico de uso de la apli-
cacio´n sobre una instancia concreta del problema
SPS.
El resto del art´ıculo se organiza como sigue. En la
Seccio´n II se introducen los fundamentos teo´ricos en
que esta´ basada la herramienta. En la Seccio´n III se
describe el problema de Planificacio´n de Proyectos
Software. A continuacio´n se detalla la herramienta
desarrollada en la Seccio´n IV y se muestra su utili-
dad con un ejemplo en la Seccio´n V. Finalmente, se
concluye el art´ıculo en la Seccio´n VI.
II. Fundamentos
En esta seccio´n vamos a introducir algunos con-
ceptos ba´sicos de optimizacio´n multi-objetivo y al-
goritmos basados en preferencias.
A. Optimizacio´n Multi-objetivo
Un problema de optimizacio´n multi-objetivo se de-
fine matema´ticamente como
minimizar f(x) = (f1(x), f2(x), . . . , fk(x))
T
sujeto a x ∈ S
(1)
donde fi : S → R, para i = 1, . . . , k (k ≥ 2), son las
funciones objetivos a minimizar simulta´neamente,
y S es el espacio de bu´squeda (conjunto de solu-
ciones factibles). La imagen de S por f en el es-
pacio de objetivos Rk se denomina regio´n objetivo
factible Z = f(S), compuesta por los vectores obje-
tivos f(x) = (f1(x), f2(x), . . . , fk(x))
T , para x ∈ S.
Dados x, x′ ∈ S, se dice que x domina a x′, de-
notado por x ≺ x′, si fi(x) ≤ fi(x′) para todo
i = 1, . . . , k y existe un j ∈ {1, . . . , k} tal que
fj(x) < fj(x
′). Se dice que x ∈ S es eficiente o
Pareto o´ptimo si no existe x′ ∈ S tal que x′ ≺ x.
El conjunto de soluciones no dominadas (eficientes)
se conoce como conjunto o´ptimo de Pareto, mientras
que la imagen por f de este conjunto define el frente
o´ptimo de Pareto.
B. Decisio´n basada en preferencias
Al ser todas las soluciones Pareto o´ptimas igual-
mente deseables desde el punto de vista matema´tico,
puede ser u´til considerar las preferencias concretas
de un decisor. Para ello existen mu´ltiples meca-
nismos [18]. Uno de los ma´s frecuentes, tanto en
MCDM como en preference-based EMO, consiste en
especificar el valor deseable para cada funcio´n obje-
tivo, determinando un punto de referencia [19]. E´ste
se define como q = (q1, . . . , qk)
T , siendo qi un valor
de aspiracio´n para la funcio´n objetivo fi, para todo
i = 1, . . . , k. Un punto de referencia se dice que es
alcanzable si existe alguna solucio´n factible que lo
iguale o mejore simulta´neamente en todos los obje-
tivos. En caso contrario, se dice que el punto de
referencia es inalcanzable.
Una forma de medir la calidad de la aproximacio´n
de la regio´n de intere´s teniendo en cuenta el punto de
referencia es la propuesta en [20], basada a su vez en
el hipervolumen [21]. Para un conjunto de soluciones
P , su hipervolumen, denotado por HV (P ), es el vo-
lumen (en el espacio de objetivos) cubierto por las
soluciones de P . Formalmente, para cada solucio´n
y ∈ P , se construye un hipercubo vy acotado por
un punto de referencia R y la propia solucio´n y. El
punto de referencia R puede fijarse al vector nadir.1
La unio´n de todos los hipercubos de las soluciones
de P determinan el valor de HV (P ), tal y como
indica la expresio´n siguiente:





Para un punto de referencia q y un conjunto de
soluciones P , denotamos por HVq(P ) al hipervolu-
men de P en la regio´n de intere´s definida por q.
Para calcular HVq(P ), el punto de referencia R se
determina de la forma siguiente:
• Si q es alcanzable, entonces R = q.
• Si q es inalcanzable, entonces R se define como
sigue. Supongamos que A es un frente de referen-
cia, el cual es una buena aproximacio´n del frente
o´ptimo de Pareto. Entonces, Ri = maxx∈Aq fi(x)
para todo i = 1, . . . , k, donde Aq es el subconjunto
de soluciones de A que son dominadas por q.
La Figura 1 da una idea gra´fica del a´rea calculada
por la me´trica HVq, para un problema bi-objetivo.
Se muestra la regio´n de intere´s definida para el punto
de referencia q y un conjunto de puntos o soluciones
que representa una posible aproximacio´n de la regio´n
de intere´s. El a´rea rayada corresponde al HVq.
Los me´todos de optimizacio´n multi-objetivo evo-
lutivos basados en preferencias, pretenden incorpo-
rar las preferencias del decisor a un algoritmo evolu-
tivo para aproximar la regio´n de intere´s en el frente
o´ptimo de Pareto. Esta informacio´n puede ser em-
pleada para enfocar la bu´squeda hacia la regio´n del
frente o´ptimo de Pareto de mayor intere´s, bajo el
punto de vista del decisor. En este art´ıculo nos cen-
tramos en un enfoque interactivo, donde el algoritmo
interactu´a con el decisor cada cierto nu´mero de ge-
neraciones para orientar gradualmente la bu´squeda
considerando sus preferencias.
Existen multitud de algoritmos EMO basados en
preferencias. Guided Multi-objective Evolutionary
Algorithm (G-MOEA) [22] modifica el criterio de
dominancia para incorporar las preferencias del de-
cisor mediante trade-offs aceptables. Preference
Based Evolutionary Algorithm (PBEA) [23] usa un
1El punto o vector nadir es aque´l que tiene como compo-
nentes los ma´ximos de cada una de las funciones objetivos
aplicadas al conjunto o´ptimo de Pareto.
(a)q alcanzable
(b)q inalcanzable
Fig. 1. Ilustracio´n de la me´trica HVq.
indicador de calidad basado en funciones escalari-
zadas de logro definidas para uno o varios puntos
de referencia. En [12] proponen un EMO interactivo
que se apoya en la generacio´n de conos polie´dricos, a
partir de las preferencias proporcionadas por el de-
cisor en cada interaccio´n, para guiar el proceso de
bu´squeda de un algoritmo evolutivo. En [15] de-
finen una relacio´n de dominancia, denominada g-
dominance, que da prioridad a las soluciones que
dominen o sean dominadas por un punto de refe-
rencia, determinado por el decisor. Recientemente,
en [16] definen otra relacio´n de dominancia, llamada
r-dominance, que complementa la relacio´n de domi-
nancia de Pareto considerando la distancia eucl´ıdea
a un punto de referencia cuando dos soluciones son
Pareto equivalentes. Otro enfoque basado en pun-
tos de referencia es Reference point based NSGA-II
(R-NSGA-II) [14]. E´ste, modifica la forma de clasi-
ficar las soluciones de la poblacio´n del NSGA-II en la
u´ltima frontera considerando la proximidad de cada
solucio´n a cada punto de referencia. Reference Di-
rection based NSGA-II (RD-NSGA-II) [9] incorpora
a NSGA-II una metodolog´ıa extra´ıda de MCDM de-
nominada direccio´n de referencia [24]. A partir de
un punto del espacio de objetivos y un punto de re-
ferencia proporcionado por el decisor se define una
direccio´n de referencia, considerando la diferencia
entre ambos. Sobre e´sta se definen puntos de re-
ferencia equidistantes que son proyectados sobre el
frente o´ptimo de Pareto mediante la funcio´n escala-
rizada de logro. Otra idea extra´ıda de MCDM, de-
nominada Light Beam Search [25], ha sido utilizada
en [10] con su integracio´n en NSGA-II. interactive
MOEA/D (iMOEA/D) es un enfoque interactivo de
MOEA/D propuesto en [11]. Tras un nu´mero deter-
minado de generaciones se muestra un conjunto de
soluciones al decisor, que especifica sus preferencias
sobre e´stas. El conjunto de pesos usado en MOEA/D
para optimizar mu´ltiples funciones de logro es aco-
tado al vecindario de las soluciones determinadas
como preferidas. As´ı, el proceso de bu´squeda se
orienta progresivamente hacia la regio´n de intere´s
del frente o´ptimo de Pareto.
III. El problema SPS
La formulacio´n que usamos aqu´ı del problema de
planificacio´n de proyectos software fue inicialmente
presentada en [26]. Llamemos E al conjunto de per-
sonas involucradas en un proyecto software, donde
cada empleado se denota con ei y su correspondiente
salario por esi , variando i desde 1 a |E|. El con-
junto de tareas del proyecto y cada tarea individual
son definidas por T y tj ∈ T , respectivamente, va-
riando j desde 1 a |T |. El coste en persona-hora de
cada tarea tj se denota por t
c
j . Cada tarea requiere
que se completen otras para poder comenzar. Es-
tas precedencias se expresan con un grafo de prece-
dencia de tareas (TPG): un grafo ac´ıclico dirigido
G(T,A) cuyos nodos representan las tareas y un arco
(ti, tj) ∈ A indica la precedencia de la tarea ti so-
bre la tarea tj . Cada instancia del problema incluye
una matriz P de taman˜o |E|× |T | donde el elemento
Pi,j ∈ [0, 1] es un nu´mero real positivo que deter-
mina la productividad del empleado ei en la tarea
tj .
Una solucio´n al problema SPS se denota por x =
(d, r,Q) con d ∈ R|E|, r ∈ N|T | y Q ∈ N|E|×|T |.
Donde d contiene la dedicacio´n de la jornada diaria
laboral de cada empleado en las tareas del proyecto,
r el retraso en horas en cada tarea y Q las tareas
realizadas por cada empleado.
Dado que la dedicacio´n de un empleado a una
tarea es dependiente del tiempo, para calcular la
duracio´n del proyecto hace falta conocer la mano
de obra usada en cada instante en cada tarea.
Llamemos pi al vector dependiente del tiempo que
indica la mano de obra empleada en una tarea en
cada hora.
El conjunto de tareas finalizadas (done) y activas
(active) en un instante de tiempo τ , basado en los













{tj ∈ T |∀ti, (ti, tj) ∈ A : ti ∈ done(τ − rj)}
− done(τ), (4)
donde A representa el conjunto de arcos del TPG.
El vector pij(τ) se puede calcular para cada paso







si tj ∈ active(τ),
0 en otro caso.
(5)
Dado que la duracio´n (makespan) del proyecto
viene determinada por la cantidad de tiempo re-
querido en completar todas las tareas, su ca´lculo
puede realizarse de la forma siguiente:
makespan(x) = min {τ ∈ N|done(τ) = T} . (6)
El coste (cost) del proyecto se calcula multipli-
cando el salario por hora de cada empleado por su





esi · di · wi, (7)
con wi definido como:
wi =
∣∣∣{τ ∈ N|∃tj ∈ active(τ) : Q(i,j) ·P(i,j) > 0}∣∣∣.
(8)
Considerando las expresiones matema´ticas de la
duracio´n y del coste de un proyecto, el problema
SPS puede ser modelado como un problema de opti-
mizacio´n bi-objectivo, con funcio´n vectorial objetivo
f(x) = (cost(x),makespan(x)). (9)
IV. Interactive SPS
Para ayudar en la toma de decisiones al director
de proyectos software, se ha desarrollado una he-
rramienta que permite ejecutar diferentes algoritmos
de optimizacio´n multi-objetivo basados en preferen-
cias sobre instancias del problema SPS. Cuando el
decisor no dispone de suficiente conocimiento pre-
vio sobre el problema, los me´todos interactivos per-
miten adquirir, de forma iterativa, conocimiento so-
bre el mismo. Nuestra herramienta, denominada In-
teractive SPS (iSPS) permite la resolucio´n, mediante
un enfoque interactivo, de instancias del problema
SPS, haciendo uso de diferentes algoritmos evolu-
tivos basados en punto de referencia existentes en la
literatura.
La herramienta propuesta ha sido desarrollada en
Java para permitir su ejecucio´n multi-plataforma.
Adema´s, hace uso de una librer´ıa adicional que per-
mite la elaboracio´n y representacio´n de gra´ficas a
trave´s del software libre GNUPlot.
A. Algoritmos integrados en iSPS
Entre los algoritmos EMO existentes basados en
preferencias mediante punto de referencia, destacan
g-NSGA-II [15], el algoritmo gene´tico preferencial
definido en [27], al que nos referiremos como P-
MOGA, y WASF-GA [20]. E´stos permiten aprox-
imar la regio´n de intere´s del frente o´ptimo de Pareto
considerando las preferencias del decisor. Todos
ellos se han implementado dentro del framework
jMetal [28], el cual ofrece un conjunto de clases
Java que facilitan el desarrollo de metaheur´ısticas
para la resolucio´n de problemas de optimizacio´n
multi-objetivo, beneficia´ndose de las propiedades del
paradigma de la programacio´n orientada a objetos.
g-NSGA-II define una nueva relacio´n de dominan-
cia denominada g-dominance. E´sta, prefiere solu-
ciones que dominan o son dominadas por el punto de
referencia. La ventaja principal es que esta relacio´n
de dominancia puede ser incorporada en cualquier
metaheur´ıstica, ya que no modifica la estructura del
algoritmo. Por el contrario, se ha demostrado que
g-dominance no preserva la dominancia de Pareto,
por lo que soluciones dominadas pueden ser preferi-
das a la solucio´n que las domina [16]. g-NSGA-II
es el algoritmo resultante de modificar la relacio´n de
dominancia de Pareto de NSGA-II por la relacio´n
g-dominance.
P-MOGA trata las preferencias del decisor modifi-
cando la forma en la que las soluciones son compara-
das durante la ejecucio´n de un algoritmo gene´tico.
Para ello, permite la degradacio´n de los objetivos que
mejoran al punto de referencia a cambio de mejorar
las componentes que lo empeoran. Esto hace posible
decantarse por una solucio´n u otra considerando el
punto de referencia, incluso cuando ambas soluciones
son no dominadas.
WASF-GA hace uso de la funcio´n escalarizada de
logro de Wierzbicki [29] para clasificar los individuos
de cada generacio´n en diferentes fronteras. Esta
clasificacio´n se realiza en base a los valores que la
funcio´n de logro alcanza para el punto de referencia
proporcionado por el decisor, considerando un con-
junto de vectores de pesos. El algoritmo pretende
aproximar la regio´n de intere´s con un conjunto de
soluciones bien distribuida.
B. Arquitectura de iSPS
iSPS utiliza clases del nu´cleo de jMetal para
definir e implementar los algoritmos evolutivos
iGNSGAII, iPMOGA e iWASFGA. Como estos al-
goritmos poseen un enfoque interactivo, deben pro-
porcionarse mecanismos que manipulen la infor-
macio´n suministrada por el decisor en cada inter-
accio´n. Para ello, se ha definido una clase abstracta
iAlgorithm que hereda de la clase abstracta Algo-
rithm de jMetal. iGNSGAII, iPMOGA e iWAS-
FGA se implementan como algoritmos interactivos,
as´ı que extienden la clase abstracta iAlgorithm.
Para facilitar el proceso de interaccio´n con el de-
cisor, iSPS ofrece una interfaz gra´fica de usuario, la
cual se comenta con ma´s detalle abajo. Con la finali-
dad de separar los datos de la interfaz gra´fica, iSPS
se ha implementado siguiendo el patro´n de arqui-
tectura software Modelo-Vista-Controlador (MVC).
E´ste, propone la construccio´n de tres componentes
distintos que definen la informacio´n o lo´gica de la
aplicacio´n, la apariencia gra´fica de la misma y la
interaccio´n con el usuario, respectivamente. La
Figura 2(a) muestra las principales clases de iSPS.
Aunque no se detalle en el diagrama, al igual que
jMetal, iSPS define otras clases secundarias. E´stas,
son de utilidad, por ejemplo, para modelar los con-
ceptos de punto de referencia y funcio´n escalarizada
de logro.
C. Interfaz gra´fica de usuario
La interfaz gra´fica de usuario de iSPS es sim-
ple, pero ofrece todo lo necesario para cargar ins-
tancias del problema SPS, determinar el algoritmo
a usar para su resolucio´n incorporando preferencias
mediante punto de referencia y visualizar los resul-
tados obtenidos gra´ficamente. La apariencia inicial
de la aplicacio´n se muestra en la Figura 2(b).
La interfaz se divide en 7 zonas bien diferenciadas,
las cuales comentamos a continuacio´n.
1) Configuracio´n del algoritmo
Permite seleccionar el algoritmo a ejecutar para
resolver el correspondiente problema SPS, as´ı como
modificar distintos para´metros del algoritmo es-
cogido: nu´mero de soluciones, taman˜o de la
poblacio´n, nu´mero de generaciones, probabilidad de
recombinacio´n y probabilidad de mutacio´n.
2) Configuracio´n del problema
Permite seleccionar la instancia del problema SPS
a resolver. Por defecto se ofrecen seis instancias de
entre 8 y 32 empleados y entre 64 y 512 tareas. Las
instancias fueron generadas automa´ticamente con el
generador de instancias del problema SPS usado
en [26]. Cada instancia disponible corresponde a
un fichero de texto plano, existente en la carpeta
/data/instances de la aplicacio´n, que contiene la
configuracio´n propia del problema instanciado. El
usuario puede an˜adir nuevas instancias. Para ello,
basta copiar los archivos de las instancies en la car-
peta anterior.
3) Punto de referencia
Este panel se usa para especificar las preferen-
cias del decisor. Muestra la informacio´n de los
puntos ideal2 y nadir estimados para la instancia
del problema SPS seleccionada, lo que proporciona
al decisor informacio´n de intere´s sobre el rango de
variacio´n de cada objetivo. As´ı, haciendo uso del
campo selector, o bien introduciendo directamente
el valor deseado sobre la caja de texto, el decisor
puede determinar los niveles de aspiracio´n para cada
objetivo.
Suponiendo que el decisor dispone de poco
conocimiento sobre el problema para determinar sus
preferencias inicialmente, los valores de referencia de
cada objetivo se fijan por defecto al nadir. As´ı, la
regio´n de intere´s definida por el punto de referencia
cubre todo el espacio de objetivos. Esto permite
al decisor visualizar una aproximacio´n inicial del
frente o´ptimo de Pareto y, por consiguiente, obtener
conocimiento sobre la distribucio´n de soluciones en
el espacio de objetivos.
4) Soluciones no dominadas
En esta rejilla se muestra el conjunto de solu-
ciones no dominadas obtenidas por el algoritmo se-
leccionado para la instancia del problema SPS es-
pecificada. La primera columna es una etiqueta
identificativa de cada solucio´n, mientras que las dos
columnas restantes contienen el valor del coste y de
la duracio´n del proyecto, respectivamente.
5) Proceso de resolucio´n
Este panel contiene tres botones que permiten eje-
cutar el algoritmo escogido sobre la instancia del
problema SPS seleccionada (Start), dar una nueva
iteracio´n partiendo de la aproximacio´n de la itera-
cio´n anterior (Next iteration) o finalizar la aplicacio´n
(Exit). Tras cada iteracio´n, iSPS guarda en ficheros
el conjunto de soluciones obtenidas, las variables
asociadas a e´stas y el punto de referencia usado.
Adema´s, tanto el conjunto de soluciones no dom-
inadas como el punto de referencia usado son re-
presentados gra´ficamente. Tambie´n se representa el
conjunto de soluciones no dominadas de la iteracio´n
anterior para que el decisor pueda comparar visual-
mente la mejora obtenida.
6) Gra´fico
Esta zona de la interfaz gra´fica de usuario se em-
plea para representar el conjunto de soluciones no
dominadas obtenidas en la iteracio´n actual y en la
inmediatamente anterior junto con el punto de refe-
rencia empleado en cada iteracio´n.
2El punto o vector ideal es aque´l que tiene como compo-
nentes los mı´nimos de cada una de las funciones objetivos
aplicadas al conjunto o´ptimo de Pareto.















+iAlgorithm(Problem problem, String configurationFile): ctor
+doIteration(SolutionSet population, ReferencePoint newReferencePoint, Map parameters): SolutionSet[]
+executeFirstIteration(): SolutionSet[]
SPS
(a)Arquitectura software de iSPS. (b)Interfaz gra´fica de usuario de iSPS.
Fig. 2. Arquitectura y GUI de la aplicacio´n.
7) Registro de acciones
Este componente tiene como finalidad mostrar in-
formacio´n, a modo de histo´rico, sobre cada una de
las acciones realizadas por el usuario.
V. Ejemplo pra´ctico de uso de iSPS
Con la finalidad de mostrar el proceso natural de
uso de la aplicacio´n por parte del decisor, se describe,
paso a paso, una posible secuencia de acciones reali-
zadas durante el proceso de resolucio´n de la instancia
8 employees and 64 tasks, usando el algoritmo iWAS-
FGA. Suponemos que el decisor no tiene, a priori,
un conocimiento exhaustivo sobre el problema selec-
cionado.
Paso 1: configuracio´n del algoritmo y punto de refe-
rencia
Tanto la configuracio´n del algoritmo como el
punto de referencia seleccionado se muestran en la
Figura 2(b). Como el decisor no posee conocimiento
previo sobre la instancia escogida, el punto de re-
ferencia usado es el determinado por defecto, que
corresponde al nadir de la instancia seleccionada.
Paso 2: ejecucio´n inicial
Tras pulsar sobre el boto´n Start, iWASFGA ge-
nera, a partir de una poblacio´n inicial aleatoria, un
conjunto de soluciones que dominan al punto de re-
ferencia. La aproximacio´n obtenida se muestra en la
Figura 3.
Paso 3: iteracio´n 1
En el paso 2 el decisor obtiene una primera aproxi-
macio´n de la distribucio´n de soluciones en el espacio
de objetivos. Segu´n esto, ya dispone de cierta in-
formacio´n para incorporar sus preferencias. Supon-
gamos que el decisor no esta´ interesado en aquellas
soluciones donde cost > 3.35 · 107 y, adema´s, pre-
fiere que makespan < 1000. Segu´n esto, el punto
de referencia se define a los valores anteriores y, al
Fig. 3. Ejecucio´n inicial de iWASFGA en la instancia 8 em-
ployees and 64 tasks.
pulsar sobre el boto´n Next iteration, se obtiene una
primera aproximacio´n de la regio´n de intere´s definida
por el punto de referencia q = (3.35·107, 1000). Esto
puede apreciarse en la Figura 4. Las soluciones en
gris representan a las soluciones no dominadas en la
iteracio´n anterior.
Paso 4: iteracio´n 2
En el paso 3 el decisor ha obtenido un conjunto
de soluciones que cumplen sus preferencias. En este
momento, decide darle ma´s tiempo al algoritmo para
obtener una mejor aproximacio´n de la regio´n de in-
tere´s definida por el punto de referencia. Para ello,
aumenta el nu´mero de generaciones a 1000 y pulsa
nuevamente sobre el boto´n Next iteration. La apro-
ximacio´n resultante se muestra en la Figura 5.
Fig. 4. Primera iteracio´n de iWASFGA en la instancia 8
employees and 64 tasks.
Fig. 5. Segunda iteracio´n de iWASFGA en la instancia 8
employees and 64 tasks.
Paso 5: iteracio´n 3
En el paso 4 las soluciones generadas mejoran a las
obtenidas en la iteracio´n anterior. No obstante, e´stas
pueden no ser Pareto o´ptimas o eficientes, aunque s´ı
son no dominadas entre ellas. En cualquier caso, el
decisor desea un nu´mero reducido de soluciones, ya
que decidir que´ solucio´n es la mejor entre mu´ltiples
soluciones requiere un gran esfuerzo cognitivo. Por
este motivo, el decisor realiza una nueva iteracio´n,
pero fijando en iWASFGA el nu´mero ma´ximo de
soluciones deseadas a cinco. Como puede observarse
en la Figura 6, se aproxima la regio´n de intere´s con
tres soluciones bien distribuidas.
Fig. 6. Tercera iteracio´n de iWASFGA en la instancia 8
employees and 64 tasks.
El conjunto de soluciones generadas durante el
proceso anterior completo se almacena en disco en
la carpeta de trabajo iSPSStudy de la aplicacio´n.
A partir de este punto, el decisor podr´ıa intentar
mejorar las soluciones obtenidas, modificar sus pre-
ferencias o incluso comenzar el proceso usando otro
algoritmo.
VI. Conclusiones
El problema de planificacio´n de proyectos soft-
ware es un problema de optimizacio´n combinatoria
de asignacio´n de recursos a tareas, cuyos objetivos
son minimizar la duracio´n y el coste de un proyecto.
Se trata de una de las actividades de mayor impor-
tancia y, al mismo tiempo, de mayor complejidad en
la direccio´n de proyectos de desarrollo software.
En este trabajo se ha realizado una propuesta soft-
ware desarrollada en Java, denominada Interactive
SPS o iSPS, que permite resolver, de forma inte-
ractiva, cualquier instancia del problema SPS, ha-
ciendo uso de diferentes algoritmos evolutivos basa-
dos en punto de referencia. Estos algoritmos tienen
en cuenta las preferencias del decisor para aproxi-
mar una regio´n concreta del frente o´ptimo de Pareto,
definida indirectamente por el punto de refencia pro-
porcionado por el usuario. La finalidad de la herra-
mienta es ayudar al director de proyectos software
en la toma de decisiones. Por este motivo la inter-
faz gra´fica de usuario de iSPS es simple, pero ofrece
todo lo necesario para cargar instancias del problema
SPS, determinar el algoritmo a usar para su re-
solucio´n incorporando preferencias mediante punto
de referencia y visualizar los resultados obtenidos
gra´ficamente.
Como trabajo futuro podr´ıa ampliarse la herra-
mienta para darle mayor flexibilidad, permitiendo,
por ejemplo, seleccionar distintos operadores de
variacio´n. De la misma forma, deber´ıa mejorarse
el procesamiento de ficheros relacionados con las ins-
tancias y soluciones, con el objetivo de que el usuario
pueda escoger una ubicacio´n arbitraria del sistema
de ficheros para ambos.
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