This paper investigates the performance of moving average rule in an emerging market context, namely that of the Jordanian stock market. The returns from trading strategies based on various moving average rules are examined. The results show that technical trading rules can help to predict market movements, and that there is some evidence that (short) rules may be profitable after allowing for transactions costs, although there are some caveats on this. Sensitivity analysis of the impact of transaction costs is conducted and standard statistical testing is extended through the use of bootstrap techniques. The conditional returns on buy or sell signals from actual data are compared to the conditional returns from simulated series generated by a range of models (random walk with a drift, AR (1), and GARCH-(M)) and the consistency of the general index series with these processes is then examined.
INTRODUCTION
This paper examines the performance of moving average trading rules when these are applied to the Index return on the Jordanian Stock market (ASE) [Amman Stock Exchange] .
This form of technical analysis is extremely popular amongst practitioners and has been extensively studied in the academic literature (e.g. Neill (1931) , Schabacker (1930) , Gartley (1930) , Caslow (1966) , LeBaron (1990) , Brock, Lakonishok and LeBaron (1992) , Roberts (1959) , Brealey (1969) , Fama and Blume (1966) and Jensen and Benington (1970) ). 1 Much of this early work focussed on major stock markets such as the NYSM, but more recently there have been several studies of emerging markets. For example, Renter and Leal (1999) examined the potential profit of technical trading strategies among 10 emerging equity markets of Latin American and Asia, technical trading strategies found to be profitable for some markets, others were not. Bessembinder and Chan (1995) found similarly mixed results for Asian stock markets.
One might expect that Technical analysis might well 'work' rather better in emerging markets and there is some evidence that this is in fact the case. Harvey (1995) concluded that the autocorrelation in emerging markets is much higher than in developed markets, hence the profitability of technical trading rules in emerging markets is more likely to produce significant results. (See also Bekaert and Harvey 1 Whilst some forms of technical analysis can be viewed as 'art' or 'subjective judgement', the advent of computerised trading systems has led to great interest by practitioners in technical trading rules which can be programmed and hence automated -and this motivates the question of whether it is possible to earn abnormal profits by the use of such rules.
(1995) Bekaert and Harvey (1997) , Claessens, Dasgupta, and Glen (1995), Campbell (1996) , Jochum, Kirchgassner and Platek (1999) ).
The aim of the present paper is to add a further case study to this developing strand in the literature to examine to what extent the ASE behaves in similar ways to these other markets. 2 Of course, many of the earlier studies (such as Brock, Lakonishok and LeBaron (1992) ) ignored transaction costs, costs that can be critical when considering the performance of alternative forms of trading rule. For example, Alexander's (1961) study of Technical Analysis suggested many technical strategies could be quite profitable. However, when Alexander (1964) replicated the earlier study, after adjusting for transactions costs, there was only minimal evidence of profitability. For the ASE, over the period under consideration, transactions costs have varied to some extent, and of course there is some variability depending on who effects the trade and how much is traded. In studying the trading rules, we have chosen to conduct a sensitivity analysis regarding these trading costs by examining how the results are affected by assuming 'average', 'upper' and 'lower' bounds to these costs. 3 .
Technical analysis is considered one of the original tools of investment analysis, and has been a part of financial practice dating back to the 1800s. It attempts to forecast prices by detecting patterns in stock prices. Technical analysis is used to examine the efficient market hypothesis by investigating predictability of equity returns from past returns. Some studies (e.g. Chopra, Lakonishok, and Ritter (1992) , and Fama and French (1986) ) found negative serial correlations in returns, while other studies found negative serial correlations in first lags and positive correlations in longer lags (e.g. Jegadeesh (1990) ). Predictability of stock returns, manifest in various forms of stock market anomaly (such as the size effect, the turn-of-the-year effect, the weekend effect, earning/price (E/P) effect, and the momentum effect) was viewed in the early 2 Adding further case studies is also beneficial given that emerging markets by definition have shorter data series in comparison with developed markets. 3 In the ASE, an individual can access the market directly by incurring a variable (fixed percentage) transaction cost for each contract (unlike many other markets where individuals use an agent and pay a fixed fee. Brokers receive commissions calculated on the basis of the market value of both buying and selling transactions of the security. The lower limit for the commissions is 5.4 JD per thousand and the upper limit is 7.4 JD per thousand (see http://www.ase.com.jo/).
literature as evidence of stock market inefficiency. More recently, the concept of market efficiency has been increasingly refined, and other explanations developed (for example, time-varying equilibrium returns, non-linear generating processes (see Neftci (1991) , Hsieh (1991) , Hsieh (1995) , Antoniou, Ergul, and Holmes (1997) , and Brorsen and Yang (1994) ).
Whilst early studies often found Technical analysis to be ineffective, much of the later work has found some value in it. For example, the Fama and Blume (1966) study of the Dow 30 in the late 1950s found no profits even for the best rule after adjusting for transaction costs whilst the later study by Sweeney (1988) , based on the same sample of stocks but for a later period, concluded that mechanical trading rules did have profit potential. Recent work has often found that technical analysis can be an effective means for extracting information from market prices (see for example Pruitt and White (1988) , Neftci (1991) , Brock, Lakonishok and LeBaron (1992) , Neely, Weller, and Dittmar (1997) , Neely and Weller (1999) , Chang and Osler (1994) , and Osler and Chang (1995) .
The first object of the paper is to study, in this emerging market, the extent to which alternative moving average trading rules forecast future prices and hence can be profitable. The results of this part of the study generally suggest that technical analysis helps predict stock price changes in the ASE, with the returns during buy periods being larger than returns during sell periods. However, after accounting for transaction costs, taking the moving average rules as a whole (averaging across all the rules), they do not yield significant profit. On the other hand, the average performance of the trading rules actually masks weak performance by 'long rules' and superior performance for particular 'short rules', which do appear to be profitable. However, these results are based on test statistics which may be unreliable in the face of nonnormality of the underlying return distribution. The second objective of the paper is to take some account of this by studying the performance of the trading rules under alternative specifications for the underlying generating process (namely, random walk, AR1, GARCH-M). In each case, the model is fitted to the original data -and the residuals from that model are used in a bootstrap methodology as developed by Efron (1979) , Freedman and Peters (1984) , Efron and Tibshirami (1986) , and Brock, Lakonishok and Lebaron (1992) . The bootstrap technique can be used to generate trading rule returns for any given model of the underlying generating process. The comparison between returns from simulated series and those for the actual series reveals that actual trading profits are not consistent with those that would be generated using a random walk or AR(1) model (i.e. in both cases, average returns from the trading rules lie in the tails of the simulated distribution), but are consistent for most (but not all) trading rules with a GARCH-M model (there is inconsistency for some 'short rules' for 'Buy' strategies). Across all the rules, the GARCH-M model performs well in terms of forecast volatility.
The remainder of the paper is structured as follows: Section 2 describes the data and technical trading rules; Section 3 gives empirical results obtained from applying trading rules; Section 4 describes the bootstrap methodology; Section 5 gives empirical results obtained from bootstrap simulations, and Section 6 concludes by summarising the main findings.
DATA AND TECHNICAL TRADING RULES
The Amman Stock Market Index:
The data series used is the daily The ASE indices are calculated using the latest closing prices and published on a daily basis. It is composed of 60 companies listed on the 'Regular Market', the selection of these companies being based on the following five criteria which represent the companies' size and liquidity: (i) market capitalization (ii) days traded, (iii) turnover 4 An anonymous referee raised the question of whether the results were similar if, instead of using the ASE index, the 'S&P' Jordanian Index (as can be obtained from Datastream for example) was used. The ASE index was preferred in this study since this series is longer and more complete (for example, daily data for the S&P Jordanian index before 1995 is not available). However, it is possible to make a comparison by selecting a common set of data points for the two series and running the analysis in parallel for each index. The Moving Average Trading Rule
The moving average rule is one of the most widely used in technical analysis (see for example de Jong and Penzer(1998) , Gencay and Sangos(1997) , Liu and Mole(1998) , Gencay(1998) , Neely and Weller(1999) , Ojah and Karemera(1999) , Ratner and Leal(1999) , Szakmary, Davodson and Schwarz(1999) , Couts and Cheung(2000) , and Goodacre and Kohn-Speyer(2001) : market capitalization of the company at time (t-1) which deleted of the index at time t The base value B t is an adjusted base (market capitalization) which is not the real market capitalization at the base period. At 1/1/1992 the Index = 100 and the market capitalization = base value of the index No adjustment is made, however, in case of a stock split, bonus shares (stock dividend) and a decrease in paid-in capital, since such corporate actions do not affect the current market capitalization. Thus, adjustments are done for any changes in index constituents or any corporate action affecting the market capitalization on index stocks. This can be achieved by using the adjustment factor M ad . Without any adjustments, such changes would cause sudden and sharp movements of the index value which would not reflect the market's actual behavior. Non-periodic adjustments are made for stocks whose trading is halted for a long time or permanently. below the moving average. Thus, when the price trend reaches a bottom, and turns upward, the upside penetration of the moving average is regarded as a buy signal" There are numerous variations and modifications that can be applied to this rule. In this study, two moving averages are used to generate trading signals. Buy and sell signals are generated by crossovers of a long moving average (calculated over L days) by a short moving average (S days, where S L < ). That is, the buying signal is generated when the short-period moving average moves higher than the long-period moving average:
where P t is the price at time t. Sell signals are generated when the inequality is reversed: that is,
The empirical work examines a range of moving averages for the short and long (Brock, Lakonishok and Lebaron (1992) ). The shorter the period covered by the moving average, the closer it follows the market and the longer the period of the moving average, the more it smooths market fluctuations. Thus for example the rule with 1 S = is very responsive, in that whenever the actual return rises above (below) the moving average, the signal is to buy (sell).
EMPIRICAL RESULTS: TRADITIONAL TESTS Summary Statistics
Summary statistics for the ASE index are presented in Table 1 , and for comparison purposes, parallel results for the S&P500. The return is calculated as log differences of the index level and thus excludes dividend yields. Non-normality in returns is manifest, as expected. Whilst the average return on the ASE over the time period 1992-2001 is about one third that of the S&P, its variance is somewhat less. This is an interesting observation in its own right; most emerging markets manifest higher volatility than established markets. Kurtosis is comparable, but skewness lies in the opposite direction to that commonly manifest by stock markets. Perhaps the most significant feature is that, in contrast to the S&P500, in the ASE, there is significant first order autocorrelation (the partial autocorrelation coefficient value of 0.26648 is massively significant). This indicates that stock prices in the ASE are to an extent predictable on the basis of past price history. The fall away in the partial autocorrelation coefficients after lag 1 is also suggestive that the underlying generating process for the ASE might be characterised as AR1 (this is studied in section 3 below).
Table 1 here
The moving average rules: Table 2 shows results for fourteen alternative rules. The rules differ in the length set for the short and long period averages. For example, (5,150) denotes that the short average is 5 days and the long average is 150 days. The entire sample is divided into buy and sell periods, depending on the relative position of the moving averages. This rule imitates a trading strategy where the trader buys when the short moving average penetrates the long from below and stays in the market until the short moving average penetrates the long moving average from above, after which the trader moves out of the market or sells short.
The number of buy and sell signals reported during the sample showed in Table 2 In columns 6 and 7, the fraction of buy and sell returns greater than zero are reported.
The last column lists the differences between the mean daily buy and sell returns with corresponding t_statistic, calculated as Of course, the t-statistics reported in Table 1 are only 'indicative' of statistical significance; the actual distribution of the reported "t-statistics" is actually unknown,
given the manifest non-normality of the return distribution for the ASE index. 7 A bootstrap methodology can be used to derive empirical distributions for these test statistics. This in itself is not a complete solution of course, since to apply the bootstrap requires assumptions regarding the underlying generating process. In the next section, the relative performance of a range of popular generating processes is examined. Table 2 here Table 2 gives results when transaction costs are ignored. As shown in Table 2 the number of buy and sell signals generated are fairly similar for all trading rules. In columns 4 and 5, the buy returns are all positive with an average one-day return of
5.
¡ 2 is the estimated variance for the entire sample.
0.0006 compared with an unconditional mean of 0.000154. Based on the associated tstatistics, four of the fourteen tests reject the null hypothesis that the average buy return equals the unconditional average return at the 1 percent significance level using a two-tailed test. The results are systematic, the shorter the moving average, the more significant the result. In the case of the sell return, all are negative with an average one-day return of -0.0003 (that is, getting out of the market or selling short gives a positive return relative to staying in).
Also four of the fourteen tests reject the null hypothesis that the sell returns are equal the unconditional return. The fraction of buys and sells greater than zero shown in Table 2 represent material differences between buys and sells. Under the null hypothesis, the fraction of positive returns should be the same for both buys and sells.
The last column in Table 2 shows that the buy-sell differences are positive and the ttest for seven of the fourteen tests are highly significant, which rejects the null hypothesis of equality of zero. Regarding "Buy>0" and "Sell>0" statistics, the buy fraction is consistently greater than 50 percent, while that for all sells it is consistently less.
Having introduced the results for the case where zero transactions costs are assumed, tables 3-5 below examine how the results are affected by introducing transactions costs. Table 3 deals with 'Buy' returns, Table 4 with 'Sell' returns and Table 5 with 'Buy-Sell' returns. By way of sensitivity analysis, results are reported for the average transaction cost level and the upper and lower limits according to ASE regulations, as well as the zero transaction cost case. In each case, as one would expect, the higher the level of transactions cost assumed, the lower the (absolute) values of the tstatistics' and hence the less statistically significant the results appear to be. There is still some indication that 'buy' returns are statistically significant for short moving average rules -for the (1,5) rule for example, where at average transaction cost level t=2.4 and at the upper transaction cost level, t=2.01. Sell returns are rather less 'significant' but taken together, the 'buy-sell' returns are statistically significant for the (1,5)-(1,25) rules even at the upper transaction cost limit.
What conclusions can be drawn from this? Clearly, most of the trading rules do not work, but some of the shorter rules do appear to be profitable, even after taking account of transactions costs (notably the (1,5) rule). It would thus appear that trading rules can be used not only to predict market movements, but to also to effect 'profit improving' trading strategies. However, there are several caveats to weigh against this. Firstly it is worth emphasizing that the results are only 'suggestive' given the 'tstatistics' do not have a t-distribution. Secondly, note that a significant range of moving average rules has been examined, so the possibility of 'data mining' has to be considered. Thirdly, there is the question of to what extent one could actually effect the trading schemes implied under tables 3-5. There are always difficulties associated with trading the 'index' portfolio in practice. Given these observations, it is still possible that the first order autocorrelation observed in Table 1 may not be inconsistent with market efficiency when transaction costs are taken into account.
Section 3 below sheds further light on this by examining the trading rules under alternative assumptions regarding the return generating process, using a bootstrap methodology.
Tables 3, 4, 5 here 4. A PARAMETRIC BOOTSTRAP METHODOLOGY
The second objective of the paper is to explore, using the bootstrap methodology, the extent to which the above trading results are consistent with alternative specifications of the underlying price generating process (random walk RW, AR1, and GARCH-M are considered). For stock returns, there are several well-known deviations from normality, stationarity and time-independence, such as leptokurtosis, autocorrelation, and conditional heteroskedasticity (see Table 1 ). Whilst the 't-statistics' calculated and reported in Tables 2-5 give some indication of statistical significance, the theoretical distribution of the 't-statistic' in these contexts is unknown. The bootstrap is a method for estimating the distribution of an estimator or test statistic by resampling the data or a model estimated from the data. It can provide approximations to distributions of statistics, coverage probabilities of confidence intervals, and rejection probabilities of hypothesis tests that are more accurate than the approximations of first-order asymptotic distribution theory. However, whilst the parametric bootstrap provides a useful approach to hypothesis testing in situations where the distribution of standard test statistics is unknown, it is worth mentioning that it is an embedded approach, conditional on the specific functional forms used for modelling the volatility process in this study (that is, in this study RW, AR1 or GARCH-M).
The The focus in what follows is on the extent to which the returns generated by trading rules are above or below those generated for the original series. The bootstrap generates a simulated distribution for the performance measure under the assumed process, and it is then possible to calculate an associated p-value, where this is defined as the fraction of simulations on which the return from a given trading rule was greater than that gained on the original historical series. Thus the p-value indicates the extent to which the historical realization is likely to have been generated from this particular distribution or not. A small or large p-value (less than 5 percent, greater than 95%) indicates that the historical performance lies in one of the tails of the distribution, and that the assumed data generating process is unlikely to have given rise to that series. By contrast, p-values closer to 0.5 suggest the assumed generating process cannot be rejected as a description of the underlying generating process. As explained in section 1 above, three popular generating processes are examined in what follows.
Random Walk Model:
Using the random walk with drift, bootstrap series are generated by simply scrambling the actual returns (log price difference) of the index. Scrambling procedures generate a new time series of returns by randomly drawing from the actual series with replacement. The scrambled series will have the same unconditional distribution, same average drift in prices, and the same volatility. The returns of the scrambled series are independent and identically distributed. With the simulated return series exponentiated back to a simulated price series (the first observation of the actual price is used as a first observation of simulated price), the trading rules are applied to the simulated price series.
AR(1) Model:
The autoregressive model is the second model for the simulation: where r t is the return on day t and t is independent, identically distributed. The parameters and the residuals are estimated using actual returns of the index. The residuals are then resampled with replacement and used with estimated parameters to generate simulated AR(1) series. Given the observed serial correlation in returns (see table 1), it is of interest to see if an autoregressive process might satisfactorily 'explain' the returns observed under the trading strategy(as shown in Panel A in Table 6 , there is a significant first order autocorrelation for the index returns series; ρ = 0.266).
GARCH-M Model:
The GARCH-M model with MA term is:
where the residual ( Table (3) presents the results of estimated models, which will be used for comparison with the actual index series. Table 6 here Panel B of Table 6 presents the results for the GARCH-M model. It shows that the conditional variance of stock returns is time varying and is autocorrelated (both 1 α and β highly significant). There is no significant relation between the conditional variance and conditional mean but as in the AR(1) model, there is significant positive first order autocorrelation in the series (b highly significant).
BOOTSTRAP RESULTS
The results of the three model simulations (Random Walk, AR (1) 
Tables 7-9 about here

Random Walk Process:
The number in Table 7 under Buy column in the first row, for rule (1,2) is 1.000; this shows that all of the simulated random walks generated a mean buy return larger than the mean buy return from the original index series. This number can be considered as a simulated "p-value". The number 0.000 under the Sell column for rule (1,2) shows that none of the simulated random walks generated mean sell returns larger than the mean sell return from the original index series. The number in the Buy-Sell column (1.000) reports that all of the simulated random walks generated mean buy-sell differences larger than the mean differences for the original series. In the column SDBuy the reported number is (1.000), showing that all of the standard deviations for the simulated random walks are greater than the standard deviation for the original index series, and the number (1.000) under the SD-Sell column shows that all of the standard deviations for the simulated random walks are greater than the standard deviation for the original index series. It is noticeable that the results for the (1,2) rule are rather different from the following rule results; none of the simulated random walk series for the following three rules generated mean buy returns higher than the mean buy returns from the original index series, and all of the simulated random walk series for the following three rules generated mean sell returns higher than the mean sell returns from the original index series.
In general, the results for the Random Walk process give many p-values (fraction of results greater than actual) well into the tails of the distribution for the trading rules under investigation (for buys, sells, and buy-sells) particularly for the (1,X) rule for
. This implies that the random walk process can be rejected as a potential generating process. This is hardly surprising, given the observed first order serial correlation (see table 1) in the historical series. . Table 7 shows results that generally support the AR (1) -are all higher than 10% (and less than 90%). On the basis of these rules one would not reject the null hypothesis that the AR (1) process is consistent with the data generating process of stock index return. However, the (1,2) rule has a significant pvalue, so this casts some doubt over the validity of process. Naturally, the p-values for the simulated AR(1) process are in general less significant than those for the simulated RW process, suggesting that 'AR(1) type' effects do play a role in the process generating the original results. show significance with the exception of (1,2) and (1,5) rules for Sells (an again, only just at 5% for a one tailed test, or at 10% for a two tailed test). Overall then, the GARCH-M model is performing rather better than the other models, with only the short rules and furthermore, only for Sells, showing some 'discrepancy'. The model also works well across all rules in terms of predicting volatility .
GARCH-M Process:
CONCLUSIONS
The first object of the paper was to study, in this emerging market, the extent to which alternative moving average trading rules help to forecast market movements and the extent to which these might be profitable. The results of this part of the study suggest that technical analysis does help to predict stock price changes in the ASE. This evidence regarding predictive power agrees fairly well with results from other studies conducted in developed and emerging markets. For example, Brock et al.(1992) examined a moving average trading rule for the daily Industrial Average Dow Jones, and found that the buy (sell) signals generate returns which are higher (or lower) than normal returns. Hudson et al. (1996) also adopted the same technical trading rules as Brock et al.(1992) to UK stock prices, and likewise found predictive ability for technical trading rules. Furthermore, the results agree with studies performed in other emerging markets; for example, Bessembinder and Chan (1995) , Ratner and Leal [1999] both found that simple trading rules can have forecast ability.
In common with previous studies, it was found that the returns during buy periods are larger than returns during sell periods. Under the assumption of zero transactions costs, moving average rules (1,2), (1,5), (1,10), (1,25), (1,50), (5,10), and (5,25) all appeared to have significant predictive power. However, after account of transactions costs was taken, despite predictive power, the ability to earn a significant trading profit was considerably lessened. There was still some evidence that some short run rules (such as the 1-5 rule) might yield net profit even after allowing for trading costs.
Fairly clearly however, the trading rules examined, on the average, do not (most of the rules do not yield significant trading profits). It was suggested that the finding that some (short) rules seem to be profitable net of transactions costs was an indication of potential market inefficiency, but there are some caveats to such a conclusion -firstly because the test statistics cannot be relied upon to have the standard t-distribution (because of non-normality of the index return), secondly, because of data mining considerations, and thirdly because, for the trading strategy based on a moving average rule to be profitable, is does require that the index portfolio needs to be traded, and there may be practical difficulties associated with doing this (which will depend on market micro-structure). Given these considerations, the results can be viewed as fairly consistent with those found in the recent literature (namely that moving average rules do help to predict market movements, but that it may be hard to profitably exploit the trading strategy in practice).
The second objective of the paper was to study the performance of the moving average trading rules under alternative specifications for the underlying generating process (namely, random walk, AR1, GARCH-M). In each case, the model was fitted to the original data and the residuals from that model used as the basis for a bootstrap study. The bootstrap technique was used to generate trading rule returns for each given model for the underlying generating process. The comparison between returns generated by the bootstrap and those for the actual series reveals that actual trading profits are not consistent with those that could be generated by the random walk or AR(1) processes. There was more evidence in favour of a GARCH-M process, although still some evidence of inconsistent performance for short moving average rules for Sells (but not for Buys). Overall, increasing 'flexibility' in moving from RW to AR(1) to GARCH-M increases substantially the consistency (in terms of p-values)
of actual historical returns with estimated return distributions.
Table 1 Summary Statistic for Daily Returns
Returns are measured as log differences of the level of the index. AC is the estimated autocorrelation and PAC is the estimated partial autocorrelation at lags 1,2,3,4and 5.Q-Stat is the Ljung-Box Q-statistic 
ASE
Table 2 Test Results for the Trading Rules in the Absence of Transactions Costs
Results for daily prices from 1992-2000. Rules are identified as (short, long) where short is the short moving average and long is the long moving average. N(Buy) and N(Sell) are the number of buy and sell signals reported during the sample. Bold numbers are standard t-ratios testing the difference of the mean buy and mean sell from the unconditional mean, and buy-sell from zero. Buy >0 and Sell >0 are the fraction of buy and sell returns greater than zero. The last row reports the averages across all 14 rules. 
