Most neurons in primary visual cortex (V1) are selective for stimulus size, a property with important implications for salient feature detection. Size selectivity involves dynamic interactions between neuronal circuits that establish the classical (center) and extraclassical (surround) of a neuron's receptive field. Although much is known about the tuning properties and stimulus selectivity of the center and surround subunits, relatively little is known about how these subunits interact to achieve size selectivity. To address this question, we examined the temporal dynamics of size selectivity in two classes of pyramidal neurons at similar hierarchical processing stages in V1 of alert monkeys. These two classes were comprised of neurons in cortical layer 6 with identified projections to the lateral geniculate nucleus. While both neuronal groups displayed comparable levels of size selectivity, the temporal dynamics of their tuning differed significantly. We compared the size tuning profiles of each cell type with a series of sum-of-Gaussian models and discovered that the receptive fields of neurons with fast-conducting axons contained an excitatory center and a suppressive surround with similar onset timing. In contrast, neurons with slow-conducting axons used two center components-an early wide-field component and a delayed narrow-field component that increased activity-in addition to the surround component. The early, wide-field component represents a novel mechanism for cortical neurons to integrate contextual information. These results demonstrate that size tuning in cortical neurons is established via multiple unique mechanisms, dictated by the rich circuit architecture in which neurons are embedded.
Introduction
Neurons in primary visual cortex (V1) are defined principally by their physiological responses to visual stimulation of their classical receptive fields. For many neurons, stimuli that extend beyond the classical receptive field and into the extraclassical surround suppress spiking activity (Knierim and Van Essen, 1992) . Tuning for stimulus size, or size selectivity, emerges via interactions between the neuronal circuits that establish the receptive field center and surround. Given the behavioral utility of size selectivity for detecting salient features in the visual environment (Mareschal and Shapley, 2004) , it is important to understand the mechanisms that underlie size selectivity.
A rich architecture of neuronal circuits-including feedforward thalamic input, local excitatory and inhibitory input, and feedback input from extrastriate cortical areas-underlie the response properties of V1 neurons (Felleman and Van Essen, 1991; Callaway, 2004; Sincich and Horton, 2005) . Consequently, multiple circuits likely contribute to center/surround interactions in V1 (Angelucci et al., 2002; Carandini et al., 2002; Cavanaugh et al., 2002a; Levitt and Lund, 2002; Bair et al., 2003; Ozeki et al., 2004; Rust et al., 2005; Angelucci and Bressloff, 2006; Sadakane et al., 2006; Sullivan and de Sa, 2006; Chen et al., 2007; Durand et al., 2007; Tailby et al., 2007; Liu et al., 2011) . Given the complexity of V1 network connectivity, size tuning among different neuronal populations could rely on distinct mechanisms. Support for this idea includes the observation that size selectivity varies across V1 laminae (Sceniak et al., 1999 (Sceniak et al., , 2001 Jones et al., 2001; Levitt and Lund, 2002) .
To provide a quantitative understanding of the mechanisms underlying center and surround contributions to size selectivity, we compared the temporal properties of center and surround interactions in two physiologically distinct populations of corticogeniculate neurons in V1 of alert macaque monkeys (Briggs and Usrey, 2009 ). These neurons were selected because they occupy similar positions in the V1 laminar hierarchy-they are all located in cortical layer 6, provide feedback signals to the LGN, and receive local excitatory input from layer 4C (Lund et al., 1975; Fitzpatrick et al., 1994; Briggs and Callaway, 2001; Usrey, 2007, 2009) . Despite these similarities, our results reveal marked differences between the cell groups in their spatial and temporal interactions for achieving size selectivity.
Materials and Methods
All procedures conformed to NIH guidelines and were approved by the Institutional Animal Care and Use Committee at UC Davis. Single-unit recordings were made from identified corticogeniculate neurons in two alert male macaque monkeys. Data from these animals also contributed to a study examining the visual physiology of corticogeniculate neurons (Briggs and Usrey, 2009 ). This previous study did not examine the temporal dynamics of size selectivity.
Corticogeniculate neurons were identified by antidromic activation following electrical stimulation to the LGN and a collision test Usrey, 2007, 2009) . Visual stimuli were centered over the receptive fields of recorded neurons while animals maintained fixation. Stimulus presentation began 200 ms following fixation onset and continued for 1.4 s, followed by 1.4 s of mean gray. Eye position was continuously monitored; trials were aborted if the eye deviated by Ͼ0.35°. Stimuli were drifting sinusoidal gratings (70% contrast, 4 Hz, preferred spatial frequency, and preferred orientation). Stimuli varied in size from 0.2°to 10°i n 12 steps. Each stimulus sequence was presented a minimum of three times.
Neurons were classified as simple or complex based on their f1:f0 response to optimal drifting gratings. Area-summation tuning curves were fit with a difference-of-Gaussians equation (Sceniak et al., 1999) ,
where S represents stimulus size, R 0 represents spontaneous firing rate, K c and K s are amplitudes of center and surround Gaussians, respectively, and a and b represent values for the excitatory center and suppressive surround Gaussians.
The strength of surround suppression was calculated using a suppression index, SI ϭ 1 Ϫ (response to largest-size stimulus/ response to preferred-size stimulus). (2) The temporal dynamics of size tuning were studied using a subset of corticogeniculate complex cells with suppression index values Ͼ0.2. Simple cells were excluded due to modest levels of suppression (mean SI ϭ 0.28 Ϯ 0.05 SEM). The remaining sample contained two groups of complex cells, those with short antidromic-activation latencies (Ͻ8 ms; Fast cells) and those with longer latencies (Ͼ15 ms; Slow cells). For each neuron, PSTHs showing the time course of visual responses were calculated for preferred-size gratings and large gratings (10°) and normalized to the peak response. To compare PSTHs across neurons, individual histograms were shifted by the neuron's latency to reach half-maximum response to the preferred-size grating. Histograms were averaged for each group and smoothed. A modified energy model (Adelson and Bergen, 1985) was constructed to examine the temporal dynamics of size tuning. We used a sum-of-Gaussians model rather than a divisive-or gain-normalization model (Sceniak et al., 1999 (Sceniak et al., , 2001 Cavanaugh et al., 2002a; Bonin et al., 2005; Webb et al., 2005) , because the sum-of-Gaussians model allowed for a more straightforward incorporation of additional, separable receptive-field components. The model consisted of two phase-shifted spatial filters generated by summing two or three Gaussians, each defined by a unique temporal filter. The response of the model was computed by taking the dot product of each spatial filter and the stimulus (4 Hz drifting sinusoidal grating, preferred spatial frequency) and convolving the resulting output with the temporal filters. The two resultant outputs were then squared and summed to generate the model cell's response as a spike rate. Model responses were generated for two stimuli, a preferred-size grating ( ϭ 1°) and a large-size grating ( ϭ 5°).
Two versions of the model were constructed: a 2-D model in which the spatial filters each consisted of a sum of two Gaussians representing the receptive field's excitatory-center and suppressive-surround components; and a 3-D model that incorporated an additional Gaussian representing a wide-field excitatory component. Each Gaussian component of the spatial filters was defined by a fixed width: excitatory center ϭ 1°, suppressive surround ϭ 5°, wide-field excitatory center ϭ 5°. These values approximated the corresponding values from the fits of the experimental size tuning curves (Fast cells: excitatory center ϭ 0.64°, suppressive surround ϭ 4.26°; Slow cells: excitatory center ϭ 0.57°, suppressive surround ϭ 5.28°). The amplitudes of each Gaussian were free parameters constrained by biologically realistic limits.
The temporal filters for each component of the spatial filters were formulated after DeAngelis et al. (1995) ,
where ␣ and ␤ define the rise and reversal times of each temporal filter. These parameters were allowed to vary within biologically realistic constraints.
A least-squares minimization protocol (fminsearch, Matlab) was used to optimize and assign values to each of the free parameters by comparing the output of the 2-D and 3-D models with the averaged and smoothed PSTHs for each neuronal class.
Results
Single-unit recordings were made from 35 identified corticogeniculate neurons in V1 of two alert macaque monkeys performing a fixation task while drifting sinusoidal gratings (70% contrast, 4 Hz, preferred orientation and spatial frequency) varying in size were presented centered over the neuron's receptive field. Nine neurons were classified as simple cells and 26 were classified as complex cells based on their f1:f0 response to optimal drifting gratings. All simple cells and two complex cells were excluded from further analyses because they did not exhibit sufficient surround suppression, defined by suppression index values Ͼ0.2 (Materials and Methods).
An examination of the antidromic-activation latency and visual-response latency for complex corticogeniculate neurons revealed two distinct groups: neurons with fast conducting axons and short visual response latencies (Fast cells) and neurons with slower conducting axons and longer visual response latencies (Slow cells; Fig. 1 A) (Briggs and Usrey, 2009 ). Area-summation tuning curves for both groups of cells appeared similar in overall shape (Fig. 1C,D) . Namely, responses initially increased as stimulus size increased and then decreased to larger stimuli (preferred size: Fast cells ϭ 0.64°Ϯ 0.11°, SEM; Slow cells ϭ 0.57°Ϯ 0.11°, SEM; p ϭ 0.7, rank-sum test). The strength of surround suppression was also similar for the two groups, as quantified with a suppression index (SI: Fast cells ϭ 0.43 Ϯ 0.05, SEM; Slow cells ϭ 0.51 Ϯ 0.07, SEM; p ϭ 0.4, rank-sum test).
Differences between Fast and Slow cells were immediately apparent upon examination of the temporal dynamics of size tuning. As expected, latencies to the half-maximal response for Fast cells were shorter for both preferred-size and largesize gratings compared to Slow cells (p ϭ 1.1 ϫ 10 Ϫ5 , KruskalWallis test). More importantly, Fast and Slow cells differed from each other in terms of the relative timing of their responses to preferred-size and large-size gratings. Specifically, Fast cells responded more quickly to preferred-size gratings than to large-size gratings, while Slow cells responded more quickly to large-size gratings than to preferred-size gratings (Fig. 1 B) . These effects were evident in individual and population PSTHs (Fig. 2 A-D) . Accordingly, both Fast and Slow cell response-latency distributions (preferred-size latency Ϫ large-size latency) were shifted significantly from 0 (p Ͻ 0.01, Kolmogorov-Smirnov test) with Fast cells responding ϳ4 ms faster to the preferred-size stimulus and Slow cells responding ϳ5 ms faster to the large-size stimulus. An examination of the cumulative difference in responses to preferred-size and largesize gratings over time further revealed the striking difference in size-tuning dynamics between Fast and Slow cells. Slow cells exhibited an early and transient increase in activity to large stimuli before suppression that was not evident among Fast cells (Fig. 2 E) .
To explore the composition of receptive-field subunits giving rise to size tuning in Fast and Slow cells, we built a modified energy model with spatial filters defined by a sum-of-Gaussians representing the excitatory center and suppressive surround receptive-field components, each with independent temporal dynamics defined by separate temporal filters. A 2-D model fit the Fast-cell data quite well (Fig. 3A, left) . The optimal temporal filters revealed nearly coincident latencies for the onset of the excitatory center and suppressive surround components of the receptive field (Fig. 3A, right bottom panel) . When the 2-D model was fit to the Slow-cell data, it failed to capture the delay in suppression (Fig. 3B) . With similarly timed excitatorycenter and suppressive-surround kinetics (Fig. 3B , right bottom panel), the 2-D model failed to reproduce a sufficient shift in the response latency between preferred-size and large-size gratings (difference in timing to half-maximum response ϭ Ϫ1 ms; Fig. 3B, left) .
In contrast, a 3-D model, which incorporates an additional wide-field excitatory center Gaussian, fit the Slow-cell data quite well (Fig. 3C) . The wide-field, excitatory-center component displayed faster and more transient kinetics compared to the narrow-field, excitatory-center and suppressive-surround components (Fig. 3C, right bottom panel) . The 3-D model correctly captured the difference in response latency between the largesize and preferred-size gratings (difference in timing to halfmaximum response ϭ ϩ5 ms; Fig. 3C, left) . To compare the response latencies computed by each model for Fast and Slow cells, we examined the cumulative difference in model responses to preferred-size and large-size gratings over time. Figure 3D 
Discussion
This study examined the temporal dynamics of size tuning in similar, but distinct, populations of V1 corticogeniculate neurons to provide a quantitative understanding of the range of mechanisms underlying center/surround interactions for size selectivity. By combining empirical and modeling approaches, we demonstrate that the number of subunits contributing to center/ surround interactions and the timing of excitation and suppression differs between Fast and Slow cell types. We identified two types of center/surround interactions: one involving near simultaneous center and surround activation (Fast cells), and the other involving fast and transient wide-field center activation followed by lagged suppression and focal excitation (Slow cells). We constructed two models describing the center and surround components of Fast and Slow cell receptive fields and simulation results indicate that Fast and Slow cells develop size selectivity via different mechanisms, as Fast cells are best fit by a model with center excitation and surround suppression sharing similar temporal dynamics, while Slow cells are best fit by a model with fast and transient wide-field center activation followed by similarly timed center excitation and surround suppression. These results indicate that distinct mechanisms underlie size tuning in V1, likely involving different combinations of subcortical, local circuit, and extrastriate inputs.
Stimulus contrast can influence both the spatial and temporal properties of center/surround interactions in V1 (Kapadia et al., 1999; Sceniak et al., 1999; Cavanaugh et al., 2002b; Nolt et al., 2004; Webb et al., 2005; Sadakane et al., 2006; Sceniak et al., 2006; Ichida et al., 2007; Tailby et al., 2007; Cai et al., 2008; Wang et al., 2009; Schwabe et al., 2010) . We therefore recorded neuronal responses at a constant contrast (70%) to ensure that any dynamics observed in the data were not attributable to contrast-mediated changes in response timing. Similarly, the relative strength and timing of center/surround interactions can vary depending on the orientation of stimuli in the center and surround regions of receptive fields (Valberg et al., 1985; Nothdurft et al., 1999; Jones et al., 2001 Jones et al., , 2002 Angelucci et al., 2002; Cavanaugh et al., 2002b; Bair et al., 2003; Webb et al., 2003 Webb et al., , 2005 Smith et al., 2006; Naito et al., 2007; Tailby et al., 2007) . We therefore used a single grating that varied in size to ensure that any differences in the temporal dynamics of size tuning cannot be attributed to nonhomogenous pattern effects.
The data and model predictions provide important insight into the neuronal circuits mediating center/surround interactions. First, because the center and surrounds of Fast cells display similar kinetics, they could be jointly inherited from a common source. One potential source is direct, geniculocortical input. Along these lines, recent work indicates that Fast cells, but not Slow cells, receive direct suprathreshold geniculate input (Briggs and Usrey, 2007) . Moreover, LGN neurons in the primate, particularly magnocellular neurons, display comparable levels of extraclassical suppression (Solomon et al., 2006; Alitto and Usrey, 2008; Camp et al., 2009 ) and the relative timing of center excitation and surround suppression in magnocellular neurons is similar to that of Fast cells (Alitto and Usrey, 2008) . Thus, direct geniculate input has many of the properties needed to establish the center and surround receptive-field components of Fast cells. Second, the distinct temporal profiles of suppression in Fast and Slow cells-one coincident with center excitation, the other lagged relative to center excitation-suggest cell-type specific circuits for suppression. Third, the differing numbers of excitatory subunits for Fast and Slow cells (i.e., a single subunit for Fast cells, vs an early transient wide-field subunit that precedes a narrow-field subunit for Slow cells) indicate there are distinct circuits for center excitation in these cell types. Possible sources contributing to wide-field excitation include neighboring layer 6 neurons with linear spatial summation (Gilbert, 1977; Grieve and Sillito, 1995; Sceniak et al., 2001; Levitt and Lund, 2002) . Along these lines, past studies reveal a rich network of connectivity between neighboring layer 6 neurons (Briggs and Callaway, 2001; Binzegger et al., 2004) . In considering the circuits that contribute to the wide-field response, it should be pointed out that this response could reflect direct excitation and/or release from inhibition.
Finally, the early and transient wide-field excitation described here could provide an important utility for visual processing. Wide-field excitation could provide postsynaptic neurons with information about the global context in which the receptive field is embedded including global contrast and feature orientation. Fast and transient wide-field excitation could also signal the presence of salient features within a larger visual context that requires attention. With these possibilities in mind, it would be interesting to determine whether the inputs establishing fast and transient wide-field excitation use burst spiking, or other rapid and transient modes of communication and whether these sources of input are influenced by transitions between nonattentive and attentive states (Llinás and Steriade, 2006) .
