ABSTRACT During the data acquisition procedure, volume data are usually contaminated by noises. This would create visual confusion and misunderstanding in analyzing the volume data. Thus, noise reduction is necessary for improving the quality of volume data inspection and analytic tasks. However, it is far from being fully resolved in removing noise while maximally retaining geometric sharp features. In this paper, we present a powerful volume denoising method based on the extended weighted least squares. We improve the weighted least squares method and extend it to 3D for volume data denoising. The primary advantage of the proposed method is that it can consistently produce better results in removing noise while preserving sharp features. We illustrate our technique on synthetic and real-world 3D data and compare our method with the median method, weighted least squares, L0 volume gradient minimization, and edge aware anisotropic diffusion method. The experimental results demonstrate that our method can achieve higher quality results than the selected state-of-the-art methods.
I. INTRODUCTION
Noise hinders the analysis and understanding of volume data. Since it could destroy salient features in terms of intensity, especially for small objects and structures, and fail to get accurate feature information, noise creates visual confusion and misunderstanding [1] . However, some volume data (such as Computed tomography(CT) scans, Magnetic resonance imaging (MRI) scans, ultrasound scans, and confocal microscopy volumes) are usually polluted by noise during the process of transmission and collection, for example, ultrasound volumes are usually polluted by speckle noise and MRI may be contaminated by Rician noise. Even using highresolution scanners, noise inevitably appears in the obtained volume data during the data acquisition procedure [2] , [3] . Therefore, noise reduction is an important pre-processing step for improving the quality of medical inspection and analytic tasks like volume visualization or segmentation [4] , [5] .
Although, many methods have been proposed to deal with the volume denoising problem, denoising volume data while maximally preserving sharp features is inherently challenging, because of the difficulty to distinguish sharp features from noise [6] , especially in low contrast, fuzzy edge and high background noise. Gaussian filter and median filter are widely used in the volume denoising, but these two methods often result in blurring edges. Bilateral filter is popular to remove noise, which can preserve sharp features for volume visualization simultaneously. Anisotropic diffusion denoising methods [7] - [9] are also popular in volume processing, however, they have an inherent drawback of needing laborious parameter tuning. Hossain [1] presented a new edgeaware anisotropic diffusion model for 3D scalar data, which can remove noise while preserving sharp features. However, it often costs more time since the convergent iteration is relatively slow.
Recently, Wang et al. [10] proposed a volume denoising method based on the L0 gradient minimization framework. This method can remove low-contrast noise effectively while preserving the sharp features, but it cannot process high-contrast noise effectively. Some groups applied Block matching 3D filter to remove noise from volume data [11] - [14] , which has excellent denoising performance, but it requires much more computational time. The higherorder singular value decomposition method was exploited to suppress the noise of MRI data [15] , [16] , however, it contained several filtering parameters (such as the number of similar cubes K , the cube size p, the relaxation parameter n, and the scaling factor c) which are manually determined based on empirical experience. Günther [17] proposed a topological denoising method to retain the minima and maxima of large 2D data and medium-sized 3D data. However, this method is also time-consuming, it would take several hours if there is a 128 * 128 * 128 noise volume.
Farbman et al. [18] and Min et al. [19] proposed another kind of denoising methods which based on weighted least squares, consisting of a data term and a prior term. The output is obtained by solving a large linear system via a sparse Laplacian matrix which represents an affinity function defined by the given input data. This optimizationbased method achieved a higher denoising quality results with no halo artifact. Inspired by these works on weighted least squares, we present an efficient denoising method based on the extended weighted least squares. By applying our method to process a variety of volume data with significant noise, we can consistently produce better results for removing noise while preserving sharp features than median method, weighted least squares, L0 volume gradient minimization and edge aware anisotropic diffusion techniques.
The main contributions of this work are summarized in the following outlines.
(1) We present a powerful volume denoising method based on extended weighted least squares. It is the first attempt to extend WLS to 3D for volume denoising.
(2) We develop an efficient optimization system to remove noise, it is greatly helpful for suppressing noise while preserving sharp features. Moreover, it is robust and simple to implement.
II. VOLUME DATA DENOISING USING EXTENDED WEIGHTED LEAST SQUARES
In this section, we will first briefly present an effective image denoising method based on weighted least squares framework, then show how we extend this framework to 3D for volume denoising.
Farbman et al. [18] proposed an edge-preserving operator based on weighted least squares framework that needs to minimize Equation (1) to obtain the new image u in the framework.
where g is the input data, u is the output result. The output result u should be as close as possible to the input data g. The parameter λ controls the smoothness of the output result. The parameters a x and a y are the smoothness weights.
Using matrix notation, the Equation (1) can be rewritten as follows:
where A x and A y are diagonal matrices of a x and a y , respectively, and D x and D y are discrete differentiation operators matrices. The vector u that minimizes Equation (2) is uniquely defined as the solution of the linear system.
Weighted least squares method originally designed for the application of 2D image, which is widely used to remove noise. However, it was inadequately explored in volume data applications. In our work, we extend weighted least squares to 3D with some improvements. Let V be the input volume data and S be its output result. We introduce auxiliary weights w x , w y and w z , the extended weighted least squares energy function can be rewritten as:
where q belongs to R(p), the rectangular parallelepiped region centered at voxel p. p is the spatial location of a voxel. The goal of the term (S p -V p ) 2 is to minimize the distance between S and V . The parameter λ is a weight which controls the performance of denoising. As for weights a x , a y and a z , we define them in the same manner as in [20] . And the weights w x , w y and w z , they are defined as following.
where ε s and ε are two small positive number to avoid denominator by zero. In our work, ε and ε s are set to 1e-3, and 2e-2, respectively. g p,q is a weighting function with standard deviation σ , expressed as:
By using the matrix notation, Equation (3) can be rewritten as: (3) is written by
where (1 + λL t ) is the symmetric positive definite Laplacian matrix. The process is summarized in Algorithm 1.
III. EXPERIMENTAL RESULTS AND DISCUSSION
In our work, the experimental data cover a broad range of inputs from various sources including the synthetic, CT, 3D Ultrasound and MRI data. These data which adopted in our implementation are freely available online and can be found in [21] - [24] . These data (Tomato, Engine, Tooth, Spheres, Cube) are originally stored in PVM format which contain information about the grid size, bit depth, and the cell spacing of a dataset. In our work, we download the V^3 package, unzip it, and use the pvm2raw utility in the (4), (5), (6) , and (7) 5: solve the linear system in Equation (10) 6: end for 7: output: denoising volume data S tools folder to obtain the RAW format data. The Human Liver data is stored in SXI format, which contain the images referred to by the IM lines (in the same order), they are in binary, using one unsigned byte per pixel. If the recorded data is greyscale, then the bytes simply record the intensity in the range of 0 to 255 (0 is black and 255 is white). The Eustoma data is stored in traw3D_ss format that contain voxel resolution, voxel pitch, volume data (signed short array). Our tests were run on a standard workstation equipped with Intel Core i5-4460 3.2 GHz CPU with 8 GB of main memory, NVIDIA GeForce GT 705 graphics card, and Windows 8.1 OS.
A. ITERATIONS
The proposed method quickly updates the volume data V in iterations. The results of different number of iterations are shown in Figure 1 . Based on our experimental results, we notice that a finite number of iterations can effectively remove noise. Table 1 gives an overview of the representative models, their sizes, modalities, and shows the number of iteration times needed for all models used in the paper.
B. PARAMETERS ADJUSTMENT
Our method has an important parameter: λ, which controls the performance of denoising. The denoising results with different λ values are demonstrated in Figure 2 . The best denoising result for engine volume data is obtained when λ = 0.0001, as shown in Figure 2(d) . A small value of λ cannot suppress the noise effectively as shown in the Figure 2 (b-c) , and a large value of λ may destroy salient features as shown in black boxes of Figure 2 (e-f) . In our VOLUME 7, 2019 work, the parameter λ typically sets in a small range (0, 0.001] in practice.
C. NOISE REMOVAL
In order to test the denoising capability of the proposed method, four common noises, Salt and Pepper noise(d = 0.03), additive Gaussian noise (µ = 0, σ = 0.08), multiplicative uniform noise(µ = 0, σ = 0.05), and rayleign noise(µ = −0.1, σ = 0.02) are added to a nearly noise-free volume data. In our work, we chose the Tooth volume data to verify the effectiveness of our method when processing different kinds of noise, as shown in Figure 3 . From Figure 3 , the noise can be removed quite well in all four cases. The results show that our method works the best in the case of Salt and Pepper noise. For Gaussian noise, uniform noise and Rayleign noise, our method also performs similarly well on three occasions. It is noteworthy that the proposed method not only effectively removes four common noises but also preserves significant features. Figure 4 shows the denoising result of 3D ultrasound data of human liver (this data can be found in [23] ). 3D ultrasound data are usually contaminated with Speckle noise, which would reduce quality resolution and contrast, hence it is extremely difficult to visually detect important structure features, as shown in Figure 4(a) . Noticeably, Figure 4 (b) illustrates the Speckle noise are removed and tubular structures are more visually detected while preserving important features using our method.
D. COMPARISONS WITH OTHER DENOISING METHODS
The Spheres data is firstly used to compare our work with the other four volume denoising methods: L0 volume gradient minimization [10] , edge aware anisotropic diffusion [7] , median method and the extension of weighted least squares method [18] . We carefully tune the parameters of each method to generate the best results which are presented in Figure 5 (b)-(f), respectively. From Figure 5 (c), we can see that L0 volume gradient minimization method can remove noise while preserving the sharp features effectively, but is it cannot effectively suppress high-contrast noise due to their relatively high gradient magnitudes. Edge aware anisotropic diffusion cannot perform well in reducing noise from Figure 5 Figure 5(f) shows the result of the extension of the weighted least squares, it can suppress the noise, but it consumes much more computational time. Our method can remove highcontrast noise and preserve the sharp features, and it produces a better result in denoising regions in this volume data than other four methods as shown in Figure5 (b) .
The Cube volume data is further used to compare with other state-of-the-art volume denoising methods including L0 volume gradient minimization [10] , edge aware anisotropic diffusion [7] , median method, and the extension of the weighted least squares [18] . In each method we employ the parameters suggested in the original papers and follow the instructions provided in the authors' code distributions. The Gaussian noise with the mean zero and the standard deviation of 10% is added to the Cube data. Figure 6 shows all denoising results of Cube model using different methods. The Cube model has very sharp corners which are difficult to be completely preserved when removing noise. Our method produces sharper boundary while removing noise as shown in Figure6(c). From Figure 6 (d) and 6(e), it is observed that edge aware anisotropic diffusion and L0 gradient minimization methods can preserve and enhance sharp features, but both of them have limitations in dealing [7] (e) The denoise volume with median filter (f) The denoise volume with the extension of weighted least squares [18] . with the high-contrast noise volume data. Median filter can perfectly remove noise, but it cannot do well in preserving sharper feature as shown in Figure 6 (f). From Figure 6 (g), the result of weighted least squares method shows that it cannot effectively remove the noise on edges. Figure 6 (h) shows the profile plot, it is a 1D scanline plot of the scalar values taken from a slice as indicated by the yellow line in the 2D images. The yellow curve is a plot of the noisy scalar values, the black one is the plot of the original scalar values, the red one is the plot of the denoised (employing our method) scalar values, the green one is the plot of the denoised (employing L0 gradient minimization) scalar values, the blue one is the plot of the denoised (employing weighted least squares) scalar values, the cyan one is the plot of the denoised (employing anisotropic diffusion) scalar values, the cyan one is the plot of the denoised (employing median filter) scalar values. Form the Figure 6 (h), it is shown that our method can remove the noise while preserving the most significant sharp features.
We also chose the scanned Eustoma model [24] to verify the effectiveness of our method. Figure 7 shows all denoising results of Eustoma model which is corrupted by [10] (e) The denoise volume with anisotropic diffusion [7] (f) The denoise volume with median filter (g) The denoise volume with the extension of weighted least squares [18] . (h) The profile plot is a 1D scanline plot of the scalar values taken from a slice as indicated by the yellow line in the 2D images. The yellow curve is a plot of the noisy scalar values, the black one is the plot of the original scalar values, the red one is the plot of the denoised (employing our method) scalar values, the green one is the plot of the denoised (employing L0 gradient minimization) scalar values, the blue one is the plot of the denoised (used weighted least squares) scalar values, the cyan one is the plot of the denoised (employing anisotropic diffusion) scalar values, the magenta one is the plot of the denoised (employing median filter) scalar values.
Gaussian noise. It is observed that our method (Figure 7(c) ) also outperforms other methods in terms of removing noise and preserving sharp features. It should be pointed out that our method cannot perform best for the volume data with the distortion or blurring of critical anatomical structure. [10] (e) anisotropic diffusion [7] (f) median filter (g) the extension of weighted least squares [18] .
Besides visual qualitative comparisons, we carried out a quantitative comparison and the results are listed in Table 2 and Table 3 . The quantitative metric mainly contains Mean Squared Error (MSE), Structural Similarity Index (SSIM), and Quality Index Based on Local Variance (QILV). From Table 2 , we can show that MSE in our method is significantly smaller than all the selected state-of-the-art methods for all the test models in Table 2 and Table 3 , it is consistent with the qualitative comparison outcomes. Secondly, we find our method performed better than anisotropic diffusion, median filter and weighted least squares in terms of SSIM and QILV in Table 2 .
In terms of computational time, Table 4 reports the total processing time (in seconds) of five methods while processing different volume data. Our method is implemented using Matlab, and same as other methods, including L0 gradient minimization, anisotropic diffusion and weighted least squares. As can be seen from Table 4 , our method is faster than L0 gradient minimization, anisotropic diffusion and weighted least squares. Even though the median filter is faster than our method, it has fatal limitation that could not maintain sharp features as shown in Figure 6 (f). In addition, our method performed better than median filter in terms of MSE, SSIM and QILV.
IV. CONCLUSIONS AND FUTURE WORK
We present a powerful volume denoising method based on the extended weighted least squares. This method can efficiently remove noise while preserving sharp features for volume data. Extensive experiments on various data show the capability of our method. The comparisons between our method and the selected state-of-the-art techniques demonstrate that our method significantly outperforms others in terms of both resultant quality and robustness. However, our method has one limitation that the parameter λ is manually determined based on the experience. In future work, we try to explore an automatic scheme to determine the optimal parameter λ for the input volume. In addition, we plan to extend our method to remove the noise of point based models and geometric meshes.
