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Sazˇetak
U ovom radu proucˇavat c´emo dva pristupa definiranja derivacije, dat c´emo definiciju same
derivacije te definiciju derivacije funkcije u tocˇki. Upoznat c´emo se s derivacijama elemen-
tarnih funkcija, prikazati pravila deriviranja te pokazati kako se racˇunaju derivacije slozˇene i
inverzne funkcije. Napravit c´emo interpretaciju derivacije u fizici, biologiji te ekonomiji.
Takoder c´emo prikazati kako predznakom derivacije ispitujemo monotonost derivabilnih
funkcija, pokazat c´emo povezanost derivacije i lokalnih ekstrema te primjenu derivacije u
ispitivanju konveksnosti funkcije.
Kljucˇne rijecˇi
Problem tangente, problem brzine, derivacija funkcije, interpretacija derivacije, monotonost,
lokalni ekstremi, konveksnost, konkavnost, tocˇka infleksije
Derivation of the function and its application
Summary
In this paper, we will consider two approaches to deriving derivation, give the definition
of the derivation itself, and definition of derivation of the function at the point. We will
get acquainted with the derivations of elementary functions, show the derivation rules and
show how the derivation of complex and inverse functions is calculated. We will make
the interpretation of derivation in physics, biology and economics. We will also show how
with sign of derivation we can examine the monotony of derivative functions, show what is
the relation of derivation and local extremes, and the applications of derivation to convex
functions.
Key words
Tangent problem, problem of speed, derivation of function, interpretation of derivation,
monotony, local extremes, convexity, concavity, point of inflexia
Sadrzˇaj
Uvod i
1 Derivacija funkcije 1
1.1 Problem tangente, problem brzine i pojam derivacije funkcije . . . . . . . . . 1
1.2 Derivacije elementarnih funkcija i pravila deriviranja . . . . . . . . . . . . . 6
1.3 Derivacija slozˇene i inverzne funkcije . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Derivacije viˇseg reda . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Interpretacija i primjene derivacije 12
2.1 Interpretacija derivacije u biologiji . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Interpretacija derivacije u ekonomiji . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Monotonost i derivacija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 Lokalni ekstremi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5 Konveksne funkcije i derivacija . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Literatura 22
iUvod
Derivacija funkcije jedan je od najvazˇnijih pojmova matematicˇke analize te bi bilo nezamis-
livo rjesˇavati mnoge probleme koji dolaze iz razlicˇitih primjena matematike bez poznava-
nja derivacije. Pocˇetak proucˇavanja derivacije vezan je uz njemacˇkog matematicˇara Isaac
Newtona1 te uz engleskog fizicˇara Gottfrieda Wilhelma Leibniza2 kojima se ujedno i pripisuje
otkric´e diferencijalnog racˇuna.
Problem pronalaska tangente na krivulju i problem pronalaska brzine objekta dva su razlicˇita
problema koja su odigrala veliku ulogu u razvoju diferencijalnog racˇuna. I. Newton je is-
trazˇivao brzinu gibanja tijela u nekom vremenskom trenutku dok je G.W. Leibniz dao rjesˇenje
na pitanje postojanja jedinstvene tangente u nekoj tocˇki grafa funkcije. Pojedine izvode i
primjere ilustrirali smo slikama koje smo preuzeli iz [3].
1Isaac Newton (Lincolnshite, 4. sijecˇnja 1643. - London, 31. ozˇujka 1728.) engleski fizicˇar, matematicˇar
i astronom.
2Gottfried Wilhelm Leibniz (Leipzig, 1. srpnja 1646. - Hannover, 14. studenoga 1716.) njemacˇki
matematicˇar, filozof i pisac.
11 Derivacija funkcije
U ovom c´emo poglavlju objasniti problem tangente i problem brzine, navest c´emo defini-
ciju derivacije funkcije u tocˇki te njen geometrijski smisao. Iskazat c´emo teorem koji nam
daje pravila za deriviranje funkcija, navest c´emo tablicu derivacija elementarnih funkcija te
pokazati kako se racˇunaju derivacije slozˇene i inverzne funkcije.
1.1 Problem tangente, problem brzine i pojam derivacije funkcije
Neka je funkcija f : D → R, D ⊆ R, neprekidna na nekoj ε-okolini 〈x0 − ε, x0 + ε〉 tocˇke
x0. Uzmimo bilo koju tocˇku T = (x, f(x)) grafa funkcije f tako da je x iz ε-okoline tocˇke x0
(vidi Slika 1). Zbog neprekidnosti funkcije f , tocˇka T primicˇe se tocˇki T0 = (x0, f(x0)) ako
i samo ako x→ x0.
Oznacˇimo s β kut sˇto ga sekanta T0T zatvara s pozitivnim dijelom osi x.
Slika 1
Na Slici 1 vidimo da je β = ∠TT0S. Iz pravokutnog trokuta ∆TT0S dobivamo za koefi-
cijent smjera sekante T0T
tg β =
f(x)− f(x0)
x− x0 .
Ukoliko postoji:
lim
x→x0
tg β = lim
x→x0
f(x)− f(x0)
x− x0 ,
onda pravac y = kx + l, koji prolazi tocˇkom T0 i za koeficijent smjera ima k = lim
x→x0
tg β,
zovemo tangentom funkcije f u tocˇki T0. Ako lim
x→x0
tg β ne postoji, tada kazˇemo da ne postoji
ni tangenta funkcije f u tocˇki T0.
Napomena 1. Kut α sˇto ga tangenta t zatvara s pozitivnim dijelom osi x dobivamo
rjesˇavanjem jednadzˇbe:
tgα = lim
x→x0
tg β.
2Primjer 1. Odredimo tangentu (ako postoji) funkcije f(x) = x2 u tocˇki T0 = (2, 4) i kut α
izmedu tangente i pozitivnog dijela osi x.
U ovom primjeru je x0 = 2, f(x0) = 4. Buduc´i da postoji
k = lim
x→2
x2 − 4
x− 2 = limx→2(x+ 2) = 4,
onda postoji i tangenta. Njena jednadzˇba glasi:
y = 4x+ l.
Uvrsˇtavanjem koordinata tocˇke T0 = (2, 4) u jednadzˇbu pravca dobivamo l = −4 pa je pravac
y = 4x − 4 trazˇena tangenta. Kut α odredit c´emo rjesˇavajuc´i jednadzˇbu tgα = 4. It toga
slijedi da α pribliˇzno iznosi 1.326 radijana, odnosno α = 75◦57′50′′.
Promotrimo sada gibanje nekog objekta po pravcu i pokusˇajmo izracˇunati njegovu brzinu
gibanja. Pretpostavimo da se objekt krec´e pravocrtno jednadzˇbom gibanja s = f(t), gdje je
s udaljenost objekta od ishodiˇsta u vremenu t. U intervalu od t = x do t = x+∆x promjena
pozicije objekta je f(x+ ∆x)− f(x). Prosjecˇna brzina u ovom vremenskom intervalu iznosi
v =
f(x+ ∆x)− f(x)
∆x
,
sˇto odgovara nagibu sekante T0T .
Promatrajmo prosjecˇne brzine na sve manjim i manjim intervalima, tj. neka ∆x tezˇi u nulu.
Definiramo brzinu v u vremenu t kao limes prosjecˇne brzine:
v = lim
∆x→0
f(x0 + ∆x)− f(x0)
∆x
.
Odnosno, brzina u vremenu t = x jednaka je nagibu tangente u tocˇki T .
Navedimo sada preciznu definiciju derivacije funkcije u tocˇki.
Definicija 1. Neka je Ω ⊆ R otvoren skup i f : Ω → R funkcija. Kazˇemo da je funkcija f
derivabilna ili diferencijabilna u tocˇki x0 ∈ Ω, ako postoji limes:
lim
∆x→0
f(x0 + ∆x)− f(x0)
∆x
. (1)
Ukoliko taj limes ne postoji, kazˇemo da funkcija f nije derivabilna u tocˇki x0. Ako je funkcija
f derivabilna u tocˇki x0 onda realan broj (1) nazivamo derivacijom funkcije f u tocˇki x0 i
oznacˇavamo s f ′(x0) ili
d
dx
f(x0) tj.
f ′(x0) = lim
∆x→0
f(x0 + ∆x)− f(x0)
∆x
.
3Primjer 2. Koristec´i prethodnu definiciju odredimo derivaciju funkcije
f(x) =
√
x.
Domena funkcije f(x) =
√
x je skup D(f) = {x ∈ R : x ≥ 0}.
Pokazat c´emo da je ova funkcija derivabilna u svakoj tocˇki x > 0.
Neka je x > 0. Bez smanjenja opc´enitosti, mozˇemo pretpostaviti da je x+∆x > 0. Dobivamo
f ′(x) = lim
∆x→0
√
x+ ∆x−√x
∆x
= lim
∆x→0
√
x+ ∆x−√x
∆x
·
√
x+ ∆x+
√
x√
x+ ∆x+
√
x
= lim
∆x→0
1√
x+ ∆x+
√
x
=
1
2
√
x
.
Objasnimo sada geometrijski smisao derivacije.
Prema definiciji, tangenta funkcije f u tocˇki T0 = (x0, f(x0)) postoji ako i samo ako je
funkcija f derivabilna u tocˇki x0. Ako u tocˇki T0 = (x0, f(x0)) postoji tangenta, onda njena
jednadzˇba glasi:
y = f ′(x0) · x+ l,
gdje su f ′(x0) koeficijent smjera tangente, a l odsjecˇak na y-osi. Uvrsˇtavanjem tocˇke
(x0, f(x0)) dobivamo
l = f(x0)− f ′(x0) · x0.
Dakle, jednadzˇba tangente funkcije f u tocˇki (x0, f(x0)) glasi
y = f(x0) + f
′(x0)(x− x0).
Pravac koji prolazi tocˇkom T0 = (x0, f(x0)) i okomit je na tangentu nazivamo normalom
funkcije f u tocˇki T0 = (x0, f(x0)). Ukoliko je f
′(x0) = 0, tada je tangeta u tocˇki T0 =
(x0, f(x0)) paralelna s osi x, a jednadzˇba normale je x = x0 (vidi Sliku 2 (a)).
Pretpostavimo da je f ′(x0) 6= 0 i y = k′·x+l′ jednadzˇba normale (vidi Sliku 2 (b)). Koeficijent
smjera k′ normale odredit c´emo pomoc´u poznatog rezultata iz analiticˇke geometrije. Dva su
pravca, y = kx+ l, k 6= 0 i y = k′x+ l′, k′ 6= 0 okomita ako i samo ako je
k′ = −1
k
.
4(a) f ′(x0) = 0 (b) f ′(x0) 6= 0
Slika 2: Tangenta i normala funkcije f
Dakle, koeficijent smjera normale iznosi − 1
f ′(x0)
. Odsjecˇak l′ na osi y odredimo iz uvjeta
da normala prolazi tocˇkom T = (x0, y0). Tako dobivamo jednadzˇbu normale u slucˇaju kada
je f ′(x0) 6= 0:
y = f(x0)− 1
f ′(x0)
(x− x0).
Sada c´emo pomoc´u limesa funkcije slijeva i limesa zdesna, definirati derivabilnost funkcije
slijeva i derivabilnost zdesna.
Definicija 2. Funkcija f : 〈a, b〉 → R je derivabilna s lijeva u tocˇki x0 ∈ 〈a, b〉 ako postoji:
lim
∆x→0−
f(x0 + ∆x)− f(x0)
∆x
= f ′−(x0).
Definicija 3. Funkcija f : 〈a, b〉 → R je derivabilna s desna u tocˇki x0 ∈ 〈a, b〉 ako postoji:
lim
∆x→0+
f(x0 + ∆x)− f(x0)
∆x
= f ′+(x0).
Iskazat c´emo teorem koji povezuje dane definicije i derivabilnost.
Teorem 1 (Vidi [3]). Funkcija f : 〈a, b〉 → R je derivabilna u x0 ∈ 〈a, b〉 ako i samo ako
postoje f ′−(x0) i f
′
+(x0) i vrijedi
f ′−(x0) = f
′
+(x0).
Dokaz teorema mozˇe se i vidjeti u [3].
5Primjer 3. Pokazˇimo da je funkcija
f(x) = |x|
derivabilna u svakoj tocˇki osim u nuli te da je f ′(x) =
{
1, x > 0
−1, x < 0.
Neka je x > 0. Izracˇunajmo f ′(x). Bez smanjenja opc´enitosti, pretpostavimo da je ∆x
dovoljno malen, tako da je x+ ∆x > 0. Dobivamo:
f ′(x) = lim
∆x→0
|x+ ∆x| − |x|
∆x
= lim
∆x→0
x+ ∆x− x
∆x
= lim
∆x→0
1 = 1.
Za x < 0 i ∆x dovoljno malen, tako da je x+ ∆x < 0 imamo:
f ′(x) = lim
∆x→0
|x+ ∆x| − |x|
∆x
= lim
∆x→0
−(x+ ∆x)− (−x)
∆x
= lim
∆x→0
(−1) = −1.
Pokazˇimo sada da funkcija f nije derivabilna u nuli:
f ′−(0) = lim
∆x→0−
|0 + ∆x| − |0|
∆x
= lim
∆x→0−
−∆x
∆x
= −1,
f ′+(0) = lim
∆x→0+
|0 + ∆x| − |0|
∆x
= lim
∆x→0+
∆x
∆x
= 1.
Buduc´i da je f ′−(0) 6= f ′+(0), funkcija f nije derivabilna u nuli. To znacˇi da funkcija f(x) =
|x| nema tangentu u tocˇki (0, 0).
Pogledajmo sˇto se mozˇe zakljucˇiti o neprekidnosti derivabilne funkcije. U tu svrhu
navodimo definiciju.
Definicija 4. Neka je I ⊆ R otvoren interval i tocˇka c ∈ I. Za funkciju f : I → R kazˇemo
da je neprekidna u tocˇki c ako postoji limes funkcije f u tocˇki c i lim
x→c
f(x) = f(c). Funkcija
je neprekidna na skupu I ako je neprekidna u svakoj tocˇki c ∈ I.
Teorem 2 (Vidi [5]). Ako je funkcija f : 〈a, b〉 → R derivabilna u tocˇki x0 ∈ 〈a, b〉 onda je
ona i neprekidna u toj tocˇki.
Dokaz. Iz definicije neprekidnosti funkcije f znamo da je f neprekidna u tocˇki x0 ∈ 〈a, b〉
ako ona ima limes u tocˇki x0 koji je jednak f(x0) (tj. lim
x→x0
f(x) = f(x0)).
Kako je
lim
x→x0
[f(x)− f(x0)] = lim
x→x0
(f(x)− f(x0)
x− x0 (x− x0)
)
= lim
x→x0
f(x)− f(x0)
x− x0 limx→x0(x− x0)
= f ′(x) · 0 = 0,
to je
lim
x→x0
f(x) = f(x0).
6Napomena 2. Obrat ovog teorema ne vrijedi. Primjerice, funkcija f(x) = |x| je neprekidna
u tocˇki x0 = 0 zbog
lim
x→0
f(x) = lim
x→0
|x| = 0 = f(0),
ali u toj tocˇki funkcija f nije derivabilna kao sˇto smo pokazali u Primjeru 3.
1.2 Derivacije elementarnih funkcija i pravila deriviranja
Prije nego navedemo tablicu derivacija elementarnih funkcija iskazat c´emo rezultat koji sadzˇi
pravila za derivaciju zbroja, razlike, umnosˇka i kvocijenta funkcija.
Teorem 3 (Vidi [5]). Neka su funkcije f, g : I → R derivabilne u tocˇki x ∈ I. Tada vrijedi:
1. f + g je derivabilna u x i vrijedi:
(f + g)′(x) = f ′(x) + g′(x)
2. f − g je derivabilna u x i vrijedi:
(f − g)′(x) = f ′(x)− g′(x)
3. f · g je derivabilna u x i vrijedi:
(f · g)′(x) = f ′(x) · g(x) + f(x) · g′(x)
4. ako je g(x0) 6= 0, onda je fg derivabilna u x i vrijedi:(f
g
)′
(x) =
f ′(x) · g(x)− f(x) · g′(x)
g2(x)
Dokaz ovog teorema mozˇete vidjeti u [4]. Teorem 2 povlacˇi definiranje derivacije kao
limes neodredenog oblika u Definiciji 1.
Naime, brojnik i nazivnik u formuli
f(x0 + ∆x)− f(x0)
∆x
istovremeno tezˇe k nuli i daju nam limes neodredenog oblika
0
0
koji ne mozˇemo izracˇunati
pa tako dolazimo do formula za derivacije elementarnih funkcija.
7Vrijede sljedec´e formule za derivacije osnovnih elementarnih funkcija:
(xα)′ αxα−1, α ∈ R, x ∈ R
(logα x)
′ 1
x
logα e, x > 0
(lnx)′ 1
x
, x > 0
(ax)′ ax ln a, x ∈ R
(ex)′ ex, x ∈ R
(sinx)′ cosx, x ∈ R
(cosx)′ − sinx, x ∈ R
(tg x)′ 1
cos2 x
, x 6= (2k − 1)pi
2
, k ∈ Z
(ctg x)′ −1
sin2 x
, x 6= kpi, k ∈ Z
(arcsinx)′ 1√
1−x2 , |x| < 1
(arccosx)′ −1√
1−x2 , |x| < 1
(arctg x)′ 1
1+x2
, x ∈ R
(arcctg x)′ −1
1+x2
, x ∈ R
(shx)′ chx, x ∈ R
(chx)′ shx, x > 0
(thx)′ 1
ch2
x, x 6= 0
(cthx)′ −1
sh2
x, x 6= 0
(arshx)′ 1√
1+x2
, x ∈ R
(archx)′ 1√
x2−1 , |x| > 1
(arthx)′ 1
1−x2 , |x| < 1
(arcthx)′ 1
1−x2 , |x| > 1
Tablica 1: Tablica derivacija osnovnih elementarnih funkcija
Dokaze ovih formula mozˇete vidjeti u [5].
Primjer 4. Odredimo derivacije funkcija:
(a) f(x) = 13√
x2
Primjetimo da je f(x) = x−
2
3 .
Stoga je f ′(x) = −2
3
x−
2
3
−1 = −2
3
x−
5
3 = − 2
3x · 3√x2 .
8(b) f(x) = sinx arctg x
Prema pravilu za deriviranje produkta i formulama za deriviranje trigonometrijskih i
arkus funkcija slijedi:
f ′(x) = (sinx arctg x)′ = (sinx)′ arctg x+ sinx(arctg x)′
= cosx arctg x+ sinx
1
1 + x2
.
(c) f(x) =
sinx
x3
+ ex cosx− (x3 + 2) log x
Primjenom pravila deriviranja dobivamo:
f ′(x) =
(sinx
x3
+ ex cosx− (x3 + 2) log x
)
=
(sinx
x3
)′
+ (ex cosx)′ +
[
(x3 + 2) log x
]′
=
(sinx)′x3 − sinx(x3)′
x6
+ (ex)′ cosx+ ex(cosx)′ −
[
(x3 + 2)′ log x+ (x3 + 2)(log x)′
]
=
cosx · x3 − sinx · 3x2
x6
+ ex cosx− ex sinx− 3x2 log x− (x3 + 2)1
x
log e.
Puno razlicˇitih primjera i rijesˇenih zadataka vezanih uz derivacije elementarnih funkcija
mozˇe se vidjeti u [8].
1.3 Derivacija slozˇene i inverzne funkcije
Navedimo sada rezultat koji opisuje deriviranje kompozicije funkcija. U tu svrhu prisjetit
c´emo se definicije kompozicije funkcija.
Definicija 5. Neka su funkcije f : A → B i g : C → D. Ako je R(f) ⊆ D(g), onda je
formulom h(x) = g[f(x)], za svaki x ∈ A, definirana funkcija h : A → D. Tu funkciju
nazivamo kompozicijom funkcija f i g te koristimo oznaku h = g ◦ f.
Teorem 4 (Vidi [5]). Neka su f i g realne funkcije, takve da je kompozicija f ◦g definirana.
Neka je takoder g derivabilna u x0, a f u tocˇki g(x0). Tada vrijedi:
(f ◦ g)′(x0) = f ′(g(x0)) · g′(x0).
9Primjer 5. Promotrimo derivaciju funkcije f(x) = (x2 + 4)2.
Oznacˇimo s h(x) = x2 i g(x) = x2 + 4. Tada je f(x) = h(g(x)) pa primjenom Teorema 4
dobivamo
f ′(x) = [h(g(x))]′ = h′(g(x)) · g′(x).
Buduc´i je h′(x) = 2x i g′(x) = 2x imamo
f ′(x) = h′(x2 + 4) · 2x = 2(x2 + 4) · 2x.
Dakle,
f ′(x) = [(x2 + 4)2] = 2(x2 + 4) · 2x = 4x(x2 + 4).
Prije nego iskazˇemo teorem koji nam govori o derivaciji inverzne funkcije, prisjetit c´emo
se definicije inverzne funkcije.
Definicija 6. Neka je zadana funkcija f : A → B. Kazˇemo da je funkcija g : B → A
inverzna funkcija funkcije f ako vrijedi g ◦ f = iA i f ◦ g = iB, odnosno, za svaki x ∈ A,
g[f(x)] = x i za svaki y ∈ B, f [g(y)] = y. Tada koristimo oznaku g = f−1.
Iskazˇimo sada teorem.
Teorem 5 (Vidi [5]). Neka je f : 〈a, b〉 → R neprekidna i strogo monotona funkcija. Neka je
f nadalje derivabilna u x0 ∈ 〈a, b〉, tako da je f ′(x0) 6= 0. Tada postoji f−1 : f(〈a, b〉)→ R,
derivabilna je u y0 := f(x0) i vrijedi:
(f−1)′(y0) =
1
f ′(f−1(y0))
.
Primjer 6. Koristec´i teorem o deriviranju inverzne funkcije, nadimo derivaciju funkcije
f(x) = arcsin x.
Neka je g : 〈−Π
2
, Π
2
〉 → 〈−1, 1〉, g(x) = sinx.
Tada je g−1 : 〈−1, 1〉 → 〈−Π
2
, Π
2
〉, g−1(y) = arcsin y, pa je prema teoremu o derivaciji
inverzne funkcije:
(f−1)′(y) =
1
f ′(f−1(y))
=
1
cos(arcsin y)
=
1√
1− sin2(arcsin y) =
1√
1− y2 .
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1.4 Derivacije viˇseg reda
Ako je funkcija f derivabilna na intervalu 〈a, b〉 onda je i njena derivacija derivabilna na tom
istom intervalu, f ′ : 〈a, b〉 → R.
Ta funkcija takoder mozˇe biti derivabilna u nekoj tocˇki x0 ∈ 〈a, b〉. U tom slucˇaju njenu
derivaciju zovemo derivacijom drugog reda funkcije f u tocˇki x0 i oznacˇavamo s f
′′(x0). U
tom smislu derivaciju f ′ mozˇemo nazvati derivacijom prvog reda. Analogno definiramo i
ostale derivacije viˇseg reda.
Derivacija reda n funkcije f u tocˇki x0 (ukoliko postoji) je derivacija derivacije reda n − 1
funkcije f u tocˇki x0
fn(x0) = (f
n−1(x0))′.
za derivacije reda 2,3,4 i 5 obicˇno se koriste rimski brojevi, dok se za derivacije reda vec´eg
od 5 koriste arapski brojevi u zagradama (da ih razlikujemo od oznake za potenciju).
Dakle, mozˇemo pisati
fV (x0) = (f
IV (x0))
′,
dok za derivaciju reda 100 piˇsemo f 100(x0). Pod nultom derivacijom f
0 podrazumijeva se
sama funkcija f ; tj. f 0 = f .
Primjer 7. Odredimo n-tu, n ∈ N, derivaciju funkcije f ako je:
(a) f(x) = 1
x
Iz f(x) = x−1 slijedi
f ′(x) = (−1)x−2,
f ′′(x) = (−1)(−2)x−3,
f ′′′(x) = (−1)(−2)(−3)x−4,
pa zakljucˇujemo da je
fn(x) = (−1)(−2)(−3) · ... · (−n)x−(n+1) = (−1)nn! · x−(n+1).
Tocˇnost dobivene formule mozˇe se pokazati metodom matematicˇke indukcije.
(b) f(x) = sinx, x ∈ R
Iz
f ′(x) = cos x = sin(x+
pi
2
),
f ′′(x) = − sinx = sin(x+ 2pi
2
),
f ′′′(x) = − cosx = sin(x+ 3pi
2
),
slijedi da je
fn(x) = sin(x+
npi
2
).
Tocˇnost dobivene formule takoder se mozˇe pokazati metodom matematicˇke indukcije.
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(c) f(x) = ex
Ako je f(x) = ex, x ∈ R, onda je
f ′(x) = ex
f ′′(x) = ex
f ′′′(x) = ex,
pa zakljucˇujemo da je
fn(x) = ex.
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2 Interpretacija i primjene derivacije
Interpretaciju derivacije u fizici vec´ smo spomenuli na samom pocˇetku kada smo govorili o
problemu brzine koju je proucˇavao I. Newton. U Newtonovom pristupu brzina je zapravo
prva derivacija funkcije puta po vremenu t. Srednju (prosjecˇnu) brzinu definiramo kao omjer
prijedenog puta i pripadnog vremena, a ubrzanje (akceleraciju) kao derivaciju brzine po
vremenu ili kao druga derivacija funkcije puta po vremenu. U ovom c´emo poglavlju pokazati
interpretaciju derivacije u ekonomiji i biologiji. Pokazat c´emo kako derivaciju povezujemo s
monotonosti, lokalnim ekstremima te s konveksnosti i konkavnosti.
2.1 Interpretacija derivacije u biologiji
Oznacˇimo s B(t) model rasta neke populacije, gdje varijabla t oznacˇava vrijeme, a n = B(t)
oznacˇava broj jedinki u promatranoj populaciji u nekom trenutku t. Prirast populacije,
odnosno brzina rasta unutar vremenskog intervala 〈t1, t2〉 dana je s:
∆B = B(t2)−B(t1),
dok prosjecˇna brzina rasta unutar tog istog vremenskog intervala iznosi:
∆B
∆t
=
B(t2)−B(t1)
t2 − t1 .
Brzinu rasta u odredenom trenutku definirat c´emo kao:
lim
∆t→0
∆B
∆t
= lim
∆t→0
B(t0 + ∆t−B(t0)
∆t
.
Primjer 8. Pretpostavimo da promatramo populaciju jedinki vinske musˇice koja se u pocˇetku
sastoji od 100 jedinki i raste brzinom proporcionalnoj broju jedinki. Nakon sat vremena
postoji 420 jedinki. Oznacˇimo s
N(t) = N(0)ekt
model rasta populacije jedinki vinske musˇice. Odredimo broj jedinki nakon 2 dana.
Buduc´i da na pocˇetku promatranja, tj. u trenutku t = 0 imamo N(0) = 100 jedinki, tada
broj jedinki iznosi
N(t) = 100ekt.
Kako nakon jednog sata ima 420 jedinki slijedi
N(1) = 420 = 100ek.
Rjesˇavanjem jednadzˇbe
100ek = 420
dobivamo k = ln 4.2. Stoga je
N(t) = 100eln 4.2·t = 100(4.2)t.
Nakon 2 dana, odnosno 48 sati, broj jedinki iznosi:
N(48) = 100 · (4.2)48 = 8.24 · 1031.
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2.2 Interpretacija derivacije u ekonomiji
Oznacˇimo s C(x) ukupne trosˇkove proizvodnje x komada nekog proizvoda. Funkciju C nazi-
vamo funkcijom trosˇka. Da bismo proizveli dodatnih ∆x komada nekog proizvoda potrebni
su i dodatni trosˇkovi
∆C = C(x+ ∆x)− C(x).
Kvocijent diferencija
∆C
∆x
=
C(x+ ∆x)
∆x
naziva se srednji marginalni trosˇak.
Analogno se definiraju i srednji marginalni prihod te srednji marginalni profit.
Ako s R(x) oznacˇimo ukupni prihod koji je ostvaren prilikom proizvodnje x komada nekog
proizvoda tada se kvocijent diferencija
∆R
∆x
=
R(x+ ∆x)
∆x
naziva srednji marginalni prihod.
Profit koji je ostvaren proizvodnjom x komada nekog proizvoda oznacˇit c´emo s P (x). On
je jednak razlici ukupnog prihoda i ukupnih trosˇkova, tj. P (x) = R(x) − C(x). Kvocijent
diferencija
∆P
∆x
=
P (x+ ∆x)− P (x)
∆x
naziva se srednji marginalni profit.
Primjer 9. Pretpostavimo da neka tvrtka procjenjuje da su ukupni trosˇkovi izrazˇeni u novcˇanim
jedinicama proizvodnje x komada nekog proizvoda dani formulom
C(x) = 10000 + 7x+ 0.02x2.
Koristec´i pravila za deriviranje funkcija dobivamo derivaciju od C na proizvodnom nivou od
x proizvoda koja iznosi
C ′(x) = 7 + 0.04x.
Marginalni trosˇak na proizvodnom nivou od 600 jedinica proizvoda iznosi
C ′(600) = 7 + 0.04 · 600 = 31
novcˇanih jedinica. To nam daje trenutnu brzinu promjene po kojoj su trosˇkovi vec´i s obzirom
na proizvodnju od x = 600 jedinica proizvoda i predvida trosˇak za proizvodni nivo od x = 601
jedinicu proizvoda. Stvarni trosˇak za proizvodni nivo od x = 601 jedinice robe je:
C(601)− C(600) = (10000 + 7 · 601 + 0.02 · 6012)− (10000 + 7 · 600 + 0.02 · 6002)
= 21431.02− 21400 = 31.02
novcˇanih jedinica.
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Primjer 10. Pretpostavimo da monopolist mozˇe proizvesti najviˇse 180 jedinica robe tjedno i
da je procjena odgovarajuc´e sluzˇbe marketinga da se x jedinica robe mozˇe prodati po prodajnoj
cijeni od
p(x) = 260− 0.6x
novcˇanih jedinica. Uzmimo na primjer da ukupni tjedni trosˇkovi proizvodnje x jedinica robe
iznose
C(x) = 60 + 3x+ 0.6x2.
Odredimo tjedni prihod i tjedni profit koji se ostvaruje prodajom x jedinica robe. Ako imamo
proizvodni nivo od x jedinica robe po cijeni od p(x) po jedinici onda ukupni tjedni prihod
iznosi
R(x) = xp(x) = 260x− 0.6x2
novcˇanih jedinica dok je tjedni profit:
P (x) = R(x)− C(x) = 257x− 1.2x2 − 60.
Srednji marginalni profit tada iznosi:
∆P
∆x
=
P (x+ ∆x)− P (x)
∆x
=
257(x+ ∆x)− 1.2(x+ ∆x)2 − 60− (257x− 1.2x2 − 60)
∆x
=
−2.4x∆x+ 257∆x− 1.2(∆x)2
∆x
= −2.4x+ 257− 1.2∆x.
Prelaskom na limes dobivamo:
P ′(x) = lim
∆x→0
(−2.4x+ 257− 1.2∆x) = −2.4x+ 257.
Drugi razlicˇiti rezultati koji se odnose na interpretaciju derivacije u biologiji te ekonomiji
mogu se pogledati u [2, 9].
2.3 Monotonost i derivacija
Prije nego pokazˇemo kako predznakom derivacije mozˇemo ispitati je li neka derivabilna funk-
cija monotona prisjetit c´emo se pojma monotono rastuc´e i monotono padajuc´e funkcije.
Definicija 7. Kazˇemo da je funkcija f : 〈a, b〉 → R monotono rastuc´a [monotono padajuc´a]
na intervalu I = 〈a, b〉 ako vrijedi
x1, x2 ∈ I, x1 < x2 ⇒ f(x1) ≤ f(x2) [f(x1) ≥ f(x2)].
Ako u ovoj definiciji znak “≤” [“≥”] zamjenimo znakom “<” [“>”] kazˇemo da je funkcija
f strogo monotono rastuc´a [strogo monotono padajuc´a] na intervalu 〈a, b〉.
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Primjer 11. Funkcija f : R→ R, f(x) = −3x+ 2 je strogo monotono padajuc´a na R.
Funkcija g : R→ R, g(x) = x3 je strogo monotono rastuc´a na R.
Sada c´emo iskazati i dokazati teorem koji nam pokazuje kako predznak derivacije odreduje
rast, odnosno pad funkcije.
Teorem 6 (Vidi [7]). Neka je f : [a, b] → R neprekidna na segmentu [a, b] i derivabilna na
intervalu 〈a, b〉. Tada
(a) funkcija f monotono raste [strogo monotono raste] na 〈a, b〉 onda i samo onda ako je
f ′(x) ≥ 0 za sve x ∈ 〈a, b〉 [ako je f ′(x) > 0 za sve x ∈ 〈a, b〉],
(b) funkcija f monotono pada [strogo monotono pada] na 〈a, b〉 onda i samo onda ako je
f ′(x) ≤ 0 za sve x ∈ 〈a, b〉 [ako je f ′(x) < 0 za sve x ∈ 〈a, b〉].
U svrhu dokaza Teorema 6 iskazat c´emo Lagrangeov3 teorem srednje vrijednosti cˇiji dokaz
mozˇete pogledati u [9].
Teorem 7 (Vidi [3]). Neka je funkcija f neprekidna na segmentu [a, b] i derivabilna na
intervalu 〈a, b〉. Tada postoji barem jedna tocˇka x0 ∈ 〈a, b〉 takva da je
f ′(x0) =
f(b)− f(a)
b− a .
Dokazˇimo sada Teorem 6:
Dokaz. Dokazˇimo tvrdnju a).
1. Nuzˇnost:
Neka funkcija f monotono raste na 〈a, b〉 i neka je x0 ∈ 〈a, b〉 proizvoljna tocˇka. Treba
pokazati da je
f ′(x) ≥ 0.
Vrijedi:
f(x0 + ∆x) ≥ f(x0), za ∆x > 0
i
f(x0 + ∆x) ≤ f(x0), za ∆x < 0.
Tada je kvocijent f(x0+∆x)−f(x0)
∆x
negativan neovisno o predznaku od ∆x, pa je
f ′(x0) = lim
∆x→0
f(x0 + ∆x)− f(x0)
∆x
≥ 0.
3Joseph-Louis Lagrange (1736.-1813.), talijansko-francuski matematicˇar
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2. Dovoljnost:
Neka je f ′(x0) ≥ 0 za svaki x ∈ 〈a, b〉 i neka su x1, x2 ∈ 〈a, b〉 takvi da je x1 < x2.
Prema Lagrangeovom teoremu postoji tocˇka x0 ∈ 〈x1, x2〉 ⊆ 〈a, b〉 takva da je
f ′(x0) =
f(x2)− f(x1)
x2 − x1 .
Iz pretpostavke f ′(x0) ≥ 0 i x2 − x1 > 0 slijedi da je
f(x2)− f(x1) ≥ 0,
tj. f(x2) ≥ f(x1) sˇto prema definiciji znacˇi da f monotono raste na intervalu 〈a, b〉.
Slicˇan postupak provodimo i u slucˇaju strogog monotonog rasta funkcije f .
Dokaz tvrdnje b) svodi se na tvrdnju a) ako promatramo funkciju −f .
Napomena 3. Za domenu funkcije f u Teoremu 6 smijemo uzeti bilo koji od skupova 〈a, b〉,
[a, b〉, 〈a, b].
Primjer 12. Odredimo intervale monotonosti funkcije
f(x) =
ex
x
koristec´i Teorem 6.
Domena funkcije f je {x ∈ R : x 6= 0}. Odredimo f ′(x).
f ′(x) =
(ex)′x− ex · x′
x2
=
ex · x− ex
x2
=
ex(x− 1)
x2
.
Funkcija f monotono raste za f ′(x) ≥ 0. Rjesˇavanjem nejednadzˇbe
ex · x− ex
x2
≥ 0
dobivamo da je funkcija f rastuc´a na [1,+∞〉.
Funkcija f monotono pada za f ′(x) ≤ 0. Rjesˇavanjem nejednadzˇbe ex·x−ex
x2
≤ 0 dobivamo da
je funkcija f padajuc´a na 〈−∞, 0〉 ∪ 〈0, 1].
2.4 Lokalni ekstremi
Derivacije nam takoder pomazˇu i pri analizi lokalnih ekstrema funkcije. Prilikom ispitivanja
lokalnih ekstrema koristit c´emo Teorem 6 iz prethodne tocˇke te sljedec´i Fermatov4 teorem.
Teorem 8 (Vidi [5]). Neka funkcija f : [a, b] → R u tocˇki x0 ∈ 〈a, b〉 ima lokalni ekstrem.
Ako je f derivabilna u tocˇki x0, onda je f
′(x0) = 0.
Dokaz Teorema 8 mozˇe se vidjeti u [9]. Kako bismo se uvjerili da ne vrijedi obrat
Fermatovog teorema, pogledajmo sljedec´i primjer.
4Pierre de Fermat (1601. - 1665.), francuski pravnik, bravio se teorijom brojeva.
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Primjer 13. Pogledajmo funkciju f(x) = x3. Za nju vrijedi f ′(x) = 3x2 pa je f ′(0) = 0.
Medutim f(0) nije lokalni ekstrem pa vidimo da obrat Fermatovog teorema ne vrijedi.
Tvrdnja Fermatovog teorema je nuzˇan uvjet lokalnog ekstrema, tj. uvjet kojeg mora
ispunjavati svaka tocˇka u kojoj funkcija ima lokalni ekstrem. Ekstreme promatramo samo
unutar podrucˇja definicije funkcije. U definiciji lokalnih ekstrema te u iskazima teorema o
ekstremima koristit c´emo pojam ε-okoline. Otvorenom okolinom realnog broja a nazivamo
svaki otvoreni interval realnih brojeva koji sadrzˇi broj a. Simetricˇna otvorena okolina realnog
broja a je otvoreni interval kome je a sredina. Sve simetricˇne okoline broja a su oblika
〈a− ε, a+ ε〉, ε > 0, i nazivamo ih ε-okolinom broja a.
Definicija 8. Neka je funkcija f definirana na svojoj prirodnoj domeni D. Kazˇemo da
funkcija f u tocˇki x0 ima:
(i) lokalni maksimum, ako postoji interval 〈x0 − ε, x0 + ε〉 ⊆ D, (ε > 0), oko tocˇke x0
takav da je f(x0) ≥ f(x), za svaki x ∈ 〈x0 − ε, x0 + ε〉,
(ii) lokalni minimum, ako postoji interval 〈x0− ε, x0 + ε〉 ⊆ D, (ε > 0), oko tocˇke x0 takav
da je f(x0) ≤ f(x), za svaki x ∈ 〈x0 − ε, x0 + ε〉,
(iii) globalni maksimum na skupu I ⊆ D, ako je x0 ∈ I i f(x0) ≥ f(x), za svaki x ∈ I,
(iv) globalni minimum na skupu I ⊆ D, ako je x0 ∈ I i f(x0) ≤ f(x), za svaki x ∈ I.
U tom slucˇaju kazˇemo da je x0 tocˇka lokalnog maksimuma ili lokalnog minimuma (postoji
okolina te tocˇke na kojoj je ona ekstrem), odnosno globalnog maksimuma ili globalnog mini-
muma (na zadanom intervalu - podrucˇju ili cijeloj domeni). Takve tocˇke zovemo ekstremima
funkcije f , te ovisno o njihovoj prirodi govorimo o lokalnim ili globalnim ekstremima.
Primjer 14. Odredimo ekstreme funkcije
f(x) = 2x3 + 3x2 − 12x+ 5.
Podrucˇje definicije funkcije f je skup realnih brojeva. Funkcija f u tocˇki T1 = (−2, 25) ima
lokalni maksimum, a u tocˇki T2 = (1,−2) ima lokalni minimum.
Tocˇke x0 sa svojstvom f
′(x0) = 0 su samo kandidati za lokalne ekstreme. Te tocˇke
nazivamo stacionarne tocˇke funkcije f koje zajedno s tocˇkama iz domene u kojima funkcija
f nije derivabilna cˇine kriticˇne tocˇke funkcije f .
Sada c´emo iskazati i dokazati teorem koji nam daje dovoljan uvjet za postojanje lokalnih
ekstrema derivabilne funkcije f .
Teorem 9 (Vidi [1]). Neka je f derivabilna na intervalu 〈x0 − ε, x0 + ε〉, ε > 0.
1. Ako je f ′(x0) > 0 za sve x ∈ 〈x0− ε, x0〉, f ′(x0) = 0 i f ′(x) < 0 za sve x ∈ 〈x0, x0 + ε〉,
onda je x0 tocˇka lokalnog maksimuma za f .
2. Ako je f ′(x) < 0 za sve x ∈ 〈x0 − ε, x0〉, f ′(x0) = 0 i f ′(x) > 0 za sve x ∈ 〈x0, x0 + ε〉,
onda je x0 tocˇka lokalnog minimuma za f .
Dokaz. U prvom slucˇaju f je prema Teoremu 6 rastuc´a lijevo od x0 i padajuc´a desno od x0
sˇto povlacˇi da je x0 tocˇka lokalnog maksimuma. Sˇtoviˇse, tocˇka x0 je tocˇka strogog lokalnog
maksimuma funkcije f .
Argumentacija za drugu tvrdnju je analogna.
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Primjer 15. Odredimo ekstreme funkcije
f(x) =
3x+ 1
(x− 1)2
koristec´i Teorem 9.
Podrucˇje definicije funkcije f je R \ {1}. Prva derivacija funkcije f iznosi:
f ′(x) =
−3x− 5
(x− 1)3 .
Funkcija f monotono raste za f ′(x) > 0, tj. funkcija f je monotono rastuc´a za x ∈ 〈−5
3
, 1〉.
Funkcija f monotono pada za f ′(x) < 0, tj. funkcija f je monotono padajuc´a za x ∈
〈−∞,−5
3
〉 ∪ 〈1,+∞〉. Primijetimo, funkcija f je rastuc´a desno od −5
3
i padajuc´a lijevo od
−5
3
sˇto povlacˇi da je x = −5
3
lokalni minimum. Takoder, primijetimo da funkcija f nema
lokalni maksimum.
Lokalni ekstremi mogu se okarakterizirati i pomoc´u druge derivacije.
Teorem 10 (Vidi [6]). Neka je f dva puta derivabilna funkcija na okolina svoje stacionarne
tocˇke c.
(a) Ako je f ′′(c) < 0, onda f ima strogi lokalni maksimum u tocˇki c.
(b) Ako je f ′′(c) > 0, onda f ima strogi lokalni minimum u tocˇki c.
Dokaz. Dokazˇimo tvrdnju a).
Ako je
f ′′(c) = lim
x→c
f ′(x)− f ′(c)
x− c = limx→c
f ′(x)
x− c < 0,
onda postoji interval 〈c− δ, c+ δ〉 takav da je f ′(x)
x−c < 0 za svaki x ∈ 〈c− δ, c+ δ〉 \{c}, odakle
slijedi:
f ′(x) > 0, za svaki x ∈ 〈c− δ, c〉
f ′(x) < 0, za svaki x ∈ 〈c, c+ δ〉.
Prema Teoremu 9 slijedi da funkcija f ima strogi lokalni maksimum u tocˇki c.
Dokaz tvrdnje b) slicˇan je dokazu tvrdnje a).
Primjer 16. Odredimo ekstreme funkcije
f(x) = x2 · ex
koristec´i Teorem 10.
Podrucˇje definicije funkcije f je cijeli skup R.
Odredimo f ′(x) :
f ′(x) = 2x · ex + x2 · ex = xex(x+ 2)
Rjesˇavanjem jednadzˇbe f ′(x) = 0 dobivamo stacionarne tocˇke x = 0 i x = −2.
Odredimo sada f ′′(x):
f ′′(x) = ex(2x+ x2) + ex(2 + 2x) = ex(4x+ x2 + 2)
Buduc´i je f ′′(0) > 0, prema Teoremu 10 funkcija f ima strogi lokalni minimum u tocˇki 0, a
u tocˇki -2 strogi lokalni maksimum jer je f ′′(−2) < 0.
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2.5 Konveksne funkcije i derivacija
U ovoj tocˇki pokazat c´emo kako pomoc´u derivacije, tocˇnije druge derivacije, mozˇemo usta-
noviti podrucˇje konveksnosti, konkavnosti te tocˇke infleksije neke funkcije f . Prisjetimo se
najprije kada za neku funkciju f kazˇemo da je konveksna, a kada je konkavna te koje tocˇke
nazivamo tocˇkama infleksije funkcije f .
Definicija 9. Kazˇemo da je funkcija f : D → R konveksna na intervalu 〈a, b〉 ⊆ D ako je
f
(x1 + x2
2
)
≤ 1
2
[
f(x1) + f(x2)
]
, (2)
za sve x1, x2 ∈ 〈a, b〉.
Ako u (2) stoji znak “≥”, kazˇemo da je funkcija f konkavna na intervalu 〈a, b〉. Ako u
(2) umjesto znaka “≤” stoji znak “<” onda kazˇemo da je funkcija f strogo konveksna na
intervalu 〈a, b〉. Ako u (2) umjesto “≥” stoji “>” kazˇemo da je funkcija f strogo konkavna
na intervalu 〈a, b〉.
Primjer 17. Funkcija f(x) = (x+ 2)2 + 1 je konveksna. (Vidi Sliku 3 (a)).
Funkcija g(x) = −(x− 1)2 + 2 je konkavna. (Vidi Sliku 3 (b)).
(a) Konveksna funkcija (b) Konkavna funkcija
Slika 3
Definicija 10. Tocˇka x0 ∈ 〈a, b〉 je tocˇka infleksije ili prijevojna tocˇka funkcije f ako postoji
δ > 0 takav da je na intervalu 〈x0 − δ, x0〉 funkcija f strogo konveksna, a na intervalu
〈x0, x0 + δ〉 je f strogo konkavna ili obratno.
Primjer 18. Funkcija f(x) = x3 − 3x je konveksna za x > 0, a konkavna za x < 0. Tocˇka
infleksije je x0 = 0. Vidi Sliku 4.
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Slika 4
Napomena 4. Ukoliko je funkcija f konveksna, iz Slike 3 (a) vidimo da su tangente uvijek
ispod grafa, tj. graf lezˇi iznad tangenti. Dakle, mozˇemo rec´i da je funkcija na nekom intervalu
konveksna ako se tangenta u bilo kojoj tocˇki iz tog intervala nalazi ispod grafa funkcije. Idemo
li s lijeva na desno koeficijent smjera raste, tj. derivacija f ′ u podrucˇju konveksnosti funkcije
f je rastuc´a funkcija. Prema Teoremu 6 to znacˇi da je u tom podrucˇju druga derivacija f ′′
nenegativna. Analogno, u podrucˇju konkavnosti funkcije f vrijedi da je f ′′ negativna.
Ako je druga derivacija neprekidna funkcija onda izmedu podrucˇja konveksnosti i kon-
kavnosti postoji neka tocˇka x0 za koju vrijedi f
′′(x0) = 0.
Ta tocˇka dijeli podrucˇje konveksnosti i konkavnosti i nazivamo ju tocˇka infleksije.
Iskazˇimo sad teorem koji nam pomazˇe da pomoc´u druge derivacije pronademo podrucˇje
konveksnosti, konkavnosti i tocˇke infleksije.
Teorem 11 (Vidi [5]). Neka je f : 〈a, b〉 → R dva puta neprekidno derivabilna na 〈a, b〉.
(a) Funkcija f je konveksna na 〈a, b〉 onda i samo onda ako je f ′′(x) ≥ 0, za svaki x ∈
〈a, b〉.
(b) Funkcija f je konkavna na 〈a, b〉 onda i samo onda ako je f ′′(x) ≤ 0, za svaki x ∈ 〈a, b〉.
(c) Tocˇka x0 ∈ 〈a, b〉 je tocˇka infleksije funkcije f onda i samo onda ako funkcija f ′ ima
strogi lokalni ekstrem u x0.
Dokaz teorema mozˇe se vidjeti u [5]. Ilustrirajmo sada prethodni teorem na sljedec´em
primjeru.
Primjer 19. Ispitajmo konveksnost, konkavnost i tocˇke infleksije funkcije f(x) = e−x
2
.
Izracˇunajmo f ′(x) i f ′′(x).
f ′(x) = −2xe−x2 ,
f ′′(x) = 2(2x2 − 1)e−x2 .
Iz f ′′(x) = 0 slijedi 2(2x2−1)e−x2 = 0. Buduc´i da je 2e−x2 6= 0 za svaki x ∈ R, mora vrijediti
2x2 − 1 = 0
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pa su rjesˇenja
x1 =
√
2
2
i x2 = −
√
2
2
.
Rjesˇavanjem nejednadzˇbi f ′′(x) ≤ 0 i f ′′(x) ≥ 0 dobivamo da je funkcija f strogo konveksna
na skupu 〈−∞,−
√
2
2
〉
∪
〈√
2
2
,∞〉, a strogo konkavna na 〈−
√
2
2
,
√
2
2
〉.
Buduc´i da je
f
(√2
2
)
=
√
e
e
i f
(
−
√
2
2
)
=
√
e
e
,
tocˇke infleksije funkcije f(x) = e−x
2
su
T1 =
(√2
2
,
√
e
e
)
i T2 =
(
−
√
2
2
,
√
e
e
)
.
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