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Abstract
This thesis deals with the nonlinear interaction of water waves with fixed and
floating bodies. The case of a two-dimensional fixed surface body is first investi-
gated using a newly developed linear and second-order boundary element model,
the fully nonlinear model of Hague & Swan (2009) and new experimental obser-
vations. In this case, second-order freely propagating harmonics arising due to
the wave-structure interaction are identified and quantified. Subsequently, a two-
dimensional floating body is investigated, undergoing one or two motion modes,
and comparisons with the fixed body case are made. These observations confirm
that the wave-vessel interactions again lead to the generation of freely propagat-
ing nonlinear wave harmonics and that the magnitude of these components varies
significantly for bodies with different hydrodynamic properties. Building on the
physical understanding achieved from the two-dimensional study, the case of a
three-dimensional floating body is considered. This concerns the interaction with
both regular waves, propagating at varying angles of wave incidence, and direc-
tional wave groups. In both cases the effects of wave-vessel interactions on the
surface profile are identified. Finally, it is shown that the nonlinear wave-vessel
interactions identified previously can, after interacting with the incoming wave
field, lead to unexpected wave impacts on the vessel. As a result, it is concluded
that the occurrence of wave impacts, particularly on the side shell of a vessel,
cannot be assessed on the basis of the incident waves alone.
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1Introduction
The oceans have always played a significant role in the development of human
civilisation by providing natural resources and trade routes. In today’s econ-
omy, dominated by world trade and ever-increasing energy demands, the use of
the ocean environment has grown enormously. In 2008, almost 100,000 ships of
100GT and above were in operation, employing more than 1 million sailors and
carrying more than 8 billion tonnes of cargo; the latter amounting to 90% of
world trade (IMO 2009). Meanwhile, world energy demand has risen steadily
over the last few decades, particularly as countries such as India and China are
experiencing rapid economic development. Oil production in 2008 reached more
than 81 million barrels daily (BP Statistical Review of World Energy: accessed
at www.bp.com/statisticalreview 2009), a large percentage of which was extracted
from offshore installations. Some 90 offshore drilling rigs are currently operational
in the North Sea alone.
Due to this large number of engineered structures operating in the offshore envi-
ronment, the design and operation of such structures is relatively well-established.
However, damage sustained on both offshore platforms and vessels, in wave con-
ditions which would not traditionally have caused alarm, have demonstrated the
uncertainty that still exists with regards to the occurrence of wave impact loading
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at sea. An example of this is provided by the FPSO (Floating Production Storage
and Oﬄoading) vessel Schiehallion, located in the north east Atlantic Ocean. In
December 1998 this vessel sustained significant bow damage well above the water-
line due to the impact of a relatively small but steep wave (Figure 1.1). Following
this event, a bow monitoring programme was initiated and a number of signifi-
cant wave impacts recorded (Xu & Barltrop 2005). One possible explanation for
the frequency and magnitude of these events lies in the interaction between the
incident waves and the vessel.
Figure 1.1: The bow of the FPSO Schiehallion which sustained a significant wave
impact damage in December 1998 - the circled area indicating the location of the damage.
Similarly, the GBS (Gravity Based Structure) Brent Bravo suffered serious
damage during a storm in January 1995 when a wave impact occurred on the
underside of the platform at an elevation of some 23m. This occurrence is in stark
contrast with the situation at the nearby Brent Alpha platform, located in the
same storm field. Measurements of the water surface elevation at Brent Alpha
suggest a peak significant wave height of some 13m, with no reports of water
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being projected up to the deck level set some 18m above still water level (Swan
et al. 1997). The results of a physical model study of wave scattering around
Brent Bravo conducted by Swan et al. (1997), indicated that the difference in the
wave conditions observed at Brent Bravo and at Brent Alpha was undoubtedly
the result of their different structural designs. Brent Bravo is a three-legged GBS
with large closely spaced legs, each having a diameter of 12.2m at the still wa-
ter level, that may disturb the wave field. In contrast, Brent Alpha is a typical
steel jacket structure. The study showed that, even though the individual leg
diameters of the Brent Bravo GBS lie outside the linear diffraction regime, the
wave-structure interaction resulted in unexpected high-frequency wave scattering.
The subsequent interaction of these high-frequency wave components with the
incident wave field provided an explanation of the water surface elevations asso-
ciated with the damage. In a related study, prompted by this result, Sheikh &
Swan (2005) investigated wave-structure interaction effects associated with a sin-
gle, vertical, surface-piercing column; the diameter of which lies outside the linear
diffraction regime. Once again, they observed unexpected scattering, and found
clear evidence that this scattering was linked to high-frequency forcing, leading to
resonance phenomena such as ringing1.
On the basis of these results, it can be concluded that nonlinear effects have the
potential to play a much more significant role than is traditionally acknowledged
in design. The generation of high-frequency scattered waves creates the potential
for nonlinear wave-wave interactions between the short scattered waves and the
longer incident waves. These long-wave short-wave interactions can, in turn, cause
significant steepening of the waves arriving at the structure, hence increasing the
possibility for the occurrence of wave impacts. A recent physical model study
conducted on the oil tanker Prestige, which was severely damaged and sank in
November 2002, demonstrated the importance of such wave-wave interactions and
their potential to cause wave impacts (Swan 2007). Research into the causes of
1ringing involves the excitation of transient structural deflections at, or close to, the natural
frequency of the structure.
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the damage indicated that it was most likely the result of an impact caused by the
interaction of a scattered wave with the next incoming wave crest. This conclusion
was strongly supported by the fact that it proved impossible to reproduce the wave
event which impacted on the hull in the absence of the vessel. In the experimental
study, pressures as high as 770kPa were observed to act over areas of 1m2, while
average pressures as high as 475kPa acted over an area of 14m2 of the side shell.
These values correspond to equivalent full-scale values, based on a 1 : 100 scaled
model test, and are consistent with field observations of impact pressures caused
by overturning waves. The series of images given on Figure 1.2 were recorded
during this study and show the wave impact which is believed to have caused the
damage sustained by the vessel, ultimately resulting in its loss.
Figure 1.2: A wave impact observed on the side shell of the tanker Prestige during the
physical model study conducted by Swan (2007).
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Figure 1.3 presents a comparison between the sea state observed with and
without the vessel present; the image on the left corresponding to the top left
image on Figure 1.2 and the image on the right to the same sea state filmed in
the absence of the vessel. The marked increase in severity of the sea state in the
presence of the vessel can only be attributed to wave-structure interaction effects.
Such effects will be of primary focus in this study.
Figure 1.3: Comparison between the sea state observed with and without the vessel
during the physical model study conducted by Swan (2007).
The studies discussed above have highlighted the importance of both nonlin-
ear wave-structure and wave-wave interactions. However, these nonlinear effects
are not typically taken into account in design. Models providing diffraction so-
lutions, such as the commercially available computer package WAMIT (Newman
& Sclavounos 1988), only include second-order wave interactions corresponding
to the incident linear wave components and ignore any interactions between the
incident and scattered waves. As an alternative, it is possible to turn to fully
nonlinear Boundary Element models, such as the one proposed by Hague & Swan
(2009). However, these models are computationally intensive and have not yet
been incorporated into the design process. The implications of omitting nonlin-
ear effects beyond a certain order from design considerations are seldom, if ever,
assessed and may be critically important.
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Figure 1.4: Comparison of the wave spectra at the focus position for an extreme wave
event predicted by the Bateman et al. (2001) model (BST) and the Zakharov (1968)
equation (ZE) including third-order resonant terms (Gibson, 2004).
In order to ensure both the safety and integrity of an offshore structure, there is
a crucial need for the engineer to know what effects and what orders of magnitude
need to be considered in the design process. If the main contribution to structural
loading and/or the predicted motions can be modelled using a linear approxima-
tion, there is no need to seek more complicated nonlinear solutions. Similarly, if
the loads and motions associated with a particular problem can be predicted by
including second-order effects, there is no need to implement a higher order or
fully nonlinear numerical solution. Understanding the underlying physical pro-
cesses associated with wave-wave and wave-structure interactions, and identifying
the orders at which these processes occur, is fundamental to making the design
procedure for both offshore and coastal structures more efficient and safe with
regards to wave loading.
To assess the importance of omitting nonlinear effects, it is necessary to iden-
tify their contributions to both the water surface profile and the global or local
loads at increasing orders of wave steepness. By isolating nonlinear contributions
according to their respective orders, it is possible to provide insight into the effects
occurring at any particular order and to understand the nonlinearity of the un-
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derlying physical process. This methodology has been used previously with great
success by Gibson & Swan (2007) in their study of nonlinear wave-wave inter-
actions. In this study they considered the evolution of highly nonlinear focused
or near-focused waves in unidirectional and directional seas and investigated the
nonlinear changes occurring to the wave spectrum using both Zakharov’s wave
evolution equation (Zakharov 1968) and the fully nonlinear wave model of Bate-
man et al. (2001). Zakharov’s equation, although only derived to fourth order of
wave steepness by Krasitskii (1994), has the ability to isolate the various wave
interactions at increasing orders and separates the bound and resonant interac-
tions. By using this method, Gibson & Swan (2007) were able to determine that
third-order resonant interactions dominate changes to both the amplitude of the
wave components and the dispersive properties of the wave group. Indeed, it was
observed that these resonant terms can account for the difference between the fully
nonlinear results and a solution including only higher-order bound terms. Figure
1.4 shows a comparison between the amplitude spectrum predicted by the fully
nonlinear solution of Bateman et al. (2001) and the Zakharov equation; the latter
including the linear and third-order resonant terms. The near perfect agreement
between these results demonstrates that the third-order resonant interactions are
the cause of the local and rapid energy transfers across the wave spectrum at the
focus position; the latter giving rise to the two-peaked spectral form seen in Figure
1.4 (Gibson 2004).
A similar logic will be followed in the present study for the case of wave inter-
actions with both fixed and floating bodies. By using newly developed linear and
second-order Boundary Element models and by comparing the results to the fully
nonlinear model of Hague & Swan (2009), nonlinear contributions will be isolated
according to the order of wave steepness at which they arise. Having identified
the physical process leading to the nonlinear wave-structure or wave-vessel inter-
actions, the effect of these interactions on the water surface profile around a fixed
and floating body will be investigated. These latter results will help to quantify
the possible occurrence of unexpected wave impacts on a floating body, identifying
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the wave effects responsible.
1.1 Aims of the study
The aims of this study are as follows:
(i) To investigate the nonlinear interactions occurring between the incident wave
field and a fixed or floating structure in a realistic sea state. This will be
achieved by initially considering a fixed two-dimensional surface body and
then moving on to more complex cases, ending with the case of a three-
dimensional floating vessel. The emphasis will be on gradually building an
understanding of the underlying physical process such that simpler cases aid
the comprehension of the more complicated cases.
(ii) To determine whether such nonlinear interactions may lead to unexpected
wave impacts on the structure. In this context unexpected will be used to
signify effects which cannot be predicted or anticipated based on present
state-of-the-art analysis methods.
1.2 Outline of the thesis
Following the introduction, the thesis is structured as follows:
Chapter 2 provides a review of previous work conducted in the fields of wave
reflection/diffraction from a fixed structure and of wave diffraction/radiation from
a floating vessel. An overview of the work conducted on the boundary element
method is also provided, as is a review of the occurrence and significance of wave
impacts.
In Chapter 3 the development of a linear and a second-order Boundary Ele-
ment Method (BEM) is described. The solutions are validated using both regular
waves and wave groups.
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In Chapter 4 the newly developed linear and second-order BEM models are
used to examine the interactions between regular waves and a two-dimensional
fixed body located at the water surface. The particular focus of this work concerns
the freely propagating second and third-order harmonics. These are generated as
a result of the wave-structure interactions and have the potential to significantly
steepen the surface profile and hence increase the applied wave loads. By com-
paring the linear and second-order BEM solutions with the fully nonlinear BEM
model of Hague & Swan (2009), it is possible to identify the contributions to both
the surface profile and the applied forcing occurring at first, second, and higher
orders of wave steepness.
In Chapter 5 the nonlinear wave interactions with a two-dimensional floating
body responding in heave and in combined heave and roll are investigated exper-
imentally. These cases concern regular waves. Comparisons are made to a fully
nonlinear BEM model developed by Peric (2011), the latter including a floating
body. By comparing these results to the fixed body case, it is possible to iden-
tify how the response of the floating body alters the wave-structure interactions
observed in the fixed body case.
Chapter 6 considers the nonlinear wave interactions with fixed and floating
two-dimensional surface bodies occurring in realistic sea states; the latter repre-
sented by focused wave groups. The linear and second-order BEM models devel-
oped in Chapter 3 and the results of an experimental study are used to investigate
changes arising in the underlying wave spectrum due to the presence of the body.
Emphasis is given to higher-order freely propagating wave harmonics and their
effect on the surface profile; particular attention being paid to their potential to
increase the occurrence of wave impacts on the body.
Chapter 7 presents an experimental investigation of a three-dimensional float-
ing vessel in obliquely incident regular waves and directional wave groups. The
understanding gained from considering the two-dimensional problems allows the
analysis of the scattered wave field in the case of a three-dimensional floating ves-
sel. The effect of the presence of the vessel on the wave field is identified at first
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and second order of wave steepness. In addition, the effect of an oblique angle of
incidence and directional spreading is also considered.
Chapter 8 examines whether the wave-vessel and subsequent wave-wave in-
teractions observed and analysed in the previous chapters are able to explain
the unexpected occurrence of wave impacts on a two-dimensional and a three-
dimensional floating vessel in real seas.
Finally, Chapter 9 draws the conclusions from the work undertaken in this
thesis and offers suggestions for future work on the topic.
1.3 Achievements
In the present study:
(i) Linearised and second-order BEM models are developed and validated using
both regular waves and focused wave groups.
(ii) These models are applied to the case of regular waves and wave groups
interacting with a fixed structure located at the water surface. Second-order
freely propagating wave components arising as a result of the wave-structure
interaction are clearly identified and the physical mechanisms leading to their
creation are discussed.
(iii) A new experimental study is completed considering the interaction of regular
waves and wave groups with both fixed and floating two-dimensional bodies;
the latter undergoing heave or combined heave and roll motions. The study
considers three different body geometries. In each case measurements of the
water surface elevation around the bodies as well as the body motions are
obtained and used to characterise the nature of the wave interactions.
(iv) For each of the three bodies considered, a detailed comparison between the
measured wave field around the body for a fixed body, a body responding in
heave, and a body responding in combined heave and roll is undertaken and
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the effect of the heave and roll motions quantified. The nonlinear freely prop-
agating wave harmonics occurring as a result of the wave-body interactions
are isolated and shown to be dependent upon the body motions.
(v) A comparison between the behaviour of the three different bodies considered
in the experimental study is undertaken, and the response characteristics of
each body are related to the resulting wave-body interactions. The impor-
tance of the relative phasing between the physical processes when each body
is free to respond to the incident wave forcing is identified and discussed.
(vi) A new experimental study is completed involving a three-dimensional ship
interacting with regular waves at different angles of wave incidence and with
directionally spread wave groups. Measurements of the water surface eleva-
tion around the bodies and the body motions are obtained. Analysis of this
data shows that the nonlinear wave-body interactions observed previously
in the two-dimensional cases also exist in the three-dimensional case and are
shown to be of significant practical importance.
(vii) Finally, it is shown that the nonlinear wave-body interactions, and the subse-
quent wave-wave interactions, can indeed result in unexpected wave impacts
on both two-dimensional and three-dimensional floating bodies.
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2Background
This chapter aims to give an overview of existing work which is relevant to the
present thesis focusing on the interaction of waves with large volume bodies. Large
volume bodies are defined as those for which vortex shedding effects can be as-
sumed to be small, and inertia loading dominates. Hence, the vast majority of
work undertaken for these structures employs potential flow theory. Accordingly,
the focus of this literature review is on potential flow solutions. In the first stage
of the review, potential flow theory and the relevant wave theories are considered.
Since part of the work presented within this thesis involves the development and
application of a boundary element method, a review of this family of numerical
methods applied to wave modelling is also provided.
In a second stage of the review, previous work concerning wave diffraction
by fixed bodies is considered, particularly focusing on nonlinear wave-structure
interaction effects. Following on, work concerning the joint diffraction-radiation
problem for floating bodies is considered. Finally, a review of wave impact load-
ing on fixed and floating structures is presented. Throughout this chapter only
work concerning a single surface-piercing body is considered. Cases concerning a
submerged body or multiple bodies in close proximity are considered beyond the
scope of the present work.
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2.1 Potential flow wave theories
Consider a boundary value problem where the solution in the region of interest
is given by the solution to a governing differential equation subject to specified
boundary conditions. The region of interest considered herein defines the surface
waves being modelled by the theory and is bounded by an impermeable bottom
representing the seabed, a free surface, and two lateral boundaries. In potential
flow theory the fluid is assumed to be incompressible and the flow irrotational. If
the flow is irrotational then a velocity potential φ(x, y, z, t) can be defined such
that
u = ∇φ, (2.1)
where ∇ = (∂x, ∂y, ∂z), u = (u, v, w) is the velocity vector and (x, y, z) defines
the usual Cartesian coordinate system in which (x, y) defines a horizontal plane
at the still water level (SWL) and z is measured vertically upwards. If the flow is
incompressible, the mass continuity condition requires that
∇ · u = 0. (2.2)
Combining Equations 2.1 and 2.2 gives the Laplace equation
∇2φ = 0, (2.3)
which is the governing differential equation for most surface wave problems. The
boundary conditions applied on the free surface, the position of which is unknown
a priori, are the dynamic free surface boundary condition (DFSBC) and kinematic






















where z = η(x, y, z) defines the water surface, g is the acceleration due to gravity
and t is the time. In considering these conditions the dynamic free surface bound-
ary condition (Equation 2.4) requires that the pressure on the free surface must
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be a constant; the pressure being defined by the unsteady Bernoulli equation. In
contrast, the kinematic free surface boundary condition (Equation 2.5) requires
the velocity of the fluid normal to the surface to be equal to the velocity of the
surface along that normal. More simply, it requires a particle located on the free
surface to remain on that surface. With the seabed assumed to be both horizontal
and impermeable, a no-flow boundary condition is applied such that
∂φ
∂z
= 0 on z = −d (2.6)
where d is the constant water depth measured from the SWL. For waves that
are assumed periodic in space and time, the conditions applied on the lateral
boundaries enforce this periodicity:
φ(x, t) = φ(x, t+ T ) (2.7)
φ(x, t) = φ(x+ λ, t), (2.8)
where T is the wave period and λ is the wavelength. Since the free surface bound-
ary conditions are applied on a surface which is unknown, an exact analytic so-
lution to this problem cannot be found. However, if it is assumed that the waves
have a small amplitude, and therefore small associated velocities and pressures,
then terms which are products of these small variables can be neglected. In this
way linearised free surface boundary conditions, applied on the still water level,










where the subscript 1 denotes a linearised quantity.
An analytic solution to the Laplace equation subject to these linearised free
surface boundary conditions can now be found. This solution was first formulated
by Airy (1845) and is known as Small Amplitude Wave Theory. Equations 2.11
and 2.12 describe the linear surface elevation η1 and the velocity potential φ1
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according to this theory,
η1(x, t) = a sin(kx− ωt) (2.11)
φ1(x, z, t) =
aω
k
cosh [k (z + d)]
sinh (kd)
cos(kx− ωt), (2.12)
where a is the wave amplitude, k is the wavenumber or 2pi/λ and ω is the angular
frequency or 2pi/T . The relationship linking ω and k is commonly referred to as
the dispersion relation, which in its linearised form is given by
ω2 = gk tanh(kd). (2.13)
Small amplitude or linear wave theory neglects all terms of order (ak)2 and
above. In contrast, a second-order theory can be formulated by adopting a per-
turbation expansion in which the wave steepness, ak, often corresponds to the
expansion parameter assuming ak << 1. All quantities are represented by a
power series in ak and the nonlinear free surface boundary conditions can be ex-
panded about the still water level using a Taylor series expansion. If only terms
up to (ak)2 are retained, then






(2 + cosh(2kd)) sin(2(kx− ωt)), (2.15)
φ(x, z, t) = φ1(x, z, t) + φ2(x, z, t) where (2.16)




cosh [2k (z + d)]
sinh4 (kd)
cos (2 (kx− ωt)) ; (2.17)
the subscript 2 denoting a second order quantity of O(ak)2. At this order the
linear dispersion relation remains unchanged; Equation 2.13 being used to define
k for a given ω and d.
The theory described above was first formulated by Stokes (1847) and is known
as Stokes second-order wave theory. A full derivation of Small Amplitude Wave
Theory and Stokes second-order theory can be found in Dean & Dalrymple (1991).
In considering these results, it should be noted that throughout this thesis the term
linear or first-order refers to quantities which are of the order of ak; whilst the
term second-order refers to quantities which are of the order of (ak)2.
36
2.1 Potential flow wave theories
The wave theories discussed above refer to a single frequency or monochromatic
wave. In contrast, a real sea state is composed of a large number of waves with
varying frequencies, amplitudes, and phase angles. Linearly this can be modelled
by superimposing the surface profiles and velocity potentials predicted by small
amplitude wave theory for each individual wave present in the sea state. This
approach is known as Linear Random Wave Theory and gives solutions of the
form:
η (x, t) =
Nc∑
n=1
an sin (knx− ωnt+ αn) (2.18)





cosh (kn (z + d))
sinh (knd)
cos (knx− ωnt+ αn) , (2.19)
with the associated dispersion relation given by
ω2n = gkn tanh (knd) . (2.20)
Within these solutions, Nc is the number of wave components and an, kn, ωn and
αn are respectively the amplitude, wavenumber, wave frequency, and phase angle
of the nth wave component. The fact that the linear dispersion relation (2.20) is
valid for all components arises because Linear Random Wave Theory only involves
the summation of linear or freely propagating wave components.
To extend this solution, a second-order random wave theory must first include
the Stokes second-order terms for each linear wave component present in the sea
state. In addition, it must also take into account the interaction between each
pair of linear wave components. These additional terms, commonly referred to as
two-wave interactions, were first calculated by Longuet-Higgins & Stewart (1960).
In their work they developed a theory for a long wave component interacting with
a short wave component, and obtained expressions summing the self-interaction
terms for each wave with the cross-interactions between the wave components; the
latter terms incorporating both the frequency-sum and the frequency-difference
terms. This theory has subsequently been extended by Sharma & Dean (1981) to
include any number of interacting wave components, effectively summing up all
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the potential pairs of interactions and, thereby, allowing a realistic sea state to be
modelled.
The wave theories described above form the basis of both the majority of the
work reviewed in this chapter and the work undertaken as part of this study. As
such they will be much referred to in the subsequent chapters.
2.2 Boundary Element Methods
The potential flow theories described above provide analytic solutions to simple
wave propagation problems; the simplification corresponding to limited nonlinear-
ity. If a fully nonlinear solution to the Laplace equation is sought, this cannot
be achieved analytically. To overcome this difficulty, various numerical methods
have been employed to solve wave propagation problems involving free-surface
flows. Among these solutions, one of the most commonly applied is the Boundary
Element Method. This is used throughout the thesis and is reviewed as follows.
The essence of the Boundary Element Method (BEM) is that, by forming a
boundary integral equation the velocity potential φ can be related to its normal
derivative ∂φ
∂n
for every point along the boundary on which the problem is being
solved. Hence, if either the velocity potential or the normal derivative of the
potential is known, it is possible to calculate the other and, in so doing, obtain a full
solution for the wave field. The attractiveness of the method from a computational
perspective lies in the dimensional reduction that is achieved. The use of the
boundary integral equation ensures that it is no longer necessary to calculate the
required quantities inside the domain. Instead, all quantities are calculated at
specified nodal positions; the nodes placed around the boundary with appropriate
spacing.
The BEM was first used in hydrodynamics to model free-surface flows by
Longuet-Higgins & Cokelet (1976). Assuming an inviscid and irrotational flow,
they mapped the free surface at each time step to a closed contour and defined
a boundary integral equation linking the velocity potential φ at any point on the
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contour with the normal derivative of the potential ∂φ
∂n
. By using a mixed Eulerian-
Lagrangian method, where the particles are Lagrangian but the potential has an
Eulerian form, they succeeded in modelling a space-periodic, nonlinear, unsteady
free-surface wave up to and including wave overturning. However, the method
developed a saw-toothed instability and smoothing had to be applied.
Following this pioneering work, Vinje & Brevig (1981) employed the Cauchy
Theorem to map the computational space onto a conformal space and were able
to introduce structures into the domain and study breaking waves and forces on
a submerged pipeline. Dold & Peregrine (1984) modified the method of Vinje &
Brevig (1981) and succeeded in modelling a two-dimensional sea state with very
good accuracy and numerical efficiency. Numerical efficiency was achieved by us-
ing higher-order differencing formulae to calculate spatial derivatives, hence fewer
surface points were required for accurate computations (Dold 1992). However
three different types of instabilities were observed during the calculations. Two of
these instabilities were removed by restricting the maximum time step, and using
a fourth- or fifth-order backward differencing scheme. The third instability could
only be removed by smoothing.
Although the methods described above were successful, they map real space
onto a complex plane used for computations and, therefore, cannot be extended to
three dimensions. They are also limited to studying space periodic wave problems.
To model waves that are not periodic in space and to be able to extend the model
to three-dimensions, it is necessary to develop BEM models which formulate the
problem in a domain that matches the physical environment considered.
Grilli et al. (1989) developed a high order boundary element method similar to
that of Longuet-Higgins & Cokelet (1976), but employed Green’s second identity
to solve the boundary integral equation in physical space. In this study they suc-
cessfully modelled space periodic waves, breaking sinusoidal waves, and a solitary
wave propagating up a slope. A lot of emphasis was placed on the problems of
wave generation and absorption in a numerical wave tank. Grilli et al. (2001)
extended the model to three-dimensions and applied it to varying bathymetry.
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Within this formulation, sliding elements were used to ensure continuity of the
first and second derivatives across elements. The model was primarily applied to
solitary waves propagating up a slope, up to and including the occurrence of wave
overturning. However, using Green’s second identity to form a boundary integral
equation in physical space results in an issue commonly referred to as the “cor-
ner problem”. Green’s second identity assumes a continuous, smoothly varying
boundary. Unfortunately, this is not the case in a numerical wave tank. At the
corners of the domain the outward normal is undefined leading to numerical inac-
curacy and instability at these points. A more detailed discussion on the “corner
problem” is given in section 3.3.1.
More recently, Hague & Swan (2009) developed a physically mapped BEM
solution and extended the model to three-dimensions. This solution was used to
successfully model a number of focused wave events; the amplitudes and phases of
the wave components being based upon a NewWave solution (Tromans et al. 1991)
applied to an underlying JONSWAP wave spectrum. To achieve these results, the
model employed a new method of multiple fluxes to avoid the so-called “corner
problem”. This approach differs significantly from the double node approach tra-
ditionally employed (Grilli et al. 1989). The multiple flux approach was first
proposed by Brebbia & Dominguez (1992) for use in two-dimensional potential
problems; Hague & Swan (2009) being the first to apply the method in the con-
text of a numerical wave tank. The significant difference with this method is that
the computation is remarkably stable; no smoothing or re-gridding being neces-
sary. In the context of the present study, the accurate treatment of the “corner
problem” is essential to the success of the model, particularly when a structure or
vessel is included. The reason for this is simply that the introduction of a struc-
ture within the numerical domain (or numerical wave tank) leads to additional
geometric discontinuities (or corners) which are located at key points of physical
interest, namely the intersections between the water surface and the structure.
The success of the model in representing the flow over a submerged structure has
already been demonstrated by Christou et al. (2008). In a wide ranging study,
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addressing several practically important flow fields, they investigated the case of
nonlinear waves propagating over the storage caissons of a gravity based structure.
The numerical description they achieved compared very favourably with experi-
mental results, accurately modelling the steepening of the incident waves and the
subsequent focusing of wave energy. An adaptation of this model will be used in
the present study.
2.3 Fixed bodies: Wave Diffraction and Reflec-
tion
The potential flow theories and the numerical implementations presented so far
have focused primarily on modelling waves only or the propagation of waves
over submerged structures and slopes. When a fixed surface piercing structure
is present in the flow, the presence of the structure leads to wave reflection and/or
diffraction. A review of these solutions is given below: Section 2.3.1 addressing
the description of wave reflection in two-dimensional domains and Section 2.3.2
the occurrence of wave diffraction in three-dimensional domains.
2.3.1 Two-dimensional bodies: surface barriers
The simplest possible case is that of an infinitely long perfectly reflecting vertical
wall extending from above the free surface to the bed and situated at right angles
to the incident wave direction. In this case, the solution simply corresponds to a
standing wave forming in front of the wall. If the wall does not extend over the
full water depth down to the seabed, the problem becomes one of a fixed surface
barrier which causes partial reflection and allows partial transmission under the
barrier. This problem has been dealt with extensively in the context of surface
breakwaters, focusing on the performance of the barrier as an effective breakwater.
Since reflection and transmission due to a fixed surface barrier is generally assumed
to be a linear process, the majority of work on such bodies uses the linearised
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dynamic and kinematic free surface boundary conditions given by Equations 2.9
and 2.10 respectively, and commonly adopts Small Amplitude Wave Theory.
If the barrier is infinitely thin, located in deep water, and the incident waves
assumed to be linear, an exact analytic solution to the surface barrier problem can
be found. Ursell (1946) first presented such a solution describing the reflection
and transmission coefficients and the phase difference between the wave motions
on either sides of the barrier. In contrast, in finite water depth an exact analytic
solution cannot be found and approximations must be made. For example, Wiegel
(1960) considered an infinitely thin surface barrier in a finite water depth and
presented a theory based on wave power transmission.
Of more practical interest is the case of a fixed surface body with finite di-
mensions. Ursell (1961) employed a multipole method to investigate the problem
of waves normally incident on a horizontal infinitely long cylinder with its centre
located on the free surface and found that wave transmission depends strongly on
the shape of the body and, particularly, the shape near the free surface. For the
case of a circular cross-section, assuming deep water conditions and an incident
wavelength that is relatively short in comparison to the cylinder diameter, Ursell
obtained an analytic approximation to the transmission coefficient.
In a seminal paper, Mei & Black (1969) considered the scattering of surface
waves normally incident to a rectangular barrier. By splitting the velocity po-
tential into a symmetric and an anti-symmetric part, and by using a variational
formulation they obtained a semi-analytical solution for the reflection and trans-
mission coefficients and the phase angle between the reflected and transmitted
waves (Figure 2.1). No restrictions were placed on the width of the barrier, the
water depth or the incident wavelength.
Following this work, some experimental studies have been conducted and com-
parisons with available theories made. For example, Reddy & Neelamani (1992)
measured reflection and transmission coefficients from a thin surface barrier in
their experiment and quantified an energy loss coefficient. They compared their
results with Wiegel’s power transmission theory and observed that the transmis-
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Figure 2.1: The reflection coefficient R and phase angle of the reflected wave compo-
nent θR from Mei & Black’s (1969) theory for a body with draught H and half-width l
in a water depth h with incident waves of wavenumber k: theory for h/H = 2 and
l/H = 0, 1, 3, 5, Ursell’s exact solution for deep water, theory for h/H = 6
and l/H = 1, ◦ experimental study.
sion coefficients compared relatively well but the reflection coefficients were over-
estimated in the theory because energy losses were not taken into account. They
also quantified a RN number, defined as the ratio of the horizontal water particle
excursion at the bottom tip of the barrier to the thickness of the barrier itself.
Based on their observations they concluded that higher RN numbers correspond
to higher transmission coefficients.
More recently, Koutandos et al. (2005) performed an extensive experimental
study on surface barriers with different configurations, including a barrier respond-
ing in heave. They concluded that a fixed barrier performs primarily in a reflective
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manner, whilst a barrier responding in heave performs in a dissipative manner.
However, both showed similar performance with regards to wave transmission. By
varying both the barrier width and draught, and the incident wave conditions,
they concluded that the key ratios governing the problem are the barrier width
over the wavelength and the barrier draught over the water depth. These results
are fully consistent with the findings of Mei & Black (1969).
Although most authors have studied two-dimensional surface bodies from a
linear perspective, a number of studies have identified the existence of nonlinear
effects, particularly in the second-order vertical force. Barakat (1970) used a
method similar to Ursell (1961) and studied cylinders with various symmetric
cross-sections ranging from rectangular sections, to circular sections, to realistic
ship hull sections. It was observed that rectangular cylinders showed the largest
reflection coefficients, but realistic ship hull sections experienced larger vertical
forces; the latter having distinct second-order peaks. Johansson (1989) used an
Eigenfunction expansion method to obtain analytic expressions for the linear forces
acting on a rectangular barrier. In addition, he provided experimental results for
reflection and transmission coefficients as well as the forces and moments acting on
the barrier. Comparisons between the observations and the developed linear theory
show relatively good agreement. However, for short and steep waves Johansson
(1989) observed a significant second-order component in the vertical force acting
on the barrier.
Building on this work, Sulisz & Johannson (1992) presented a solution to the
second-order wave-structure interaction problem based on a matched Eigenfunc-
tion expansion method. They considered the case of a rectangular semi-submerged
horizontal cylinder in monochromatic waves and found an approximate analytic
solution assuming a linear pressure distribution across the base of the cylinder.
This assumption was found to be satisfactory when the beam of the cylinder was
greater than the clearance between the bottom of the cylinder and the seabed.
The theory compared well with laboratory experiments, and it was observed that
the second-order loads can become a dominant component of the dynamic loading.
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Figure 2.2: Non-dimensional pressure underneath a horizontal rectangular cylinder
subject to regular incident waves of linear amplitude A1: theory by Sulisz (1993),
experimental data of Sulisz and Johansson (1992).
Sulisz (1993) continued this work and observed that in deep water the second-order
components of the force increase with increasing wavenumber even for waves of
moderate steepness. Figure 2.2 shows an example of the pressure time history
underneath a horizontal rectangular cylinder with distinct second-order peaks.
With the increasing use of Tension Legged Platforms (TLP’s) in the offshore
industry, and the resonance issues observed in association with these structures,
some authors considered the second-order wave-structure interaction problem for
two-dimensional fixed surface bodies arguing that these can represent the hor-
izontal members of a TLP. These authors applied techniques used successfully
in the study of second-order diffraction about a vertical cylinder to the case of
two-dimensional surface bodies. Newman (1990) considered bodies of significant
draught, where the submergence of the base of the structure beneath the free
surface is sufficiently large to neglect the components of the fluid pressure which
depend exponentially on the vertical coordinate. Under this assumption the author
considered only the far-field approximation of the second-order forcing function
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and obtained an approximate simple description of the second-order pressure in
the near field which was in good agreement with the experimental results of Jo-
hansson (1989). Wu & Eatock-Taylor (1990) used an indirect approach to obtain
second-order forces without explicitly calculating the second-order potential in fi-
nite water depth. They provided numerical computations for the case of a circular
cross-section and observed that the water depth had a significant influence on
second-order diffraction forces, particularly at low incident wave frequencies. Wu
(1991) continued this work and calculated second-order reflection and transmis-
sion coefficients using only the first-order diffraction potential. The methodology
can easily be extended to obtain second-order free surface elevations upwave and
downwave of the body. These solution techniques will be discussed in more detail
in the next section.
2.3.2 Three-dimensional bodies: vertical cylinders
The work discussed above has dealt with infinitely long, two-dimensional bodies.
If three-dimensional bodies are considered, the simplest case is that of a vertical
cylinder extending from the seabed up through the water surface. This case is the
one which has attracted the most attention due to the engineering applications in
both the offshore and coastal engineering industries. The linear solution is given
by the well-established Linear Diffraction Theory for vertical cylinders which was
first developed by Havelock (1940) for deep water, and then extended by MacCamy
& Fuchs (1954) to finite water depths. The solution assumes potential flow and
an incident wave height H which is much smaller than the wavelength λ, the
water depth d, and the cylinder diameter D. By segregating the total potential
into an incident and a diffracted component, and assuming the incident potential
is described by linear theory, an expression for the scattered potential can be
obtained that satisfies both the Laplace equation and the linearised free-surface
boundary conditions.
A second-order diffraction solution is more challenging to obtain. The chal-
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lenge arises from the difficulty in identifying the second-order velocity potential,
which has a non-homogeneous free surface boundary condition. Since the main en-
gineering interest lies in predicting applied loads, a number of solutions have been
formulated which use Green’s theorem to express second-order forces in terms of
first-order potentials only. As a result, solutions for the second-order forces can
be obtained without explicitly evaluating the second-order potential.
Important advances in this field were provided by Molin (1979) and Lighthill
(1979); both using this indirect approach to identify second-order forces in finite
and infinite water depths respectively. Molin first suggested the decomposition of
the second-order diffracted potential into a homogeneous solution, corresponding
to the second-order free waves, and a particular solution corresponding to the
second-order bound waves. These two solutions satisfy the homogeneous and
inhomogeneous free surface boundary conditions respectively, and jointly satisfy
the inhomogeneous body boundary condition. However, these solutions involve a
free-surface integral which oscillates rapidly and converges slowly. Eatock Taylor
& Hung (1987) obtained a closed-form solution for this integral in the far field,
thus overcoming this issue, and presented extensive computations in both finite
and infinite water depths.
The indirect solutions discussed above avoid the calculation of the second-
order velocity potential, defining the second-order forces in terms of the surface
integrals. However, to obtain other second-order quantities such as the water
particle kinematics, the water surface elevations, and the hydrodynamic pressures,
it is necessary to define the second-order velocity potential. Kim & Yue (1989)
presented a complete second-order solution for axisymmetric bodies in the case of
regular monochromatic waves. They employed a method based upon the Boundary
Integral Equation (BIE) to obtain second-order forces, moments, surface pressures
and run-up and presented results for a vertical cylinder and a truncated cone.
Eatock Taylor & Chau (1992) presented a similar solution based on a Boundary
Element Method using isoparametric quadratic elements, and successfully applied
it to obtain the second-order free surface profile in the vicinity of a TLP. Kriebel
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(1990) presented a semi-analytic solution for the second-order velocity potential
in closed form focusing on the surface elevation around the cylinder. Kriebel
(1990) concluded that whilst second-order forces can be 10-20% larger than linear
forces, the maximum second-order run-up on a cylinder may exceed its linear value
by 40-50%. These results emphasize the importance of applying a full second-
order solution. More recently, Malenica & Molin (1995) presented a third-order
diffraction solution using a Stokes perturbation method. The solution assumes
that the wave steepness ak is of order , where  is a small perturbation parameter,
but places no restrictions on the wavelength and cylinder radius.
Additionally, a number of studies have considered the phenomenon of struc-
tural ringing. This is typically observed on relatively slender vertical cylinders that
lie outside the traditional diffraction region; for example, the vertical members of
a TLP. Rainey (1995) presented analytic expressions for the so-called ringing loads
using an energy argument. In contrast, Faltinsen et al. (1995) considered the long
wave regime arguing that it is in these conditions that structural ringing, or tran-
sient structural deflections at frequencies well above the incident wave frequency,
are most likely to occur. The long wave regime assumes that whilst the wave
amplitude and the cylinder diameter are comparable in magnitude, both are small
compared to the wavelength (a/λ << 1, D/λ << 1 and a/D = O(1)). In these
conditions it is assumed that the wave slope is small and a linear solution is ade-
quate to describe the flow far away from the cylinder. Under these assumptions,
it can be shown that the horizontal force on the cylinder is proportional to the
acceleration of the incident wave field, so that the force can be modelled using the
inertia term from Morison’s equation and additional nonlinear terms. Faltinsen
et al. (1995) presented expressions for the wave loads in the near-field. These in-
clude harmonic components at second and third order that may be responsible for
the ringing phenomenon. It should be noted that all the solutions mentioned above
are derived for a single monochromatic wave based upon a Stokes second-order
theory.
Chaplin et al. (1997) conducted experiments on a single vertical cylinder in
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steep non-breaking focused waves and observed that a secondary loading cycle
occurs after the crest has passed the cylinder axis. Once again, this may have an
important effect on the ringing response. Swan et al. (1998) also conducted exper-
iments on a single vertical cylinder and measured the water particle accelerations
arising beneath a nonlinear focused wave crest. On the basis of these results, they
concluded that in order for any model to accurately predict forces on the cylinder,
it is necessary for the model to accurately describe the unsteady water particle ac-
celerations, particularly those arising close to the water surface. The experimental
study of Sheikh & Swan (2005) again concerned vertical cylinders with diameters
lying outside the linear diffraction regime (D/λ < 0.2) and showed that in some
cases the nonlinear loading is closely related to high-frequency scattering. Two
types of high-frequency wave scattering were identified, subsequently referred to
as Type 1 and Type 2 waves. Within this study it was shown that the nonlinear
interactions between the high-frequency scattered waves and the next incoming or
incident wave resulted in a significant amplification of the water surface elevation
in the immediate vicinity of the structure. This was shown to have significant
implications for the setting of deck elevations and the occurrence of wave slam-
ming on the structure. Figure 2.3 shows a sequence of images indicating Type 2
high-frequency wave scattering and the wave impact which ensued (Sheikh 2004).
2.4 Floating Bodies: The Combined Diffraction-
Radiation Problem
When a surface-piercing body present in a flow field is floating, both wave diffrac-
tion occurring due to the presence of the body and wave radiation occurring due
to the motions of the body must be considered. Unlike the work on wave diffrac-
tion discussed above, which was conducted primarily in the context of coastal or
offshore engineering, the background work relating to floating bodies mainly lies
within the field of naval architecture. To assist the reader, who may be unfamiliar
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Figure 2.3: Still images showing high-frequency scattered waves caused by the presence
of a cylinder interacting with the incoming wave and leading to a wave impact on the
cylinder (Sheikh 2004).
with this field, a detailed review is provided starting with earlier work on ship
hydrodynamics. Very extensive research has been conducted in this area, covering
a broad range of topics. This review will focus on the interaction of a ship with
a given incident wave field and the resulting motions. In the cases that follow,
the body is assumed to be in stable hydrostatic equilibrium such that, given a
small perturbation from the static floating equilibrium condition the body tends
to return to its original position. Cases involving bifurcations in the vessel be-
haviour, i.e. where extreme nonlinearity in the motions can cause loss of stability
and possible capsize, are not considered. The study of such situations is left to
the field of nonlinear ship dynamics, an overview of which can be found in Spyrou
& Thompson (2000). That is not to say that the work conducted in this study as-
sumes linear ship motions, but simply that any nonlinearity present in the motion
does not result in ship instability.
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Furthermore, this review will not consider the effects of the forward speed of
the vessel. A ship moving with a steady linear velocity will experience a steady
hydrodynamic force, primarily due to viscous fluid effects. These are generally
very difficult to compute accurately and are typically found using empirical for-
mulations or model testing. The forward speed of the body modifies the pressure
distribution around the body, whilst interactions between the steady flow due to
forward speed and the oscillatory flow due to the wave environment further compli-
cate the body boundary condition. Furthermore, if the body has a forward speed
an apparent change in the frequency of the incident waves occurs. As a result,
any analysis should be undertaken using this apparent or encounter frequency. In
the work which follows the simplifying assumption of no forward speed is made.
This can be partially justified by the fact that, when ships are present in severe
sea states they typically reduce their forward speed such that it is small relative
to both the incident wave celerity or phase velocity and the wave-induced water
particle kinematics.
2.4.1 Early work on ship hydrodynamics
The earliest researchers to systematically investigate ship motions were W. Froude
and A.N. Krilov. In 1861 Froude published a detailed analysis of the rolling of a
ship in beam seas (Froude 1861), whilst Krilov first addressed the problem of a ship
pitching in a seaway (Krilov 1896). Shortly after Krilov (1898) presented a general
theory considering all six rigid body motion modes (Figure 2.4). Both Froude and
Krilov assumed that the presence of the ship did not alter the incident wave field.
They obtained the wave force on the ship by integrating the undisturbed wave
pressure field over the ship’s wetted surface. In modern ship literature forces
obtained in this way are often referred to as the Froude-Krilov forces, and the
assumption that the incident wave field is not altered by the presence of the ship
is termed the Froude-Krilov hypothesis.
This early work provided the building blocks for the investigation and under-
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Figure 2.4: Schematic showing the six rigid body motion modes: the translational
motions corresponding to surge, sway and heave and the rotational motions to roll,
pitch and yaw.
standing of ship motions in waves. Using Newton’s second law and assuming that
the ship is a rigid body, a generalised force vector F including forces and moments
and a generalised motion vector x including translations and rotations can be used




(mij + aij)x¨j + bijx˙j + cijxj i=1,..,6, (2.21)
where
mij = elements of the mass matrix,
aij = elements of the added mass matrix,
bij = elements of the damping matrix,
cij = elements of the restoring matrix,
and the over dot refers to a partial derivative with respect to time, x˙ = ∂x
∂t
. This is
essentially the mass-spring-damper equation describing the response of a dynamic
system. The added mass coefficients represent the mass of fluid surrounding the
body which must be accelerated “out of the way” as the body accelerates through
52
2.4 Floating Bodies: The Combined Diffraction-Radiation Problem
the fluid. The hydrodynamic damping coefficients represent the fact that energy
leaves the system both as a result of viscous drag and in the form of radiated waves
when the motion of the body disturbs the water surface. Finally, the restoring
coefficients represent the fact that the body is in hydrostatic equilibrium and hence
a restoring force is applied which is proportional to the displacement of the body
from its equilibrium position.
Adopting a linear representation makes it possible to separate this very com-
plex situation into two parts:
(i) The wave field applies forces on the body, termed the wave-exciting forces,
assuming the body is fixed in its mean position.
(ii) Given the wave-exciting forces the body responds, generates a radiated wave
field and is hence subject to radiation forces. These are calculated assuming
the body moves in the manner prescribed by the wave-exciting forces in still
water conditions.
It is then assumed that the forces applied on the body are given by the linear
sum of the wave-exciting forces and the radiation forces. It should be noted that
the wave-exciting forces are essentially the diffraction forces acting on the body.
As a consequence, the linear problem of a floating body subject to incident waves
can be thought of as the summation of the diffraction and the radiation problems.
However, a solution to the diffraction problem was well beyond the grasp of the
early researchers on the topic, and hence the Froude-Krilov hypothesis was widely
used in the beginnings of linear ship motion theory.
2.4.2 Modern Seakeeping
The modern seakeeping era was introduced in the 1950s with the development of
intuitive strip theory and the spectral representation of both sea states and vessel
motions. Intuitive strip theory was first developed by Korvin-Kroukovsky (1955)
and Korvin-Kroukovsky & Jacobs (1957) who recognised that, under the assump-
tion that ship motions result in negligible longitudinal velocity components, the
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solution of the two-dimensional Cauchy problem can determine the hydrodynamic
added mass and damping coefficients. This arises from the assumption that the
ship is a slender body; the beam and draught being small relative to the length of
the vessel. As a result, the predominant fluid velocities at each section along the
length of the vessel are in the transverse plane.
In spite of the nature of the intuitive strip theory, which involves physical argu-
ments rather than rigorous mathematical derivations, it provided remarkably good
results; certainly better than other theories available at the time (Hutchison 1990).
A second significant development at this time was the establishment of an op-
erator model linking the ship responses to an irregular sea state (Pierson &
St. Denis 1953). This development, together with the Korvin-Kroukovsky strip
theory, enabled ship motion theory to be used in practical applications such as
the design and operation of vessels. In his extensive review of seakeeping, Hutchi-
son (1990) notes that these contributions were extremely important because they
altered the common perception of the ship motion process from deterministic to
statistical, succeeded in realistically describing both the irregular sea state and
the ship motions, and provided a linear framework linking the two.
At this point, reference should also be made to the related slender-body theory.
As in strip theory the body is assumed to be slender, but the additional assumption
is made that the dimensionless wavenumber kL, where k is the wavenumber and
L is the ship length, is of order 1. A consistent slender-body theory for ship
motions in a seaway without forward speed was first developed by Ursell (1962) and
then generalised by Newman (1964) for arbitrary body shapes and motions. The
method involves matching asymptotic expansions in the inner and outer regions
around the body. A review of slender body theory is given by Newman (1970). It
should also be noted that a unified strip theory was later presented by Newman
(1978) who corrected the intuitive strip theory to account for the fact that the body
does not extend without limit along the longitudinal axis. Newman & Sclavounos
(1980) presented extensive computations of both intuitive strip theory and the new
unified strip theory, compared the results to model test data and demonstrated
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that the unified strip theory was indeed an improvement upon the original theory
of Korvin-Kroukovsky.
The spectral representation of both the sea state and the ship motions pro-
vided a framework for the evaluation of the frequency dependence of the added
mass and damping coefficients. This frequency dependence had long been recog-
nised, but could not easily be accounted for within a mindset of single frequency
regular waves. However, this frequency dependence in itself raises the issue of the
applicability of the mathematical model chosen to describe the ship responses.
This issue was first raised by Tick (1959) and subsequently by Cummins (1962);
the latter presenting an alternative model representing the response of a ship to an
arbitrary forcing function without frequency dependent parameters. This model
was based on an impulse response function and assumes a stable linear system.
Cummins (1962) also related the impulse response function to the equation of mo-
tion given in Equation 2.21. The former is more suitable for response calculations,
whilst the latter can be successfully used as an analytical tool for response and
analysis. The main difficulty in relating the two models is that the impulse re-
sponse function incorporates the effects of coupling between motion modes, which
are not easily accounted for within the mass-spring-damper equation. Applica-
tions of the latter generally assume that, within a linear context, the effects of
individual motion modes can be superimposed to give the total ship response.
With the work of Cummins (1962) and Pierson & St. Denis (1953) the three
calculation domains - namely the time domain, frequency domain and the proba-
bility domain - which at present dominate the current view of seakeeping analysis,
have been introduced. Descriptions in the time domain are best achieved by the
concept of an impulse response function whereby a certain recorded wave time
history results in a given ship response time history. In contrast, the frequency
dependent added mass and hydrodynamic damping coefficients are more fully un-
derstood and described by using the concept of the power spectral density function
or “spectrum” in the frequency domain. However, the randomness of a real sea
state as experienced in nature can best be grasped through a statistical represen-
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tation in the probability domain; similar arguments applying to the description of
any extreme, whether it be the occurrence of a given crest elevation or a particular
vessel response.
The work described above primarily concentrated on the terms on the right-
hand side of the equation of motion. Progress was also achieved in calculating
the terms on the left-hand side, namely the wave-exciting forces. A significant
contribution was made by Haskind (1957) who developed expressions for the ex-
citing forces and moments on a fixed body which only depend on the incident
wave field and on the far-field velocity potential generated by a body undergoing
forced oscillations in still water conditions. This means that if the objective is to
determine only the body motions and not the wave field around it, this is pos-
sible without explicitly solving the diffraction problem. This approach was used
by Newman (1962) to compute the exciting forces on a floating two-dimensional
ellipse and the heave exciting force for several elliptic cylinders. The so-called
Haskind relations were also employed by Black et al. (1971) who, continuing the
work of Mei & Black (1969) on wave scattering by fixed bodies (see Section 2.3.1),
presented a solution for the wave-exciting force and moment on a two-dimensional
fixed horizontal cylinder of rectangular cross-section and a three-dimensional ver-
tical cylinder of circular cross-section. Bolton & Ursell (1973) also employed the
Haskind relations to calculate the wave-exciting vertical force on an infinitely long
circular cylinder responding in heave when the incident waves approached from
an oblique angle.
One of the first solutions for the linear diffracted potential around a ship-
shaped body was given by Faltinsen (1971) and relates to the case of a slender
ship in head seas in which the incident wavelength is of the order of the ship beam.
Later on, Sclavounos (1984) extended the unified strip theory of Newman (1978)
to the diffraction problem using the method of matched asymptotic expansions in
the near and far field and presented a full linear diffraction theory applicable to
all angles of wave incidence.
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2.4.3 Nonlinear Solutions
In the work described above the various approaches to the wave-ship problem
have all assumed linearity. However, as in many other areas, there has been an
increasing awareness of the potential significance of nonlinear effects. This aware-
ness has developed alongside those in the neighbouring field of wave interactions
with fixed structures, a review of which was given in Sections 2.3.1 and 2.3.2.
Indeed, there has been a significant interchange of ideas and concepts between
the areas of second-order diffraction on fixed offshore structures and second-order
diffraction and radiation appropriate to ships. This is, in part, due to the realisa-
tion of the significance of the dynamic response of offshore platforms, sparked by
the observation of phenomena such as ringing or springing. Hence, many of the
second-order solutions for wave-exciting forces and motions have been developed
with both offshore platforms and ships in mind.
Following the approach adopted previously in studies of the second-order diffrac-
tion problem on fixed bodies (e.g. Molin (1979)), a perturbation expansion is as-
sumed for the velocity potential. Based upon Longuet-Higgins & Stewart (1960),
the second-order potential arising from the second-order interaction of two freely
propagating wave components with angular frequencies ω1, ω2, can be separated
into terms with frequencies 2ω1, 2ω2, ω1 + ω2, or ω1 − ω2; the last two terms be-
ing referred to as the frequency-sum and frequency-difference terms respectively.
It can be shown that these terms result in a slowly varying second-order force
(caused by the frequency-difference terms), a rapidly varying second-order force
(caused by the frequency-sum terms) and a second-order mean drift force (see
Lewandowski (2004)). In practice, the mean drift force is significant in the design
of mooring systems, whilst the longitudinal component of the mean drift force
applied to a moving ship results in an effect termed the added resistance. In the
case of a moored ship or structure, the slowly varying second-order force plays a
significant role since its frequency may coincide with the natural frequency of the
structure in yaw, surge or sway, thereby leading to an excitation of one of these
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modes. Likewise, the rapidly varying second-order force may excite resonance os-
cillations of a Tension Legged Platform (TLP) in heave, pitch and roll leading to
the phenomena of ringing or springing discussed previously.
Despite the practical significance of the second-order forces (described above)
they are not easily calculated and progress towards their full description has been
slow. The earliest work concerning the second-order forces concentrated on the
mean drift forces (and moments) since these can be calculated without an explicit
solution of the second-order diffraction potential. The first solution for the second-
order mean drift force was given by Maruo (1960), with Newman (1967) providing
a similar solution for the mean drift yaw moment. Unlike the mean drift force, the
calculation of the slowly varying second-order force includes a contribution from
the second-order potential. Newman (1974) presented an approximate solution,
without evaluating the second-order potential, which was shown to be adequate
for some practical applications. In a related solution, Pinkster (1979) separated
the slowly varying force into five components. The first four components are due
to combinations of linear quantities and could therefore be evaluated based upon
a linear solution. In contrast, the fifth component depends on the second-order
potential and in this case was solved using an approximate method. Benschop et al.
(1987) continued this work and derived a formula for the fifth part of the slowly
varying force involving linear quantities and the second-order undisturbed velocity
potential. Faltinsen & Loken (1979) presented a numerical solution for the slowly
varying horizontal force using Green’s second identity to solve the hydrodynamic
boundary value problem.
Kim & Yue (1990) continued the work of Kim & Yue (1989) for fixed bodies in
monochromatic waves to produce a second-order diffraction solution for a vertical
axisymmetric body in bichromatic waves including body motions. In their solution
the frequency-sum and frequency-difference potentials are calculated explicitly by
using a method based upon the boundary integral equation with free-surface wave-
source Green’s functions. In the case of the rapidly varying second-order force,
Kim & Yue (1988) showed that the most important contribution to the vertical
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force on a TLP arises from the second harmonic part of the second-order potential.
As a result, any solution for the rapidly varying second-order force must include a
full evaluation of the second-order potential. This finding is linked to the existence
of a significant second-order component in the vertical force arising in deep water
which has been discussed by Newman (1990) and has been observed experimentally
and numerically by many others including the present author (see Section 4.3.4).
Sclavounos (1988) presented a second-order radiation and diffraction solution by
deriving alternative Green’s functions essentially corresponding to the second-
order wave-source potentials. A full discussion of Green’s functions is provided by
Wehausen & Laitone (1960).
The theories described above, both linear and nonlinear, are semi-analytical
and, as such, require a numerical framework within which to be implemented.
Over the last two to three decades, as computing power has become more readily
available, a number of numerical methods have been developed to solve the com-
bined diffraction/radiation problem for both offshore structures and vessels. These
numerical methods can be largely grouped into two categories, frequency-domain
methods and time-domain methods. One of the most widely used frequency-
domain methods is the commercially available WAMIT code (Breit et al. 1985,
Newman & Sclavounos 1988). WAMIT employs a three-dimensional panel method
to solve the linearised diffraction/radiation problem. It has been applied exten-
sively to the design of offshore structures but less so to ships, and has been ex-
tended to account for some second-order effects.
A number of three-dimensional time-domain methods are also available for
ship design. LAMP (Large-Amplitude Motion Program) has been developed by
Lin & Yue (1990) to predict linear and nonlinear ship motions and wave loads on
ships in severe seas. SWAN (Ship Wave ANalysis), a Rankine panel method, has
been developed at MIT and applied to a variety of practical ship problems (Kim
et al. 1997, Sclavounos et al. 1998). Huang & Sclavounos (1998) extended this
model to include some nonlinearity by applying the Weak-Scatterer hypothesis
which assumes that the ship generated waves are small, but places no restriction
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Figure 2.5: Time series of the water surface elevation recorded during model tests in-
volving a barge in beam seas. The record labelled “Wave” corresponds to the elevations
recorded some distance from the barge and therefore represent the incident wave con-
ditions. “Wave 1/2” indicates the recorded water surface elevations amidships, whilst
“Wave1/4” denotes the water surface elevations at the quarter point along the length
of the vessel (Molin et al. 2005).
on the amplitude of the incoming waves and the ship motions. A detailed review
of the application of each of these numerical models in the context of marine
hydrodynamics can be found in Beck et al. (1996).
Even though the methods discussed above are widely used in industry, they all
include some simplifications with regards to the amplitudes of the incident wave
field, the diffracted/radiated wave field, or the applied boundary conditions. As
a result, none of them are fully nonlinear. In recent years, several studies have
highlighted the potential significance of nonlinear wave-structure and wave-vessel
interactions of beyond second order. Notably, Molin et al. (2005) refer to two
experimental studies concerning the roll motions of a barge in beam seas. During
these tests they measured free-surface elevations on the windward side of the
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barge, and observed significant run-up effects amidships which are not predicted
by routinely applied diffraction-radiation codes. A large spatial variation in the
relative elevations along the length of the barge was also observed; the surface
elevations amidships being almost twice those at the quarter point of the vessel
(Figure 2.5). These experimental results prompted the authors to study a vertical
rigid semi-immersed plate to further investigate the run-up effects observed on the
model barge. The authors suggest that these effects are the result of third-order
interactions between the incident and reflected wave fields. Specifically, they argue
that the third-order interactions slow down the incoming waves effectively acting
as a shoal and induce focusing at the centre of the plate. To support this view
they propose a theoretical model based on third-order interactions, the results of
which compare well with their experiments (Jamois et al. 2006).
Given the importance of modelling the entire problem nonlinearly, without
any compromising assumptions, the present author believes that the future of
numerical methods lies in fully nonlinear time-domain simulations, commonly re-
ferred to as numerical wave tanks. These methods are generally based on the
mixed Eulerian-Lagrangian method of Longuet-Higgins & Cokelet (1976), which
was reviewed in Section 2.2. Examples of such numerical wave tanks incorporating
floating bodies are given by Isaacson (1982), Tanizawa (1995), Kashiwagi (2000)
and Peric (2011). The latter model is based on the multiple flux boundary element
formulation of Hague & Swan (2009) and will be employed in the present study.
The literature discussed above has focused on calculating the forces and mo-
tions associated with ship-shaped bodies. A related problem, of particular interest
to coastal engineers, is the calculation of the response and performance of float-
ing breakwaters. These generally consist of long floating cylinders of rectangular
cross-section. In large part the methods used to analyse such structures have their
origins in Naval Architecture. However, in the study of ship related issues, the
area of main concern has been to determine the applied forces and the correspond-
ing motions, whilst in the case of floating breakwaters their performance is also
a primary concern. As a result, the reflection and transmission characteristics of
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these structures have also been investigated; notable contributions provided by,
for example, Isaacson & Nwogu (1987) and Isaacson et al. (1998).
In the work undertaken in the present study it will be shown that the nonlinear
interactions between ships and the incident wave field can, under certain circum-
stances, modify the wave field around the ship in such a way so as to lead to an
increased risk (or occurrence) of wave impacts compared to a linear description
of the wave field. In order to analyse these nonlinear interactions and thereby
gain a greater understanding of the occurrence of unexpected wave impacts, it is
necessary to consider, in detail, the combined (incident, diffracted and radiated)
wave fields arising in the immediate vicinity of the vessel. Such work has not
previously been undertaken in the context of ships and in some respects needs
to mirror the work that is currently being done, albeit in a predominantly linear
sense, for floating breakwaters.
2.5 Wave Impacts
Waves impacting on a structure can result in large impulsive loads, often of the
order of hundreds of kPa, commonly referred to as impact loads or slamming
loads. These typically occur on sea walls, on vertical and/or horizontal members
located at high elevations in the sub-structure of an offshore platform, on the
underside of the deck structure following the loss of an effective air-gap and on
the hull, especially the bow, of a vessel. These extreme loads are not accounted
for in any of the force terms discussed in the earlier diffraction/radiation theory.
This section provides a brief review of impact loading. However, it is not intended
to give a detailed analysis of how these impacts are studied and modelled, but
simply to provide the reader with a sense of the scale of the issue and the practical
implications.
Impact loads are typically associated with breaking or near-breaking waves.
The fluid velocities associated with these events, typically of the order of 10m/s,
ensure that in the local vicinity of the wave crest the horizontal momentum flux,
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proportional to the square of the fluid velocity, is typically very large. If this
fluid is rapidly brought to rest, as a result of the impact, the rate of change of
momentum will be such as to result in the large wave loads discussed above. The
main characteristic of an impact load is an extremely fast rise in the applied load,
typically of the order of milliseconds. In contrast, the decay time is somewhat
longer; the overall impact loading being relatively short in duration. Figure 2.6
gives an example of a typical impact load recorded on the side shell of the oil
tanker PRESTIGE during a scaled physical model test undertaken at Imperial
College (Swan 2007). Another key characteristic is the variability of the observed
load, even for identical wave conditions within a highly controlled laboratory en-
vironment. This is believed to be due to the amount of air entrapped between
the breaking waves and the structure. The explanation for this is that the pres-
ence of air makes the fluid compressible leading to reduced maximum loads, but
potentially leading to longer loading durations.
The critical factor in the occurrence of a wave impact seems to be the relative
velocity between the fluid and the body surface. Formulas for predicting the
maximum impact force, Fs, argue that Fs is proportional to the square of the
velocity of the water surface, assuming the structure is fixed, and incorporate a
slamming coefficient Cs. The value of Cs varies according to the assumption used
to calculate the wetted body area during the impact. In the British Standards
for the design of maritime structures (BSI 2000) an equivalent flat plate analogy
is used based upon the classical solution for a horizontal cylinder of diameter D,
falling vertically with a speed V and impacting on an undisturbed (horizontal)
water surface. Assuming the submergence of the cylinder is small, the surface
area of the cylinder immersed in the flow can be treated as an equivalent flat plate









where ρ is the density of the fluid and l is the length of the cylinder.
In the case of floating vessels, the Ship Structure Committee identifies wave
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Figure 2.6: An example of a typical pressure trace occurring during a slamming event
on the side-hull of a floating vessel, recorded during the experimental study on the oil
tanker PRESTIGE (Swan 2007).
impact phenomena as belonging in one of three categories (Daidola & Mishkevich
1995):
• Bottom-slamming. This describes the situation in which the bow of a ship
emerges out of the water and then re-enters at high speed, leading to large
local impulse pressures and the possibility of subsequent whipping forces on
the hull structure.
• Wave slap. This describes any bow or side impact arising between a wave
system and the vessel. Again, this can be the cause of high localised pres-
sures.
• Frontal impact. This describes the occurrence of either bow flare-slamming
or the shipping of water (effectively the occurrence of green water on the
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Figure 2.7: An image of a frontal wave impact occurring on the British Antarctic
Survey Ship the James Clark Ross during an expedition in 2005.
deck). An example of a frontal wave impact on a ship is shown in Figure
2.7. Taking each of these events in turn:
– Flare-slamming. This describes the impact on the bow-flare of a vessel
as it enters an oncoming wave system.
– Shipping of water. This describes the situation where the bow of a vessel
travels below the surface of the oncoming wave system and plunges into
it, causing green water to break on the deck.
Of these phenomena bottom- and flare-slamming apply the largest global loads
on the vessel. Green water loading can cause damage to the deck structure and
poses a threat to life and equipment or cargo on deck. Wave slapping, whilst
not as severe as bottom- and flare-slamming in terms of global loading, can cause
extensive local damage to the hull structure. The focus of the present study
will be on the occurrence of wave slapping. In contrast to the occurrence of
bottom slamming or flare slamming, excessive pitch and heave motions are not
necessarily present in the case of wave slapping. Indeed, the key factor which
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dominates the occurrence of wave slapping is the characteristics of the local sea
state, both its severity and its direction of propagation relative to the hull of the
vessel. Furthermore, the forward speed of the vessel is also relatively unimportant
(Daidola & Mishkevich 1995). As a result, predictions of wave slapping on ships
are often undertaken in a similar fashion to the study of wave impacts on the
members of offshore structures.
In considering the literature, it should be noted that recent experience with
FPSO’s has shown that wave impacts can be a significant issue for these structures.
For example, unexpected damage caused to the bow of the FPSO Schiehallion led
to the instigation of the SAFEFLOW Joint Industry Project. This investigated
impact problems due to steep fronted waves impacting on the hull and the occur-
rence of green water on the deck of FPSO’s (Ballard et al. 2004). The results of
this project indicate that impact pressures in excess of 1MPa can potentially oc-
cur on hull plating. Furthermore, impact pressures can progressively move across
the bow as the latter becomes immersed, or can occur simultaneously over lim-
ited areas of hull plating as a result of near-breaking or breaking wave events.
Due to their short rise and fall times, simultaneous impacts may also cause a dy-
namic excitation of the hull structure. An important outcome of the SAFEFLOW
project was the proposal of both a limit state and an equivalent elastic state design
methodology; both of which can be applied to the design of new structures and
the reassessment of existing structures.
Although the occurrence of wave slapping is known to be an important issue,
the nature of the sea states in which it arises and its probability of occurrence is
strongly dependent upon both the nonlinear wave-vessel and the nonlinear wave-
wave interactions. Due to the complexity of these effects, the magnitude of the
impact load and the statistics of its occurrence are very difficult to predict without
extensive physical model testing. By considering these interaction effects, it is
hoped that this study will go some way towards understanding the underlying




Existing work conducted in the field of wave reflection/diffraction from fixed bod-
ies and wave diffraction/radiation from floating bodies has been reviewed. Given
that significant nonlinear effects have been observed in many practical engineering
applications, both from experiments and in the field, research efforts have focused
on producing nonlinear solutions. The complexity of the wave-structure interac-
tions occurring in both the case of a fixed and, even more so, in the case of a
floating structure ensures that the majority of solutions have not been able to in-
clude effects occurring above second order. The few solutions which have included
third-order effects have done so by making assumptions about the flow which are
not realistic.
As available computing power has increased, many researchers have directed
their attention to fully nonlinear numerical models in order to overcome these
limitations. Previous work has shown that a Boundary Element Method can
successfully model the full nonlinearity of an evolving sea state. However, many
challenges remain before the fluid flow around a complex three-dimensional body
can be modelled using a fully nonlinear BEM model. In the following chapter
the development of a linearised and a second-order BEM model is described. By
applying these models to common engineering situations and comparing the results
with a fully nonlinear boundary element model (in this case the model of Hague
& Swan (2009)), it will be possible to assess the importance of second-order and
higher-order nonlinearities in the description of both the water surface profile and
the applied fluid loading.
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This chapter describes the development of a linearised and a second-order Bound-
ary Element Method (BEM) appropriate to the description of two-dimensional
fluid flows. The methods solve the boundary integral equation using Green’s 2nd
identity. Separate first- and second-order boundary value problems are formulated
and solved, using an implementation similar to Hague & Swan (2009). The linear
and second-order BEM models that result collectively provide a useful tool which
will be used in subsequent chapters to provide physical insight into the nature of
the wave-structure interaction processes. By contrasting the linear and second-
order results with the fully nonlinear results of the Hague & Swan (2009) model,
it is possible to identify whether the dominant wave-structure interaction effects
occur at first order, second order or involve some higher-order nonlinearity. The
information that such comparisons provide is very different to that which can be
obtained by performing a simple harmonic analysis on fully nonlinear results. This
is particularly evident in those cases where the incident waves involve a number
of frequency components; the identification of the bound and freely propagating
wave components being of fundamental importance.
The implementation of the BEM proposed by Hague & Swan (2009), particu-
larly the use of multiple fluxes to overcome the corner problem, has been shown
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to lead to very accurate and stable results without the need for any smooth-
ing, re-gridding, or redistribution of nodes. The robust and adaptable nature of
the method employed enables the model to be used in cases involving a variety
of wave conditions and structural configurations (Christou et al. 2007, Christou
et al. 2008). By introducing both a new linearised and second-order version of this
model, comparisons between the various modelling results will allow the identifi-
cation of wave effects at specific orders of wave steepness in a variety of practical
engineering situations.
3.1 Fundamentals of the BEM
As was discussed in Section 2.2, the Boundary Element Method enables fluid flow
simulations to be undertaken in the time domain. When the model is formulated
in the physical domain, such as the present models and the model of Hague &
Swan (2009), the computational domain is commonly referred to as a numerical
wave tank. In such cases the input boundary corresponds to the wavemaker and
the radiation boundary to the beach or sponge layer used in laboratory wave
modelling. Figure 3.1 shows the computational domain employed in the present
BEM models and the notation used throughout this chapter. The coordinate
system used is a right-handed Cartesian coordinate system in which z is defined
vertically upwards from the still water level (SWL), and x is in the direction of
incident wave propagation. The coordinate n denotes the outward pointing normal
to the boundary of the domain, whilst the coordinate s defines the tangential to
the boundary, measured in an anti-clockwise direction. The input boundary is
the left-hand side boundary Γl and the radiation boundary is the right-hand side
boundary Γr. The bottom boundary is Γb, the oscillating free surface is given by
Γs, and the still water level is given by Γ0.
In Section 2.2 it was noted that BEM models are potential flow models; the
solution based upon the assumptions that the fluid is incompressible and the
flow is irrotational. As a result, the governing field equation, representing mass
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Figure 3.1: Definition of the computational domain for the BEM models.









where φ(x, z, t) denotes the velocity potential. The free space Green’s function
G(r) = − 1
2pi
ln(r) defines a fundamental solution to the Laplace equation. Adopt-












where r is the distance between two points p and q given by r = xp − xq with
xp = (xp, zp) and xq = (xq, zq), cp is a geometric coefficient and Γ is the domain
boundary comprising of Γl, Γr, Γb and Γs.
The Boundary Integral Equation (3.2) only concerns quantities on the bound-
ary of the domain, linking the velocity potential φ to the potential flux ∂φ
∂n
such
that if one quantity is known the other can be found. The Boundary Integral
Equation can therefore be solved subject to the usual boundary conditions which
specify either the velocity potential or the potential flux on each section of the
overall boundary. In the context of a numerical wave tank, the general form of
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these boundary conditions is as follows:
(i) Zero potential flux on the bottom boundary, Γb.
(ii) Specified potential flux corresponding to the prescribed input conditions on
the input boundary, Γl.
(iii) Specified potential flux corresponding to the prescribed end conditions on
the radiation boundary, Γr.
(iv) Known value of the potential on the water surface, Γs; both the position of
the surface z = η(x, t) and the potential on the surface being time marched
using the free surface boundary conditions (see below).
In considering these conditions, it is clear that a Neumann condition (known ∂φ
∂n
)
is applied on Γl, Γr and Γb, whilst a Dirichlet condition (known φ) is applied on
the water surface, Γs. As a result, the implementation of a numerical wave tank
is commonly referred to as a mixed BEM formulation. In overview, the model
implementation is one in which the Boundary Integral Equation (3.2) is used to
solve the unknowns: ∂φ
∂n
on Γs and φ on Γl, Γr and Γb. With the solution complete,
the wave field is time-marched using the free surface boundary conditions and
conditions (i)-(iv) re-applied. At this point, the calculation procedure is repeated
and the wave evolution calculated for successive time increments.
3.2 Formulation of a linearised and a second-
order BEM Model
In a typical fully nonlinear BEM solution, such as that of Hague & Swan (2009),
the velocity potential φ and the potential flux ∂φ
∂n
in Equation 3.2 refer to fully
nonlinear quantities. Furthermore, the free surface boundary conditions are the
nonlinear dynamic and kinematic free surface boundary conditions, outlined in
Equations 2.4 and 2.5 respectively, applied on the instantaneous free surface Γs, the
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location of which is unknown a priori. In order to develop both a linearised and a
second-order model, it is necessary to undertake a perturbation expansion in which
terms of an appropriate order are gathered together. This leads to the solution
of two Boundary Integral Equations, one relating to linear quantities and one
relating to second-order quantities. The methodology used to achieve this follows
the formulation of Isaacson & Cheung (1990) and is explained in detail below.
Throughout the chapter the following notation is used: the subscript 1 denotes
linear terms, the subscript 2 denotes additional second-order contributions, whilst
no subscript denotes a fully nonlinear quantity. The surface profile is represented
by η, and the horizontal and vertical velocities are denoted as u and w respectively.
In their fully nonlinear form, the dynamic and kinematic free surface boundary
conditions appropriate to a two-dimensional (x, z) flow were first discussed in
Section 2.1 and are repeated for convenience:
∂φ
∂t













where the notation is as described previously.
These nonlinear free surface boundary conditions are first expanded about the
still water level using a Taylor series expansion. In performing this expansion
it is assumed that the wavelength is small relative to the water depth and the
wave height is moderate. These assumptions are necessary to ensure that Stokes
second-order theory is valid, further discussion of this given below. In this way
the free-surface boundary conditions (Equations 3.3 and 3.4) can be transformed
to conditions applied on the known still water level Γ0, rather than the unknown
















































+ ... = 0. (3.6)
Within a small perturbation expansion, the surface elevation η, the velocity po-
tential φ and the velocity vector u = (u,w) are all expanded in terms of a series
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solution of some small parameter ; the latter typically taken to be wave steepness
so that  = ak. Accordingly,
η = η1 + 
2η2 + ... (3.7)
φ = φ1 + 
2φ2 + ... (3.8)
u = u1 + 
2u2 + ... (3.9)
Substituting Equations (3.7) and (3.8) into (3.5) and (3.6) and separating the
terms arising at first and second orders in , leads to two different sets of surface
boundary conditions. In addition, by expressing the bottom, input and radiation
boundary conditions separately at first and second order, a full set of boundary





= 0 on Γb, (3.10)
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= 0 on Γb, (3.14)
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The boundary value problems at first and second order can now be defined such
that φ1 and φ2 each satisfy the Laplace equation within the computational domain
and are each subject to the domain boundary conditions. It therefore follows that
Green’s theorem can be applied to obtain a Boundary Integral Equation at kth
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dΓ k = 1, 2, (3.18)
where Γ′ now consists of Γl, Γr, Γb and the still water level Γ0. The problem is no
longer being solved on Γs but on Γ0. By solving Equation 3.18 with k = 1 subject
to the first-order boundary conditions, outlined in 3.10 - 3.13, the linear velocity
potential and potential flux around the domain can be obtained. In contrast, by
solving Equation 3.18 with k = 2 subject to the second-order boundary conditions,
outlined in 3.14 - 3.17, the additional second-order contributions to the velocity
potential and the potential flux can be obtained. Accordingly, the output from the
linear BEM model provides the linearised solution. In contrast, the output from
the second-order BEM model defines the second-order quantities; the full solution
up to second-order in wave steepness being given by the summation of the results
arising from the linear and the second-order BEM models.
In the above approach, only the free-surface boundary conditions (Equations
3.4 and 3.3) are expanded about the still water level, and the integral equation
is applied to the stationary boundary Γ′. An alternative approach would be to
expand both the boundary conditions and the integral equation for the fully non-
linear problem (Equation 3.2). This approach leads to an alternative second-order




























































Within this equation the first integral on the right-hand side corresponds to Equa-
tion 3.18 with k = 2, the second and third integrals account for the points p and q
no longer being on the instantaneous water surface, and the last integral accounts
for the fact that the normal vector n, usually taken as normal to the free-surface
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Γs, is now normal to Γ0. Although the second-order free-surface boundary condi-
tions (Equations 3.16 and 3.17) still apply, the relationship between the velocity
potential and its normal derivative is modified by the additional terms.
Cheung & Isaacson (1991) conducted a detailed comparison between the two
formulations for submerged bodies. Small differences were observed particularly
in the second-order wave field, whilst the differences in the predicted second-order
forces were insignificant. In particular, they demonstrated that the boundary in-
tegral equation given in Equation 3.19 is inconsistent with Stokes second-order
theory and a Stokes second-order description of the wave field is no longer appli-
cable. Most importantly, it was found that, in the case of surface-piercing bodies,
the formulation given in Equation 3.19 results in a poor approximation at the in-
tersection between the free surface and the body boundary, and hence cannot be
successfully applied to model surface-piercing bodies. In contrast, Equation 3.18
does not suffer from these shortcomings. As a result, Equation 3.18 describes the
form of the integral equation adopted in the present study.
At this point it is important to note that the inclusion of a structure within the
computational domain is relatively straightforward for simple rectangular geome-
tries and can be achieved by simply adjusting the boundary conditions. Figure
3.2 shows a computational domain for the BEM model which includes a rigid rect-
angular surface structure. To model the presence of the structure an additional
no-flow boundary condition must be applied on the body boundaries:
∂φk
∂n
= 0 on Γsl, Γsr and Γsb for k = 1, 2. (3.20)
3.3 Numerical Implementation
In Section 3.2 two boundary value problems were formulated at first and second or-
der of wave steepness. These two problems must now be solved numerically. This
involves solving the boundary integral equations subject to prescribed boundary
















Figure 3.2: Definition of boundaries and computational domain for the BEM models
in which a structure is included.
step. The latter task involves time-marching the free surface boundary condi-
tions to obtain new boundary values on the surface, and calculating boundary
values on the input and radiation boundaries according to the prescribed input
and end conditions in the numerical wave tank. These aspects of the numerical
implementation are now considered in turn.
3.3.1 Solution of the Boundary Integral Equation
The solution of Equation 3.18 in the linear and second-order BEM models is
undertaken in exactly the same way as the solution of the nonlinear Boundary
Integral Equation in the fully nonlinear BEM model of Hague & Swan (2009). This
solution procedure is briefly outlined herein; further information being provided
by Hague (2006) and Christou et al. (2009).
The domain is discretized with N nodes placed around the boundary to form
M isoparametric quadratic elements. Since a node joining two elements is shared
between those elements, the number of nodes is twice the number of elements
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around the domain boundary. The geometry and variables along an element are
described by quadratic shape functions. Hence the Boundary Integral Equation






















for k = 1, 2, where ξ is an intrinsic coordinate so that −1 ≤ ξ ≤ 1 along each ele-
ment, N(ξ) is the shape function and J(ξ) is a Jacobian transformation. The val-















where Φk is a vector containing the values of the velocity potential φk and Φ
n
k
is a vector containing the values of the velocity flux ∂φk
∂n
for all nodes around the
boundary. The matrix H has absorbed the coefficient cp in its diagonal elements.
This has been done using a “rigid mode method” which enables the calculation of
the elements in matrix H without explicitly computing cp. More information on
this can be found in Archibald (2011).
Equation 3.22 can be further transformed into an equation of the form AX = B
by applying certain swapping routines. This equation can then be solved for the
unknown matrix X, which now contains values of both φ and ∂φ
∂n
. Unlike in the
case of the fully nonlinear BEM model, Equation 3.18 is applied on the still water
level rather than on the instantaneous water surface. As a result, the nodes in
the solution domain are on the still water level and their position is unchanging
throughout the solution time. This represents an important simplification leading
to a significant increase in numerical efficiency compared to the fully nonlinear
model. In particular, the matrices H and G in Equation 3.22 are calculated only
once at the beginning of the computation rather than at each time step.
In accordance with the fully nonlinear model of Hague & Swan (2009), the lin-
ear and second-order models employ the method of multiple fluxes first suggested
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by Brebbia & Dominguez (1992). Within this formulation the node arising at the
junction between the elements has two different ∂φ
∂n
values, one associated with
each element. Hence, the matrix H is of size N × N , where N is the number of
nodes, whilst the matrix G is of size N × 3M . The benefits of using a multiple
flux method are discussed in detail below.
When a geometric discontinuity exists within the computational domain, a
typical example being a corner, there is no longer a single definition for the outward
potential flux ∂φ
∂n
. Instead, there exist two different potential flux values, one
for each of the two elements making up the corner. This difficulty is commonly
referred to as the “corner problem”, and has been traditionally dealt with through
one of two ways. The most common method is to apply the so-called double-node
method, where two nodes are specified at a corner, both nodes sharing the same
spatial position. Each node is associated with one element making up the corner
and has the corresponding potential flux. Unfortunately, in adopting this approach
it is necessary to explicitly enforce compatibility of both the velocity potential and
the velocity between the two corner nodes; the final solution being dependent upon
the form of the compatibility conditions applied.
An alternative method, not as widely used in numerical wave tanks, is to
specify two discontinuous nodes. In this case the nodes are placed a small distance
inside the two elements making up the corner, thereby avoiding the specification
of the discontinuity. This approach is fundamentally inadequate since the corner
is not explicitly modelled and any effects occurring at the corner may be lost,
or inappropriately defined. This has important implications when a structure
is incorporated in the domain, not least because the fluid flow at the interface
between the water surface and the structure is of primary importance but itself
defines a corner point or discontinuity.
The alternative method of using multiple fluxes was first developed by Breb-
bia & Dominguez (1992) for two-dimensional potential problems. More recently,
it was applied, for the first time, to the solution of surface water waves by Hague
& Swan (2009); the success of the method being demonstrated by applications to
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several practically important examples. Within this approach, two outward po-
tential fluxes are defined at the corner, one associated with each element making
up the corner; both are kept in the solution procedure, both are considered valid
at the corner, and both are solved for. As a result, it is sufficient to have one
node located at a corner and no additional compatibility conditions are required.
Hague & Swan (2009) provide direct comparisons between the multiple flux for-
mulation and the use of double nodes or discontinuous elements; the former shown
to provide an accurate and stable representation of the fluid flow at the corner. In
particular, their multiple flux BEM requires no filtering, smoothing, re-gridding or
redistribution of nodes throughout the computation. This is an important result
which suggests that the method of multiple fluxes will be more reliable when mod-
elling energy transfers across the frequency spectrum; the latter occurring during
the focusing of nonlinear wave groups (see, for example, Baldock et al. (1996) and
Gibson & Swan (2007)).
Once the unknown values of φk and
∂φk
∂n
have been computed, it is possible to
obtain all the other required quantities such as the variation of φk in the tangen-
tial direction, ∂φk
∂s
, and the surface gradient ∂ηk
∂x
. Since the geometry and variables





can be expressed as a function of the derivatives of the shape
functions and a known quantity φk or ηk respectively. Within the calculations, a
sliding element is used which is moved along the boundaries; the prescribed func-
tions being evaluated at the middle node of the sliding element, thereby ensuring





from the solution of the Boundary Integral Equation it is possible to obtain the
horizontal and vertical velocities uk and wk respectively.
3.3.2 Time-marching the free surface boundary conditions
Considering the linear free-surface boundary conditions, it can be seen that the
right-hand sides of Equations 3.12 and 3.13 have no time-dependence. There-
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fore, these equations can be treated as ordinary differential equations and time-
marched to give values of φ1 and η1 respectively. Such calculations are commenced
subject to known initial conditions. The numerical integration is undertaken us-
ing an Adams-Bashford-Moulton algorithm, with a fourth-order predictor and a
fifth-order corrector step. This algorithm provides fourth-order accuracy, and is
computationally very efficient. However, it requires information from three pre-
vious time-steps. Since this is not initially available, a fourth-order Runge-Kutta
method is used to start off the computation. This is much less efficient, but does
not require information from previous time steps.
Examining the free surface boundary conditions at second order (Equations
3.16 and 3.17), it is clear that they consist of second-order terms calculated from
linear quantities and second-order terms calculated from second-order quantities;
the latter providing no time dependence on the right-hand side of the equations.
Hence, if the first-order terms are known, Equations 3.16 and 3.17 can also be
time-marched to define the additional second-order contributions η2 and φ2. It
therefore follows that the solution of the linear and second-order problems is un-
dertaken sequentially. In this way the results from the linear solution can be used
to calculate the additional second-order contributions.





obtained through the use of quadratic shape functions calculated on a sliding el-












defining the horizontal and vertical veloc-
ities respectively. In considering the solution of the second-order model, particular







the linear calculation; these terms being necessary to time-march Equations 3.16
and 3.17 respectively. As these terms consist of second derivatives of the linear
potential φ1, their accurate calculation is not straightforward.
In order to calculate ∂
2φ1
∂2z
the Laplace equation is considered. From Equation















use of the quadratic shape functions defining the spatial variation of any quantity
along the free surface. However, in order to maintain the required accuracy in
such calculations, the node spacing must be reduced significantly compared to the
node spacing otherwise required for a linear solution. The issue of node spacing
will be discussed in more detail in Section 3.4.
The second term, ∂
2φ1
∂z∂t






, where the normal coordinate n again coincides with the
z coordinate since the solution is applied on the still water level. The boundary
conditions for this problem are: known ∂φ1
∂t
on Γ0 from Equation 3.13, known
∂2φ1
∂n∂t




radiation boundary Γr, and
∂2φ1
∂n∂t




the radiation boundary is obtained by using a first-order backward finite difference
method to calculate ∂u1
∂t
which is equal to ∂
2φ1
∂n∂t
on Γr. Solving a second boundary






when acceleration data is required. Examples of the latter include the numerical
methods for modelling floating bodies, as described in Tanizawa (1995) or Kashi-







problem, the same coefficient matrices H and G can
be used in the solution to save computational time (Bai & Eatock Taylor 2006).
3.3.3 Input boundary
In the present study three different methods of generating or initiating the waves
into the computational domain were considered. The first method is described
as a temporal input, and consists of gradually introducing a specified horizontal
velocity on the nodes which make up the vertical input boundary Γl. The horizon-
tal velocity values are calculated according to the relevant wave theory (details of
which are discussed below) and gradually ramped up to their full value over three
or more wave periods; the nature of the ramping prescribed by a ramping func-
tion. In applying this method, the initial conditions in the numerical wave tank
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correspond to still water level. The second method corresponds to a spatial input.
In this method the initial conditions at the start of the calculation correspond to
a pre-existing wave group; the amplitude of the wave motion tapering to zero, or
still water level, both upstream and downstream of the wave group. Having de-
fined an initial condition, the wave group is allowed to propagate and evolve across
the domain with increasing time. No new waves are introduced into the domain
and the vertical input boundary, Γl, becomes a solid, no flux, boundary on which
∂φ
∂n
= 0. The third method of input concerns a temporal-spatial input, representing
a combination of the first two approaches. In this case a wave group again exists in
the domain prior to initialising the calculation. However, whilst this group tapers
down to the still water level ahead of the wave group (on the right-hand side) it
extends un-tapered to the left-hand side input boundary. When the calculation
commences, the nodes on the input boundary are assigned the value of the hori-
zontal velocity corresponding to the pre-existing wave conditions without ramping.
In this way, the waves pre-existing in the domain continue to propagate, whilst
new waves are simultaneously being introduced into the computational domain.
Traditionally, boundary element models have employed a temporal method of
wave input. The model of Hague & Swan (2009) employs a method of input very
similar to that described above, whilst a number of authors (e.g. Dommermuth
et al. (1988) and Grilli & Horrillo (1997)) have implemented a temporal method of
input through the introduction of a numerical wavemaker. Indeed, in the case of
irregular waves, and particularly a highly nonlinear wave group, it is necessary to
employ a temporal input so that the wave field can evolve within the domain and
any nonlinear wave-wave interactions can develop. However, a temporal method
of input requires long computation times so that the waves can propagate into
the domain. In contrast, a spatial method of input overcomes the problem of
very long computation times since a wave group pre-exists within the domain.
However, in this it is difficult to ensure a sufficiently long simulation time since
the group propagates out of the domain and no new waves are introduced. The
mixed temporal-spatial input method overcomes both of these difficulties. For the
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waves-only case, where no structure is present in the domain, it is sufficient to use
a temporal-spatial input throughout the entire domain without any ramping or
tapering. However, when a structure is present it is necessary to have still water
level conditions around the structure so that the initial boundary conditions are
defined. In this case a temporal-spatial method of input can be used in the region
upstream of the structure, and the front of the group can be tapered down to still
water level. In practical terms this method is more computationally efficient than
the temporal method of input, whilst allowing the calculation to continue around
the structure for as long as is required.
For the temporal input case the analytic values defined at the nodes on the
input boundary, Γl, are u1 for the linearised model and
∂u1
∂t
, u2 for the second-
order model. For the spatial input case the analytic values provided on Γ0 at
time t = t0, where t0 corresponds to the initial start time, are η1, φ1 for the
linearised model and η2, φ2,
∂2φ1
∂z∂t
for the second-order model when the calculation
is commenced. For the temporal-spatial input case both sets of data inputs, on
Γl and Γ0, are necessary. In undertaking these calculations, no other inputs are
given to the model, except the domain characteristics. Irrespective of the nature
of the input employed, the input values are calculated using an appropriate wave
theory, the details being dependent upon the desired wave conditions. Within
the present study two different types of wave conditions are considered: regular
waves and wave groups. To model regular waves the required input quantities are
given by either the linear or the second-order terms of a classical Stokes solution.
To model wave groups, the required linear input quantities are given by Linear
Random Wave Theory and the required second-order input quantities are given by
the second-order terms of the Sharma & Dean (1981) theory; all of these theories




The treatment of the radiation boundary in the linear and second-order BEM
models is similar to the approach adopted by Hague & Swan (2009). At the down-
stream end of the numerical wave tank, different end conditions can be applied
according to the physical situation being modelled. By specifying ∂φk
∂n
= 0 on the
downstream boundary, a wall condition is imposed representing a fully reflective
boundary. However, in the majority of cases it is desirable to avoid any reflec-
tions from entering the computational domain. This can be achieved by using an
absorption layer, applying a radiation condition, or coupling the two approaches.
An absorption layer simulates the effect that a real sponge layer would have in a
laboratory wave flume by applying a damping factor on the value of ∂φk
∂n
on the
surface in a specified region spanning a few meters upstream of the end bound-
ary. In contrast, a radiation condition involves specifying a normal velocity on the
downstream boundary so that the waves present at the boundary can (effectively)
propagate out of the domain.
The radiation condition used in this study is a Sommerfeld radiation condition






where c is the phase velocity.
Within the present linearised and second-order BEM models the Sommerfeld ra-






, which is consistent with the
assumed perturbation expansion. Since the value of ∂φk
∂t
is not known a priori, it is
necessary to estimate this value. In the present implementation it is assumed that
the value of ∂φk
∂t
at time t at the corner node is the value of ∂φk
∂t
at time t−∆t at a
position ∆x upstream of the corner node. The magnitude of ∆x can be calculated
using the phase velocity such that ∆x = c∆t, and the value of ∂φk
∂t
is interpolated
between the two nodes closest to this position. Although the radiation condition
applied in this way generally produces very satisfactory results, issues arise when
more than one freely propagating wave component are present in the flow since
the phase velocity is no longer uniquely defined. In these cases, the models are
applied using only an absorption layer.
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The absorption (sponge) layer consists of a region upstream of the radiation
boundary in which the wave energy is damped by a factor µ. For surface nodes
which are within the absorption layer, of length lsponge and beginning at xsponge,
the dynamic free surface boundary conditions at first and second order become
∂φ1
∂t





= −gη2 − 1
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This formulation follows the work of Clement (1996) and has also been imple-
mented in the Hague & Swan (2009) model. Following Hague & Swan (2009) the
tuning parameter β has been set as 0.3.
3.4 Validation of linear and 2nd-order models
In the section that follows, the models are validated against the linear and second-
order terms predicted by a Stokes second-order theory for regular waves, and
against Linear Random Wave Theory and the second-order terms of Sharma &
Dean (1981) for wave groups.
3.4.1 Regular Waves
The wave cases used for the validation of the models were chosen to cover a wide
range of incident wave conditions. Wave periods ranging from 0.6s to 2.0s and
water depths ranging from 0.3m to 1.0m were considered. These values relate to
the laboratory-scale or model-scale tests undertaken in subsequent chapters. In the
subsequent work, the laboratory observations were undertaken with an assumed
length scale of ls = 1 : 100, giving a corresponding time-scale of ts = 1 : 10.
The present validation therefore covers wave periods from 6.0s to 20.0s and water
depths from 30m to 100m. This combination of incident wave periods and water
85
3.4 Validation of linear and 2nd-order models






















Figure 3.3: Linear and additional second-order spatial surface profiles at time t = 5.86s
for a wave with period T = 0.8s and steepness ak = 0.1 in water depth d = 1.0m:
BEM model, ◦ Stokes theory.
depths correspond to values of kd ranging from 0.6 to 11.0, where k is the incident
wavenumber and d is the water depth. These conditions cover effective water
depths from intermediate to deep water respectively. In each case, the incident
wave amplitudes were chosen so that the wave cases lie within the limits of validity
of Stokes 2nd-order theory, as defined by Dean (1970). In the majority of wave
cases the chosen measure of wave steepness, ak, is kept equal to 0.1. Such cases
correspond to weakly nonlinear waves having significant second-order bound terms,
but negligible contribution from third-order terms and above.
For the purpose of validating the models, a temporal-spatial input is used
with no tapering and full amplitude waves present over the entire domain for the
duration of the computation. Typical examples of the linear and second-order
surface profiles obtained from the linear and second-order BEM models are shown
in Figures 3.3 and 3.4; the former corresponding to deep water conditions and the
latter to intermediate depth conditions. In each of these figures the top plot shows
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Figure 3.4: Linear and additional second-order spatial surface profiles at time t = 7.80s
for a wave with period T = 1.8s and steepness ak = 0.1 in water depth d = 0.3m:
BEM model, ◦ Stokes theory.
the linear surface profile η1(x) at a given time, whilst the bottom plot shows the
second-order correction to the surface profile, η2(x). In both cases it is clear that
the results are in perfect agreement with Stokes second-order wave theory.
The percentage errors in the linear and second-order calculations, 1 and 2 re-
spectively, have been investigated for all the regular wave cases considered. These
errors were calculated using the maximum crest elevation as an indicative measure:
k =
max |ηmodelk − ηtheoryk |
max (ηtheoryk )
100 k = 1, 2, (3.26)
where the superscript model denotes the results from the linear and second-order
BEM models, the superscript theory denotes the Stokes theory and the subscript
k denotes the order of the solution applied, first or second-order. In respect of
the additional second-order terms, there is a strong relation between the nodal
spacing and the accuracy of the results. By undertaking separate numerical runs
of the same wave cases using different nodal spacing, it was found that the ratio of
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wavelength to node spacing λ/∆x > 65 for 2 < 2%. In particular, smaller nodal
spacing significantly improves the accuracy of the calculated spatial gradients of




, which are subsequently used in the calculation
of second-order terms.
To maintain the stability of the calculations, the time step used in the time-
marching must be related to the nodal spacing. This relationship is commonly
based upon the Courant number, C0, which must lie within a specified range.






where ∆t is the time step, ∆x the nodal spacing, g the acceleration due to gravity
and d the water depth. Cheung (1991) states that the Courant number should
be below 1.0. More recently, work undertaken by Guyenne & Grilli (2006) and
observations made within the Wave Mechanics research group at Imperial College
indicate that the value of C0 should lie between 0.4 and 1.0, with the optimum
value C0 ∼= 0.45. In the present calculations the time-step has been chosen so
that the Courant number lies between 0.3 and 0.7. It was found that when the
requirements for the nodal spacing and the corresponding Courant numbers were
met, there was near perfect agreement with theory; the errors being less than 0.6%
in the linear calculations and less than 3% in the second-order calculations.
In the majority of cases of engineering interest, there is a requirement to include
a structure within the computational domain. As discussed in Section 3.3.3, when
a structure is included it is necessary to ensure still water level conditions around
the structure at the beginning of the computation. Hence any method of wave
input employed must involve some ramping or tapering of wave conditions. In
such cases an unexpected drift in the second-order surface elevations was observed.
After extensive search for the cause of the problem, this drift has been attributed
to the ramping/tapering process and is explained in detail below.
In calculating the second-order components, the solution depends entirely on
the calculation of the first-order terms which appear in the free-surface boundary
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Figure 3.5: Spatial profile of the second-order surface elevation upwave of a structure
at time t = 2.145s for a wave with period T = 1.0s and steepness ak = 0.1 in water
depth d = 0.7m ( indicates the position of the structure).
conditions. The terms used in these boundary conditions are products of first-order
terms, involving both derivatives and powers of first-order quantities. Each of the
original linear terms necessarily follows the ramping function when it originates
at the input boundary, but their products and derivatives obviously follow very
different ramping functions. In addition, the front of the wave train evolves as it
propagates into the domain, so that the ramping of the front of the train changes
with time and space. These differences in the ramping of the first-order quantities
result in a significant imbalance in the second-order boundary conditions. This,
in turn, causes drifts in the η2 and
∂φ2
∂t
terms which grow to compensate for this
mismatch. Figure 3.5 shows an example of this behaviour. It concerns the second-
order surface profile at the beginning of a calculation and indicates that the front
of the wave train drifts up as it propagates towards the structure which is located
at x = 22m.
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Figure 3.6: Spatial profile of the second-order surface elevation upwave of a structure
at time t = 23.644s for a wave with period T = 1.0s and steepness ak = 0.1 in water
depth d = 0.7m ( indicates the position of the structure).
To date no solution to this problem has been found. However, this is not
considered an impediment to the successful application of the linear and second-
order BEM models. When the tapered or ramped front end of the wave group has
propagated out of the computational domain, a steady state is reached where the
drift is a constant value throughout the domain. At this stage the drift can easily
be removed by subtracting the offset from the results; the removal of a constant
offset having no effect on the amplitude of the second-order terms. Figure 3.6
shows the second-order surface profile for the same simulation as Figure 3.5, but
at a much later time in the calculation when a steady state has been reached and
the drift has been removed.
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3.4.2 Wave groups
The BEM models are applied to a number of test cases, consisting of wave groups
arising in realistic JONSWAP spectra. Comparisons are provided with Linear Ran-
dom Wave Theory and the second-order terms given by Sharma & Dean (1981).
Some comparisons are also provided between the results of the present models and
the fully nonlinear model developed by Hague & Swan (2009).
The JONSWAP spectrum was based upon field data from the North Sea; its
purpose being to characterise realistic fetch-limited sea states. As a realistic wave
spectrum it is broad-banded and has a tail extending to the higher frequencies.
















where ωp is the angular frequency corresponding to the peak of the spectrum, γ is
the peak enhancement factor, and α, β and σ are constants defined by: α = 0.0081,
β = 1.25, σ = 0.07 for ω ≤ ωp, σ = 0.09 for ω > ωp. In a long random wave




the amplitudes being normalised so that a target significant wave height (Hs) is
achieved.
Unfortunately, the generation of a long random wave record cannot sensibly
be undertaken using a BEM formulation. However, the models are ideally suited
to the generation of a number of extreme (or focused) wave events. In such cases
the NewWave model of Tromans et al. (1991), building on the original theory of
Lindgren (1970) and Bocotti (1983), describes the most probable shape of a large
linear wave. In these events all the linear (or freely propagating) wave components








3.4 Validation of linear and 2nd-order models












Figure 3.7: Time-history of the water surface elevation at the focus position (x = 0m)
for a JONSWAP spectrum with Tp = 1.0s, γ = 1.0 and A = 0.060m: linear BEM
model, ◦ Linear Random Wave Theory, second-order BEM model, ◦ Sharma and
Dean (1981) second-order terms.
where A is the total linear amplitude sum or the linearly predicted crest elevation
η1,max and Nc is the total number of wave components.
In the present study the NewWave model is adopted throughout. A number
of different wave spectra are considered with peak periods of Tp = 1.0s, 1.2s and
1.4s and peak enhancement factors of γ = 1.0 and 5.5; the former corresponding
to a broad-banded spectrum and the latter a relatively narrow-banded spectrum.
For each case a variety of linear amplitude sums A were considered, but the water
depth was kept constant at d = 0.7m.
Figure 3.7 provides a set of results relating to a broad-banded JONSWAP
spectrum with a peak period of Tp = 1.0s. In this case comparisons are provided
between the BEM models and both the Linear Random Wave Theory and the
second-order random wave theory by Sharma & Dean (1981). It is clear from
these results that there is very good agreement between the model results and the
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theory, both at first and at second-order. In particular, the problems associated
with the drifting of the wave profile, observed in the regular wave cases, do not
occur in the modelling of focused wave groups. In these cases the phasing of the
wave components produces a natural ramping: at the onset of the wave generation
the components are out of phase and the resulting water surface elevation is close
to zero. However, as the wave components propagate they gradually come into
phase and the surface elevation increases reaching a maximum at one point in
space and time, the so-called focus position and focus time.
In all the wave groups considered, the focused event occurs at the linearly
predicted focus position and focus time, x = 0m and t = 0s respectively. This is
exactly what one would expect from both a linear and a second-order model. In
contrast, the results of the fully nonlinear BEM model for the same wave cases
show a downstream shift of the focal point. This shift was first documented
by Longuet-Higgins (1974) and extensively explored by Baldock et al. (1996).
The latter contribution provides an experimental investigation of the evolution
of highly nonlinear wave groups and showed that the overall nonlinearity of the
group, but not the local wave-wave interactions, results in a permanent phase
shift between the components, thus explaining the downstream shift of the focal
point. By investigating the spectral properties of focused wave groups, the same
authors also noted a significant transfer of energy into the higher harmonics. More
recently, Gibson & Swan (2007) showed that the evolution of a nonlinear wave
group, including energy transfers within the underlying spectrum and changes
to the relative phasing between the wave components, is a result of third-order
resonant interactions.
Figure 3.8 concerns the amplitude spectrum, a(ω), associated with a focused
NewWave event arising in a JONSWAP spectrum with Tp = 1.4s, γ = 1.0 and
A = 0.066m. In this example, and many others that follow in the subsequent
chapters, the amplitude spectrum is derived by taking a fast Fourier transform of
the predicted water surface elevation η(t); further discussion of this approach being
given in Section 6.3.1. Figure 3.8 provides a number of different comparisons. In
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Figure 3.8: Spectral description of a focused wave group in a JONSWAP spectrum
with Tp = 1.4s, γ = 1.0 and A = 0.066m: linear BEM model, x theoretical linear
input spectrum, linear and second-order BEM model, x Sharma and Dean solution,
fully nonlinear BEM model.
the first instance the amplitude spectra associated with the linear and second-order
BEM solutions are directly compared with results based upon Linear Random
Wave Theory and the second-order solution of Sharma & Dean (1981). In both
cases the agreement is near-perfect indicating that the models outlined earlier in
this chapter are performing well.
In addition, comparisons are also provided with predictions based upon the
fully nonlinear wave model of Hague & Swan (2009). For the particular case
concerned, the steepness of the wave event (largely determined by the associated
spectral peak period, Tp, and the linear input amplitude sum, A) is such that the
nonlinearity of the wave form is dominated by second-order effects; the difference
between the linear and second-order results being substantially larger than the dif-
ference between the second-order and fully nonlinear results. This is exactly what
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one would expect of a weakly nonlinear wave event, confirming that the second-
order frequency-sum and frequency-difference terms are more significant than the
third and higher-order resonant effects highlighted by Gibson & Swan (2007). The
fact that the linear and second-order model results show excellent agreement with
the relevant linear and second-order theoretical results demonstrates that the mod-
els developed within this study have correctly isolated the linear and second-order
effects, with no third and higher-order effects being present. This is further sup-
ported by the fact that there is no evidence of a significant energy redistribution
or a shift in the focus position; both effects known to occur at third order and
above.
3.5 Concluding Remarks
Within this chapter new linearised and second-order BEM models have been pre-
sented. The models have been validated using both regular waves and focused
wave groups arising in realistic wave spectra. In all cases excellent agreement with
theory has been shown. By comparing the results of the linearised, second-order,
and fully nonlinear models (the latter due to Hague & Swan (2009)) it is possible
to isolate the wave effects arising at first, second, and higher than second order of
wave steepness. As a result, comparisons between the various model predictions
can provide valuable insights into the nature of the wave-structure interactions.
In the following chapter these models will be applied to the case of a fixed sur-
face barrier subject to regular waves and the nonlinear wave interaction processes
occurring due to the presence of the structure examined in detail.
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This chapter concerns the interaction of two-dimensional regular waves with par-
tially submerged fixed rigid bodies. It was noted in Section 2.3.1, that the ma-
jority of work undertaken in relation to these structures has sought to define the
reflection and transmission coefficients assuming linearised free surface boundary
conditions. However, Sulisz & Johannson (1992) and Sulisz (1993) demonstrated
that the second-order hydrodynamic loads acting on these structures may be sig-
nificant, potentially becoming the dominant loading component in deep water.
Furthermore, Isaacson & Cheung (1991) considered the composition of wave forces
at second order and showed that the force component due to the second-order po-
tential dominates the second-order oscillatory force in the vertical direction. In
addition, they also noted the generation of second-order freely propagating waves
in the upwave region suggesting that they were related to the strong second-order
loads acting on the body. Indeed, second-order diffraction solutions have always
assumed the presence of both bound and free second-order harmonics, starting
with the work of Molin (1979) on vertical cylinders. However, to the author’s
knowledge, the freely propagating second-order harmonic has to date not been
isolated and investigated in detail.
In the following sections the case of a two-dimensional, partially submerged,
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fixed body is re-examined using the BEM models developed in Chapter 3. The
focus of this work lies first with the water surface elevations in the immediate
vicinity of the body and second with the horizontal and vertical wave forces acting
on the body. By using the BEM models described earlier, the first- and second-
order components of the water surface elevation and the applied forces can be
isolated. To complement the numerical calculations, a new set of experimental
observations are also reported. Using both the numerical calculations and the
experimental observations, the second-order freely propagating wave harmonic is
isolated and its physical origins discussed. Furthermore, the magnitudes of the
various wave harmonics are investigated for different values of structure width
and draught, and related to the applied wave forcing. Finally, the linear and
second-order results are compared with fully nonlinear calculations based upon
the BEM model of Hague & Swan (2009) allowing conclusions to be drawn as to
the significance of terms arising at third-order or above.
4.1 Problem Definition
Figure 4.1 provides an outline of the problem under consideration. Using this
notation, the body has a half-width l, a draught H and is located in a water depth
d. The incident wave field consists of regular waves of wavenumber k, angular wave
frequency ω and frequency f ; the latter term defined by f = 1
T
, where T is the
wave period, or ω = 2pif . Part of the incident wave is transmitted under the body
and part is reflected by the body. A number of different regular waves cases have
been considered covering angular frequencies lying in the range 3.15rad/s ≤ ω ≤
10.49rad/s and a full range of amplitudes resulting in linear, weakly nonlinear and
fully nonlinear wave cases. In both the laboratory observations and the numerical
calculations, the water depth has been kept constant at d = 0.7m. The dimensions
outlined herein clearly relate to laboratory-scale or model-scale conditions. In
subsequent chapters a length-scale of ls = 1 : 100 and a corresponding time-scale
of ts = 1 : 10 are applied. If similar scaling is adopted in the present data, one
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Figure 4.1: Definition sketch for a two-dimensional fixed body.
possible set of equivalent full-scale dimensions are obtained.
4.2 Method of Analysis
The linear and second-order BEM models detailed in Chapter 3 are applied to
describe regular waves interacting with the body outlined in Section 4.1. The
models provide separate results for the linear and the second-order components of
the surface profile, the velocity potential, and several other quantities of interest.
With the numerical calculations undertaken in the time domain, the output from
the models consists of the values of the required quantities at every node on the
boundary of the domain at each time step in the simulation. Hence, both temporal
and spatial data describing the water surface elevation are available within the
chosen computational domain. In the analysis which follows, the second-order
water surface elevation refers to the second-order terms or terms ofO(a2k2). Linear
terms, of O(ak), are not included.
A typical set of results from the linear and second-order BEM models is shown
in Figure 4.2. The figure concerns the linear and second-order spatial surface
profile, η1(x) and η2(x) respectively, in the vicinity of a structure at a specific
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Region 1 Region 2 Region 3
Figure 4.2: Spatial profile of (a) the linear and (b) the second-order water surface
elevation, η1(x) and η2(x), predicted using the linear and second-order BEM models.
Conditions relate to an incident wave frequency of ω = 4.52rad/s and a wave amplitude
of a = 44mm, with a structure of draught H = 0.114m and half-width l = 0.115m
( indicates the position of the structure).
time t; the latter chosen such that the first few regular wave crests have already
interacted with the structure. The structure used in this example has a draught
of H = 0.114m and a half-width of l = 0.115m; the front edge of the structure
being located at 39.0m from the input boundary which is itself located at x = 0m.
Figure 4.2(a) shows the results of the linear calculation only, η1(x). It is clearly
seen that at this time in the simulation approximately eight individual wave crests
have interacted with the structure. Part of the incident wave energy is propagating
back towards the input boundary in the form of a reflected wave causing a partial
standing wave in front of the structure, whilst part of the energy is transmitted
under the structure. In the first 9m of the domain, the surface profile comprises
of the incident waves only; from x = 20m to the leading edge of the structure, the
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surface profile is the sum of the incident and reflected terms; whilst in the region
downwave of the structure, only the transmitted waves are present.
Figure 4.2(b) concerns the additional second-order correction to the linear sur-
face profile at the same instant in time. The situation here is more complex. In
the first 9m of the domain only a second-order bound wave component is present,
associated with the linear incident wave identified on Figure 4.2(a). In contrast,
from 20m to the leading edge of the structure two separate effects appear to be
present: a second-order bound wave component associated with the reflected wave
component identified on Figure 4.2(a) and an additional second-order component
which is propagating at approximately half the speed of the linear reflected wave.
These two separate effects are also observed in the downwave region. It is an-
ticipated that the additional second-order component, observed propagating at
approximately half the speed of the linear wave component, corresponds to a
freely propagating harmonic generated as a result of the wave-structure interac-
tion; the latter having been predicted by second-order diffraction solutions applied
to related problems.
To understand the nonlinear processes occurring in this wave-structure inter-
action, it is necessary to be able to separate the second-order components present
within the flow and define whether they are freely propagating or bound harmon-
ics. For the purpose of analysing the linear and second-order surface profiles, three
regions can be defined as shown on Figure 4.2(b). Region 1 contains the incident
linear wave and its second-order bound component only. Region 2 contains the in-
cident linear wave and its second-order bound component, the reflected linear wave
and its second-order bound component, and the additional second-order harmonic
propagating upwave of the structure due to the nonlinear wave-structure interac-
tion. Region 3 contains the transmitted linear wave and its second-order bound
component and the additional second-order harmonic propagating downwave of
the structure due to the nonlinear wave-structure interaction. In the following
section these components will be isolated and examined in detail to determine
their effects on the surface profile and the loads applied on the structure. To iso-
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late the components present in the flow, two different methods will be used and the
results compared. Method 1 involves using only the linear and second-order sur-
face profiles obtained from the BEM models. In contrast, Method 2 is a harmonic
decomposition method which uses the results of a fast Fourier transform applied
on the predicted water surface elevations. These two methods will be considered
in turn.
4.2.1 Method 1
Consider the three separate regions within the computational domain indicated
on Figure 4.2(b). In seeking to describe the wave components present in the flow,
the water surface elevation in each region is considered within an appropriate time
window such that:
(i) No reflections have propagated into Region 1.
(ii) The reflected/transmitted wave components and the nonlinear interactions
are present over the entire length of Regions 2 and 3.
The data analysis procedure appropriate to Region 2 can be explained using
Figure 4.3. In considering this analysis, it should be noted that the second-order
drift term discussed in Section 3.4 has been removed from the data. The first step
in the analysis involves choosing a position x within Region 2 which is located
at least three water depths upwave of the structure. This is necessary to ensure
that the amplitude of any evanescent (or standing) wave modes present in the
immediate vicinity of the structure has decayed to a very small value. In addition,
the chosen position should also correspond to an anti-node or a point of maximum
variation in the water surface elevation. This ensures the results of the analysis
are clearly demonstrated. However, the same procedure could be performed at
any position of constructive or destructive interference between the varying wave
components. Figure 4.3(a) shows the total linear and second-order surface profiles
recorded over five wave periods at the chosen position, x = 33.2m. Figure 4.3(b)
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Figure 4.3: Time histories of the linear and second-order wave components present
in Region 2 at location x = 33.2m (ω = 4.52rad/s, a = 44mm, H = 0.114m and
l = 0.115m). (a) Total linear and second-order wave profiles; (b) Linear and (bound)
second-order incident surface profiles; (c) Linear and (bound) second-order reflected
wave profiles; (d) Freely propagating second-order reflected wave profile: linear
terms, second-order terms.
shows the linear incident wave and its corresponding second-order bound wave
component at the required x-location. These terms were determined using the
linear and second-order surface profiles found in Region 1 by adjusting their phase
such that they correspond to the required x-location and time. By subtracting the
linear incident wave profile from the total linear profile identified in Figure 4.3(a),
the linear reflected wave component is obtained. Furthermore, by assuming that
this linear reflected component has a second-order bound component associated
with it, and that this can be calculated using a Stokes’ second-order wave theory,
it is possible to obtain the second-order reflected bound wave. These reflected
wave components are shown in Figure 4.3(c); the magnitude of the second-order
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Figure 4.4: Spatial profiles of the linear and second-order wave components present in
Region 2 at time t = 30.6s (ω = 4.52rad/s, a = 44mm, H = 0.114m and l = 0.115m).
(a) Total linear and second-order surface profiles; (b) Linear and (bound) second-order
incident wave profiles; (c) Linear and (bound) second-order reflected wave profiles; (d)
Freely propagating second-order reflected wave profile: linear terms, second-
order terms.
bound wave associated with this reflection being very small. Finally, Figure 4.3(d)
shows the result obtained by subtracting both the incident bound component and
the reflected bound component (Figures 4.3(b) and (c) respectively) from the
total second-order surface profile shown in Figure 4.3(a). The result is a wave
component of appreciable amplitude with a period T2 = 0.69s which is half the
linear incident wave period (T1 = 1.39s).
A similar analysis can be performed in space at a chosen time t. In this case
an appropriate time t = 30.6s is chosen at which the wave interactions observed
in Figure 4.2 exist throughout Region 2. The results of this analysis are shown in
Figure 4.4. In this case the remaining term shown in Figure 4.4(d) has a wave-
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length of λ2 = 0.76m, which is slightly larger than a quarter of the linear incident
wavelength λ1 = 2.78m. Indeed, this value of λ2 corresponds to a wavenum-
ber k2 which satisfies the linear dispersion relation ω
2 = gktanh (kd), assuming
ω = ω2 = 2pi/T2, where g is the acceleration due to gravity and d is the water
depth (0.7m in this case). Using these results, it is concluded that:
(i) The term isolated in Figures 4.3(d) and 4.4(d) corresponds to a freely prop-
agating second-order wave component present upwave of the structure and
arising due to the wave-structure interaction.
(ii) In Region 2 the only propagating second-order wave components present
within the flow correspond to an incident and a reflected bound wave com-
ponent, and a freely propagating second-order wave component travelling
upwave away from the structure; the amplitude of the latter component be-
ing significantly larger than the bound terms and, in this case, more than
20% of the linear incident wave amplitude.
A similar analysis in time and space can be performed for Region 3, down-
wave of the structure. Performing such an analysis shows that a second-order
freely propagating wave component also exists in Region 3, again propagating
away from the structure. The amplitude of this component is smaller than the
amplitude of the freely propagating wave component observed in Region 2, but it
is still large compared to the amplitude of the transmitted bound wave compo-
nent; corresponding to 15% of the linear incident amplitude. Evidence of this case
is provided on Figure 4.5, which shows the corresponding results as Figure 4.3 for
Region 3. Given that the linear surface profile in Region 3 comprises of a trans-
mitted wave only, the analysis is more straightforward. Figure 4.5(a) shows the
total linear and second-order transmitted surface profiles, Figure 4.5(b) shows the
second-order bound wave associated with the linear transmitted wave as calculated
from Stokes’ theory, whilst Figure 4.5(c) shows the remaining second-order wave
component obtained from subtracting the second-order wave component in Figure
4.5(b) from the total second-order surface profile shown in Figure 4.5(a). Again
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Figure 4.5: Time histories of the linear and second-order wave components present
in Region 3 at location x = 43.34m (ω = 4.52rad/s, a = 44mm, H = 0.114m and
l = 0.115m). (a) Transmitted linear and second-order surface profiles; (b) Bound
second-order transmitted wave profile; (c) Freely propagating second-order wave pro-
file: linear terms, second-order terms.
it is observed that the result is a wave component of appreciable amplitude with
a period T2 = 0.69s which is half the linear incident wave period (T1 = 1.39s).
It is seen that by performing a separate linear and second-order calculation
using the BEM models outlined in Chapter 3, it is possible to identify the nature
of the second-order components present in the flow and to quantify their respec-
tive amplitudes. Indeed, the method described above (referred to as Method 1)
provides clear, transparent and accurate results. Unfortunately, this method of
analysis requires the linear and second-order wave components to be clearly de-
fined and is therefore only really appropriate to the analysis of data arising from
the linearised and second-order BEM solutions. With an important aim of the
present study being to identify the importance of any higher-order wave-structure
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interactions (> O(a2k2)), it is crucial to be able to compare the results of the lin-
earised and second-order BEM models to those obtained from the fully nonlinear
BEM model of Hague & Swan (2009). In addition, comparisons with experimental
data are necessary to verify that the wave-structure interactions observed within
the numerical models correspond to real physical processes. Since it is not pos-
sible to apply Method 1 to either the experimental results or the fully nonlinear
numerical results, an alternative method of analysis is outlined below.
4.2.2 Method 2
This method involves a harmonic decomposition of the predicted or recorded water
surface elevations using a fast Fourier transform, following the method developed
by Lin & Huang (2004). In undertaking this analysis, the following components
are assumed to exist upstream of the structure: at a first order of wave steep-
ness, an incident and a reflected linear wave component; at higher orders, an
incident bound, a reflected bound, an incident free, and a reflected free wave
component. Within this description the term incident is used to describe wave
components propagating towards the structure, while the term reflected is used
to describe components propagating away from the structure, against the inci-
dent wave direction. In considering this description, it should be noted that the
second-order freely propagating wave component is not, strictly speaking, a re-
flected component, since it is not present in the incident wave train. Nevertheless,
this description is adopted primarily because of the clarity it provides.
By performing a fast Fourier transform on the surface profile at known x-
locations, it is possible to calculate the amplitude and phase corresponding to each
of the wave components which have been assumed to exist within the flow, at each
order of wave steepness. Lin & Huang (2004) adopted exactly this approach: data
from four spatial locations being used to develop equations which solve explicitly
for the two unknown wave amplitudes and phases at first order of wave steepness
(incident, reflected waves) and for the four unknown wave amplitudes and phases
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at higher orders of wave steepness (incident bound, reflected bound, incident free
and reflected free waves). In the present study data is available at a large number
of spatial locations. By using all the available data, the accuracy of the resulting
description can be increased. As a result, the unknown parameters (effectively the
complex amplitude of each component) are solved using a least squares algorithm
such that the sum of squares of the error in the fit at all x-locations is minimised.
Prior to applying this method, it was tested on artificially generated wave
records for which the harmonic content was known a priori. These preliminary
calculations indicated that the amplitudes of the higher-order harmonics can be
determined with an accuracy of ±1% of the incident wave amplitude; whilst the
amplitude of the linear harmonic can be determined with an accuracy of ±0.5%.
In addition, it was observed that the method can be successfully applied to wave
records in which not all of the assumed wave components are present. As a result,
it can also be applied to the region downwave of the structure where the only
components present are the linear, second-order bound, and second-order free
components; all propagating away from the structure.
Since the method described calculates an amplitude and a phase for each wave
component, a full temporal and spatial profile can be predicted and the results
directly compared to those of Method 1. Figures 4.6 and 4.7 correspond to the
temporal and spatial data presented in Figures 4.3 and 4.4 respectively; the results
of Method 2 superimposed on subplots (b), (c) and (d). In both cases very good
agreement is observed between the analysis methods. As a result, Method 2 can
be applied to both the experimental data and the results of fully nonlinear numer-
ical calculations and the amplitudes and phases defined for each wave component
can be compared to the results obtained from the linear and second-order BEM
models. Indeed, since Method 2 can be automated such that it is significantly less
time-consuming than Method 1, and it has been shown to provide equally accu-
rate results, in the remainder of this study it will be used to analyse the surface
elevations obtained from the linearised and second-order BEM models as well.
Using the methods described above, it has been shown that the wave com-
107
4.2 Method of Analysis

































Figure 4.6: Comparison in time between the results of Method 1 and Method 2 in
Region 2 at location x = 33.2m (ω = 4.52rad/s, a = 44mm, H = 0.114m and l =
0.115m). (a) Total linear and second-order surface profiles; (b) Linear and (bound)
second-order incident wave profiles; (c) Linear and (bound) second-order reflected wave
profiles; (d) Freely propagating second-order reflected wave profile: linear terms -
Method 1, second-order terms - Method 1, ◦ linear terms - Method 2, ◦ second-
order terms - Method 2.
ponents present within the flow can be isolated and their magnitude defined. In
the wave case used to demonstrate the methodology, the results indicate that the
dominant contribution to the surface profile at second order arises from the freely
propagating wave component; both in the upwave and downwave region. In the
upwave (or upstream) region this wave component propagates against the incident
wave direction, has a short wavelength compared to the linear incident wavelength,
and a significant amplitude when compared to the linear incident amplitude. As a
result, it has the potential to steepen the incident wave profile. Indeed, its occur-
rence is significant; potentially leading to larger applied loads and the possibility
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Figure 4.7: Comparison in space between the results of Method 1 and Method 2 in
Region 2 at time t = 30.6s (ω = 4.52rad/s, a = 44mm, H = 0.114m and l = 0.115m).
(a) Total linear and second-order surface profiles; (b) Linear and (bound) second-order
incident wave profiles; (c) Linear and (bound) second-order reflected wave profiles; (d)
Freely propagating second-order reflected wave profile: linear terms - Method 1,
second-order terms - Method 1, ◦ linear terms - Method 2, ◦ second-order terms -
Method 2.
of wave impacts on the side of the structure. In the following sections these effects
will be investigated further, focusing on how the amplitude of this freely propa-
gating wave component is influenced by the parameters defining the problem. The
physical origins of this component will be discussed and any potential implications
for the wave loading applied on the structure will be investigated.
109
4.3 Discussion of results
4.3 Discussion of results
4.3.1 Results from the linearised and second-order BEM
models
Considering first the results of the linearised BEM model, a standard or linear
reflection coefficient Kr and transmission coefficient Kt can be defined using the














With the model based upon the assumption of potential flow, energy conservation
requires that K2r +K
2
t = 1.
Figure 4.8 presents a comparison between the linear reflection coefficients
obtained from the linearised BEM model and those predicted by the theoreti-
cal solution of Mei & Black (1969) for various depth/draught (d/H) and half-
width/draught (l/H) ratios. The horizontal axis kH corresponds to the wavenum-
ber k multiplied by the draught H ; waves which have short wavelengths relative
to the draught correspond to large kH values. In comparing these results, very
good agreement is observed except (perhaps) for the infinitely thin barrier case.
In this case, the BEM model cannot model an idealised (zero-width) barrier. To
overcome this difficulty, comparisons are provided with a limiting width case in
which the barrier is one element wide (l/H = 0.05).
Figure 4.9 concerns the linear reflection and transmission coefficients calculated
from the linearised BEM model for combinations of three different d/H and l/H
values plotted against the incident wavenumber k. All cases relate to an incident
wave steepness of ak = 0.1. Six subplots are shown; the left column presenting
reflection coefficients Kr and the right reflection coefficients Kt, whilst each row of
plots refers to a different d/H ratio. Two distinct trends are observed; both being
consistent with the linear theory of Mei & Black (1969). For a given draught
110
4.3 Discussion of results































Figure 4.8: Linear reflection coefficients, Kr; comparisons between calculations based
upon the linearised BEM model and the theoretical values predicted by Mei & Black
(1969): ,∗ d/H = 2, l/H = 0 ; ,∗ d/H = 2, l/H = 1 ; ,∗ d/H = 2, l/H = 3
; ,∗ d/H = 6, l/H = 1 ; Mei & Black (1969), ∗ linear BEM solution (Note:
for the theoretical case of l/H = 0, the BEM calculations correspond to l/H = 0.05).
a larger body width results in a higher reflection coefficient, whilst for a given
body width a deeper draught results in more reflection. Given the relationship
between Kr and Kt, changes in the transmission coefficient are inversely related
to changes in the reflection coefficient. As expected, for the same sized structure,
longer waves reflect less than shorter waves. The explanation for changes in Kr
and Kt lies in the fact that the water particle kinematics associated with waves
which have large wavelengths (relative to the water depth) decay more slowly with
z when compared to waves of shorter wavelength. It therefore follows that when
a relatively long wave interacts with a surface structure, a larger part of the wave
energy is located at depths beneath the draught of the structure. This part of the
wave energy will continue to propagate under the structure and will contribute to
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Figure 4.9: Linear reflection and transmission coefficients for various depth/draught
(d/H) and width/draught (l/H) ratios: ∗ d/H = 2, l/H = 0.05, x d/H = 2, l/H = 1,
◦ d/H = 2, l/H = 3, ∗ d/H = 4, l/H = 0.1, x d/H = 4, l/H = 1, ◦ d/H = 4, l/H = 3,
∗ d/H = 6, l/H = 0.1, x d/H = 6, l/H = 1, ◦ d/H = 6, l/H = 3.
the transmitted wave energy. Furthermore, while this wave energy is propagating
under the structure, the arrival of the next wave trough leads to a reversal in the
fluid velocities. If the width of the structure is small relative to the wavelength,
the energy which is propagating under the structure has emerged on the downwave
side and contributed to the development of a transmitted wave before this process
of reversal begins.
Figure 4.10 concerns results arising from the second-order BEM solution. This
figure shows the amplitude of the second-order freely propagating component, af2 ,
in the upwave region (Region 2), normalised with respect to the amplitude of
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Figure 4.10: Amplitude of the second-order freely propagating wave component, af2 ,
normalised with respect to the amplitude of the second-order incident bound wave, ainc,b2 ,
in the upwave region (Region 2). Comparisons for various depth/draught (d/H) and
width/draught (l/H) ratios: ∗ d/H = 2, l/H = 0.05, x d/H = 2, l/H = 1, ◦ d/H = 2,
l/H = 3, ∗ d/H = 4, l/H = 0.1, x d/H = 4, l/H = 1, ◦ d/H = 4, l/H = 3, ∗ d/H = 6,
l/H = 0.1, x d/H = 6, l/H = 1, ◦ d/H = 6, l/H = 3.
the second-order incident bound wave, ainc,b2 . The combinations of depth/draught
(d/H) and half-width/draught (l/H) values are identical to those addressed in
Figure 4.9, and once again all cases relate to an incident wave steepness of ak = 0.1.
In considering these results, some striking trends are observed. First, the defining
factor seems to be the draught of the structure relative to the incident wavelength;
longer wavelengths relative to the draught generally leading to larger af2/a
inc,b
2
values. Second, the width of the structure also plays some role; smaller body
widths leading to larger af2/a
inc,b
2 values. However, the overall effect of the body
width is much less pronounced than the effect of the draught, particularly for
shallow draughts. Third, at a certain wavelength/draught ratio the magnitude of
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Figure 4.11: Amplitude of the second-order freely propagating wave component, af2 ,
normalised with respect to the amplitude of the second-order incident bound wave, ainc,b2 ,
in the downwave region (Region 3). Comparisons for various depth/draught (d/H) and
width/draught (l/H) ratios: ∗ d/H = 2, l/H = 0.05, x d/H = 2, l/H = 1, ◦ d/H = 2,
l/H = 3, ∗ d/H = 4, l/H = 0.1, x d/H = 4, l/H = 1, ◦ d/H = 4, l/H = 3, ∗ d/H = 6,
l/H = 0.1, x d/H = 6, l/H = 1, ◦ d/H = 6, l/H = 3.
af2/a
inc,b
2 reaches a maximum. Beyond this point, further increases in the incident
wavelength relative to the structure draught result in a decrease in the magnitude
of af2/a
inc,b
2 . Furthermore, it is important to note that, in the case of the shallowest
draught (d/H = 6 corresponding to the green lines and symbols on Figure 4.10),
af2/a
inc,b
2 > 3.0. Even for a relatively mild incident wave steepness of ak = 0.1, this
corresponds to a freely propagating second-order wave amplitude which exceeds
25% of the linear incident wave amplitude, af2/a
inc
1 > 0.25.
Figure 4.11 shows a similar set of results to those given on Figure 4.10, but re-
lates to the downwave region (Region 3). The observed trends are similar to those
discussed previously, the main difference being that the width of the structure
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now plays an equally important role as its draught in determining the amplitude
of the freely propagating second-order wave component, af2 .
To fully comprehend the influence of the body geometry on the amplitude of
the second-order freely propagating wave component, af2 , the physical origins of
this wave component must be addressed. The second-order boundary conditions
require a no flux condition ∂φ
∂n
= 0 on the surface of the rigid body. Therefore, the
second-order horizontal velocity on the left- and right-hand vertical boundaries
of the body, and the second-order vertical velocity on the bottom boundary (or
underside) of the body must be equal to zero. Since the linear superposition
of terms within the perturbation expansion is assumed, (see Section 3.2), the
total second-order velocity must be equal to the sum of the velocities due to the
individual second-order components present within the flow. Now, the amplitude
of the second-order bound wave components, and therefore the amplitude of the
second-order velocities associated with these terms, is defined by the amplitude
of the linear terms to which these wave components are bound. Upwave of the
structure a second-order incident wave and a second-order reflected wave (both
bound) must exist in association with the linear incident and linear reflected terms
in order to satisfy the second-order free surface boundary conditions. However,
since these two second-order bound wave components are generally not equal in
amplitude (except in the limit where the reflection coefficient is equal to 1), the
sum of their velocities cannot satisfy the no-flow condition on the surface of the
body at second-order. In order to satisfy the no-flow condition, an additional term
which propagates against the mean wave direction must exist. This term must
obviously be second-order in terms of wave steepness, O(a2k2), second harmonic
in terms of its periodicity, cos 2(ωt− kx), and (above all) freely propagating since
there is no linear term to which it can be bound.
Armed with this physical insight, the trends observed in Figures 4.10 and 4.11
can be better understood. If the incident wave has a small wavelength relative
to the draught of the body, it is largely reflected by the body. This, in turn,
means that the body boundary conditions can almost be matched by the second-
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order incident and reflected bound waves and only a small second-order freely
propagating wave component is required to fully satisfy the necessary boundary
conditions. If, however, the incident wavelength is increased, more of the incident
wave energy is transmitted under the structure. The amount of reflection reduces
and hence a larger second-order freely propagating wave component is necessary
to satisfy the body boundary condition. Beyond a certain point, the wavelength is
very large relative to the body dimensions. In this case the majority of wave energy
is located further down in the water column and is thus transmitted under the
body. As a result, further increases in the incident wavelength lead to a decrease
in the magnitude of af2/a
inc,b
2 .
The influence of the body width is more complex. So far the emphasis of the
discussion has been on the no-flow boundary conditions which must be satisfied
on the vertical body boundaries, both upwave and downwave of the body. A
similar condition must also be satisfied on the bottom boundary of the body; the
need to satisfy this condition also resulting in a freely propagating second-order
wave component. This view is supported by the observation that a body forced
to oscillate with a prescribed vertical motion in still water also results in the
generation of two second-order freely propagating wave components. These are of
equal amplitude, propagating in a symmetric fashion away from the body on either
side. For the case considered herein, involving a fixed body in a unidirectional
wave field, it is believed that the second-order freely propagating wave component
generated to satisfy the boundary condition on the underside of the body will
be mostly observed in the downwave region (Region 3). Furthermore, it is to be
expected that the amplitude of this harmonic will increase with increasing body
width.
Overall, it can be said that the second-order freely propagating wave compo-
nents arise from a mismatch in the boundary conditions acting on the body; a
similar justification being given for the creation of evanescent or standing wave
modes around a fixed or moving body located within a wave field. It is believed
that, unlike the freely propagating second-order wave components, evanescent or
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standing wave modes arise from a mismatch in the velocity profiles over depth; the
imposed velocity profile due to the no flow boundary condition being a “slab” pro-
file decaying uniformly over the draught of the structure, compared to a parabolic
velocity profile found in a wave field.
It should be noted that the occurrence of freely propagating second-order wave
components has been studied extensively in the context of wavemaker theory for
laboratory wave generation. The problem of a wavemaker board moving in a
prescribed fashion, in still water conditions, to create a propagating wave can
be thought of as the inverse of the problem studied herein. According to wave-
maker theory, the amplitude of the second-order freely propagating “spurious”
wave component and the evanescent or standing wave modes vary with the type
of wavemaker (piston, flap-type etc) since this affects the boundary conditions
imposed on the adjacent fluid. Interestingly, comparisons provided by Sulisz &
Hudspeth (1993) suggest that the “spurious” wave is more pronounced for flap-
type wavemakers hinged at some depth above the bed of the wave flume when
compared to those hinged at the bed. This is directly analogous to the results
presented herein: af2/a
inc,b
2 increasing as the draught of the body reduces.
To conclude this sequence of comparisons, Figure 4.12 concerns the effect of
the incident wave steepness. All of the data relates to one set of body dimensions
(d/H = 6, l/H = 2) and comparisons are provided between three different inci-
dent wave steepnesses (ak = 0.05, 0.1, 0.13). A total of four subplots are provided:
(a) concerns the linear reflection coefficient, Kr, (b) the linear transmission coef-
ficient, Kt, (c) the normalised amplitude of the freely propagating second-order
wave component, af2/a
inc,b
2 , in the upwave direction (Region 2), and (d) the ratio of
af2/a
inc,b
2 in the downwave direction (Region 3). In all four plots, it is clear that the
wave steepness has no bearing on the predicted data. Given the non-dimensional
nature of the considered quantities these results are exactly as expected; the im-
plications of subplots (c) and (d) being that the amplitude of the second order
freely propagating wave component, af2 , is proportional to the amplitude of the
incident bound second-order component, ainc,b2 , irrespective of the incident wave
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Figure 4.12: Variation with the incident wave steepness of (a) the linear reflection co-
efficient, Kr, (b) the linear transmission coefficient, Kt, and (c),(d) the amplitude of the
normalised second-order freely propagating harmonics in Regions 2 and 3 respectively
(d/H = 6, l/H = 2): ∗ ak = 0.05, ◦ ak = 0.1, . ak = 0.13.
steepness.
4.3.2 Comparisons with the fully-nonlinear BEM model
As discussed in Section 4.2, it is of particular interest to compare the results
from the linear and second-order BEM models with fully nonlinear calculations
undertaken using the BEM model of Hague & Swan (2009). To facilitate these
comparisons the same domain length and node discretisation are used in all cases
and the method of input used is a temporal-spatial method (see Section 3.3.3).
However, a direct comparison of the predicted surface elevations is difficult because
in the linear and second-order BEM models the incident wave obeys the linear
dispersion relation, whilst in the fully nonlinear calculations a nonlinear dispersion
relation will apply. In particular, when the model of Hague & Swan (2009) is
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applied to the description of regular waves, a nonlinear dispersion relation similar
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(4 + 32S − 116S2 − 400S3 − 71S4 + 146S5)
32 (1− S)5 and
S = 1/ cosh (2kd).
In considering this equation, the first term on the right-hand side (involving
the C0 coefficient) defines the linear dispersion relation; the remaining C2 and
C4 coefficients describing the changes to the dispersion relation at higher orders.
Therefore, when comparing the results of the linear and second-order BEM mod-
els and the fully nonlinear BEM model, either the wavenumber k or the angular
frequency ω is kept constant, resulting in the input waves having either the same
wavelength or the same period respectively. In either case, the phase velocity of
the incident waves, c = ω/k, varies between the linear and the fully nonlinear cal-
culations. In order to provide direct comparisons of the predicted surface profiles,
it is necessary to compare the results at slightly different times. In this way it is
possible to account for the difference in the arrival time of the incident waves at
the structure.
Figure 4.13 adopts exactly this approach and shows the spatial surface profiles,
η(x), around the structure at four specified instances in time. In each case compar-
isons are provided between calculations based upon the linear and second-order
models and the fully nonlinear BEM model. The wave conditions relate to an
incident wave with a period of T = 1.6s, a linear wavenumber k = 1.8335rad/m,
a nonlinear wavenumber k = 1.8143rad/m, and an incident wave amplitude of
a = 54mm; the corresponding wave steepness being approximately ak = 0.1.
Each subplot corresponds to a point in time which is one fourth of the wave period
(T/4) later than the previous plot, thereby showing how the wave pattern evolves
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Figure 4.13: Spatial surface profiles η(x) obtained from the linear, second-order, and
fully nonlinear BEM models plotted with distance along the domain at different times
during a wave cycle (T = 1.6s, a = 54mm, d/H = 6, l/H = 3): linear sur-
face profile, surface profile to second order, fully nonlinear surface profile
( indicates the position of the structure).
around the structure over time. In this specific case, the structure has a draught
H = 0.114m, and a half-width l = 0.34m, corresponding to a draught/depth
ratio d/H = 6 and a half-width/draught ratio l/H = 3. The structure is lo-
cated at x = 48m within the computational domain and a region spanning three
wavelengths either side of the structure is considered. In order to satisfy the no-
flow boundary condition on the structure, the upwave boundary of the structure
must always coincide with the location of an anti-node. The small difference in
wavelength between the linear and second-order solutions and the fully nonlinear
calculations results in a slight shift in the x-locations of the nodes and anti-nodes
further away from the body.
If the maximum surface elevations observed upwave of the structure are con-
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sidered, it is clear that the surface elevation to second order can be up to 30%
larger than the linear surface elevation; whilst the fully nonlinear surface elevation
can be up to 10% larger than the surface elevation to second order. This latter
result confirms that even though the incident wave is only weakly nonlinear, with
a wave steepness of ak = 0.1, the presence of the structure leads to the generation
of higher order terms (> O(a2k2)) and that these have a significant effect on the
surface profile upwave of the structure. Indeed, the third subplot in Figure 4.13,
corresponding to a time t + 2T/4, shows a very high peak in the fully nonlin-
ear surface elevation approximately half a wavelength upwave from the structure.
Observations suggest that this individual wave crest is very close to its breaking
limit. By considering closely the other subplots, similar high-frequency peaks are
again noticeable in the region immediately upwave of the structure, but do not
seem to be present further away from the structure.
Detailed analysis of these records (see below) revealed that these high-frequency
peaks correspond to a freely propagating third-order wave component which arises
within the flow due to a similar mechanism to that which leads to the generation
of the second-order freely propagating wave component. For incident waves with
very long wavelengths relative to both the structure draught and width, this third-
order component can become very significant. It propagates at approximately one
third of the speed of the linear incident harmonic, opposes the incident wave di-
rection, and has a wavelength which is approximately nine times smaller than the
linear incident wavelength. As a result, it has the potential to significantly steepen
the incoming incident wave, possibly leading to the occurrence of wave breaking.
Indeed, in a number of cases involving wave periods of T = 1.8s and 2.0s, with
a depth/draught ratio of d/H = 6, wave breaking occurred during the simulation
and, as a result, the simulation could not be continued.
To visualise the wave components present within the flow, a two-dimensional
fast Fourier transform of the water surface elevation in time and space can be
undertaken. Figures 4.14 and 4.15 show the results of performing such an analy-
sis; the former based upon the linear and second-order results and the latter the
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Figure 4.14: Harmonic amplitudes obtained from a two-dimensional fast Fourier trans-
form performed on the predicted water surface elevation including all terms up to second-
order, O(a2k2), in Region 2 (T = 1.6s, a = 54mm, k = 1.8335rad/m, H = 0.114m,
l = 0.34m and d = 0.7m): linear dispersion relation.
fully nonlinear BEM model. The horizontal axis on these plots shows the wave
frequency, ω, expressed in radians per second, whilst the vertical axis shows the
wavenumber k in radians per metre. Each wave component present within the flow
appears on these plots as a point with a particular wave frequency and wavenum-
ber associated with it. The amplitude of each component is defined by the contour
lines, the values associated with each contour (in mm) given by the colourbar on
the right hand side of each plot. Since it is the higher-order wave components
that are of principle interest, the contour lines are chosen to correspond to am-
plitudes between 1 and 10mm, thereby highlighting the differences between the
higher-order terms. The linear dispersion relation, defined in Equation 2.13, is
also plotted for reference purposes; wave components lying on (or close to) this
line being defined as freely propagating or free waves. In considering these results,
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Figure 4.15: Harmonic amplitudes obtained from a two-dimensional fast Fourier
transform performed on the predicted fully nonlinear water surface elevation in Re-
gion 2 (T = 1.6s, a = 54mm, k = 1.8143rad/m, H = 0.114m, l = 0.34m and
d = 0.7m): linear dispersion relation.
it is important to note that the fast Fourier transform cannot distinguish between
wave components travelling in opposite directions. For example, the linear inci-
dent and linear reflected wave components are portrayed together on this plot at
a location corresponding to their common wavenumber and wave frequency. In
such cases the amplitude associated with a given wavenumber and wave frequency
is the mean amplitude of all the components arising at this point.
The data arising from the linear and second-order BEM models, presented on
Figure 4.14, demonstrates that the energy present within the flow is located at
three different combinations of ω and k. These correspond to the linear, second-
order bound and second-order freely propagating wave components. In addition,
there is a second-order drift term corresponding to a change in mean water level;
the latter term being easily recognised since it corresponds to a zero frequency
123
4.3 Discussion of results
term.
The corresponding results presented on Figure 4.15 are based upon the fully
nonlinear BEM solution and allow the identification of several additional wave
components within the flow. A frequency-sum and two frequency-difference terms
can be identified occurring due to the interaction of the linear harmonics with
the second-order free harmonic. It is believed that the frequency difference term
with wavenumber k = 4.3rad/m arises due to the interaction of the linear re-
flected harmonic and the second-order free harmonic which propagate in the same
direction, whilst the frequency difference term with wavenumber k = 8.6rad/m
arises due to the interaction of the much larger linear incident harmonic and the
second-order free harmonic which propagate in opposite directions. In addition,
small third-order freely propagating and bound components are also identified.
From the relative magnitudes of the terms present, it is clear that the linear and
second-order freely propagating harmonics dominate the flow. However, as men-
tioned previously, it is believed that the higher-order wave components present
within the fully nonlinear simulation, occurring at O(a3k3), play an important
part in steepening the surface profile upwave of the structure and leading to wave
breaking.
4.3.3 Comparisons with experimental data
In order to verify the conclusions reached so far, a series of experimental obser-
vations were undertaken and comparisons made with the numerically generated
data. With the main focus of the study being the nature of the wave-structure
interaction, particularly the potential of nonlinear effects to cause wave breaking
and possibly wave impacts on the structure, the laboratory observations will focus
on the region upwave of the structure (Region 2).
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Experimental Setup and Measurement programme
The experiments were performed in a narrow wave flume located in the Hydro-
dynamics Laboratory in the Civil & Environmental Engineering Department at
Imperial College London. The flume is 27m long, 0.3m wide, and has an opera-
tional depth of d = 0.7m. The flume is equipped with a wave paddle at each end;
the paddles being designed to simultaneously generate and absorb any incident
wave components, the latter achieved using a force feedback mechanism. In the
present study the flume was configured with a dissipative sponge layer, comprising
of a large block of polyether foam, placed approximately 1m in front of the down-
wave paddle. The combination of this sponge layer and the absorbing downwave
paddle ensured that the reflection coefficient was less than 1% of the incident wave
amplitude. In addition, at the upstream end of the wave flume, the absorption
provided by the wave generating paddle ensured that any wave components re-
flected by the structure were effectively absorbed; the reflection coefficient being
estimated to be 3% of the incident wave amplitude. Although these reflection
coefficients are small, the nature of the present study was such that the absence of
unwanted wave components, reflected from the ends of the wave flume, was cru-
cial to accurately identify the wave components present in the flow. Accordingly,
calculations were undertaken to determine the time at which any (spurious) wave
reflections reached the measuring positions, and only data recorded before this
time was used in the subsequent analysis.
The study considered three different structure geometries, details of which are
given in Table 4.1. In all cases the front edge of the structure was located 13.28m
downstream of the generating wave paddle. Various regular waves cases were
considered, with wave periods lying in the range 0.6s ≤ T ≤ 1.33s. In each case
different incident wave amplitudes corresponding to various wave steepnesses were
also addressed.
The water surface elevation, η(t), upwave of the structure was measured using
resistance-type wave gauges placed at a number of fixed distances away from the
125
4.3 Discussion of results
Table 4.1: Laboratory test cases for the two-dimensional fixed structure tests.
Test Case A B C
Structure draught, H(m) 0.114 0.164 0.140
Structure half-width, l(m) 0.23 0.23 0.15
Depth over draught, d/H 6.0 4.3 5.0
Half-width over draught, l/H 2.0 1.4 1.0
body. Each gauge consists of two vertical wires each 1mm in diameter, spaced
10mm apart. After appropriate calibration, previous work has shown that these
wave gauges can measure the surface elevation with an accuracy of ±0.5mm,
creating little or no disturbance of the incident flow.
Figure 4.16 compares the experimental observations with the numerical calcu-
lations based upon the BEM models. Subplot (a) concerns the linear reflection co-
efficient from the front face of the structure, while subplot (b) concerns the ampli-
tude of the second-order freely propagating wave component non-dimensionalised
with respect to the second-order incident bound wave component, af2/a
inc,b
2 . In
subplot (a) it is clear that whilst the numerical model correctly predicts the form
or variation in the reflection coefficient, both with the dimensions of the structure
and the incident wave properties, it consistently overestimates the magnitude of
the measured reflection coefficient. The observed difference probably arises due
to the fact that the numerical calculations do not include any energy losses due
to frictional effects. In contrast, the experimental observations will include energy
dissipation, both when the wave interacts with the structure (passing underneath)
and, perhaps more significantly, due to frictional effects on the side-walls of the
flume. The reflection coefficient of the shortest wave case, with a wave period
of T = 0.6s, is particularly low. In this case both the incident amplitude and
the phase velocity are small and, as a result, wall friction in the flume plays a
proportionately larger part than for the other wave cases.
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Figure 4.16: Comparisons between the experimental observations and numerical cal-
culations undertaken using the BEM solutions. (a) The linear reflection coefficient, Kr,
and (b) the non-dimensional amplitude of the second-order freely propagating wave com-
ponent, af2/a
inc,b
2 , in Region 2: ∗ H = 0.114m, l = 0.23m - experiment, ∗ H = 0.164m,
l = 0.23m - experiment, ∗ H = 0.140m, l = 0.15m - experiment, ◦ H = 0.114m,
l = 0.23m - BEM models, ◦ H = 0.164m, l = 0.23m - BEM models, ◦ H = 0.140m,
l = 0.15m - BEM models.
In contrast, good agreement is observed between the non-dimensional ampli-
tude of the second-order freely propagating wave component, af2/a
inc,b
2 , calculated
from the experiment and that calculated from the numerical model across the
broad range of test cases. Some differences are observed between the experi-
mental data and the numerical computations for the shortest wave case with an
incident wave period of T = 0.6s. These differences are due to inaccuracies in
the experimental measurements, since, for this wave case, the magnitude of the
second-order components present in the flow is comparable to the measurement
errors. It is interesting to note that for the longest wave case the non-dimensional
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time = t + 4T/5
Figure 4.17: Surface elevations, η(x), in the vicinity of the structure at five instances
in time covering a complete wave cycle (T = 1.0s, ak = 0.13, H = 0.114m, l = 0.23m
and d = 0.7m): ◦ experiment, second-order BEM model, fully nonlinear
BEM model ( denotes the position of the structure).
amplitude of the free wave reduces in the numerical model, in accordance with the
results presented previously in Figure 4.10, whilst this is not the case in the ex-
periment. The reason for this difference is unclear, but it is believed that it is due
to the difference in the linear reflection coefficients, which affects the amplitude
of the reflected second-order bound wave and hence the balance of second-order
terms in the body boundary condition.
Figure 4.17 provides a comparison between the water surface elevations mea-
sured in the immediate vicinity of structure case A (Table 4.1) and those predicted
using both the second-order model and the fully nonlinear model of Hague & Swan
(2009). A total of five subplots are provided, each plot corresponding to a differ-
ent moment in time; the sequence of five plots spanning one wave period. The
x-positions of the circles plotted on the graph correspond to the relative locations
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of the wave gauges during the experimental study; an overall shift having been ap-
plied to allow direct comparison with the numerical models in which the structure
is located at x = 22m for this case. The time t used in this comparison is chosen
such that it corresponds to the arrival of a wave crest at the structure. In each
subplot very good agreement is observed between the water surface elevations.
However the maximum surface elevations recorded in the experiment are slightly
smaller than those predicted by the numerical models, since the linear reflected
component is smaller as discussed above. No significant third-order effects are
observed here, as in Figure 4.13, since the incident wave period in this case is only
1.0s with a corresponding wavenumber of k = 4.0251rad/m.
4.3.4 Applied wave forces
The linear and second-order BEM models can also be used to obtain the linear and
second-order forces on the structure. For each numerical simulation the velocity
potential φ and its time-derivative ∂φ/∂t are known on the body surface. It
therefore follows that the unsteady Bernoulli equation can be used to calculate the
applied forces on the body; the calculation procedure being described as follows.






ρ|∇φ|2 − ρgz, (4.4)
where ρ is the fluid density, g is the acceleration due to gravity and z is a vertical
coordinate as defined in Figure 3.1. The total force acting on the body is deter-
mined by integrating the pressure p over the instantaneous wetted body surface.





where Sw is the instantaneous wetted body surface and n is a unit vector normal
to the body surface S. Assuming that the surface elevation η and the velocity
potential φ can be defined using a series expansion (Equations 3.7 and 3.8 re-
spectively), the linear and second-order components of the horizontal and vertical
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force acting on the structure can be calculated using the results of the linear and
second-order BEM models










































where H is the draught, l is the half-width, and x and z correspond to the horizon-
tal and vertical coordinate respectively; all terms being defined in Figure 4.1. As
before, subscripts 1 and 2 denote linear (O(ak)) and second-order (O(a2k2)) terms
and the superscripts x and z denote horizontal and vertical forces respectively. In
evaluating F x1 and F
x
2 in Equations 4.6 and 4.8 respectively, it is important to note
that the net horizontal force must involve integrals over both vertical surfaces. The
first term in Equation 4.8 is the contribution of the second-order potential to the
second-order force, whilst the remaining three terms are contributions of first-
order quantities to the second-order force. The second term corresponds to the
dynamic force whilst the last two terms correspond to the so-called waterline force
first outlined by Lighthill (1979). If all terms up to and including second-order
contributions are included, the horizontal and vertical forces would be defined by
F x = F x1 + F
x
2 and F
z = F z1 + F
z
2 respectively. However, in accordance with the
terminology adopted in the description of the water surface, the term second-order
refers only to the second-order components of the forces (F x2 and F
z
2 ) without the
linear component.
To verify the linear and second-order results, comparisons with a number of
existing theories are made. Figure 4.18 shows a comparison between the linear
forces obtained from the present linearised BEM model and the linear forces cal-
culated by Johansson (1989) for a structure with d/H = 2 and l/H = 1. In this
case |F x1 | and |F z1 | represent the amplitude of the linear horizontal and vertical
130
4.3 Discussion of results
























Figure 4.18: Linear horizontal and vertical forces acting on a fixed, 2-D, partially
submerged body; a comparison between the forces obtained from the present BEM
model and the forces predicted by Johansson (1989) (d/H = 2, l/H = 1): ∗ linear
BEM model, . Johansson Method 1, ◦ Johansson Method 2.
forces; both having been non-dimensionalised with respect to ρgla and plotted
against kl, where a is the incident wave amplitude. Johansson (1989) presents
results obtained from two different solution procedures; the first being a matched
Eigenfunction expansion method and the second a Boundary Element Method.
Excellent agreement is observed between the results of the present study and Jo-
hansson’s results.
Figure 4.19 concerns a comparison between the second-order horizontal and
vertical forces predicted by the matched Eigenfunction expansion method of Sulisz
(1993) and calculations based upon the present second-order BEM model. In this
case the amplitude of the horizontal and vertical force has been calculated by
taking the difference between the maximum and minimum force and dividing by
two. The forces have been non-dimensionalised using ρga2 and plotted against kd,
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Figure 4.19: Second-order horizontal and vertical forces acting on a fixed, 2-D, partially
submerged body; a comparison between the present BEM model and the forces predicted
by Sulisz (1993) (d/H = 2.5, l/H = 2.5): ∗ second-order BEM model, ◦ theory by
Sulisz (1993).
where d is the water depth. Once again, there is excellent agreement between the
existing theory and the results of the present study.
Figure 4.20 concerns the linear horizontal and vertical forces calculated from
the linearised BEM model for various depth/draught and half-width/draught ra-
tios and wave periods. All the cases considered have the same steepness ak = 0.1.
The vertical force has been non-dimensionalised by ρgla where l is the half-width
of the body, whilst the horizontal force has been non-dimensionalised by ρgHa
where H is the draught of the body and a the wave amplitude. When comparing
the linear forces with the linear reflection and transmission coefficients given in
Figure 4.9, it is clear that there is a strong relation between the reflection and
transmission process and the applied linear forcing. For the wave cases which
experience up to 90% reflection, the linear horizontal force follows a very similar
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Figure 4.20: Linear horizontal and vertical forces calculated from the linearised BEM
model for various depth/draught (d/H) and half-width/draught (l/H) ratios: ∗ d/H =
2, l/H = 0.05, x d/H = 2, l/H = 1, ◦ d/H = 2, l/H = 3, ∗ d/H = 4, l/H = 0.1, x
d/H = 4, l/H = 1, ◦ d/H = 4, l/H = 3, ∗ d/H = 6, l/H = 0.1, x d/H = 6, l/H = 1, ◦
d/H = 6, l/H = 3.
pattern to the linear reflection coefficient; higher reflection coefficients correspond-
ing to larger linear horizontal forces. This is an intuitive result: the more of an
obstacle the wave perceives the body to be, the larger the applied forces. However,
for wave cases where almost total reflection occurs there no longer seems to be a
connection between the amount of reflection and the linear horizontal force. In
these cases the width of the body no longer plays a role; the non-dimensional linear
horizontal force decreasing with increasing draught and increasing wavenumber.
Considering the linear vertical force, it is seen that it is largest for the wave cases
which experience the lowest reflection, and decreases with higher wavenumbers.
Again, this is an intuitive result; the larger the proportion of the wave motion
that is transmitted, the larger the vertical force.
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Figure 4.21: Ratio of horizontal and vertical second-order forces over linear forces,
calculated from the linearised and second-order BEM models for various depth/draught
(d/H) and half-width/draught (l/H) ratios: ∗ d/H = 2, l/H = 0.05, x d/H = 2,
l/H = 1, ◦ d/H = 2, l/H = 3, ∗ d/H = 4, l/H = 0.1, x d/H = 4, l/H = 1, ◦ d/H = 4,
l/H = 3, ∗ d/H = 6, l/H = 0.1, x d/H = 6, l/H = 1, ◦ d/H = 6, l/H = 3.
Figure 4.21 concerns the ratio of the second-order forces over the linear forces
for various structure dimensions and an incident wave steepness of ak = 0.1. Two
subplots are provided, the first relating to the horizontal forces and the second the
vertical forces. Two separate trends are observed:
(i) for small wavenumbers the second-order horizontal force increases signifi-
cantly becoming comparable to or even larger than the linear horizontal
force, and
(ii) for the cases which experience almost complete reflection the second-order
vertical force can become many times larger than the linear vertical force.
It is believed that the first of these effects is related to the generation of the second-
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Figure 4.22: Horizontal forces acting on a body with d/H = 6 and l/H = 3 (T = 1.8s,
a = 63mm, k = 1.5843rad/m). (a) Time histories of the linear and second-order forces,
(b) components of the second-order force: linear horizontal force, second-
order horizontal force, second-order horizontal force due to ∂φ2∂t , second-order
horizontal force due to |∇φ1|2, second-order horizontal force due to the waterline
forces.
order freely propagating wave component. The second effect was first observed
by Johansson (1989) and has since been studied by Newman (1990), Sulisz &
Johannson (1992) and Sulisz (1993); further details being given in Section 2.3.1.
Sulisz (1993) identified the source of this significant second-order force term in
deep water as being the interaction between the first-order incident and reflected
components, hence the effect is most pronounced for cases where high reflection
occurs. It should be noted that even though the second effect appears to be much
more significant than the first, it is not. When there is almost complete reflection
the amplitude of the linear vertical force is very small, and a second-order harmonic
which is many times larger than this linear component is still, in absolute terms,
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Figure 4.23: Vertical forces acting on a body with d/H = 2 and l/H = 0.05 (T = 0.8s,
a = 16mm, k = 6.2899rad/m). (a) Time histories of the linear and second-order forces,
(b) components of the second-order force: linear vertical force, second-order
vertical force, second-order vertical force due to ∂φ2∂t , second-order vertical
force due to |∇φ1|2.
quite small.
For the purpose of engineering design, it is of interest to know the relative
contribution of the terms identified in Equations 4.8 and 4.9 to the second-order
force. As was discussed in Section 2.3.2, the second-order terms arising from linear
quantities can be calculated with relative ease, whilst obtaining ∂φ2
∂t
is significantly
more difficult. Figures 4.22 and 4.23 show the breakdown of the second-order force
for two cases, corresponding respectively to the effects (i) and (ii) identified above.
Figure 4.22 concerns a wave case with an incident wave period of T = 1.8s,
a depth/draught ratio d/H = 6 and a half-width/draught ratio l/H = 3. In
this case very little reflection and large nonlinear effects were observed in the
description of the water surface elevation. In contrast, Figure 4.23 corresponds to
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a wave case with a period T = 0.8s, a depth/draught ratio d/H = 2 and a half-
width/draught ratio l/H = 0.05. In this case the reflection of the incident waves
from the front face of the structure is almost total. In both figures two subplots
are provided: (a) concerns the time history of the linear and second-order forces
applied on the body, whilst (b) indicates the breakdown of the second-order force
into the components identified in Equations 4.8 and 4.9. In both cases it is clear
that the dominant contribution to the second-order force arises from the ∂φ2
∂t
term,
the first term in Equations 4.8 and 4.9. In particular, in the deep water case, the
∂φ2
∂t
term is almost entirely responsible for the effect noted in (ii). This observation
is entirely consistent with the explanation provided by Sulisz (1993). It therefore
follows that the full calculation of the second-order potential is necessary to obtain
realistic estimates of second-order forces for the purpose of design, even when the
incident wave steepness is relatively moderate, ak = 0.1.
4.4 Concluding Remarks
The linearised and second-order BEM models developed in Chapter 3 have been
employed to investigate the case of two-dimensional regular waves interacting with
a partially submerged body which is both fixed and rigid. The second-order freely
propagating harmonic present due to the wave-structure interaction has been iso-
lated. It has been shown that for long waves its amplitude can be very signifi-
cant, reaching more than three times the amplitude of the second-order incident
bound harmonic for certain wavenumbers and structure dimensions. A compar-
ison between the model calculations and experimental data has confirmed this
phenomenon. It has also been shown that the amplitude of the second-order
freely propagating wave component is proportional to the incident bound wave
amplitude for the wave steepnesses considered herein. Comparisons with the fully
nonlinear BEM model of Hague & Swan (2009) have shown that, for the longest
wave cases, a third-order freely propagating wave component is also present in
the flow upwave of the body. Due to its short wavelength, and the fact that it
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propagates against the mean wave direction, this component has the potential to
significantly steepen the incoming waves leading to the occurrence of wave break-
ing.
Investigation of the second-order forces obtained from the BEM models re-
vealed two effects: for small wavenumbers the second-order horizontal force be-
comes comparable to the linearly predicted horizontal force, whilst for large wavenum-
bers the second-order vertical force becomes comparable to (or larger than) the
linearly predicted vertical force. The first effect is related to the presence of the
second-order freely propagating wave component, whilst the second effect occurs in
wave cases which experience high reflection; the latter effect having previously been
studied by other authors. Examining the relative contribution of the components
of the second-order force revealed that the ∂φ2
∂t
term dominates the second-order
force for both effects discussed above. As a result, this force component must be
taken into account when seeking to obtain realistic estimates of the second-order
applied wave loads.
Based on the present observations it is concluded that nonlinear wave-structure
interactions can play a significant role in determining both the water surface ele-
vations around a body and the forces on it. In particular, in the case of a structure
with limited draught the generation of large amplitude freely propagating higher
order wave components is clearly established. In the chapter which follows, the
structure will be allowed to move in heave and combined heave and roll, in order to
examine whether related phenomena are equally important in the case of floating
bodies.
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It was shown in Chapter 4 that nonlinear wave-structure and subsequent wave-
wave interactions can play a significant role in determining the surface profile
around and the wave forces acting on a partially submerged fixed body. In view of
the extensive engineering applications involving floating bodies, it is of interest to
determine whether nonlinear interactions also play a significant role in this case.
In the context of the present study, it is of particular interest to determine whether
the nonlinear wave components generated due to the wave-structure interaction
could, after interacting with and steepening the incident wave field, result in the
occurrence of wave impacts on the side-shell of a floating body.
As discussed in Section 2.4, the case of a floating body is significantly more
complex than that of a fixed body; the coupling between the nonlinearities occur-
ring in the wave field and the body motions being the subject of much uncertainty.
Traditionally, the problem of a wave field interacting with a floating body has been
tackled assuming that it can be represented by the superposition of two separate
problems: the incident wave field interacting with a body fixed in position, and a
body undergoing prescribed motion in otherwise still water conditions; the latter
commonly referred to as the radiation problem. The interaction of the incident
wave field interacting with a fixed body has been discussed in Chapter 4, the re-
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sults showing that the freely propagating second-order wave component generated
as a result of the wave-structure interaction can be the dominant contribution to
the second-order wave field. As such, it has the potential to significantly steepen
the wave field around the body. Indeed, the existence of the freely propagating
second-order wave component is acknowledged in second-order diffraction theory
as the solution to the homogeneous free surface boundary condition.
Second-order radiation theory closely follows second-order diffraction theory
in that it also involves the solution of a homogeneous free surface boundary con-
dition corresponding to the generation of a freely propagating second-order wave
component. It is interesting to note that the radiation problem bears a strong
resemblance to the problem of a moving wavemaker used for the laboratory gen-
eration of surface water waves. In Section 4.3.1 it was noted that, within the field
of laboratory wave generation, the significance of second-order effects (O(a2k2))
has long been appreciated. Numerous second-order solutions have been presented,
the purpose being to develop a second-order wavemaker control theory that min-
imises the “spurious” free wave (see, for example, Madsen (1970), Madsen (1971),
Schaffer (1996) and, more recently, Spinneken & Swan (2009)).
In view of the significance of second-order effects in both the interaction of
an incident wave field with a fixed partially submerged body, and the movement
of a body in the absence of an incident wave field, it is expected that nonlin-
ear wave-structure interactions, in particular the freely propagating second-order
wave component, will be significant in the combined problem. In the sections
that follow it will be shown that this is indeed the case. New experimental data
involving two-dimensional ship-shaped cross-sections responding in one and two
degrees-of-freedom are presented. Numerical computations undertaken using a
two-dimensional fully nonlinear BEM model involving a floating body developed
by Peric (2011) are used to complement the experimental data. Using the combi-
nation of experimental and numerical investigations, an increased understanding




Assuming a right-handed Cartesian coordinate system, the motion of a three-
dimensional rigid body can be described by six motion modes; three translations,
in the x-, y-, z-directions and three rotations about the x-, y-, z-axes (Figure
2.4). The motion vector is denoted by x and contains six elements x1...x6 corre-
sponding to surge, sway, heave, roll, pitch and yaw respectively. In the simplified
two-dimensional case, the body is free to undertake only two motion modes: a
translation in the z-direction and a rotation about the x-axis. Hereafter, these
motion modes will be referred to as heave and roll respectively and their corre-
sponding motion vectors will be denoted by x3 and x4. It should be noted that,
the coordinate system employed henceforth differs from that defined in the pre-
vious chapters. This difference arises from the fact that, in the context of 2-D
waves it is common practice to define the equations of wave propagation with the
incident waves propagating along the x-axis. In contrast, when floating bodies are
concerned, the correct definition of the motion modes, with roll being defined as a
rotation about the x-axis, requires that beam-on incident waves propagate along
the y-axis and the centre of the coordinate system is the centre of gravity of the
vessel.
A schematic of the two-dimensional floating body considered is presented in
Figure 5.1. The body has a freely floating draught H and a half-width l and is
located in water of depth d = 0.7m. The Cartesian coordinate system Oxyz has
its origin at the position of the roll centre of the body in its equilibrium position
and is fixed in space. Initially, the body is allowed to respond in heave only and
the vertical translation x3 is analysed in relation to the wave field. Following on,
the body is allowed to respond in combined heave and roll, and the additional
effects of the rotation x4 are analysed. A large number of regular wave cases are
considered covering wave periods lying in the range 0.6s ≤ T ≤ 1.33s. In addition,
a full range of wave amplitudes are considered resulting in linear, weakly nonlinear
and fully nonlinear wave cases with corresponding incident wave steepnesses of
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Figure 5.1: Definition sketch for a two-dimensional floating body.




Once again, a total of three body geometries were considered. The physical mod-
els used were the same as in the experimental study on a fixed structure again
outlined in Section 4.3.3; the geometric characteristics of these bodies being given
in Table 4.1, with additional information given in Table 5.1. Body A corresponds
to the dimensions of a typical Liquid Natural Gas (LNG) carrier, whilst body
C corresponds to the dimensions of a typical oil tanker. Body B also refers to
the LNG carrier model, but was ballasted to a deeper draught while maintaining
the same natural roll period. In this way, comparisons between bodies B and C
allowed the effects of draught to be fully investigated. It should be noted that
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Table 5.1: Properties of the two-dimensional floating bodies.
Test Case A B C
Structure draught, H(m) 0.114 0.164 0.140
Structure half-width, l(m) 0.23 0.23 0.15
Roll centre, zr(m) 0.049 0.074 0.097
Response period in roll, Tn,r(s) 1.04 1.04 1.20
Response period in heave, Tn,h(s) 1.08 1.18 1.05
the sharp corners indicated in the schematic (Figure 5.1) apply to the numerical
calculations, whilst the bodies employed in the experimental study have rounded
corners.
Contrary to Chapter 4, in which the models were fixed in place at the required
draught, the models employed in the present tests were freely floating; additional
ballast being placed within each model to obtain the required draught and ap-
propriate roll characteristics (see below). In order to restrict any sway motion
(translation in the y-direction) each model was attached to two vertical bars mov-
ing on a system of rollers, which were in turn fixed onto the wave flume. This
ensured that the bars could only move in a vertical direction. The connection of
the model vessels to the bars was achieved using two different configurations. One
configuration involved connecting the bars to the model through two pin connec-
tions, one at the end of each bar. The vertical (z) elevation of the pin connections
was identical at either end, allowing the model to both roll about the axis of the
pin connections and undergo simultaneous heave motion. In this configuration, it
follows that the axis of the pin connections, about which the body rolls, defines
the roll centre of the body. In contrast, the other configuration involved connect-
ing each bar to the model at an additional point above the roll centre. With a
two-point connection to each bar, all roll motions were suppressed and the model


















Figure 5.2: Schematic of the experimental arrangement in (a) heave and (b) combined
heave and roll.
model vessels is given on Figure 5.2.
Before proceeding further with the description of the experimental procedure, a
discussion on the roll centre is warranted. In the case of ships the concept of a roll
centre is not clearly and uniquely defined. Traditionally, the roll centre has been
thought to be close to the centre of gravity of the vessel. Hutchison (1990) defines
the roll centre as the elevation at which the sway motion is minimised. Hutchison
(1990) also discusses the concept of a dynamic roll centre, or the elevation about
which the one degree-of-freedom roll equation must be written in order to be valid.
This dynamic roll centre is the principal axis of roll inertia including added mass
and must lie between the centre of gravity and the centre of buoyancy. Since a
unique roll centre cannot be easily defined, the body was connected to the bars at
a point which was in between the centre of gravity and the centre of buoyancy; the
exact location being chosen as that which resulted in an appropriate roll behaviour
during preliminary testing (see below).
The roll behaviour of each model was investigated by performing decay tests.
In these tests the model was given an initial rotational displacement from its equi-
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librium position in still water and allowed to perform free damped oscillations
about the roll centre until it returned to its original at-rest (or equilibrium) po-
sition. The period of the recorded motion is the natural response period in roll,
Tn,r. During these tests the position of the ballast, as well as the point about
which the model was allowed to roll, was adapted so that:
(i) the natural response period in roll at model-scale resembled the full-scale
natural response period in roll for a ship with the corresponding full-scale
hull dimensions (see Table 5.1),
(ii) the roll motion would be neither critically damped or under damped, and
(iii) the maximum recorded roll angle during the most severe wave conditions
tested experimentally would not exceed θmax = 15
◦.
The latter restriction, θmax < 15
◦, was chosen to reflect realistic ship behaviour,
roll angles exceeding 15◦ very rarely, if ever, being observed in practice.
The results of the roll decay tests for the three model arrangements are shown
in Figure 5.3. In this figure, and all subsequent figures concerning decay tests, the
horizontal axis represents time while the vertical axis describes the response over
time (in this case the recorded roll angle, θ(t)) normalised against the displacement
applied immediately before the model is released and allowed to oscillate, θ(t = 0).
Figure 5.3 indicates that bodies A and B, which have the same half-width l and
natural period of roll response Tn,r, show very similar behaviour; the variation
in the draught having a relatively small effect. However, the behaviour of body
C varies significantly having a much more pronounced dynamic response; the
principal reason for this being the higher roll centre chosen to fulfil criteria (i), (ii)
and (iii) above.
Similar decay tests were also performed to identify the response of the models
in heave. In the heave decay tests the model was displaced vertically from its
equilibrium position and allowed to perform free damped oscillations about its
mean vertical position; the period of this oscillation defining the natural response
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Figure 5.3: Experimental roll decay tests for the three bodies: body A,
body B, body C; the properties of the bodies given in Table 5.1.
period in heave, Tn,h. The results of the heave decay tests for the three bodies are
given in Figure 5.4. Two principle observations can be made on the basis of this
data. First, the heave response for all three bodies is damped out more quickly
than the roll response. This perhaps indicates a significant amount of friction-
related damping in the experimental setup in relation to the vertical movement of
the bars on the rollers. Indeed, the presence of significant damping is confirmed
by the observation that the bodies do not exactly return to the initial position,
but settle in an at-rest position which is slightly offset from the initial position,
z = 0. Second, the behaviour of the three bodies is very similar, with only
small differences being observed in the amplitude and natural period of the heave
response. In particular, it was found that the natural period of response, Tn,h,
is directly linked to the volume displacement of the body; a larger displacement
leading to higher Tn,h values. Details of the response characteristics for the three
bodies are given in Table 5.1; the position of the roll centre being defined as the
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Figure 5.4: Experimental heave decay tests for the three bodies: body A,
body B, body C; the properties of the bodies given in Table 5.1.
vertical distance above the base of the body.
5.2.2 Instrumentation
The instrumentation employed during these experiments consisted of sixteen wave
gauges to record the water surface elevation upwave and downwave of the body
and both an accelerometer and a displacement transducer to record the motions
of the body. Taking each in turn, the instrumentation can be described as follows.
The wave gauges used were standard resistance-type wire gauges. Within the
present tests twelve wave gauges were placed in the main region of interest, upwave
of the body, and a further four wave gauges were placed downwave of the body.
To optimise the resolution of the data it was decided to adjust the gauge spacing
upwave of the body according to the incident wave conditions; the purpose being
to have at least ten measurement points within one wavelength upwave of the
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body. This resulted in a wave gauge spacing of 50mm, 100mm, 150mm, 200mm
and 250mm for incident waves with a period of T = 0.6s, 0.8s, 1.0s, 1.2s and 1.33s
respectively. The wave gauge closest to the body on the upwave (or upstream)
side was kept at a constant distance from the body, this distance being chosen so
that the body would not come into contact with the wave gauge when rolling. The
remaining eleven gauges were positioned further upwave at the chosen spacing.
The accelerometer was a Kionix tri-axis accelerometer (KXM52-1050) with a
measuring range of ±2.0g and a sensitivity of 660mV/g in all three directions of
measurement. The accelerometer was fixed on each model at a known vertical
distance directly above the roll centre. Given this arrangement, when the body
moves in heave, the recorded acceleration has only one non-zero component, the
z-component, and this corresponds to the vertical acceleration of the body. When
the body moves in roll, the recorded acceleration has two non-zero components:
a y-component and a z-component, both being related to the tangential and the
normal components of acceleration along the arc prescribed by the roll motion of
the body. In the case of combined heave and roll motion, the y- and z-components
of the recorded acceleration contain components due to both the heave and roll
motion.
The displacement transducer consisted of a Micro-Epsilon optoelectric mea-
surement system (optoNCDT1401) with an inbuilt Class 2 laser. This system
uses triangulation to measure the position of a given surface without contacting
the surface. It has a measuring range of 50 − 150mm and an accuracy of 20µm.
The laser was fixed to the structure of the wave flume at a distance of 100mm
vertically above the roll centre and pointed downwards onto a reflective target
fixed on the body at a z-elevation corresponding to the roll centre. In this way,
when the body moved in heave or in combined heave and roll the displacement
transducer measurement corresponded to the vertical translation x3.
Prior to conducting the laboratory observations, it was thought possible to
analyse the accelerometer measurements to obtain the required x3 and x4 motion
vectors; the data arising from the displacement transducer providing a redundancy
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in the measurement system. However, when analysing the accelerometer data var-
ious difficulties were encountered; the main problem being that the accelerometer,
which is fixed to the body, measures in a moving frame of reference undergoing
both translation and rotation.
This difficulty was overcome by utilising the displacement transducer data.
This measures vertical displacement in a fixed frame of reference, isolating heave
motion only. The vertical acceleration due to heave can be calculated by com-
puting the double time-derivative of the vertical displacement. It is then assumed
that the vertical resultant of the “local” y- and z-components of the accelerome-
ter measurement in a moving frame of reference must coincide with the vertical
acceleration obtained from the displacement transducer. In addition, small angle
approximations are used for the sine and cosine of the roll angle. For an angle of
10◦ these approximations introduce errors of less than 5%. A solution for the angle
between the moving frame of reference in which the accelerometer is measuring
and the fixed frame of reference, Oxyz, can then be found; this angle correspond-
ing to the angle of roll. This method was found to be adequate, but suffers from
inaccuracies arising from the division of small quantities such as the acceleration
measurements. These problems are accentuated by a noisy acceleration signal. In
spite of these issues, it is possible to obtain a maximum roll angle with an accuracy
of ±2◦. The results of this method were verified against visual observation using
video recordings of various wave cases, and good agreement was observed.
5.3 Numerical Model
The numerical model used in this chapter is a fully nonlinear two-dimensional
BEM model capable of simulating the interactions of a wave field with a floating
body in the time domain. The development and full validation of this model can be
found in Peric (2011). This numerical model employs the multiple flux formulation
of Hague & Swan (2009) to overcome the corner problem; a summary of this
formulation being given in Section 3.3.1. The model can simulate both forced
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motion and wave-induced motion. The former corresponds to a body undergoing
a prescribed motion in otherwise still water conditions and represents the radiation
problem, whilst the latter corresponds to a freely floating body responding to an
incident wave field. In both cases the body may undergo either heave, roll, or
combined heave and roll; the model being ideally suited to compare with the
experimental observations outlined in Section 5.2.
With regards to the body characteristics, the inputs required for the numerical
model are the body width and draught and, if roll motions are required, a pre-





, where I is the moment of inertia of the body and A is the surface area
of the cross-section. In effect, this determines the distribution of weight within
the cross-section of the body. For the purpose of the present chapter, the inputs
into the numerical model were determined so as to match the experimental setup
as closely as possible. Accordingly, the body geometry and the position of the
roll centre were defined as in Table 5.1. Unfortunately, the value of the radius
of gyration, rxx, corresponding to the physical models could not easily be mea-
sured or calculated. As an alternative, the value of rxx was adjusted in successive
model runs until the natural period of roll obtained from a numerical roll decay
test matched the natural period of roll observed in an experimental decay test. A
summary of the geometry and response characteristics of the numerical test cases
is given in Table 5.2.
Unfortunately, for reasons discussed in detail in Section 5.4.2, in the case of
combined heave and roll direct comparisons between the experimental observations
and the numerical model predictions were not possible. As a result, the numerical
computations presented in this chapter in relation to wave-induced motion are
limited to the heave only case. In contrast, the numerical results relating to the
occurrence of forced motions include both heave and roll.
In comparing the heave only experimental results to the numerical predictions,
two different sets of numerical computations were undertaken. The first involves
the original BEM model of Peric (2011), whilst the second involves an adaptation
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Table 5.2: Numerical test cases for the two-dimensional floating structure tests.
Test Case A B C
Structure draught, H(m) 0.114 0.164 0.140
Structure half-width, l(m) 0.23 0.23 0.15
Roll centre, zr(m) 0.049 0.074 0.097
Response period in roll, Tn,r(s) 1.03 1.04 1.22
Response period in heave, Tn,h(s) 1.10 1.21 1.06
of the numerical model to represent the frictional or viscous damping present in
the experimental setup. This adaptation involves incorporating a damping term
in the calculation of the restoring force acting on the body, thereby reducing
the body response and simulating the frictional effects in the experimental setup.
The applied damping was chosen to be proportional to the velocity of the body,
the constant of proportionality being determined empirically to achieve the best
possible agreement between the numerical and the experimental heave decay tests.
Figure 5.5 presents a comparison between the experimental heave decay test
and the corresponding numerical decay tests with and without the additional
damping term; subplots (a), (b) and (c) addressing bodies A, B and C respectively.
In considering this data it is clear that there are significant differences between
the experimental data and the numerical calculations without additional damping,
thus emphasising the importance of the additional viscous/frictional effects. With
the introduction of additional damping better agreement is achieved, but some
significant differences remain; particularly in the initial stages of the motion. This
reflects the fact that the effective damping is not simply dependent upon the
velocity of the body. Nevertheless, it will be shown in the subsequent discussion
of results that the improved fit provided by the additional damping facilitates a
better understanding of the measured data.
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Figure 5.5: Comparison between the experimental heave decay test and the numerical
heave decay tests with and without damping for (a) body A, (b) body B and (c) body
C: experimental decay test, numerical decay test, numerical decay test
with additional damping term.
5.4 Discussion of Results
This section presents both the experimental observations and the numerical cal-
culations; the purpose being to provide insights into the physical processes occur-
ring during the interaction of an incident wave field with a floating body. First,
data relating to a body responding in heave only are considered, and comparisons
provided with the fixed body data discussed in Chapter 4. These comparisons
highlight the importance of the heaving motions. Second, data relating to a body
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responding in both heave and roll is compared to the heave only results; the
purpose of these comparisons being to identify the additional effect of the roll
motions.
5.4.1 Body moving in heave
Wave-induced motion
Figure 5.6 concerns the heave motions of the three bodies providing a comparison
between the experimental observations and the numerical predictions; the latter
including calculations both with and without the additional damping. Within
Figure 5.6 subplot (a) concerns the amplitude of heave motion, ah, while subplot
(b) gives the corresponding Response Amplitude Operator (RAO). All of this
data relates to an incident wave steepness ak = 0.1, and addresses a range of
incident wave periods. The amplitude of heave motion, ah, has been calculated
as half the difference between the maximum and minimum vertical displacement,
ah = (zmax − zmin)/2. Likewise, the RAO has been obtained by dividing the
amplitude of the heave motion, ah, by the incident wave amplitude, a
inc
1 , and
in this case the data is plotted in terms of a non-dimensional period T/Tn,h,
where Tn,h is the natural period of the response in heave. In presenting these
results, and several that follow, it should be noted that (contrary to Chapter 4)
the data describing the wave field around the body and the body motions, with
the exception of RAO’s, is expressed as a function of the incident wave period, T ,
as opposed to the incident wavenumber, k. This facilitates an understanding of
the relationship between the natural period of the body in heave and the resulting
wave field and motions.
Considering first the amplitude of the heave motion, ah, it is clear that, for
all three test cases, the heave response recorded in the experiment is significantly
smaller than the heave response predicted in the numerical computations without
additional damping. Interestingly, in spite of the observed differences in the decay
tests (Figure 5.5), including a damping term in the numerical model produces
153
5.4 Discussion of Results




























































Figure 5.6: Comparisons between the observed and predicted heave response for an
incident wave steepness of ak = 0.1. (a) Amplitude of heave motion, ah, and (b)
Response Amplitude Operator in heave: ∗ body A - experiment, ◦ body B - experiment,
x body C - experiment, ∗ body A - numerical model, ◦ body B - numerical model, x
body C - numerical model, ∗ body A - numerical model with damping, ◦ body B -
numerical model with damping, x body C - numerical model with damping.
very good agreement between the experimental observations and the numerical
computations. This confirms the view that the differences between the experi-
mental observations and the numerical computations without damping are due to
the effects of friction within the experimental setup; particularly the movement
of the bars between the rollers and the enhanced viscous effects that occur within
the narrow gap between the side walls of the flume and the ends of the model
structure.
In respect of the RAO’s, the numerical predictions without additional damping
exhibit a local maximum around the natural heave period, reaching values of
almost 2. In contrast, the RAO’s based upon the experimental observations or the
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numerical predictions with additional damping are in good agreement, achieving
a maximum value of 1 for the longest waves considered, and showing less evidence
of a marked peak in the response. Furthermore, the experimental observations
suggest that the behaviour of the three bodies is relatively similar in spite of their
different dimensions and response characteristics. These results suggest that the
motion of the body is too heavily damped to exhibit significant dynamic excitation;
the amplitudes of the heave motion being generally less than the incident wave
amplitudes.
At this stage it is of interest to determine whether the recorded and predicted
motions are mainly linear or contain some nonlinear harmonics. Figure 5.7 shows
the results of a fast Fourier transform (FFT) applied to the heave motions. Since
the numerically predicted motions with additional damping are very similar to
those recorded in the experimental study, only comparisons between the exper-
imental data and the numerical computations without damping are presented.
These results confirm that in both cases the heave motion is dominated by the
linear (first) harmonic; the second harmonic components being small and not ex-
ceeding 6% of the linear component for an incident wave steepness of ak = 0.1.
The FFT results also reveal the existence of a significant zeroth harmonic motion.
This corresponds to an offset, which is especially large for large amplitude motions
and particularly prominent in the numerical results without additional damping.
This offset was negative, indicating a net vertical displacement beneath the still
water level.
Having considered the body motions, the wave field around the body was
investigated. Due to the heave motion the situation is significantly more complex
than was the case for the fixed body discussed in Chapter 4. When the incident
wave meets the body part of the wave energy is reflected due to the presence of
the body, part of the wave energy is transmitted under the body, and part of the
energy excites the body in heave. In an ideal (numerical) simulation no energy is
lost since the body motion leads to the generation of radiated waves. However,
in the experiment some energy is lost as work must be done to overcome the
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Figure 5.7: Harmonic decomposition of the body motion for an incident wave steepness
of ak = 0.1. (a) Experimental data; (b) numerical computations without damping: ∗
body A - first harmonic, ◦ body B - first harmonic, x body C - first harmonic, ∗ body
A - second harmonic, ◦ body B - second harmonic, x body C - second harmonic, ∗ body
A - offset, ◦ body B - offset, x body C - offset.
frictional effects. Intuitively, it is to be expected that the amount of reflection
and/or transmission will be linked to the heave motion, the upward (positive)
heaving of the body allowing a larger proportion of the incident wave energy to be
transmitted under the body. In addition, it is known from the radiation problem
that the motion of the body will itself cause a radiated wave field.
In order to analyse the surface elevation data, the harmonic decomposition
method outlined in Chapter 4 is employed, a full description of the method being
given in Section 4.2.2. It has been previously shown that this method can be
successfully used to analyse the wave field upwave of the body, separating linear
wave components propagating towards or away from the body, and second-order
bound and free wave components propagating towards or away from the body.
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However, in the case of a floating body free to respond in at least one degree of
freedom, the wave field upwave of the body comprises of the incident wave field
and a scattered wave field, the latter caused by combined reflection and radiation.
As a result, the linear wave field upwave of the body contains a linear incident
wave component combined with both a linear reflected and a linear radiated wave
component; the sum of the latter two components appearing as a single wave
propagating away from the body in the upstream direction. Unfortunately, it is
not possible to separate two wave components which have the same frequency,
the same wavenumber, and propagate in the same direction. Accordingly, they
are thought of as one wave component. Indeed, even though linearly the floating
body problem can be thought of as the addition of a reflection/diffraction problem
and a radiation problem (see Section 2.4), the second-order wave field is the result
of the combined process.
Figures 5.8 and 5.9 concern the results of the harmonic decomposition method,
identifying the linear wave components; Figure 5.8 relating to the experimental
data and Figure 5.9 to the numerical computations with and without additional
damping. In these figures, subplot (a) concerns the amplitude of the linear wave
component propagating upwave of the body, normalised with respect to the linear
incident wave amplitude. For simplicity this quantity will be referred to as a
reflection coefficient, Kr. However, it is clear from the discussion above that, in
the case of a floating body, this corresponds to a combined reflection-radiation
coefficient. Subplot (b) concerns the amplitude of the linear wave component
propagating away from the body in the downstream region, again normalised
with respect to the linear incident wave amplitude. In the discussion that follows,
this quantity is referred to as a transmission coefficient, Kt, which in the floating
body case will again include a radiated wave component. Results relating to both
a fixed body and a body responding in heave are presented; the former having
been previously shown in Figure 4.9.
Consider first the floating body results. Comparing Figures 5.8 and 5.9, it is
seen that there are some notable differences between the experimental data and
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Figure 5.8: Comparisons between the fixed and floating body experimental data for a
wave steepness of ak = 0.1. (a) Linear reflection coefficient, Kr, (b) linear transmission
coefficient, Kt: ∗ body A - fixed, ◦ body B - fixed, x body C - fixed, ∗ body A - heave,
◦ body B - heave, x body C - heave.
the numerical computations without damping. In the numerical computations
Kr consistently increases at the upper end of the period range, T = 1.33s, when
compared to T = 1.2s. In addition, for T = 1.0s the results for body B differ sig-
nificantly from the results for the other two bodies. Taken as a whole, the inclusion
of the damping term generally improves the agreement between the experimental
results and the numerical computations.
The differences noted in Figures 5.8 and 5.9 raise the issue of relative phasing
between the reflection and radiation processes. This is believed to play a more
significant role in the numerical results without additional damping where the
bodies respond in heave without the influence of friction/viscous effects. As dis-
cussed previously, the linear wave component propagating away from the body
in the upwave direction is the combined result of a reflected and a radiated wave
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Figure 5.9: Comparisons between the fixed and floating body numerical calculations for
a wave steepness of ak = 0.1. (a) Linear reflection coefficient, Kr, (b) linear transmission
coefficient, Kt: ∗ body A - fixed, ◦ body B - fixed, x body C - fixed, ∗ body A - heave
without damping, ◦ body B - heave without damping, x body C - heave without damping,
∗ body A - heave with damping, ◦ body B - heave with damping, x body C - heave with
damping.
component. By assuming linear superposition of the reflection and radiation pro-
cesses, it follows that the amplitude of the linear reflected wave component can
be obtained from the fixed body problem, while the amplitude of the radiated
wave component can be obtained from the forced body (radiation) problem. Sub-
sequent results will show that understanding the phasing between these two wave
components is not straightforward. Furthermore, this phasing is a crucial factor
in determining the amplitudes of the linear and second-order wave components
propagating away from the body in the upstream direction.
Comparing the floating body results with the fixed body results, it is generally
observed that the heave motion acts to reduce Kr and increase Kt. Furthermore,
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comparisons with the heave motions presented in Figure 5.6 indicate that, gener-
ally speaking, the larger the heave motion amplitude, ah, the larger the decrease in
Kr between the fixed and the floating body cases; the exact relationship being de-
pendent on the relative phasing between the reflection and the radiation processes
discussed previously. However, it is clear that, in the case of the experimental
data (and the numerical results including additional damping) a decrease in Kr is
accompanied by a relatively small increase in Kt. In contrast, in the case of the
numerical computations without additional damping a decrease in Kr relative to
the fixed body results is accompanied by a significant increase in Kt.
Although the inclusion of an additional damping term in the numerical model
improves the agreement between the experimental and the numerical results, the
numerical model predicts larger Kr values when compared to the experimental
observations, particularly for short wavelengths. This may, in part, be due to the
fact that, since it is applied to the body motion, the damping term represents the
energy lost in the experimental study due to the response of the body in heave.
As such, it does not account for energy lost due to friction on the side-walls of
the wave flume. This latter effect will be more significant for the high frequency
(short wavelength) waves and may, in part, be responsible for the lower Kr values
observed in the experimental study.
To continue our analysis of the recorded data, the second-order wave compo-
nents present in the flow are considered. With an important aim of the present
study being to determine whether nonlinear terms propagating upwave can, after
interacting with the incident wave field, result in a wave impact on the side-shell
of the body, the discussion which follows focuses on the freely propagating second-
order wave component present in the upwave region. Figures 5.10 and 5.11 concern
the amplitude of the freely propagating second-order wave component, af2 , nor-
malised with respect to the amplitude of the second-order incident bound wave
component, ainc,b2 , in the upwave region; Figure 5.10 presenting experimental data
and Figure 5.11 numerical computations with and without additional damping.
Data is presented for each of the three bodies and plotted against incident wave
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Figure 5.10: Normalised amplitude of the freely propagating second-order wave compo-
nent, af2/a
inc,b
2 , in the upwave region; experimental data for a wave steepness of ak = 0.1.
Comparisons between the three bodies fixed in position and responding in heave: ∗ body
A - fixed, ◦ body B - fixed, x body C - fixed, ∗ body A - heave, ◦ body B - heave, x
body C - heave.
period, comparisons being made between the bodies responding in heave and fixed
in position.
It is clear that, for a floating body responding in heave, the freely propagating
second-order wave component generated due to the wave-structure interaction is of
a similar magnitude to that observed in the fixed body case. However, its variation
with the wave period differs from the fixed body case. This is to be expected, since
the freely propagating second-order wave component arises from a need to satisfy
the boundary conditions in the wave-body interaction problem; the heave motion
of the body altering the form of these body boundary conditions. The effect of the
heave motion on the normalised amplitude of the freely propagating second-order
wave component, af2/a
inc,b
2 , relative to the fixed body case, specifically whether
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Figure 5.11: Normalised amplitude of the freely propagating second-order wave com-
ponent, af2/a
inc,b
2 , in the upwave region; numerical calculations for a wave steepness of
ak = 0.1. Comparisons between the three bodies fixed in position and responding in
heave: ∗ body A - fixed, ◦ body B - fixed, x body C - fixed, ∗ body A - heave without
damping, ◦ body B - heave without damping, x body C - heave without damping, ∗
body A - heave with damping, ◦ body B - heave with damping, x body C - heave with
damping.
there is an increase or a reduction, depends upon the amplitude of the heave
motion and the relative phasing between the reflection and radiation processes.
For the test cases considered in Figures 5.10 and 5.11, the heave motion acts
to increase af2/a
inc,b
2 for incident wave periods T ≤ 1.0s. In contrast, for T > 1.0s
af2/a
inc,b




2 is observed for
incident wave periods close to the natural response period in heave, Tn,h; this effect
being particularly prominent in the numerical computations without damping.
The data presented in Figures 5.10 and 5.11 suggests there is a link between the
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the fact that in the numerical computations without additional damping the peak
value of af2/a
inc,b
2 significantly exceeds its corresponding value in the experimental
data and the numerical computations with damping, confirms that the more the




Overall, the variation of af2/a
inc,b
2 with the body geometry is largely unaffected
by the heave motion; the data being consistent with the fixed body observations
of Chapter 4. The three bodies considered have similar half-widths, l; small vari-
ations in this characteristic having little influence on the value of af2/a
inc,b
2 . In
contrast, the variation in draught, H, has a significant influence on af2/a
inc,b
2 ; shal-
lower draughts leading to larger second-order components. In considering these
results, a notable exception is body B, the two longest wave cases with periods
1.2s and 1.33s showing significant departures from this trend. A possible expla-
nation for this difference lies in the phase difference between the incident wave
field and the body motion; the issue of phasing being discussed in more detail in
subsequent sections.
Concluding this sequence of comparisons, Figure 5.12 concerns the effect of the
incident wave steepness. The data presented relates to numerical computations
without additional damping for the three bodies responding in heave, comparisons
being provided between three wave steepnesses (ak = 0.05, 0.075, 0.1). A total of
four subplots are provided: (a) concerns the linear reflection coefficient, Kr, (b)
the linear transmission coefficient, Kt, (c) the normalised amplitude of the freely
propagating second-order wave component, af2/a
inc,b
2 , in the upwave direction, and
(d) the Response Amplitude Operator (RAO) in heave. Taken together the four
plots indicate that the wave steepness has little bearing on the predicted data.
Given the non-dimensional nature of the quantities considered, these results are
exactly as expected; the implications of subplots (c) and (d) being that the ampli-
tude of the second order freely propagating wave component, af2 , is proportional
to the amplitude of the incident bound second-order component, ainc,b2 , and the
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Figure 5.12: Variation with the incident wave steepness of (a) the linear reflection
coefficient, Kr, (b) the linear transmission coefficient, Kt, (c) the amplitude of the nor-
malised freely propagating second-order wave component in the upwave region, and (d)
the Response Amplitude Operator (RAO) in heave obtained from numerical computa-
tions: ∗ body A - ak = 0.05, ◦ body B - ak = 0.05, x body C - ak = 0.05, ∗ body A -
ak = 0.075,◦ body B - ak = 0.075, x body C - ak = 0.075, ∗ body A - ak = 0.1, ◦ body
B - ak = 0.1, x body C - ak = 0.1.
irrespective of the incident wave steepness.
Forced motion
The data presented above concerned the case of a floating body undergoing a
wave-induced heave. By comparing this data to the case of a fixed body, a partial
explanation of the data has been achieved. However, the relative contribution of
the reflection and radiation processes and the phase relationship between them
remains unknown. To investigate this further the radiation process is explored by
adapting the numerical model to simulate a forced motion. Since this investigation
164
5.4 Discussion of Results


















Figure 5.13: Amplitude of the linear radiated wave, arad,h1 , normalised with respect
to the harmonic amplitude of the linear component of forced motion, Ah1 ; comparisons
between the three test cases: ∗ body A, ◦ body B, x body C.
is undertaken using only the numerical model, with no experimental data being
presented, all the results presented in this section concern numerical computations
without the inclusion of the additional damping discussed in the previous section.
To obtain results consistent with the earlier wave-induced case, the prescribed
body motion is the motion predicted by the numerical model for a body undergoing
wave-induced motion. The three main components of the motion, including the
linear, second-order and the offset components presented in Figure 5.7(b), are
included. In considering the results presented below, it should be noted that in
the case of a forced heave motion, the generated wave field is symmetric about
the z-axis, the latter coinciding with the centreline of the body.
Figure 5.13 concerns the linear wave field generated due to the forced body
motion. The figure presents the amplitude of the linear radiated wave, arad,h1 ,
normalised with respect to the harmonic amplitude of the linear component of
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forced motion, Ah1 ; the latter obtained by undertaking a fast Fourier transform
of the recorded motion. These results indicate that the normalised amplitude of
the linear radiated wave, arad,h1 /A
h
1 , varies between 0.35 and 0.85. In considering
these results, it is clear that arad,h1 /A
h
1 is dependent upon both the frequency of the
incident waves and the body geometry. This is to be expected since the amplitude
of the radiated wave represents a damping of the motion as energy leaves the
system. As such, it is directly linked to the hydrodynamic damping coefficient
which is known to be dependent on both the frequency of the incident waves and
the body geometry.
It has already been noted that the wave field around a body undergoing wave-
induced motion is a function of the relative phasing between the reflection and
radiation processes. The reflection process has been discussed extensively in the
context of a fixed body (Chapter 4). By exploring the radiation process separately,
using the present BEM model to undertake numerical calculations involving forced
body motion, and by comparing these results with the earlier fixed body data, the
relative phasing of the components can be further understood.
The importance of this phasing can be demonstrated as follows. Figure 5.13
shows that when body C is undergoing a forced heave motion with a period of 1.33s





or arad,h1 = 19mm is generated. The wave which caused this heave motion, in the
wave-induced motion problem, has an amplitude of ainc1 = 44mm and a period of
1.33s. Considering now the reflection process for the same body fixed in position
interacting with this incident wave, Figure 5.9 gives aref1 /a
inc
1 = 0.68 or a
ref
1 =
30mm. The significance of the relative phasing between these two processes is now
clear: the radiation process prescribes arad,h1 = 19mm in the upstream direction,
whilst the reflection process prescribes aref1 = 30mm again propagating upstream.
However, Figure 5.9 indicates that body C moving in heave results in a combined
linear wave component propagating upstream which has an amplitude of 15mm.
This final result can only be explained if the phasing between the linear radiated
and the linear reflected component is such that they partially (or substantially)
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Figure 5.14: Amplitude of the linear reflected, linear radiated and combined linear re-
flected and radiated wave component each normalised with respect to the linear incident
amplitude, ainc1 : ◦ fixed (or aref1 ), ◦ forced (or arad,h1 ), ◦ floating (or aref+rad,h1 ).
cancel each other out.
This point can be clearly demonstrated using body A as an example. Figure
5.14 concerns the non-dimensional amplitudes of: (a) the linear reflected wave am-
plitude obtained from the fixed body problem, aref1 , (b) the linear radiated wave
amplitude obtained from the radiation problem, arad,h1 , and (c) the amplitude of
the linear wave component propagating away from the body in the upstream di-
rection in the combined wave-induced motion problem, aref+rad,h1 . These terms are
respectively referred to as the fixed, forced and floating data and are normalised
with respect to the linear incident amplitude, ainc1 . Figure 5.14 clearly shows that
in the three longest wave cases the linear reflected and radiated wave components
are practically equal, but the resulting wave amplitude varies significantly depend-
ing on the relative phasing between them; the implication of this being that the
phasing between the reflection and radiation processes is frequency dependent.
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This process is important because it is critical in determining the amplitude of
the freely propagating second-order wave component. Since the linear reflected and
linear radiated wave components behave as one wave, the amplitude of the second-
order bound wave is such that the combined reflected/radiated wave satisfies the
free surface boundary conditions. In turn, the amplitude of the second-order
bound wave determines the amplitude of the freely propagating second-order wave
component which must exist in order to satisfy the boundary conditions on the
body. Given that the freely propagating second-order wave component is the
dominant component in the second-order wave field, it is clear that in order to
accurately predict the second-order wave field the combined wave-induced problem
must be solved, rather than the separate reflection and radiation problems. This
point is illustrated in Figures 5.15 and 5.16.
Figure 5.15 concerns the linear harmonic amplitudes (O(ak)) in the vicinity of
body A; this data obtained by performing a fast Fourier transform on the surface
profiles predicted by the numerical model in the following situations:
(i) a body undergoing wave-induced motion (floating),
(ii) a body forced to move according to a prescribed motion in otherwise still
water conditions (forced), and
(iii) a body fixed in position and subject to a prescribed wave field (fixed).
In addition, the results of a fast Fourier transform performed on a surface profile
obtained by adding the profiles from (ii) and (iii) are shown and subsequently
referred to as forced+fixed. Figure 5.16 presents similar results concerning the
second-order harmonics (O(a2k2)). It is clear that, whilst the addition of the
reflection and radiation problems can satisfactorily predict the linear wave field,
the second-order wave field predicted in this way would be grossly overestimated
in the upstream region and underestimated in the downstream region. This result
is to be expected since linear superposition cannot (and should not) be applied to
nonlinear effects.
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Figure 5.15: Linear harmonic amplitudes (O(ak)) in the vicinity of body A; data based
upon a fast Fourier transform of the surface profiles predicted numerically for the body
undergoing wave-induced motion, forced motion, being fixed in position, and the sum of
the two latter cases (T = 1.2s, a = 44mm, k = 2.8621/m): floating, forced,
fixed, forced + fixed ( denotes the position of the structure).
5.4.2 Body moving in combined heave and roll
This section considers the situation where the body is allowed to respond in two
degrees of freedom, undergoing combined heave and roll. Unlike the previous
section, the results presented herein primarily concern experimental data. The
explanation for this lies in two parts. First, to successfully model roll motions
within a BEM formulation, a fully Lagrangian representation must be adopted.
This is markedly different to the semi-Lagrangian formulation adopted in the
heave only calculations, presents significant numerical complications and has been
an important part of the work undertaken by Peric (2011).
Second, the nature of any roll motions and the practical importance of viscous
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Figure 5.16: Second-order harmonic amplitudes (O(a2k2)) in the vicinity of body A;
data based upon a fast Fourier transform of the surface profiles predicted numerically
for the body undergoing wave-induced motion, forced motion, being fixed in position,
and the sum of the two latter cases (T = 1.2s, a = 44mm, k = 2.8621rad/m):
floating, forced, fixed, forced + fixed ( denotes the position of the
structure).
roll damping is such that it is not possible to simulate wave cases with periods
close to the natural roll period of the body, Tn,r, using a potential flow model. This
issue can, of course, be overcome by introducing an empirical damping factor in a
similar fashion to that adopted in the heave calculations. Indeed, in the present
cases the magnitude of the empirical damping term was again scaled such that
the numerically predicted roll decay tests matched the experimental roll decay
tests, excellent agreement being achieved. However, in spite of the inclusion of
this damping term, it proved very difficult to achieve numerical results relating
to a wide range of regular waves with a realistic steepness. Indeed, for ak = 0.1
and even ak = 0.075, several key cases proved to be non-convergent. A complete
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set of results for all incident wave periods was obtained for an incident wave
steepness ak = 0.05. However, at this wave steepness nonlinear effects are small,
and in the case of the experimental data, the magnitude of any second-order
terms present in the flow is comparable to the measurement errors. As a result,
no direct comparisons could be made between the experimental data and the
numerical predictions. Given these limitations, it was decided to concentrate on
the experimental data relating to the steeper wave cases; this data providing
the best description of the important nonlinear effects. However, use is made of
the numerical model to investigate the radiated wave field generated in roll by
simulating forced body motions.
Having considered the experimental cases it was observed that an incident
wave steepness of ak = 0.1 produced excessively large roll motions in body B for
an incident wave period of T = 1.0s. As a result, no data was collected for this
case. To provide a consistent set of results, the experimental data presented in
this section all relates to an incident wave steepness of ak = 0.075.
Before proceeding with the discussion of the experimental results some com-
ments on mode coupling are necessary. For a ship responding with six degrees-
of-freedom, the existence of mode coupling is well known and extensively studied
in the literature. Linearly, mode coupling is assumed to exist between sway, yaw
and roll (lateral modes), and between heave, pitch and surge (longitudinal modes),
but the lateral modes are assumed to be uncoupled from the longitudinal modes
(Faltinsen 1993). Nonlinearly, the coupling of roll and pitch is well known; in head
or following seas the wave-induced excitation in pitch causes parametric resonance
in roll which can lead to ship instablity (see, for example, Nayfeh (1988)). A grow-
ing interest in nonlinear ship dynamics has led to many more studies on nonlinear
mode coupling, focusing on the relations between heave, pitch and roll; examples
including Oh et al. (1992) and Liaw & Bishop (1995). In the present study, with
a two-dimensional body responding in two degrees-of-freedom in beam seas, no
evidence of heave and roll coupling was observed. The heave motions recorded in
the combined heave and roll case are very similar to the heave motions discussed
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Figure 5.17: Experimental data describing the roll motions for an incident wave steep-
ness of ak = 0.075. (a) Maximum roll angle, θmax, (b) Response Amplitude Operator
in roll: ∗ body A, ◦ body B, x body C.
in the previous section and will not be reconsidered in this section.
Figure 5.17 concerns the roll motions recorded in the experimental study; Fig-
ure 5.17(a) relating to the maximum roll angle and Figure 5.17(b) the Response
Amplitude Operator (RAO) in roll. The roll RAO is defined as the maximum roll
angle, θmax, in radians divided by the linear incident wave amplitude, a
inc
1 , and
is plotted against the ratio of the incident wave period, T , over the natural roll
period, Tn,r.
Figure 5.17(a) indicates that an increase in wave period leads to a correspond-
ing increase in the absolute roll angle; the only exception being the longest wave
case interacting with bodies A and C for which the heave motion becomes dom-
inant. The data presented on Figure 5.17(b) indicates that Body C exhibits a
clear dynamic excitation with a peak in the RAO around the natural period of
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response. A similar, albeit less distinct, response is apparent for body A; while
body B exhibits no clearly defined maximum in the vicinity of T/Tn,r = 1.0. The
marked difference between body C and bodies A and B is consistent with the roll
decay test results shown in Figure 5.3.
The recorded wave field in the vicinity of the body has again been analysed
using the harmonic decomposition method, Method 2 outlined in Section 4.2.2.
Figure 5.18 concerns the amplitude of the linear wave components propagating
away from the body in both the upstream and downstream directions. Once again,
this data has been normalised with respect to the linear incident wave amplitude,
and the quantities denoted as Kr and Kt respectively; earlier comments concerning
the inclusion of a radiated wave component again being relevant. Data relating to
the three bodies (A, B and C) responding in combined heave and roll are provided
together with the heave only data; similar data for an incident wave steepness of
ak = 0.1 having been previously presented in Figure 5.8. Comparisons between
Figures 5.8 and 5.18 suggest that whilst the heave only motion of the body causes
significant changes to the upstream linear wave field, relative to that recorded for
a fixed body, the additional roll motion causes only a small additional change.
Indeed, for body C the additional roll motion has a minimal effect on the linear
wave field both upstream and downstream of the body.
To further investigate the effect of the roll motion on the linear wave field
the numerical model can be used to predict the surface profile around a body
undergoing forced roll motion. The prescribed roll motions, defining the input
to the numerical model, correspond to the motions recorded for an incident wave
steepness of ak = 0.075 described on Figure 5.17(a). Figure 5.19 presents the
results of these forced motion tests; Figure 5.19(a) describing the amplitude of
the linear radiated wave component, arad,r1 , varying with wave period, and Figure
5.19(b) arad,r1 /θmax, the latter measured in radians.
It is clear from the results presented on Figure 5.17 that body C differs signifi-
cantly from bodies A and B; the amplitude of the linear radiated wave component,
arad,r1 , being significantly smaller in this case. This implies that for body C un-
173
5.4 Discussion of Results





























































Figure 5.18: Comparisons between the heave and the heave and roll experimental
data for a wave steepness ak = 0.075. (a) Linear reflection coefficient, Kr, (b) linear
transmission coefficient, Kt: ∗ body A - heave, ◦ body B - heave, x body C - heave, ∗
body A - heave and roll, ◦ body B - heave and roll, x body C - heave and roll.
dergoing roll motions the hydrodynamic damping is small relative to the added
mass. As the body rolls most of the energy in the motion is used to accelerate and
decelerate the fluid around the body and very little of that energy actually leaves
the dynamic system in the form of a radiated wave. This effect is well known
in wavemaker theory, leading to a situation in which a (theoretical) wavemaker
moves but does not generate any significant waves.
Comparisons between Figures 5.18 and 5.19 show that, when the linear radiated
wave component due to roll is small, the linear wave field in combined heave and
roll is very similar to the linear wave field in heave only. However, when the linear
radiated wave component generated in roll becomes larger, (say > 3mm), there is
no clear pattern as to the effect that this radiated wave has on the linear wave field
recorded in heave only. This is due to variations in the relative phasing between
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Figure 5.19: Numerical calculations describing forced roll motion. (a) The amplitude
of the linear radiated wave component in roll, arad,r1 , (b) the amplitude of the linear
radiated wave component in roll normalised with respect to the maximum roll angle,
θmax: ∗ body A, ◦ body B, x body C.
the reflection process, the radiation process in heave and the radiation process in
roll; all three varying with the incident wave period and body characteristics.
Figure 5.20 concerns the amplitude of the freely propagating second-order wave
component in the upwave region, af2 , normalised with respect to the amplitude of
the second-order incident bound wave component, ainc,b2 . Data relating to the three
bodies undergoing heave motion only and combined heave and roll motions are
presented. In the case of bodies B and C this data confirms that, if the incident
wave period, T , coincides approximately with the natural response period in roll,
Tn,r, the amplitude of the freely propagating second-order wave component, a
f
2 ,
becomes large, exceeding four or even five times the amplitude of the second-order
incident bound wave component, ainc,b2 . For all other incident wave periods, it is
observed that af2/a
inc,b
2 is equal to or exceeds its corresponding value in the heave
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Figure 5.20: Normalised amplitude of the freely propagating second-order wave com-
ponent, af2/a
inc,b
2 , in the upwave region for a wave steepness of ak = 0.075. Comparisons
between experimental data for the three bodies responding in heave and combined heave
and roll: ∗ body A - heave, ◦ body B - heave, x body C - heave, ∗ body A - heave and
roll, ◦ body B - heave and roll, x body C - heave and roll.
only case. This is not so for body A, where it is clear that the additional roll
motion results in significant reductions in the value of af2/a
inc,b
2 for all incident
wave periods, with no peak observed at the natural roll period. Once again, it
is believed that the explanation for these differences lies in the relative phasing
between the heave and roll motions; the combined body motion determining the
balance of the second-order terms on the body boundary and hence the amplitude
of the freely propagating second-order wave component.
Taken as a whole, the present results indicate that when a body undergoes
combined heave and roll both the linear and the second-order wave field become
far more complex when compared to the heave only data. The roll behaviour varies
significantly between different bodies depending on their geometry, hydrodynamic
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properties and distribution of mass within the body. Surprisingly, even when two
bodies exhibit a similar roll response, such as bodies A and B, and cause a relatively
similar effect on the linear wave field in roll they may result in a very different
second-order wave field. Given that the freely propagating wave component is
generated as a result of the mismatch of the body boundary conditions, it is clear
that the relative phasing of the heave and roll processes and the components so
generated are of fundamental importance.
5.5 Concluding Remarks
Within this chapter the interaction of regular waves with a floating body respond-
ing in either heave or combined heave and roll has been investigated using a com-
bination of experimental data and numerical computations. Comparisons between
these results and those obtained for a fixed body indicate that the response of the
body can have a significant effect on both the linear and the second-order wave
field generated in the vicinity of the body. The freely propagating second-order
wave component, investigated extensively in the case of a fixed body (Chapter 4),
has also been identified in the vicinity of a floating body. Indeed, it has been shown
that, as in the case of a fixed body, for certain body geometries and incident wave
periods, the amplitude of the freely propagating second-order wave component can
be more than 5 times larger than the amplitude of the second-order bound wave
component. In such cases it is clear that the interaction produces the dominant
contribution to the second-order wave field.
An important characteristic of the results presented herein is the significant
variation observed for different bodies and different incident wave periods. This
apparent unpredictability in the results arises, in part, from the number of vari-
ables affecting the problem, such as the body geometry, the hydrodynamic damp-
ing and added mass coefficients, and the roll characteristics. However, the effects
are further complicated by the relative phasing of the resulting wave components;
subtle changes in the phasing of the linear wave components having a profound
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influence on the nonlinear components generated.
Finally, the data presented so far for both fixed and floating bodies have been
limited to regular waves. Such studies can provide important insights into complex
situations such as the nonlinear wave-body interactions addressed herein. When
the incident wave field comprises of a single freely propagating wave component,
nonlinearities can be isolated and the variation over period can be better un-
derstood. However, real sea states incorporate many different wave components
propagating in different directions. The next chapter addresses the first of these
points describing the interaction of irregular wave groups with two-dimensional
fixed and floating bodies. The understanding of the underlying physical process,
outlined in Chapters 4 and 5, will provide the basis for investigating the increas-
ingly complex wave-body interaction problem.
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ular Wave Groups
So far the focus of the study has been on regular waves interacting with two-
dimensional partially submerged bodies. An understanding of the underlying
physical process has been achieved by first examining the case of a fixed body
in regular waves and gradually introducing additional layers of complexity; the
body being allowed to respond first in one and subsequently in two degrees of
freedom. The present chapter will add a further layer of complexity by examining
the nonlinear interaction of two-dimensional fixed and floating bodies with irreg-
ular waves. In accordance with the previous chapters, the analysis will focus on
the effect of a fixed or floating body on the surrounding linear and second-order
wave fields.
The tools employed in this chapter are similar to those adopted in the previous
two chapters. First, the linearised and second-order BEM models described in
Chapter 3 and the fully nonlinear BEM model of Hague & Swan (2009) are used
to investigate the interaction of a fixed body with a wave group. Second, new
experimental data are presented describing the interaction of a floating body with
a wave group. Since the primary interest of this study lies in understanding
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situations which may lead to wave impacts in realistic sea states, the experimental
and numerical results presented herein focus on the upwave side of the body. Large
amplitude wave groups are considered; the nonlinear interaction between these
groups and the body leading to a significant steepening of the wave field in the
upwave region.
6.1 Method of Analysis
In the previous two chapters the harmonic decomposition method, referred to as
Method 2, has proven to be a very valuable tool in analysing nonlinear surface
profiles, both measured and calculated. In irregular waves, or wave groups, related
methods can be used to undertake a reflection analysis thereby identifying the
incident and reflected/radiated wave spectra. As in the case of regular waves, an
analysis of this type is based on the results of a fast Fourier transform (FFT). Such
an approach explicitly assumes that the water surface elevation is periodic over
some large fundamental time scale. Whilst this is not a problem in the regular
wave cases considered in Chapters 4 and 5, a truly random sea state has no return
period.
To overcome this issue, the wave generation system adopted throughout the
Hydrodynamics Laboratory at Imperial College was designed by Edinburgh De-
signs Ltd and employs a technique known as Multiple Wave Front Synthesis.
Within this method of wave generation, the wave components have frequencies
given by n 1
R
where n is an integer and is referred to as the wave front number
and R is also an integer and corresponds to the repeat period of the sea state.
In the experimental data that follows R = 64s; the lowest front number used is
n = 27 corresponding to the lowest frequency flow = 0.42Hz and the highest front
number used is n = 128 corresponding to the highest frequency fup = 2Hz. All
other wave components, with frequency f = 2pi/ω are generated at a spacing of
1
64
Hz such that flow ≤ f ≤ fup.
Both the water surface elevation and the body motion data was sampled at a
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frequency of 128Hz for a time interval of 64s, resulting in 8192 data points. A
fast Fourier transform on these data records resulted in frequency bins that were
exactly aligned with the frequencies of the generated wave components, hence
enabling a very accurate spectral representation of the generated wave conditions.
For the purposes of this chapter, an identical method of wave generation was
also implemented numerically within the linearised and second-order and the fully
nonlinear BEM models, the latter being due to Hague & Swan (2009).
The Multiple Front Number Synthesis technique described above ensures that
the harmonic decomposition method (Method 2) can be applied to the surface
elevation data with very accurate results. Alternative “reflection” methods such as
those of Goda & Suzuki (1976) and Mansard & Funke (1980) are readily available
and have been commonly employed in other studies. These methods use data from
two and three measurement positions respectively, and determine the spectrum
of waves propagating towards and away from a reflective body or surface. In
accordance with the regular wave cases considered earlier, such methods can also
be applied to determine the reflected/radiated spectrum caused by a floating body.
However, in the present study it was decided to apply Method 2 on each discretely
generated frequency component in a similar manner to that adopted in regular
waves. As discussed in Section 4.2.2, Method 2 is an adaptation of the Lin &
Huang (2004) method, and employs data from any number of positions N, where
N ≥ 4. In the present case, data from all wave gauges located upstream of the
body was employed.
Prior to applying this method on either experimental or numerical data it was
first tested on artificially generated data with excellent results. In a second set
of preliminary checks the method was applied to experimentally recorded data in
the absence of the body and the results compared with the method outlined by
Mansard & Funke (1980). These comparisons showed that Method 2, applied to
each discrete wave frequency, produced superior results to the Mansard & Funke
(1980) method, hence its adoption in the present chapter. However, it is important
to note that, in the case of a wave group, it is only possible to distinguish between
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incident and reflected/radiated wave components. Unfortunately, no information
on higher-order effects can be obtained. This is due to the fact that it is not
possible to distinguish within the spectrum between high-frequency linear wave
components and nonlinear wave components.
A potential issue in applying this method to determine the incident and the
reflected/radiated spectrum is the presence of unwanted reflections arising from
the downstream end of the numerical or physical wave tank. In the earlier regular
wave cases, a section of the measured wave record was selected before the arrival
of any unwanted reflections, and the analysis performed only on this section of the
data. A similar approach has been adopted in the case of the focused wave groups.
In essence, the technique involves retaining the required part of the measured wave
record (windowing) and substituting zeros for the remaining data points to ensure
the same length of record (zero-padding). This technique has been successfully
applied in earlier work by Masterton & Swan (2008), a window of 5s either side
of the focused wave event being adopted in that case.
Before employing this technique, preliminary tests were undertaken using ex-
perimental wave records measured in the absence of a structure and excellent
results observed. Evidence of the success of this approach is provided in Figure
6.1. Figure 6.1(a) concerns a number of time-histories of the water surface eleva-
tion, η(t), recorded at various wave gauge positions. Also indicated is the window
applied to the data which was chosen to span 8s either side of the maximum crest
elevation, ηmax. It is clear from Figure 6.1(a) that 8s after the wave group had
passed the surface elevation was very close to zero. As a result, it was expected
that the windowing and zero-padding would not significantly affect the results.
Evidence of this is provided in Figure 6.1(b), which presents the amplitude spec-
trum obtained by:
(i) performing an FFT on the data shown in Figure 6.1(a) after windowing and
zero-padding, and
(ii) applying the harmonic decomposition method on the recorded water sur-
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Figure 6.1: The application of windowing and zero-padding. (a) Time-histories of
the surface elevation, η(t), recorded at various wave gauge locations in the absence of
a body. (b) Comparison between the amplitude spectrum obtained from the data after
windowing and the incident amplitude spectrum obtained from the harmonic decompo-
sition method applied on the recorded surface profile without windowing (Tp = 1.2s,
γ = 5.5, A = 0.044m): amplitude spectrum obtained from the data after window-
ing, ∗ incident amplitude spectrum obtained from the harmonic decomposition method
( indicates the window applied on the data).
face elevation, η(t), without windowing the data to remove any unwanted
reflections.
The agreement between these results confirms that the process of windowing and
zero-padding is able to isolate the required data from any unwanted or spurious
wave reflections arising from the downstream boundary.
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6.2 Numerical results relating to a fixed body
Within the sequence of tests the chosen wave conditions correspond to focused
wave groups based upon a JONSWAP spectrum with spectral amplitudes defined
by the NewWave model; the latter defining the most probable shape of a large lin-
ear wave. Further details concerning the JONSWAP spectrum and the NewWave
model can be found in Section 3.4.2. To investigate the wave interactions aris-
ing in a variety of spectral shapes, several peak periods, Tp, lying in the range
1.0s ≤ Tp ≤ 1.6s have been considered. In addition, four spectral peak enhance-
ment factors corresponding to γ = 1.0, 2.5, 5.5 have been considered coupled with
a range of input amplitude sums A; the latter defined by A =
∑N
n=1 an, where N
is the number of wave components. A harmonic decomposition method is used to
identify an incident and a reflected spectrum as detailed in Section 6.1.
Figure 6.2 contrasts the linear input spectrum, an(ω), with the incident and re-
flected amplitude spectra for a wave group (Tp = 1.4s, γ = 1.0 and A = 0.066m)
interacting with body C fixed in position; the latter two obtained by applying
the harmonic decomposition method to numerical data generated using the fully
nonlinear BEM model. In this example, the exact location of the nonlinear focus
(which is not known a priori) was identified in an initial set of calculations using
the BEM model without a structure present. The structure was then positioned
such that the left-hand-side boundary of the structure coincides with the nonlin-
ear focus position. Consider first the difference between the linear input spectrum
and the incident amplitude spectrum obtained from the harmonic decomposition
method. These differences are due to nonlinear wave-wave interaction terms, pre-
dicted in part by the second-order theory of Longuet-Higgins & Stewart (1960),
and also include the nonlinear energy transfers discussed by Baldock et al. (1996).
These effects are present in the nonlinear numerical calculations, but are absent
from the specified linear input spectrum.
More significantly, comparisons between the incident and reflected amplitude
spectra obtained from applying the harmonic decomposition method to the non-
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Figure 6.2: Comparisons between the linear input amplitude spectrum and incident
and reflected fully nonlinear amplitude spectra for a nonlinear wave group (Tp = 1.4s,
γ = 1.0 and A = 0.066m) focused on the left-hand side of body C with the latter fixed
in position: linear input spectrum, nonlinear incident amplitude spectrum,
nonlinear reflected amplitude spectrum.
linear calculations, clearly indicates the growth of additional freely propagating
wave modes. For example, it is clear in Figure 6.2 that the reflected harmonic
amplitudes for ω > 8rad/s exceed the incident harmonic amplitudes at those fre-
quencies. This can only be explained by the generation of freely propagating wave
components arising due to the wave-structure interaction; the likely mechanism
being the same as that discussed in Chapter 4. Indeed, in the same way that the
interaction of a monochromatic wave with a fixed body leads to the generation
of a single freely propagating second harmonic wave component, it appears that
the interaction of a spectrum of incident wave frequencies leads to the generation
of a spectrum of freely propagating second-order wave components. Given that
the harmonic decomposition method applied to a nonlinear wave group simply
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distinguishes between wave components propagating towards and away from the
body, it cannot yield information concerning the order or steepness of these wave
components; specifically whether they arise at a second-order of wave steepness.
To overcome this difficulty, the possible generation of a spectrum of freely prop-
agating second-order wave components due to the wave-structure interaction is
further investigated using the linearised and second-order BEM models described
in Chapter 3. With the linear and second-order computations performed sepa-
rately, it is possible to identify the incident and reflected wave components arising
at a first and second-order of wave steepness by applying the harmonic decom-
position method to the linearised and second-order predicted surface elevations
separately. Figure 6.3 presents the incident and reflected spectra obtained in this
way; the wave conditions being the same as those considered in Figure 6.2. To
ensure compatibility between the results presented on Figures 6.2 and 6.3, the
location of the body within the computational domain has been adjusted so that
the left-hand-side boundary of the body once again coincides with the focus posi-
tion. In accordance with the discussion given in Section 3.4.2, the focus position
arising in the linearised and second-order BEM calculations corresponds to the
linearly predicted focus position, and is therefore subtly different from the focus
position arising in a set of fully nonlinear calculations; the latter being subject to
a nonlinear (principally third-order) shift.
Considering the results in Figure 6.3, it is clear that the amplitude of the
second-order reflected wave components greatly exceeds the amplitude of the
second-order incident wave components present in the flow. Indeed, the differ-
ence in the amplitudes appears to be more than a factor of 10. However, due
to the presence of the various second-order components, such as the frequency-
sum and frequency-difference terms, it is not possible to determine through this
analysis which components within the reflected spectrum are free and which are
bound. However, given that the second-order reflected spectrum greatly exceeds
the second-order incident spectrum, it can be concluded that a significant part
of the second-order reflected spectrum corresponds to freely propagating second-
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Figure 6.3: Incident and reflected linear and second-order amplitude spectra for a
nonlinear wave group (Tp = 1.4s, γ = 1.0 and A = 0.066m) focused on the left-hand
side of body C with the latter fixed in position: linear incident, linear
reflected, second-order incident, second-order reflected.
order wave components generated due to the wave-structure interaction.
To investigate the variation in the linear and second-order reflected amplitude
spectra with different body geometries and wave conditions, Figure 6.4 presents
results relating to four different incident wave spectra interacting with the three
bodies considered previously (cases A, B, and C in Chapters 4 and 5); the geo-
metric properties of the bodies being given in Table 4.1. Within this figure the
linear and second-order incident spectra (constant for the three bodies) and the
linear and second-order reflected spectra, caused by each of the three bodies, are
compared. Four different subplots are provided. Each subplot corresponds to a
different set of incident wave conditions, with varying spectral peak periods, Tp,
and linear amplitude sums, A, but the same peak enhancement factor γ. Further-
more, the wave group steepness, Akp, where A is the input amplitude sum and
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kp is the wavenumber corresponding to the spectral peak, was held constant so
that the nonlinearity of the wave groups was comparable. Considering first the
linear results, it is observed that wave groups with smaller spectral peak peri-
ods experience more reflection than wave groups with higher peak periods. For a
given incident wave spectrum, body B causes the most linear reflection followed
by body A and body C, although the difference between bodies A and C is very
small in some sea states. Comparing these results to the second-order reflected
spectra, it is clear that a higher linear reflected spectrum is associated with a
lower second-order reflected spectrum. Body A results in the largest second-order
reflected spectrum followed by bodies C and B.
Comparing these results to the regular wave data presented in Chapter 4, it is
clear that:
(i) With regards to linear reflection, the conclusions drawn from the wave group
results presented in Figure 6.4 agree entirely with the conclusions drawn from
the regular wave results presented in Chapter 4.
(ii) The variation of the second-order reflected wave spectrum, with different
body geometries and wave conditions, described in Figure 6.4 is again en-
tirely consistent with the variation in the amplitude of the freely propagating
second-order wave components discussed in Chapter 4.
These findings add weight to the argument that the second-order reflected wave
spectrum is mostly composed of freely propagating second-order wave components
generated due to the wave-structure interaction.
6.3 Experimental study
Building on the numerical results outlined above, an experimental study was un-
dertaken in the double-ended wave flume described previously. This involved wave
groups interacting with both fixed and floating bodies; the bodies again being A,
B and C used in the experimental studies of Chapters 4 and 5 and described in
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Figure 6.4: Comparisons between the linear and second-order spectral components
caused by the interaction of various wave groups (with γ = 1.0 and Akp = 0.15) with
the three bodies. (a) Tp = 1.0s, A = 0.037m, (b) Tp = 1.2s, A = 0.052m, (c) Tp = 1.4s,
A = 0.066m and (d) Tp = 1.6s, A = 0.082m: linear incident spectrum, x second-
order incident spectrum, linear reflected spectrum - body A, linear reflected
spectrum - body B, linear reflected spectrum - body C, second-order reflected
spectrum - body A, second-order reflected spectrum - body B, second-order
reflected spectrum - body C.
Tables 4.1 and 5.1. The experimental setup and the instrumentation employed was
as described in Section 5.2. In each case the desired wave conditions were gen-
erated experimentally for the three bodies fixed in position, responding in heave




Within this study various focused or near-focused wave groups were considered.
Once again the cases correspond to JONSWAP spectra in which the spectral
amplitudes were defined by the NewWave model. Two spectral peak periods,
Tp = 1.2s and 1.4s, and two peak enhancement factors, γ = 1.0 and 5.5, were
considered; the latter corresponding to a broad-banded and a narrow-banded sea
state respectively. In addition, two linear input amplitude sums were considered
corresponding to steepnesses of Akp ≈ 0.13 and 0.17. Finally, three different focus-
ing positions close to the location of the structure were also considered. Adopting
a linear definition, the focus positions were specified as Lfocus = 12m, 14m, 16m
from the generating wave paddle. To put these values into perspective, the left-
hand side of the structure was located at xstruct = 13m from the generating wave
paddle. It should be noted that, throughout the thesis, focus positions are referred
to as distances from the generating wave paddle.
It is well known that depending on both the spectral shape and the amplitude
(or steepness) of a wave group, the nonlinear wave-wave interactions produce a
downstream shift of the focus position. Indeed, Baldock et al. (1996) showed that
this could be as significant as 1.6m for a narrow-banded wave group; this earlier
study being based on measurements in exactly the same wave facility. As a result,
the chosen focus positions lead to a wave group focused approximately on the left-
hand boundary of the body for Lfocus = 12m, and two wave groups which would
have focused downstream of the body, Lfocus = 14m and 16m, had the body not
been present in the flume. In considering these cases, it should be noted that the
exact focus position of the wave groups is not of primary interest. Indeed, given
the possible occurrence of unexpected wave impacts, the variation of the measured
data with the focus position becomes particularly significant.
Given the complexity of generating high quality wave groups in an experi-
mental wave flume, a further discussion of wave generation is warranted. Most
importantly, the accuracy of the generated surface profile for a given (target) wave
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group depends on the accuracy of the tank transfer function. This transfer func-
tion links the input signal sent to the wavemaker to the resulting surface elevation
recorded in the wave flume. In many studies experimentalists seek to define this
transfer function empirically by an iterative process referred to as flume calibra-
tion. In this process the flume transfer function is adjusted until the surface profile
and the spectral content measured at a prescribed location match the desired (lin-
ear) wave group characteristics. This approach can lead to near-perfect results for
a given wave group and location at which the transfer function was produced (see,
for example, Masterton & Swan (2008)).
However, for the purpose of the present study, this approach was not con-
sidered optimal, not least because the investigation of a large number of wave
cases would require several different calibrations, one for each target wave case.
Alternatively, Spinneken & Swan (2009) describe a theoretical framework within
which an analytic theoretical transfer function can be calculated, whilst Spinneken
& Swan (2010) generate such a theoretical transfer function for the double-ended
wave flume used in this experimental study and demonstrate its accuracy for irreg-
ular waves. Given the success of this latter approach, the theoretically generated
transfer function of Spinneken & Swan (2010) has been used in the present study.
Although this transfer function might be considered less accurate than an empir-
ical transfer function derived for a specific location, it provides good results for
all input conditions and ensures a consistent treatment of the wave generation
process. Moreover, in considering the experimental data presented in this chapter
it is important to note that comparisons are always drawn between the wave field
recorded in the presence of the body and the incident wave conditions recorded in
the absence of the body. As a result, any (small) differences between the required
(target) input conditions and the recorded incident wave conditions do not affect
the interpretation of the data presented herein.
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6.3.2 Discussion of Results
The results presented in this section follow a similar structure to that given in
Chapter 5. Initially, comparisons are made between the experimental data relating
to fixed bodies and to bodies responding in heave. Subsequently, comparisons
are made between experimental data concerning bodies responding in heave and
bodies responding in heave and roll. In this way, it is possible to reach conclusions
as to the separate effect of first heave and then roll motions on the wave field
immediately upstream of the body.
Figure 6.5 concerns a comparison between experimental data recorded upwave
of the three bodies fixed in position and responding in heave. Subplots (a), (b)
and (c) present results relating to bodies A, B and C respectively; each subplot
presenting the incident amplitude spectrum and the reflected spectrum relating to
the fixed and the heave only condition.
As discussed previously, in the case of a wave spectrum as opposed to a reg-
ular wave, applying the harmonic decomposition method to a nonlinear surface
elevation record does not yield any information concerning the order of the wave
components present in the flow. However, in view of the results presented in
Section 6.2, and by comparing the reflected spectra in Figure 6.5 with the inci-
dent spectrum, it is concluded that for this incident wave group the majority of
wave energy present in the reflected wave spectra above approximately 9.0rad/s
corresponds to freely propagating second-order wave components. Furthermore,
it would appear likely that for 3.5rad/s ≤ ω ≤ 9rad/s the reflected spectra are
dominated by linear wave components. In accordance with this view, the discus-
sion which follows makes references to the linear and second-order part of the wave
spectrum.
Considering initially the fixed body results, it is seen that body B causes
the highest reflection in the linear part of the spectrum, followed by bodies A
and C; the latter being remarkably similar. In contrast, the second-order part
of the reflected spectrum is largest for bodies A and C; these observations being
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Figure 6.5: Comparison between the incident and reflected/radiated wave spectra
for the three bodies fixed in position and responding in heave (Tp = 1.2s, γ = 1.0,
A = 0.059m, Akp = 0.17, Lfocus = 14m); (a) body A, (b) body B, (c) body C:
incident amplitude spectrum, reflected/radiated amplitude spectrum - fixed,
reflected/radiated amplitude spectrum - heave.
consistent with the numerical computations performed with the linearised and
second-order BEM models and previously presented in Figure 6.4.
Considering the experimental data relating to heave, it is clear that the results
exhibit many of the characteristics discussed in Chapter 5 in the context of reg-
ular waves. First, the data presented in Figure 5.8 shows that with each of the
three bodies responding in heave only, the amount of reflection/radiation in the
linear part of the spectrum is significantly lower than for the three bodies fixed in
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position. A similar trend is clearly identified in Figure 6.5. Second, irrespective of
whether the body is fixed or free to respond in heave, the reflected/radiated spec-
trum indicates the presence of large amplitude high-frequency wave components;
the latter having previously been identified as freely propagating second-order
wave components. Within this second-order region, it is also clear that for fre-
quencies lying in the range 8rad/s ≤ ω ≤ 10.5rad/s, the generated second-order
free wave amplitudes are generally lower when the bodies are responding in heave
compared to when the bodies are fixed. For higher frequencies, ω > 10.5rad/s for
bodies A and C and ω > 10rad/s for body B, this trend is reversed. This obser-
vation is entirely consistent with the regular wave results shown in Figure 5.10,
bearing in mind that a freely propagating second-order wave component occurring
at 10.5rad/s corresponds to a linear incident wave component with a wave period
of 1.2s.
Finally, in all three cases a local reduction is observed in the reflected/radiated
amplitude spectrum at frequencies lying in the range 5rad/s ≤ ω ≤ 6.5rad/s.
Although this is not clearly observed in the regular wave data shown in Figure
5.8, except perhaps in the vicinity of T = 0.8s, it is believed to be related to the
hydrodynamic properties of each body, particularly the natural period of response
in heave.
Figure 6.6 provides a related set of comparisons between the experimental data
relating to the three bodies responding in heave and in combined heave and roll.
In the case of body C (Figure 6.6(c)) it is clear that the additional roll motion
has almost no effect on the reflected/radiated spectrum; this observation being
consistent with the conclusion reached in Chapter 5 that for this particular body
the roll motion results in a very small radiated wave component.
In the case of body B, the differences between the reflected/radiated spectra
observed in heave and in combined heave and roll are again consistent with the
regular wave results given in Figure 5.18. In particular, for ω > 5.7rad/s (cor-
responding to T < 1.1s) the additional roll motion results in a reduction in the
amplitudes of the linear reflected/radiated wave components when compared to
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Figure 6.6: Comparison between the incident and reflected/radiated wave spectra for
the three bodies responding in heave and in combined heave and roll motions (Tp = 1.2s,
γ = 1.0, A = 0.059m, Akp = 0.17, Lfocus = 14m); (a) body A, (b) body B, (c) body C:
incident amplitude spectrum, reflected/radiated amplitude spectrum - heave,
reflected/radiated amplitude spectrum - heave and roll.
the case of heave only. For frequencies of ω < 5.7rad/s this trend is reversed.
In addition, the freely propagating second-order wave components generated due
to the wave-structure interaction are broadly similar when the body responds in
combined heave and roll compared to heave only.
In contrast to the data relating to bodies B and C, some of the data recorded in
combined heave and roll for body A (Figure 6.6(a)) does not follow the correspond-
ing regular wave results as closely. In particular, for ω < 7.0rad/s (or T > 0.9s)
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the amplitudes of the linear reflected/radiated wave components in the spectrum
are significantly larger when the body is responding in combined heave and roll
compared to the heave only case. A possible explanation for this difference is that,
with the body reinstalled within the wave flume, small changes in the ballasting
of the body may have resulted in subtle differences in the behaviour of the body
in roll. Nevertheless, the second order part of the reflected/radiated spectrum is
significantly smaller when the body is rolling in addition to heaving; this aspect
of the results being entirely consistent with the regular wave data presented on
Figure 5.20.
To conclude this sequence of comparisons, the effect of the focus position
on the experimental data is presented. Figure 6.7 concerns the variation in
the reflected/radiated amplitude spectrum with the linearly predicted focus posi-
tion; the experimental data presented so far relating to a linear focus position of
Lfocus = 14m. On Figure 6.7 subplot (a) relates to data with a peak enhancement
factor of γ = 1.0, while subplot (b) corresponds to γ = 5.5; the former defining a
broad-banded spectrum and the latter a narrow-banded spectrum. In both cases
the wave groups are characterised by Tp = 1.4s and A = 0.077m, the wave events
interacting with body C.
In considering these results it is clear that for the narrow-banded spectrum
(subplot (b)) a change of a few metres in the focus position does not alter the
reflected/radiated spectrum. In contrast, the broad-banded spectrum exhibits
a small but non-negligible change, particularly in the higher frequencies. This
difference can readily be explained by the fact that the focusing and de-focusing
process occurs much more rapidly in a broad-banded spectrum than in a narrow-
banded spectrum. In effect, changes of the order of 2 − 4m in the focus position
will have a more profound effect on the form of the incident wave group in a broad-
banded spectrum; the resulting changes in the surface elevation altering both the
body motions and the balance of the second-order terms in the body boundary
condition.
Although it is clear that changes in Lfocus do not significantly affect the re-
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Figure 6.7: Effect of the focus position Lfocus on the reflected/radiated amplitude
spectrum for body C interacting with (a) a broad-banded spectrum (γ = 1.0), and (b) a
narrow-banded spectrum (γ = 5.5); both spectra are defined by Tp = 1.4s, A = 0.077m,
Akp = 0.17: incident amplitude spectrum, reflected/radiated amplitude
spectrum for Lfocus = 12m, reflected/radiated amplitude spectrum for Lfocus =
14m, reflected/radiated amplitude spectrum for Lfocus = 16m.
sulting reflected/radiated amplitude spectrum, particularly for a narrow-banded
spectrum, this is not the case for the surface elevation, η(t), recorded in the vicin-
ity of the body. Evidence of this is provided in Figure 6.8. This concerns η(t)
recorded upwave of the body at 12.28m from the wave paddle for a narrow-banded
wave group (γ = 5.5) with Tp = 1.2s focused at Lfocus = 14m and 16m. Time-
histories of the surface elevation recorded in the absence of a body and with
body B responding in combined heave and roll are shown; subplot (a) relating to
Lfocus = 16m and subplot (b) to Lfocus = 14m.
In both subplots significant differences between the surface elevation recorded
with and without the body present are observed. This is particularly true for the
second and third crests, after the main crest in the incident surface profile has
interacted with the body. These differences are due to the reflection/radiation
caused by the presence and the motion of the body. In addition, even though the
data presented on Figure 6.7 show that the reflected/radiated spectrum does not
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Figure 6.8: Time-history of the surface elevation recorded upstream of body B with and
without the body present in the wave field for (a) Lfocus = 16m, and (b) Lfocus = 14m
(Tp = 1.2s, γ = 5.5, A = 0.059m, Akp = 0.17): without structure, with
structure responding in heave and roll.
vary for Lfocus = 14m or 16m, the resulting surface elevations do vary; the crests
associated with Lfocus = 16m being significantly larger and, most importantly,
steeper when compared to Lfocus = 14m. This difference arises due to the relative
phasing between the reflected/radiated wave components and the incoming or
incident surface profile. These effects will be further considered in Chapter 8 and
it will be shown that the increase in crest elevation and steepness can lead to
unexpected wave impacts on the side shell of the body; the occurrence of these
impacts largely depending on the relative phasing of the wave components and




This chapter has shown that large focused or near-focused wave groups interacting
with two-dimensional fixed and floating bodies result in significant nonlinear wave-
structure interactions. The observed results are closely related to the regular
wave observations presented in Chapters 4 and 5. In particular, the mechanism
responsible for the generation of a freely propagating second-order wave component
in regular waves leads to the generation of a spectrum of freely propagating second-
order wave components in the case of an incident wave group. The resulting
nonlinear wave components travel in the opposite direction to the incident waves
and therefore have the ability to significantly steepen the incident wave profile.
This chapter completes the work required to understand the two-dimensional
wave-structure interaction problem. Based on the insights into the physical process
that have been provided in Chapters 4, 5 and 6 it is now possible to examine the
three-dimensional problem of a ship interacting nonlinearly with a given wave
field. This will be the subject of the next chapter.
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This chapter deals with the nonlinear interaction of regular waves and wave groups
with a three-dimensional floating vessel. The chapter presents the results of a new
experimental study, undertaken in a 3-D wave basin, in which a variety of wave
conditions were incident beam-on to the vessel and at various oblique angles.
During this investigation the surface elevation at more than 250 spatial locations
on the upwave side of the body and the corresponding body accelerations were
measured. Measurements were taken both with and without the vessel in the basin
so as to isolate the effect of the vessel on the incident wave field. The physical
understanding of the nonlinear wave-structure interaction process outlined in the
previous chapters enables the present three-dimensional problem to be analysed
and understood. In particular, the present results will show (once again) that the
second-order wave-structure interactions may significantly affect the wave field in
the upwave region, leading to a steepening of the incident wave field.
7.1 Experimental Setup
The case of a vessel interacting with both regular waves and wave groups has
been investigated experimentally. The model vessel employed was a 1 : 100 scaled
model of a typical tanker. An image of the model is given in Figure 7.1, with
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Table 7.1: Physical Properties of the model vessel.
Physical Characteristic Model Vessel
Overall length 2.44m




the key characteristics of the model outlined in Table 7.1. The model vessel
was placed in a 3-D wave basin with a plan area of 20m × 12m and, in this
experiment, a constant working depth of d = 1.265m. This facility is equipped
with 56 individually controlled bottom-hinged wave paddles, each being 0.35m
wide, 0.7m deep and capable of producing frequency components lying within the
range 0.3Hz ≤ f ≤ 3Hz. Wave energy is absorbed on a parabolic beach located
on the end wall opposite the paddle bank. This beach extends to 0.5m below still
water level and has been shown to provide a reflection coefficient of less than 5%.
Within this facility it is not practical to give the vessel a forward speed, there-
fore the vessel was moored in position. However, the lack of forward speed does
not affect the interpretation of the measured data since in the severe sea states
considered, typical vessel speeds are much slower than the corresponding wave
propagation speeds. The mooring arrangement consisted of 4 tensioned cables,
secured by springs, such that the principal axis of the vessel was parallel to the
line of wave paddles and located 5.3m away. The cables were attached on the
centreline of the vessel at a z-elevation corresponding to its centre of gravity so as
to have a minimum impact on the vessel motions, particularly heave and roll.
In undertaking the investigation, the water surface elevation on the upwave
side of the vessel was measured using 23 resistance-type wave gauges. Each gauge
again consisted of two vertical wires of 1mm diameter, spaced 10mm apart. After
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Figure 7.1: The model vessel, a 1 : 100 scaled model of a typical tanker, viewed from
the stern.
calibration, the water surface elevation could be measured with an accuracy of
±0.5mm. Within the present tests, individual gauges were located at 100mm
spacing along a bar positioned parallel to the principle axis of the vessel. By
placing the bar at progressively larger distances away from the vessel, in increments
of ∆y = 100mm, and repeating the generation of the specified wave conditions,
measurements of the water surface elevation, η(t), could be obtained at 253 spatial
locations covering an area of 2.2m× 1m in the x and y directions on the upwave
side of the vessel. In each sea state considered, measurements of η(t) were taken
twice, with and without the vessel in place. By comparing these measurements,
the influence of the vessel on the surrounding wave field could be isolated. The
measurement locations and the coordinate system employed are shown in Figure
7.2. In this arrangement the z-axis, which defines the vertical coordinate, is out
of the plane of the figure and is defined as positive upwards from the still water
level.
In addition to the surface elevations, the vessel motions were measured using
Kionix KXM52-1050 tri-axis accelerometers, described previously in Section 5.2.2.
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Figure 7.2: Definition sketch for the three-dimensional experimental study: plan view
of the vessel and the measurement locations, the crosses denoting the location of the
wave gauges.
In the present study four accelerometers were placed along the principle axis of
the vessel. Each accelerometer provided a tri-axial measurement in the x-, y-,
z-directions in a moving frame of reference (see Section 5.2.2). It is theoretically
possible to obtain the six-degrees-of-freedom motions from the accelerometer mea-
surements. However, the details of this analysis are very complex and beyond the
scope of this study. Instead, the accelerometer data was used to draw qualitative
conclusions as to the importance of various motion modes to aid the interpretation
of the measured surface elevations.
A variety of incident wave conditions were considered, involving both regular
waves and wave groups. Regular wave cases corresponding to wave periods of
T = 0.8s, 1.0s, 1.2s and 1.4s were generated, incident to the vessel at angles of
θ = 0◦, 15◦, 30◦; with θ = 0◦ corresponding to beam seas and θ being defined on
Figure 7.2. In each case two different incident wave amplitudes were considered
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Table 7.2: Details of regular wave cases.





corresponding to wave steepnesses of ak = 0.05, 0.1, resulting in a total of 24
regular wave cases. A summary of the regular wave cases is given in Table 7.2.
Wave groups based upon a JONSWAP spectrum with peak periods of Tp =
1.0s, 1.2s and 1.4s and peak enhancement factors of γ = 1.0, 5.5 were also consid-
ered. The distribution of the spectral amplitudes followed the NewWave model of
Tromans et al. (1991) and the linear input amplitude sum A =
∑
an was chosen
such that Akp = 0.1; where kp is the wavenumber associated with the spectral
peak. For each combination of peak period, Tp, and peak enhancement factor,
γ, a long crested uni-directional wave group was generated incident beam-on to
the vessel (θ = 0◦) and focused approximately at the vessel position. In addition,
directional spreading was introduced in the incident wave field. This was specified








where B is a normalising coefficient and σθ is the standard deviation of the normal
distribution. For each of the beam sea cases (θ = 0◦), values of σθ = 0◦, 15◦ and
30◦ were considered, σθ = 0◦ being the uni-directional case and σθ = 30◦ being
considered typical of North Sea storm conditions. An additional set of wave group
cases were also considered corresponding to γ = 2.5, σθ = 15
◦, 30◦ and a mean
wave direction of θ = 20◦. A summary of the wave group cases is given in Table
7.3.
Before proceeding with the measurement programme, the response of the vessel
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Table 7.3: Details of wave group cases.
Tp (s) γ θ (
◦) σθ (◦)
1.0 1.0, 5.5 0 0, 15, 30
1.2 1.0, 5.5 0 0, 15, 30
1.4 1.0, 5.5 0 0, 15, 30
1.0 2.5 20 15, 30
1.2 2.5 20 15, 30
1.4 2.5 20 15, 30
Table 7.4: Natural period of response of the vessel in each motion mode.







was investigated by performing decay tests similar to those described in Section
5.2.1. In undertaking these tests the vessel was moored in the wave basin in still
water conditions and an initial displacement (rotational or translational) was given
in each of the six motion modes. The subsequent response of the vessel allowed the
natural period associated with each mode to be determined; the data obtained in
this way being given in Table 7.4. Given the nature of the mooring arrangement, it
is clear that some of the motion modes will be rapidly damped (particularly yaw),
while others may be coupled in an unrealistic fashion. However, given the incident
wave conditions, the dominant vessel motions and the ones of most interest in the
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Figure 7.3: Experimental decay tests for the model vessel (a) in roll and (b) in heave.
context of the surrounding wave field are heave, roll and pitch, neither of which is
significantly affected by the mooring arrangement. The results of the decay tests
in roll and heave are shown in Figure 7.3.
7.2 Discussion of Results
Before proceeding with the discussion of the results, an important clarification
concerning the terminology employed is required. So far, when presenting the
two-dimensional results in Chapters 4, 5 and 6, the term reflected wave component
was used to denote a wave component propagating away from the body due to the
presence of the body in the wave field, but not its motion. In contrast, the term
radiated was used to denote a wave component propagating away from the body,
but one generated due to the motion of the body. In the three-dimensional results
presented in this chapter, three processes occur simultaneously: incident wave
components are reflected due to the presence of vessel, and also diffracted around
the bow and stern of the vessel, whilst radiated wave components are generated
due to the vessel motions. In the discussion which follows the term scattered will be
used to encompass all three of these processes, essentially denoting the difference
between the wave conditions with and without the vessel present in the wave field.
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7.2.1 Regular waves
Initially, data relating to regular waves incident beam-on to the vessel (θ = 0◦)
are considered. A typical example of the experimental data relating to an incident
wave period of T = 1.0s and steepness of ak = 0.1 is presented in Figure 7.4.
Within this figure each row of plots corresponds to a different time within the wave
cycle; each row being a time interval T/8 ahead of the previous row (the incident
wave effectively moving down the page). Column (a) presents the incident water
surface elevation, η(t), recorded at the wave gauge closest to the midpoint of the
vessel (x = 0m, y = 0.34m); this data having been recorded in the absence of the
vessel. The circle indicates the position within the wave cycle to which the data
presented on columns (b) and (c) relate. Column (b) presents contour plots of the
surface elevation, η(x, y), recorded in the measurement area shown in Figure 7.2
with the vessel moored in position. In contrast, column (c) presents contour plots
of the scattered wave field, ∆η(x, y), obtained by subtracting the water surface
elevation recorded without the vessel present, ηwo(x, y), from the surface elevation
recorded with the vessel present, ηw(x, y); ∆η(x, y) = ηw(x, y) − ηwo(x, y). The
contours indicate the value of the respective water surface elevations in mm, the
exact value being given by the colourbar on the bottom right-hand side of the
figure.
In considering the scattered water surface elevations shown in column (c), it is
clear that the scattered wave field exhibits a strong spatial variation; the maximum
surface elevations occurring around the centreline of the vessel (x = 0m) and in
this case reaching more than 100% percent of the incident wave amplitude. This
spatial variation is a common feature of the data recorded in all the regular wave
cases, and is most prominent in the higher frequency cases (T = 0.8s and 1.0s)
for which the wavelengths are shorter than the length of the vessel.
For the beam-on regular wave cases the recorded water surface elevations can
be analysed using the harmonic decomposition method (Method 2) described in
Section 4.2.2. Given the three-dimensional nature of the experimental data, the
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Figure 7.4: Measured water surface elevations for a regular wave case (T = 1.0s and
ak = 0.1) incident to the vessel at θ = 0◦: (a) temporal surface elevation at x = 0m,
y = 0.34m; (b) contour plot of water surface elevation measured in the presence of
the vessel, ηw(x, y); (c) contour plot of scattered water surface elevation, ∆η(x, y) =
ηw(x, y)− ηwo(x, y). Note: the colourbar gives the contour values in mm and successive
images are given at intervals of T/8.
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Figure 7.5: Spatial variation, along the length of the vessel, of the amplitude of the
linear scattered wave component, as1, normalised with respect to the linear incident
amplitude, ainc1 for regular waves with ak = 0.1 and θ = 0
◦ (beam seas): ∗ T = 0.8s, ∗
T = 1.0s, ∗ T = 1.2s, ∗ T = 1.4s.
analysis is applied to each line of wave gauges having the same x-coordinate,
resulting in a different result for each of the 23 sections along the length of the
vessel.
Figure 7.5 concerns the amplitude of the linear components arising from the
harmonic decomposition method applied to four incident wave periods, each with
a wave steepness of ak = 0.1. Specifically, the figure presents the variation along
the length of the vessel, −1.1m ≤ x ≤ 1.1m, of the amplitude of the linear scat-
tered wave component, as1, normalised over the linear incident amplitude, a
inc
1 .
It is clear from these results that the shorter incident wavelengths are associated
with linear scattered wave components having larger (relative) wave amplitudes.
In particular, the shortest wave case with a wave period of T = 0.8s exhibits the
highest scattering with significant spatial variation; these observations being con-
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Figure 7.6: Spatial variation, along the length of the vessel, of the amplitude of the
freely propagating second-order wave component in the upwave region, af2 , normalised
with respect to the amplitude of the second-order incident bound wave component,
ainc,b2 , for regular waves with ak = 0.1 and θ = 0
◦ (beam seas): ∗ T = 0.8s, ∗ T = 1.0s,
∗ T = 1.2s, ∗ T = 1.4s.
sistent with the surface elevations presented in Figure 7.4. Notably, the amplitude
of the linear scattered wave component exceeds the linear incident amplitude at a
local position slightly forward of the midpoint of the vessel. Furthermore, the data
demonstrates a clear asymmetry about the y-axis. It is believed that this latter
effect is due to differences in the local geometry of the bow and the stern; the effect
being most pronounced for this wave case since its wavelength is shorter than the
vessel length and comparable to the vessel beam width. Indeed, the experimen-
tal data presented in Figure 7.5 indicates that the ratio of incident wavelength λ
to the vessel length L determines both the spatial variation of as1/a
inc
1 along the
length of the vessel and the degree of asymmetry about the y-axis; lower values of
λ/L leading to more pronounced spatial variation and longitudinal asymmetry.
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Figure 7.6 continues the analysis of the beam-on regular wave cases describing
the amplitudes of the second-order wave component again calculated using the
harmonic decomposition method. Specifically, the figure depicts the amplitude
of the freely propagating second-order wave component in the upwave region,
af2 , normalised with respect to the amplitude of the second-order incident bound
wave component, ainc,b2 . Based upon this experimental data it is clear that for
an incident wave period of T = 1.0s, which is closest to the natural period of
response of the vessel in roll, af2/a
inc,b
2 > 3.5 can occur around the midship section;
this observation being entirely consistent with the two-dimensional experimental
data presented in Chapter 5. Furthermore, the spatial variation along the length
of the vessel and the asymmetry about the y-axis observed in the linear results
(Figure 7.5) is also present in the second-order data; both these features being




The results obtained from the harmonic decomposition method at the midpoint
of the vessel (x = 0m) can be compared with the two-dimensional results relating
to body C presented in Chapter 5; body C having the same dimensions as the
cross-section of the model vessel considered in this chapter. Such comparisons can
only be qualitative at best, due to three essential differences between the two-
dimensional and the three-dimensional experiments. First, the water depth in the
wave flume used for the two-dimensional experiments presented in Chapters 4, 5
and 6 was d = 0.7m whilst the water depth in the wave basin during the present
experiments was d = 1.265m. Second, it has already been noted that the results
in the wave flume are affected by sidewall friction which is clearly not an issue in
a three-dimensional basin. Third, the roll characteristics of the 3-D model tanker
are markedly different from the 2-D model of body C. In spite of these differences,
a comparison between the two-dimensional and three-dimensional results reveals
common characteristics; the key data being presented in Figure 7.7.
Figure 7.7(a) concerns the amplitude of the linear reflected/radiated, aref1 , or
scattered wave component, as1, normalised with respect to the linear incident wave
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Figure 7.7: Comparison between the 2-D and 3-D experimental results. (a) Ampli-
tude of the linear reflected/radiated, aref1 or scattered wave component, a
s
1, normalised
with respect to the linear incident wave component, ainc1 , (b) amplitude of the freely
propagating second-order wave component in the upwave region, af2 , normalised with
respect to the amplitude of the incident bound second-order wave component, ainc,b2 : x
two-dimensional results for body C, ∗ three-dimensional results at x = 0m.
component, ainc1 ; the data indicating the variation with wave period, T . Likewise,
Figure 7.7(b) concerns the amplitude of the freely propagating second-order wave
component in the upwave region, af2 , normalised with respect to the amplitude
of the incident bound second-order wave component, ainc,b2 . In comparing these
results it is observed that the general variation with incident wave period is very
similar. However, some important differences are also observed. For example, in
the shorter wave cases, the lower values of aref1 /a
inc





attributed to the additional energy losses occurring in the wave flume due to side-





1 for the two longest wave cases, and the difference in the periods associated
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with the peak values of af2/a
inc,b
2 . These latter differences are almost certainly
related to the different response characteristics between the 2-D and 3-D models.
The results discussed so far relate to the regular wave cases incident beam-on
to the vessel (θ = 0◦). In order to identify the effect of varying angles of wave
incidence (θ) Figure 7.8 presents data describing the scattered wave field observed
in a case with T = 0.8s and θ = 30◦. The presentation of Figure 7.8 is similar
to Figure 7.4, the only difference being that column (a) presents contour plots of
the incident surface elevation, ηwo(x, y), throughout the measurement area rather
than a time-history at a single point, in order to clearly demonstrate the oblique
angle of wave propagation in the incident wave field.
The data presented on Figure 7.8 shows that for this incident wavelength the
obliquely incident wave crests reflect off the side of the vessel at an angle, the
resulting wave field resembling a so-called “quilt” wave1. In order to achieve a
full analysis, the angle of propagation of the scattered wave components must
be considered. In the case of a fixed reflective surface, such as a breakwater,
subject to linear regular waves propagating at an angle θ to the breakwater, the
reflected wave field will propagate at an angle −θ. However, such arguments
cannot be applied to the scattered wave field in the present case. The effect of
the vessel motions on the wave field, particularly the effect of roll, is such that no
assumptions can be made as to the direction of propagation of the scattered wave
components. Unfortunately, if the direction of wave propagation is unknown, the
harmonic decomposition method cannot be employed.
Alternatively, the harmonic amplitudes obtained from a fast Fourier transform
of the water surface elevation, η(t), recorded at each measuring location can be
used to characterise the scattered wave field, particularly the relative importance
of second-order effects. To quantify the spatial pattern of the harmonic amplitudes
caused by the positive or negative interference of the wave components present in
1The term quilt wave is used in this context to denote a wave pattern which arises due to the
presence of two monochromatic waves of the same frequency and amplitude propagating at an
angle to one another.
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Figure 7.8: Measured water surface elevations for a regular wave case (T = 0.8s and
ak = 0.1) incident to the vessel at θ = 30◦: (a) contour plot of the incident water surface
elevation, ηwo(x, y); (b) contour plot of the total water surface elevation measured in the
presence of the vessel, ηw(x, y); (c) contour plot of the scattered water surface elevation,
∆η(x, y) = ηw(x, y) − ηwo(x, y). Note: the colourbar gives the contour values in mm
and successive images are given at intervals of T/8.
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the wave field an amplification factor αn can be calculated as
αk =
(
η̂wk (x, y)− η̂wok (x, y)
η̂wok (x, y)
)
, for k = 1, 2, (7.2)
where η̂wk (x, y) and η̂
wo
k (x, y) represent the harmonic amplitudes arising from a fast
Fourier transform of the data recorded at any measurement point (x, y) with and
without the vessel present; k = 1 corresponds to the linear harmonics and k = 2
the second-order harmonics. Figure 7.9 concerns the linear amplification factor,
α1, computed in this way. Within this figure, each row of subplots corresponds to a
different incident wave period T = 0.8s, 1.0s, 1.2s and 1.4s respectively, whilst each
column of subplots corresponds to a different angle of wave incidence θ = 0◦, 15◦
and 30◦; all cases referring to a wave steepness of ak = 0.1. The beam-on cases
(θ = 0◦) presented on the left column have been analysed previously using the
harmonic decomposition method; the results arising from this analysis having
been presented in Figure 7.5.
Consider first the data relating to an incident wave period of T = 0.8s. In this
case the linear harmonic interference pattern shows distinct nodes and anti-nodes;
with successive nodes (or anti-nodes) spaced half a wavelength apart. Amplifi-
cation values of α1 = 1.0 or higher are observed locally, implying the existence
of a standing wave with significant spatial variation. Varying the angle of wave
incidence, θ, causes some change to the spatial pattern but overall the interference
pattern remains relatively similar for the values of θ considered.
A similar pattern of results is observed in the T = 1.0s case. However, the α1
values are reduced implying only partial scattering of the incident wave component.
For the two longest wave cases, corresponding to incident wave periods of T = 1.2s
and 1.4s, the amplification of the linear incident wave component due to the
presence of the vessel does not exceed 0.15. These results suggest that there is
little scattering of the linear incident wave component, and that the incident wave
direction has little effect.
Figure 7.10 concerns the amplification factor α2, based upon an analysis of the
second-order (or second harmonic) wave amplitudes. The interference patterns
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Figure 7.9: Contour plots of the amplification factor α1 for regular wave cases with
T = 0.8s, 1.0s, 1.2s, 1.4s, θ = 0◦, 15◦, 30◦ and a wave steepness of ak = 0.1.
observed in this figure are more complex, not least because they are the result
of the interference of three wave components: an incident bound, a scattered
bound, and a scattered freely propagating second-order wave component, the latter
wave component propagating at approximately half the phase velocity of the two
former wave components. Considering these results, it is observed that for the
T = 1.0s case propagating beam-on to the vessel (θ = 0◦), amplification values
α2 > 6.0 occur. This implies that the combined amplitude of the second-order
wave components present in the wave field is 6 times larger than the amplitude
of the second-order bound wave component present in the incident wave field.
Comparing the spatial pattern of the amplification factor α2 in Figure 7.10 with
the results presented in Figure 7.6, it is clear that most of this amplification is due
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Figure 7.10: Contour plots of the amplification factor α2 for regular wave cases with
T = 0.8s, 1.0s, 1.2s, 1.4s, θ = 0◦, 15◦, 30◦ and a wave steepness of ak = 0.1.
to the presence of a freely propagating second-order wave component.
The second-order amplification factor, α2, is also large for T = 1.0s and θ =
15◦; the spatial distribution of the amplification being similar to that observed in
the θ = 0◦ case. Interestingly, large α2 values are also observed in the T = 1.2s
cases for which it has previously been shown that α1 is small (Figure 7.9). This
implies that the interference patterns observed at second order are primarily the
result of constructive and destructive interference between the incident bound and
the scattered freely propagating second-order wave components. In particular, the
maximum amplification, α2 ≈ 3.0, occurring for θ = 15◦, suggests the existence of
a freely propagating second-order wave component having an amplitude 3 times
that of the incident bound wave component.
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Interestingly, it is observed in Figure 7.10 that the interference patterns at
second-order are generally parallel to the long axis of the vessel, irrespective of
the angle of wave incidence. This observation implies that the dominant motion
mode governing the second-order wave field around the vessel is a combination
of heave and roll, irrespective of θ. An inspection of the recorded accelerations
suggests that the larger the roll, the larger the second-order amplification factor
α2. Since the large amplification factors observed are primarily due to the freely
propagating second-order wave component, it follows that there is a close link
between the roll motion experienced by the vessel and the relative amplitude of
the freely propagating second-order wave component; a similar conclusion having
been reached in Chapter 5.
The amplification factors α1 and α2 computed using Equation 7.2 and pre-
sented in Figures 7.9 and 7.10 have allowed conclusions to be drawn concern-
ing the magnitude of the linear and second-order scattered wave components in
relation to the linear and second-order incident wave components respectively.
However, this provides no information concerning the magnitude of the second-
order scattered wave field in relation to the linear scattered wave field. Table 7.5
presents the maximum scattered harmonic amplitudes at first and second-order,
∆η̂max1 = max(η̂
w
1 (x, y) − η̂wo1 (x, y)) and ∆η̂max2 = max(η̂w2 (x, y) − η̂wo2 (x, y)) re-
spectively, for the regular wave cases with a steepness of ak = 0.1.
This data allows the following conclusions to be drawn. First, for the shortest
wave case with T = 0.8s the second-order scattered wave components are small
compared to the linear scattered wave components, with ∆η̂max2 /∆η̂
max
1 ≈ 0.1
for all θ. Second, for the two longest wave cases with T = 1.2s and 1.4s the
second-order scattered wave components are comparable with or larger than the
linear scattered wave components. Third, for T = 1.0s, particularly for θ = 0◦
and 15◦, the second-order scattered wave components are of significant amplitude
compared to the linear scattered with components, with ∆η̂max2 /∆η̂
max
1 ≈ 0.3 −
0.4. In addition, for T = 1.0 and 1.2s, which exhibited the largest second-order
amplifications, the effect of increasing the angle of wave incidence θ is to reduce
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Table 7.5: Maximum scattered linear and second-order harmonic amplitudes for the
regular wave cases with a steepness of ak = 0.1.







T = 0.8s, θ = 0◦ 24.1 2.2 0.10
T = 0.8s, θ = 15◦ 25.9 2.3 0.09
T = 0.8s, θ = 30◦ 21.9 2.7 0.12
T = 1.0s, θ = 0◦ 21.0 8.1 0.39
T = 1.0s, θ = 15◦ 24.1 6.7 0.28
T = 1.0s, θ = 30◦ 20.0 2.8 0.14
T = 1.2s, θ = 0◦ 5.2 6.1 1.17
T = 1.2s, θ = 15◦ 7.0 7.3 1.04
T = 1.2s, θ = 30◦ 6.0 5.1 0.35
T = 1.4s, θ = 0◦ 4.0 4.5 1.12
T = 1.4s, θ = 15◦ 3.9 5.0 1.28
T = 1.4s, θ = 30◦ 3.2 5.6 1.75
the significance of the second-order scattered wave field in relation to the linear
scattered wave field.
7.2.2 Wave groups
The experimental data presented above relates to the scattering of regular waves.
In this section it will be shown that the scattering of incident wave groups exhibits
many related trends. In the first instance, the data will relate to uni-directional
wave groups propagating beam-on to the vessel (θ = 0◦). In these cases the
harmonic decomposition method described in Section 6.1 can be applied to the
experimental data recorded on each line of wave gauges corresponding to a constant
x-coordinate. Adopting this approach an incident and a scattered wave spectrum
can be obtained for each x-position along the length of the vessel.
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Figure 7.11: Spatial variation (along the length of the vessel) of (a) the incident
amplitude spectrum and (b) the scattered amplitude spectrum for a uni-directional
wave group with Tp = 1.0s and γ = 5.5.
Figure 7.11 presents a three-dimensional plot showing the variation of (a) the
incident wave spectrum and (b) the scattered wave spectrum along the length of
the vessel. All of the data relates to a uni-directional wave group with Tp = 1.0s
and γ = 5.5. As expected, Figure 7.11(a) shows that there is no spatial variation in
the incident wave spectrum along the length of the vessel. However, the scattered
wave spectrum, shown in Figure 7.11(b), exhibits a strong spatial variation with
a pronounced peak around the centre of the vessel (x = 0m). In addition, the
scattered spectrum exhibits a local increase in spectral amplitudes at a frequency
corresponding to twice the peak frequency of the spectrum. Based upon the two-
dimensional wave group results presented in Chapter 6, it is concluded that this
local increase is related to the existence of freely propagating second-order wave
components generated due to the wave-vessel interaction.
In order to provide a comparison between different uni-directional wave group
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cases, the harmonic decomposition method was applied to data gathered on the
centreline of the vessel (x = 0m). Figure 7.12 concerns (a) the incident wave
spectra and (b) the scattered wave spectra at x = 0m. Three uni-directional
wave groups are considered having a constant peak enhancement factor (γ = 1.0),
but varying spectral peak periods, Tp = 1.0s, 1.2s and 1.4s. With a constant
incident wave steepness of Akp = 0.1, the three wave groups presented have varying
input amplitude sums, A =
∑
an. In considering these results, it is immediately
striking that, in spite of the differences in the incident amplitude spectra, the
scattered spectra are remarkably similar. One possible explanation for this is that,
in all three wave cases, the incident wave energy associated with frequencies ω >
6.0rad/s is scattered by the vessel, whilst the energy associated with frequencies
ω < 6.0rad/s is mostly transmitted (under the vessel).
In accordance with Figure 7.11(b) some energy is present in the scattered wave
spectrum at ω > 10rad/s. This is not present in the incident wave spectrum and
corresponds to freely propagating second-order wave components generated as a
result of the wave-vessel interactions. As expected based on previous observations,
for spectral peak periods of Tp = 1.0s and 1.2s the peak in the amplitude of
the freely propagating second-order wave components occurs at 12.6rad/s and
10.7rad/s respectively; these latter values corresponding to twice the spectral peak
frequency. However, for an incident wave group with a spectral peak period of
Tp = 1.4s, the peak in the amplitude of the freely propagating second-order wave
component also occurs at ≈ 10.7rad/s. This result is consistent with the regular
wave results presented in Figure 7.6 and suggests that incident wave components
with ω < 5rad/s (or T > 1.26s) do not lead to the generation of freely propagating
second-order wave components of significant amplitudes.
In order to investigate the variation of these results with the spectral band-
width, Figure 7.13 presents a corresponding set of results relating to a peak en-
hancement factor of γ = 5.5. In considering these results it is clear that for an
incident wave group with a peak period of Tp = 1.0s, the majority of the inci-
dent wave spectrum is scattered. In contrast, for peak periods of Tp = 1.2s and
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Figure 7.12: Comparison between (a) the incident wave spectra and (b) the scattered
wave spectra for uni-directional wave groups with γ = 1.0 and varying peak periods:
Tp = 1.0s, Tp = 1.2s, Tp = 1.4s.
1.4s the incident wave spectrum is almost entirely transmitted under the vessel.
This is entirely consistent with the arguments outlined previously in respect of
Figure 7.12 concerning ω < 6.0rad/s. Furthermore, it is also clear from Figure
7.13 that incident wave groups with spectral peak periods of Tp = 1.0s and 1.2s
produce significant freely propagating second-order wave components with peak
amplitudes at twice the peak frequency of the corresponding incident spectrum.
In contrast, an incident wave group with a peak period of Tp = 1.4s does not
result in the generation of freely propagating second-order wave components of
significant amplitude.
The results presented so far relate to uni-directional wave groups. When
directional spreading is introduced in the incident wave field, it is no longer
possible to apply the harmonic decomposition method in order to separate in-
cident and scattered wave spectra. In order to assess the effects of directional
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Figure 7.13: Comparison between (a) the incident wave spectra and (b) the scattered
wave spectra for uni-directional wave groups with γ = 5.5 and varying peak periods:
Tp = 1.0s, Tp = 1.2s, Tp = 1.4s.
spreading, direct comparisons of the surface elevation data are provided. Figure
7.14 presents a series of contour plots of the scattered water surface elevation,
∆η(x, y) = ηw(x, y)− ηwo(x, y). Three wave cases are considered with Tp = 1.2s,
γ = 1.0 and varying directional spreads. Column (a) relates to a uni-directional
wave group (σθ = 0
◦), column (b) a relatively long-crested wave group (σθ = 15◦),
and column (c) a short-crested wave group (σθ = 30
◦). Data is presented at 8
instances in time, with the time increment defined by ∆t = 0.25s such that the
incident waves are seen moving down the page.
Taking an overview of Figure 7.14 it is clear that the scattered surface elevations
upwave of the vessel are relatively similar irrespective of the directional spread.
Nevertheless, an increase in the directional spread leads to an increase in the spatial
variation of the scattered water surface elevation along the length of the vessel; the
differences in the scattered wave field being significantly more pronounced between
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Figure 7.14: Contour plots of the scattered water surface elevation, ∆η(x, y), recorded
upwave of the vessel for three wave groups each with Tp = 1.2s and γ = 1.0; (a) σθ = 0◦,
(b) σθ = 15◦ and (c) σθ = 30◦. Note: the colourbar gives the contour values in mm and
successive images are provided at a time increment of ∆t = 0.25s.
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the σθ = 0
◦ and σθ = 15◦ cases than between the σθ = 15◦ and σθ = 30◦ cases.
Furthermore, some differences are observed in the maximum recorded values of
the scattered surface elevation, the uni-directional wave group resulting in slightly
higher elevations. This is to be expected; earlier work having shown that an
increase in the directional spread results in an overall decrease in the nonlinearity
of a wave group (Johannessen & Swan 2001, Johannessen & Swan 2003). Indeed,
this provides an explanation for the fact that even though the three wave groups
have the same input amplitude sum, A, the maximum crest elevation recorded in
the wave basin in the absence of the vessel is slightly larger in the uni-directional
wave group case.
Taking the thesis as a whole, the adopted approach has been one of considering
progressively more complex cases of wave-structure interaction. In the final section
of this chapter a directionally spread wave group approaching a three-dimensional
vessel at an oblique angle of incidence will be considered. In addressing this case
the water surface elevations recorded in the upwave region are presented in detail
to provide the reader with a good qualitative understanding of the wave-vessel
interactions.
Figure 7.15 presents a sequence of contour plots describing a wave group with
Tp = 1.2s, γ = 2.5 and σθ = 30
◦ incident to the vessel at θ = 20◦. Sixteen
rows of plots, numbered (i) to (xvi), are shown over two consecutive pages, each
row corresponding to a specific instance in time; the time increment between
plots being ∆t = 0.21s. Column (a) presents a time-history of the water surface
elevation recorded at the wave gauge closest to the mid-point of the vessel (x = 0m,
y = 0.34m) in the absence of vessel; the circle on each subplot indicating the phase
of the wave group at the location of the wave gauge at the time corresponding
to the related contour plots. Column (b) presents contour plots of the surface
elevation recorded with the vessel present in the basin, ηw(x, y); while column (c)
presents contour plots of the scattered surface elevation, ∆η(x, y) = ηw(x, y) −
ηwo(x, y). To aid the discussion which follows, the principal waves in the incident
wave group are denoted as 1, 2 and 3 on the subplots of column (a). The sequence
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of plots begins just before the arrival (at the vessel) of wave 2, when scattering
effects caused by wave 1 begin to affect the total surface elevation recorded with
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Figure 7.15: Wave-vessel interactions arising due to a wave group with Tp = 1.2s, γ =
2.5, σθ = 30◦ and θ = 20◦: (a) η(t) recorded at x = 0m, y = 0.34m in the absence of the
vessel; (b) contour plot of total surface elevation recorded in the presence of the vessel,
ηw(x, y); (c) contour plot of scattered surface elevation, ∆η(x, y) = ηw(x, y)− ηwo(x, y).
Note: the colourbar gives the contour values in mm and successive images are provided
at a time increment of ∆t = 0.21s.
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Figure 7.15: (Continued) Wave-vessel interactions arising due to a wave group with
Tp = 1.2s, γ = 2.5, σθ = 30◦ and θ = 20◦: (a) η(t) recorded at x = 0m, y = 0.34m
in the absence of the vessel; (b) contour plot of total surface elevation recorded in the
presence of the vessel, ηw(x, y); (c) contour plot of scattered surface elevation, ∆η(x, y) =
ηw(x, y)− ηwo(x, y). Note: the colourbar gives the contour values in mm and successive
images are provided at a time increment of ∆t = 0.21s.
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Overall, two separate effects are observed in the scattered wave field. First,
in rows (i) to (vii) a scattered crest and trough are seen propagating diagonally
across the measurement area at the time when wave 2 in the incident wave profile
is approaching and interacting with the vessel. It is believed that this crest and
trough have been caused by the interaction of wave 1 with the vessel. Measure-
ments of the vessel accelerations at this time indicate large heaving and pitching
motions; the latter believed to be linked to this diagonal scattering pattern. The
second effect occurs in rows (viii) to (xvi), after the passing of wave 2. At this time
the scattered wave field consists of crests and troughs propagating outwards from
the midpoint of the vessel, perpendicular to its principal axis. These scattered
crests and troughs continue to propagate outwards even after the main incident
wave group has passed the vessel. During this stage, the motion of the vessel is
governed by roll; the pitching motion having decayed rapidly following the pas-
sage of the wave group. In contrast, the roll motions decay gradually, evidence of
this being provided on Figure 7.3(a). In considering these effects, it would appear
likely that the scattered wave field is at least in part dependent upon the rolling
motion of the vessel. Within this second stage of the scattering, the large ampli-
fication of the incident surface elevation as wave 3 in the group approaches the
vessel is particularly significant. This can be seen in row (viii) of Figure 7.15 and
corresponds to a scattered wave amplitude of 19mm which represents 50% of the
maximum incident crest elevation. It is clear from these values alone, that the
nature of the wave-vessel interaction has a profound influence on the wave field in
the immediate vicinity of the vessel.
7.3 Concluding Remarks
Within this chapter the nonlinear interaction of both regular waves and focused
wave groups with a three-dimensional vessel has been examined and new exper-
imental data presented. The freely propagating second-order wave component,
observed in earlier two-dimensional studies, has again been shown to be promi-
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nent, often becoming the dominant wave component in the second-order wave
field. Significant spatial variation has been observed in the surface elevation mea-
sured in the presence of the vessel, and the link between the vessel motion and the
scattered wave field has been confirmed. The effect of increasing the directional
spread within a realistic beam-on sea state has been examined and, apart from
the inevitable increase in the spatial variation, the local maximum scattered sur-
face elevation around the midpoint of the vessel was largely unaffected. Finally,
the scattered wave field caused by a directionally spread wave group incident at
an oblique angle to the vessel has been examined, and significant local amplifi-
cations of the surface elevation around the vessel have been observed due to the
wave-vessel interactions.
In the following chapter the possible occurrence of wave impacts due to the
nonlinear wave-vessel interactions will be examined in two and three dimensions.
The physical understanding of the nonlinear wave-vessel interactions achieved in
the previous chapters will be used to identify conditions in which wave impacts
may occur. Specific examples of wave impacts will be presented and a physical
explanation for their occurrence provided.
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8Wave impacts
As discussed in Chapter 1, recent experience from the field has indicated that
the occurrence of wave impacts may be more frequent than expected and the
magnitude of the applied loads larger than those commonly predicted. This has
resulted in damage on a number of offshore structures. Indeed, the occurrence
of wave impacts in wave conditions in which they would not have been expected
has been the cause for much concern and has prompted a number of investigative
studies. Most importantly, these studies have concluded that the occurrence of
wave impacts cannot be predicted on the basis of the incident wave field alone.
For example, the FPSO Schiehallion was damaged by a steep wave, occurring in
relatively modest sea states; the individual events being critically dependent upon
the wave-structure and the subsequent wave-wave interactions. Similarly, the oil
tanker Prestige was severely damaged and eventually sank due to a wave impact.
A detailed study into the causes of the damage showed that the overturning wave,
which was the most likely cause of the impact, could not have been reproduced in
the absence of the vessel. The present study has investigated in detail the wave-
structure interaction phenomenon, focusing particularly on floating bodies, and
has shown that significant nonlinear scattering occurs, particularly at second-order
in wave steepness. The remaining question is whether this nonlinear scattering
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can to some extent explain the nature and occurrence of wave impacts on floating
bodies. This issue will be addressed in the present chapter. In particular, a detailed
discussion of the physical processes leading to the occurrence of unexpected wave
impacts is provided together with some examples of impacts occurring on floating
bodies in both two and three dimensions.
8.1 The physical process
It has been shown throughout the present study that wave-structure interactions
may significantly alter the incident wave field. The effect of the scattered wave
field is to either increase the incoming crest elevation, or increase the local steep-
ness, or both. With respect to wave impacts, the most important effect is the
increase in the local steepness since this may lead to wave breaking and hence
increase the probability of occurrence of an impact event. In considering these
effects, the role of a linear scattered wave field is primarily to increase the in-
coming crest elevation. Although this may result in an increase in the local wave
steepness, it does not significantly increase the occurrence of wave breaking and
hence wave impacts. This is due to the fact that the constructive interference (at
anti-nodal points) between linear incident and linear scattered wave components
leads to the formation of a standing or partial standing wave with large vertical
velocities, which do not render themselves to wave impacts. No corresponding
increase in wave breaking is observed due to changes in the breaking criterion. In
contrast, nonlinear wave scattering may significantly increase both the incoming
crest elevation and the local wave steepness, leading to a much higher occurrence
of wave breaking. As a result, it is concluded that an increased occurrence of
wave impacts occurs if the interaction of the incident wave field with the structure
results in limited linear scattering but significant nonlinear wave scattering.
More specifically, significant nonlinear scattering, particularly the generation
of second-order freely propagating wave components, can lead to a large increase
in the local wave steepness due to their short wavelength (approximately a quarter
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of the incident wavelength), their slow propagation speed (approximately half the
incident wave speed) and the fact that they propagate against the incident wave
direction. Furthermore, as these components “ride” on the incoming wave field
their amplitude and wavelength is modulated according to the long-wave short-
wave interaction theory described by Longuet-Higgins & Stewart (1960). These
wave-wave interactions lead to significant changes to the near surface kinematics,
generating very steep incoming wave crests and causing local wave breaking, hence
increasing the potential for wave impacts.
Whether or not the interaction of the nonlinear scattered wave components
with the incoming wave crest leads to a steepening of that crest and/or an increase
in the crest elevation largely depends upon the phasing between the incident wave
crest and the scattered wave components. Observations undertaken throughout
the present study have shown that, in the case of a focused wave group, the
phasing most likely to lead to a wave impact is such that the nonlinear scattered
wave components are propagating up the front face of the crest as the crest is
coming into focus; the nonlinear wave components almost reaching the top of the
crest as the crest reaches its maximum elevation. This phasing is most frequently
associated with a breaking or near-breaking wave event and hence the possible
occurrence of a wave impact.
If a breaking or near-breaking wave crest is to result in an impact on the
body, the position of the body in relation to the wave is critically important.
For example, if this breaking or near-breaking wave event occurs too far in the
upwave direction, the wave energy may dissipate through the breaking process
and the wave components will de-focus before arriving at the body. Furthermore,
in the case of a floating vessel, the motion of the vessel is also a key parameter.
Indeed, one of the principal factors defining the intensity of a wave impact is the
relative velocity between the front face of the wave crest and the surface on which
the impact occurs. It therefore follows that, an additional parameter which must
be considered is the phasing between the motions of the vessel and the incoming
wave crest.
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It is clear from the discussion above that the underlying sea state must be
such that it can give rise to the required wave conditions; specifically the scatter-
ing of nonlinear wave components of significant amplitude interacting with a large
incident wave crest. Such conditions are most likely to arise if there are two or
more large wave crests in the incident wave group; such that the interaction of the
first wave crest with the body produces the nonlinear scattered wave components
which, in turn, interact with the second incoming wave crest. Two or more con-
secutive large wave crests are most likely to arise in a narrow-banded spectrum
where the focusing and de-focusing of wave energy occurs slowly compared to a
broad-banded spectrum.
In considering the physical discussion given above, it should be noted that not
all wave impacts are associated with the outlined mechanisms. However, the wave-
structure or wave-vessel interactions discussed provide a possible explanation for
both the increased probability of occurrence and the very large magnitude of wave
impacts commonly observed in engineering practice.
8.2 The occurrence of wave impacts: a 2-D ex-
ample
Figure 8.1 presents a series of images demonstrating the occurrence of a wave im-
pact in a two-dimensional wave field. The images on the left present the incident
wave conditions in the absence of the body, whilst the images on the right concern
the same wave conditions with the body present in the wave flume. These images
were captured using a Panasonic TM55 HD camcorder, the still images extracted
from the video sequence. Successive images are given at intervals of ∆t = 1/15s.
These images were taken in the two-dimensional wave flume described in Section
4.3.3 and concern body A; the roll characteristics having been adapted so as to
increase the amplitude of the generated freely propagating second-order wave com-
ponents. In this example the left-hand side of the body is positioned 13.5m from
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Figure 8.1: Sequence of images showing the occurrence of a wave impact (Tp = 1.2s,
γ = 6.0, A = 0.11m): Left - without the vessel present; Right - with the vessel present.
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Figure 8.1: (Continued) Sequence of images showing the occurrence of a wave impact
(Tp = 1.2s, γ = 6.0, A = 0.096m, A = 0.11m): Left - without the vessel present; Right
- with the vessel present.
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the wave paddle and is interacting with a wave group with Tp = 1.2s, γ = 6.0
and A = 0.11m, linearly focused at Lfocus = 14.62m; where Lfocus is defined as a
distance from the wave paddle.
Considering the images taken in the presence of the body, it is seen that a local
disturbance exists between the body and the incoming wave crest (Figure 8.1(b)).
This disturbance propagates towards the incoming wave crest and eventually joins
it, leading to local breaking of that crest on Figure 8.1(d). The breaking wave crest
subsequently impacts onto the side-shell of the body. By comparing the images on
the left with those on the right it is clear that both the local disturbance and the
breaking of the incoming wave crest are a direct result of the presence of the body;
neither effect occurring in the absence of the body. The influence of the presence
of the body on the surface elevation around it is confirmed by Figure 8.2. This
presents a time-history of the surface elevation measured at 13.26m from the wave
paddle with and without the body in place. The difference between the two records
indicates that the presence of the body and the resulting wave-structure and wave-
wave interactions cause a significant increase in both the maximum crest elevation
and the steepness of the wave crest. In addition, a number of high frequency peaks
are clearly observed, corresponding to the nonlinear scattered wave components
generated due to the wave-structure interaction.
8.3 The occurrence of wave impacts: a 3-D ex-
ample
Figure 8.3 concerns the occurrence of a wave impact in a fully three-dimensional
problem and again presents a sequence of 8 images; successive images being given
at intervals of ∆t = 1/15s. The right column of images shows the occurrence of
the wave impact, whilst the left column shows the same wave conditions recorded
in the absence of the vessel. The example relates to the model vessel considered in
Chapter 7 placed in the three-dimensional wave basin, both the model vessel and
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Figure 8.2: Time-history of the surface elevation, η(t), recorded upstream of the 2-
D structure (Tp = 1.2s, γ = 6.0, A = 0.11m): without structure, with
structure.
the wave basin being described in Section 7.1. This case corresponds to the model
vessel placed 5.3m from the wave paddles and subject to a wave group defined by
Tp = 1.2s, γ = 6.0, θ = 0
◦ and σθ = 15◦, linearly focused at Lfocus = 6.22m.
Considering the first pair of images (Figure 8.3(a)), a local disturbance is
clearly observed around the midpoint of the vessel which is not present in the
absence of the vessel. In Figure 8.3(b) this disturbance propagates outwards, away
from the vessel, as would be expected of a scattered wave component. Comparing
the left and right images in the Figures 8.3(c) and 8.3(d) demonstrates that the
subsequent wave crest approaching the vessel is significantly steeper in the presence
of the vessel. In Figure 8.3(e) the wave crest first appears to collapse, but then
emerges as a mound of water which breaks and impacts on the side-shell of the
vessel (Figures 8.3(f) and 8.3(g)).
Further evidence of the existence of nonlinear disturbances in the scattered
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Figure 8.3: Sequence of images demonstrating the occurrence of a wave impact (Tp =
1.2s, γ = 6.0, σθ = 15◦, θ = 0◦ and Lfocus = 6.22m): Left - without the vessel present;
Right - with the vessel present. Note: view from the stern.
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Figure 8.3: (Continued) Sequence of images demonstrating the occurrence of a wave
impact (Tp = 1.2s, γ = 6.0, σθ = 15◦, θ = 0◦ and Lfocus = 6.22m): Left - without the
vessel present; Right - with the vessel present. Note: view from the stern.
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wave field can be seen in Figure 8.4. This presents time-histories of the water
surface elevation recorded with and without the vessel present at a wave gauge
located at x = 0m, y = 0.34m. Contrasting the two time-histories demonstrates
that the effect of the vessel on the upstream wave conditions is, in this case, to
produce a steeper maximum wave crest (albeit one of slightly reduced height) and
the presence of several high-frequency peaks.
In considering this data, particular attention must be paid to the trough pre-
ceding the main wave crest. At approximately t = 29.5s, a local disturbance
is observed in the time-history of the surface elevation recorded with the vessel
present. Measurements taken for a variety of focus positions show that this nonlin-
ear disturbance is propagating against the mean wave direction and, at this point,
propagating up the leading face of the largest wave. It is this wave that eventually
provokes the occurrence of wave breaking and the observed impact loading.
In concluding, it can be said that, in practical terms, it is the changes to the
wave conditions upstream of the vessel, occurring due to the presence of the vessel,
that provide the key explanation for the occurrence of the wave impacts observed
in these examples. As a result, the occurrence of the most significant loading
effects cannot be based upon the incident waves alone.
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Figure 8.4: Time-history of the surface elevation, η(t) recorded upstream of the vessel
at x = 0m, y = 0.34m with and without the vessel present (Tp = 1.2s, γ = 6.0,
A = 0.10m, σθ = 15◦, θ = 0◦): without vessel, with vessel.
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9Conclusion
In this final chapter the key findings drawn from this study are discussed, sugges-
tions for further work are put forward, and some final comments on the contribu-
tions of this thesis are made.
9.1 Key Findings
9.1.1 Fixed bodies and freely propagating wave harmonics
New linearised and second-order BEM models have been developed and success-
fully applied to the case of a two-dimensional fixed body. The application of
these models has led to the identification of freely propagating second-order wave
components arising due to the wave-structure interaction. The existence of these
wave components is acknowledged in the literature, but has not previously been
examined in such detail and within the present context. An investigation into
the physical processes leading to the generation of these second-order freely prop-
agating wave components has shown that they arise from a need to satisfy the
second-order boundary conditions on the body.
In particular, the second-order boundary conditions require a no flux condition
∂φ
∂n
= 0 on the surface of the rigid body. Therefore, the second-order horizontal
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velocity on the body, given by the sum of the velocities due to the individual
second-order components present within the flow, must be equal to zero. Upwave
of the structure a second-order incident wave component and a second-order re-
flected wave component (both bound) must exist in association with the linear
incident and linear reflected terms in order to satisfy the second-order free surface
boundary conditions. However, since these two second-order bound wave compo-
nents are generally not equal in amplitude (except in the limit where the reflection
coefficient is equal to 1), the sum of their velocities cannot satisfy the no-flow con-
dition on the surface of the body at second-order. In order to satisfy the no-flow
condition, an additional term which propagates against the mean wave direction
must exist, which is second-order in terms of wave steepness, second harmonic in
terms of its periodicity, and (above all) freely propagating since there is no linear
term to which it can be bound.
It has also been shown that, for a fixed body, the normalised amplitude of this
wave component in the upwave region is critically dependent on the draught of the
body and less dependent on its width; a shallower draught and a narrower width
leading to higher amplitudes for the same incident wave conditions. For constant
body dimensions, an increase in the incident wavelength typically leads to an
increase in the normalised amplitude of the freely propagating second-order wave
component. However, this increase only occurs up to a certain point, beyond which
the normalised amplitude reduces. It is concluded that the freely propagating
second-order wave component is most significant in the situation where the body
dimensions are such that both reflection and transmission are significant. In this
situation, the amplitude of the freely propagating second-order wave component
can exceed three times the amplitude of the second-order incident bound wave
component. As a result it is by far the dominant contribution to the second-order
wave field.
Most importantly, since these wave components occur at twice the incident
wave frequency, have approximately a quarter of the incident wavelength, and
propagate away from the vessel opposing the incident wave motion, their interac-
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tion with the incoming wave field causes a significant steepening of the incident
wave profiles. Furthermore, these freely propagating second-order wave compo-
nents are directly linked to the second-order horizontal force applied on the body
due to the second-order velocity potential. It has been shown that, when the freely
propagating second-order wave component dominates the second-order wave field
this force component is the leading contribution to the second-order horizontal
force; the latter reaching a significant proportion of the linear horizontal force.
Adopting the fully nonlinear BEM model of Hague & Swan (2009) has al-
lowed the investigation of fully nonlinear wave fields and revealed the existence
of freely propagating third-order wave components. It is believed that these wave
components arise from a need to satisfy the third-order boundary conditions on
the body. Indeed, the analysis suggests that equivalent freely propagating wave
components exist at successively higher orders of wave steepness. Although these
wave components are of a progressively smaller amplitude when compared to the
freely propagating second-order wave component, they contribute to the steepen-
ing of the incident wave field and may lead to local wave breaking in the region
immediately upwave of the body.
9.1.2 Effect of body motions on the second-order wave
field
For the simplified case of a two-dimensional body the effects of the heave and roll
motions on the generation of freely propagating second-order wave components
have been investigated in detail. Again, the effects of different body character-
istics, particularly with regards to the dynamic response, have been considered.
The resulting data has shown that, unlike the fixed body case where the poten-
tial significance of the freely propagating second-order wave components can be
predicted based on the body dimensions and the incident wave conditions, in the
floating body case the hydrodynamic properties and the response of the body be-




For the case of heave only motion, the variation of the normalised amplitude
of the freely propagating second-order wave component with incident wave period
bears some resemblance to the fixed body case. Indeed, for the range of incident
wave periods and body geometries considered, the influence of the heave motion
is such that the normalised amplitude of the freely propagating second-order wave
component reduces relative to the fixed body case, when the motion of the body
allows more incident wave energy to be transmitted (under the body). Further-
more, if the incident wave period is close to the natural period of response of
the body in heave, a peak in the normalised amplitude of the freely propagating
second-order wave component is observed.
Similar observations have been recorded in combined heave and roll; the nor-
malised amplitude of the freely propagating second-order wave component being
largest when the incident wave period is close to the natural roll period of the body.
This is the case for two of the three bodies considered in the two-dimensional study
and for the three-dimensional floating vessel; differences in the observed behaviour
being attributed to different response characteristics. In addition, an investiga-
tion into the radiated wave field generated by the three bodies undergoing forced
heave or forced roll motions indicates significant differences in the linear radiated
wave components; the source of these differences being the frequency dependent
hydrodynamic damping and added mass coefficients which vary for each body.
A comparison between the reflected, radiated and combined reflected/radiated
wave fields has shown that the phase difference between the linear reflected and
the linear radiated wave components is crucial in determining the combined wave
field. Furthermore, the size of the net linear components affects the balance of
the second-order wave components and, therefore, influences the amplitude of the
freely propagating second-order wave component. It is therefore concluded that, if
a full understanding of the variations in the freely propagating second-order wave
component amplitude is to be achieved, a detailed understanding of the phase
relationship between the reflected and the radiated components and between the
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heave and roll motions of the vessel must first be acquired.
9.1.3 Three-dimensional effects
In the case of waves incident beam-on to a three-dimensional floating vessel, addi-
tional effects have been observed around the midpoint of the vessel when compared
to the two-dimensional cases noted above. These arise due to the end conditions
acting in the case of a vessel of finite length. Due to geometric effects these end
conditions will be different, and can drive instabilities or wave modes along the
length of the vessel despite the fact that the incident waves are perpendicular. For
example, for the shortest wavelength considered, the amplitude of the linear scat-
tered wave component varies between 25% of the linear incident amplitude towards
the stern of the vessel to 110% around the midpoint of the vessel, and reducing
again to 60% towards the bow of the vessel. This variation and its asymmetry
over the length of the vessel becomes less pronounced as the incident wavelength
increases, and is not seen for incident wavelengths which exceed the vessel length.
Not surprisingly, significant spatial variation was also observed in respect of the
freely propagating second-order wave components, particularly for incident wave
periods close to the natural roll period.
In a second set of tests, variations in the direction of wave propagation allowed
angles of wave incidence up to 30◦ off the beam of the vessel to be considered. This
data shows that, the largest amplifications of the second-order wave field occur for
waves incident beam-on to the vessel (θ = 0◦); the differences between the θ = 0◦
and θ = 15◦ cases being much less pronounced than the differences between the
θ = 15◦ and θ = 30◦ cases. These observations are fundamentally linked to the
vessel motions. For an incident angle of θ = 15◦, the vessel motions continue to
be dominated by roll. However, for an incident angle of θ = 30◦ the roll motion
reduces and the pitch motion becomes more significant. In addition, the largest
amplification of the second-order wave field was observed for incident waves with
periods close to the natural roll period. Both these observations are in accordance
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with the two-dimensional results; confirming a clear link between the roll motion
of the vessel (or body) and the generated freely propagating second-order wave
components.
9.1.4 Realistic sea states
Additional tests concerning the interaction of both fixed and floating bodies with
focused wave groups again confirms the generation of second-order wave compo-
nents. In this case they do not appear at a (single) specific frequency (correspond-
ing to twice the incident), but occur as a group of freely propagating second-order
wave components, identified by a significant concentration of energy in the higher
frequencies within the reflected or reflected/radiated wave spectrum. The physical
origin of these terms is identical to that described in the case of regular waves. Fur-
thermore, the relative importance of the observed effects varies in a manner which
is entirely consistent with the previous conclusions based upon regular waves.
Interestingly, further focused wave tests showed that the amplitude of the freely
propagating second-order wave components observed in the reflected/radiated
wave spectrum were largely unaffected by changes in the focal position and were
certainly not critically dependent upon the phasing of the incident wave compo-
nents. Furthermore, in the case of three-dimensional wave groups it was found
that whilst the inclusion of a significant directional spread had an effect on the
spatial distribution of the scattered wave field, in the beam-on cases considered
it had little effect on the maximum scattered surface elevations. These results
suggest that wave scattering, at second-order and above, may be significant in a
wide range of sea states.
9.1.5 Wave impacts
The study has also demonstrated that for certain incident wave conditions, the
nonlinear wave-structure interactions discussed above can lead to unexpected wave
impacts. This has been demonstrated in realistic sea states involving wave groups
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approaching the vessel beam-on (θ = 0◦). The conditions which are most likely to
lead to an unexpected wave impact are summarised as follows
(i) A steep incident wave field, but not necessarily one which is breaking in its
own right.
(ii) A narrow-banded sea state, since this produces wave groups with more than
one large wave event.
(iii) Limited reflection/radiation of the linear incident wave field, since this leads
to the formation of standing waves with a different breaking criterion and
large vertical velocities.
(iv) The significant generation of freely propagating second-order scattered wave
components propagating in an opposite or near opposite direction to the
incident wave field.
If these conditions are met, the potential exists for the freely propagating
second-order wave components generated due to the wave-structure interaction to
interact nonlinearly with and significantly steepen the next large wave crest within
the group. This may produce wave breaking and hence the occurrence of a wave
impact. Whether such an impact occurs depends critically on the focus position
of the wave group and thus the phasing of the wave components, both incident
and scattered. Indeed, whilst the phasing of the wave components may be less
significant in determining the amplitude of nonlinear scattered wave components,
it is fundamental to the subsequent wave-wave interactions. As such, it is the
phasing of the wave components that largely determines whether the nonlinear
interaction with the body results in the occurrence of a wave impact on the side-
shell of the vessel, green water loading on the deck, or excessively large roll motions.
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9.2 Suggestions for future work
This thesis has shown that a clear link exists between the motions of a floating
body and the amplitude of the generated freely propagating second-order wave
components. This relationship needs to be further examined and quantified in
order to fully explain the differences in the second-order wave field observed in
the vicinity of the various model structures. In order to investigate this further it
is recommended that the hydrodynamic damping and added mass coefficients are
evaluated for a large number of different ship cross-sections, taking due account
of the frequency dependence of these coefficients. A numerical and experimental
investigation can then be undertaken to relate the hydrodynamic damping and
added mass coefficients to the resulting second-order wave field. It is believed
that to fully understand this relation it will be necessary to investigate (in depth)
the phase relationship between the reflection and radiation processes and between
the heave and roll motions.
The linear and second-order BEM models developed within this study can
provide significant insight into this problem, particularly if they are extended to
include the dynamics of a floating body. This can be achieved by combining the
linear and second-order BEM models with the BEM model of Peric (2011), the
latter being fully nonlinear and applied to a floating body. Such a combined
model would involve not only a separation of the linear and second-order surface
elevations, but also a separation of linear and second-order motions. This would
provide the required insight into the phasing of the various wave components.
This study has also considered waves incident on a three-dimensional floating
vessel, either beam-on or at an angle off the beam. The work undertaken within
this study should be extended to include waves incident bow-on to the vessel or
at angles off the bow. A series of preliminary experiments conducted by this
author, but not presented within this thesis, indicates that significant nonlinear
wave effects occur for bow-on waves. It is expected that freely propagating wave
components will again be present within the scattered wave field; the physics
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underpinning this generation being closely related to that identified in the present
study. In the case of bow-on waves, the roll motions of the vessel will no longer be
relevant. In this case a full measurement and analysis of the vessel motions will be
necessary to link the dominant motion modes with any nonlinear generated wave
components; the expectation being that pitching and heaving will be the most
significant motion modes.
Finally, the present study has focused on either regular waves or deterministic
focused wave groups. To assess the practical significance of the nonlinear phe-
nomena studied within this thesis it is necessary to extend this work to include
random seas. Long random simulations with varying spectral properties (Hs, Tp
and γ), directional spreading, and angles of wave incidence should be considered.
The occurrence of wave impacts, green water loading, or other conditions posing
a threat to the vessel could be recorded and linked to the wave-vessel interac-
tion. Specifically, a statistical analysis on such data, with comparisons to linearly
predicted results, would enable a quantifiable measure of the significance of the
issues presented in this thesis. Within such a study the forward speed of the vessel
would need to be taken into account, perhaps by considering the frequency of wave
encounter and, certainly, by undertaking some comparative tests with a moving
vessel.
9.3 Final Comments
This thesis has addressed the complex problem of the nonlinear interaction of
waves with floating bodies. This problem has been extensively investigated within
the offshore industry in the context of fixed offshore structures, particularly in
view of understanding their dynamic response. Indeed, addressing the nonlinear-
ity of the wave-structure interaction problem has been the primary focus in the
offshore industry for the last four decades and much progress in this field has been
achieved. This is in sharp contrast to the principally linear approach adopted
in naval architecture. The field of naval architecture, having been based on em-
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piricism for millennia, has been slow in adopting more sophisticated approaches
where wave modelling is concerned. An exception to this are advanced nonlinear
numerical wave tanks which have been under development in the last few decades.
However, current industry practice with regards to ship design is still to consider
only the Froude-Krilov forces and assume all motions except for roll are linear.
In the case of roll, nonlinear viscous damping is acknowledged as important, and
various simple linearisation techniques are used to account for such effects. The
possibility that the presence and/or motion of a ship may have a significant effect
on the wave field around it, in terms of worsening the wave climate, is not gener-
ally considered in design. In contrast, this idea has been prevalent in the offshore
industry at least for the last decade. Herein lies the main contribution of this the-
sis: the ideas and methods used to analyse nonlinear wave-structure interactions
for offshore structures have been applied to the ship problem. As in the case of
large-volume offshore structures, it has been shown that in order to account for at
least some of the effects observed in practice (for example unexpected wave im-
pacts) it is necessary to consider the ship as a scatterer and, furthermore, consider
the interactions of the scattered with the incoming wave field. Such effects may be
particularly significant in the case of a moored vessel. It is hoped that this study
will be followed by many others, leading to a change in the attitudes towards ship
design, and eventually resulting in increased safety of vessels at sea.
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