Abstract. This paper studies the qualitative properties of the spline approximation scheme for retarded functional differential equations introduced by Kappel and Salamon [SIAM J. Control Optim., 25 (1987) 
1. Introduction. In 10] and 11] we have introduced a new spline approximation scheme for retarded functional differential equations. The aim of this paper is to study the qualitative properties of this approximation scheme with particular emphasis on the stability problem.
The fundamental convergence properties of this approximation scheme have been established in [11] . The central result is a convergence proof for both the original semigroup S(t) and its adjoint S*(t) in the strong operator topology. Here lies the main advantage over the spline approximation scheme, developed earlier in [2] , for which the adjoint semigroup is only approximated in the weak operator topology. In addition, we have observed a quite significant improvement in the convergence behaviour of our numerical computations, some of which are reported in [11] .
The main result of this paper is that the approximating systems (En) are stable (stabilizable, detectable) for sufficiently large N provided the original system (E) is stable (stabilizable and detectable.) The proof consists of three parts. The first part is a convenient characterization of the stability, stabilizability, and detectability of the approximating systems in terms of a certain characteristic matrix A n (,). The second part is a convergence proof for these matrices An(&). The third part establishes a priori bounds for the unstable eigenvalues of the approximating systems.
We also discuss the role of the structural operator F in the spline approximation scheme. Moreover, we prove that the approximating systems cannot be stable in a uniform sense with respect to N and illustrate this result with computations of the spectrum. In this respect the spline approximation differs from the averaging approximation scheme in [1] for which the uniform exponential stability property has been established in 19] . But if we take the output of the system to be the vector component of the state, then the approximating systems are in a sense uniformly output stable with respect to N if the hereditary system is stable. For simplicity of presentation we restrict ourselves to the single delay case. All results are true for equations with multiple commensurate delays and without distributed delay. Some results are also true for the general case. For details see [10] . 2 :(t) Aox( t) + A,x( t-h) + Bou( t), y(t) CoX(t), where x(t)n, u(t) t, y(t) G[ m, Ao, A nn, Bol 1, Co -I]mn, and h>0. It is obvious that (2.1) admits a unique solution x(.) LZ(-h, T; I")f'l W'2(0, T; ") for every input u(. ) L2(0, T; RI) and every initial condition of the form (2.2) x(0)=th , x(')=6(7"), -h _-<_ " < 0, where ,=(b , l)M2=[2"xL2(-h,O;[") (see, for instance, [6] , [9] ). By X(t)
"", =>-h, we denote the fundamental matrix solution of (2.1), which corresponds to the initial condition X(0)=/, X(-)=0, -h-<'<0, and the input u(t)--O. Its Laplace transform is given by A(A) -, where A(A)= AI-Ao-A e -h, A C, is the characteristic matrix of (2.1). Equivalently, the structural operator F satisfies the following equations: (2.5) FS(t) S*(t)F, FB= B, CF= C for t>=0. In particular, for every solution x(t)[", t>=-h, of (2.1) the function w( t) F(x( t), x,) .m is given by io (2.6) w(t)= S*T(t)Fqb+ S*T(t-s)Bu(s) ds.
For more detailed discussion of these two state concepts and their relation see [6] , [13] , [16] , and [18] .
2.3. Stability, stabilizability, and controllability. System (2.1) is said to be stable if every solution x(t) of the free system (u(t)-O) tends to zero as goes to infinity. Equivalently, det A(A) 0 implies that Re A < 0 for A C (see, for instance, [9] [17] ). These two properties have been characterized as follows [13] , [14] , [17] . arPf + PA,f PBB*Pf + C*Cf =O for 4) dom A and f dom A*r (see [4] , [20] ). It follows from (2.5) that the solution operators II of (2.9) and P of (2.10) satisfy the identity (2.1 II F* PF.
This was first observed in [5] For a detailed discussion of the Riccati equation and its connection to optimal control theory see [4] , [7] , and [20] . Now we consider two control systems on the state space EkN): (,) ,N(t)=az(t)+Bu(t), z(0)=rNb, y(t)=Cz(t), (,N,) vgN(t)=(Ar),w(t)+BNu(t), wN(o)=rNf, yN(t)=CNwN(t).
In [11] we establish the following convergence theorem. In particular, this implies that for every 4 M and every input u(. 6 L2(0, T; [t) we have z(t)= limu_ NzU(t) for 0_--< t--< T (uniformly), where z(t) is the unique weak solution of (E) and z u (t) satisfies (ZN). In the same manner the solutions w N (t) of (E N*) approximate the solution w(t) of (Z*).
In the remainder of this section we will study the structural properties of the approximating systems (Zu) and (zrN*).
3.2. The structural operator. In 2 we have seen that the structural operator F" M2-> M 2 plays an important role for the state-space description of retarded systems. In this section we introduce an analogous operator for the description of the approximating systems () and (:ErN). The first step in this direction is Lemma 3. By uniqueness of the minimum norm optimal control of the linear system (1.5), (3.15) holds and u*(.)
Since u u*-e(e +()-lu* (see (3.10) ), (3.14) is equivalent to (3.16) lim e(e +()-lu* =0 in L2(0, T; U).
If we consider another family with parameter e > 0 of associated quadratic optimal control problems, The last equation just is (3.16 (c) The transfer matrices of (EN) and (E N,) coincide and are given by GN(A)=CoAN(A)-'Bo. Proof Statement (a) is an immediate consequence of (3.17), (3.18) , and the special form of the matrices E N(A), TN(A), fN, QN. Statements (b) and (c) follow directly from (a). [3 The following characterization of stabilizability and detectability for the approximating systems (E N) and (E*) is precisely the analogue to (2.7) and (2.8). (b) The system (Z N) ( [3 4 . Stability. It is our goal to prove that stability (respectively, stabilizability, or detectability) of the original system (E) implies the corresponding property for the approximating system (E n) and (Y_,*) provided N is sufficiently large. The first step in this direction was the characterization of these properties in Theorem 3.8 using the matrices An(h). The second step will be a convergence result for the characteristic matrices A n (h). As a third step we need a priori bounds for the unstable eigenvalues of the matrices A n 4.1. Convergence of N(/), First we derive explicit formulas for the av(/z) (as defined in (3.8) and (3.9) ) and use those to prove convergence of A n (h) to A(A). Let the rational functions dV(/z), k 0,..., N, and the polynomials pk(tZ), qk(tZ), k- This finishes the proof of (a) and also establishes the first part of (b).
To prove (c) we choose/z C,/z +ix/. The second part of (b) and (4.8) are immediate consequences of (4.10), (4.11).
To prove (4.9) we use (4.8) and observe 3/1(i0) ei6()3/o(iO and (4.5).
The explicit formulas in the previous lemma allow us to prove that the matrices [3 Now we are in a position to prove the desired result on stabilizability and detectability for the approximating systems (EN). analogously.
[3 Now we might ask whether the stability of system () implies stability of the approximating systems ( N) uniformly with respect to N, i.e., the existence of constants M=>I, e>0suchthat
[leatllN<=Me-t, t>O= for N sufficiently large. A result of this type would be needed to apply a result of Gibson [8] concerning the approximation of the solution to the algebraic Riccati equation. Moreover, the uniform stability has been stated as a conjecture in [3] for the spline approximation scheme developed in [2] . Our result below shows that such a conjecture is definitely wrong for the approximation scheme developed in this paper.
This also indicates that it is wrong for the spline approximation scheme in [2] . Im A u-oe. Figure 1 illustrates the location of the spectrum for the approximating systems in case of the scalar equation 2(t)= x(t)+x(t-1). For comparison Fig. 2 illustrates the spectrum of Na N. 5 . Uniform output stability. Despite the negative result of Proposition 4.6 and the fact that some eigenvalues of the approximating systems approach the imaginary axis, we are still able to prove a uniform L2-estimate for the En-components zoN(t; dp) n, WoN(t;f) of the unique solutions of (E ) and (E*) (with u-=0). We call this property the uniform output stability of the systems (E ) and (E*). (3.17) , (3.18) , and Lemma 3.2 that the Fourier transforms of zoN(t; 4)) and w(t;f) (determined to be identically zero for The estimate (5.5) is a straightforward consequence of (4.7) and estimates (4.14). To obtain (5.6) we can use the representation (4.9) and the estimates w(i0)=9-30>= 9(1-2), w(iO)<-9, and 9+w2(iO)>-6w(iO) for 0-< 0_-< a,.
It remains to investigate the behaviour off u (0) at intervals of the form 0 < a < 1. There we cannot expect to have a bound for fN (0) uniformly with respect to N. Formula (4.9) shows that we should expect difficulties for those 0 near such that N6(0) is close to an integer multiple of 27r. This reflects the fact that the eigenvalues of a v are closest to the imaginary axis near +iNx/ (see Fig. 2 ), i.e., for 0 wh/N close to +/-x/-. In Fig. 3 we show the plot for f N (t oh N), N 10, 20, 30, 40, h 1, which illustrates the difficulties.
We first determine those parts of (ax/, x/), where we still can find a uniform bound forfN(0). [11] . This will be shown in a forthcoming paper [12] .
