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Abstract 
In this paper, we consider the problem of scheduling independent parallel tasks with individ- 
ual deadlines so as to maximize the total work performed by the tasks which complete their 
executions before deadlines. We propose two polynomial-time approximation algorithms for non- 
malleable parallel tasks and malleable tasks with linear speedup. For non-malleable tasks, the 
first algorithm guarantees an approximation factor of 5 + E for any positive constant E, while, for 
malleable tasks with linear speedup, the second algorithm guarantees an approximation factor 
of 4.5. @ 1999 Published by Elsevier Science B.V. All rights reserved 
Keywords: Parallel task scheduling; Deadlines; Approximation algorithm; Approximation factor 
1. Introduction 
A parallel task is one that can be executed by multiple processors. All the processors 
allotted to a task are required to execute that task in unison and simultaneously. In 
contrast, a sequential task is one that can be executed only by a single processor. 
A huge amount of work has been devoted to the sequential task scheduling problem. 
Recently, with advances in the development of parallel computer systems and parallel 
algorithms, parallel tasks have been studied by several authors [3,4,7,9-l 11. This paper 
is also concerned with the parallel task scheduling problem. 
For the most part, two types of parallel tasks have been investigated. A non-malleable 
parallel task requires a specific number of processors for specific units of time, while 
a malleable parallel task can be executed on any number of processors with its exe- 
cution time being a function of the number of processors allotted to it. 
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In this paper, we restrict our attention to a specific type of malleable tasks, namely, 
malleable tasks with linear speedup, where the task execution time is inversely 
proportional to the number of processors used to execute the task up to some spec- 
ified maximum degree of parallelism and are constant thereafter. Formally, a task Ti 
is specified by a tuple (pi, ti), where pi is the maximum degree of parallelism and 
ti is the corresponding execution time. The work performed by this task is tipi. The 








This implies that a task designed to be executed on pi processors can be run on 
a smaller number of processors while preserving its work. This assumption was intro- 
duced by [3,4] in the context of scheduling parallel tasks with or without dependencies 
between tasks in PRAMS, hypercubes, and meshes. 
There are various measures of the performance of the schedule generated by 
a scheduling algorithm. The problem of minimizing the makespan, which is defined as 
the total length of the schedule and is one of the most important and standard mea- 
sures, has been studied extensively. Notable works on this problem include [3,4,7,9]. 
Recently, a few authors studied the problem of minimizing the average completion 
time [lo, 111. 
In the classical scheduling theory, some measures involving the notion of deadline 
and the corresponding optimization problems have been studied. The following sum- 
mary describes one notable problem among them, which has been studied by many 
authors [I, 2,6,8,12]: Suppose that each task T is associated with a deadline di and 
a value vi. In a schedule, tf task Ti completes its execution before its deadline di, the 
scheduler obtains the corresponding value vi. The goal of the scheduler is to obtain 
as much value as possible. 
In the followings, this problem will be referred to as the general problem. The 
general problem can be easily shown to be NP-hard even for uniprocessor environments. 
In [8], Sahni introduced a fully polynomial-time approximation scheme [5] for this 
general problem on a uniprocessor system. 
An interesting subproblem of this general problem arises from restricting the value 
distribution of the tasks. Suppose that the tasks are either non-malleable or malleable 
with linear speedup. When the value of each task is equal to its work, we say that the 
tasks have unzform value densities. This reflects a simple but reasonable assumption 
that one task is more important than another with the smaller amount of work. The 
on-line sequential task scheduling problems adopting this assumption were investigated 
in [l, 121. 
This restricted problem remains NP-hard for uniprocessor environments since it em- 
beds in itself a subset sum problem which is a well-known NP-hard problem. In this 
paper, we consider this restricted problem for parallel tasks and investigate approxima- 
tion algorithms with provably reasonable performance bounds for both non-malleable 
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tasks and malleable tasks with linear speedup. To the best of our knowledge, this is 
the first study on this problem. 
Let us formally state the problem to be considered. We are given m identical 
processors { 1,2,. . . , m} and 12 non-malleable parallel tasks (malleable tasks with lin- 
ear speedup) { Tt, Tz, . . . , T,}. Each task Ti, 1 <i <n, is specified by a triple (pi, ti, di), 
where pi, ti, and di represent the required number of processors (the maximum degree 
of parallelism), the execution time (the corresponding execution time), and the dead- 
line of the task, respectively. The goal of the scheduling algorithm is to maximize the 
total work performed by the tasks that complete execution before their deadlines. 
For any task set T and any scheduling algorithm A, let A(T) denote the total 
work performed by the tasks that complete their executions before their deadlines 
in the schedule generated by algorithm A, and let OPT(T) denote that of the op- 
timal algorithm. An algorithm A is said to have un approximation factor of p iff 
OPT(r) <PA(T) for any task set T. 
The main results of this paper are as follows: For non-malleable tasks, we present 
an approximation algorithm with an approximation factor of 5 + E for any positive 
constant a. In particular, for any given constant M with 0 < CI < 1, when each task requires 
fewer than am processors, a part of the proposed algorithm achieves an approximation 
factor less than 2/( 1 - a). If this algorithm is adopted to the sequential tasks on multiple 
processors, then the approximation factor becomes 2. For malleable tasks with linear 
speedup, we present another algorithm achieving an approximation factor of 4.5. 
The remainder of this paper is organized as follows: In Section 2, we will give 
some preliminary definitions. In Sections 3 and 4, we consider non-malleable tasks 
and malleable tasks with linear speedup, respectively. We give our concluding remarks 
in Section 5. 
2. Preliminaries 
We are given a set of n non-malleable tasks T={Ti=(pi,tr,d;)li=1,2,...,n}. 
Assume that dl bd2 < . <d,. For any subset T’ of T, let IIT’ll indicate the total 
work performed by the tasks in T’, that is, IIT’ll = CT,ET, tipi. 
A schedule S = {(Si, Oi) 1 T; E T’} for T is composed of the tasks in some subset 
T’ of T. Each task I;- E T’ is associated with a starting time si with si + t, <di and 
a subset of processors gi with Ir~il= pi. We will say that task Ti E T’ is included (or 
accepted) in S, while task Tj @ T’ is rejected in S. We will use the same notation 
IlSll to indicate the total work performed by the tasks that are included in S, that is, 
IIsIl = CT,ET~ tiPi. 
A simple upper bound on OPT(T) and its variants will be used throughout this 
paper. Let S, be an optimal schedule for task set T. For any time instance t 20, we 
can divide the tasks included in S, into two groups; the first group Gt consists of 
the tasks which are completed after t in S,, and the second group GZ consists of the 
tasks completed before t in S,,. Each task in Gt has a deadline larger than t, and 
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then IIGdI G Ci:d,,t tip;. Each task in G2 terminates its execution before t, and then 
116211 dmt. Consequently, we have, for any t>O, 
OPT(T)< C tip; + mt. 
i:d,>t 
(1) 
This bound also holds for malleable tasks with linear speedup, where p; is taken to 
be the maximum degree of parallelism and ti is the corresponding execution time of 
the task. 
Before proceeding, we will introduce a simple heuristic algorithm, called earliest 
deadline first (EDO, for scheduling non-malleable tasks. This algorithm will be used 
as a subroutine in the algorithm presented in the subsequent sections. To describe the 
EDF algorithm, we introduce two notions: idle and free processors. For any schedule S, 
a processor p is said to be idle at time t if p is executing no task at time t in S. 
A processor p is said to be free at time t if, for any time t’> t, p is idle at t’ 
in S. 
The EDF algorithm is as follows: Tasks are considered by the order of non- 
decreasing deadlines. When task c is considered, the scheduler tries to find the earliest 
time instance t < di - ti at which pi or more processors are free. If successful, ?;: is 
assigned at that time to those processors; otherwise, T; is simply rejected. 
The EDF algorithm guarantees no performance bound, in general. For instance, 
suppose there are m tasks 7; = (1, t, t), 1 <i dm, and another task To = (m, 1, I), where 
t is an arbitrary constant with t > 1. In the EDF algorithm, task TO will be scheduled 
at time 0, and no other task will be accepted; therefore, EDF(T) = m. Whereas, the 
optimal schedule will consist of m tasks T;, 1 <i <m, each of which is scheduled at 
time 0 on a different processor from each other’s; therefore, OPT(T) = mt. Note that 
the approximation factor is not bounded. However, we will show, in Lemma 1, that 
imposing the two restrictions given in Definition 1 on the tasks results in a constant 
approximation factor for the EDF heuristic. Lemma 1 will play an important role in 
the subsequent sections. 
Definition 1. Given two constants CI and p with 0 < a < 1 and 0 < /3 < 1, a non-malleable 
task set T = { Tl, T2,. . , T,,} is said to have (c(, /3)-property if (a) pi <urn, 1 <i < n, and 
(b) ti<pdi, 1 <i<n. 
Lemma 1. For a tusk set T having (a, P)-property, EDF( T) a( 1 - c()( 1 - /3)OPT( T). 
Proof. Suppose that Tk, 1 <k <n, is the task with the largest index among those 
which are rejected by the EDF algorithm. Using inequality (1) with t = dk, we have 
OPT(T) d C k+lgi_ tip; + dkm. Let S be the partial schedule constructed by the 
EDF algorithm so far just before rejecting Tk. Suppose for contradiction that, for some 
time instance t < (1 - fi)dk = dk - fidk < dk - tk, am or more processors are idle in 
S. Note that those processors must be also free at t in S since no task would be 
started after t in S. Consequently, the task Tk could be scheduled at time t, which is a 
contradiction. 
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Since at least (1 - a)m processors are busy during (1 - p)dk, the total work in- 
cluded in S is no less than (1 - a)(1 - p)d km. Moreover, since Tk is the last task 
rejected, tasks Tk+i, Tk+2,. . , T,, are added to S in the final schedule generated by EDF. 
As a result, we have EDF(T) > c k+l <i<n tiPi + (1 - a)(1 - b)dkm. 0 
3. Scheduling non-malleable tasks 
In this section, we consider non-malleable tasks and present a scheduling algorithm 
with an approximation factor of 5 + E for any positive constant E. In our algorithm, 
the tasks are divided into two groups, TW and TN, and considered separately. TW 
consists of the tasks that require more than m/2 processors for their execution, i.e., 
T, = {z ( 1 f i <n and pi > m/2}, and TN consists of the remaining tasks. The sub- 
scripts W and N indicate “wide” and “narrow”, respectively. 
Suppose we are given two heuristics HW and HN with Hw(Tw)>( l/q)OPT(Tw) 
and HN(TN)>(I/c~)OPT(TN). Let TO be the set of tasks included in the optimal 
schedule of the task set T. Then, it is obvious that l\To n TW 11 d OPT(Tw) and that 
IlTonT~ll <OPT(TN). H ence, OPT(T)= lIToIl = /lT~nTwll+llTonT~l/ <OPT(Tw)+ 
OPT(T~J). Moreover, we have OPT(TW)+OPT(TN)~C~HW(TW)+C~HN(T~)<(C~ + 
c2)max(Hw(Tw),HN(TN)}. C onsequently, we have OPT(T)<(cl +c2)max{Hw(Tw), 
HN(TN)}. 
Hence, if we are given two algorithms HW and HN with Hw(Tw) 2 l/(1 + &)OPT 
(Tw) and HN( TN) > iopT( the following simple algorithm achieves what we 
want: Firstly, partition the tasks into TW and T N; secondly, apply two heuristics HW 
and HN, which will be given below, to each of these two task sets, separately; finally, 
choose the one including the larger amount of work. 
3. I. Scheduling tasks in TW 
Since each task in TW requires more than m/2 processors, no two or more tasks 
can be executed simultaneously. Hence, the problem becomes, in fact, a single pro- 
cessor scheduling problem. A transformation of the problem to the general problem 
on a single processor resolves this case. Each task Ti = (pi, ti, di) E TW is transformed 
to a single processor task T/ which requires one processor for ti units of time, has 
a deadline di, and also has a value equal to tipi. Let T& denote the set of those se- 
quential tasks, and let OPTs(T&,) denote the value obtained by the optimal scheduling 
algorithm for solving this general problem on a single processor. Then, it is obvious 
that OPT(Tw) = OPTs(T$,). 
The general problem for those tasks is of course NP-hard. However, we can solve this 
general problem approximately using the fully polynomial time approximation scheme 
introduced by Sahni [S]. For any given positive constant a, the scheme can find a sched- 
ule with the sum of the values of the accepted tasks greater than l/( 1 + a) OPTs(T&,). 
The time complexity of the scheme is polynomial in n and l/s. 
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3.2. Scheduling tasks in TN 
We will apply a modified EDF heuristic to schedule the tasks in TN. TN is again 
partitioned into two groups, TNS and T NL, where TNS consists of tasks Ti E TN with 
ti > idi and TNL consists of the remaining tasks. That is, TNS consists of the tasks with 
a relatively small slack time, while T NL consists of the tasks with a relatively large slack 
time. Let IZN~ and ?‘&L denote the number of tasks in TNS and TNL, respectively. Let 
TNS={Ti=(pi,ti,di)) l<id~~s}, and let T .,={T;=(p;,t,!,d;)) l<j<nNL}. sup- 
pose that dl> d2 > . 3 d,,, and that d’, < di d . . d dkNL. To make the description 
easier, we assume a dummy task T,,,,+I with d,,s+l = 0, tnNs+l = 0 and pnNsfl = m. 
The algorithm first schedules the tasks in T NS in the following way: assign p1 
processors to TI, p2 processors to T2, and so forth, until the processors run out, and 
reject all the remaining tasks in TNS. To give a formal description, we need some 
definitions and notions. Let k, 1 d k < nNS + 1, be the index satisfying XI Gi Sk_ 1 pi d m 
and c1 LiGk pi >m. A tinction owner associates each processor p, 1 <p<m, with a 
task Ti,l,<i<k, SO that owner(p)=i iff CIGjGi_, pj<p< C,4jGipj. When owner 
(p) = i, we will say that task 7; owns processor p and conversely that processor p is 
owned by Ti. 
Algorithm HN is as follows: First, assign each task Ti, 1 <id k- 1, on the processors 
it owns at time 0. The tasks Tk, Tk+l, . . . , T,,,, are rejected. ’ Second, schedule the tasks 
in TN, using the EDF heuristic. Note that the EDF heuristic is well defined in this 
situation where some tasks in TNS are already scheduled. Algorithm HN given below 
summarizes our algorithm. 
Algorithm HN 
fori=l tok-1 do 
assign c to the processors numbered from c, GiGi_, pj + 1 to C, GjGi pj at 
time 0; 
schedule the tasks in TNL using the EDF heuristic. 
In Lemmas 2 and 3 given below, we will prove that the algorithm HN achieves 
an approximation factor of 4. To do that, we need some additional definitions and 
notations. We first introduce another function fN which associates each processor p 
with the deadline of task 7’owner(p), that is, fN(p) = downercp), where the subscript “N” 
indicates “non-malleable”. Function fN makes a staircase-shaped boundary as shown 
in Fig. l(a), where the horizontal axis represents the processors, while the vertical 
axis represents time. Each task is represented as a rectangle whose width represents 
its degree of parallelism and whose height represents its execution time. Let A denote 
the region under the function fN. 
Suppose that T,’ E TNL is the task with the largest index among those which are 
rejected by EDF heuristic in the second step of HN. Another function gN is defined 
’ The largest-time-first algorithm also could be applicable at this step. However, the worst case performance 
would be the same as the largest-deadline-first algorithm which is used in our algorithm. 
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Fig. 1. Definitions of fN and go: the case where k = 6 
as follow% gN( p) = max{fN(p), df}. Fig. l(b) shows a graphical representation of gN. 
Let B be the region under this function gN. Note that the area of B is c, ~ Pam gN( p). 
Proof. Let S, be an optimal schedule for task set TN. For each processor p, let h(p) 
be the time instance, if any, at which the last task assigned to p, which is a member 
of TNS, is terminated; otherwise, let h(p) = 0. Since all the processors are identical, 
we may assume, without loss of generality, that h( 1) >/z(2) > . . . > h(m). 
We claim that h(p) <fN(p) for any p, 1 < p<m. Suppose for contradiction that 
h(q)>fj(q) for some q, 1 <q <m. This means that the sum of the width, that is, the 
number of processors, of the tasks in TNS which have a deadline larger than fN(q) is no 
less than q, which contradicts the definition of function fN. Therefore, our claim holds. 
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From the observation that h(p) < f~(p), 1 d p d m, we conclude that, in the optimal 
schedule, no task in 7’~s lies outside region A. This implies that if a task lies outside 
region B in the optimal schedule, that task must be a member of TNL, and, moreover, 
must have a deadline larger than dj. Hence, we have OPT(TN)f Cl+,GiGnNL tip,’ + 
c, Q~Q,,, gN(p) where the first term of the right-hand side represents the total work 
performed by the tasks in TNL with deadlines larger than d(, and the second term 
represents the area of region B. 0 
Fact 1, given below, asserts that at least a fourth of the area of region A is filled 
by tasks T,, Tl,.. ., T,_,. 
Fact 1. C, <i<k-, tiPi 2 i C,<p~m h(P). 
Proof. Let AI = CIGiGk-, pi, and let 42 = m - A,. First, suppose that k = ItNS + 
1. In this case, &,<m h(P) = c,,,,,, h(P) = c, <p<d, downer(p) d c, <p<d, \ . 
2hW( p) = 2C,GiGk-, LiPi. That is, C,<iGk-, liPi>; C,<,<,f~(p). 
Next, suppose that k dnNS. Since 42 < pk <mm/2 and fj(p) is a non-increasing fimc- 
tion, we have C,,,,,, fN(p)>i C,GpGmfN(p). Moreover, CIGpGd, fN(p)<2 
C,4iGk_, tipi. Combining these two inequalities, we have CIGiGk_, tipi>: C, 
<p<m 
fN(P). 0 
Lemma 3* HN(TN)a C/+,<i<nNL t:P: + + &p<mgN(p). 
Proof. Let S be the partial schedule constructed by HN so far just before rejecting 
task Ti. It suffices for our purpose to show that IlSJJ > f c,,ipG,m gN(p). Consider 
a processor p, if any, with gN(p) >di. Task Towner(p) is assigned to p; therefore, 
p is busy during the time interval [0, towner(p)] where t owner > ;&wnrr~p~ = &N(p). 
Moreover, arguing as in the proof of Lemma 1, less than m/2 processors are idle at 
any time t < id:. 
Let 0 be the number of processors p satisfying g,%,(p) >di, in other words, for 
processor p with 16 p < 0, we have gN(p) = fN(p) >df. We have four cases to con- 
sider. In the first case, 0 = 0. Since less than m/2 processors are idle at any time 
t d 1/2d,‘, we have JJSlj 3m/2 . d,‘/2 = $ c, ~p~,~r C&(P). In the second case, 0 =m. 
Here, c, <p<m h(P) = c, ~~<rn gN(P). From Fact 1, we have llSll2 i CIGpGrn 
fN(P) = c, <p<m gN(P). In the third case, m/2 d @ cm. SinCe fN and gN are non- 
increasing functions, we have IlSll B i c,GpG@ fN(p)> i c, GpGm gN(p). In the 
fourth case, 0< 0 <m/2. Fig. 2 shows an example of this case. We have (IS/I > i 
c ,Q~,O~N(P)+(~/~--O)~~/~~~C,~~~~,~~N(P)~~C,~~,,~N(P). q 
Corollary 1. HN(TN)>~OPT(TN). 
We now have two algorithms HW and HN satisfying Hw(Tw)> l/( 1 + c)OPT(Tw) 
and HN(TN) 3 iopT( From the argument given at the beginning of this section, 
we have Theorem 1. 
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d: 
Fig. 2. Illustration of Lemma 3: the case where k = 6. 
Theorem 1. For non-malleable tasks, there is a polynomial time scheduling algorithm 
with an approximation factor of 5 + E for any positive constant E. 
Heuristic HN is interesting in itself. This heuristic can be applied to the task set in 
which each task has a bounded degree of parallelism. When a task set satisfies (LX, l)- 
property for any constant c(, 0 < tl -=c 1, this algorithm guarantees an approximation factor 
of 2/( 1 - a). Moreover, when the algorithm HN is applied to the sequential tasks, the 
approximation factor becomes 2. 
4. Scheduling malleable tasks 
In this section, we consider malleable tasks with linear speedup and propose a 
scheduling algorithm with an approximation factor of 4.5. Tasks are given in the form 
of T = { 7;: = (pi, ti,di) 1 1 <ibn}, where pi is the maximum degree of parallelism; ti 
is the corresponding execution time, i.e., the execution time when the task is run on 
p, processors; and di is the deadline of the task. Task T can be run on any pi < p, 
processors while preserving the work of the task whenever the corresponding execution 
time does not exceed deadline di. In any schedule S of T, if p( processors are actually 
assigned to Ti, we say that the execution parallelism of Ti in S is pl. 
Our algorithm is similar to HN in Section 3. Tasks are divided into two groups, 
T, and Ts; TL consists of the tasks c satisfying ti <di/2 and tipi <dim/4, and Ts 
consists of the remaining tasks. In our algorithm, TL will play a similar role to 
TNL in Section 3, while TS will play a similar role to TNS. Let PZL and ns be the 
number of tasks in TL and Ts, respectively. Let TS = {T, = (pi, ti, di) / 1 <i <ns}, and 
let T~={T,‘=(p~,t~,d,!)Il<jdnL}. Assume that dladI>... ad,, and that d’,<di 
d . . . <dLL. We again assume a dummy task T,,s+l with &+I = 0, dns+l = 0 and 
pns+l = m. Facts 2 and 3 given below easily follow from the definitions of task set TL 
and Ts. 
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Fact 2. For any task T/ E TL, we can always choose an appropriate xecution paral- 
lelism py < irn so that the corresponding execution time t,!’ <d/!/2. 
Fact 3. For any task Ti E Ts, ti > di/4. Moreover, if pi <m/2, then ti > dij2. 
Some definitions and notions, most of which were introduced in Section 3, are ne- 
cessary. Let k be the index satisfying x1 GiGk_l pi <m and C, GiGk pi >m. A function 
owner associates each processor p with the index of a task in Ts as follows: 




This definition is exactly the same as that in Section 3. However, in this case, the tasks 
may not be scheduled on the processors they own. Moreover, a function fM associates 
each processor with the deadline of the “owner” task, that is, fM(p) = downer(p). Let 
A be the region defined by this function fM, and let A = m - x1 Qigk_, Pi. Note that, 
in this case, there is no non-trivial bound on A. 
The first step of our algorithm is to schedule the tasks in TS so that at least a fourth 
of the area of region A is filled by the tasks. However, we will leave this phase of the 
algorithm as a black box, momentarily, and will continue to present the next part of 
the algorithm which deals with the tasks in TL. 
The second step is to schedule the tasks in TL. The algorithm is basically the same 
as the EDF heuristic. However, before scheduling them, the execution parallelism of 
each task must be determined. From Fact 2, for each task T: E TL, we can always 
determine an appropriate execution parallelism py d m/2, ti’ < d,‘/2, and typi’ = tip;. If 
more than one choice is possible, we select one arbitrarily and simply schedule the 
tasks using the EDF heuristic. 
Let Tj’ E TL be the task with the largest index among those which are rejected by the 
EDF algorithm, and let S be the schedule constructed so far just before rejecting Ti. 
Let gM be the function defined by gM(p) = max{ fM(p),d(}, and let B be the region 
bounded by function gM. Lemma 4 is obtained by the rephrasing of Lemma 2 in the 
present context. 
Lemma 4. OPT(T)6 Cl+l<i<q t!Pj + cICDG,SM(P), 
In the following, we return to the first step of our algorithm, which schedules the 
tasks in Ts, and simultaneously prove the following inequality for the partial schedule S: 
We have four different cases to consider. In the first three cases, we prove a tighter 
bound than inequality (2). 
Case I: 3 a task K, 1 <i<k - 1 with pi>m/2. 
Let i be the largest index of such a task. We simply reject all tasks Tj with 
j > i and assign tasks { Tl, T2,. . . , Tj} to the processors they own at time 0. That 
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is, Th, 1 <h < i, is assigned to the processors numbered from C, Gjbh_l pj + 1 to 
CIGjS,, pi, Remember that for this Ti we have either ti >d,/2 or tiPi>dim/4 or both. 
In both cases, we have tiPi >dim/4. Moreover, since pi am/2 and C, GjGi pj dm, we 
have pj < m /2,1 d j d i - 1; therefore, according to Fact 3, tj > dj/2,1 d j d i - 1. 
Firstly, suppose that di <di. Then, 
c gM(P> < 
l<p<m 
C djPj+di (mm,GEi_,Pj) 
lij<i-1 
< C 2tjpj + dim 
l<j<i-1 
d C 2tjpj +4tipi 
I <jai-l 
d 4 C tjpjG411SII. 
I <j<i 
That is, IISII > i cl < 4<m gM(P). . . 
Consider the case wherein dj >di. For any processor p with gM(P)>d,‘, task Z&,er(p) 
with t,,,,,(,) > igM(p) is assigned to p. Moreover, for any time t <d,‘/2, fewer than 
m/2 processors are idle owing to the nature of the EDF heuristic. This situation is 
exactly the same as the fourth case in Lemma 3; therefore, inequality (2) holds in this 
case. 
Before proceeding, let us focus on task Tk. Let ik be the minimum degree of 
parallelism of Tk under the condition that the corresponding execution time ik does 
not exceed deadline dk. In other words, (ik, ik) satisfies t;c& = tkPk, ik d dk and 
tkPk/(bk - l)>dk. 
In the remaining cases, we assume that there is no task K;:, 1 d i Gk- 1, with pi > m/2. 
This assumption implies by Fact 3 that ti >di/2,1 did k - 1. 
case II: cl <iik_l pi + i)k <m. . . 
In this case, all tasks in { Tl, T2,. . . , T,} are allotted to the processors they own at 
time 0. Each task T, 1 < i < k - 1, is assigned to the pi processors it owns, while 
task Tk is assigned to the remaining m - x1 QiGk_, pi processors. In other words, the 
execution parallelism of task Tk is m - c1 Gigk_-l pi. Note that Tk can be run on these 
processors without violating the deadline. Since (a) ti 2 di/2,1 < i <k - 1, (b) tk 2 dk/4, 
and also (c) fewer than m/2 processors are idle at any time t <di/2, inequality (2) 
holds. 
In this case, we will assign all tasks in {T,, T2,. . . , Tk_1) to the processors they own 
at time 0. Note that ti >di/2,1 <i < k - 1. Following an argument similar to the one 
given in the proof of Lemma 3, it is easy to prove that inequality (2) holds 
Case IV: ClQiQk-l tiPi<: Cl<p~m EM and Cl$i<k-l Pi + bk>m. 
This case is relatively difficult to prove. We first show Fact 4 given below. 
220 O.-H. Kwon, K.-Y. Chwal Theoretical Computer Science 215 (1999) 209-223 
Tf = {Tl,T2,T3} Tk = {Ta,Ts,Tci) 
Fig. 3. Tt, T,L and function .fM 
Fact 4. The following hold: 
(4 Cl Gick_-l Pi <m/Z 
@I Pk > m/2, 
CC> tkPk>Adk~~C,~p,,f~(P). 
Proof. (a) is derived directly from the fact that xlGiGk_i tipi < f ~lGp~m f~(p) 
and ti>di/2, 1 <i<k - 1. (b) is derived from (a) and the fact that xlSiGk_, p; + 
$k >m. Consider (c). If tkpk d ddk, then jjk d A which contradicts the condition that 
Cl<i<k-l pif@kkrn’ Since Clgp<m fM(p> = c1 <igk-1 dipi + Adk, we have Adk = 
c t<p~~fM(P) - Cl<i<k-_l d,Pi> C~<p<nr.fM(P) - 2Cl<i<k--l tiPiBi C~<p<rn 
fM(Ph q 
We first explain our approach in terms of an example in Fig. 4; task Tk (T7 in this 
figure) is assigned to the processors at time 0, and some tasks in {TI, T,, . , . , Tk-1) are 
assigned to the processors to which Tk is already assigned. Those tasks of course must 
have enough slack time not to violate the deadlines even if they are started after Tk is 
finished. Therefore, we divide the tasks {TI, T,, . . , Q-1) into two groups, Tf and Tk. 
Tz consists of tasks 7; with di - ti >dk and Tk consists of tasks q with dj - tj <dk. 
Note that each task in Tt will not violate its deadline even if it starts its execution 
after Tk is finished. 
To make the description easier, we will give new indices to the tasks so that 
T:={T1,T2 ,..., Th} and T.$={Th+],Th+z ,..., Tk-1 }, where the non-increasing order 
of the deadlines of the tasks are maintained within each of the two groups. 
This new index scheme will violate the condition that dl >dz 3 . . adk- 1 main- 
tained so far. However, it has no impact on the argument given below. Functions 
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1 P7 
Fig. 4. An example of Case IV. 
owner, f~ and gM are also adjusted according to the new index. Note that fM and gM 
are no longer non-increasing functions. Fig. 3 shows the adjusted functions fM and 
gM. However, the sums CIGpGrn fM(p) and CIGpGm gM(p) remain constant. 
The algorithm is as follows: We will simply reject all tasks in Tk and assign the 
tasks in Tz and Tk as shown in Fig. 4. Task Tk is assigned to the processors numbered 
from 1 to pk at time 0, and the tasks in TF are assigned to the processors to which Tk 
is already assigned at the time tk. This is always possible since c, GiGh pi < pk (from 
Facts 4(a) and (b)). Algorithm H given below summarizes our algorithm in this case. 
Algorithm H 
assign Tk to processors { 1,2,. , pk} at time 0; 
for i = 1 to h do 
assign z to the processors numbered from C, QiG ;_, p, + 1 to C, 4jGi p, at 
time tk; 
schedule the tasks in TL using the EDF heuristics; 
First, consider the special case where dk 2 d;. Here, c, GpGm gM( p) = c, Cps,n 
fM(p)<&pk <2llsll, which proves inequality (2). From now on, assume that dk <dj. 
We now introduce a new function gh which is defined as follows: 
&P) = 
i 
df if C1<i<hPicP~C1<i<k-I Pi, 
gM( P) otherwise. 
In other words, for processor p of which the owner is a member of Tk, the new 
function gb(p) is defined as d(. We claim that (a) (/SII > $ CIGpGrn gb(p), and 
(b) &,&M(P)-C , G p Gm gb( p) < 4 IIS 11, Note that these two facts together imply 
inequality (2). 
222 O.-H. Kwon, K.-Y. Chwal Theoretical Computer Science 215 (1999) 209-223 
First, consider (a). For any processor p with gh(p) >d,!, a task in T: is assigned 
to p. From the nature of the EDF heuristic, fewer than m/2 processors are idle at any 
time t < d1/2 in S. According to these properties, claim (a) holds. 
For claim (b), we have 
c gM(P)- ,<~<mdf(d == c @M(P)-&P)) 
l<pCm \ . iB,<hPI <P~CIG,<k--IPI 
d C (4 -dk)pi 
h+l <i<k-I 
6 C tiPi 
h+l CiQk-1 
Consequently, we have Lemma 5 for our heuristic algorithm H described so far. 
Lemma 5. H(T)> Cl,, <i<ns t,‘pl + & c, GpGrn gh4(p) 
Proof. Obvious from inequality (2). 0 
From Lemmas 4 and 5, we have Theorem 2. 
Theorem 2. For malleable tasks with linear speedups, there is a polynomial-time 
scheduling algorithm with an approximation factor of 4.5. 
5. Concluding remarks 
In this paper, we considered the problem of scheduling parallel tasks with individual 
deadlines so as to maximize the total work performed by the tasks which are completed 
before their deadlines in the schedule and presented two approximation algorithms each 
of which works for non-malleable tasks and malleable tasks with linear speedup. To the 
best of our knowledge, this is the first study on this problem. 
We do not expect that the approximation factors given in this paper are very tight. 
However, we now have no ideas for either improving the upper bound or giving any 
non-trivial lower bound on them; moreover, neither of these two directions seem to be 
very easy. 
Several authors considered the on-line version of this problem for sequential tasks 
[ 1,6, 121. In on-line scheduling, each task 7;: is associated with an unknown ready 
time ri. For parallel task scheduling problem, it is easy to show that no on-line 
algorithm can achieve any constant approximation factor. We have considered a special 
case where all tasks have a common deadline D and, moreover, the task set satisfies 
(a, /I) property. We can prove that a simple algorithm based on a first come first 
served (FCFS) strategy achieves an approximation factor of 1 + l/(( 1 - cc)(l - p)). 
The details are omitted in this paper. 
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Another interesting open problem arises from restricting the value distribution of the 
general problem in a different way. Suppose that all the tasks have the same value, 
say 1. This problem can be solved in polynomial time in uniprocessor environments [2]. 
For parallel tasks, however, this problem is NP-hard, and no approximation algorithm 
has been reported so far. 
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