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Abstract 
This paper presents the Part of Speech (POS) Tagger for Kadazan language using Transformation-based approach. The objectives 
of this study is to develop a POS tagger for Kadazan which has never been develop systematically before by any of the tagging 
approaches and also to solve the disambiguation problem in that language and at the same time to use it as a learning language 
tool. We use and implement this approach because it can achieve higher accuracy equivalent to other tagging approaches such as 
statistical and the original rule-based techniques and as well as having a significant advantages over the other tagging approaches. 
The tagging system has been trained using two Kadazan corpuses which contain 741 words and 1328 words. Based on the 
evaluation results, the tagging system can achieve around 92 % to 93 % of accuracy.  
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1. Introduction 
      POS tagging is a system that can read text in some languages and to assign POS such as noun, verb, adjective,
adverb, pronoun, etc. to each word in the text (corpus). In Natural Language Processing, POS tagging is important to
show how the words can be related to each other, to show the ordered structures of the sentence and also help to 
resolve ambiguity problem in different kind of analysis levels. POS tagging has been used in many applications such 
as machine translation, speech recognition, information retrieval, dictionary and so on. Hence, the importance of 
POS tagging cannot be ignored at all. There are few different approaches which have been applied to POS tagging. 
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The first method that was introduced to implement POS tagging is rule-based method. Then, statistical came into 
existence and acquired more popularity after 1980’s. Later on, Brill presented a rule-based system in 1992 which it 
is different from the original rule-based method [5]. This tagger has been trained for tagging English words and the 
results of tagging using Transformation-Based approach has achieved 97% of accuracy [5]. All these approaches are 
compared and used to get better tagging results. 
Rule-based approach works by assigning tags to word using contextual information which the rules are developed 
by human. Statistical approach is known as a stochastic tagger which it disambiguate words based on probability 
where the word occurs with a specific tag. The tag which occurs most frequently in the training set is the one will be 
assigned to an ambiguos instance of that word. However, statistical approach requires complex computations.  
Over the past few years, statistical approach were thought to be the most successful one compared to the original 
rule-based method until Brill’s tagger approach was introduced. Brill’s tagger approach is the advance version of 
rule-based method. It uses rule templates and easier to be implemented compared to statistical approach because it 
doesn't requires a very complex computation. 
Brill's approach is originally developed for English language and it can achieved high accuracy compared to the 
original rule-based and statistical approach. However, there are also some languages which implement Brill's 
approach for their POS tagging and the accuracy obtained were also high. So, in this paper, we are trying to 
implement Brill's approach to see whether this approach is applicable for Kadazan language or not. This can be done 
by evaluating the tagging accuracy in order to see the tagging performance. This study has been carried out to 
develop a Kadazan POS tagger which can tag Kadazan text and at the same time to observe and determine the 
effectiveness of Brill's approach towards Kadazan language.  
 
2. Brief Overview of Kadazan Language 
      Kadazan language is a language which is spoken by Kadazan race in Borneo starting in the region from the 
Nosoob-Kepayan area through Penampang-Putatan and to Papar, Sabah. Same as any other languages, Kadazan 
language also has its own characteristics, grammatical structures and rules. The morphology of Kadazan language 
can formed from the affixes of a word. For example, in Kadazan language, the formation of noun from an adjective 
involve all three affixes which are either by prefixing, infixing, suffixing or combination of prefix and suffix. For 
example, the word 'avasi (good) => kavasian (goodness)'. The word 'avasi' which is an adjective is changed to noun 
after the 'ka' is prefixed and the 'an' is suffixed to that word. Next example is the word 'poit (bitter) => pinoit 
(bitterness)'. The word 'poit' which is an adjective is changed to noun after the 'in' is infixed after the first character 
of the word 'poit'. The noun can also be formed from verb. For example the word 'soboong (to cross a river) => 
soboongon (place where one cross a river)'. The word 'soboong' which is a verb is changed to noun after 'on' is 
suffixed to that word. Next example is by prefixing 'mang' at the beginning of the word. For example, 'ajal (teach) 
=> mangajal (teacher)'. The word 'ajal' which is a verb is changed to noun after the word 'mang' is prefixed to that 
word which is 'mangajal'. The contextual rules is basically based on 'previous' word and 'next' word. It uses 
condition. For example, 'change noun to verb if the previous tag is AISO'. If the sentence is tagged wrong such as 
'aiso louti (adjective)' which means 'no bread', by applying the rule as mentioned before, the sentence will be tagged 
as 'aiso louti (noun)'.  
 
2.1. Why Brill's Tagger  
      There are few different approaches for POS tagger besides Transformation-Based approach which are use for 
POS tagging. The two most known approaches are rule-based approach and statistical approach. In general, rule-
based approach is where the rules are written by humans based on linguistic knowledge. It is done by generating the 
input sentence to output text in basic morphological, syntactical and semantic analysis of both sources and target 
languages which involved in tagging or translation. Statistical approach mostly use Hidden Markov Model (HMM) 
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where lexical and probabilities are used to search a tag for a word. Basically, the statistical approach requires 
complex computations as mentioned before.  
      After Brill's approach has been introduced, it has become one of the approach which give similar or even better 
results than those two approaches mentioned above. Brill’s method is chosen to develop a Kadazan POS tagger 
because of its better performance showing good results towards tagging English language and also other languages. 
Moreover, this approach is also known as self learning. It uses a comprehensive technique known as 
Transformation-Based Error Driven Learning. Brill’s approach uses rule templates instead of pure n-gram. In terms 
of its linguistic accessibility and flexibility, it is define by linguistic knowledge to be statistically investigated where 
at first, Brill’s Tagger will set rule templates then there are allowed to change the rule files and lastly will help 
analysing the results and show the remaining corpus.  
 
3. Brill’s Tagger for Kadazan 
Fig. 1 shows the overall model for Kadazan POS Tagger based on Brill's approach.  
 
 
 
 
The Kadazan POS tagger is divided into four phases. The first phase of tagging begins by inputting an unannotated 
text into the system. The second phase continues when the corpus going through the initial state annotater to tag all 
the words to its most likely tag based on the lexicon. The output of this process is the temporary corpus. The other 
possible tags act as the second tag if and only if the initial tag is wrong, then the rules will be applied to change the 
initial tag (most likely tag) to one of the other possible tags. The word with possible tags shows that it is ambiguous 
because it has more than one meaning. For example, the word 'kalaja' can be classified into a verb or a noun. For 
example, if the sentence goes like this, 'mamaso isido monoodo kalaja do kabaahan' which means 'he is in the 
middle of doing an artisan work.' From here, the correct tag for 'kalaja' is a verb. If the sentence goes like this, 'onu 
oh kalaja diozu?' which means 'what is your job'?, the correct tag for the word 'kalaja' in this sentence is a noun. 
However, not every words has other possible tags as shown in table 1. The words which are not in the lexicon are 
considered as unknown words. The unknown words will be tagged automatically as noun (N). Table 1 shows the 
example of the lexicon for most likely tag and their other possible tags. 
 
 
 
 
Input Unannotated Corpus/Text 
Initial State Annotater  
Most Likely Tag to tag 
words for initial tag based on 
the lexicon 
Goal Corpus  
Temporary Corpus  
Lexical/Contextual Rules 
to assign 
output 
apply and fix 
compare 
to 
Error  
Fig. 1. Kadazan POS Tagger model based on Brill's Approach 
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Based on table 1, the word ‘aanangaan’ is usually tagged as a verb (V) but may also be tagged as an adverb (R) 
depends on the sentence. The word ‘Kalaja’ usually tag as a verb (V) but also can be tagged as a noun (N). The 
word ‘Ahasu’ is usually tag as an adjective (J) and there is no other possible tags for that word. The word ‘Kampil’ 
is usually tag as a noun (N) and there is no other possible tags for that word too. All these depends on the structure 
of the sentence. The same thing applied to other words in the lexicon. The output of this phase is temporary corpus. 
      The third phase continues by comparing the temporary corpus with the goal corpus to detect if there is any error 
(wrong tags) occur in the temporary corpus. The goal corpus is the manually tagged corpus. For example, if the 
sentence in Kadazan goes like this 'onu oh kalaja diozu?' which means 'what is your job?'. In temporary corpus, the 
word 'kalaja' is tagged as a verb as an initial tag based on the lexicon for its most likely tag as shown in table 1. 
However, in the goal corpus, the correct tag for the word 'kalaja' is a noun. So, there is an error detected after both 
sentences or corpuses are compared to each other.  
      The last phase continues when the lexical and the contextual rules are applied to fix the errors which occured 
from the third phase. The lexical rules are based on prefixes, infixes and suffixes of the word. Usually, the lexical 
rules will only affect the unknown words. Table 2 shows the examples of the lexical rules for Kadazan language. 
 
 
Rule Current Tag New Tag Condition 
 
L1 V N Suffix ‘on’ 
L2 J N Infix 'in' 
L3 J N Prefix ‘k’ and Sufix 
‘an’ 
 
 
Rule L1 stated that if the current tag of a word is a verb (V), after suffixing ‘on’ to that word, the word is 
transformed into a noun (N). For example, soboong (V) => suffix 'on' => soboongon (N). The word 'soboong (cross 
a river)' which is a verb is changed into 'soboongon (place to cross a river)' which is a noun after suffixing 'on' into 
it. Rule L2 stated that if the current tag of the word is an adjective (J), after infixing 'in' into it, it will be tagged as a 
noun (N). For example, vasi (J) => infix 'in' => vinasi (N). The word 'vasi (good)' which is a verb is changed into 
'vinasi (goodness)' which is a noun after infixing 'in' into it. Rule L3 stated if the current tag of the word is an 
adjective (J), after prefixing ‘k’ and suffixing ‘an’ to that word, it will be transformed into a noun (N).  For example, 
avasi (J) => prefix 'ka', suffix 'an' => kavasian (N). The word 'avasi (good)' which is an adjective is changed into 
'kavasian (goodness)' which is a noun after prefixing 'ka' and suffixing 'on' into it. The same case applies to other 
words based on their lexical rules. Next is by learning the contextual rules. Table 3 shows the examples of 
contextual rules.  
 
 
 
 
 
 
 
 
Word in Kadazan English Translation Most Likely Tag Other Possible Tags 
 
Aanangaan Like  V R 
Kalaja Work/Working V N 
Ahasu Warm/ Hot J - 
Kampil Bag N - 
Rule Current Tag New Tag Condition 
 
C1 J/R/V N Previous word is 'aiso' 
C2 J/R/V N Previous tag is adjective 
C3 N/R/V J Next word is 'o' 
 Table 1. Examples of the Lexicon 
   Table 2. Examples of the Lexical Rules 
   Table 3. Examples of Contextual Rules 
4 
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Rule C1 stated that if the previous word is ‘aiso’, then the word after 'aiso' where the current tag is either a verb (V) 
or an adjective (J) or an adverb (R) will be transformed into a noun (N). Rule C2 stated that if the previous word is 
tagged as an adjective (J), then the word next to that word where the current tag is either a verb (V), an adjective (J) 
or an adverb (R) will be transformed into a noun (N). Rule C3 stated that if the next word is ‘o’, the word before 'o' 
where the current tag is either a verb (V), a noun (N) or an adverb (R) will be transformed into an adjective (J). The 
same thing applies to other words based on their contextual rules. 
 
4. Results and Evaluation 
     The evaluation of Kadazan POS Tagging has been carried out and here are the performance results for the 
Kadazan POS Tagger which will be discussed further in this section. The tagger has been evaluated in two ways. 
First is to get the accuracy and error rate by applying the lexical rules, contextual rules, by combining both rules and 
without using any rules. Secondly is by calculating the tagging time and evaluation time to calculate the accuracy.  
4.1. Training the Kadazan Tagger  
The Kadazan children’s story books have been used to trained the tagger. There are two books that have been used 
where the first book contains 741 words (corpus 1) and the second book contains 1328 words (corpus 2). 
 
 
                              Table 4. Tagging results for manually tag compared to system tag by applying lexical, contextual, both rules  
          and lexicon only (for corpus 1) 
 
Tags Lexical Rules (%) Contextual Rules 
(%) 
Contextual + 
Lexical Rules (%) 
Lexicon only 
 
 
Correct 675 693 695 670 
Wrong 66 48 46 71 
Accuracy (%) 91.09 93.52 93.79 90.42 
Error Rate (%) 8.91 6.48 6.21 9.58 
 
 
             Table 5. Tagging results for manually tag compared to system tag by applying lexical, contextual, both rules  
          and lexicon only (for corpus 2) 
 
Tags Lexical Rules (%) Contextual Rules 
(%) 
Contextual + 
Lexical Rules (%) 
Lexicon only 
 
 
Correct 1200 1235 1224 1206 
Wrong 128 93 104 122 
Accuracy (%) 90.36 93.00 92.17 90.81 
Error Rate (%) 9.64 7.00 7.83 9.19 
 
     Based on table 4 for corpus 1, by applying the lexical rules only, we obtained 675 words for correct tags, 66 
wrong tags and overall we obtained 91.09 % of accuracy and 8.91 % of error rate. By applying the contextual rules 
only, we obtained 693 words for correct tags, 48 wrong tags and overall we obtained 93.52 % of accuracy and 6.48 
% of error rate. By applying both lexical and contextual rules, we obtained 695 words for correct tags, 46 wrong 
tags and overall we obtained 93.79 % of accuracy and 6.21 % of error rate. Lastly, by using the lexicon only which 
is without applying any rules, we obtained 670 words for correct tags, 71 wrong tags and overall we obtained 90.42 
% of accuracy and 9.58 % of error rate.  
     As shown in table 5 for corpus 2, by applying the lexical rules only, we obtained 1200 words for correct tags, 128 
wrong tags and overall we obtained 90.36% of accuracy and 9.64 % of error rate. By applying the contextual rules 
only, we obtained 1235 words for correct tags, 93 wrong tags and overall we get 93.00 % of accuracy and 7.00 % of 
error rate. By applying both lexical and contextual rules, we obtained 1224 words for correct tags, 104 wrong tags 
and overall we obtained 92.17 %  of accuracy and 7.83 % of error rate. Lastly, by using the lexicon only without 
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applying any rules, we obtained 1206 words for correct tags, 122 wrong tags and overall we obtained 90.81 % of 
accuracy and 9.19 % of error rate. The second evaluation part is done by calculating the tagging time and the time to 
calculate the accuracy of the tagger. Table 6 shows the time for tagging and evalution process for both corpuses. 
 
Corpus 1 2 
Tag Time/s 1.0 1.4 
Evaluation 
Time/s 
44.6 124 
 
Based on table 6, the tag time for corpus 1 is 1.0 seconds and the time taken to evaluate the accuracy is 44.6 
seconds. The tag time for corpus 2 is 1.4 seconds and the time taken to evaluate the accuracy is 124 seconds. 
 
4.2. Results and Discussion  
Based on the results in table 4 and table 5, we can see that without applying any rules which is by using the 
lexicon only, the accuracies are lower compared to after the rules have been applied. This proves by applying rules, 
the tagging accuracies will be improved. Besides that, by comparing corpus 1 and corpus 2, we can see that the 
results for corpus 1 obtained higher accuracy than corpus 2. This maybe because that the size the of the corpus 1 is 
smaller than the size of the corpus 2 but the number of rules which are applied to both corpuses are the same. Hence, 
the accuracy for corpus 2 might be increased if adding more rules to the tagger. In table 6, we can see that the 
tagging time and the evaluation time for corpus 2 took much longer than corpus 1 because the size of the corpus 2 is 
larger than corpus 1. This shows that bigger corpus needs more time for tagging and evaluation process. Overall, we 
can see that the tagging results for Kadazan language has achieved higher accuracies by using Brill's approach. 
However, it is always recommended that for better evaluation, it would be necessary to add more rules from time 
to time. By using the increasing size of corpus with more rules, higher accuracy could probably be achieved and also 
by using larger lexicon would also help to reduce the number of unknown words. 
5. Conclusion 
As a conclusion, the tagging performance shows that Brill’s Tagger approach can be trained successfully over a 
small size of corpus and its accuracy could probably be increased by increasing the number the rules. The lexicon 
also help to identify the most likely tag and provide all the possible tags. However, there are still remaining errors 
left which lies outside the scope of the tagger’s observation. Hence, there is a need to find solutions to solve the 
tagger problems in order to reduce the errors. 
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