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We develop a method which, building on the generating function of the matrix elements of Gaus-
sian unitaries in Fock basis, gives access to the multiphoton transition probabilities via unexpectedly
simple recurrence equations. The method is developed for Gaussian unitaries effecting both passive
and active linear coupling between two bosonic modes, but could also be extended to Bogoliubov
transformations acting on many modes. The recurrence includes an interferometric suppression
term which generalizes the Hong-Ou-Mandel effect for more than two indistinguishable photons im-
pinging on a balanced beam splitter. It also exhibits an unsuspected 2-photon suppression effect in
optical parametric amplification of gain 2, which originates from the indistinguishability between the
input and output photon pairs. The resulting framework should be quite valuable for characterizing
bosonic linear coupling in various physical situations, as well as non-Gaussian bosonic channels.
PACS numbers: 03.67.-a, 03.67.Bg, 42.50.-p, 89.70.-a
Quantum interferences are a cornerstone of quantum
physics. Over the last years, there has been a vigorous
activity on harnessing multimode multiphoton interfer-
ences as it may be a key for implementing future quan-
tum technologies with photonic integrated devices, see
e.g. [1]. This is also significant in connection with the
boson sampling paradigm [2], which builds on the com-
putational hardness of simulating the coherent propaga-
tion of many identical bosons through a multimode linear
interferometer and holds the promise of substantiating
the advantage of quantum computers [3–6]. More gener-
ally, this has led to a revived interest for quantum inter-
ferometry going beyond the celebrated Hong-Ou-Mandel
(HOM) effect [7], e.g., the generalized bunching effect in
linear networks [8], the signatures of nonclassicality in a
multimode interferometer [9], the observation of intrin-
sically 3-photon interference [10, 11], or the suppression
laws in a 8-mode optical Fourier interferometer [12].
Here, we address multiphoton interference by develop-
ing a theoretical framework that is particularly suited to
Gaussian unitaries describing both the passive and active
linear coupling between bosonic modes (i.e., all Bogoli-
ubov transformations). Our technique relies on the gen-
erating function of Gaussian matrix elements, which can
be expressed in a simple form while it enables accessing
intrinsically non-Gaussian features such as multiphoton
transition probabilities. In particular, it exhibits a sup-
pression term that generalizes the HOM effect to many
photons. Remarkably, applying this tool to active trans-
formations, we find an analog effect that had been left
unnoticed in an optical amplification medium of gain 2.
Bosonic Gaussian unitaries.—Bosonic modes are com-
monly studied carriers of continuous-variable quantum
information [13]. A bosonic mode (e.g., a quantized
mode of the electromagnetic field) is modelled by a quan-
tum harmonic oscillator in an infinite-dimensional Fock
space. It is associated with a pair of bosonic mode op-
erators aˆ and aˆ†, which must satisfy the commutation
relation [aˆ, aˆ†] = I. In this context, Bogoliubov transfor-
mations [14] (i.e., linear canonical transformations in aˆ
and aˆ†) are of particular interest as they correspond to
Gaussian unitaries (i.e., quadratic Hamiltonians in aˆ and
aˆ†). They conserve Gaussian-shaped Wigner functions
in phase space, and, most importantly, model ubiqui-
tous transformations in experimental quantum optics and
form the core of Gaussian quantum information [2]. They
can be divided into passive and active transformations
as effected by linear optical interferometry or parametric
amplification, respectively. In this work, we focus on the
most fundamental passive and active 2-mode Gaussian
unitaries, namely the beam splitter (BS) and two-mode
squeezer (TMS). The beam-splitter unitary UBSη effects
an energy-conserving linear coupling between two modes
and acts in the Heisenberg picture as
UBS†η aˆ U
BS
η =
√
η aˆ+
√
1− η bˆ,
UBS†η bˆ U
BS
η = −
√
1− η aˆ+√η bˆ,
(1)
where aˆ and bˆ are the mode operators, while η is the
transmittance. Similarly, the two-mode squeezer unitary
UTMSλ models the generation of pairs of entangled pho-
tons by parametric amplification due to the pumping of
a nonlinear crystal, and acts on the mode operators as
UTMS†λ aˆ U
TMS
λ = cosh(r) aˆ+ sinh(r) bˆ
†,
UTMS†λ bˆ U
TMS
λ = sinh(r) aˆ
† + cosh(r) bˆ.
(2)
with λ = tanh2(r) for a parametric gain cosh2(r).
Generating functions.—The generating function (GF)
of a sequence {cn} is defined as
g(z) ≡ Tn [cn] (z) =
∞∑
n=0
cn z
n, (3)
where z is a complex. It is a powerful tool as it encap-
sulates all information about the sequence {cn}. Here,
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2we exploit the properties of GFs in quantum optics when
applied to the matrix elements (or their squared mod-
uli) of Gaussian unitaries in Fock basis. Consider the
4-dimensional sequence 〈n,m|U |i, k〉/√i!k!n!m! for some
unitary U , where |i〉, |k〉, |n〉, and |m〉 denote Fock states.
Its 4-variate GF can easily be written as
g(x, y, z, w) = e
|x|2+|y|2+|z|2+|w|2
2 〈z, w|U |x, y〉, (4)
with the conventions shown in Fig. 1, namely we ob-
tain a matrix element of U between coherent states, e.g.,
|x〉 = exp(−|x|2/2)∑∞n=0(xn/√n!)|n〉. This makes g
very easy to compute when U is Gaussian, regardless
of the complexity of 〈n,m|U |i, k〉 itself. Indeed, the GF
of 〈n,m|UBSη |i, k〉/
√
i!k!n!m! can be expressed as [24]
gBSη (v) = e
√
η(xz+yw)+
√
1−η(yz−xw), (5)
while the GF of 〈n,m|UTMSλ |i, k〉/
√
i!k!n!m! reads [24]
gTMSλ (v) =
√
1− λ e
√
1−λ(xz+yw)+√λ(zw−xy) (6)
where v = (x, y, z, w) ∈ R4. We are also interested in the
GF of the transition probabilities |〈n,m|U |i, k〉|2, which
happens to be given by
f(v) =
Tr
[
(τz ⊗ τw)U(τx ⊗ τy)U†
]
(1− x)(1− y)(1− z)(1− w) , (7)
where we now get thermal states, e.g., τx = (1 − x)∑∞
n=0 x
n|n〉〈n| with 0 ≤ x < 1. This again makes the
calculation of f rather easy for Gaussian unitaries. Re-
calling that the overlap between two zero-mean Gaussian
states ρ1 and ρ2 with covariance matrices V1 and V2 is
given by Tr[ρ1ρ2] = 1/
√
det[(V1 + V2)/2] [5], the GF of
|〈n,m|UBSη |i, k〉|2 can be expressed as [24]
fBSη (v) =
1
1− η(xz + yw)− (1− η)(xw + yz) + xyzw ,
(8)
while the GF of |〈n,m|UTMSλ |i, k〉|2 reads [24]
fTMSλ (v) =
1− λ
1− λ(xy + zw)− (1− λ)(xz + yw) + xyzw ,
(9)
As a consistency check [24], we note that
fBSη (0) = |〈0, 0|UBSη |0, 0〉|2 = 1,
fTMSλ (0) = |〈0, 0|UTMSλ |0, 0〉|2 = 1− λ, (10)
while normalization
∑∞
n,m=0 |〈n,m|U |i, k〉|2 = 1,∀i, k,
for the BS and TMS translates into
fBS/TMS(x, y, 1, 1) = (1− x)−1(1− y)−1. (11)
Interestingly, energy conservation in UBSη manifests it-
self through fBSη (x, y, z, w) = f
BS
η (tx, ty, z/t, w/t), ∀t,
|i⟩
|k⟩ |m⟩
|n⟩
U
aˆ
bˆ wy
zx
Figure 1: Conventions in the definition of g(x, y, z, w).
while the conservation of the photon number dif-
ference in UTMSλ is reflected by f
TMS
λ (x, y, z, w) =
fTMSλ (tx, y/t, z/t, w), ∀t, see [24].
Partial time reversal.—By comparing the above GFs,
it appears that the TMS may be viewed as a BS un-
dergoing “partial time reversal” [17]. By interchanging
variables y and w (which may be interpreted as reverting
the arrow of time for mode bˆ) and taking η = 1 − λ, we
see that the GFs are connected by gTMSλ (x, y, z, w) =√
1− λ gBS1−λ(x,w, z, y) and fTMSλ (x, y, z, w) = (1 −
λ) fBS1−λ(x,w, z, y). This means that exchanging the roles
of k and m in the matrix elements converts a TMS into a
BS, namely 〈n,m|UTMSλ |i, k〉 =
√
1− λ 〈n, k|UBS1−λ|i,m〉.
Computing amplitudes.—We now exploit these GFs. A
first obvious, albeit interesting thing to notice is that
gBSη (v) = g
BS
η (v)
∣∣
y=0
gBSη (v)
∣∣
x=0
. (12)
Since a product of generating functions corresponds to a
convolution of their respective sequences, we get [24]
b(i,k)n =
min(n,i)∑
n˜=max(0,n−k)
√(
n
n˜
)(
i+ k − n
i− n˜
)
b
(i,0)
n˜ b
(0,k)
n−n˜ ,
(13)
where we have defined b
(i,k)
n = 〈n,m|UBSη |i, k〉, noting
that the index m = i+k−n is redundant. Similarly, one
can express the amplitudes a
(i,k)
n = 〈n,m|UTMSλ |i, k〉 as
a(i,k)n =
min(i,n)∑
ı˜=max(0,i−k)
√(
i
ı˜
)(
n− i+ k
n− ı˜
)
a
(ı˜,0)
n a
(i−ı˜,k)
0√
1− λ ,
(14)
with m = n+ k − i. Compared to the direct calculation
of b
(i,k)
n as illustrated in [24], the amplitudes b
(i,k)
n as well
as a
(i,k)
n can be easily derived from Eqs. (13) and (14),
using the relations b
(i,0)
n =
(
i
n
)1/2
ηn/2(1 − η)(i−n)/2 and
a
(i,0)
n =
(
n
i
)1/2
(1− λ)(1+i)/2λ(n−i)/2.
Multiphoton transition probabilities.—The advantage
of GFs becomes even more evident when turning to tran-
sition probabilities B
(i,k)
n = |b(i,k)n |2 and A(i,k)n = |a(i,k)n |2.
Because of interferences, we do not have a convolution
formula for probabilities and taking the square modulus
of the above expressions is cumbersome [24]. Yet, the
GFs can be exploited to prove recurrence equations.
Theorem 1. Let B
(i,k)
n = |〈n,m|UBSη |i, k〉|2 be the tran-
sition probabilities of a beam splitter of transmittance η
3+
+
+
+ 1 η
|i⟩
|n⟩|k−1⟩
|m−1⟩
+ 1 1−η
|i−1⟩
|k⟩ |n⟩
|m−1⟩
+ 1 1−η
|i⟩ |m⟩
|k−1⟩ |n−1⟩
|i⟩
|n⟩|k⟩
|m⟩
+ 1 η
|i−1⟩
|k⟩
|m⟩
|n−1⟩≡
Figure 2: Classical component of the recurrence
formula (21) for the transition probabilities B
(i,k)
n in a
BS.
with m = i+ k − n, then
B(i,k)n = B˜
(i,k,j)
n − B˜(i−1,k−1,j−1)n−1 , (15)
for all j such that 0 ≤ j ≤ i+ k, where
B˜(i,k,j)n =
min(j,k)∑
l=max(0,j−i)
{
B
(j−l,l)
• ∗B(i−j+l,k−l)•
}
n
. (16)
Here, the convolution is noted as {B(i,k)• ∗ B(j,l)• }n =∑n
m=0B
(i,k)
m B
(j,l)
n−m. This recurrence is obvious for j = 0
given that B
(0,0)
n = δn,0, and can otherwise be proven
easily for either of the indices (i, k, n) equal to zero by
using the property that the convolution of two binomials
stays a binomial. Let us prove it in general (see also [24]).
Proof. Using the fact that Eq. (15) holds for either
of the indices (i, k, n, j) equal to zero (initial conditions)
along with the fact that B˜
(i,k,j)
n = 0 if j > i+ k, we take
the GF of both sides of Eq. (15) and want to prove
Ti
i+k∑
j=0
B(i,k)n s
j
 (x) ?= (1− sxyz)Ti,j [B˜(i,k,j)n ] (x, s) ,
(17)
for all s, where x = (x, y, z) and i = (i, k, n), and we
have used the shifting property of GFs [24]. Since B
(i,k)
n
can be written as the sum over m of the probabilities
|〈n,m|UBSη |i, k〉|2, which all vanish unless m = i+ k− n,
Ti
[
B
(i,k)
n
]
(x) = fBSη (x, 1). Since
∑i+k
j=0 s
j = 1−s
i+k+1
1−s ,
the left-hand side of Eq. (17) can be written as
Ti,j
[
B(i,k)n
]
(x, s) =
fBSη (x, 1)− s fBSη (sx, sy, z, 1)
1− s .
(18)
Given Eq. (16), the GF in j of B˜
(i,k,j)
n can be written as
Tj
[
B˜(i,k,j)n
]
(s) =
k∑
l=0
i∑
j=0
{
B
(j,l)
• ∗B(i−j,k−l)•
}
n
sj+l,
(19)
which is a triple convolution in (i, k, n) of B
(i,k)
n and
B
(i,k)
n sisk. Since a convolution of sequences results in
a product of their respective GFs, we get
Ti,j
[
B˜(i,k,j)n
]
(x, s) = fBSη (x, 1) f
BS
η (sx, sy, z, 1), (20)
+
Figure 3: Hong-Ou-Mandel effect as a consequence of
the indistinguishability between two photons impinging
on a beam splitter of transmittance η = 1/2. It
originates from the destructive interference between
both photons crossing the BS with amplitude
√
η ×√η
and being reflected with amplitude −√1− η ×√1− η.
which allows us to express the left-hand side of Eq. (17).
By plugging the expression of fBSη coming from Eq. (8)
into Eqs. (18) and (20), we easily verify Eq. (17). 
This recurrence can be nicely interpreted in the context
of the HOM effect by taking the special case of j = 1 for
i, k > 0 and replacing the probabilities B
(1,0)
n or B
(0,1)
n
by their values, namely η or 1− η (or 0 for n > 1).
Corollary 1. The recurrence for B
(i,k)
n when j = 1 is
B(i,k)n = η B
(i−1,k)
n−1 + (1− η)B(i−1,k)n
+ η B(i,k−1)n + (1− η)B(i,k−1)n−1 −B(i−1,k−1)n−1 . (21)
As illustrated in Fig. 2, the first four terms of the
right-hand side of Eq. (21) corroborate the classical in-
tuition one may have about B
(i,k)
n : one should add the
probabilities corresponding to the different scenarios in
which the nth photon has not reached the beam split-
ter yet, multiplied by the right coefficient depending on
which path it takes. For example, B
(i−1,k)
n−1 must be mul-
tiplied by η since the extra photon must be injected on
the input mode aˆ and exit on the output mode aˆ. Cru-
cially, as a consequence of the bosonic statistics, there
exists a fifth term in Eq. (21) that accounts for quan-
tum interferences and may be viewed as a generalized
interference suppression term. In the special case when
i = k = 1 and η = 1/2, it gives rise to the standard
HOM effect, see Fig. 3. Note that if k = 0 and i > 0, the
interference term disappears and one gets the recurrence
B
(i,0)
n = η B
(i−1,0)
n−1 + (1 − η)B(i−1,0)n that was derived
in the context of majorization theory applied to bosonic
transformations [6].
We may give Eq. (15) further interpretation by com-
paring it to its counterpart for distinguishable (classi-
cal) photons [24]. In that case, we have a simple convo-
lution formula for the classical probabilities p(n|i, k) =
{p(•|i, 0) ∗ p(•|0, k)}n, which corresponds to a classical
GF of the form fBSη (x, 0, z, 1)f
BS
η (0, y, z, 1). The recur-
rence equation for p(n|i, k) then has the same form as
Eq. (15) except that the interference term is absent and
4+
+
+
+ 1
+ 1
|i−1⟩ |m⟩
|n⟩|k−1⟩
λ
+ 1 1−λ
|i⟩
|n⟩|k−1⟩
|m−1⟩
+ 1
+ 1
|i⟩
|k⟩
λ |m−1⟩
|n−1⟩
+ 1 1−λ
|i−1⟩
|k⟩
|m⟩
|n−1⟩|i⟩
|k⟩ |n⟩
|m⟩≡
Figure 4: Classical component of the recurrence
formula (25) for the transition probabilities A
(i,k)
n in a
TMS.
there is an overall normalization constant c, namely [24]
p(n|i, k) = 1
c
min(j,k)∑
l=max(0,j−i)
{p(•|j − l, l) ∗ p(•|i− j + l, k− l)}n
(22)
for all j such that 0 ≤ j ≤ i+k. When j = 1, we recover
Eq. (21) without the fifth term (and multiplied by 1/2).
Active Gaussian transformations.—An even more ap-
pealing application of GFs is to describe multiphoton
interferences in a TMS. Given that fBSη and f
TMS
λ are
linked by a partial time reversal, their corresponding
transition probabilities satisfy A
(i,k)
n = (1−λ)B(i,n+k−i)n .
It is then easy to prove the following recurrence [24]
Theorem 2. Let A
(i,k)
n = |〈n,m|UTMSλ |i, k〉|2 be the
transition probabilities of a two-mode squeezer with pa-
rameter λ = tanh2(r) and m = n+ k − i, then
(1− λ)A(i,k)n = A˜(i,k)n,j − A˜(i−1,k−1)n−1,j−1 , (23)
for all j such that 0 ≤ j ≤ n+ k, where
A˜
(i,k)
n,j =
min(j,n)∑
l=max(0,j−k)
{
A
(•,j−l)
l ∗A(•,k−j+l)n−l
}
i
. (24)
Here, the convolution acts on variable i. One can de-
duce the following corollary for j = 1 and k, n > 0.
Corollary 2. The recurrence for A
(i,k)
n when j = 1 is
A(i,k)n = λA
(i−1,k−1)
n + (1− λ)A(i−1,k)n−1
+ λA
(i,k)
n−1 + (1− λ)A(i,k−1)n −A(i−1,k−1)n−1 . (25)
As illustrated in Fig. 4, the first term corresponds to
the stimulated annihilation of an input photon pair, while
the third term corresponds to the stimulated emission
of an output photon pair (both with probability ∝ λ).
The second and fourth terms correspond to the photon
crossing the nonlinear medium without stimulating pair
emission nor absorption (both with probability ∝ 1−λ).
Again, quantum interferences are responsible for a fifth
term, which give rise to a suppression effect akin to the
HOM effect. Note that Eq. (25) reduces to the recurrence
A
(i,0)
n = (1 − λ)A(i−1,0)n−1 + λA(i,0)n−1 obtained for k = 0 in
relation with majorization in an amplifier channel [19].
+
Figure 5: Parametric amplification with gain 2
(λ = 1/2) exhibits an analog HOM destructive
interference effect between both photons crossing a
nonlinear medium with amplitude
√
1− λ×√1− λ and
the stimulated annihilation of the input photon pair
accompanied by the stimulated emission of a distinct
output pair with amplitude −√λ×√λ. The
indistinguishability between the input and output
photon pairs is responsible for the suppression effect
〈1, 1|UTMS1/2 |1, 1〉 = 0.
Remarkably, when i = k = 1 and λ = 1/2, we ob-
serve a complete extinction of the output state |1〉|1〉
due to destructive interference, as explained in Fig. 5.
This heretofore unknown effect is a direct consequence of
quantum indistinguishability. The probability amplitude
that a photon goes through is a
(1,0)
1 = a
(0,1)
0 ∝
√
1− λ
for each of the two photons. In contrast, the probabil-
ity amplitude that an input photon pair is annihilated is
a
(1,1)
0 ∝ −
√
λ, while a new photon pair is created with
probability amplitude a
(0,0)
1 ∝
√
λ. If the output photons
were distinguishable from the input photons, the proba-
bilities of the two scenarios would add up, but quantum
indistinguishability requires us to add amplitudes, lead-
ing to cancellation when λ = 1/2.
Conclusion.—Gaussian bosonic unitaries are readily
described as affine transformations in phase space, but
addressing their effect on Fock states typically leads to
cumbersome calculations. As a consequence, it is often a
hard – or even intractable – task to derive fundamental
entropy inequalities or majorization relations for Gaus-
sian bosonic channels, while these are of major impor-
tance in optical quantum communication. Here, we have
shown that the generating function of the matrix ele-
ments of a BS or TMS in Fock space can be expressed
in a simple form, which, as a central consequence, yields
unexpectedly simple recurrence equations for the mul-
tiphoton transition probabilities. As a key result, we
exploited the equivalence between a BS and TMS un-
der partial time reversal and found out the existence of
a HOM-like suppression effect in a parametric amplifier
of gain 2. This effect could be experimentally tested by
monitoring the coincident detection of two single photons
in the signal and idler modes as a function of the time
lapse between the input and output photon pairs.
We also expect generating functions to be useful in
studying other properties of Gaussian unitaries, for
example their asymptotic behavior. Using Tauberian
theorems, which state that if g(z) ∼ 1/(1− z) for z → 1,
then
∑n
l=0 cl ∼ n for n → ∞, it is possible to access
the behavior of B
(i,i)
n when i → ∞ [24]. For η = 1/2,
5this exactly coincides with the analysis of a BS with an
equal (and large) photon number in both input ports
[9]. The application to multimode Bogoliubov bosonic
transformations is still another promising extension of
our method. Furthermore, this framework provides
us with a tool for characterizing certain non-Gaussian
bosonic channels, such as photon-added or -subtracted
channels [21, 22] as well as the linear coupling of a signal
bosonic mode with a non-Gaussian environment [23].
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Multiphoton interference effects in passive and active Gaussian transformations
Supplementary information
Michael G. Jabbour and Nicolas J. Cerf
Overview
This document provides the supplementary material of our paper [1]. In this work, we introduce a new method
based on the generating function of the transition amplitudes and probabilities computed for Gaussian unitaries in
Fock space. This approach proves to be very convenient in order to characterize multiphoton interference effects for
these unitaries, encompassing both passive linear interferometers and active Bogoliubov transformations. In Sec. 1, we
express the transition amplitudes and probabilities between Fock states for the unitary characterizing a beam splitter
(example of a 2-mode Gaussian passive unitary). This calculation serves as starting point, illustrating the usefulness
of our new method (the expressions obtained without it are rather cumbersome and useless for analyzing multiphoton
interference). In Sec. 2, we give more details on the calculation of the generating functions introduced in [1] for a beam
splitter and a two-mode squeezer (example of a 2-mode Gaussian active unitary). We also check the manifestation
of energy conservation at the level of the generating functions. In Sec. 3, we give more details on the proof of the
new recurrence relations presented in [1], which give a neat interpretation to multiphoton interference phenomena in
(passive and active) Gaussian unitaries. The case of classically distinguishable photons is also considered as a guide
in order to identify the interference suppression terms arising in the quantum description due to indistinguishability.
Finally, in Sec 4, we show that a further interest of our method lies in its ability to provide information about the
asymptotic behavior of the transition probabilities, which can directly be extracted from the asymptotic behavior of
the corresponding characteristic functions.
1 Description of a beam splitter in Fock space
1.1 Transition amplitudes
The purpose of this section is to compute the effect of a beam-splitter unitary UBSη on a tensor product of two arbitrary
Fock states, without the help of the generating function (defined later). This will allow us to understand the usefulness
of the latter by comparing the two methods. We take the beam-splitter unitary UBSη of transmittance η to be
UBSη = exp
[
θ
(
aˆ†bˆ− aˆbˆ†
)]
, η = cos2 θ. (1)
This means that its effect on the annihilation and creation operators in the Heisenberg picture is such that [2]{
UBS†η aˆU
BS
η =
√
ηaˆ+
√
1− ηbˆ,
UBS†η bˆU
BS
η = −
√
1− ηaˆ+√ηbˆ,
{
UBSη aˆU
BS†
η =
√
ηaˆ−
√
1− ηbˆ,
UBSη bˆU
BS†
η =
√
1− ηaˆ+√ηbˆ.
(2)
The action of the beam-splitter unitary on the product of two arbitrary Fock states can be written as
|ψ(i,k)〉 = UBSη |i, k〉
=
1√
k!
UBSη (bˆ
†)k|i, 0〉
=
1√
k!
UBSη (bˆ
†)kUBS†η U
BS
η |i, 0〉
=
1√
k!
(
UBSη bˆ
†UBS†η
)k
|ψ(i,0)〉.
Using Equation (2), we get
|ψ(i,k)〉 = 1√
k!
(√
1− ηaˆ† +√ηbˆ†
)k
|ψ(i,0)〉 = 1√
k!
k∑
m=0
(
k
m
)(√
1− ηaˆ†
)m (√
ηbˆ†
)k−m
|ψ(i,0)〉. (3)
2Now, in the simpler case in which one of the Fock state corresponds to the vacuum state, and using the same techniques
as above, we end up with
|ψ(i,0)〉 = 1√
i!
(√
ηaˆ† −
√
1− ηbˆ†
)i
|0, 0〉
=
1√
i!
i∑
n=0
(
i
n
)(√
ηaˆ†
)n (−√1− ηbˆ†)i−n |0, 0〉
=
1√
i!
i∑
n=0
(
i
n
)√
n!(i− n)! (√η)n
(
−
√
1− η
)i−n
|n, i− n〉,
or,
|ψ(i,0)〉 =
i∑
n=0
(−1)i−n
√(
i
n
)
ηn(1− η)i−n|n, i− n〉. (4)
The effect of creation operators on individual Fock states is such that{
(aˆ†)m|n〉 =
√
(n+ 1) · · · (n+m)|n+m〉,
(bˆ†)k−m|i− n〉 =
√
(i− n+ 1) · · · (i− n+ k −m)|i− n+ k −m〉.
(5)
Combining this with Equations (3) and (4), we obtain
|ψ(i,k)〉 =
i,k∑
n,m=0
(−1)i−n
√
Γ
(i,k)
n,m ηn+k−m(1− η)i−n+m|n+m, i− n+ k −m〉, (6)
where we defined
Γ(i,k)n,m =
(
i
n
)(
k
m
)(
n+m
n
)(
i− n+ k −m
i− n
)
. (7)
If one defines the amplitude b
(i,k)
n = 〈n,m|UBSη |i, k〉 (noting that the index m = i+ k− n is redundant), Equation (6)
can be rewritten as
|ψ(i,k)〉 =
i+k∑
n=0
b(i,k)n |n, i+ k − n〉, (8)
In this case, the amplitude is found to be equal to
b(i,k)n =
min(i,n)∑
m=max(0,n−k)
(−1)i−m
√
Γ
(i,k)
m,n−mη2m+k−n(1− η)i−2m+n. (9)
The method we used here to obtain an expression for b
(i,k)
n is to be compared with the approach developed in the main
text in terms of generating functions. One can argue that the latter technique is neater, as it exploits the symplectic
formalism applied to Gaussian systems. One could claim that computing the generating function (see later) also takes
time in itself. However, the generating functions computed here are standard objects in quantum optics. Furthermore,
they need only be computed once, and can be used as a tool for several derivations and proofs (e.g. calculation of
amplitudes, probabilities, proof of relations they verify, conservation of energy, ...).
1.2 Transition probabilities
We now define the probability
B(i,k)n = |〈n,m|UBSη |i, k〉|2 =
(
b(i,k)n
)2
, (10)
3since b
(i,k)
n is real, meaning that
B(i,k)n =
min(i,n)∑
m,j=max(0,n−k)
(−1)m+j
√
Γ
(i,k)
m,n−mΓ
(i,k)
j,n−jη
k−n+m+j(1− η)i+n−m−j . (11)
Now, notice that
Γ
(i,k)
m,n−mΓ
(i,k)
j,n−j =
(
i
m
)(
k
n−m
)(
n
m
)(
i+ k − n
i−m
)
×
(
i
j
)(
k
n− j
)(
n
j
)(
i+ k − n
i− j
)
=
(
i
m
)(
k
n−m
)(
n
j
)(
i+ k − n
i− j
)
︸ ︷︷ ︸
γ
(i,k)
n,m,j
×
(
i
j
)(
k
n− j
)(
n
m
)(
i+ k − n
i−m
)
︸ ︷︷ ︸
γ
(i,k)
n,j,m
,
where
γ
(i,k)
n,m,j =
(
i
m
)(
k
n−m
)(
n
j
)(
i+ k − n
i− j
)
=
i!
m!(i−m)!
k!
(n−m)!(k − n+m)!
n!
j!(n− j)!
(i+ k − n)!
(i− j)!(k − n+ j)!
=
i!
j!(i− j)!
k!
(n− j)!(k − n+ j)!
n!
m!(n−m)!
(i+ k − n)!
(i−m)!(k − n+m)!
= γ
(i,k)
n,j,m.
Using this, we get
Γ
(i,k)
m,n−mΓ
(i,k)
j,n−j = (γ
(i,k)
n,m,j)
2, (12)
allowing us to simplify Equation (11) into
B(i,k)n =
min(i,n)∑
m,j=max(0,n−k)
(−1)m+jγ(i,k)n,m,jηk−n+m+j(1− η)i+n−m−j , (13)
or,
B(i,k)n =
min(i,n)∑
m,j=max(0,n−k)
(−1)m+j
(
i
m
)(
k
n−m
)(
n
j
)(
i+ k − n
i− j
)
ηk−n+m+j(1− η)i+n−m−j . (14)
This last expression is quite cumbersome. Therefore, we are tempted to find a relation connecting these probabilities
that would be easier to handle. The generating functions, which we compute thereafter, allows to prove such a
relation.
2 Calculation of the generating functions
2.1 Generating function of the modified transition amplitudes
The purpose of this section is to compute generating functions [3] associated with the amplitudes. Since our goal is to
exploit the sympletic formalism of Gaussian systems, we choose to calculate the generating functions of the modified
amplitudes
〈n,m|UBSη |i, k〉√
i!k!n!m!
(15)
instead of the amplitudes themselves, as coherent states then naturally appear during the derivations of such generating
functions.
42.1.1 Beam splitter
Define the function gBSη as satisfying
gBSη (x, y, z, w) =
∑
i,k,n,m
〈n,m|UBSη |i, k〉√
i!k!n!m!
xiykznwm, (16)
with x, y, z, w ∈ R. Notice that it can be rewritten as
gBSη (x, y, z, w) =
(∑
n
zn√
n!
〈n|
)
⊗
(∑
m
wm√
m!
〈m|
)
UBSη
(∑
i
xi√
i!
|i〉
)
⊗
(∑
k
yk√
k!
|k〉
)
= e
|x|2+|y|2+|z|2+|w|2
2 〈z, w|UBSη |x, y〉,
where |z〉(z ∈ R) is a coherent state [4]
|z〉 = e− |z|
2
2
∞∑
n=0
zn√
n!
|n〉. (17)
In order to apply the beam splitter to the product of coherent states, note that
UBSη |x, y〉 = UBSη (Dx ⊗Dy) |0, 0〉 = UBSη (Dx ⊗Dy)UBS†η |0, 0〉, (18)
where the displacement operator is defined as [4]
Dx = e
xaˆ†−x∗a. (19)
Now,
UBSη (Dx ⊗Dy)UBS†η = UBSη
(
exaˆ
†−x∗a ⊗ eybˆ†−y∗b
)
UBS†η
= UBSη
(
exaˆ
†−x∗a+ybˆ†−y∗b
)
UBS†η
= UBSη
∞∑
l=0
1
l!
(xaˆ† − x∗a+ ybˆ† − y∗b)lUBS†η
=
∞∑
l=0
1
l!
(
UBSη (xaˆ
† − x∗a+ ybˆ† − y∗b)UBS†η
)l
= eU
BS
η (xaˆ
†−x∗a+ybˆ†−y∗b)UBS†η
Exploiting the action of the beam splitter in the Heisenberg picture, we get
Uη(xaˆ
† − x∗a+ ybˆ† − y∗b)U†η = (
√
ηx+
√
1− ηy)aˆ† − (√ηx+
√
1− ηy)∗a
+ (
√
ηy −
√
1− ηx)bˆ† − (√ηy −
√
1− ηx)∗b,
meaning that
Uη (Dx ⊗Dy)U†η = e(
√
ηx+
√
1−ηy)aˆ†−(√ηx+√1−ηy)∗a ⊗ e(√ηy−
√
1−ηx)bˆ†−(√ηy−√1−ηx)∗b, (20)
or,
Uη (Dx ⊗Dy)U†η = D√ηx+√1−ηy ⊗D√ηy−√1−ηx. (21)
Using this information, we end up with
Uη|x, y〉 = D√ηx+√1−ηy ⊗D√ηy−√1−ηx|0, 0〉 = |
√
ηx+
√
1− ηy,√ηy −
√
1− ηx〉, (22)
5and,
〈z, w|Uη|x, y〉 =
〈
z, w
∣∣∣ √ηx+√1− ηy,√ηy −√1− ηx〉 . (23)
The overlap between two coherent states is known to be of the form [4]
〈β| α〉 = e− |α|
2+|β|2
2 eβ
∗α. (24)
Since we have x, y, z, w ∈ R,
〈z, w|Uη|x, y〉 = e−
|√ηx+√1−ηy|2+|z|2
2 e−
|√ηy−√1−ηx|2+|w|2
2 ez
∗(
√
ηx+
√
1−ηy)ew
∗(
√
ηy−√1−ηx), (25)
meaning that
gBSη (x, y, z, w) = e
√
η(xz∗+yw∗)+
√
1−η(yz∗−xw∗). (26)
Consistency check: conservation of energy
It is interesting to notice that the conservation of energy in the beam splitter can be easily verified using the generating
function computed above. Define the object
g˜BSη (x, y, z, w, t) =
∑
i,k,n,m
〈n,m|UBSη |i, k〉√
i!k!n!m!
xiykznwmti+k−n−m, (27)
where we chose to add a variable t. In this case,
g˜BSη (x, y, z, w, t) =
∑
i,k,n,m
〈n,m|UBSη |i, k〉√
i!k!n!m!
(xt)i(yt)k
(z
t
)n (w
t
)m
= gBSη (xt, yt,
z
t
,
w
t
). (28)
Now, using the definition of gBSη , we have
gBSη (xt, yt,
z
t
,
w
t
) = gBSη (x, y, z, w), (29)
so that
g˜BSη (x, y, z, w, t) = g
BS
η (x, y, z, w), ∀t. (30)
This actually means that g˜BSη as defined in Equation (27) does not depend on the variable t, or that the only non-zero
elements in the sums of the right-hand side of Equation (27) verify i+ k − n−m = 0. Consequently,
〈n,m|UBSη |i, k〉 = 0 if i+ k 6= n+m. (31)
2.1.2 Two-mode squeezer
Define the function gTMSλ as satisfying
gTMSλ (x, y, z, w) =
∑
i,k,n,m
〈n,m|UTMSλ |i, k〉√
i!k!n!m!
xiykznwm, (32)
with x, y, z, w ∈ R. Notice that it can be rewritten as
gTMSλ (x, y, z, w) =
(∑
n
zn√
n!
〈n|
)
⊗
(∑
m
wm√
m!
〈m|
)
UTMSλ
(∑
i
xi√
i!
|i〉
)
⊗
(∑
k
yk√
k!
|k〉
)
= e
|x|2+|y|2+|z|2+|w|2
2 〈z, w|UTMSλ |x, y〉
6where |z〉(z ∈ R) is a coherent state. Using the same techniques a in the case of the beam splitter, we have
UTMSλ |x, y〉 = UTMSλ (Dx ⊗Dy) |0, 0〉 = UTMSλ (Dx ⊗Dy)UTMS†λ UTMSλ |0, 0〉, (33)
where
UTMSλ (Dx ⊗Dy)UTMS†λ = eU
TMS
λ (xaˆ
†−x∗a+ybˆ†−y∗b)UTMS†λ . (34)
Again,
UTMSλ (xaˆ
† − x∗a+ ybˆ† − y∗b)UTMS†λ = (x cosh(r) + y∗ sinh(r))aˆ† − (x cosh(r) + y∗ sinh(r))∗a
+ (y cosh(r) + x∗ sinh(r))bˆ† − (y cosh(r) + x∗ sinh(r))∗b,
where λ = tanh2(r). This leads to
UTMSλ (Dx ⊗Dy)UTMS†λ = Dx cosh(r)+y∗ sinh(r) ⊗Dy cosh(r)+x∗ sinh(r), (35)
and
UTMSλ |x, y〉 = Dx cosh(r)+y∗ sinh(r) ⊗Dy cosh(r)+x∗ sinh(r)|ψEPR〉, (36)
where |ψEPR〉 = UTMSλ |0, 0〉 is a Gaussian two-mode squeezed state of the form [2]
|ψEPR〉 =
√
1− λ
∞∑
n=0
(
√
λ)n|n, n〉. (37)
We then have
〈z, w|UTMSλ |x, y〉 = 〈z, w|Dx cosh(r)+y∗ sinh(r) ⊗Dy cosh(r)+x∗ sinh(r)|ψEPR〉. (38)
Since all our coherent states, and therefore displacements, are real,
DαDβ = Dα+β , α, β ∈ R, (39)
meaning that
〈z, w|UTMSλ |x, y〉 = 〈0, 0|Dx cosh(r)+y∗ sinh(r)−z ⊗Dy cosh(r)+x∗ sinh(r)−w|ψEPR〉
= 〈z − x cosh(r)− y∗ sinh(r), w − y cosh(r)− x∗ sinh(r)| ψEPR〉 .
The overlap between a coherent state and a Fock state is such that [4]
〈α| n〉 = e−α
2
2
αn√
n!
, α ∈ R (40)
so that
〈α, β| ψEPR〉 =
√
1− λe−α
2+β2
2
∞∑
n=0
(
√
λαβ)n
n!
, α, β ∈ R,
=
√
1− λe−α
2+β2
2 e
√
λαβ , α, β ∈ R.
If one chooses {
α = z − x cosh(r)− y sinh(r),
β = w − y cosh(r)− x sinh(r), (41)
then
α2 + β2 = z2 + (x cosh(r) + y sinh(r))2 − 2z(x cosh(r) + y sinh(r))
+ w2 + (y cosh(r) + x sinh(r))2 − 2w(y cosh(r) + x sinh(r)),
7leading to
ln
(
gTMSλ (v)√
1− λ
)
=
|x|2 + |y|2 + |z|2 + |w|2
2
− α
2 + β2
2
+
√
λαβ, (42)
where we set v = (x, y, z, w) ∈ R4. After some calculations, one gets
ln
(
gTMSλ (v)√
1− λ
)
= sech(r)(xz + yw) + tanh(r)(zw − xy), (43)
and consequently,
gTMSλ (v) =
√
1− λesech(r)(xz+yw)+tanh(r)(zw−xy). (44)
Finally, if we use the fact that λ = tanh2(r), we get
gTMSλ (v) =
√
1− λe
√
1−λ(xz+yw)+√λ(zw−xy). (45)
2.2 Generating function of the transition probabilities
2.2.1 Beam splitter
The generating function of the probability |〈n,m|UBSη |i, k〉|2 is given by
fBSη (x, y, z, w) =
∑
i,k,n,m
|〈n,m|UBSη |i, k〉|2xiykznwm. (46)
Notice that it can be rewritten as
fBSη (x, y, z, w) =
∑
i,k,n,m
〈n,m|UBSη |i, k〉 〈i, k|UBS†η |n,m〉xiykznwm
= Tr
[
UBSη
(∑
i
xi|i〉〈i| ⊗
∑
k
yk|k〉〈k|
)
UBS†η
(∑
n
zn|n〉〈n| ⊗
∑
m
wm|m〉〈m|
)]
=
1
(1− x)(1− y)(1− z)(1− w)Tr
[
UBSη (τx ⊗ τy)UBS†η (τz ⊗ τw)
]
where τt is a Gaussian thermal state of parameter t such that 0 ≤ t < 1 [2], i.e,
τt = (1− t)
∑
m
tm|m〉〈m|. (47)
Now, the object UBSη (τx ⊗ τy)UBS†η actually represents the effect of a beam-splitter unitary on the cross product of
two Gaussian thermal states. Consequently, it represents a two-mode Gaussian state, which we label by ρ1, i.e,
ρ1 = U
BS
η (τx ⊗ τy)UBS†η . (48)
The object τz ⊗ τw is obviously a two-mode Gaussian state as well. We label it by ρ2, i.e
ρ2 = τz ⊗ τw. (49)
This means that fBSη (x, y, z, w) is proportional to the overlap Tr [ρ1ρ2] between the two Gaussian states ρ1 and ρ2,
fBSη (x, y, z, w) =
1
(1− x)(1− y)(1− z)(1− w)Tr [ρ1ρ2] . (50)
Since the first moments of each of the two Gaussian states ρ1 and ρ2 is null, their overlap can be computed using the
formula [5]
Tr [ρ1ρ2] =
(
det
[
V1 + V2
2
])− 12
=
4√
det [V1 + V2]
, (51)
8where V1 and V2 are the respective covariance matrices of ρ1 and ρ2. Now, the covariance matrix of τx⊗τy is diagonal,
and is equal to ((2nx + 1)12)⊕ ((2ny + 1)12), where 12 is the 2 by 2 identity matrix, and nt = t/(1− t) is the mean
number of photons of the one-mode Gaussian thermal state τt of parameter t. The effect of the beam splitter on the
covariance matrix of the product τx ⊗ τy in phase space is characterized by the symplectic matrix [2]
Sη =
( √
η12
√
1− η12
−√1− η12 √η12
)
, (52)
so that
V1 =

c11 0 c13 0
0 c11 0 c13
c13 0 c33 0
0 c13 0 c33
 , (53)
where we defined c11 = η(2nx+1)+(1−η)(2ny+1), c33 = η(2ny+1)+(1−η)(2nx+1), and c13 = 2
√
η(1− η)(ny−nx).
The covariance matrix V2 is diagonal, and can be written
V2 = ((2nz + 1)12)⊕ ((2nw + 1)12) , (54)
which means that V = V1 + V2 is also of the form
V =

c11 + (2nz + 1) 0 c13 0
0 c11 + (2nz + 1) 0 c13
c13 0 c33 + (2nw + 1) 0
0 c13 0 c33 + (2nw + 1)
 . (55)
After some calculation, we get
Tr [ρ1ρ2] =
1
(nx + nw + 1)(ny + nz + 1) + η(nx − ny)(nw − nz) , (56)
and
fBSη (x, y, z, w) =
1
(1− x)(1− y)(1− z)(1− w)
1
[(nx + nw + 1)(ny + nz + 1) + η(nx − ny)(nw − nz)] . (57)
Finally, by using the relation between the mean number of photon of a Gaussian thermal state and its parameter, we
obtain
fBSη (x, y, z, w) =
1
1− ηxz − (1− η)xw − ηyw − (1− η)yz + xyzw . (58)
2.2.2 Two-mode squeezer
The generating function of the probability |〈n,m|UTMSλ |i, k〉|2 is given by
fTMSλ (x, y, z, w) =
∑
i,k,n,m
|〈n,m|UTMSλ |i, k〉|2xiykznwm. (59)
One way to proceed would be to compute it from scratch, following the same procedure as in the case of the beam
splitter. However, there is a much simpler way by noticing that the generating functions of the amplitudes in the case
of the beam splitter and the two-mode squeezer are connected through an interesting relation. Indeed, one can see
that
gTMSλ (x, y, z, w) =
√
1− λ gBS1−λ(x,w, z, y). (60)
As we explain in the main text, this relation can be understood to encompass the fact that the beam splitter and the
two-mode squeezer are linked by a partial time reversal. It can be rewritten as
gTMSλ (x, y, z, w) =
1√
G
gBS1/G(x,w, z, y), (61)
9where the gain G of the two-mode squeezer is defined such that G = 1/(1− λ). This reminds us of the fact that the
dual map of the quantum limited amplifier AG[•] = Tr2
[
UTMSλ (• ⊗ |0〉〈0|)UTMS†λ
]
is proportional to the pure-loss
channel Bη[•] = Tr2
[
UBSη (• ⊗ |0〉〈0|)UBS†η
]
, where the transmittance of the latter is given by the inverse of the gain
of the former, and the coefficient of proportionality is equal to the inverse of the gain, i.e.,
A†G[•] =
1
G
B1/G[•]. (62)
Indeed, in Equation (61), the two generating functions are proportional, with the roles of y and w being exchanged
when going from one to the other, while the transmittance η of gBSη is replaced by the inverse of the gain G. Now, it
can be shown that the generating function of the product of two sequences an and bn can be computed as [3]
Tn [anbn] (z) = 1
2pii
˛
C
dz˜
1
z˜
Tn [an] (z˜) Tn [bn]
(z
z˜
)
, (63)
where i represents the imaginary unit, and C is the contour over which the integral is performed. Using this, as well
as the fact that the amplitudes we consider take real values, we have
fTMSλ (x, y, z, w) =
1
(2pii)4
˛
C4
dv˜
1
x˜y˜z˜w˜
gTMSλ (x˜, y˜, z˜, w˜)g
TMS
λ (
x
x˜
,
y
y˜
,
z
z˜
,
w
w˜
)
=
1
(2pii)4
˛
C4
dv˜
1
x˜y˜z˜w˜
√
1− λgBS1−λ(x˜, w˜, z˜, y˜)
√
1− λgBS1−λ(
x
x˜
,
w
w˜
,
z
z˜
,
y
y˜
)
= (1− λ)fBS1−λ(x,w, z, y)
Consequently,
fTMSλ (x, y, z, w) =
1− λ
1− (1− λ)xz − λxy − (1− λ)yw − λwz + xyzw . (64)
3 Proof of the recurrence relations for multiphoton transition probabilities
3.1 Beam splitter
3.1.1 Beam splitter with indistinguishable photons
Consider the probability
B(i,k)n = 〈n|Tr2
[
Uη|i, k〉〈i, k|U†η
] |n〉. (65)
We need to show that
B(i,k)n
?
= B˜(i,k,j)n − B˜(i−1,k−1,j−1)n−1 , 0 ≤ j ≤ i+ k, (66)
where
B˜(i,k,j)n =
min(j,k)∑
l=max(0,j−i)
{
B
(j−l,l)
• ∗B(i−j+l,k−l)•
}
n
, (67)
and the convolution in the index n is defined as{
B
(i,k)
• ∗B(j,l)•
}
n
=
n∑
m=0
B(i,k)m B
(j,l)
n−m. (68)
We can also prove that
B
(i+1,k+1)
n+1
?
= B˜
(i+1,k+1,j+1)
n+1 − B˜(i,k,j)n , 0 ≤ j ≤ i+ k + 1, (69)
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since we know it is obviously true for j = −1. Furthermore, notice that
B˜(i,k,j)n = 0 if j < 0 or j > i+ k. (70)
Using this information, we need to show that
i+k+1∑
j=0
B
(i+1,k+1)
n+1 s
j ?= Tj
[
B˜
(i+1,k+1,j+1)
n+1
]
(s)− Tj
[
B˜(i,k,j)n
]
(s) , (71)
where, for instance,
Tj
[
B˜(i,k,j)n
]
(s) =
∞∑
j=0
B˜(i,k,j)n s
j . (72)
Now, we know that for the generating function Tn [cn] (z) of a sequence {cn}, we get the ”shifting” property [3]
Tn [cn+1] (z) =
∞∑
n=0
cn+1z
n =
1
z
( ∞∑
n=1
cnz
n
)
=
1
z
( ∞∑
n=0
cnz
n − a0
)
=
1
z
(Tn [cn] (z)− c0) . (73)
This leads to
i+k+1∑
j=0
B
(i+1,k+1)
n+1 s
j ?=
1
s
(
Tj
[
B˜
(i+1,k+1,j)
n+1
]
(s)− B˜(i+1,k+1,0)n+1
)
− Tj
[
B˜(i,k,j)n
]
(s) , (74)
or
i+k+1∑
j=0
B
(i+1,k+1)
n+1 s
j ?=
1
s
(
Tj
[
B˜
(i+1,k+1,j)
n+1
]
(s)−B(i+1,k+1)n+1
)
− Tj
[
B˜(i,k,j)n
]
(s) . (75)
Now,
i+k+1∑
j=0
B
(i+1,k+1)
n+1 s
j =
1
s
i+k+1∑
j=0
B
(i+1,k+1)
n+1 s
j+1 =
1
s
i+k+2∑
j=1
B
(i+1,k+1)
n+1 s
j , (76)
meaning that what we are trying to show can be written
1
s
i+k+2∑
j=0
B
(i+1,k+1)
n+1 s
j ?=
1
s
Tj
[
B˜
(i+1,k+1,j)
n+1
]
(s)− Tj
[
B˜(i,k,j)n
]
(s) , (77)
or,
i+k+2∑
j=0
B
(i+1,k+1)
n+1 s
j ?= Tj
[
B˜
(i+1,k+1,j)
n+1
]
(s)− sTj
[
B˜(i,k,j)n
]
(s) , (78)
at least for s 6= 0. Next, we take the generating functions in i, getting
Ti
i+k+2∑
j=0
B
(i+1,k+1)
n+1 s
j
 (x) ?= Ti,j [B˜(i+1,k+1,j)n+1 ] (x, s)− sTi,j [B˜(i,k,j)n ] (x, s) . (79)
Using the shifting property again for the index i, we have
1
x
Ti
i+k+1∑
j=0
B
(i,k+1)
n+1 s
j
 (x)− k+1∑
j=0
B
(0,k+1)
n+1 s
j

?
=
1
x
(
Ti,j
[
B˜
(i,k+1,j)
n+1
]
(x, s)− Tj
[
B˜
(0,k+1,j)
n+1
]
(s)
)
− sTi,j
[
B˜(i,k,j)n
]
(x, s) ,
11
or,
Ti
i+k+1∑
j=0
B
(i,k+1)
n+1 s
j
 (x)− k+1∑
j=0
B
(0,k+1)
n+1 s
j
?
= Ti,j
[
B˜
(i,k+1,j)
n+1
]
(x, s)− Tj
[
B˜
(0,k+1,j)
n+1
]
(s)− xsTi,j
[
B˜(i,k,j)n
]
(x, s) ,
(80)
for x 6= 0. Now, it was shown in [6] that the recurrence relation (66) is true for i = 0 and j = 0, but it can easily be
extended for i = 0 to any j such that 0 ≤ j ≤ k, by simply using the fact that the convolution of two binomials gives
another binomial. This means that
B(0,k)n = B˜
(0,k,j)
n , 0 ≤ j ≤ k, (81)
or,
B
(0,k+1)
n+1 = B˜
(0,k+1,j)
n+1 , 0 ≤ j ≤ k + 1. (82)
Taking the sum over j going from 0 to k + 1 after multiplying by sj , we get
k+1∑
j=0
B
(0,k+1)
n+1 s
j = Tj
[
B˜
(0,k+1,j)
n+1
]
(s) , (83)
which is actually kind of an initial condition for i. This last relation allows us to simplify Equation (80) into
Ti
i+k+1∑
j=0
B
(i,k+1)
n+1 s
j
 (x) ?= Ti,j [B˜(i,k+1,j)n+1 ] (x, s)− xsTi,j [B˜(i,k,j)n ] (x, s) . (84)
Obviously, the same can be done with indices k and n, and using what is known for k = 0 or n = 0, we finally end up
with
Ti,k,n
i+k∑
j=0
B(i,k)n s
j
 (x, y, z) ?= Ti,k,n,j [B˜(i,k,j)n ] (x, y, z, s)− xyzsTi,k,n,,j [B˜(i,k,j)n ] (x, y, z, s) , (85)
or,
Ti,k,n
i+k∑
j=0
B(i,k)n s
j
 (x, y, z) ?= (1− xyzs)Ti,k,n,j [B˜(i,k,j)n ] (x, y, z, s) . (86)
Now, it can be easily shown that
Tj
[
B˜(i,k,j)n
]
(s) =
k∑
l=0
i∑
j=0
{
B
(j,l)
• ∗B(i−j,k−l)•
}
n
sj+l, (87)
which is a triple convolution over the indices i, k and n, so that [3]
Ti,k,n,j
[
B˜(i,k,j)n
]
(x, y, z, s) = fBSη (x, y, z, 1)f
BS
η (sx, sy, z, 1). (88)
Having in mind that
i+k∑
j=0
sj =
1− si+k+1
1− s , (89)
the left-hand side of Equation (86) can be computed to be
Ti,k,n
i+k∑
j=0
B(i,k)n s
j
 (x, y, z) = 1
1− s
(
fBSη (x, y, z, 1)− sfBSη (sx, sy, z, 1)
)
. (90)
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Finally, the recurrence relation will be true if and only if
fBSη (x, y, z, 1)− sfBSη (sx, sy, z, 1) ?= (1− xyzs)(1− s)fBSη (x, y, z, 1)fBSη (sx, sy, z, 1). (91)
This will be the case if and only if
1
fBSη (sx, sy, z, 1)
− s 1
fBSη (x, y, z, 1)
?
= (1− xyzs)(1− s), (92)
which is readily checked.
Setting j = 1, for i, k > 0
The recurrence (66) can be best understood by taking the particular case of j = 1. In this case, if we choose i > 0
and k > 0, we end up with
B(i,k)n = B
(1,0)
1 B
(i−1,k)
n−1 +B
(1,0)
0 B
(i−1,k)
n +B
(0,1)
0 B
(i,k−1)
n +B
(0,1)
1 B
(i,k−1)
n−1 −B(0,0)0 B(i−1,k−1)n−1 . (93)
Using the initial conditions
B
(0,0)
0 = 1,
{
B
(1,0)
1 = η,
B
(1,0)
0 = 1− η,
and
{
B
(0,1)
0 = η,
B
(0,1)
1 = 1− η,
(94)
we get
B(i,k)n = ηB
(i−1,k)
n−1 + (1− η)B(i−1,k)n + ηB(i,k−1)n + (1− η)B(i,k−1)n−1 −B(i−1,k−1)n−1 . (95)
3.1.2 Beam splitter with distinguishable photons
In order to identify the effect of quantum interferences, we now express a recurrence relation for the probabilities
associated with a classical description of the beam splitter. By this, we mean that the photons are distinguishable,
and can be treated like balls of, say, different colours, which take different paths in the beam splitter. In this case,
the probability p(n|i, k) to find n photons in one output, given i photons on one input and k on the other, can be
computed using standard probability theory, and can be written as a convolution,
p(n|i, k) = {p(•|i, 0) ∗ p(•|0, k)}n =
n∑
n˜=0
p(n˜|i, 0)p(n− n˜|0, k). (96)
In fact, one understands that this relation can be generalized to
p(n|i, k) =
n∑
n˜=0
p(n˜|j, l)p(n− n˜|i− j, k − l), j ≤ i and l ≤ k. (97)
One easy way to show this would be to take the generating functions of both Equations (96) and (97), and see that
they are consistent. If one defines the generating function of the probability p(n|i, k) as
f˜(x, y, z) = Ti,k,n [p(n|i, k)] (x, y, z) =
∑
i,k,n
p(n|i, k)xiykzn, (98)
the generating function of Equation (96) can be found to be
f˜(x, y, z) = f˜(x, 0, z)f˜(0, y, z), (99)
where we used the fact that the generating function of a convolution is given by a product. Now, classically (in the
sense defined above), the probability p(n|i, 0) is given by a simple binomial in our setup, i.e,
p(n|i, 0) =
(
i
n
)
ηn(1− η)i−n, (100)
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like in the quantum case. Obviously, the same can be said about the probability p(n|0, k). Using this, we have that
f˜(x, 0, z) =
1
1− ηxz − (1− η)x, (101)
while
f˜(0, y, z) =
1
1− ηy − (1− η)yz , (102)
implying that
f˜(x, y, z) =
1
(1− ηxz − (1− η)x)(1− ηy − (1− η)yz) . (103)
This expression for the generating function of a beam splitter must be compared with Equation (58) [taking w = 1],
the difference being due to whether photons are distinguishable or not. Now, in order to show that Equation (97)
is consistent with Equation (96), one only needs to compute the generating function of the former. We begin by
multiplying both its sides by sj1 and s
l
2, before summing them over both indices j and l, going from 0 to i and k,
respectively, i.e,
i,k∑
j,l=0
p(n|i, k)sj1sl2 =
i,k∑
j,l=0
n∑
n˜=0
p(n˜|j, l)p(n− n˜|i− j, k − l)sj1sl2, (104)
which will be true for all s1 and s2 if and only if Equation (97) is true for all i, k such that 0 ≤ j ≤ i and 0 ≤ l ≤ k.
Now, the left-hand side of the last equation can trivially be computed to be
i,k∑
j,l=0
p(n|i, k)sj1sl2 =
(1− si+11 )(1− sk+12 )
(1− s1)(1− s2) p(n|i, k), (105)
meaning that its generating function in i, k, n is given by
Ti,k,n
 i,k∑
j,l=0
p(n|i, k)sj1sl2
 (x, y, z) = f˜(x, y, z)− s1f˜(xs1, y, z)− s2f˜(x, ys2, z) + s1s2f˜(xs1, ys2, z)
(1− s1)(1− s2) . (106)
On another hand, the right-hand side of Equation (104) happens to be given by a triple convolution in i, k, n of the two
objects p(n|i, k)si1sk2 and p(n|i, k). Consequently, its generating function can be calculated to be f˜(xs1, ys2, z)f˜(x, y, z).
This mean that Equation (97) will be consistent with Equation (96) if and only if
f˜(x, y, z)− s1f˜(xs1, y, z)− s2f˜(x, ys2, z) + s1s2f˜(xs1, ys2, z) = (1− s1)(1− s2)f˜(xs1, ys2, z)f˜(x, y, z), (107)
which is easily verified.
3.1.3 Comparison between distinguishable and indistinguishable photons
For a beam splitter with distinguishable photons, we have shown that
p(n|i, k) =
n∑
n˜=0
p(n˜|j, l)p(n− n˜|i− j, k − l), j ≤ i and l ≤ k, (108)
while we proved that for indistinguishable photons the probabilities B
(i,k)
n verify
B(i,k)n = B˜
(i,k,j)
n − B˜(i−1,k−1,j−1)n−1 , 0 ≤ j ≤ i+ k, (109)
where
B˜(i,k,j)n =
min(j,k)∑
l=max(0,j−i)
n∑
n˜=0
B
(j−l,l)
n˜ B
(i−j+l,k−l)
n−n˜ . (110)
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If we replace j by j − l in Equation (108), we get
p(n|i, k) =
n∑
n˜=0
p(n˜|j − l, l)p(n− n˜|i− j + l, k − l), (111)
where j and l should verify j − l ≤ i and l ≤ k (which implies j ≤ i + k) for the relation to be true. We can
consequently sum it over l, taking the right limits for the sum so that the relation is true, ending up with
min(j,k)∑
l=max(0,j−i)
p(n|i, k) =
min(j,k)∑
l=max(0,j−i)
n∑
n˜=0
p(n˜|j − l, l)p(n− n˜|i− j + l, k − l), 0 ≤ j ≤ i+ k, (112)
or,
p(n|i, k) = 1
c(i, k, j)
min(j,k)∑
l=max(0,j−i)
n∑
n˜=0
p(n˜|j − l, l)p(n− n˜|i− j + l, k − l), 0 ≤ j ≤ i+ k, (113)
where the coefficient c is such that
c(i, k, j) =

1 + j if j ≤ i, j ≤ k,
1 + i if j ≥ i, j ≤ k,
1 + k if j ≤ i, j ≥ k,
1− j + i+ k if j ≥ i, j ≥ k.
(114)
We see that Equation (113) is almost identical to Equation (109), but with a normalization coefficient c and without
the second term of the right-hand side (associated with quantum interferences).
Setting j=1
If we set j = 1 in Equation (113), and choose i ≥ 1 and k ≥ 1, we end up with
p(n|i, k) = 1
2
(
p(1|1, 0)p(n− 1|i− 1, k) + p(0|1, 0)p(n|i− 1, k)
+ p(0|0, 1)p(n|i, k − 1) + p(1|0, 1)p(n− 1|i, k − 1)
)
.
(115)
Replacing the probability p(1|1, 0) and the like by their values in this expression, we get
p(n|i, k) = 1
2
(
η p(n− 1|i− 1, k) + (1− η) p(n|i− 1, k)
+ η p(n|i, k − 1) + (1− η) p(n− 1|i, k − 1)
)
.
(116)
Up to the normalization constant 1/2, this is exactly Equation (95) without the fifth term (associated with quantum
interferences) in the right-hand side.
3.2 Two-mode squeezer
The recurrence relation can be derived in the case of a two-mode squeezer, by taking advantage of the property of
partial time reversal. Indeed, since
fTMSλ (x, y, z, w) = (1− λ)fBS1−λ(z, y, x, w), (117)
one readily understands that the corresponding probabilities verify
A(i,k)n = (1− λ)B(n,k)i , (118)
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or,
A
(n,k)
i = (1− λ)B(i,k)n . (119)
Multiplying the recurrence (66) by (1− λ)2 gives
(1− λ)2B(i,k)n =
min(j,k)∑
l=max(0,j−i)
n∑
m=0
(1− λ)B(j−l,l)m (1− λ)B(i−j+l,k−l)n−m
−
min(j,k)−1∑
l=max(0,j−i)
n−1∑
m=0
(1− λ)B(j−1−l,l)m (1− λ)B(i−j+l,k−1−l)n−1−m , 0 ≤ j ≤ i+ k.
Using Equation (119), it can be rewritten as
(1− λ)A(n,k)i =
min(j,k)∑
l=max(0,j−i)
n∑
m=0
A
(m,l)
j−l A
(n−m,k−l)
i−j+l
−
min(j,k)−1∑
l=max(0,j−i)
n−1∑
m=0
A
(m,l)
j−1−lA
(n−1−m,k−1−l)
i−j+l , 0 ≤ j ≤ i+ k.
Exchanging i and n, we get
(1− λ)A(i,k)n =
min(j,k)∑
l=max(0,j−n)
i∑
m=0
A
(m,l)
j−l A
(i−m,k−l)
n−j+l
−
min(j,k)−1∑
l=max(0,j−n)
i−1∑
m=0
A
(m,l)
j−1−lA
(i−1−m,k−1−l)
n−j+l , 0 ≤ j ≤ n+ k.
If we perform the change of variables l = j − r in the sums over l, we end up with
(1− λ)A(i,k)n =
min(j,n)∑
r=max(0,j−k)
i∑
m=0
A(m,j−r)r A
(i−m,k−j+r)
n−r
−
min(j,n)−1∑
r=max(0,j−k)
i−1∑
m=0
A(m,j−1−r)r A
(i−1−m,k+r−j)
n−r−1 , 0 ≤ j ≤ n+ k,
or, if we replace r by l,
(1− λ)A(i,k)n = A˜(i,k)n,j − A˜(i−1,k−1)n−1,j−1 , 0 ≤ j ≤ n+ k, (120)
where
A˜
(i,k)
n,j =
min(j,n)∑
l=max(0,j−k)
i∑
m=0
A
(m,j−l)
l A
(i−m,k−j+l)
n−l =
min(j,n)∑
l=max(0,j−k)
{
A
(•,j−l)
l ∗A(•,k−j+l)n−l
}
i
. (121)
Setting j = 1, for n, k > 0
Again, the recurrence (120) can be best understood by taking the particular case of j = 1. If we choose n > 0 and
k > 0, we get
(1− λ)A(i,k)n = A(0,1)0 A(i,k−1)n +A(1,1)0 A(i−1,k−1)n +A(0,0)1 A(i−0,k)n−1 +A(1,0)1 A(i−1,k)n−1 −A(i−1,k−1)n−1 . (122)
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In the case of the two-mode squeezer, if one uses Equation (118) again, where η = 1 − λ in the probabilities of the
beam splitter, the initial conditions can be found to be
A
(0,0)
0 = 1− λ,
{
A
(0,1)
0 = (1− λ)2,
A
(1,1)
0 = (1− λ)λ,
and
{
A
(0,0)
1 = (1− λ)λ,
A
(1,0)
1 = (1− λ)2,
(123)
resulting in
A(i,k)n = (1− λ)A(i,k−1)n + λA(i−1,k−1)n + λA(i,k)n−1 + (1− λ)A(i−1,k)n−1 −A(i−1,k−1)n−1 . (124)
4 Asymptotics of the transition probabilities
The asymptotic behavior of a sequence {cn} for a growing index can be studied by analyzing the asymptotic behavior
of the corresponding generating function g(z) around its singularities. This is encompassed in the Tauberian theorems
[7], the most famous of which being due to Hardy, Littlewood and Karamata [8].
Theorem 1 (The HLK Tauberian theorem). Let g(z) be a power series with radius of convergence equal to 1, satisfying
g(z) ∼ 1
(1− z)αΛ
(
1
1− z
)
, z → 1, (125)
for some α ≥ 0 with Λ a slowly varying function. Assume that the coefficients cn = [zn]g(z) are all non-negative.
Then
n∑
k=0
ck ∼ n
α
Γ(α+ 1)
Λ(n), n→∞. (126)
A function Λ is said to be slowly varying at infinity if and only if, for any β > 0, one has
Λ(βx)
Λ(x)
→ 1 as x→ +∞. (127)
Also, the notation cn = [z
n]g(z) means that we take the coefficient of the zn term in g(z) =
∑∞
n=0 cnz
n. Let us
analyze the behavior of the probability B
(i,i)
n for a balanced beam splitter, meaning that we fix η = 1/2. We first need
to find the generating function of B
(i,i)
n = |〈n,m|UBSη |i, i〉|2 (with m = 2i− n) in i and n. We defined the generating
function of the probabilities in the beam splitter as
fBSη (x, y, z, w) =
∑
i,k,n,m
|〈n,m|UBSη |i, k〉|2xiykznwm, (128)
and found that
fBSη (x, y, z, w) =
1
1− ηxz − (1− η)xw − ηyw − (1− η)yz + xyzw . (129)
The sum over m was taken for the sake of of symmetry. Since the probability |〈n,m|UBSη |i, k〉|2 will be zero if
m 6= i+ k − n, one readily understands that
B(i,k)n = |〈n, i+ k − n|UBSη |i, k〉|2 =
∞∑
m=0
|〈n,m|UBSη |i, k〉|2. (130)
It actually means that if one computes the generating function of the sequence B
(i,k)
n without considering the index
m, one gets ∑
i,k,n
B(i,k)n x
iykzn =
∑
i,k,n
(∑
m
|〈n,m|UBSη |i, k〉|2
)
xiykzn
=
∑
i,k,n
(∑
m
|〈n,m|UBSη |i, k〉|2wm
)∣∣∣∣∣
w=1
xiykzn,
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so that
fBSη (x, y, z, 1) =
∑
i,k,n
B(i,k)n x
iykzn. (131)
Generating function of B
(i,i)
n
In order to derive the generating function of the diagonal elements B
(i,i)
n , we force the relation k = i in the generating
function of B
(i,k)
n by only choosing the elements which verify it, i.e.,
Ti,n
[
B(i,i)n
]
(x, z) = [y0]
∑
i,k,n
B(i,k)n x
iyk−izn
= [y0]
∑
i,k,n
B(i,k)n
(
x
y
)i
ykzn
= [y0]fBSη
(
x
y
, y, z, 1
)
.
By Cauchy’s integral formula for any function g(z), one has
g(a) =
1
2pii
˛
g(z)
z − adz. (132)
Applying this to our case, we get that, for some circle γx around y = 0,
Ti,n
[
B(i,i)n
]
(x, z) =
1
2pii
ˆ
γx
fBSη (x/y, y, z, 1)
y
dy. (133)
Now, using the Residue Theorem, this can be transformed to
Ti,n
[
B(i,i)n
]
(x, z) =
∑
l
Res
[
fBSη (x/y, y, z, 1)
y
; y = sl
]
, (134)
where the sl are the singularities of f
BS
η (x/y, y, z, 1) /y satisfying
lim
x→0
sl(x) = 0. (135)
One has
fBSη (x, y, z, 1) =
1
1− ηxz − (1− η)x− ηy − (1− η)yz + xyz , (136)
and
fBSη (x/y, y, z, 1)
y
=
1
(y − x)(1− yz) + η(1− z)(x− y2) . (137)
Its singularities are given by
s1(x, z, η) =
1 + xz −√(1 + xz)2 − 4(η + (1− η)z)(x(1− η) + ηxz))
2(η + z(1− η)) , (138)
and
s2(x, z, η) =
1 + xz +
√
(1 + xz)2 − 4(η + (1− η)z)(x(1− η) + ηxz))
2(η + z(1− η)) . (139)
If we take their limits for x going to zero, we obtain
lim
x→0
s1(x, z, η) = 0, (140)
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and
lim
x→0
s2(x, z, η) =
1
η + z(1− η) . (141)
The residue of the function we are interested in reduces to
Res
[
fBSη (x/y, y, z, 1)
y
; y = s1
]
=
1√
(1 + xz)2 − 4(η + (1− η)z)(x(1− η) + ηxz)) , (142)
so that
Ti,n
[
B(i,i)n
]
(x, z) =
1√
(1 + xz)2 − 4(η + (1− η)z)(x(1− η) + ηxz)) . (143)
Note that we tested this result using numerics. If we particularize this to a balanced beam splitter (η = 1/2), we
simply get
Ti,n
[
B(i,i)n
∣∣∣
η=1/2
]
(x, z) =
1√
(1− x)(1− z2x) , (144)
which is the generating function in i, n of the diagonal sequence B
(i,i)
n for η = 1/2.
Asymptotics of B
(i,i)
n for η = 1/2
Our aim is now to use Tauberian theorems in order to study the asymptotic behavior of B
(i,i)
n for η = 1/2. Theorem
1 can be generalized, and in case of multiple singularities, each one can be analyzed separately, and the different
contributions can be combined in the end [7]. In our case, this must be done in two steps, since our sequence has two
indices i and n. We begin by analyzing the behavior of
[zn]Ti,n
[
B(i,i)n
∣∣∣
η=1/2
]
(x, z) = Ti
[
B(i,i)n
∣∣∣
η=1/2
]
(x) , (145)
the generating function in i, by studying the behavior of
Ti,n
[
B(i,i)n
∣∣∣
η=1/2
]
(x, z) , (146)
the generating function in i and n. We then investigate the resulting
Ti
[
B(i,i)n
∣∣∣
η=1/2
]
(x) (147)
in order to conclude about
B(i,i)n
∣∣∣
η=1/2
. (148)
Behavior of Ti
[
B
(i,i)
n
∣∣∣
η=1/2
]
(x)
The function
Ti,n
[
B(i,i)n
∣∣∣
η=1/2
]
(x, z) =
1√
(1− x)(1− z2x) (149)
has two singularities,
z1(x) =
1√
x
and z2(x) = − 1√
x
. (150)
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On one hand,
Ti,n
[
B(i,i)n
∣∣∣
η=1/2
]
(x, z) ∼ 1√
2(1− x)(1−√xz) , z → z1(x). (151)
Define the sequence β
(1)
i,n such that ∑
i,n
β
(1)
i,nx
izn =
1√
2(1− x)(1−√xz) . (152)
In other words,
Ti,n
[
B(i,i)n
∣∣∣
η=1/2
]
(x, z) ∼
∑
i,n
β
(1)
i,nx
izn, z → z1(x). (153)
Equation (152) is the same as (x is positive)∑
i,n
β
(1)
i,nx
i
(
z√
x
)n
=
1√
2(1− x)(1− z) , (154)
⇔
∑
i,n
β
(1)
i,nx
i−n2 zn =
1√
2(1− x)(1− z) . (155)
Now, for n increasing, according to Tauberian theorems,
[zn]
1√
2(1− x)(1− z) ∼
1√
2(1− x)pin, (156)
so that
[zn]
∑
i,n
β
(1)
i,nx
i−n2 zn ∼ 1√
2(1− x)pin, (157)
[zn]
∑
i,n
β
(1)
i,nx
izn ∼ x
n
2√
2(1− x)pin. (158)
Using Definition (152), we end up with
[zn]
1√
2(1− x)(1−√xz) ∼
x
n
2√
2(1− x)pin. (159)
On the other hand,
Ti,n
[
B(i,i)n
∣∣∣
η=1/2
]
(x, z) ∼ 1√
2(1− x)(1 +√xz) , z → z2(x). (160)
We can do the same analysis, and get
[zn]
1√
2(1− x)(1 +√xz) ∼
(−1)nxn2√
2(1− x)pin. (161)
As we explained earlier, in the case of two singularities (with the same absolute value), the two asymptotic contribu-
tions can be added up [7], so that
[zn]Ti,n
[
B(i,i)n
∣∣∣
η=1/2
]
(x, z) ∼ x
n
2√
2(1− x)pin +
(−1)nxn2√
2(1− x)pin, (162)
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or,
Ti
[
B(i,i)n
∣∣∣
η=1/2
]
(x) ∼ 1 + (−1)
n
√
2pin
x
n
2√
1− x. (163)
The zero contribution for odd n is consistent with the fact that the total input photon number 2i is even.
Behavior of B
(i,i)
n
∣∣∣
η=1/2
The function
1 + (−1)n√
2pin
x
n
2√
1− x (164)
has only one singularity, x0 = 1. Since the dominant factor is 1/
√
1− x (compared to xn2 ) when x→ x0, we can focus
on it. We have [7]
[xi]
1√
1− x ∼
1√
pii
, (165)
meaning that
[xi]
(
x−
n
2 Ti
[
B(i,i)n
∣∣∣
η=1/2
]
(x)
)
∼ 1 + (−1)
n
√
2pin
1√
pii
. (166)
Now,
x−
n
2 Ti
[
B(i,i)n
∣∣∣
η=1/2
]
(x) = x−
n
2
∞∑
i=0
B(i,i)n
∣∣∣
η=1/2
xi
=
∞∑
i=0
B(i,i)n
∣∣∣
η=1/2
xi−
n
2
=
∞∑
j=−n/2
B
(j+n2 ,j+
n
2 )
n
∣∣∣
η=1/2
xj ,
and B
(i,i)
n = 0 if n > 2i, so that
x−
n
2 Ti
[
B(i,i)n
∣∣∣
η=1/2
]
(x) =
∞∑
j=0
B
(j+n2 ,j+
n
2 )
n
∣∣∣
η=1/2
xj , (167)
and
[xi]
(
x−
n
2 Ti
[
B(i,i)n
∣∣∣
η=1/2
]
(x)
)
= B
(i+n2 ,i+
n
2 )
n
∣∣∣
η=1/2
. (168)
As a consequence of Equation (166),
B
(i+n2 ,i+
n
2 )
n
∣∣∣
η=1/2
∼ 1 + (−1)
n
√
2pin
1√
pii
, (169)
or,
B(i,i)n
∣∣∣
η=1/2
∼ 1 + (−1)
n
√
2pin
1√
pi
(
i− n2
) . (170)
After some simplification, we get
B(i,i)n
∣∣∣
η=1/2
∼ 1 + (−1)
n
pi
√
n (2i− n) . (171)
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which exactly coincides with the analysis in [9]. The output terms around n ∼ i are maximally suppressed, which is
reminiscent of the HOM effect. Interestingly, we can again exploit partial time reversal and extend this analysis to a
TMS with λ = 1/2, giving
A
(i,k)
k ∼
1 + (−1)i
2pi
√
i(2k − i) , k, i→∞. (172)
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