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Résumé
Les yeux sont l’une des caractéristiques les plus saillantes du visage humain. La localisation de la pupille de l’oeil
permet d’obtenir des informations importantes qui peuvent être utilisées dans plusieurs applications de vision
par ordinateur. Plusieurs eye-trackers commercialisés aujourd’hui peuvent estimer avec précision sa position.
Cependant les spécifications matérielles très complexes et l’environnement de l’utilisateur contrôlé (résolution
suffisante de l’image de l’oeil, bonnes conditions d’éclairage, légères variations de la pose de la tête) rendent ces
solutions impossibles à utiliser dans un environnement arbitraire. Dans cet article, nous présentons une approche
basée sur les arbres de régression aléatoires projetés sur l’espace de Hough pour estimer la position de la pupille.
Nous démontrons à partir de plusieurs évaluations sur des bases de données publiques références que notre
approche est très robuste aux conditions d’éclairage, à l’échelle, aux mouvement des yeux et aux fortes variations
de la pose de la tête, et qu’elle apporte une amélioration significative par rapport aux méthodes existantes de
l’état de l’art.
Eyes are one of the most salient feature of the human face. The location of the eye-pupil allows to access to impor-
tant informations and can be used in several computer vision applications. Several commercial eye-trackers can
estimate with a good accuracy the eye-pupil location, but need a complex hardware specifications with a control-
led user environment (sufficient eye image resolution, good illumination, small head pose variations) making these
solutions impossible to use on an arbitrary environment. In this paper, we present an approach based on Hough
random forest, we demonstrate by several evaluations on challenging public datasets that our approach is very
robust to illumination, scale, eye movements and high head pose variations and yields a significant improvement
regarding to a wide range of state of the art methods
Mots clé : Champs aléatoires, arbres de décision, regres-
sion, classification, détection de la pupille, détection du re-
gard
1. Introduction
La localisation de la pupille de l’ ?il joue un rôle primor-
dial dans plusieurs applications dans le domaine de vision
par ordinateur spécialement dans l’analyse du visage. Dans
la reconnaissance d’expressions faciales, elle peut remonter
une information très parlante sur l’état expressif et cognitif
de la personne. En biométrie, l’identification et la reconnais-
sance de visage sont étroitement liées à la pupille de l’ ?il.
D’une manière générale, les interactions homme-machine
IHM se basent souvent sur cette caractéristique.
Plusieurs solutions industrielles sont aujourd’hui com-
mercialisées et donnent de très bonne localisations de la pu-
pille. Certaines ont des spécifications matérielles très com-
plexes (des caméras embarquées sur un casque ou des lu-
nettes qui filment les yeux) et restent non accessibles au
grand public et peuvent être très intrusives. D’autres utilisent
un champ de caméras infra-rouge et se basent sur l’informa-
tion du reflet cornéen pour estimer la position de la pupille
d’une manière très précise mais restent très sensibles aux
conditions d’éclairage.
Hansen et al. donne un état de l’art très détaillé sur les
méthodes de détection et de suivi de la pupille de l’ ?il dans
[HJ10]. Dans ce papier, nous présentons une méthode de lo-
calisation de la pupille non intrusive et très robuste à partir
d’une simple caméra monoculaire. Dans la section 2, nous
présentons un survol sur les dernières méthodes de locali-
sation de la pupille en montrant les limitations de ces ap-
proches. Dans la section 2, nous décrivons notre méthode
en donnant un aperçu global sur la partie théorique de l’al-
gorithme et de son utilisation dans diverses applications en
vision par ordinateur. Dans la section 3 nous présentons nos
différentes expérimentations sur des bases de données de ré-
férences et soulignons l’apport de précision et de robustesse
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Figure 1: Stratégie de vote par notre forêt. (a) Extraction de patchs dans l’image test. (b) Chaque patch vote pour une position
probable de la pupille (la couleur indique la contribution de chaque patch). (c) Accumulation de tout les patchs de toutes les
échelles dans un seul espace de vote. (d) Mapping du maximum global dans l’espace Hough vers l’espace image.
par rapport à l’état de l’art. Nous finissons dans la section ??
par une conclusion générale.
2. État de l’art
Notre travail s’inscrit dans un large champ de méthodes
existantes qui essaient de détecter avec une précision suffi-
sante la pupille de l’ ?il à partir d’une simple caméra mo-
noculaire. [TB11] [VG08] et [MFP∗14] décrivent les mé-
thodes les plus pertinentes de l’état de l’art. Le principe gé-
néral est de détecter le visage en premier en utilisant la mé-
thode Viola Jones [VJ01], puis d’extraire des régions (avec
des relations anthropomorphiques) autour des yeux pour es-
timer finalement la position 2D de la pupille dans le repère
image.
Timm et al. [TB11] utilisent l’aspect géométrique de
la pupille et définissent une fonction objective basée sur
l’image gradient qui atteint son maximum à l’intersection
des vecteurs gradients. Cependant la circularité de l’iris est
une hypothèse qui n’est plus vérifiée sur des images à fortes
variations de la pose de la tête.
Valenti et al. [VG08] utilisent le concept de courbure
des isophotes qui représente les courbes reliant les points
de même intensité pour construire un espace global de vote.
Par la suite, ils étendent leur méthode à l’utilisation des SIFT
pour chaque courbe candidate afin obtenir un score de vote
final par des comparaisons à des exemples prédéfinis dans
une base de donnée. Cette méthode répond aux contraintes
de basse résolution et de conditions d’illuminations mais
reste sensible aux variations de pose.
Markus et al. [MFP∗14] ne prennent pas en compte les
aspects géométriques de la pupille. Ils utilisent une approche
par apprentissage en entrainant des arbres de régression dé-
générés en cascade. Chaque ensemble d’arbres opère à une
échelle donnée et constitue l’entrée de l’ensemble suivant
jusqu’à la sortie finale définie par le nombre d’échelles fixé
au préalable. Leur apprentissage final comporte 100 arbres
avec six millions de données d’apprentissage. Cette méthode
semble la plus robuste de l’état de l’art, et révèle un très bon
comportement aux contraintes standard telle que la basse ré-
solution, les conditions d’éclairages et les orientations de la
pose de la tête. Néanmoins elle souffre d’un handicap d’ini-
tialisation dû à la conception de leur framework.
Notre solution est relativement proche de la dernière ap-
proche. Nous utilisons la même méthode d’apprentissage,
mais en intégrant l’espace de Hough dans l’estimation fi-
nale. Notre contribution majeure réside dans l’intégration de
l’espace de Hough comme dans [GYR∗11] avec la suppres-
sion de la dimension échelle. Nous montrons qu’avec un en-
semble d’arbres moins grand que [MFP∗14] nous obtenons
des résultats similaires voire supérieurs à [MFP∗14]. Nous
montrons aussi que cette méthode peut être étendue à des
problématiques de régressions différentes de la nôtre. sec-
tionNotre approche
2.1. Les champs aléatoires pour la vision par ordinateur
Les champs aléatoires ont été largement utilisés ces
dernières années en vision par ordinateurs pour résoudre
des problématiques de différentes natures : classification,
[GEW06, LF06],régression, [CSRK11, MFP∗14] ainsi que
l’estimation de densité, [BBC13, SJC08]. Cette large utili-
sation est la conséquence de leur grande généralisation ainsi
que leur rapidité d’exécution. Ils ont été introduit par Brei-
man et al. [Bre01].
L’idée de base consiste à séparer d’une manière récur-
sive le problème initial en deux problèmes de complexité
réduite. Cette séparation est effectuée à chaque nœud et les
nœuds terminaux contiennent les modèles qui approximent
le mieux la sortie désirée. Dans notre configuration, comme
dans [GYR∗11], nous construisons des arbres qui vont si-
multanément capturer des informations de classification et
de régression sur un ensemble de données d’apprentissage,
représentées sous la forme de patchs {Pi = { f i,ci,yi}} (un
patch représente une zone d’une taille précise dans l’image)
où :
– fi représente le vecteur caractéristique d’entrée pour un
patch de dimension fixe.
– ci traduit la classe du patchs (ci = 1 si wi ∈ ?il, ci = 0
si non)
– yi représente la variable de sortie à régresser (la dis-
tance entre le centre du patch et le celui de la pupille
dans l’image ou il a été extrait).
La construction de chaque arbre est un processus super-
visé. Tout les n ?uds sont déterminés à partir d’un certains
nombre de tests binaires définis par :{
1, si fi(x1))− fi(x2)≤ τ
0, sinon
où { fi(x1))− fi(x2)} représente la différence en intensité
entre deux pixels x1 et x2 du patch et τ est un seuil aléa-
toire. [LF06] ont montré que cette caractéristique a un très
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Figure 2: Quelque résultats correctes de l’estimation de la pupille par notre méthode sur certaines bases de données publiques.
(a) BioID, (b) Extended-Yale, (c) Pointing’04, (d) Données synthétiques.
grand potentiel de discrimination. La supervision de l’en-
trainement d’un arbre consiste à fixer à chaque n ?ud S le
test binaire optimal θ∗ = {x∗1 ,x∗2 ,τ∗} qui maximise la sépa-
ration des données et donc la pureté de ses n ?uds fils SL et
SR. Deux fonctions objectives sont utilisées :
– pour la classification :
Q0 = H(S)− ∑
n∈{L,R}
|Sn|
|S| H(S
n) (1)
où
H(S) =− ∑
c∈{0,1}
p(c/S) ln(p(c/S)) (2)
Q0 traduit le gain d’information sur un n ?ud, égal à la
différence de l’entropie H du parent S moins la somme
pondérée de l’entropie des fils SL et SR respectivement.
– pour la régression :
Q1 = ∑
n∈{L,R}
∑
i∈Sn
||yi− ȳn||22 (3)
avec yn (n∈ {L,R}) représentent les moyennes des dis-
tances arrivant dans les n ?uds fils SL et SR respective-
ment.
2.2. Apprentissage
Nous avons utilisé les deux bases de données [VPSS∗13]
et [WLSN07]. Nous avons introduit une perturbation en
échelle avec [+30%,−30%] par rapport à l’original, ainsi
qu’une autre perturbation par rapport à la position spatiale
de la pupille en x et y [−25%,+25%]. 10k de données d’ap-
prentissage ont été construites, une extraction de 50 patchs
de dimension fixe de (16× 16) est effectuée aboutissant à
500k de données d’apprentissage par classe. La profondeur
des arbres est fixée à 15. Une stratégie de boosting est appli-
quée à la construction de certains arbres.
2.3. Test
Pendant le test, nous extrayons deux régions autour des
yeux, et construisons une pyramide d’échelle sur chaque
région. Pour chaque échelle, nous extrayons un certain de
nombre de patchs qui constituera l’entrée des arbres en-
trainés précédemment. Chaque patch est évalué par chaque
arbre de la forêt en utlisant les tests binaires optimisés pen-
dant l’apprentissage. Arrivé au nœud terminal, on récupère
les informations sauvegardées dans ce même nœud. Nous
projetons toutes les distances de tous les arbres de tous les
patchs sur un espace de vote qui est l’espace de Hough gé-
néralisé. Afin de sélectionner un maximum global corres-
pondant à la position 2D de la pupille, nous appliquons un
fenêtrage de Parzen par échelle. Nous pondérons toutes les
échelles avec leurs minimas locaux. La figure 2 illustre notre
procédé.
3. Résultats expérimentaux
Pour évaluer notre méthode et se comparer à l’état de l’art,
la base de donnée BioId contenant 1521 images en niveau
de gris est utilisée. BioID est considérée parmi les bases
de données les plus défavorables pour les tests de détection
de la pupille due à ses variations significatives en terme de
conditions d’éclairage, d’échelle, de pose de la tête ainsi que
les variations intra-utilisateurs comme le port de lunettes.
Comme la majorité des algorithmes d’estimation de la pu-
pille, la métrique proposée par [JKF01] est retenue durant
l’évaluation, elle se traduit par :
e =
max{DL,DR}
D
(4)
Où DL et DR représentent les distances euclidiennes entre
les centres de la pupille de l’ ?il gauche et droit estimés et
ceux de la vérité terrain. D est la distance euclidienne entre
les deux yeux de la vérité terrain. Nous comparons notre mé-
thode à l’état de l’art sur les images où le détecteur de visage
réussit. Cela est du au fait que notre algorithme prend en en-
trée des régions extraites autour des yeux à partir de relations
anthropomorphiques comme [TB11], [VG08] et [MFP∗14].
La figure 1 montre quelque résultats de l’estimation de la
pupille sur BioID ainsi que d’autre bases de données. Le ta-
bleau ?? compare notre approche aux méthodes de l’état de
l’art, il représente le pourcentage des estimations correctes
pour une distance e donnée.
Méthodes e ≤ 0.05 e ≤ 0.10 e ≤ 0.25
Jesorsky et al. [JKF01] 38.0 78.8 91.8
Timm et al. [TB11] 82.5 93.4 98.0
Valenti et al. [VG08] 84.1 91.0 96.6
Markus et al. [MFP∗14] 89.9 97.1 99.7
Notre méthode 91.3 97.9 99.6
Table 1: Comparaison de notre méthode avec l’état de l’art.
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Figure 3: Éxamples d’echecs de l’estimation de la position de la pupille de l’oeil par notre méthode.
– e≤ 0.25 correspond à des distances comprises entre le
centre de la pupille et le coin de l’ ?il ce qui implique
une très faible précision d’estimation. Les résultats sont
très comparables.
– e ≤ 0.10 notre méthode est au dessus de [VG08] et
[TB11]. La circularité non validée de la pupille due
aux variations de la pose de la tête paralyse ces deux
méthodes, tandis que notre approche se montre plus
robuste grâce aux perturbations incluses dans la base
d’apprentissage.
– e ≤ 0.05 correspond à des distances très proches de
la pupille impliquant une forte précision d’estimation.
Notre méthode surpasse [MFP∗14] grâce au potentiel
étendu de régression de nos arbres lié à la projection
dans l’espace de Hough ainsi qu’à l’absence de certains
cas typiques dans la base de données d’apprentissage
de [MFP∗14] comme le port de lunettes.
Sur certaines images, notre algorithme échoue lors de l’es-
timation dans des contextes avec des contraintes extrêmes
dues aux reflets de lunettes, de fermeture des yeus ou d’éclai-
rages trop sombres. . La figure 3 illustre ces cas.
4. Conclusion
Nous avons proposé une méthode basée sur les arbres de
décision couplant des informations de régression et de clas-
sification, chaque arbre renvoie un ensemble de candidats sur
la position 2D de la pupille d’une manière pyramidale. Tous
les candidats sont projetés après pondération sur l’espace de
Hough généralisé. Un fenêtrage de Parzen est appliqué sur
cet espace pour sélectionner un maximum d’intensité cor-
respondant à la position spatiale de la pupille. Comparé à
l’état de l’art, notre algorithme donne de très bon résultats
face à des situations très défavorables grâce aux perturba-
tions introduites sur les données d’apprentissage ainsi qu’à
l’extension de la capacité de généralisation des arbres cou-
plés à l’espace de Hough. La robustesse de notre méthode
peut répondre aux exigences des applications nécessitant un
suivi précis du regard.
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