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Abstract
This paper studies the optimal multi-step toll design problem for the bottleneck model with general user heterogeneity. The design
model is formulated as a mathematical program with equilibrium constraints (MPEC), which is NP-hard due to non-convexity in
both the objective function and the feasible set. An analytical method is proposed to solve the MPEC by decomposing it into
smaller and easier quadratic programs, each corresponding to a unique departure order of diﬀerent user classes. The quadratic
programs are defined on a polyhedral set, which makes it easier to identify a local optimum. Importantly, each quadratic program
is constrained by a set of linear feasibility cuts that define the presence of each user class in the arrival window. We prove that the
proposed method ensures global optimality provided that each quadratic program can be solved globally. To obviate enumerating
all departure orders, a heuristic method is developed to navigate through the solution space by using the multipliers associated with
the feasibility cuts. Numerical experiments are conducted on several small examples to validate the proposed methodology. These
experiments show that the proposed heuristic method is eﬀective in finding near-optimal solution within a relatively small number
of iterations.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Scientific Committee of ISTTT21.
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1. Introduction
The peak-time congestion pricing (Vickrey, 1969) has been widely studied in the context of traﬃc management.
Despite its theoretical appeal, peak-time pricing remains unpopular among public. Opponents frequently cite regres-
sive redistributive eﬀects as a main drawback (Small, 1983; Arnott et al., 1992; Evans, 1992). Such an argument
hinges on the fact that pricing aﬀects travelers unequally because they value time and schedule punctuality diﬀerently.
Not surprisedly, the impact of such user heterogeneity on optimal toll design and welfare eﬀects has attracted much
attention in the past decades (Small, 1982; Cohen, 1987; Arnott et al., 1992, 1994; Lindsey, 2004; Small et al., 2005;
van den Berg and Verhoef, 2011; Liu and Nie, 2011; Hall, 2013). To maximize eﬃciency, Vickrey’s toll has to vary
continuously with time. Yet, such a time-varying toll is rarely implemented in practice. Empirical evidence suggests
that simpler pricing schemes may have a better chance to rally support. For example, according to a survey conducted
in early 1990s (Higgins, 1994), travelers seem to dislike time varying tolls more than flat tolls. Indeed, existing con-
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gestion pricing schemes (e.g. London, Singapore and Stockholm, Lindsey et al., 2012) often use “step tolls” that
keep toll rates constant in predefined discrete time windows.
This paper is focused on the optimal multi-step toll design problem under general user heterogeneity. In our
context, user heterogeneity typically consists of the desired arrival time (t ∗), the value of time (α) and the values of
schedule punctuality (β for early arrival and γ for late arrival). Previous studies often make assumptions about the
relationship between α, β and γ to simplify the analysis. The most restrictive assumptions require either that all three
parameters vary proportionally (Vickrey, 1973; Xiao et al., 2011), or that only α (Arnott and Kraus, 1995; van den
Berg and Verhoef, 2011) or γ (van den Berg, 2014) may vary; hereafter referred to as proportional heterogeneity, α
heterogeneity and γ heterogeneity, respectively. These assumptions eﬀectively reduce a three-dimensional problem to
a one-dimensional problem. A less restrictive structure of heterogeneity reduces the dimension of the problem to two
by allowing α and β to vary freely and assuming γ as a function of β (Cohen, 1987; Newell, 1987; Arnott et al., 1988,
1994; van den Berg and Verhoef, 2011; Liu and Nie, 2011; Hall, 2013).
Welfare eﬀects of congestion pricing seem to depend on the imposed heterogeneity structure. For example, with
proportional heterogeneity, all users are better oﬀ or break even under Vickrey’s time-varying toll (Xiao et al., 2011;
van den Berg and Verhoef, 2011), and yet with α heterogeneity, all users are worse oﬀ or break even (van den Berg and
Verhoef, 2011). Notably, the gains from pricing rise with the value of time in these one-dimensional cases. However,
such a monotonic relationship no longer holds with two-dimensional heterogeneity (van den Berg and Verhoef, 2011).
Clearly, restricting the heterogeneity structure, which has so far been considered necessary to maintain tractability,
also limits the ability to appreciate and draw insights about the complex interactions at work.
Motivated by the above, we propose an analytical method to find optimal step tolls for the bottleneck model with
users of general heterogeneity. By general heterogeneity, we mean that no arbitrary relationships are imposed on
α, β and γ. 1 The proposed method aims to locate an exact solution by enumerating all possible combinations of
user departure orders. The underlying idea behind the method is recently explored in Chen et al. (2015), which
focuses on finding user equilibrium solutions for the bottleneck model with general heterogeneity and given step
tolls. Chen et al. (2015) show that, once the departure order of diﬀerent user classes is given, a linear equation
system can be constructed to generate a candidate solution, which is then verified against the equilibrium conditions.
Since the number of possible departure order is finite, the method guarantees finding the correct equilibrium solutions
after exhausting all possible departure orders. This paper tackles the optimal toll design problem using the similar
idea. Specifically, we construct and solve a toll design problem for each departure order, which is formulated as a
quadratic program constrained by user equilibrium conditions associated with the departure order. The optimal step
toll configuration can then be determined by comparing the objective functions of all feasible design problems. Note
that the general toll design problem constrained by equilibrium conditions is a challenging network design problem
known to be NP-hard, even without considering user heterogeneity. Indeed, because the number of possible departure
orders grow exponentially with the problem size (the number of users and the number of step tolls), the exact method
is impractical except for extremely small problems. In light of this limitation, an eﬀective heuristic method will be
developed to obviate the complete enumeration of departure orders.
Few analytical studies 2 had considered a heterogeneity structure as general as pursued in this paper. Lindsey
(2004) analyzes a similar model but his focus is to prove that it admits one and only one user equilibrium under mild
conditions. His result is significant but does not prescribe solution and design methods. Recently, the user equilibrium
problem for the step-tolled bottleneck model under general heterogeneity has been solved using a semi-analytical
method (Liu et al., 2015) and an analytical method (Chen et al., 2015). However, neither study addresses the optimal
design of step tolls.
The rest of this paper is organized as follows. Section 2 introduces the basic setting of the bottleneck model with
general user heterogeneity and step tolls. Section 3 presents the formulations of the optimal step toll design problem
as a mathematical program with equilibrium constraints. Development of analytical and heuristic solution methods
1 We still assume all users share the same desired arrival time t∗. However, diﬀerent desired arrival times can be easily accommodated using the
proposed method, as explained in conclusions (Section 6).
2 By “analytical” we refer to studies of bottleneck models in which flow and time are not discretized. Examples of considering user heterogeneity
in discretized bottleneck models may be found in Yang and Huang (1997); ?); Ramadurai et al. (2010); ?.
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are discussed in Section 4. Section 5 validates the proposed methodology using a few small numerical examples.
Section 6 concludes the paper with suggestion for future directions of research.
2. Preliminaries
Consider a fixed number of individuals (N) who commute from home to work during morning rush hour through
a bottleneck with a capacity of s. The en-route travel time of any individual who arrives at the workplace at time t
contains two parts: a waiting time τ(t) in the queue and a free flow travel time τ 0. Because the free flow travel time
τ0 will not aﬀect the following analysis, we assume τ0 = 0. It is also assumed that all commuters prefer to pass the
bottleneck and arrive at work at t∗ = 0. Whenever an early or late arrival occurs, a schedule cost is incurred. At user
equilibrium, each commuter chooses an arrival time t to minimize a general cost which includes travel delay τ(t) and
schedule cost. To model user heterogeneity, commuters are divided into n classes, each including N i, (i = 1, ..., n)
commuters who have identical unit cost of travel time (α i) and unit cost of schedule delay (β i for early arrival and γi
for late arrival). Note that the existence of equilibrium requires that β i < αi,∀i (Lindsey, 2004). To avoid potential
degenerative solutions, we also assume β i/αi  β j/α j and γi/αi  γ j/α j for any i  j. For the convenience of the
reader, Table A.7 in Appendix lists main notations.
We divide the analysis period into two sub periods: the early arrival period (−∞, t ∗] and the late arrival period
[t∗,∞]. We use A to identify the arrival periods. Specifically, for the early arrival period A = E and for the late
arrival period A = L. Let pEj be the distance in time between t∗ and the beginning of the jth toll window in the
early arrival period, and pLj be the distance in time between t∗ and the end of the jth toll window in the late arrival
period. Moreover, mA is the number of step toll windows in the arrival period A = {E, L}. Note that the toll windows
in each arrival period are numbered starting at 0 and from the far end (see Figure 1 for an illustration). That is,
pA0 = ∞ > pA1 > · · · > pAmA > pAmA+1 = 0,∀A = {E, L}. Accordingly, the length of jth toll window in the arrival period
A is lAj = pAj − pAj+1, j = 1, ...mA,∀A = {E, L}. For j = 0, · · · ,mA, the amount of toll in each arrival period is denoted
as πAj . Note that πA0 = 0,∀A = {E, L}, which dictates that the furthest toll windows from t ∗ on both sides are in fact
no-toll windows. Also, πAj ≥ 0,∀ j = 1, · · ·mAj , A = {E, L}. In what follows, A j will be used to identify the jth arrival
window in the arrival period A, where j = 0, 1, · · · ,mA and A = {E, L}.
A user equilibrium (UE) is attained if no commuter could reduce his/her commute cost by changing the departure
time. This notion of equilibrium may be illustrated graphically using an isocost curve (see e.g. Hendrickson and
Kocur, 1981; Newell, 1987; Cohen, 1987; Arnott et al., 1994; Lindsey, 2004), i.e., at equilibrium, all commuters from
the same class must be on the same isocost curve. Let t denote the time at which commuters depart from the bottleneck
(corresponding to the arrival time at the workplace), the isocost curve with step toll is given as:
μi(t) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
τ(t) + βi(t∗−t)αi +
πEj
αi
, t∗ − pEj < t ≤ t∗ − pEj+1 j = 0, 1, · · · ,mE for early arrival
τ(t) + γi(t−t∗)
αi
+
πLj
αi
, t∗ + pLj+1 < t ≤ t∗ + pLj j = 0, 1, · · · ,mL for late arrival
, (1)
where μi is the travel cost for class i measured in travel time and τ(t) is the travel time corresponding to arrival time t.
Hence, dμi(t)/dt = 0 implies that
dτt
dt =
⎧⎪⎨⎪⎩
βi
αi
, t ≤ t∗ early arrival
−γi
αi
, t > t∗ late arrival , (2)
which gives the slopes of the isocost curves. For the purpose of illustration, Figure 1 shows isocost curves of two user
classes and multiple step tolls. Note that the isocost curve of each class actually represents the commuters’ willingness
to pay for each time slot. At UE, an arrival time slot is always assigned to the class with highest willingness to pay.
Graphically, this means that commuters should always stay on the upper envelope of all the isocost curves.
The primary complexity in step toll analysis arises from the discontinuity at the end of each toll window in the late
arrival period. In order to compensate this discontinuity, the first commuter in the jth toll window must experience
a higher travel time than the last commuter would do in the j + 1th toll window ∀ j = 1,m Lj − 1. This calls for
additional assumptions about how commuters behave at the end of each toll window. In the literature, the mass arrival
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Fig. 1. Illustration of toll windows and isocost curves
assumption (Arnott et al., 1990) dictates that a group of users would arrive at the beginning of jth toll window to create
a temporal queue and that they would all experience the same expected cost from that queue to oﬀset the toll relief. The
braking-induced idle assumption (Lindsey et al., 2012), on the other hand, resolves the discontinuity by forcing the
bottleneck to operate below capacity at the end of each toll window. Both assumptions will lead to a slightly diﬀerent
rush hour period and displace commuters’ arrival time compared to the no-toll UE, which complicates the analysis
especially when mA > 1, A = {E, L}. In contrast, Laih (1994, 2004) shows that in the case of homogenous users,
the separate-waiting (SW) assumption avoids such complexities while keeping the rush hour period and commuters’
arrival time intact after the step toll. Chen et al. (2015) proved that this nice property of the SW assumption still
holds with heterogeneous users. Since we expect that the analysis outcome is relatively insensitive to these behavioral
assumptions (Nie, 2013), the SW assumption will be adopted here for its simplicity.
3. Optimal step toll design problem
In this section, we will give a general formulation for the step toll design problem. To avoid unnecessary com-
plexities, we shall assume mA is given for A = {E, L}. In the homogeneous case, a larger value of m A always leads to
higher eﬃciency, since the continuously varying toll can eliminate all queuing delays (Vickrey, 1969). Yet, how many
step toll windows can be implemented is often dictated by technology constraints and/or political processes. Thus, it
seems reasonable to assume that the policy makers would choose m A first, before fine-tuning other design parameters
such as πAj and pAj . The design formulation presented herein aims at finding optimal π Aj and pAj ,∀ j, A for given mA.
The proposed formulation will be in the form of a mathematical program with equilibrium constraints (MPEC)
(Harker and Pang, 1988; Luo et al., 1996). Therefore, we will first present the step-tolled equilibrium model, formu-
lated as an asymmetric traﬃc assignment problem with side constraints, along the line of Liu et al. (2015) and Chen
et al. (2015).
3.1. Step-tolled equilibrium
According to Arnott et al. (1994) and Lindsey (2004), the departure orders of all user classes in any window A j
can be determined based on their values of α, β and γ. Namely, the higher the ratio β i/αi (for early arrival) or γ i/αi
(for late arrival) is, the closer class i’s arrival time will be to t∗. Let E(i) be the class ID of the class whose βi/αi value
ranks at the ith place in all classes, and L(i) be the class ID of the class whose γ i/αi value ranks at the ith place in all
classes. Then with the notation A = {E, L}, A(i) is the class ID for ratio ranks. Without loss of generality, we assume
that the class IDs are already ranked by β i/αi at the beginning, which implies
E(i) = i.
Let NA ji and C
A j
i be respectively the number of class i users and their equilibrium cost (measured in the units of travel
delay) in the toll window A j, j = 0, 1, · · · ,mA, A = {E, L}. We use N and C to denote the corresponding vectors,
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and note that the length of these vectors is n
(
mE + mL + 2
)
. Similarly, π = {πAj , j = 1, ..., .mA, A = {E, L}} and
p = {pAj , j = 1, ..., .mA, A = {E, L}} are used to represent the vectors of toll and the boundaries of the toll windows,
respectively. Note that the length of these two vectors is mE + mL.
Using the properties of isocost curves, the general travel cost of class i in arrival window A j(A = E, L), measured
in the time unit, can be written as follows (The reader is referred to Liu et al. (2015) for details).
CE ji =
i−1∑
k=1
βk
αk
NE jk
s
+
βi
αi
n∑
k=i
NE jk
s
+
βi
αi
pEj+1 +
πEj
αi
, i = 1, 2, ..., n, j = 0, 1, ...,mE; (3a)
CLjL(i) =
i−1∑
k=1
γL(k)
αL(k)
NLjL(k)
s
+
γL(i)
αL(i)
n∑
k=i
NLjL(k)
s
+
γL(i)
αL(i)
pLj+1 +
πLj
αL(i)
, i = 1, 2, ..., n, j = 0, 1, ...,mL; (3b)
The flow conservation constraints and nonnegativity constraints are
mE∑
j=0
NE ji +
mL∑
j=0
NLji = Ni, i = 1, 2, ..., n; (4)
NA ji ≥ 0 i = 1, 2, ..., n, j = 0, 1, ...,mA, A = {E, L}; (5)
Chen et al. (2015) noted that the capacity constraints are needed for all arrival windows that have a fixed length, i.e.
n∑
i=1
NA ji ≤ s
(
pAj − pAj+1
)
= slAj ,∀ j = 1, ...,mA, A = {E, L}. (6)
Finally, the dynamic user equilibrium conditions dictate that
NA ji
(
CA ji + λ
A
j − μi
)
= 0,∀ j = 0, · · · ,mA, A = {E, L}, i = 1, · · ·n; (7a)
CA ji + λ
A
j ≥ μi,∀ j = 0, · · · ,mA, A = {E, L}, i = 1, · · ·n; (7b)
where λAj is the multiplier associated with the capacity constraint for A j (6), interpreted as an “additional delay”, and
μi is the UE cost of class i. Note that all users in A j share the same additional delay created by the capacity restriction
(Chen et al., 2015).
The problem of finding N∗ and C∗ that satisfy (4-7) can be formulated as a traﬃc assignment problem defined on a
network as depicted in Figure 2. The network has n origin-destination pairs. Each O-D pair i starts from i and ends at
i+1 in the network, corresponding to the user class i with a demand N i. There are mE +mL+2 routes connecting each
O-D pair, representing all possible arrival windows. Commuters of each class i split among these routes according to
the route choice behavior defined by the Wardrop principle (Wardrop, 1952). The route costs are given by (3), which
is non-separable and asymmetric.
It is well known (see e.g. Liu et al., 2015) that the flow vector N ∗ satisfies (4-7) if and only if it solves a variational
inequalities problem VIP(Ω,C):
〈C(N∗),N − N∗〉 ≥ 0,∀N ∈ Ω (8)
where C is defined in Equation (3) and
Ω = {N|N satisfies Constraints (4) − (6)}.
3.2. Optimal toll design
The objective of the toll design is to minimize the ineﬃciency in the system, which is measured by the total
commute costs including both schedule and travel costs. Noting C defined by (3) includes the toll income, the total
system cost can be written as follows:
W =
n∑
i=1
∑
A=E,L
⎛⎜⎜⎜⎜⎜⎜⎝
mA∑
j=0
αiN
A j
i C
A j
i −
mA∑
j=1
πAj N
A j
i
⎞⎟⎟⎟⎟⎟⎟⎠ , (9)
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Fig. 2. Topology of transformed network corresponding to the bottleneck model (each link is associated with a toll window)
where the first term in (9) represents the total commuter cost and the second is the toll income. Since for any selected
tolls scheme, the users must make their departure time choices according to the user equilibrium conditions, N A ji and
CA ji in (9) must be the solution to the VIP (8). Therefore, the toll design problem can be written as the following
mathematical program with equilibrium constraints (MPEC):
min
[p,π]
W (10a)
subject to
N and C solve (8) (10b)
[p, π] ∈ Γ (10c)
where (10b) represents the equilibrium constraints and
Γ = {[p, π]|p ≥ 0, π ≥ 0, pAj ≥ pAj+1, j = 0, 1, · · · ,mA, A = {E, L}}. (11)
The literature shows that, in the homogeneous and some special heterogeneity cases (proportional heterogeneity
and γ heterogeneity) discussed in (Arnott et al., 1990; Laih, 1994, 2004; Xiao et al., 2011, 2012; van den Berg and
Verhoef, 2011; van den Berg, 2014), the optimal toll window boundaries p are closely related to the toll π. Specifically,
for a given π, the optimal boundaries are always determined such that: (1) the bottleneck always operates at the
capacity in all tolled arrival windows, and (2) the first (last) commuter is subject to no queuing delay in each of the
early (late) tolled arrival window. If this property holds in the case of general heterogeneity, the capacity constraint
(6) will always bind for an optimally designed toll, i.e.
n∑
i=1
NA ji = sl
A
j , j = 1, 2, ...,mA,∀A = {E, L} (12)
Summing the above equations from j to m A yields
pAj =
mA∑
w= j
n∑
k=1
NAwk
s
, j = 1, 2, ...,mA,∀A = {E, L} (13)
Accordingly, pAj+1 in Equation (3) can be replaced with the new expression above, i.e.
CE ji =
i−1∑
k=1
βk
αk
NE jk
s
+
βi
αi
n∑
k=i
NE jk
s
+
βi
αi
mE∑
w= j+1
n∑
k=1
NEwk
s
+
π j
αi
, i = 1, 2, ..., n, j = 0, 1, ...,mE; (14a)
347 Hongyu Chen et al. /  Transportation Research Procedia  7 ( 2015 )  341 – 361 
CLjL(i) =
i−1∑
k=1
γL(k)
αL(k)
NLjL(k)
s
+
γL(i)
αL(i)
n∑
k=i
NLjL(k)
s
+
γL(i)
αL(i)
mL∑
w= j+1
n∑
k=1
NLwk
s
+
π j
αL(i)
, i = 1, 2, ..., n, j = 0, 1, ...,mL. (14b)
Consequently, the optimal toll design problem can be significantly simplified by making use of the above relationship
between p and π. Not only is the number of decision variables in the upper level reduced by two thirds, but the
capacity constraints in the lower level problem can also be eliminated. Since it remains an open question whether this
relationship holds under general user heterogeneity, the above simplified formulation may be used as an approximation
when a relatively crude solution is suﬃcient or when the computation overhead is a major concern. It is however not
used in the numerical experiments presented later.
4. Solution method
Thanks to the equilibrium constraints, the MPEC formulation (10) is a non-convex optimization problem that is
diﬃcult to solve. In this section, an exact solution algorithm will be developed by converting the original problem into
a series of much simpler problems, each corresponding to a unique departure order in all arrival windows. A heuristic
method that aims to overcome the diﬃculty of enumerating all departure orders will also be presented.
4.1. Main idea
For each arrival window A j,∀ j = 0, · · · ,mA, A = {E, L}, the set of all user classes that pass the bottleneck in the
window is called the Class Membership Set (CMS) of the window, denoted as ρA j = (ρA j0 , ρ
A j
1 , ..., ρ
A j
n ). ρA ji ∈ {0, 1}, (i =
0, 1, ..., n) indicates whether a class i appears in windows A j. Note that both real user classes (Class 1 to n) and the
dummy user class (Class 0) may appear in an arrival period. For A 0, an idle arrival period always exists, implying
Class 0 should always be present in A0. A vector ρ = {ρA j } is called a Class Membership Set Realization (CMSR).
We note that a CMSR corresponds to a unique route choice pattern in the transformed network shown in Figure 2. In
other words, enumerating CMSR is eﬀectively equal to enumerating all paths in the transformed network. Finally, Σ
is used to denote the set of all possible CMSR.
Our idea is as follows. For each given ρ, N and μ can be solved from Equations (3-7), as functions of [p, π].
Note that the user equilibrium conditions require the isocost curve of any classes present in an arrival window (in
the transformed network, this means the class uses the route corresponding to the arrival window) is on the upper
envelop in that window. It will become clear later that this requirement can be represented by a convex feasible set of
[p, π] denoted as Ξ(ρ). For now, recalling that [p, π] ∈ Γ (Γ is defined in (11)), we can formulate the design problem
corresponding to ρ as follows:
min
[p,π]
Wρ(p, π) (15a)
subject to
[p, π] ∈ Γ ∩ Ξ(ρ) (15b)
where Wρ(p, π) is equivalent to W in equation (9) when a CMSR ρ is given. We shall show that Problem (15) is a
quadratic program defined over a polyhedron, and that the optimal solution of the original toll design problem can be
found by comparing the optimal solutions of these simpler quadratic programs. In what follows, we first define the
objective function and the constraints for (15).
4.2. Objective function of the subproblem
We first show how Wρ can be written as a quadratic function of [p, π], once ρ is given. Note that ρ A ji = 1 if route
A j is used for the O-D pair i-i + 1 in Figure 2, and 0 otherwise. For i = 0, which corresponds the dummy user class,
ρ
A j
0 = 0(1) implies that the capacity constraint (6) is (not) binding. Equations (3-7) can then be converted to the
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following linear equation system:
mA∑
j=0
NA ji ρ
A j
i = Ni,∀i = 1, · · · , n (16a)
CA ji = μi + λ
A
j ,∀i = 1, · · · , n, ρA ji = 1, j = 0, · · · ,mA, A = {E, L} (16b)
NA ji = 0,∀i = 1, · · · , n, ρA ji = 0, j = 0, · · · ,mA, A = {E, L} (16c)
λAj = 0;∀ j = 0, · · · ,mA, A = {E, L}, ρA j0 = 1 (16d)
n∑
i=1
NA ji = sl
A
j ,∀ j = 0, · · · ,mA, A = {E, L}, ρA j0 = 0 (16e)
where λAj is the multiplier corresponding to the capacity constraint (6). The above system has (2n+1)
(
mE + mL + 2
)
+n
unknowns (N,C, μ, λ), and (n + 1)
(
mE + mL + 2
)
+ n equations. Recall Equation (3) defines the relationship between
N and C, which gives another n
(
mE + mL + 2
)
equations. Hence, we can write (through Gaussian elimination for
example)
NA ji =
∑
B={E,L}
mB∑
k=1
(
θ
A j
i,Bk p
B
k + η
A j
i,Bkπ
B
k
)
+ θ0i,A j ,∀i = 1, · · · , n, ρ
A j
i = 1, j = 0, · · · ,mA, A = {E, L} (17a)
μi =
∑
A={E,L}
mA∑
j=1
(
σ
A j
i p
A
j + φ
A j
i π
A
j
)
+ σ0i ,∀i = 1, · · · , n (17b)
where θA ji,Bk , η
A j
i,Bk , θ
A j
0 , σ
A j
i , φ
A j
i and σ
A j
0 are coeﬃcients. Thus,
Wρ =
∑
i
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑
A={E,L}
⎡⎢⎢⎢⎢⎢⎢⎣αiNi
⎛⎜⎜⎜⎜⎜⎜⎝
mA∑
j=1
(
σ
A j
i p
A
j + φ
A j
i π
A
j
)
+ σ0i
⎞⎟⎟⎟⎟⎟⎟⎠ −
mA∑
j=1
πAj ρ
A j
i
⎛⎜⎜⎜⎜⎜⎜⎝
∑
B={E,L}
mB∑
k=1
(
θ
A j
i,Bk p
B
k + η
A j
i,Bkπ
B
k
)
+ θ0i,A j
⎞⎟⎟⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎬⎪⎪⎪⎭ , (18)
which is a quadratic but potentially non-convex function of [p, π].
The above approach requires reducing a linear equation system with (2n + 1)
(
mE + mL + 2
)
+ n unknowns, which
can be a considerable computational burden. The approach first proposed by Chen et al. (2015) provides a more
eﬃcient alternative. For narrative convenience, the approach is described in what follows. Note that the toll design
parameters are treated as inputs in Chen et al. (2015), whereas they are considered solution variables in this paper.
Therefore, while the formulas may seem similar, they are interpreted diﬀerently, and perhaps more important, used
diﬀerently in guiding the design of the heuristic algorithm.
Let us first write the isocost curve of class i in the arrival window A j as
y = bA ji + a
A
i t, (19)
where bA ji = μi −
πAj
αi
and aAi =
βi
αi
if A = E and aAi = − γiαi if A = L.
For the given ρ, let nA jD be the number of classes in A j, and D
A j (i) be the ratio rank ID of the class whose time
flexibility ranks at the ith place among all nA jD presenting class in the arrival period A j, then the class ID of i
th class in
A j is given by A(DA j (i)).
We define
x
E j
DE j (i) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
−pEj , i = 1
−
b
E j
DE j (i−1)
−bE j
DE j (i)
a
E j
DE j (i−1)
−aE j
DE j (i)
, i = 2, 3, ..., nE jD
−pEj+1, i = nE jD + 1
; xLj
A(DL j (i)) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
pLj , i = 1
−
b
L j
L(DL j (i−1))
−bL j
L(DL j (i))
a
L j
L(DL j (i−1))
−aL j
L(DL j (i))
, i = 2, 3, ..., nLjD
pLj+1, i = n
Lj
D + 1
; (20)
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Fig. 3. Illustration of isocost curves in the arrival window Ej from Chen et al. (2015): three classes out of five appear in Ej for the given ρ
where xA j
A(DA j (1)) and x
A j
A(DA j (nA jD +1))
(A = E, J) represent the boundaries of the arrival window A j, and xA jA(DA j (i)), i =
2, ..., nA jD represents the t coordinate of the point where the isocost curves of classes A(D A j(i − 1)) and A(DA j(i))
intersect. In Figure 3, an example is provided in which three out of fives user classes appear in E j. The figure clearly
shows that, once the above coordinates are located, the amount of flows for each class of commuters in A j can be
computed as
NA j
A(DA j (i)) = s(x
A j
A(DA j (i+1)) − x
A j
A(DA j (i))), i = 1, 2, ..., n
A j
D . (21)
Evidently, those classes who do not appear in the window according to ρ would have zero flow. Using this approach,
all class flows in any window A j are expressed as a function of μ i and the step toll parameters (p, π) in a closed form.
Invoking the flow conservation conditions (5) then leads to an n by n linear equation system with the only unknowns
being μi, the general class cost measured in time unit. Clearly, the new system is much smaller compared to (16),
which will simplify the reduction of the linear system significantly. However, we expect both approaches will lead to
the same analytical form as shown in (17).
4.3. Feasibility set defined by isocost curves
As shown in Figure 3, an arbitrarily determined ρ may not ensure every class thought to be present in an arrival
window has its isocost curve stay on the upper envelope, which is an inherent requirement of the dynamic equilibrium
conditions. To enforce this requirement, additional feasibility cuts must be added to form the aforementioned feasible
set Ξ(ρ) (Constraint (15b)) for [p, π].
First, for any class that does appear in A j, its flow defined in (21) must be nonnegative, which leads to the following
constraints:
x
A j
A(DA j (i+1)) ≥ x
A j
A(DA j (i)), i = 1, 2, ..., n
A j
D . (22)
Second, for any class that does not appear in A j, we must ensure that its isoscost curve is “dominated” by those of
the classes that do appear. We classify these “missing classes” into three categories.
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For those whose |aAk | (the absolute value of the slope of the isocost curve) are smaller than |a AA(DA j (1))|, the y intercept
of their isocost curves at the far end of the arrival window must be lower than that of A(D A j(1)), i.e.
⎧⎪⎪⎪⎨⎪⎪⎪⎩
bA j
A(DA j (1)) − a
A j
A(DA j (1)) p
A
j ≥ bA jk − aA jk pAj , A = E
bA j
A(DA j (1)) + a
A j
A(DA j (1)) p
A
j ≥ bA jk + aA jk pAj , A = L
, k = 0, A(1), ..., A(DA j(1) − 1). (23)
For the missing classes whose |aAk | satisfies the following condition
|aA
A(DA j (i))| < |aAk | < |aAA(DA j (i+1))|,
the intersection of its isocost curve with that of A(DA j (i+1)) must lie further away from t∗ compared to the intersection
between isocost curves of A(DA j(i)) and A(DA j(i + 1)). Mathematically this requirement can be written as follows:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x
A j
A(DA j (i+1))
(
a
A j
A(DA j (i)) − a
A j
k
)
≥ bA j
A(DA j (i)) − b
A j
k , A = E
x
A j
A(DA j (i+1))
(
a
A j
A(DA j (i)) − a
A j
k
)
≤ bA j
A(DA j (i)) − b
A j
k , A = L
, i = 1, 2, ..., nA jD − 1, k = A(DA j(i) + 1), ..., A(DA j(i + 1) − 1).
(24)
Finally, for all the missing classes whose |aAk | > |aAA(DA j (nA jD ))
|, the y intercept of its isocost curve with the boundary of
the arrival windows near to t∗ must be lower than that of A(DA j(nA jD )):⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
bA j
A(DA j (nA jD ))
− aA j
A(DA j (nA jD ))
pAj+1 ≥ bA jk − aA jk pAj+1, A = E
bA j
A(DA j (nA jD ))
+ a
A j
A(DA j (nA jD ))
pAj+1 ≥ bA jk + aA jk pAj+1, A = L
, k = A(DA j (nA jD ) + 1), ..., n. (25)
Combining Equations (22)-(25), there are in total (n + 1)
(
mE + mL + 2
)
linear constraints, each corresponding to
exactly one class (including the dummy user) in each arrival window. We thus formally define
Ξ(ρ) = {[p, π]|[p, π] satisfies Equations (22) − (25)} . (26)
Since Equations (22)-(25) are all linear in p and π, Ξ(ρ) is a polyhedral set. Because Γ is also polyhedral, Problem
(15) is defined on a polyhedral set.
4.4. Optimality and the exact algorithm
We now formally state and prove the following result, which is at the core of the proposed solution method.
Proposition 1 (Optimality). Let W ∗ be the optimal solution to the MPEC formulation of the optimal toll design
problem (10).
W∗ = min
ρ∈Σ
(
min
[p,π]∈Γ∩Ξ(ρ) Wρ(p, π)
)
(27)
Proof: We first show that
⋃
ρ∈Σ Ξ(ρ) covers the entire Γ, the feasible set of [p, π]. Note that, for any given [p, π] ∈ Γ,
Lindsey (2004) proves that a unique tolled equilibrium always exist. Since Σ enumerates all possible CMSR, the
existence of equilibrium implies that we must be able to find a ρ such that [p, π] ∈ Ξρ. In other words, every point
in Γ must also be in a Ξ(ρ). Second, we show that for ρ1  ρ2, the intersection Ξ(ρ1)⋂Ξ(ρ2) = ∅. Suppose that the
intersection is not empty, then any [p, π] ∈ Ξρ in the intersection corresponds to two diﬀerent UE solutions, which
contradicts to the fact that such solution is unique once [p, π] is given. Therefore, solving the subproblem (15) for
each ρ ∈ Σ would search every part of Γ once (and only once) for the minimum system cost, while satisfying the
equilibrium conditions (imposed through the objective function and Ξ(ρ)). This completes the proof. 
For clarity, a detailed procedure of the enumeration method is summarized in Algorithm 1.
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Algorithm 1 Exact method for the toll design problem (10)
1: Output: W∗, [p∗, π∗].
2: Initialize:
3: Create the set Σ = {ρ1, ρ2, ..., ρK}, where K = |Σ|. Set iteration index k = 1, and W ∗ = +∞.
4: while k < K do
5: Set a linear equation system with respect to μ using Equations (20), (21) and (6) based on ρ k;
6: if the linear equation system is solvable then
7: Solve the linear equation system to find the coeﬃcients σA ji , φ
A j
i and σ
A j
0 as in Equation (17b)
8: Find coeﬃcients θA ji,Bk , η
A j
i,Bk , θ
A j
0 as in Equation (17a), based on Equations (21).
9: Create the quadratic objective function Wρk based on the coeﬃcients.
10: Specify Γ⋂Ξ(ρk), where Γ and Ξ(ρk) are defined in Equations (11) and (26), respectively.
11: Solve the quadratic program (15) to find the global optimum W ∗
ρk
and [pk∗, πk∗].
12: if W∗
ρk
≤ W∗ then
13: Set [p∗, π∗] = [pk∗, πk∗] and W∗ = W∗
ρk
.
14: end if
15: end if
16: Set k = k + 1.
17: end while
4.5. Heuristics
The exact algorithm above decomposes the network design problem into a very large number of quadratic pro-
grams. To be precise, the total number of these programs is on the order of 2 n(mE+mL+2) , which is astronomically
large even for relatively small n and mA. This is not a surprise since the original problem is known to be NP-hard.
Moreover, while the quadratic program is defined on a polyhedral set, its objective function may not be convex, and
therefore the problem of finding its global optimal is NP-hard itself. Thus, solving the toll design problem for any
non-trivial n and mA would have to involve some kind of heuristics.
The idea pursued here is related to the heuristic algorithm developed by Chen et al. (2015) for solving step-tolled
user equilibrium for the same problem. The algorithm starts from a predefined ρ, and finds a corresponding UE
solution. It then identifies in each arrival windows the classes whose isocost curves stay on the upper envelope, and use
that information to assemble a new ρ, which is then examined in the next iteration. Their preliminary computational
experiments indicate that this simple idea consistently locates optimal solutions after only checking a very small
subset of Σ. However, this method cannot be directly applied to the toll design problem, since the upper envelope is
not readily available, but rather consists of linear functions of [p, π].
The proposed heuristic method is built on two conjectures. First, the overall solution quality depends more on
finding the right ρ than solving each quadratic program to its global optimality. While the objective function is non-
convex in general, it may well be convex within the feasible set for a given ρ. Even if it is indeed non-convex, being
trapped at a local optimum may still be inconsequential as long as the multipliers are eﬀective in steering the search for
the right ρ. Second, for a given ρ, the multipliers associated with the constraints in Ξ(ρ) will oﬀer useful information
about which of the ρ ∈ Σ should be examined in the next round. Let κ A ji , i = 0, · · · , n, j = 1, · · ·mA, A = {E, L} be these
multipliers, obtained after solving the quadratic program (15) to a local optimum. Note that a non-zero multiplier
implies that the corresponding constraint is binding, and the objective function may be improved should the constraint
be relaxed 3. Since each of the constraints in Ξ(ρ) defines whether a class i should appear in A j or not, relaxing a
constraint essentially means flipping the appearance status of a class in a given arrival window.
The question is: when there are more than one non-zero multipliers, which ones should be chosen to flip the
appearance status of the associated classes? This choice is potentially critical to the overall performance of the
3 This is not always true, since the objective function may not be diﬀerentiable at the boundary. The reason is that crossing these boundaries may
lead to a diﬀerent CMSR, and hence a diﬀerent objective function.
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heuristic method. In this study, the procedure described in Algorithm 2 is used to make this choice. The algorithm
basically flips the appearance status of the class that has the maximum non-zero multiplier in each arrival time, subject
to the requirement that any class must appear in at least one time window in the new ρ (Lines 9 - 11 in Algorithm 2
provide this protection).
Algorithm 2 Method for determining the next ρ from λ
1: Input: multipliers κ and the current CMSR ρ.
2: Output: the next CMSR ρ′
3: Initialize:
4: Set zi =
∑
A
∑
j κ
A j
i , the number of times class i appears in all windows. Set ρ ′ = ρ.
5: for all A j do
6: Set I = argmaxi{κA ji |κA ji > 0}.
7: if I is not empty then
8: if ρA jI = 1 then
9: if zi > 0 then
10: ρ
A j
i = 0, zi = zi − 1
11: end if
12: else
13: ρ
A j
i = 1, zi = zi + 1.
14: end if
15: end if
16: end for
It follows from Algorithm 2 that the heuristic method should be terminated if all multipliers in the constraints of
Ξ(ρ) are zero, because no new ρ can be discovered. However, the optimal solution may be on the boundary of Ξ(ρ),
where multipliers can be greater than zero. Such a boundary solution may arise, for example, when the appearance
status of one class in a window aﬀects neither the optimal toll design nor the total system cost. To avoid potential
cycling over such boundary solutions endlessly, an additional termination criterion should be introduced. The strategy
adopted in this paper is to keep track of recent solutions so that such cycles can be detected.
Algorithm 3 describes the heuristic method in details. The heuristic method diﬀers from the exact method in two
aspects. First, the heuristic method only solves the quadratic program (15) to a local optimum. Second, it does not
enumerate the space of Σ. Rather, it starts from a randomly selected ρ and terminates when (1) all constraints in
Ξ(ρ) have zero multipliers (leading to ρk∗ = ρk, Line 14 in Algorithm 3); or (2) a cycle is detected (Line 17 - 25 in
Algorithm 3).
A couple of other remarks are also in order here. First, note that if the linear system created for solving μ is
degenerate, a new random point will be picked to restart the search (Line 18 in Algorithm 3). Second, when the
termination condition (Line 14 in Algorithm 3) is met, to avoid being trapped at a local optimum, one may attempt
to resolve the current quadratic program with diﬀerent starting points, and reevaluate the termination condition. This
extension to Algorithm 3 is not considered here, but its implementation should be straightforward.
5. Numerical experiments
5.1. A two-class with a single-step-toll example
To better illustrate the proposed methodology, a simple two-class with a single-step-toll example is presented here.
For convenience, we set α1 = α2. Since there is only a single step toll, we have mE = mL = 1 and πE1 = πL1 =de f π1.
The capacity of the bottleneck (s) is 1000 vph, and the detailed information of user classes is given in Table 1.
When π1 = 0, the costs of the first and second classes at user equilibrium are $6 and $ 9613 , respectively, which
correspond to a total social cost WUE = $17077. Details of solving no-toll equilibrium is omitted here for brevity; the
reader is referred to Chen et al. (2015) for details.
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Algorithm 3 Heuristic method for the toll design problem (10)
1: Input: Maximum number of main iteration M.
2: Output: W∗, [p∗, π∗].
3: Initialize:
4: Set iteration index k = 0 and choose the initial CMSR ρk. Set F = 0, ¯W = −1,Δ = ∅.
5: while k < M and F = 0 do
6: Set a linear equation system with respect to μ using Equations (20), (21) and (6) based on ρ k;
7: if the linear equation system is solvable then
8: Solve the linear equation system to find the coeﬃcients σA ji , φ
A j
i and σ
A j
0 as in Equation (17b)
9: Find coeﬃcients θA ji,Bk , η
A j
i,Bk , θ
A j
0 as in Equation (17a), based on Equations (21).
10: Create the quadratic objective function Wρk based on the coeﬃcients.
11: Specify Γ⋂Ξ(ρk), where Γ and Ξ(ρk) are defined in Equations (11) and (26), respectively.
12: Solve the quadratic program (15) to find a local optimum W ∗
ρk
, [pk∗, πk∗] and multipliers κA j∗i .
13: Call Algorithm 2 to get the next ρ, denoted as ρk∗.
14: if ρk∗ = ρk then
15: Set [p∗, π∗] = [pk∗, πk∗], W∗ = W∗
ρk
and F = 1.
16: else
17: if W∗
ρk
= ¯W then
18: if ρk ∈ Δ then
19: A cycle detected. Set [p∗, π∗] = [pk∗, πk∗], W∗ = W∗
ρk
and F = 1.
20: else
21: Set Δ = Δ⋃ ρk.
22: end if
23: else
24: ¯W = W∗
ρk
,Δ = ∅.
25: end if
26: end if
27: else
28: Set ρk+1 as a randomly selected CMSR (restart from a new point).
29: end if
30: Set ρk+1 = ρk∗. Set k = k + 1.
31: end while
Table 1. Class information in the two-class with a single-step-toll example
Class No. Demand Values of Time Time Flexibilities
i Ni αi ($/hour) βi ($/hour) γi ($/hour) βiαi
γi
αi
1 1000 6 3 12 1/2 2
2 1500 6 4 24 2/3 4
It is easy to verify that, even in such a trivial example, there are in total 784 CMSRs (|Σ| = 784), which makes it
almost impossible to examine all scenarios analytically. For the purpose of illustration, we will focus on the following
CMSR, which happens to give the global optimum:
ρ0 = {ρE0 , ρE1 , ρL1 , ρL0 } = {(1, 1, 1), (0, 0, 1), (0, 1, 1), (1, 1, 0)}.
Note that E0 is the no-toll early arrival window, E1 is the tolled early arrival window, L1 is the tolled late arrival
window and L0 is the no-toll late arrival window. Basically, ρ∗ place both classes, as well as the dummy class in E0,
class 2 in E1, both classes in L1, and class 1 and the dummy class in L0.
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The reader can verify that invoking Equation (21) will yield
NE01 = 8000μ1 − 6000μ2, NE11 = 0,
NL11 = 500μ1 − 500μ2 + 1000pL1 , NL01 = 500μ1 − 1000pL1;
NE02 = −6000μ1 + 6000μ2 − 1000pE1 , NE12 = pE1 ,
NL12 = −500μ1 + 500μ2, NL02 = 0.
Using the flow conservation conditions the following equation system of μ 1 and μ2 can be constructed
N1 = 1000 = NE01 + N
E1
1 + N
L1
1 + N
L0
1 = 9000μ1 − 6500μ2; (29a)
N2 = 1500 = NE02 + N
E1
2 + N
L1
2 + N
L0
2 = −6500μ1 + 6500μ2. (29b)
from which μ1 and μ2 can be solved as
(μ1, μ2) =
(
1,
16
13
)
. (30)
It is an interesting coincidence that the class travel cost μ is constant, and not a function of any step toll parameters in
this case. This is not the case in general, as shown later. With all μ i and N
A j
i defined, the quadratic program associated
with ρ0 can now be written as:
min
(π1 ,pE1 ,pL1 )
W = −1000π1pE1 − 1000π1pL1 +
222000
13 (31a)
subject to: (31b)
π1
6 +
2
3 p
E
1 ≤
16
13 (Constraint for Class 0 in E1); (31c)
π1
6 + 2p
L
1 ≤ 1 (Constraint for Class 0 in L1); (31d)
π1 ≥ 0; (31e)
0 ≤ pE1 ≤
18
13 (Constraints for Class 2 in E0 and Class 1 in E1); (31f)
3
26 ≤ p
L
1 ≤
1
2
(Constraints for Class 1 in L1 and L0). (31g)
The other constraints are omitted because they are automatically satisfied after μ is plugged in. The optimal solution
for this program is
W∗ = 12949; (32a)
(π1, pE1 , pL1 )∗ = (
183
52 ,
201
208 ,
43
208). (32b)
Figure 4 plots the isocost curves as well as the cumulative departure/arrival curves for the user equilibrium solution
with the above single-step optimal toll scheme. Note that the first commuter of class 2 in E 1 and the class commuter
of class 1 in L1 have no travel delays, and there is no idle periods in these two arrival windows (i.e. the dummy class
is not present).
The multipliers associated with the constraints (31c) and (31d) are 5278.8 and 1759.6, respectively, which suggests
that placing class 0, i.e. the dummy class, in either E 1, L1 or both may improve the system cost. We examine these
solutions in the following, which are ρ1 - ρ3 shown in Table
For ρ1 in Table 2, following the above procedure will yield
(μ1, μ2) =
(
13
238π1 +
26
119 p
E
1 +
71
119 ,
9
119π1 +
36
119 p
E
1 +
80
119
)
.
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Fig. 4. Equilibrium solutions corresponding to the system optimal toll scheme for the two-class example
Table 2. Cyclic optimal solutions in the two-class with a single-step-toll example
ρE0 ρE1 ρL1 ρL0
ρ0 1, 1, 1 0, 0, 1 0, 1, 1 1, 1, 0
ρ1 1, 1, 1 1, 0, 1 0, 1, 1 1, 1, 0
ρ2 1, 1, 1 1, 0, 1 1, 1, 1 1, 1, 0
ρ3 1, 1, 1 0, 0, 1 1, 1, 1 1, 1, 0
Note that for this ρ, μ is indeed the function of the step toll parameters. The quadratic program in this case reads
min
(π1 ,pE1 ,pL1 )
W1 =
16250
119 π
2
1 −
54000
119 π1 p
E
1 − 1000π1pL1 +
480000
119 p
E
1 +
1146000
119 (33a)
subject to: (33b)
−π1 − 4pE1 + 44 ≥ 0 (Constraint for Class 1 in E0); (33c)
15π1 − 59pE1 + 54 ≥ 0 (Constraint for Class 2 in E0); (33d)
13π1 + 52pE1 − 96 ≥ 0 (Constraint for Class 0 in E1); (33e)
125π1 + 24pE1 − 264 ≥ 0 (Constraint for Class 1 in E1); (33f)
−65π1 + 216pE1 + 480 ≥ 0 (Constraint for Class 2 in E1); (33g)
− 40
119π1 +
78
119 p
E
1 − 6pL1 +
213
119 ≥ 0 (Constraint for Class 0 in L1); (33h)
− 15
119π1 −
60
119 p
E
1 + 12p
L
1 −
54
119 ≥ 0 (Constraint for both Class 1 in L1 and Class 2 in L0); (33i)
π1 ≥ 0; pE1 ≥ 0; pL1 ≥ 0. (33j)
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Again, other constraints are automatically satisfied with the definition of μ. Interestingly, the optimal solution for this
problem is identical to what is given in (32), despite the quadratic program appears to be completely diﬀerent. While
dummy class is placed in E1, it does not aﬀect the solution because the optimality requires reducing the length of
the idle period to zero. However, the multipliers associated with Constraints (33e) and (33h) are 2052.2 and 384.5,
respectively.
We will leave it to the reader to verify that for ρ2
(μ1, μ2) =
(
11
162π1 +
26
135 p
E
1 +
32
135 p
L
1 +
71
135 ,
7
81π1 +
38
135 p
E
1 +
26
135 p
L
1 +
83
135
)
,
and for ρ3,
(μ1, μ2) =
(
1
36π1 +
1
3 p
L
1 +
5
6 ,
1
36π1 +
1
3 p
L
1 +
83
78
)
.
Again, both ρ2 and ρ3 lead to the exactly same optimal solution as given in (32), although they present diﬀerent
quadratic programs. Clearly, the multipliers will guide the solution process to cycle around the ρ defined in Table
2, without changing the actual solution. This problem is precisely the reason why a cycle detection mechanism is
introduced in Algorithm 3.
What other insights can one learn from the above observation? The fact that only the dummy class and the tolled
windows are involved here is quite intriguing. Recall that the existence of a dummy class in a tolled window implies
that the bottleneck would have an idle period. Removing such an idle period can improve the system cost, which
explains why the multiplier is positive when there a dummy class in the window (see the case for ρ 1 above). On the
other hand, when the dummy class is not in the window, the first (last for late arrival) appearing class must have a y
intercept at the far end of the window that is larger than or equal to zero (see Figure 3). A positive y means that the
first (last) commuter arriving in an early (late) arrival window has a non-zero travel delay. Accordingly, the system
cost may be reduced by eliminating such delays, which can be achieved by introducing a dummy class. The final
solution settles at the boundary point where the first (last) commuter arriving in an early (late) arrival window has a
zero travel delay, and the idle period corresponding to the appearance of the dummy class is also zero (see Figure 4).
We note that (1) these properties are consistent with those known for the system optimal flow patterns under special
user heterogeneity (see e.g. Xiao et al., 2011, 2012), and (2) the cyclic solution pattern revealed here may be caused
by the inherent requirement of these properties.
5.2. Impact of design flexibility
We now allow the tolls in the periods E1 and L1 to take diﬀerent values, which essentially turns a single-step toll
design problem into a multi-step toll design problem. The purpose is to examine how this increased design flexibility
may aﬀect the outcomes.
It is found (details omitted here) that the new design problem has the exactly the same optimal CMSR as the single-
step-toll problem, but produces a diﬀerent optimal toll scheme. As shown in Table 3, the new design slightly expands
the toll window in the late arrival period, while reducing the amount of toll. It does exactly the opposite to the early
arrival window. As expected, the system cost is improved as the flexibility increases, although the improvement is
almost negligible in this case.
Table 3. Optimal solution comparison for single-step-toll and two-step-toll
Number of Optimal CMSR Optimal Toll Scheme Social Cost
Step Tolls ρ∗ πE1 ($) πL1 ($) pE1 (hour) pL1 (hour) W ∗
1 {(1, 1, 1), (0, 0, 1), (0, 1, 1), (1, 1, 0)} 3.5192 3.5192 0.9663 0.2067 12949
2 {(1, 1, 1), (0, 0, 1), (0, 1, 1), (1, 1, 0)} 3.6923 3.0000 0.9231 0.2500 12919
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5.3. General user heterogeneity
The previous examples assumes α1 = α2 for simplicity. We now consider a diﬀerent example that has more general
heterogeenity, defined in Table 4.
Table 4. Class information in the example with more general heterogeneity
Class No. Demand Values of Time Time Flexibilities
i Ni αi ($/hour) βi ($/hour) γi ($/hour) βiαi
γi
αi
1 1000 10 3 15 3/10 3/2
2 700 8 7 32 7/8 4
With the help of the heuristic method, we identified three solutions that satisfy the termination criteria for a local
optimum. The existence of multiple local optima is indeed expected, given the non-convex nature of the problem.
Table 5 compares these local optima with the no-toll user equilibrium solution, and Figure 5 plots their isocost curves.
In all three cases shown in the figure, there is a jump in the isocost curve at t ∗, which is created by the jump in the
optimal toll before and after t∗. We note that for the homogeneous case, the optimal toll price would not have such a
jump.
Table 5. Optimal solution comparison for the case with more general heterogeneity
Schemes ρ∗ πE1 ($) πL1 ($) pE1 (h) pL1 (h) W∗ (μ1, μ2)
No-toll {(1, 1, 1), (1, 1, 1)} 0.0000 0.0000 0.0000 0.0000 8462.5 (0.425, 0.752)
Toll-1 {(1, 1, 1), (0, 0, 1), (0, 1, 1), (1, 1, 0)} 3.0473 2.0508 0.4353 0.1466 6889.0 (0.425, 0.762)
Toll-2 {(1, 1, 1), (0, 1, 1), (0, 1, 1), (1, 1, 0)} 2.7528 2.0167 0.4991 0.1489 6889.2 (0.425, 0.770)
Toll-3 {(1, 1, 0), (0, 1, 1), (0, 1, 1), (1, 1, 0)} 1.9543 1.9287 0.7652 0.1548 6941.5 (0.425, 0.801)
The three local optima correspond to diﬀerent CMSR and toll schemes, but generate similar total system costs.
In fact, the first two solutions almost yield the same system cost. The three solutions also have similar welfare
eﬀects, namely, class 1 breaks even while class 2 is slightly worse oﬀ with the step toll. This result indicates that
the commuters with stronger schedule inflexibility are likely to suﬀer from congestion pricing, which agrees with the
findings in literature (e.g. van den Berg and Verhoef, 2011). Finally, the fact that these local optima have similar total
system costs is good news, because it suggests that the eﬃciency of the step tolls may not be very sensitive to design
parameters and that the potential loss suﬀered from “being trapped” at a local optimum may be relatively small.
5.4. Convergence performance of the heuristic algorithm
As explained before, the exact algorithm will have to check 784 scenarios in order to solve the above two examples
correctly. However, our experiments indicate that the heuristic method can solve these problems with much better
eﬃciency. Table 6 summarizes the convergence performance of the heuristic method in solving the two problems
reported in Sections 5.1 and 5.2. Note that for both problems, only four iterations are needed to find the optimum
solution, and another three to confirm it (i.e. checking all cyclic solutions). Importantly, such a desirable performance
seems insensitive to the initial solution. In fact, even when the initially selected CMSR leads to an infeasible quadratic
program, the multipliers obtained from solving that infeasible program still successfully guide the remaining solution
process.
While not tabulated here, we note that the performance of the heuristic algorithm in solving the problem in Section
5.3 is even more impressive. For almost all initial points tested, the algorithm needs only one iteration to find the
optimum and another three for confirmation.
6. Conclusions
We have proposed an analytical method to solve the optimal multi-step toll design problem for the bottleneck
model with general user heterogeneity. The underlying design model is formulated as a mathematical program with
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(c) Local optimal toll design 3
Fig. 5. Equilibrium solutions corresponding to diﬀerent local optimal toll schemes for the example with more general heterogeneity
equilibrium constraint, which is non-convex in terms of both the objective function and the feasible set. The proposed
method decomposes the original model into a set of smaller and easier quadratic programs, each corresponding to a
unique departure order of diﬀerent user classes. While these quadratic programs may still have non-convex objec-
tive functions, they are all defined over a polyhedral set, which makes it easy to identify at least a local optimum.
Importantly, a set of linear feasibility cuts is proposed for the quadratic program to define the appearance status of
user classes in each arrival window. We prove that the proposed method ensures global optimality provided that each
quadratic program can be solved globally. A heuristic method is then developed to obviate the impossible enumera-
tion of all departure orders, which increases exponentially with respect to the number of user classes and step tolls.
The heuristic method uses the multipliers associated with the feasibility cuts to navigate through the vast space of
the departure order vector (so-called class membership set realization, or ρ). It terminates either when no positive
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Table 6. Convergence performance of the heuristic algorithm for the simple case
Two-class Single-step-toll
Feasible Starting CMSR Infeasible Starting CMSR
No. Iteration CMSR Cost CMSR Cost
k ρk Wk∗ ρk Wk∗
1 {(1, 1, 0), (1, 1, 1), (1, 1, 1), (1, 0, 0)} 14237 {(1, 0, 0), (0, 0, 1), (0, 1, 1), (1, 1, 0)} N/A
2 {(1, 1, 0), (0, 1, 1), (1, 1, 1), (1, 1, 0)} 13882 {(1, 1, 0), (0, 1, 1), (0, 1, 1), (1, 1, 0)} 13882
3 {(1, 1, 1), (1, 1, 1), (0, 1, 1), (1, 1, 0)} 13882 {(1, 1, 1), (1, 1, 1), (1, 1, 1), (1, 1, 0)} 13882
4 {(1, 1, 1), (1, 0, 1), (1, 1, 1), (1, 1, 0)} 12949 {(1, 1, 1), (1, 0, 1), (0, 1, 1), (1, 1, 0)} 12949
5 {(1, 1, 1), (0, 0, 1), (0, 1, 1), (1, 1, 0)} 12949 {(1, 1, 1), (0, 0, 1), (1, 1, 1), (1, 1, 0)} 12949
6 {(1, 1, 1), (1, 0, 1), (0, 1, 1), (1, 1, 0)} 12949 {(1, 1, 1), (1, 0, 1), (1, 1, 1), (1, 1, 0)} 12949
7 {(1, 1, 1), (0, 0, 1), (1, 1, 1), (1, 1, 0)} 12949 {(1, 1, 1), (0, 0, 1), (0, 1, 1), (1, 1, 0)} 12949
Two-class Two-step-toll
Feasible Starting CMSR Infeasible Starting CMSR
No. Iteration CMSR Cost CMSR Cost
k ρk Wk∗ ρk Wk∗
1 {(1, 1, 1), (1, 1, 1), (1, 1, 1), (1, 1, 1)} 13988 {(1, 0, 0), (0, 0, 1), (0, 1, 1), (1, 1, 0)} N/A
2 {(1, 1, 1), (0, 1, 1), (0, 1, 1), (1, 1, 1)} 13988 {(1, 1, 0), (0, 1, 1), (0, 1, 1), (1, 1, 0)} 13771
3 {(1, 1, 1), (0, 0, 1), (1, 1, 1), (1, 1, 1)} 13136 {(1, 1, 1), (1, 1, 1), (1, 1, 1), (1, 1, 0)} 13771
4 {(1, 1, 1), (1, 0, 1), (0, 1, 1), (1, 1, 0)} 12919 {(1, 1, 1), (1, 0, 1), (0, 1, 1), (1, 1, 0)} 12919
5 {(1, 1, 1), (0, 0, 1), (1, 1, 1), (1, 1, 0)} 12919 {(1, 1, 1), (0, 0, 1), (1, 1, 1), (1, 1, 0)} 12919
6 {(1, 1, 1), (1, 0, 1), (1, 1, 1), (1, 1, 0)} 12919 {(1, 1, 1), (1, 0, 1), (1, 1, 1), (1, 1, 0)} 12919
7 {(1, 1, 1), (0, 0, 1), (0, 1, 1), (1, 1, 0)} 12919 {(1, 1, 1), (0, 0, 1), (0, 1, 1), (1, 1, 0)} 12919
multiplies can be found at all (an interior solution) or when the process begins to cycle around several essentially
identical corner solutions.
The proposed methodology is validated using several small examples. The main finings from the numerical results
are summarized below.
1. The results support the conjecture that, even under the general user heterogeneity, the system optimum solution
should still have the following known properties (1) the bottleneck always operates at the capacity during the
entire rush hour, and (2) the first (last) commuter in each early (late) tolled arrival window should be subject to
no queuing delays.
2. In all tested experiments, the proposed heuristic method consistently locates local optimal solutions quickly, after
searching only a small part of the feasible space, and the performance seems insensitive to the initial solution.
Further studies are needed, however, to confirm the scalability of the method with large-scale experiments.
3. The optimal step-toll design problem can have multiple local optima. Yet, the local optimal solution identified in
our example are similar in terms of their overall eﬃciency, which suggests that accepting a local optimal design
may be satisfactory in practice.
A theoretical issue that has yet to be addressed is a proper assessment of the solution quality provided by the
heuristic method, which may be accomplished by developing a good global lower bound for each of the quadratic
program. Such eﬀorts will likely help improve the eﬀectiveness and eﬃciency of the heuristic method. Another
theoretical question has to do with proving/disproivng the desirable properties of the system optimum solution un-
der general user heterogeneity (cf. the finding 1 above). Utilizing these properties could significantly simplify the
optimal toll design problem. A first step along this direction can be gathering empirical evidence through numerical
experiments. This paper does not consider heterogeneity in desired arrival times. Yet, incorporating this feature is
relatively straightforward, since a new desired arrival time would simply break existing arrival windows into more
pieces. While the problem size may hence increase quickly with the number of desired arrival times, the isocost curve
for each class can still be analytically represented in a similar fashion. Hence, the nature of the formulation would not
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change. Last but not least, the methodology proposed in this paper provides a new tool that will enable the analysts to
fully understand the impact of general user heterogeneity on the design and welfare eﬀects of step tolls. Thus, various
applications of this tool will be an important component of future studies.
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Appendix A. Notations
Table A.7. Description of notations used in the paper
Variable Description Unit Range
Bottleneck
s capacity of the bottleneck vehicle/hour
Commuter
n number of user classes -
t∗ desired arrival time - 0
Ni demand for class i vehicle i = 1, 2, ..., n
N total demand vehicle i = 1, 2, ..., n
αi unit cost of travel time of class i $/hour i = 1, 2, ..., n
βi unit cost early arrival of class i $/hour i = 1, 2, ..., n
γi unit cost of late arrival of class i $/hour i = 1, 2, ..., n
Step toll
A arrival windows - E (early), L (late)
mA number of step tolls in arrival window A - A = {E, L}
A j jth arrival window in arrival window A - j = 1, ...,mA, A = {E, L}
pAj distance between the far end of the arrival window Aj and t
∗
- j = 1, ...,mA, A = {E, L}
p vector of pAj -
πAj toll in the arrival window Aj $ j = 0, 1, ...,mA, A = {E, L}
π vector of πAj -
Design model
E(i) class ID of the class whose βiαi value ranks at the i
th place in all classes - i = 1, 2, ..., n
L(i) class ID of the class whose γiαi value ranks at the i
th place in all classes - i = 1, 2, ..., n
A(i) the generalization of E(i) and L(i) - i = 1, 2, ...,n, A = {E, L}
n
Aj
D number of classes that present in arrival window Aj - j = 1, ...,mA, A = {E, L}
DAj (i) ratio rank ID of the class whose time flexibility ranks at the ith place among
all presenting classes in arrival window Aj
- i = 1, 2, ..., nAjD , j = 1, ...,mA, A = {E, L}
NAji number of commuters of class i in the arrival window Aj vehicle i = 1, 2, ..., n, j = 0, 1, ...,mA, A = {E, L}
N vector of all NAji vehicle
CAji commute cost excluding the capacity-related penalty of class i in the arrival
window Aj
hour i = 1, 2, ..., n, j = 0, 1, ...,mA, A = {E, L}
C vector of all NAji hour
μi user equilibrium cost of class i hour i = 1, 2, ..., n
ρ
Aj
i class membership set realization (indicating whether class i is present in Aj) i = 1, 2, ..., n, j = 0, 1, ...,mA, A = {E, L}
ρ vector ofρAji
W system cost of the toll design problem $
Wρ system cost of the quadratic program corresponding to ρ $
Ω feasible set of the tolled equilibrium problem
Γ feasible set of toll parameters applied to ρ
Ξ(ρ) additional feasibility requirements for toll parameters, defined by isocost
curves corresponding to ρ
λAj capacity-related penalty travel delay in the arrival window Aj hour j = 0, 1, ...,mA, A = {E, L}
κ vector of multipliers associated with constraints in Ξ(ρ)
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