Time series variables that stochastically trend together form a cointegrated system. In such systems, certain linear combinations of contemporaneous values of these variables have a lower order of integration than does each variable considered individually. These linear combinations are given by cointegrating vectors. OLS and NLS estimators of the parameters of a cointegrating vector are shown to converge in probability to their true values at the rate T1-8 for any positive 8. These estimators can be written asymptotically in terms of relatively simple nonnormal random matrices which do not depend on the parameters of the system. These asymptotic representations form the basis for simple and fast Monte Carlo calculations of the limiting distributions of these estimators. Asymptotic distributions thus computed are tabulated for several cointegrated processes.
IT IS WIDELY OBSERVED that many time series of economic interest follow a nondeterministic trend in levels or in logarithms, but that these variables appear to be stationary after first differencing. At the same time, however, these variables often trend together: certain linear combinations of contemporaneous observations seem to be stationary in the sense that they do not require further differencing to exhibit limited depenidence. This article examines the asymptotic properties of least squares estimators of the parameters of these linear combinations. Using the theory of cointegrated process, I show that these estimators have asymptotic properties different from those of least squares estimators in stationary time series models: convergence to their probability limits occurs faster than usual, and their limiting distribution is nonnormal. If the view of variables stochastically trending together (in the formal sense described below) is correct, then these results suggest that a reexamination of statistical inferences based on such common macroeconomic regressions as aggregate consumption on aggregate income is in order.
Casual observation suggests that the phenomenon of economic time series variables stochastically trending together might be widespread. For example, real GNP and Federal tax receipts have both grown sharply in the postwar U.S. economy. However, the ratio of tax receipts to GNP has fluctuated but has remained in the neighborhood of 19 per cent over the past three decades. As a second, somewhat more formal example, it can be argued that the permanent income hypothesis suggests that in the long run there is a unit income elasticity of consumption. If this is so, then one would expect deviations of consumption from the "long run" level-the level implied by the unit elasticity condition-to be a process with a short memory, even though real consumption expenditures there is a cointegrating vector such that the linear combination formed using this vector is integrated of order zero, then the OLS estimator of this vector is consistent (subject to an identification condition) and converges in probability faster than TV-for any positive S. This contrasts sharply with conventional asymptotic results in which the rate of convergence is T' 2.
A nonlinear least squares estimator of the CI vector is examined in Section 4. This estimator is obtained by applying nonlinear least squares to a regression of first differences of an element of X, on lagged first differences of itself and of the other variables in the system, and on lagged levels of X, combined using the cointegrating vector. This NLS estimator corresponds to an unconstrained version of Davidson, Hendry, Srba, and Yeo's (1978) estimator.3 In this section, it is shown that the NLS estimator is consistent and converges at the same rate as the OLS estimator.
The behavior of least squares estimators of the parameters describing the short run dynamics of the CI process are discussed in Section 5. Using the results of the previous two sections, I argue that these estimators converge to limiting normal random variables at the usual rate, T112. Indeed, because of the fast rate of convergence of the estimators of the CI vector, the short run parameter estimators are asymptotically independent of the estimators of the CI vector and their distribution is well approximated by the standard output of OLS packages.
In Section 6, a technique to stimulate the distribution of these estimators is described and implemented for several CI systems. This technique is based on asymptotic representations of the OLS and NLS estimators in terms of two matrix-valued random variables which are multivariate generalizations of the numerator and denominator of the standardized OLS estimator of the first autoregressive coefficient in a scalar AR(1) process with a unit root. As White (1958) showed, the limit distribution of this estimator is nonnormal when there is a unit root. Similarly, the limiting distribution of the standardized (by T) least squares estimators of the CI vector will also be nonnormal. Despite this complication, the asymptotic representations greatly simplify the task of approximating the distribution of the estimators using Monte Carlo techniques. ..., r. Since C(1) is singular, the spectral density matrix of AX, is singular at zero frequency. This singularity is the restatement in the frequency domains of the time domain notion that, as a result of the error correction mechanism, the components of the CI process stochastically trend together. The second representation of cointegrated processes is in terms of an error correction model (ECM). In a single equation ECM with a single "equilibrium error", the change in one variable (e.g. AX,,) is written as a linear function of lagged changes of X, plus a lagged weighted difference of levels of X,. This lagged difference in levels is the "error correction" term of the ECM. From a time series perspective, if AX,, is not integrated, this error correction term clearly cannot be integrated since it enters into the expression for AX,,. Thus this equilibrium error must be that linear combination of the integrated variables comprising X, that is itself not integrated, i.e. a'X,. Extending this reasoning to multiple equations, with r = 1 the ECM representation for AX, is More generally, the NLS estimators can be computed directly from the unconstrained OLS estimators if the dimensionality of 0 is N -1.
THE OLS ESTIMATOR
Using the normalization (2.6) and the first order conditions arising from (2.7), the OLS estimator can be written, in Theorem 1, makes it possible asymptotically to express the OLS estimator as a function of parameters of the CI process and these two random matrices, the distribution of which is functionally independent of the CI process parameters. In Theorem 2, this representation is used to show that, for all 8 > 0, Ti-(0i -0i) converges to zero in probability. Theorem 1 expresses TUT as a sum of mean zero random variables plus a vector of constants. Thus the asymptotic distribution of TUT (if it exists) will in general have a nonzero mean. Given (3.1), this in turn suggests that the OLS estimator will have a bias of order O(T-1). The bias in TUT may initially seem surprising, for standardized consistent least squares estimators in conventional time series models generally have a limit distribution with mean zero. However, this nonzero limiting mean has a simple interpretation. Since X, and z, both consist in part of the same shocks e,, cov (X,, z,) will be of order 0(1). Were X, stationary, implying a standardizing factor T1/2 rather than T, the estimator would therefore be inconsistent. However, X, follows a stochastic trend, so this bias enters as O(T-1). In other words, the right hand variable R'X, is correlated with the errors in the regression resulting from (2.7). Since R'X, is nonstationary, this The consistency result of Theorem 2 suggests a reinterpretation of the large sample properties often associated with the slope coefficient in a regression of aggregate consumption against aggregate disposable income. Using a simple Keynesian model, Haavelmo (1943) argued that this regression will yield an inconsistent estimator of the long run marginal propensity to consume because of simultaneous equations bias. In contrast, according to Theorem 2, this estimator is consistent. Indeed, because the normalization of the cointegrating vector is inconsequential for Theorem 2, the inverse of the OLS estimator of the slope coefficient in the reverse regression of income on consumption will also be consistent for the long run marginal propensity to consume. This in turn implies that, as the sample size increases, the correlation between income and consumption (or any two cointegrated variables) will approach 1. Of course, in finite samples these two estimates will differ. The size of this difference will depend in large part on the term M, which arises from the correlation between the right hand variables and the error term in the OLS regression. Thus, if consumption 8 In the univariate case, i.e., in the problem of the OLS estimator of a unit root, the possibility of using the invariance principle was noted by White (1958) GI1 denotes the (1, 1) element of G) . This covariance matrix is consistently estimated by the usual OLS output from the second stage OLS regression.
ASYMPTOTIC DISTRIBUTIONS

Despite the convenient asymptotic representation of the OLS and NLS estimators in terms of the functionals in (3.3), the exact asymptotic distribution of the OLS estimators would be difficult to compute in the course of applied research (cf. Rao (1978), Evans and Savin (1981a)). In this section I propose an alternative approach to the distributional problem which may prove more practical than exact calculation. This approach is based on the representations of Theorems 1 and 3.
In the asymptotic representations, the parameters of the cointegrated process enter as additive and multiplicative factors. Thus it is not feasible to tabulate the distribution of the estimators for all potentially interesting cointegrated processes. In addition, direct simulation of the distribution of the estimators of the cointegrating system by bootstrap or Monte Carlo methods (using the estimated parameters as the basis for generating pseudo-data) would be excessively costly for common use. However, the representations suggest an alternative two step approach to obtaining numerical approximations to the distributions. In the first step, Monte Carlo draws of the random matrices rT and tVT are generated (with sufficiently large T) and stored. In the second step, pairs of (FT, tT) can be drawn randomly from the many such pairs already created; using the asymptotic representation of 0 and 0 and using known or estimated values of D,, D2, D3, and M, the distribution of the OLS and NLS estimators can then be computed numerically. This technique has the advantage that, once the pairs (FT,, tT) have been created, it is inexpensive to evaluate the distributions of the OLS and NLS estimators for different values of the nuisance parameters.9 9 An alternative approach to the distributional problem would be to obtain an integral expression for the distribution of the estimator using the limit representation in terms of the limit functionals of Brownian motion. This approach would entail generalizing the results of White (1958), Rao (1978 Rao ( , 1980 , and Evans and Savin (1981a, 1981b) The true value of the parameter to be estimated, 0, is taken to be 1. This family of CI processes is thus parameterized by yl, Y2, and p.10 Monte Carlo distributions of the OLS estimator and its asymptotic approximation (computed using the true values of D,, D2, and M) are presented in Table  I ."1 For the CI process investigated in this table, both the asymptotic distribution and the empirical Monte Carlo distribution of the standardized OLS estimator have a nonzero mean. The resultant bias in small samples can be considerable: for example, for T = 25, the expectation of the OLS estimator is .833; the expectation of its asymptotic approximation is .827. Because of standardization at the rate T, this bias rapidly becomes small: for T = 200, the OLS estimator has expectation .977. In addition to being biased, the distribution of the OLS estimator is strongly skewed. For T = 50, the mean of the standardized OLS estimator is -4.27, while its median is -3.39. This skewness persists as T increases.
The results of Table I suggest that the asymptotic approximation performs well for small samples. Although the accuracy of the approximation improves slowly as the sample size increases, there are still discrepancies between the approximate and the true distribution at T = 200. Still, the convergence in this case appears rapid enough to make the asymptotic approximations useful. Table II . These distributions vary greatly, depending upon the values of the three nuisance parameters of the CI process. For example, the medians of the standardized distributions range from -.29 to -13.96; the standard deviations range from 1.64 to 21.18. In all cases, however, the median of the distribution is less than zero, and in all cases but one the OLS estimator is biased towards zero.
The asymptotic distribution of the standardized OLS estimator (T = 200) is tabulated for various parameter values in
The asymptotic distribution of the standardized NLS estimator, based on the representation of Theorem 3, is presented in Table III This numerical approach to computing the distributions of 0 and 0 can be used as a basis for statistical inference. For example, to test a hypothesis on an element of 0, say 01=-0 vs. 0, $ 0?, the other elements of 0 and the nuisance parameters C(L) and G (and thus DI, D2, D3, and M) could be estimated consistently under the restriction on 0 either by two step OLS or by NLS. The asymptotic distribution of 01 under the null hypothesis could then be computed using the proposed techniques, thereby obtaining the probability under the null of realizing a value of (say) j0 -0? at least as large as that estimated. The construction of confidence intervals for 01 would be more difficult, since it would entail computing the critical points of 01 -00 for many values of 0l. An instructive approach would be to adopt Kendall and Stuart's (1967, p. 120) suggestion and to "invert" the test statistic graphically.
In summary, these results suggest three conclusions. First, the asymptotic representation theorems provide an accurate and fast means of obtaining numerical approximations to the otherwise complicated distributions of the NLS and OLS estimators. Second, these distributions depend strongly on the other parameters of the CI system. Thus the parameters of the entire CI process must be estimated before inferences can be made about the estimator of the CI vector. Third, the OLS and NLS estimators can be substantially biased, especially for small sample sizes. For the parameterizations considered here, the OLS estimator appears more prone to this bias than does the NLS estimator, although this need not be so in general. Thus researchers estimating the parameters of cointegrated processes should exercise caution when interpreting their estimates without first adjusting for bias.
SUMMARY
Two broad conclusions emerge from this analysis. First, if a vector of time series variables is cointegrated, then least squares estimators of the parameters of the cointegrating vector will have a nonnormal limiting distribution which resembles a multivariate generalization of the distribution of the estimated autoregressive coefficient when there is a unit root in a univariate series. This distribution will in general be skewed, and both the OLS and the NLS estimators can have limit distributions with nonzero means after standardization. Furthermore, these estimators converge to their limiting distributions at a fast rate.
Second, these results indicate that inference based on the standard least squares output can be misleading in time series regressions with both lagged differences and levels of the dependent variable appearing as explanatory variables. In this case, the moment matrix of the levels regressors converges to a limiting random variable, and the distribution of certain regression coefficients will not be well approximated by normality.
These results suggest a simple computational technique for evaluating these distributions. This technique is based on representing the estimators as a function of consistently estimable parameters and two matrix-valued random variables. Once these random matrices have been generated, the distribution of the OLS and NLS estimators is readily computed by Monte Carlo integration based on draws of these random matrices. The computational savings of this approach over a bootstrap or full Monte Carlo procedure is substantial, reducing the number of computations by a factor of T.
On an informal level, there is good reason to suspect that cointegration could be a widespread phenomenon in macroeconomic data. For example, Nelson and Plosser (1982) have presented evidence that many macroeconomic variables seem to follow a stochastic rather than a deterministic trend and that, after differencing, these variables often appear to be stationary. If in addition certain linear combinations of contemporaneous values of these variables are stationary without further differencing, then the system of these variables form a cointegrated process, and the usual distributional approximations will not apply. As a specific example, Engle and Granger (1987) Q.E.D.
