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Workshop: Design- and specification methods for efficient
user involvement
Helmut Degen1
Siemens Technology, Princeton, NJ, USA
helmut.degen@siemens.com

Abstract. Efficiency of use has been a topic of interest for human-computer
interaction (HCI) and in usability from the beginning [1]. Although efficiency is
directly related to productivity, a driver for business success, efficiency has not
been addressed systematically in the HCI community. The paper motivates and
introduces three big questions for efficiency of use: What are benefits of efficiency?
What are some deficiencies? What is a path forward to address the deficiencies? A
contribution of the paper is a user involvement metric taxonomy. It is a proposed
technique for a human-centered design for efficiency approach used for the design
and development of interactive applications.
Keywords: User involvement, efficiency, metrics, measurement, taxonomy.
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Introduction

Efficiency belonged to the initial usability quality criteria [1]. ISO 9241 defines efficiency
as "resources used in relation to the results achieved" [2, clause 3.4]. It adds that typical
resource include "time, human effort, costs and materials" [2, clause 3.4, note 1].
Efficiency is closely related to productivity. While efficiency emphasizes resources
per outcome, productivity emphasizes outcome per resource [3]. Efficiency and productivity are reciprocate. Productivity grew significantly since the beginning of the
industrial revolution [4]. Taylor introduced scientific methods to systematically measure
and optimize the productivity of human labor, today known as ’Taylorism’ [5]. At the
same time, efficiency became a quality for the outcome of an engineering process [6].
Although an usability quality criteria, a systematic approach for the efficiency of
user involvement is not known. In this paper, "User involvement" is defined here as the
"collaboration between one of more users and an interactive system to generate and
outcome of value and to achieve a user’s goal".
This paper intents to motivate the relevance of efficiency of user involvement. It is
presented as part of the workshop "Design- and specification methods for efficient user
involvement" and attempts to outline relevant aspect of efficiency: the Why, the What,
and the How.
In section 2, the paper discusses the benefits to look into efficiency, with a special
focus on response time. related work around efficiency and user involvement. In section
3, the benefits of efficiency are discussed (the Why question). In section 4, different types
of efficiency in relation to different types of user involvement are explored (the What
question). A key contribution of this paper is the presentation of the user involvement
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taxonomy which introduces metrics which can be used to measure the efficiency of
different types of user involvement. In section 5, it is outlines how efficiency can be
achieved. Section 6 provides an outlook into future work.

2

Efficiency benefits

2.1

Implications of response times on users

When we discuss efficiency, we first take a look here at efficiency from a response time
perspective. The reason is that studies have been performed and data are available. The
response time is one contributor to efficiency, but not the only ones.
Response times have influence users’ behaviors:
– Just noticeable difference: When dragging an object with a finger on a touch screen,
users realized a just noticeable difference (JND) of 11 milliseconds latency. The
JND tapping was 55 milliseconds [7, p. 1831]
– Productivity: When the response time increased from 0.5 seconds to 3.0 seconds,
the time to complete the tasks increased from 27 to 57 minutes [8]. System response
time for of 1.49 sec degraded performance, measured by problem solving time,
compared to 0.16 sec and 0.49 sec. [9]
– Error rate: The error rate went up after twelve seconds response time [10, p. 978].
– Anxiety and stress: Long response time cause anxiety [11] and stress [12]
– Satisfaction implications: the shorter the system response time the higher the user
satisfaction. In the study, the measured response times for different UI widgets
ranged from less than 100 milliseconds to 18 seconds with different satisfaction
levels. [13]
Response times also influence business results, particularly online shopping [14]:
– After Pinterest has decreased the wait time by 40%, search use and sign-up increased
by 15%.
– After COOK reduced an average pay load by 0.85 seconds, it increased conversations
by 7%, increased pages per session by 10% and reduced bounce rates by 7%.
– DoubleClick by Google analyzed the relationship between loading times and user’s
activities. It "found out that sites loading within 5 seconds had 70% longer sessions,
35% lower bounce rates, and 25% higher ad viewability than sites taking nearly four
times longer at 19 seconds".
– Every 100 ms Mobify decreased the homepage load speed lead to a 1.11% increase
in session-based conversion, yielding an average annual revenue increase of nearly
$380,000. "Additionally, a 100 ms decrease in checkout page load speed amounted
to a 1.55% increase in session-based conversion, which in turn yielded an average
annual revenue increase of nearly $530,000."
– For AutoAnything, a reduced page load time by half yielded in 12% to 13% in sales.
One explanation for the response time implications are the loss of flow in case
of too long response times. Flow can be defined as "fluid state of being productively

engaged with a task without being aware of the technology that is driving it" [15, 4387].
Flow activities provide "enjoyable experiences" [16, p. 72] and lead to the greatest
performance and the fewest number of error together with the highest satisfaction [17].
Seow proposes response time categories which also includes a response time range
for flow (Seow calls it "continuous") (see table 1):
Table 1. Seow’s response time categorization [18, p. 60]
Expectation

Response time

Instantaneous
Immediate
Continuous
Captive

100 - 200 ms
0.5 - 1 sec.
2 - 5 sec.
7 - 10 sec.

"Instantaneous" includes response times for low-level actions related to interaction
devices such as responses to mouse clicks, mouse movements or key strokes. "Immediate" includes response times for changes of dialog elements, such as view changes
and page turns. "Continuous" could also be called "flow" and includes general response
times of any kind to not interrupt the user’s flow. "Captive" defines a response time limit
before a user aborts a task [18, p. 54 - 59].

3
3.1

Efficiency deficits
Response time deficiency

We will now compare the response times with actual performance data. The average
loading time for desktop applications is about eight seconds. The actual loading time for
mobile applications is about eighteen seconds [19].
A more concerning fact is that the average loading time of eight seconds is stable for
the last twenty years, although the number of transistors have been increased by factor
10 [20].
Loading times are response times, too. If we compare actual loading time numbers
with the mentioned response time expectations, we can see an expectation gap. The
distribution of computing power seems to benefit rather internal facing system elements
and not external facing user involvement. The current situation looks like a systemic
problem for improving the efficiency of user involvement.
3.2

Possible reasons for performance deficiencies

Here we identify a few assumed reasons why the loading time and the response times
are so poor. It is difficult to identify things which do not exist. The is list is a list, based
on the author’s industrial experience.
There are two likely reasons.
Efficiency of user involvement not sufficiently expressed The current software and systems engineering practices know and partially use usability requirements [21]. An

observed problem is that time-on-task goals which can be expressed with usability
requirements are often ignored by technical people ("usability is not my concern"). More
refined metrics are needed to better express user involvement efficiency goals which are
understandable by technical experts and which are translated into technical properties.
Test for efficiency Available performance related techniques and tools today focus on
"test for efficiency", not "design for efficiency". Such tools include the summative
usability tests to measure time-on-task [22, 23]. The problem is that an application which
can be tested for efficiency is far ahead in the development project. Significant changes
to improve efficiency, e.g., by modifying the system or software architecture is often not
possible anymore.
We have also web tracking tools which monitor user’s click path and partially mouse
movements. To utilize such a technology, an application has to be deployed already and
might be not efficient enough. Web tracking is another example of "test for efficiency",
not "design for efficiency".
We have performance testing tools which are, as the name says tools for "test for
efficiency", not to design for efficiency.
We can conclude that efficiency of user involvement is not considered systematically
in the design and development process, and we lack tools and techniques to use them.

4
4.1

Path towards higher efficiency of user involvement
Goal: Application with efficient user involvement

To enable projects to systematically and predictably consider efficiency of user involvement, the needed knowledge, techniques and tools need to become part of the design
and development process.
The goal is to modify the design and development process, so that the process
produces an application with a defined and predictable efficiency of user involvement.
4.2

Changes of user involvement

To consider efficiency of user involvement systematically during a design and development project, we need to consider the way users are using applications today. The
following changes have been observed over the last couple of years, compared to 30
years ago:
Contexts and situations of use: From single device, single context of use to multiple
devices, multiple contexts of uses In the past, users performed their tasks on a specific
device in one context of use. This was true for work as well as for leisure. Devices were
used for special purposes, e.g., a desktop computer or a laptop for work tasks, and a
mobile device for communication. Private and work time was more or less separated.
Today, the use of devices, applications, as well as contexts and situations of use
are blurring. Devices have a shared use for work and private tasks (Bring your own

device, BYOD). Work tasks and private tasks are performed during work and private
time. Professional tasks are performed in private environments (e.g., car, home office)
and private tasks are performed in professional environments (office and the private
environments). Tasks (e.g., attending a virtual meeting) are started on one device (e.g., a
mobile phone) in one environment (e.g., a car) and are continued on another device (e.g.,
a laptop) in another environment (e.g., at home). The same task is performed on several
devices at the same time [24, 25].
A challenge is to identify and define applications which support the different individual and blended uses in different contexts of use and switch between devices. Another
challenge is how to identify and define that the same application is used on different
devices at the same time.
User involvement: From single tasks, user interaction to multiple tasks with mixed
user interaction and user intervention In the past, users used one device to perform certain tasks, often a desktop or laptop computer. The user "interacted" with an
application.
Today, many users us several device in parallel. While focusing on one main tasks,
other tasks are running "in the background". The involvement type of "intervention" is
established [26, 27]. (Semi-) automated tasks keep users up-to-date about status changes
with alerts and status updates. Therefore, users switch their attention between the task
under performance and appearing alerts. Users have to find a way back to continue the
task under performance with minimal impact and effort during context switching. The
use of augmented and mixed reality will play a major role in the future.
An application under design can be the interrupting application, or the application
which is being interrupted. In the former case, a challenge is to design the application, so
that a user finds a way back into the task performance mode after an interruption (where
have I left?) to easy context switching. In the latter case, a challenge is to define how
often a user should be alerted / interrupted, how fast it should be to inform the user about
an alert or an update. If an alert requires an immediate response, the alert is actionable
for users, or the user is reminded later to initiate a needed action.
Application scope: From single device application scope to multiple user, multiple connected device specific application scope Applications were developed as
multi-purpose, individual applications. One user role, often several user roles used one
application. Applications were designed and developed for one device (e.g., desktop
computer) with one modality. Applications are developed as stand-alone or client/server
application.
Today, several applications are used to support one eco-system. Applications support
a limited number of user task, often just one or two. One user role uses often several
applications, each with a limited set of user tasks. Several applications may be created
for the same user role and specialized for different device types and modalities (e.g.,
desktop computer, laptop, mobile, smart speaker), often optimized for a certain context
of use. A limited application scope supports efficiency of use. The variety of applications
for the eco-system uses the same data set and integrate with partially the same services,

hosted in the cloud. The variety of applications for different user roles works together as
a network of applications, keeping each other up-to-date about changes.
A challenge is to identify and define one or more applications, assigned to a user
role, context of use and limited user tasks and modalities. Another challenge is to ensure
that the landscape of applications work together. Alerts and status updates are shared
with the needed frequency and update time, so every user is informed about the latest
status frequently enough and in a timely manner.
4.3

Requirements for efficiency of user involvement

Inefficiencies can be caused by the user and by the system. User caused inefficiencies
are typically caused by a poor usability or user experience quality of the system design.
System caused inefficiencies are typically caused by system performance issues.
To be able to identify the root cause of inefficiencies, a specification system should
be able to specify and measure the following actions:
a)
b)
c)
d)

User initiated user actions
System initiated user actions
System action as waiting time for users
System actions not as waiting time for users

The first group of actions are user actions. They are separated into user initiated
and system initiated user actions. User initiated user actions are what is known as
user interaction. The user controls and drives the flow and the system supports the
user. System initiated user actions occur when the system sends notifications to users.
The system informs the user about a status or sends a request for response, e.g., in a
maintenance case.
The second group of actions are system actions. They are separated into system
actions which cause waiting times for user and which do not cause waiting times for
users. System actions which cause waiting times for users are also known as "response
times" or "system response times", as mentioned earlier in this paper. The second type
of system action is a system which does not cause user waiting time. It happens in the
background, e.g., while the user is using a system, or while the user is not using a system.
Such system actions typically are mentioned alerts and notifications which inform the
user about a status or which request a response from the user.
4.4

User involvement metric taxonomy

The basic idea is to augment the design and development process with steps, techniques,
and tools, which the ability to define, design, and specify user involvement goals from
the beginning to the end. Furthermore, the process should provide evaluation techniques
and tools to monitor the achieved efficiency for interim results and identify the needs for
corrections, when appropriate. The steps, techniques, and tools should include elements
of the user interface, user involvement times and frequencies, functions, and performance
characteristics of such functions.
One important element is the ability define user involvement goals quantitatively. To
accomodate the expanded user involvement types, a user involvement metric taxonomy

is proposed which includes "user interaction" and "user intervention" as well as user
actions and system actions (see figure 1).
User involvement
(VO)

User interaction
(CA)

Hands-on
(HA)

Metric
for outcome and
user tasks

User intervention
(VE)

Waiting
(WA)

Walk-away
(WY)

System alert
(SE)

User action,
basic metric

System action,
basic metric

Derived metric

Metrics for
steps

User response
(UE)

Metrics for
user and
system
actions

Figure 1. User involvement metric taxonomy

Hands-on (HA) A user interacts with a system and drives the task completion forward.
Hands-on can be measured as time and frequency. The time counter begins typically
when the user starts perceiving and cognitively processing the presented content and
controls. It ends when the user has completed a data entry or has triggered a control.
Hands-on is a metric for user actions.
Waiting (WA) Waiting is the system response to the user’s input and creating the system
output (which becomes input for the user). Waiting can be measured as time and frequency. The waiting time starts after the user has triggered a control, so that the system
can process there entered content, and ends when the system has completed the process
and has completely rendered content and controls, perceivable for users. Waiting is a
metric for system actions.
User Interaction (CA) User interaction is a user controlled sequence of hands-on and
waiting. It can be measured as time and frequency. The interaction time is the sum of
hands-on time (HAT) and waiting time (WAT). User interaction is a metric for steps,
consisting of user and system actions.
Walk-away (WY) Walk-away expresses that a user can walk away from a system while
the system performs a task without the need for a user to provide inputs. Walk-away is
measured as time and frequency. The walk-away time starts after a user has initiated a
system task and ends when the system has completed to present content and controls for
users. Walk-away is a metric for system actions.

System alert (SE) System alert is the process of providing an alert to the user as a
response to an incident. It is measured in time and frequency. The system alert time
starts when an incident occurs and ends when the system has presented an alert to the
user about that incident. System alert is a metric for system actions.
User response (UE) User response is the process of a user to constructively respond to a
system alert. The user response is measured as time and frequency. The user response
time starts when the system alert is perceivable to the user and ends when the user
has formulated a constructive response cognitively or when the user has triggered a
responsive action. User response is a metric for user actions.
User Intervention (VE) User intervention is a system controlled sequence of walk-away,
system alert, and user response. It can be measured in time and frequency. The elapsed
intervention time is the sum of the elapsed walk-away time (WYT), the elapsed system
alert time (SAT), and the elapsed user response time (UET). User intervention is a metric
for steps, consisting of walk-away, system alert, and user response actions.
User Involvement (VO) User involvement consists of either interaction, intervention, or
both. User involvement is a metric for user tasks and for the generation of an outcome
of value, consisting of one or more user tasks. It is measured in time, frequency, and
productivity. The involvement time starts either with a user or a system action and ends
when the outcome of value is generated. The user involvement time is the sum of user
interaction times (CAT) and/or user intervention times (VET).
The taxonomy provides metric building blocks which can be used to compose a
metric of interest. Time, frequency, and productivity metrics for different types of user
involvements can be expressed. The intended of use the user involvement metrics is to
define and specify user involvement goals which are evaluated and monitored throughout
the design and development process to systematically and predictably realize efficiency
of user involvement.
The mapping of the scenarios attributes to the metrics is shown in table 2.
Table 2. Mapping of actions to metrics
Action type

Metric

a) User initiated user action

Hands-on

b) System initiated user action

User response

c) System action as user waiting time

Waiting, walk-away

d) System action not as user waiting time

System alert
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Workshop scope

The workshop intents to explore current practices how to define and specify efficiency of
user involvement systematically and predictably, and how to measure it. The workshop

organizers have invited submissions to show case concepts and solutions which contribute
to an increased efficiency of user involvement.
Per submission, we plan to discuss several questions during the workshop:
–
–
–
–
–

6

Which criteria for efficiency measurements were considered?
Which types of user involvement have been considered as relevant for efficiency?
What is the most promising strategy to increase efficiency?
At which step of the design process was efficiency considered?
At the end of the workshop: What would you do differently next time to increase the
efficiency of user involvement?
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