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RESUMEN
El objetivo de esta tesis es desarrollar nuevas te´cnicas de extraccio´n lineal de
caracter´ısticas para clasificacio´n, mediante el uso de criterios basados en teor´ıa de la
informacio´n. Dado que esta teor´ıa establece un marco que permite medir el grado de
dependencia entre variables aleatorias o sen˜ales, nos proporciona una buena medida
del nivel de relevancia de las caracter´ısticas extra´ıdas respecto a la clase a la que
pertenece cada muestra. Se exploran dos aproximaciones distintas. La primera de
ellas esta´ basada en funciones de contraste que aproximan la informacio´n mutua entre
las proyecciones obtenidas individualmente y las clases. En la segunda, se plantea
como criterio a optimizar el test de hipo´tesis que sirve como regla de clasificacio´n.
La aproximacio´n basada en funciones de contraste hace uso de una estimacio´n
de la informacio´n mutua similar a otra que ha sido usada con e´xito en ana´lisis de
componentes independientes. La estimacio´n utiliza momentos sobre funciones no
polinomiales aplicadas a los datos. De esta forma, no es necesario el modelo de
la funcio´n densidad de probabilidad (FDP) de los datos. Al ser derivables estas
funciones, es posible su optimizacio´n mediante ascenso por gradiente.
El me´todo basado en la maximizacio´n del test de hipo´tesis hace uso de un modelo
de Parzen para estimar la FDP de los datos. Se propone un algoritmo para optimizar
dichos modelos de acuerdo con el criterio de ma´xima verosimilitud combinado con
un procedimiento de validacio´n cruzada. Su aplicacio´n al problema de extraccio´n
lineal de caracter´ısticas consiste en la maximizacio´n del cociente de verosimilitudes
medido sobre los datos de entrenamiento. Tambie´n se describen procedimientos para
la aplicacio´n de estos modelos optimizados a otros problemas de aprendizaje como
ana´lisis de componentes independientes y clasificacio´n de Parzen.
Junto a los me´todos propuestos, se presentan los resultados de la aplicacio´n de los
mismos a problemas reales, registrados en bases de datos pu´blicas. La tesis finaliza
con las conclusiones ma´s relevantes que pueden extraerse del trabajo presentado,
as´ı como la propuesta de l´ıneas de trabajo que constituyen la continuacio´n natural
de las ya expuestas.

ABSTRACT
The objective of this PhD Thesis is to develop new linear feature extraction me-
thods for classification, by the use of criteria from Information Theory. This theory
allows us to measure the statistical dependence among random variables or signals;
in a classification context, the measure of interest is the relevance of the feature
extracted with respect to the labels. Two different methodologies are explored: the
first one is based on contrast functions that approximate the mutual information bet-
ween the set of projections obtained and the classes. The second approach proposes
a hypothesis test scheme as a rule for optimal classification performance.
The approach based on contrast functions makes use of a mutual information
estimation related to another one that has been applied to Independent Component
Analysis (ICA) with success. The estimation is based on non polynomial moments
obtained from data. This way, the probability density function (PDF) need not to be
estimated. As the non polynomial functions are derivable, an optimization procedure
by gradient ascent is applied.
The approach based on the hypothesis test maximization does make use of the
PDF from the data, by means of Parzen non-parametric models, also known as
kernel density estimators. To optimize these models, an algorithm is proposed for
determining the optimal window width by a maximum likelihood criterion, combined
with a cross validation procedure. The application of these models to the feature
extraction problem is based on the maximization of the hypothesis test among classes
estimated from the training set, using the features extracted. In addition to feature
extraction, the Thesis proposes methods for the application of these optimized PDF
modelos to other machine learning problems as ICA and Parzen classification.
Simulation results are provided, in which the methods proposed are applied to
real problems, recorded on public datasets. The Thesis finishes with some conclusions
about the advantages and weaknesses of each procedure. Some suggestions are also
made about frameworks that can be considered as the natural continuation of the
work presented.
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Cap´ıtulo 1
Introduccio´n
Las actuales te´cnicas de miner´ıa de datos, aprendizaje estad´ıstico o reconoci-
miento de patrones plantean aplicaciones cada vez ma´s ambiciosas de extraccio´n de
la informacio´n relevante contenida en los datos. Adema´s, el volumen de e´stos es cada
vez mayor, lo que plantea diversos retos en cuanto al coste computacional de su pro-
cesado. Por esta razo´n, los me´todos de seleccio´n y de extraccio´n de caracter´ısticas
han adoptado un papel protagonista en el a´mbito del aprendizaje ma´quina.
Un procedimiento de aprendizaje basado en ejemplos puede ser descrito a partir
de tres procesos que tienen lugar secuencialmente segu´n se muestra en la Figura 1.1
[Bishop, 1995] [Duda, 2000]. Cada bloque desempen˜a las siguientes funciones:
1. El preprocesado lleva a cabo una serie de operaciones que toman como entra-
da las magnitudes medidas por los sensores que correspondan, y presentan a su
salida unos valores nume´ricos susceptibles de ser procesados e interpretados.
2. El objetivo de la extraccio´n de caracter´ısticas es eliminar la redundancia
presente en los datos y proporcionar al siguiente mo´dulo un conjunto de valores
lo ma´s representativo y u´til como sea posible para la tarea posterior. Con
frecuencia, este bloque recibe tambie´n el nombre de reduccio´n de la dimensio´n,
ya que en general el conjunto de variables relevantes es inferior a las obtenidas
1
2del bloque de preprocesado.
3. El u´ltimo bloque realiza, a partir de las caracter´ısticas adquiridas, el apren-
dizaje en s´ı. En problemas de clasificacio´n, el vector de caracter´ısticas ha de
ser asignado a una de entre una serie de categor´ıas. En problemas de regre-
sio´n, se debe inferir el valor de una variable nume´rica continua. En problemas
de agrupamiento, se asume que los datos pueden ser divididos en conjuntos
diferenciados y de comportamiento homoge´neo.
MEDIDAS
APRENDIZAJE
PREPROCESADO
CARACTERISTICAS
EXTRACCION DE 
CLASIFICACION / REGRESION
AGRUPAMIENTO, ETC 
Figura 1.1: Esquema general de un sistema de aprendizaje basado en muestras.
La presente tesis aborda principalmente el problema de la extraccio´n de carac-
ter´ısticas para clasificacio´n. En este cap´ıtulo se realiza una revisio´n del estado del
arte en me´todos de reduccio´n de la dimensio´n en el contexto de aprendizaje ma´qui-
na. La amplitud de la bibliograf´ıa sobre reduccio´n de la dimensio´n exige una revisio´n
extensa, ya que el problema puede ser abordado de formas de diversa naturaleza.
Adema´s, el reciente intere´s mostrado en el a´mbito del aprendizaje ma´quina hacia las
te´cnicas basadas en teor´ıa de la informacio´n requiere un ana´lisis del estado del arte
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para poder situar el trabajo presentado en esta tesis en el marco de estas aportaciones
previas. Por estas razones, este cap´ıtulo introductorio ocupa una parte considerable
de la tesis.
En el Apartado 1.1 se describe el problema general de la reduccio´n de la di-
mensio´n, y su papel en un esquema general de aprendizaje basado en muestras; se
discutira´ la necesidad de dicha reduccio´n y se revisara´n los me´todos ma´s relevantes en
los que la reduccio´n de la dimensio´n supone el objetivo en s´ı mismo del aprendizaje.
El Apartado 1.2 trata ma´s directamente el problema de la extraccio´n de caracter´ısti-
cas supervisada, es decir aquella en la que el objetivo es la obtencio´n de un conjunto
de variables ido´neas para afrontar un problema de clasificacio´n. En el Apartado 1.3
se introducen algunos principios ba´sicos de teor´ıa de la informacio´n; se discute la
idoneidad de los criterios basados en esta teor´ıa, y se realiza una amplia revisio´n de
los me´todos que la aplican a problemas de reconocimiento de patrones, prestando
especial intere´s a aquellos que se centran en la reduccio´n de la dimensio´n. Por u´lti-
mo, en el Apartado 1.4 se enumeran los objetivos planteados en la tesis, una vez han
sido expuestas las limitaciones de los me´todos presentes en la literatura para resolver
algunos problemas del a´mbito del aprendizaje basado en teor´ıa de la informacio´n.
1.1. El problema de la reduccio´n de la dimensio´n
Las te´cnicas de aprendizaje habitualmente procesan conjuntos de N muestras
o ejemplos de una variable D dimensional, que conforman una matriz de la forma
X ≡ {x1,x2, . . . ,xN , }, con xi ∈ RD. Distintos niveles de suposicio´n sobre el origen
de su muestreo sugerira´n el uso de una u otra te´cnica para su procesado. Por ejemplo,
se podra´ asumir o no que hayan sido ide´nticamente distribuidas, dependiendo de si
las xi pueden o no considerarse realizaciones de una variable aleatoria generada de
acuerdo con la funcio´n densidad de probabilidad (FDP) p(x), sea e´sta conocida o no.
Igualmente, se podra´ suponer independencia o no entre las muestras, en funcio´n de si
la probabilidad con que ha sido generada la muestra xi depende o no de la muestra
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xj, j 6= i. Las te´cnicas de aprendizaje ma´quina presentes en la literatura suelen
asumir que las muestras son independientes e ide´nticamente distribuidas (i.i.d.), lo
cual esta´ justificado en muchas de sus aplicaciones.
Los datos contenidos en la matriz X pueden estar o no acompan˜ados por datos
adicionales dados por una segunda matriz Y ≡ {y1,y2, . . . ,yN}, yi ∈ Rr. En este
caso, el problema de aprendizaje consistira´ en inferir el valor de y a partir del de x,
en cuyo caso hablamos de aprendizaje supervisado. Si esta variable auxiliar es uni-
dimensional, y adema´s adopta valores discretos, yi ∈ {c1, c2, . . . , cNC}, el problema
de inferir su valor recibe el nombre de clasificacio´n. Si y es continua, el problema se
denomina regresio´n. El caso general de y multidimensional se denomina multirregre-
sio´n. En cualquiera de los casos, el aprendizaje tiene lugar a partir de un conjunto
de entrenamiento etiquetado, es decir, un conjunto de muestras para el cual conoce-
mos los valores de y. El conocimiento adquirido a partir de este conjunto muestral
servira´ para predecir el valor de y en posteriores muestras de test no etiquetadas. El
trabajo desarrollado en esta tesis se centra en el problema de clasificacio´n.
Con frecuencia, tanto el nu´mero de muestras N como el nu´mero de componentes
(o dimensiones) D puede exigir una purga, tanto en el nu´mero de elementos como en
sus componentes. En el primer caso, la reduccio´n se debera´ realizar de forma que las
muestras que se preservan son suficientemente representativas como para que poda-
mos inferir propiedades extrapolables a las descartadas. Tambie´n pueden eliminarse
muestras que podamos asumir que no son representativas, porque correspondan a me-
didas erro´neas de x. La deteccio´n y eliminacio´n de estas muestras at´ıpicas (outliers)
ha sido estudiada para evitar el sesgo o deterioro en el proceso de aprendizaje [Blum,
1997]. Tambie´n se puede perseguir el objetivo de encontrar el subconjunto de mues-
tras ma´s representativo para trazar la funcio´n de clasificacio´n o regresio´n. Algunos
esquemas de aprendizaje, como los basados en ma´quinas de vectores soporte (Support
Vector Machines, SVM), realizan esa purga impl´ıcitamente, ya que hacen uso de un
criterio de ma´ximo margen, que queda finalmente definido a partir de las muestras
cercanas a la frontera de discriminacio´n [Scholkopf, 2002]. Aun as´ı, el problema de
CAPI´TULO 1. INTRODUCCIO´N 5
la reduccio´n de la dimensio´n de los datos ha recibido mucha ma´s atencio´n en la lite-
ratura que el de la eliminacio´n de muestras. Adema´s, el problema de la seleccio´n o
filtrado de muestras relevantes escapa al a´mbito de esta tesis, pero puede consultarse
una amplia revisio´n de me´todos en [Blum, 1997].
1.1.1. Razones para reducir la dimensio´n
Los principales motivos para llevar a cabo una reduccio´n en el nu´mero de variables
de un conjunto muestral son los siguientes:
1. La capacidad de generalizacio´n de lo aprendido (es decir, la capacidad con que
podremos aplicarlo a nuevas muestras) es mejor cuanto menor es la dimensio´n
cuando se compara con el nu´mero de muestras. Una alta dimensio´n conduce al
sobreajuste (overfitting) [Bishop, 1995], que constituye una adaptacio´n excesiva
del modelo de aprendizaje a los datos de entrenamiento, lo que impide que e´ste
sea dif´ıcil de extrapolar a nuevos datos. La teor´ıa del aprendizaje estad´ıstico
introduce el concepto de dimensio´n de Vapnik-Chervonenkis o dimensio´n VC
para distinguir la dimensio´n efectiva (aquella en la que el clasificador es ca-
paz de trazar funciones de discriminacio´n con error nulo) de la dimensio´n real
[Vapnik, 1998]. La cota sobre la diferencia entre el error de generalizacio´n y
el de entrenamiento es del orden de
√
h
N
log(
2N
h
), siendo h la dimensio´n VC.
Por ejemplo, para el caso de un clasificador lineal tenemos h = D + 1, que es
el nu´mero de muestras que el clasificador puede separar independientemente
de su valor y etiquetado. Vemos entonces que para este caso la cota dismi-
nuira´ con D/N . De esta forma, la teor´ıa del aprendizaje estad´ıstico viene a
justificar el hecho ya conocido en aprendizaje neuronal de que la capacidad
de generalizacio´n de una ma´quina empeora con el cociente D/N . Dentro del
aprendizaje con redes neuronales o de funciones de base radial, el teorema de
Kolmogorov establece que podremos trazar una frontera que clasifique correc-
tamente todas las muestras de entrenamiento sin ma´s que poner suficientes
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neuronas en la capa oculta [Bishop, 1995], lo que puede ser interpretado como
una transformacio´n a un espacio de mayor dimensio´n para obtener fronteras
de clasificacio´n que puedan separar totalmente las clases. Sin embargo, la uti-
lizacio´n de un nu´mero menor de dichas neuronas lleva a soluciones con mayor
capacidad de generalizacio´n.
2. El coste computacional de la tarea de aprendizaje disminuye con la dimensio´n
de los datos a los que se aplica. Esta motivacio´n es comu´n a los me´todos de
seleccio´n de muestras como a los de extraccio´n de caracter´ısticas.
3. El hecho de contar con una representacio´n de los datos en baja dimensio´n
facilita la interpretacio´n de los mismos as´ı como su visualizacio´n.
4. Experimentos neurofisiolo´gicos ponen de relieve un preprocesado, por parte del
sistema nervioso de los animales, de la informacio´n adquirida por las ce´lulas
sonsoriales, lo que supone una reduccio´n del volumen de informacio´n a enviar al
cerebro [Atick, 1992]. El aprendizaje basado en redes neuronales se inspira en la
naturaleza fisiolo´gica del cerebro para construir algoritmos de aprendizaje; del
mismo modo, las evidencias de compresio´n de la informacio´n sensorial sugieren
la necesidad de realizar una reduccio´n del nu´mero de variables a considerar en
los problemas de reconocimiento de patrones.
1.1.2. Formas de reduccio´n de la dimensio´n
La manera ma´s sencilla de reducir la dimensio´n o nu´mero de componentes de
los datos es seleccionar un subconjunto de los mismos. En tal caso, se persigue que
el nuevo conjunto de d componentes (d ≤ D) conserve la informacio´n relevante so-
bre la estructura de los datos (en el caso del aprendizaje no supervisado) o sobre
su capacidad para inferir la variable auxiliar y (en el caso del aprendizaje super-
visado). La seleccio´n de caracter´ısticas busca el mejor subconjunto de variables de
acuerdo con un determinado criterio. Algunos criterios exigen evaluar cada uno de
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los
(
D
d
)
posibles subconjuntos de variables para determinar el mejor de ellos. Este
procedimiento es inviable por su complejidad. Al no ser aplicable a datos que tengan
un nu´mero de dimensiones apreciable, se suele acudir a un me´todo secuencial para
construir el mejor subconjunto. Los me´todos secuenciales ma´s usados son la seleccio´n
incremental (forward selection), la eliminacio´n decremental (backward elimination)
y procedimientos basados en el algoritmo branch-and-bound [Guyon, 2003].
Los me´todos incrementales actu´an de forma iterativa, an˜adiendo en cada paso
la variable que, incorporada a las que ya han sido escogidas, proporciona el valor
ma´ximo del criterio considerado. El esquema ba´sico se resume en la Figura 1.2. En
el primer paso, se escoge la caracter´ıstica fk que hace ma´ximo el valor del criterio
C(fk). En problemas de clasificacio´n, C(·) viene dada por la precisio´n del clasificador
sobre algu´n conjunto de validacio´n. A partir de ah´ı, en cada iteracio´n n, el conjunto
o´ptimo de n caracter´ısticas Sn estara´ formado por la unio´n del conjunto anterior Sn−1
y la caracter´ıstica que, unida a e´ste, proporciona el mejor valor de C(Sn−1 + fk).
S0 = [];
fˆk = argma´xf C(fk);
S1 = {fˆk}
Para n = 2 hasta d
fˆk = argma´xf C(Sn−1 + fk);
Sn = Sn−1 + fˆk
Fin
Figura 1.2: Esquema ba´sico de seleccio´n de caracter´ısticas secuencial incremental.
La eliminacio´n decremental opera de forma inversa: se parte de los datos sin
reducir e iterativamente se van eliminando variables. En cada caso se elimina la ca-
racter´ıstica que menos degrada el valor del subconjunto resultante. El procedimiento
se ilustra en la Figura 1.3. En este caso, partimos de un conjunto S0 formado por
todas las variables. En cada paso n, se elimina la caracter´ıstica cuya ausencia tiene
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menor incidencia en el valor de C(Sn−1 − fk).
S0 = [f1, f2, . . . , fD];
fˆk = argma´xf C(S0 − fk);
S1 = {S0 − fˆk} (Eliminamos la de menor incidencia sobre C)
Para n = 2 hasta d
fˆk = argma´xfk C(Sn−1 − fk);
Sn = Sn−1 − fˆk (Eliminamos la variable sin la cual
el contraste es ma´ximo)
Fin
Figura 1.3: Esquema ba´sico de seleccio´n de caracter´ısticas secuencial decremental.
El algoritmo branch-and-bound fue propuesto por primera vez en [Land, 1960]
para resolver problemas de programacio´n nume´rica con enteros, as´ı como de optimi-
zacio´n de problemas de complejidad no polinomial. Para que branch-and-bound sea
aplicable al problema de seleccio´n de caracter´ısticas, debe poder asumirse monoto-
nicidad en las prestaciones con el nu´mero de variables. Es decir, un conjunto de m
caracter´ısticas debe ser, como mı´nimo, tan bueno como uno de m − 1 al que se ha
an˜adido otra [Fukunaga, 1990]. Este algoritmo, aplicado al problema de la seleccio´n
de caracter´ısticas, funciona mediante la exploracio´n del grafo que define las posibles
secuencias de eliminacio´n de variables, y que proporciona el valor del criterio C(·)
en casa caso. La adecuada exploracio´n de este grafo da lugar a un procedimiento
eficiente de eliminacio´n de variables.
La seleccio´n incremental es, de las mencionadas, la que mayor relevancia tiene
en seleccio´n de caracter´ısticas, ya que es el procedimiento seguido en una gran parte
de los me´todos propuestos en la literatura. Esto se debe a que es, en general, menos
costoso en cuanto a computacio´n que la eliminacio´n secuencial: si el nu´mero de com-
ponentes a seleccionar es menor que la mitad del nu´mero de componentes iniciales,
la bu´squeda incremental necesita menos iteraciones que la decremental. Adema´s la
evaluacio´n del coste C(·) es ma´s ra´pido en el caso de la bu´squeda incremental, ya que
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se necesita menos co´mputo cuando el nu´mero de variables es pequen˜o. El requisito
de monotonicidad exigido a branch-and-bound es, en general, bastante fuerte, lo que
dificulta su aplicacio´n en muchos casos.
La extraccio´n de caracter´ısticas es un concepto ma´s general que el de seleccio´n, ya
que consiste en una funcio´n vectorial f : RD →Rd. Si f viene dada por una transfor-
macio´n lineal, hablamos de extraccio´n lineal, y puede expresarse como f(x) =WTx.
Es fa´cil ver que un me´todo de seleccio´n puede ser expresado como una funcio´n de
extraccio´n lineal. En ese caso,W ser´ıa una matriz indicadora en la que cada columna
constar´ıa de D elementos, de los cuales todos ser´ıan nulos excepto el que selecciona
la variable escogida, que valdr´ıa uno. Cada columna tendr´ıa un u´nico elemento no
nulo.
La literatura sobre aprendizaje ha abordado intensamente el tema de la seleccio´n
de caracter´ısticas. Sin embargo, la extraccio´n ha sido menos tratada y, aunque existen
me´todos procedentes de la estad´ıstica cla´sica, constituye en general un problema de
intere´s ma´s reciente.
Los me´todos de seleccio´n y de extraccio´n de caracter´ısticas supervisados se dis-
tinguen por el hecho de que el mo´dulo de clasificacio´n o regresio´n “supervisa” el
proceso de extraccio´n/seleccio´n de variables. As´ı, la funcio´n de coste C(·) presente
en las Figuras 1.2 y 1.3 incorpora informacio´n sobre la capacidad de las variables
obtenidas para inferir el valor y. En el caso no supervisado, el propio proceso de
extraccio´n de patrones puede ser considerado como el aprendizaje por s´ı mismo. Se
espera que estas caracter´ısticas en baja dimensio´n conserven la informacio´n relevante
sobre la estructura intr´ınseca de los datos.
1.1.3. Reduccio´n de la dimensio´n como aprendizaje no supervi-
sado
En la literatura se ha descrito una gran cantidad de me´todos de extraccio´n de
caracter´ısticas que no son guiados por un me´todo de clasificacio´n o de regresio´n. En
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estos casos, el objetivo de la reduccio´n de la dimensio´n es extraer un conjunto de
valores que sea de la mayor utilidad para la interpretacio´n de los datos as´ı como
la identificacio´n de la estructura o variedad conforme a la que esta´n generados. Si
esta variedad puede ser descrita en un espacio de dimensio´n menor a la original, el
objeto de la reduccio´n de la dimensio´n es proyectar los datos en este nuevo espacio.
A continuacio´n se describen brevemente algunos de los me´todos ma´s importantes,
distinguiendo entre me´todos lineales y no lineales.
Me´todos lineales
La te´cnica lineal cla´sica por antonomasia es el Ana´lisis de Componentes Princi-
pales (Principal Component Analysis, PCA) [Bishop, 1995] [Fukunaga, 1990]. Este
me´todo realiza un ana´lisis espectral de la matriz de covarianza de x,Cx. Dicha matriz
admite una descomposicio´n en autovalores y autovectores de la forma λkvk = Cxvk.
Los autovalores λk son reales y mayores o iguales que cero, dado que toda matriz
de covarianza es semidefinida positiva. Cada autovalor indica la dispersio´n o energ´ıa
asociada a la direccio´n dada por su correspondiente autovector. Una proyeccio´n del
tipo z = λ−1/2VTx, donde λ = diag({λ1, λ2, · · · , λD}) y V = {v1,v2, · · · ,vD}, tiene
la propiedad de proporcionar un conjunto de variables normalizadas y decorrelacio-
nadas, es decir, con Cz = I. Si llevamos a cabo la proyeccio´n u´nicamente sobre los
autovectores asociados a los mayores autovalores, proyectamos los datos sobre las
direcciones de mayor varianza. El teorema de Karhunen-Loe´ve demuestra que PCA
proporciona las proyecciones de menor error cuadra´tico medio. Es decir, la repre-
sentacio´n de un vector x sobre los d autovectores asociados a los autovalores ma´s
energe´ticos es la de menor error de reconstruccio´n de entre todas las trasformaciones
que podr´ıamos hacer a d dimensiones [Fukunaga, 1990]. Adema´s de las direcciones
de mayor energ´ıa, PCA sirve tambie´n para encontrar las de menor varianza, lo que
tambie´n tiene gran importancia en procesado de sen˜al. Algunas aplicaciones cen-
tran su atencio´n en las proyecciones asociadas a los autovalores ma´s pequen˜os, que
determinan el denominado subespacio de ruido [Feng, 2005].
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La versio´n probabil´ıstica de PCA presentada en [Tipping, 1999] utiliza un mo-
delo de variables latentes para determinar la relacio´n entre las observaciones y las
proyecciones. Este modelo es de tipo lineal, por lo que forma parte de la familia de
te´cnicas de ana´lisis de factores y tiene la forma
x = ATz+m+ ²
donde m es la media que se introduce en el modelo cuando trabajamos con datos no
centrados, y ² es el error de reconstruccio´n, para el que supone estad´ıstica gausiana
con varianza σ2. De esta forma, el modelo probabil´ıstico que relaciona a x y z es
p(x|z) = N (ATz+m, σ2I)
De esta forma, la matriz A es obtenida mediante un ajuste de ma´xima verosimi-
litud del modelo.
PCA es una te´cnica muy extendida cuando el criterio para la reduccio´n de la
dimensio´n no hace uso de momentos sobre los datos de orden mayor que dos; sin em-
bargo, es insuficiente si pretendemos obtener un conjunto de variables que, adema´s de
decorrelacionadas, sean estad´ısticamente independientes. Para conseguir este nuevo
objetivo surgen las te´cnicas, tambie´n lineales, de ana´lisis de componentes indepen-
dientes (Independent Component Analysis, ICA) [Hyvarinen, 2001]. En este caso, se
asume que x ha sido generada a partir de la variable desconocida s mediante la
transformacio´n tambie´n desconocida x = AT s. La tarea consiste en, de forma ciega,
obtener la inversio´n de la transformacio´n A.
Un esquema ICA ba´sico consta de una primera fase en la que se aplica PCA y una
segunda en la que, mediante una rotacio´n o transformacio´n ortonormal obtenemos
la independencia entre sen˜ales como an˜adido a la decorrelacio´n. Debido a que los
esquemas ICA hacen uso de criterios basados en teor´ıa de la informacio´n, sera´n
tratados en el Apartado 1.3.4 con mayor detalle.
En algunas aplicaciones, la naturaleza no negativa del problema hace que la des-
composicio´n de un vector en sus componentes principales no refleje la naturaleza
12 1.1. EL PROBLEMA DE LA REDUCCIO´N DE LA DIMENSIO´N
aditiva de los datos. Por ejemplo, en tratamiento digital de ima´genes, los valores de
los p´ıxeles son no negativos, y la imagen puede ser expresada como una composicio´n
de los elementos que la conforman. El me´todo de factorizacio´n matricial no-negativa
(Non-negative Matrix Factorization, NMF) proporciona una factorizacio´n aditiva, y
constituye una interesante alternativa a PCA. Su utilidad ha sido demostrada en
el aprendizaje no supervisado de ima´genes faciales y categorizacio´n de documentos
[Lee, 1999]. Las restricciones de no-negatividad fuerzan que un vector so´lo pueda re-
presentarse en la base obtenida mediante adiciones de partes; es decir, los coeficientes
que proyectan el vector en la base son siempre no negativos, por lo que la combina-
cio´n lineal de los elementos de la base es estrictamente aditiva. PCA lleva a cabo la
proyeccio´n z = WTx de forma que W puede ser una matriz de rango no completo,
por lo que se puede llevar a cabo una reconstruccio´n con pe´rdidas xˆ = ATz. En el
caso de que W y A sean de rango completo, se cumple W = A−1. Los vectores de
la matriz A pueden ser interpretados como una base de representacio´n, de forma
que el vector z indica los coeficientes de representacio´n en esa base. En el caso de
NMF, se fuerza que las matrices W y A sean tales que el vector de reconstruccio´n z
este´ constituido por elementos no negativos. La matriz A y los vectores zi se eligen
conjuntamente para que maximicen la verosimilitud
L =
N∑
i=1
(
zTi logA
Tzi − 1TATzi
)
donde 1 es un vector de unos. Esta verosimilitud corresponde a un modelo proba-
bil´ıstico que se interpreta de forma que cada vector xi es generado mediante un ruido
de Poisson que se suma a la proyeccio´n ATzi.
Hasta el momento, se han descrito algunos de los me´todos ma´s relevantes de
extraccio´n de caracter´ısticas lineal no supervisada. La principal limitacio´n de estos
me´todos es su incapacidad de hacer frente a situaciones en que los datos se articulan
conforme a una estructura subyacente que so´lo puede ser descrita mediante proyec-
ciones no lineales. En el siguiente apartado se describen las te´cnicas ma´s relevantes
de extraccio´n no lineal de caracter´ısticas.
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Me´todos no lineales
Dentro de las te´cnicas no lineales, las basadas en escalado multidimensional (Mul-
tidimensional Scaling, MDS) tratan de aplicar una transformacio´n no lineal a los
datos de forma que en el espacio d-dimensional resultante se conserven las distancias
eucl´ıdeas entre muestras del espacio original, o al menos se introduzca la mı´nima
distorsio´n [Backer, 1998]. El ejemplo cla´sico que ilustra el problema es el relativo a
la cartograf´ıa: ¿que´ proyeccio´n es la que mejor conserva las distancias al plasmar un
mapa-mundi en dos dimensiones?
El concepto de preservacio´n de distancias entre muestras (pero en este caso de
forma local) es utilizado en el me´todo de ajuste localmente lineal (Locally Linear
Embedding, LLE) [Roweis, 2000]. LLE asume una estructura localmente lineal en los
datos, de forma que cada muestra es susceptible de regresio´n lineal a partir de sus
vecinos ma´s pro´ximos. Esta regresio´n se hace escogiendo los pesos wij que minimizan
el error de reconstruccio´n local, de la forma
arg mı´n
{wij}
∑
i
|xi −
∑
j
wijxj|2 (1.1)
donde wij es el coeficiente de regresio´n de la muestra xi a partir de xj, con la restric-
cio´n
∑
j wij = 1. Se pretende que la regresio´n tenga lugar so´lo mediante las muestras
vecinas, por lo que se establece la restriccio´n adicional de que wij = 0 si xj no forma
parte de los K vecinos ma´s pro´ximos de xi o bien no pertenece a la hiperesfera de
radio r centrado en xi. Tanto K como r han de estar definidas de antemano. El fun-
cional en (1.1) junto con estas restricciones da lugar a un problema de programacio´n
cuadra´tica, que permite obtener los wij. El siguiente paso es encontrar una trans-
formacio´n no lineal a una dimensio´n menor, de forma que el error de reconstruccio´n
sea mı´nimo cuando se usan los coeficientes de reconstruccio´n que eran o´ptimos en el
espacio inicial. Es decir, se buscan las proyecciones no lineales zi que minimizan el
contraste
argmı´n
{zi}
∑
i
|zi −
∑
j
wijzj|2 (1.2)
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Para hacer que el problema de minimizar el funcional en (1.2) este´ bien condicionado,
se an˜aden las restricciones
∑
i zi = 0 y
1
N
zTi zi = I. De esta forma, el problema se
resuelve, de nuevo, mediante programacio´n cuadra´tica.
Otra te´cnica similar a LLE es la proyeccio´n isome´trica de patrones (Isometric
Feature Mapping, IsoMap) [Tenenbaum, 2000]. IsoMap tambie´n hace uso de un es-
quema basado en los K vecinos ma´s pro´ximos (K-Nearest Neighbors, KNN). En este
caso, el objetivo es obtener la proyeccio´n en baja dimensio´n que permita que las
distancias geode´sicas entre pares de muestras se conserven. Para ello se asume que,
a nivel de los vecinos ma´s pro´ximos, las distancia eucl´ıdea y geode´sica coinciden, por
lo que la distancia entre muestras lejanas ha de ser estimada como la composicio´n
de distancias entre las muestras intermedias. El algoritmo funciona como se muestra
en la Figura 1.4.
Inicializar la matriz D de distancias, donde Dij = d(xi,xj)
Imponer la condicio´n Dij =∞ si xi y xj no son vecinos.
Para k = 1 hasta N
Actualizo cada distancia Dij = mı´n(Dij, Dik +Dkj);
Fin
Obtener la proyeccio´n en d-dimensiones minimizando ‖τ(D)− τ(Dz)‖2, donde
Dz es la matriz de distancias eucl´ıdeas en d dimensiones
Figura 1.4: Funcionamiento del algoritmo IsoMap.
El operador τ(D) realiza un centrado de las matrices de distancias. El mı´nimo
global de ‖τ(D) − τ(Dz)‖2 se alcanza con cada zi obtenida mediante la proyeccio´n
en los d autovectores asociados a los mayores autovalores de la matriz τ(D).
Un me´todo que se encontrar´ıa a medio camino entre el aprendizaje de tipo neu-
ronal y la extraccio´n de caracter´ısticas es el de los mapas autoorganizados (Self-
Organizing Maps, SOM) [Kohonen, 2001]. Los SOM constituyen una familia de re-
des neuronales que proyectan las muestras en una malla de unidades o neuronas que
organizan sus vecindades de acuerdo con la estructura intr´ınseca de los datos. Las
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aplicaciones de los SOM son numerosas en aprendizaje no supervisado, aunque su
utilidad en el campo de reduccio´n de la dimensio´n es limitada, ya que los esque-
mas presentes en la literatura contemplan una dimensio´n de salida reducida. Esta
esta´ determinada por la forma en la que se construye la capa neuronal de salida, que
habitualmente consiste en una malla bidimensional de neuronas.
El esfuerzo por tratar de extender la filosof´ıa de PCA a un esquema no lineal,
conjuntamente con el desarrollo de las te´cnicas de aprendizaje conocidas como me´to-
dos nu´cleo (kernel), ha dado lugar al me´todo conocido como Kernel -PCA (KPCA)
[Scho¨lkopf, 1998]. Los me´todos nu´cleo llevan a cabo los procesos de aprendizaje
(clasificacio´n, regresio´n, etc.) en un espacio de Hilbert de alta (o incluso infinita) di-
mensio´n. Un nu´cleo es una funcio´n que da una medida de similitud entre dos puntos,
de la forma
k(xi,xj) = 〈φ(xi),φ(xj)〉 (1.3)
donde φ(x) es la funcio´n de transformacio´n a dicho espacio de Hilbert. El teorema
de Mercer garantiza la existencia de la factorizacio´n en (1.3) bajo la condicio´n de
que la funcio´n nu´cleo sea semidefinida positiva [Scho¨lkopf, 1998]. Esto permite tra-
bajar expl´ıcitamente con la funcio´n nu´cleo en lugar de con φ(x). La funcio´n nu´cleo
ma´s popular en la literatura es la basada en funciones de base radial (Radial Basis
Function, RBF), que tiene la forma
k(xi,xj) = exp(−γ‖xi − xj‖2)
KPCA resuelve el problema de autovalores
Nλα = Kα
donde K es la matriz Gram, dada por Kij = k(xi,xj).
La n-e´sima componente principal queda determinada por el autovector vn en el
espacio de Hilbert, correspondiente al autovalor λn, y viene dada por
〈vn,φ(x)〉 =
N∑
i=1
αni 〈φ(x)φ(xi)〉 =
N∑
i=1
αni k(x,xi) = Kα
n
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por lo que la proyeccio´n no lineal esta´ definida por el vector de coeficientes αn.
Una diferencia notable entre KPCA y su versio´n lineal es que ahora el nu´mero
de autovalores va´lidos (mayores que 0) puede ser, co´mo ma´ximo, igual al nu´mero
de muestras N ; en PCA este ma´ximo era igual a D, la dimensio´n del espacio de
representacio´n.
Tambie´n se ha definido una versio´n no lineal de ICA basada en nu´cleos. El me´todo
propuesto en [Bach, 2002] analiza la correlacio´n entre dos o ma´s proyecciones no
lineales sobre las variables de entrada. Se demuestra que esta correlacio´n es nula
so´lo si dichas proyecciones son estad´ısticamente independientes, en el caso del nu´cleo
RBF.
1.2. Extraccio´n de caracter´ısticas supervisada
Hasta el momento se han revisado las te´cnicas que reducen la dimensio´n de forma
no supervisada, obviando la labor de un bloque de procesado o aprendizaje posterior.
En lo que esta´ centrada la presente tesis es la extraccio´n de caracter´ısticas o´ptima
para clasificacio´n.
Existen dos metodolog´ıas diferenciadas para llevar a cabo la extraccio´n de carac-
ter´ısticas. Segu´n la aproximacio´n guiada por clasificacio´n (wrapper), los resultados
de clasificacio´n son realimentados al mo´dulo de extraccio´n o seleccio´n de caracter´ısti-
cas, de forma que el criterio que persigue el mo´dulo de reduccio´n de la dimensio´n
es minimizar la probabilidad de error. Los me´todos no guiados por la clasificacio´n
(filter), en cambio, siguen un criterio alternativo, de forma que no hay lazo de re-
alimentacio´n entre uno y otro bloque. Los me´todos no guiados tratan de maximizar
algu´n coste que este´ relacionado con la capacidad de discriminacio´n entre las clases;
de esta forma, se persigue que el clasificador resuelva un problema ma´s sencillo. En
realidad, cabe distinguir una tercera categor´ıa: los me´todos incrustados (embedded),
que llevan a cabo la seleccio´n de variables de forma acoplada al entrenamiento del
clasificador [Guyon, 2003] . En lo sucesivo, los me´todos incrustados se considerara´n
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como guiados por clasificacio´n, ya que se encuentran conceptualmente ma´s cerca de
e´stos.
1.2.1. Me´todos guiados por clasificacio´n
Los me´todos wrapper recogidos en la literatura se han interesado mayoritaria-
mente por la seleccio´n en lugar de la extraccio´n de caracter´ısticas. Esto se debe a
que es ma´s fa´cil determinar las variables que son o no relevantes para clasificacio´n
que construir una funcio´n de transformacio´n sobre las variables que sea o´ptima en
te´rminos de error.
En [Kohavi, 1997] se propone un me´todo de seleccio´n de tipo wrapper que es
independiente del clasificador. Este me´todo funciona construyendo un grafo en el
que cada nodo representa a un subconjunto de variables, codificado mediante una
secuencia binaria de longitud D, en la que cada bit indica si la variable ha sido
seleccionada o no. Dos nodos del grafo esta´n conectados si su distancia (de Hamming)
es 1. El taman˜o del grafo es 2D. La bu´squeda del nodo o´ptimo se realiza mediante
un motor de bu´squeda en grafos.
Sin embargo, la mayor parte de los me´todos propuestos en la literatura enfocan el
problema de la seleccio´n de variables teniendo en cuenta el clasificador concreto para
el que se eligen. En [Leray, 1999] se recopilan algunas de las te´cnicas guiadas por
clasificacio´n en el a´mbito de las redes neuronales, y se proporciona una clasificacio´n
de estos me´todos de acuerdo con tres categor´ıas: me´todos de primer, de segundo y
de tercer orden. La diferencia entre ellos responde a si se tienen en cuenta so´lo los
para´metros de la red (los pesos) o si tambie´n lo hacen sus derivadas en primer o
segundo orden.
La aparicio´n de las ma´quinas de vectores soporte (Support Vector Machines,
SVM) ha supuesto la propuesta de interesantes me´todos de tipo guiado para mejo-
rar la capacidad de generalizacio´n de las ma´quinas obtenidas (es decir, la capacidad
para clasificar correctamente nuevas muestras). La funcio´n de clasificacio´n trazada
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por una SVM tiene la forma
f(x) = wTφ(x) + b =
∑
i
αiyik(xi,x) + b (1.4)
donde w es un vector de proyeccio´n en el espacio de Hilbert, y por tanto de alta
o infinita dimensio´n. Esta transformacio´n se puede explicitar mediante el uso de
una funcio´n nu´cleo k(xi,x) conforme a (1.3). Los pesos αi se obtienen mediante la
minimizacio´n del funcional
L = ‖w‖2 + C
∑
i
ξi (1.5)
donde cada ξi denota el coste de clasificacio´n de la muestra i, de acuerdo con alguna
de las funciones de coste propuestas [Scholkopf, 2002]. La norma cuadra´tica, para
clasificadores no lineales, viene expresada en te´rminos del nu´cleo de la forma
‖w‖2 =
∑
i
∑
j
αiαjyiyjk(xi,xj)
El me´todo de seleccio´n basado en la norma l0 trata de aplicar un vector de pesos a
las muestras de entrenamiento previamente a la construccio´n de la ma´quina [Weston,
2001a]. Se intenta minimizar la norma l0 de este vector de pesos, es decir, el nu´mero
de elementos no nulos. Dado que este problema tiene complejidad combinatoria, los
autores proponen distintos problemas de optimizacio´n que minimizan otros tipos de
coste alternativos sobre los pesos.
La teor´ıa de aprendizaje estad´ıstico incluye una cota superior al error de genera-
lizacio´n que ha sido propuesta para seleccio´n de caracter´ısticas en [Weston, 2001b] y
aplicada a extraccio´n de caracter´ısticas [Leiva-Murillo, 2004]. La cota a la probabi-
lidad de error viene dada por
pe ≤ 1
N
‖w‖2R2 = 1
N
R2
M2
(1.6)
donde R es el radio de la hiperesfera que circunscribe a los datos y M = 1/‖w‖2
el margen de clasificacio´n. Ambas magnitudes son tomadas sobre el espacio de ca-
racter´ısticas transformado de Hilbert. El me´todo propuesto en [Weston, 2001b] sigue
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un procedimiento similar al de la minimizacio´n de la norma l0 de [Weston, 2001a],
aplicando un vector de pesos a las variables, que se hara´n nulos cuando esas va-
riables sean irrelevantes. Este resultado se generalizo´ en [Leiva-Murillo, 2004] para
extraccio´n de caracter´ısticas, de forma que la funcio´n R2/M2 quedaba caracterizada
en funcio´n de una matriz de transformacio´n z = WTx, sobre la que se aplica una
maximizacio´n mediante ascenso por el gradiente
∂R2/M2
∂W
.
En [Rakotomamonjy, 2003] tambie´n se ha propuesto la maximizacio´n de la cota
en (1.6), pero incluyendo informacio´n sobre la derivada respecto a los pesos, estable-
ciendo un paralelismo con los me´todos de primer orden que se describ´ıan en [Leray,
1999] para las redes neuronales.
La eliminacio´n recursiva de caracter´ısticas (Recursive Feature Elimination, RFE-
SVM) propone un me´todo en el que iterativamente se van eliminando caracter´ısticas,
a la vez que se actualiza una lista con una ordenacio´n de las caracter´ısticas por
relevancia [Guyon, 2002]. El criterio para eliminar una variable es su incidencia en
el margen, es decir, se elimina la variable cuya ausencia no altera el valor del nuevo
margen.
Modificando el funcional en (1.5) y usando norma l1 en lugar de norma l2 para
penalizar la complejidad del modelo, se llega a soluciones dispersas. Esta propiedad
ha sido aplicada a modelos lineales en [Bi, 2003] para problemas de regresio´n, lo
que da lugar a una seleccio´n de caracter´ısticas impl´ıcita, ya que muchos de los pesos
se hacen nulos. Combinando varios modelos lineales para varios subconjuntos de
muestras, se llega a un subconjunto de variables relevantes. Con ellas, se construye
una SVM no lineal, que sera´ el clasificador finalmente considerado.
En este apartado se ha prestado una especial atencio´n a los me´todos guiados ba-
sados en me´todos nu´cleo, ya que e´stos son los que esta´n recibiendo mayor atencio´n
en la literatura. Estos me´todos tienen el inconveniente de requerir una alta com-
plejidad computacional, ya que la valoracio´n de cada conjunto de variables exige la
construccio´n y evaluacio´n de un clasificador. Para conjuntos de datos con muchas
muestras o muchas variables, la utilizacio´n de estos me´todos puede ser inviable. En
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tales casos, puede ser conveniente usar un me´todo de tipo filter. En el siguiente apar-
tado se realiza una revisio´n de estos me´todos que no exigen la construccio´n de un
clasificador.
1.2.2. Me´todos no guiados por clasificacio´n
Los me´todos guiados exigen la evaluacio´n del clasificador sobre los datos transfor-
mados de acuerdo con la funcio´n de seleccio´n/extraccio´n f(x). Esto puede ser compu-
tacionalmente costoso para algunos me´todos de clasificacio´n. Adema´s, se pretende
que el conjunto de caracter´ısticas extra´ıdas sea el ma´s representativo independiente-
mente del clasificador considerado. Por ello es conveniente el uso de una funcio´n de
coste alternativa a la propia del clasificador. Los me´todos no guiados hacen uso de
funciones de contraste que reflejan la disparidad entre las clases, para de esta for-
ma encontrar la transformacio´n que de´ lugar a caracter´ısticas lo ma´s discriminativas
como sea posible.
La mayor parte de los me´todos propuestos en la literatura sobre reduccio´n de la
dimensio´n abordan el problema de la extraccio´n lineal de caracter´ısticas o bien el de
la seleccio´n, mientras que las transformaciones no lineales han recibido una atencio´n
menor. En realidad, la decisio´n sobre el uso de un extractor de caracter´ısticas lineal
o no lineal viene condicionada por el tipo de clasificador que le sucede. Un extractor
no lineal debe ser capaz de caracterizar la variedad sobre la que se distribuyen los
datos, y proyectarla de forma que un simple clasificador lineal pueda discriminar
entre clases. Del mismo modo, un me´todo de extraccio´n lineal no ser´ıa capaz de
extraer las caracter´ısticas no lineales que pudiera haber en los datos, por lo que
necesitar´ıa un clasificador que s´ı pudiese trazar fronteras de tipo no lineal. Como
ejemplo del potencial de esta u´ltima metodolog´ıa, se han descrito resultados en los
que las prestaciones de un sencillo clasificador KNN son dra´sticamente mejoradas
mediante una apropiada transformacio´n lineal, encontrando una adecuada me´trica
ponderada de la forma d(xi,xj) = (xi−xj)TQ(xi−xj) [Goldberger, 2005]. Buscar la
mejor matriz de ponderacio´n Q equivale a buscar la mejor proyeccio´n del tipo Ax ya
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que, si Q = ATA, entonces d(xi,xj) = (Axi−Axj)T (Axi−Axj). Para encontrar la
A o´ptima, se define una relacio´n de vecindad “blanda” en te´rminos probabil´ısticos:
si Pij es la probabilidad estimada de que la muestra xi sea vecina de xj, el funcional
a maximizar tiene la forma de estimacio´n de la precisio´n de un clasificador KNN
F (A) =
∑
i
∑
j∈Iyi
Pij =
∑
i
∑
j∈Iyi
exp(−|Axi −Axj|2)∑
t6=i exp(−|Axi −Axt|2)
donde Iyi es el conjunto de ı´ndices de las muestras pertenecientes a la clase yi. Dado
que el funcional es fa´cilmente derivable respecto a A, admite una maximizacio´n
mediante ascenso por gradiente.
Un me´todo de seleccio´n de tipo no guiado suele actuar en dos direcciones si-
multa´neas a la hora de realizar la purga y ordenacio´n de variables. En primer lugar,
busca aquellas que son ma´s relevantes para clasificacio´n. En segundo lugar, trata de
minimizar la redundancia entre las variables seleccionadas [Yu, 2004]. A continuacio´n
se realiza una revisio´n de los criterios de relevancia y de redundancia y los me´todos
propuestos para la maximizacio´n de aquella y la minimizacio´n de e´sta.
Criterios de relevancia basados en contrastes lineales
En el a´mbito de la clasificacio´n, la relevancia de una caracter´ıstica viene dada
por su capacidad de discriminacio´n entre clases. Las variables que se han de buscar
son por tanto las que maximicen el grado de separacio´n entre las muestras corres-
pondientes a las distintas clases.
El ana´lisis de correlaciones cano´nicas (Canonical Correlation Analysis, CCA),
realiza un ana´lisis espectral similar al de PCA, pero ahora teniendo en cuenta la
correlacio´n cruzada entre dos variables, lo que nos permite llevar a cabo algu´n tipo
de supervisio´n [Hotelling, 1936] [Hardoon, 2004]. El objetivo de CCA es obtener un
par de transformaciones lineales tales que aplicadas a dos vectores de sen˜ales, la
correlacio´n entre las salidas es ma´xima. Para poder aplicar CCA a un problema de
clasificacio´n se debe acondicionar la variable que define a las clases a tal efecto. Para
ello transformamos la variable y en el vector y mediante su dicotomizacio´n: y es un
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vector de longitud Nc, y su posicio´n j-e´sima vale 1 si la muestra pertenece a la clase
cj; en otro caso vale 0. La correlacio´n entre W
T
xx y W
T
y y, que es lo que se pretende
maximizar, viene dada por
ρxy =
WTxCxyWy
(WTxCxxWx)
1/2(WTyCyyWy)
1/2
(1.7)
El problema se puede plantear como una descomposicio´n generalizada en auto-
valores y autovectores de la forma Aw = λBw, donde A =
Cx 0
0 Cy
 y
B =
 0 Cxy
Cyx 0
.
Las proyecciones que maximizan la correlacio´n en (1.7) son las dadas por los
autovectores asociados a los mayores autovalores.
El ana´lisis de discriminantes lineales (Linear Discriminant Analysis, LDA) fue
propuesto por Fisher en los an˜os 30, y au´n proporciona prestaciones competitivas
cuando es comparado con me´todos del estado del arte [Fukunaga, 1990]. En LDA, se
ha de maximizar una magnitud que exprese la distancia entre las clases, a la par que
minimizar un valor que exprese la dispersio´n de las mismas [Li, 2006]. El esquema
cla´sico busca la matriz de proyeccio´n W que maximiza la siguiente magnitud
JF (W) = tr
(WTSbW
WTSwW
)
(1.8)
donde Sb =
∑Nc
l=1 P (cl)(ml −m)(ml −m)T es la matriz de dispersio´n entre clases,
siendo ml la media de la clase cl, m la media de todas las muestras y P (cl) la
probabilidad a-priori de la clase cl; Sw =
∑Nc
l=1 P (cl)Cl es la matriz de dispersio´n
interna, siendo Cl la matriz de covarianza de la clase cl. La solucio´n de este problema
viene dada por los autovectores de la matriz S−1w Sb. Los autovectores asociados a los
mayores autovalores son los que proporcionan el valor ma´s alto del contraste. El coste
de LDA en (1.8) contempla un doble objetivo. Por un lado, minimiza la dispersio´n
entre las muestras pertenecientes a una misma clase. Por otro, maximiza la dispersio´n
entre las muestras que pertenecen a distintas clases.
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El esquema ba´sico LDA presenta varios inconvenientes. Para empezar, el rango
de la matriz S−1w Sb es Nc − 1, por lo que e´ste es el nu´mero ma´ximo de autovalores
positivos resultantes y, por tanto, la dimensio´n ma´xima a la salida. En un problema
bi-clase, proporciona una u´nica proyeccio´n, que puede considerarse como la normal
del hiperplano de separacio´n entre las clases.
Otro problema de LDA (aunque no es exclusivo a este me´todo) es la degeneracio´n
de la solucio´n cuando hay pocas muestras en comparacio´n con la dimensio´n (lo que
se denomina en la literatura “small sample size problem”). En ese caso, la matriz
Sw puede tener aun menos autovalores positivos. Se han propuesto muchos esque-
mas para aliviar este efecto, ba´sicamente tratando de regularizar la matriz Sw. Una
revisio´n de los me´todos propuestos para este fin puede encontrarse en [Li, 2006].
Para paliar problemas de bajo taman˜o muestral se ha planteado otra alternativa a
LDA que se basa en un criterio de ma´ximo margen [Li, 2006]. El criterio de dispersio´n
tiene ahora la forma
J ′F =
1
2
Nc∑
l=1
Nc∑
j=1
P (cl)P (cj)d(cl, cj)
donde d(·, ·) es alguna medida de distancia entre clases. Para tener en cuenta tanto
la dispersio´n entre clases como la interna, se propone el uso de la distancia
d(cl, cj) = dE(ml,mj)− tr(Cl)− tr(Cj)
donde dE(ml,mj) = (ml −mj)(ml −mj)T , y los otros dos te´rminos penalizan la
dispersio´n interna de las clases.
En [Mart´ınez, 2005] se propone un ana´lisis de las matrices Sw y Sb para concluir en
que´ casos LDA proporciona proyecciones fiables (y por tanto cua´ndo es conveniente
su aplicacio´n) y en cua´les no, en te´rminos de a´ngulos entre los autovectores de ambas
matrices. Para aliviar el problema que supone que este a´ngulo sea pequen˜o (lo que
se traduce en una baja capacidad de generalizacio´n) se sugiere realizar la bu´squeda
de las proyecciones en el subespacio complementario a los autovectores de Sw.
Otra limitacio´n de LDA es el hecho de no conservar las distancias entre las clases
en el espacio proyectado, a no ser que se tomen los autovectores de todos los au-
24 1.2. EXTRACCIO´N DE CARACTERI´STICAS SUPERVISADA
tovalores positivos. Para contrarrestar este problema, se ha propuesto el algoritmo
basado en el criterio de Fisher ponderado “por parejas” (Weighted Pairwise Fisher
Criteria, aPAC) [Loog, 2001]. La definicio´n alternativa para Sb en aPAC es
SB =
Nc−1∑
l=1
Nc∑
j=l+1
P (cl)P (cj)(ml −mj)(ml −mj)T (1.9)
Esta nueva matriz tiene la propiedad de considerar distancias entre clases una a
una, lo que permite tener en cuenta la particularidad de cada par de clases.
Otra cr´ıtica que se ha hecho a LDA es su incapacidad para tratar correctamente
los datos heterosceda´sticos (es decir, aquellos distribuidos conforme a matrices de
covarianza muy distintas para cada clase). Aunque el contraste a maximizar por LDA
(1.8) tiene en cuenta dichas matrices en la matriz de dispersio´n interna Sw, no lo
hace en la matriz de dispersio´n externa Sb, perdie´ndose una informacio´n valiosa sobre
la disparidad de estructura de los datos [Loog, 2004]. Para paliar esta limitacio´n se
propone el uso de la distancia de Chernoff como criterio de separabilidad [Fukunaga,
1990]. La distancia de Chernoff entre dos clases cl y cj esta´ definida a partir de sus
funciones de densidad de la forma
dC(cl, cj) = − log
∫
pα(x|cl)p1−α(x|cj)dx (1.10)
donde α ∈ (0, 1), y p(x|cl) es la densidad de probabilidad de x condicionada a la
clase cl. Aunque en [Cover, 2006] se define la distancia de Chernoff como la menor
de todas las proporcionadas barriendo el valor de α, en este trabajo se ajusta, como
se vera´, mediante otro criterio. La distancia de Chernoff tiene la propiedad de que su
particularizacio´n para distribuciones normales es resoluble anal´ıticamente y da lugar
a un discriminante en te´rminos de momentos de primer y segundo orden
dC(cl, cj) = (ml −mj)T
(
αCl + (1− α)Cj
)−1
(ml −mj)
+
1
α(1− α) log
|αCl + (1− α)Cj|
|Cl|α|Cj|1−α
(1.11)
Basa´ndose en esta distancia, en [Loog, 2004] se propone la siguiente definicio´n alter-
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nativa de la matriz de dispersio´n Sb
Sb = S
−1/2(ml−mj)(ml−mj)TS−1/2+ 1
α(1− α)(logS−α logCl−(1−α)Cj) (1.12)
donde S = αCl + (1− α)Cj.
El ajuste del valor de α se realiza teniendo en cuenta que la matriz Sw segu´n (1.12)
y la que se definio´ para LDA en (1.8) han de coincidir para el caso homosceda´stico
(ide´nticas matrices de covarianza para cada clase). Eso lleva a establecer los valores
α = P (c0) y 1− α = P (c1) para el caso binario. La generalizacio´n al caso multiclase
es inmediato.
La particularizacio´n de (1.10) al caso α = 1/2 da lugar a la distancia de Bhat-
tacharyya [Fukunaga, 1990], que tambie´n ha sido usada como criterio en seleccio´n y
extraccio´n de caracter´ısticas. Esta distancia se deduce fa´cilmente de (1.11) y viene
dada por
dB(cl, cj) =
1
8
(ml −mj)T
(
Cl +Cj
2
)−1
(ml −mj) + 1
2
log
|(Cl +Cj)/2|
|Cl|1/2|Cj|1/2 (1.13)
La distancia de Bhattacharyya proporciona una cota superior al error de Bayes
[Fukunaga, 1990]. La cota viene dada por
pe ≤ 1
2
exp(−dB)
donde pe es el error de Bayes. Aunque la cota es poco ajustada, legitima el uso de
dB como criterio para extraccio´n de caracter´ısticas [Hsieh, 2006].
El uso de la distancia de Bhattacharyya ha sido propuesto para seleccio´n de
caracter´ısticas en [Mao, 2003]. En este caso, se lleva a cabo una ortogonalizacio´n
de los datos que da lugar a matrices de covarianza diagonales. De esta forma, se
puede evaluar dB para cada caracter´ıstica individualmente. Mediante una bu´squeda
incremental, se an˜aden una a una las variables asociadas a una mayor distancia en
cada paso.
Otro esquema basado en la distancia de Bhattacharyya es el que se propone
en [Hsieh, 2006]. Este trabajo esta´ basado en un algoritmo propuesto en [Hsieh,
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1998], que obtiene caracter´ısticas relevantes alternando el criterio de disparidad de
medias y el de disparidad de covarianza. El procedimiento consiste en combinar
el criterio aPAC ya explicado y la extraccio´n de caracter´ısticas con medias comunes
(Common-Mean Feature Extraction, CMFE). Obteniendo secuencialmente proyeccio-
nes de acuerdo con ambos criterios se logran proyecciones que sean discriminativas
tanto en distancia entre sus medias como en disparidad en sus varianzas. Paralela-
mente a este procedimiento, se proporciona una estimacio´n de la probabilidad de
error. Para ello se propone una distancia construida de forma heur´ıstica a partir
de simulaciones de forma que la cota de Bhattacharyya pasa a convertirse en una
estimacio´n. Es decir, se propone una distancia d′B, similar a la mostrada en (1.13)
pero con los coeficientes y exponentes modificados de forma que la aproximacio´n
pe ≈ −0,5 exp(d′B) sea va´lida.
Una forma razonable de llevar a cabo seleccio´n de caracter´ısticas sobre clasifica-
dores lineales es disen˜ar las funciones de discriminacio´n del tipo f(x) = wTx + b
para interpretar el resultado en te´rminos de seleccio´n y valoracio´n de la importancia
de cada caracter´ıstica: cada elemento de w proporciona una idea del peso que tiene
cada variable en la funcio´n de discriminacio´n. Una generalizacio´n de la desigualdad
de Chebychev-Cantelli proporciona una cota al error de clasificacio´n [Bhattacharyya,
2004] de estos discriminantes. Si llamamos H al hiperplano que cumple wTx < b, la
desigualdad se expresa como
P (x ∈ H) ≥ s
2
s2 +wTCw
donde s = ma´x(b − wTm, 0), siendo m y C la media y covarianza de x. Una for-
mulacio´n basada en programacio´n cuadra´tica con restricciones co´nicas da lugar al
algoritmo propuesto en [Bhattacharyya, 2004].
Para finalizar, se revisan algunos de los me´todos de extraccio´n basados en discri-
minacio´n lineal y que son considerados como me´todos cla´sicos en la literatura. Los
ma´s relevantes son los siguientes:
Regresion inversa “en rodajas” (Sliced Inverse Regression, SIR). Este me´todo
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realiza la extraccio´n de caracter´ısticas mediante una regresio´n inversa, en la
que x es estimada a partir de y. El dominio de y ha de ser discretizado, por
lo que es dividido en “rodajas”. En un problema de clasificacio´n, esta cuan-
tificacio´n ya esta´ hecha, y hay tantas rodajas como clases. Entonces se lleva
a cabo un procedimiento de tipo PCA a una matriz de covarianza ponderada
M =
∑Nc
k=1 P (ck)mkm
T
k . La matriz de transformacio´n W se obtiene de los
autovectores asociados a los autovalores mayores de M [Li, 1991].
Mı´nimos cuadrados parciales (Partial Least Square, PLS). Se considera una ver-
sio´n supervisada de PCA, dado que tiene en cuenta los coeficientes de error
mı´nimo-cuadra´tico que permiten hacer regresio´n lineal sobre y [Hastie, 1998].
Se parte de una proyeccio´n que aproxima y a partir de x con un error mı´nimo; es
decir, se obtiene w1 tal que t = w1
Tx es una estimacio´n de y de mı´nimo error.
El resto de las proyecciones se obtienen de la misma forma, pero buscando en
el espacio complementario a las proyecciones ya obtenidas.
Direcciones principales de la Hessiana (Principal Hessian Directions,
PHD). Este me´todo trata de encontrar las componentes principales de
la matriz Hessiana de la funcio´n de reconstruccio´n de y a partir de x. Si se
asume linealidad en esta funcio´n, dicha matriz esta´ constituida por coeficientes
de regresio´n lineales. El objetivo es encontrar las direcciones principales de esta
matriz de coeficientes, lo que lleva de nuevo a un problema de descomposicio´n
en autovalores y autovectores [Li, 1992].
Criterios de redundancia entre variables
En la mayor´ıa de los me´todos extraccio´n de caracter´ısticas propuestos en la lite-
ratura, una forma de garantizar una baja redundancia en las proyecciones obtenidas
es imponer ortogonalidad en dichas proyecciones. De esta forma se puede inducir
decorrelacio´n sobre las caracter´ısticas obtenidas, si las originales esta´n decorrelacio-
nadas. Aunque el hecho de que las proyecciones este´n decorrelacionadas no significa
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que sean estad´ısticamente independientes, la anulacio´n de los momentos cruzados
de primer y segundo orden puede eliminar gran parte de la dependencia estad´ıstica
entre las caracter´ısticas.
En los me´todos de seleccio´n de caracter´ısticas no se puede imponer ortogonalidad
ni decorrelacio´n. Algunos me´todos de seleccio´n usan el concepto de “cubierta” de
Markov (Markov Blanket, MB) para el ana´lisis de la redundancia entre variables
[Koller, 1996] [Fleuret, 2004], a partir de un modelo markoviano de relacio´n entre
las mismas. Es decir, se asume una dependencia del tipo A → B → C, de modo
que P (C|B,A) = P (C|B) y P (C|A) = P (C). Se dice que un conjunto de variables
M es una cubierta de otra variable fk si el conjunto de todas las dema´s variables es
condicionalmente independiente de fk dado M ; es decir, si
P (fk|M,F −M − fk) = P (fk|M)
donde F es el conjunto de todas las variables. La cubierta de una variable, por tanto,
es el conjunto de caracter´ısticas tales que la probabilidad de aquella condicionada a
e´ste no depende del resto de variables.
Con conjuntos de datos dados por variables discretas, las probabilidades pueden
ser estimadas de forma sencilla a partir de las tablas emp´ıricas de coocurrencias. Si
las variables son continuas, se ha de estimar la densidad de probabilidad, lo que hace
ma´s dif´ıcil caracterizar estas relaciones de dependencia. En el siguiente apartado, se
realiza una revisio´n de los me´todos basados en teor´ıa de la informacio´n, que hacen un
uso intensivo del modelado de densidades de probabilidad, y que establece un marco
ma´s apropiado para el ana´lisis conjunto de la relevancia y la redundancia presentes
en un conjunto de variables.
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1.3. Criterios basados en teor´ıa de la informacio´n
La aparicio´n de la teor´ıa de la informacio´n de Shannon a mediados del siglo
XX vino a cuantificar los conceptos de informacio´n o incertidumbre, as´ı como a
describir de forma matema´tica la transmisio´n de informacio´n a trave´s de un canal
de comunicaciones [Shannon, 1948]. Aparte de las telecomunicaciones, esta teor´ıa ha
tenido una profunda influencia en estad´ıstica, economı´a, etc.
Poco despue´s de la formulacio´n de esta teor´ıa por Shannon, surgio´ la intuicio´n
de que los conceptos ah´ı descritos podr´ıan explicar el procesado neurolo´gico de la
informacio´n sensorial en los humanos y animales. Ya el trabajo pionero de Attneave
(1954) suger´ıa que nuestro sistema perceptual elimina redundancias en su estimula-
cio´n y codifica dicha informacio´n. Posteriores experimentos sobre la visio´n humana
sugieren que nuestra capacidad perceptiva se situ´a en torno a los 40-50 bits/s aun
cuando la tasa de adquisicio´n de la retina llega hasta los 500.000 bits/s [Atick, 1992].
Experimentos similares con la capacidad auditiva arrojan resultados parecidos: la
entrop´ıa perceptual de la mu´sica digital esta´ cifrada en 2,1 bits/muestra, lo cual
constituye la cota que tratan de alcanzar los sistemas de codificacio´n perceptual de
audio [Painter, 2000]. Este “cuello de botella” en cuanto a la informacio´n transmi-
tida de los sensores al cerebro ha inspirado la bu´squeda de esquemas basados en
redes neuronales artificiales que reduzca la redundancia tanto como sea posible para
mejorar las prestaciones de la misma.
En el campo de la reduccio´n de la dimensio´n, por tanto, la teor´ıa de la informa-
cio´n ofrece un soporte indiscutible. Dado que el problema a resolver en extraccio´n y
seleccio´n de caracter´ısticas es obtener caracter´ısticas relevantes as´ı como poco redun-
dantes entre s´ı, esta teor´ıa dispone de las herramientas necesarias para cuantificar el
grado de dependencia entre cada caracter´ıstica a obtener y la variable de referencia
(las clases) as´ı como entre las propias caracter´ısticas.
A continuacio´n se expondra´n los conceptos ba´sicos de teor´ıa de la informacio´n
necesarios para su aplicacio´n al problema del aprendizaje. Despue´s se describe el
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soporte teo´rico que justifica la aplicacio´n de la informacio´n mutua como criterio
en aprendizaje y reduccio´n de la dimensio´n. Tras ello, se aborda el problema del
modelado de FDPs, que es un paso previo en la mayor´ıa de los me´todos propuestos
en la literatura que hacen uso de la teor´ıa de la informacio´n. Por u´ltimo se describe
el estado del arte en este a´mbito del aprendizaje, prestando especial atencio´n a los
me´todos de reduccio´n de la dimensio´n propuestos en la literatura.
1.3.1. Conceptos ba´sicos de teor´ıa de la informacio´n
La teor´ıa de la informacio´n define el grado de dependencia estad´ıstica entre dos
variables aleatorias a partir del concepto de informacio´n mutua. El nombre hace
referencia al hecho de que lo que se mide es la informacio´n que contiene una variable
acerca del valor de alguna otra. La informacio´n mutua puede definirse a partir de
la divergencia de Kullback-Leibler (KL) [Cover, 2006]. Esta divergencia viene dada,
para dos distribuciones de probabilidades discretas P y Q con el mismo dominio
X, Y ∈ {x1,x2, . . . ,xL}, por
DKL(P,Q) = EP (x)
{
P (x)
Q(x)
}
=
L∑
l=1
P (xl) log
P (xl)
Q(xl)
En concreto, la informacio´n mutua entre las variables X e Y se define como
la divergencia KL entre la distribucio´n conjunta PXY (x,y) y el producto de las
distribuciones marginales PX(x) y PY (y)
I(X, Y ) = DKL(PXY , PXPY ) =
LX∑
lx=1
LY∑
ly=1
PXY (xlx ,yly) log
PXY (xlx ,yly)
PX(xlx)PY (yly)
ya que ahora X e Y pueden tener distinto dominio, X ∈ {x1,x2, . . . ,xLX},
Y ∈ {y1,y2, . . . ,yLY }. La informacio´n mutua mide el grado de dependencia estad´ısti-
ca entre dos o ma´s variables. Es por tanto una medida de reduccio´n de la incerti-
dumbre que tenemos sobre el valor de una variable una vez que conocemos el de la
otra.
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El concepto de entrop´ıa o “autoinformacio´n” se define sobre una u´nica variable,
cuando e´sta es discreta, como
H(X) = I(X,X) = −
L∑
l=1
PX(xl) logPX(xl)
La entrop´ıa recibe tambie´n el nombre de informacio´n media, ya que proporciona
el valor medio de la informacio´n contenida por cada estado de una variable aleatoria,
y que de acuerdo con la definicio´n de Hartley y adoptada por Shannon [Arndt, 2001],
es Ixl = log
1
P (xl)
.
De igual modo, la informacio´n mutua entre dos variables continuas se define a
partir del operador integral en lugar del sumatorio, y a partir de las funciones de
densidad de probabilidad (FDP) pX(x), pY (y) y pXY (x,y) en lugar de las funciones
de distribucio´n, de la forma
I(X,Y ) = DKL (pXY (x,y), pX(x)pY (y)) =
∫
x
∫
y
pXY (x,y) log
pXY (x,y)
pX(x)pY (y)
dxdy
(1.14)
La entrop´ıa diferencial es la generalizacio´n del concepto de entrop´ıa para variables
aleatorias continuas, y se define como
h(X) = −
∫
pX(x) log pX(x)dx (1.15)
Informacio´n mutua y entrop´ıa diferencial esta´n relacionadas de la forma
I(X,Y ) = h(X)− h(X|Y ) (1.16)
Esta tesis se centra en los problemas de clasificacio´n, por lo que en lo sucesivo
se asumira´ una variable X multidimensional y continua y una variable Y discreta
y unidimensional que puede tomar los valores Y ∈ {c1, c2, . . . , cL}. En tal caso, la
integral en (1.14) para Y pasar´ıa a ser un sumatorio
I(X, Y ) =
L∑
l=1
∫
x
pXY (x, cl) log
pXY (x, cl)
pX(x)PY (cl)
dx (1.17)
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Una definicio´n de entrop´ıa alternativa a la de Shannon es la propuesta por Renyi
[Arndt, 2001]. En realidad, Renyi define una familia de entrop´ıas que comprende a
la propia entrop´ıa de Shannon. La entrop´ıa de Renyi de orden α se define como
hαR(X) =
1
1− α log
∫
pαX(x)dx (1.18)
Aunque el valor de (1.18) esta´ indefinido para α = 1, existe una equivalencia con
la entrop´ıa de Shannon, ya que es fa´cil comprobar que l´ımα→1 hαR(X) = h(X).
De forma similar, Renyi redefine la divergencia entre FDPs, de la forma
DαR(p, q) =
1
1− α log
∫
pα(x)
qα−1(x)
dx
El caso particular de α = 2 es el ma´s extendido en la literatura y da lugar a la
siguiente definicio´n de informacio´n mutua
IR(X,Y ) = − log
∑
k
∫
p2XY (x, cl)
pX(x)PY (cl)
dz
La principal ventaja de la entrop´ıa y la informacio´n mutua de Renyi frente a las
definiciones de Shannon es que la integral esta´ dentro del logaritmo, lo que la hace
ma´s fa´cilmente tratable.
Aparte de la entrop´ıa de Renyi, se han definido otras divergencias alternativas
que han dado lugar a distintas medidas de “pseudo”-informacio´n mutua. E´stas son
escogidas de forma que cumplan las principales propiedades de la divergencia KL, es
decir:
1. DKL(p, q) ≥ 0
2. DKL(p, q) = 0 ⇐⇒ p = q
En la geometr´ıa eucl´ıdea podemos encontrar propiedades que nos sirvan para
definir estas medidas de divergencia. Uno de los resultados fundamentales de la geo-
metr´ıa es que para dos vectores cualesquiera u y v se cumple
‖u− v‖2 ≥ 0 (1.19)
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Como puede verse, la magnitud ‖u−v‖2 cumple para los vectores las mismas propie-
dades que deseamos para una medida de divergencia sobre FDPs. Consideremos el
espacio de las densidades de probabilidad como un espacio vectorial con el siguiente
producto escalar
p · q = 〈p, q〉 =
∫
p(x)q(x)dx
Entonces, la desigualdad en (1.19) puede ser utilizada como medida de divergencia
sin ma´s que sustituir los vectores u y v por funciones de densidad sobre los que opera
el producto escalar en (1.19). De esta forma definimos la divergencia cuadra´tica como
DQ(p, q) = ‖p− q‖2 = p · p+ q · q − 2p · q
=
∫
p2(v)dv +
∫
q2(v)dv − 2
∫
p(v)q(v)dv
(1.20)
Puede verificarse fa´cilmente que esta divergencia cumple las dos propiedades men-
cionadas de DKL.
Por otro lado, la desigualdad de Cauchy-Schwartz nos dice
‖u‖2‖v‖2 ≥ (uTv)2 (1.21)
que tambie´n puede plantearse en te´rminos de una magnitud que sea no negativa
‖u‖2‖v‖2
(u · v)2 ≥ 1→ log
‖u‖2‖v‖2
(u · v)2 ≥ 0
Igual que en el caso de la desigualdad cuadra´tica en (1.19), queda traducido en
te´rminos de divergencia de FDPs como
DCS(p|q) = log ‖p‖
2‖q‖2
(p · q)2
= log
∫
p2(v)dv + log
∫
q2(v)dv − 2 log
∫
p(v)q(v)dv
(1.22)
Del mismo modo que DKL, definida sobre las densidades conjunta y marginal,
da lugar a la definicio´n de informacio´n mutua, el uso de las divergencias en (1.20) y
(1.22) da lugar a definiciones de pseudo-informacio´n mutua ampliamente utilizadas
en aprendizaje basado en teor´ıa de la informacio´n.
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1.3.2. La informacio´n mutua como criterio para reducir la dimen-
sio´n
En lo sucesivo, y por simplicidad de notacio´n, consideraremos la variable x en el
espacio de caracter´ısticas original D-dimensional, z la variable transformada, cuando
se ha llevado a cabo la extraccio´n de caracter´ısticas, e y la variable discreta corres-
pondiente a los datos.
Un importante resultado de la teor´ıa de la informacio´n es el proporcionado por la
desigualdad del tratamiento de datos [Cover, 2006], que nos dice que la informacio´n
que un vector x contiene acerca de otra variable y no aumentara´ si se realiza una
transformacio´n determinista sobre x, es decir
I(f(x), y) ≤ I(x, y) (1.23)
Para el caso particular en que f(x) es una transformacio´n sin pe´rdidas, se
cumple la igualdad (por ejemplo, cuando la transformacio´n es lineal, de la forma
f(x) = WTx, y adema´s W es de rango completo). Ya que no podemos aumentar
esta informacio´n mutua mediante una transformacio´n determinista (no se puede re-
ducir la incertidumbre), el objetivo es reducir la dimensio´n conservando la mayor
cantidad posible de informacio´n.
El concepto de suficiencia estad´ıstica define la capacidad de una transformacio´n
f(x) para contener toda la informacio´n de x que es relevante acerca de y. Se dice que
f(x) es estad´ıstico suficiente con respecto a y si se cumple la relacio´n markoviana
x→ f(x)→ y. En tal caso, se preserva la totalidad de la informacio´n relevante, y la
desigualdad en (1.23) se convierte en una igualdad.
La informacio´n mutua entre una determinada caracter´ıstica xk y la variable de
referencia y puede ser una buena medida de relevancia, ya que I(xk, y) mide la
cantidad de informacio´n que xk contiene acerca de y, y viceversa. Hay resultados en
el a´mbito de la teor´ıa de la informacio´n que relacionan probabilidad de error (o error
de Bayes) e informacio´n mutua. Uno de estos resultados es la cota de Fano [Cover,
2006]
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pe ≥ H(y)− I(x, y)− 1
log(Nc)
que establece una cota inferior al error de clasificacio´n, a partir de la informacio´n
mutua entre el conjunto de variables a clasificar x y la clase y, y de la entrop´ıa
de la clase H(y). Otro resultado importante es la cota superior de Hellman-Raviv
[Hellman, 1970], que viene dada por
pe ≤ 1
2
(H(y)− I(x, y))
Ambas cotas tienen en comu´n el hecho de que disminuyen con I(x, y), lo que
parece justificar el objetivo intuitivo de buscar variables o proyecciones con una alta
informacio´n.
El uso de la entrop´ıa y la informacio´n mutua de Renyi ha dado lugar a resultados
similares [Erdogmus, 2004], con cotas que se reducen cuando esta informacio´n crece.
De acuerdo con estos resultados, es razonable el uso de la informacio´n mutua
como criterio de seleccio´n o extraccio´n de caracter´ısticas si se quiere hacer mı´nimo
el error de clasificacio´n. En cualquier caso, estos resultados han de ser interpretados
con la reserva oportuna. Se ha demostrado que no existe ningu´n estimador del error
de Bayes que sea va´lido para cualquier distribucio´n, incluso cuando el nu´mero de
muestras tiende a infinito, mediante el siguiente teorema formulado en [Antos, 1999]:
Teorema 1.1 Sea φn(X,Y) un estimador del error de Bayes a partir de una se-
cuencia X de n muestras de x y de sus correspondientes etiquetas Y. Sea ² el error
real y {an} una secuencia de nu´meros positivos que converge a cero. Entonces, existe
una distribucio´n de x e y que cumple
E{|φn(X,Y)− ²|} ≥ an
Este resultado es de vital importancia, ya que demuestra la inexistencia de un
me´todo de estimacio´n del error asinto´tica y universalmente mejor que el resto. Puede
ser interpretado en te´rminos de seleccio´n de caracter´ısticas, ya que se establece que
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ningu´n me´todo de reduccio´n de la dimensio´n podra´ usar como referencia el error de
Bayes para demostrar su superioridad universal respecto de los dema´s.
1.3.3. La estimacio´n de la densidad de probabilidad
En los anteriores apartados ha podido constatarse que las herramientas y con-
ceptos de la teor´ıa de la informacio´n necesitan disponer de la FDP de las variables
con las que se trabaja. En un a´mbito de aprendizaje basado en muestras, los datos
se interpretan como realizaciones de una variable aleatoria con una densidad desco-
nocida. En aprendizaje, se asume una diferenciacio´n entre los me´todos generativos
y los discriminativos. Los primeros hacen uso de modelos de la FDP de los datos,
mientras que los u´ltimos no necesitan dichos modelos. La estimacio´n de la FDP de
los datos es necesaria si se pretende hacer uso de la informacio´n mutua, o alguna
otra de las divergencias explicadas, como criterio para reducir la dimensio´n.
Los me´todos propuestos en la literatura para modelado de FDPs se suelen dividir
en tres grupos: parame´tricos, semi-parame´tricos y no parame´tricos. Los me´todos
parame´tricos son los ma´s sencillos de usar y asumen que la densidad desconocida
pertenece a una determinada familia de FDPs con descripcio´n anal´ıtica. La tarea
de estimar la FDP se reduce, por tanto, a encontrar los para´metros del modelo que
mejor se ajusten a los datos. Este ajuste suele llevarse a cabo mediante un criterio
de ma´xima verosimilitud [Bishop, 1995].
Los modelos semiparame´tricos no se restringen a una forma funcional en concreto,
por lo que son ma´s flexibles. Los denominados modelos de mezcla responden a esta
descripcio´n y consisten en mezclas de modelos parame´tricos que tienen la forma
pˆ(x) =
L∑
l=1
αlf(x|θl) (1.24)
donde cada αl es la probabilidad a priori de que x pertenezca al grupo l. Se cumple
que
∑
l αl = 1. Cada submodelo esta´ caracterizado por un conjunto de para´metros
θl.
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En concreto, los modelos basados en mezclas de gausianas (Gaussian Mixture Mo-
dels, GMM) constituyen la familia ma´s extendida de modelos de mezcla. Un modelo
GMM asume un agrupamiento en los datos, de forma que cada muestra pertenece a
un grupo que responde a un modelo de tipo parame´trico gausiano. El problema de
estimar simulta´neamente los αl y los θl es resuelto satisfactoriamente por el algo-
ritmo de promediado-maximizacio´n (Expectation-Maximization, EM) [Bishop, 1995].
En aprendizaje basado en teor´ıa de la informacio´n, los GMM tienen el problema de
que si cambiamos el conjunto de variables a utilizar, en un esquema secuencial de
seleccio´n o extraccio´n de caracter´ısticas, se exige reajustar el modelo en cada itera-
cio´n, que es algo que puede llegar a ser computacionalmente muy costoso. Adema´s
persiste, aunque en menor grado, la dependencia de la validez del modelo con la
familia de modelos parame´tricos considerados para la mezcla.
Estas limitaciones han hecho que los modelos no parame´tricos sean ma´s utilizados
en aprendizaje basado en teor´ıa de la informacio´n. El esquema no parame´trico ma´s
difundido es el modelo de Parzen [Fukunaga, 1990]. Este tipo de modelado recibe
tambie´n el nombre de densidad basada en nu´cleos (kernel density estimation, KDE).
Un modelo de Parzen tiene la forma
pˆ(x) =
1
N
N∑
i=1
k(x− xi) (1.25)
donde k(·) es la ventana o kernel utilizada. La funcio´n ventana tiene las mismas
propiedades que una FDP, es decir, es no negativa y tiene una integral unitaria a lo
largo de su dominio. El modelo se construye a partir de un conjunto de las muestras
o centroides xi, que son realizaciones de la variable aleatoria cuya FDP se pretende
modelar. En estos puntos es donde esta´n centradas las ventanas.
Lo que hace que este modelo sea tan ampliamente usado es el hecho de que de-
penda u´nicamente de las muestras, y de la eleccio´n de la funcio´n nu´cleo. En realidad,
a pasar de su denominacio´n de me´todo no parame´trico, en un modelo de Parzen hay
que precisar el tipo de ventana usado as´ı como su ancho. Un inconveniente de estos
modelos es el alto coste de evaluar la probabilidad en un punto x determinado, ya
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que exige la evaluacio´n de N ventanas, lo que puede ser intensivo para bases de datos
con taman˜os muestrales grandes.
1.3.4. Aprendizaje basado en teor´ıa de la informacio´n
A continuacio´n se realiza una revisio´n de los me´todos ma´s relevantes que han
sido propuestos en la literatura para aprendizaje basado en teor´ıa de la informacio´n,
tanto de forma no supervisada como supervisada.
Aprendizaje no supervisado
Los conceptos de la teor´ıa de la informacio´n fueron aplicados a la construccio´n de
modelos estad´ısticos, usando la entrop´ıa como criterio para penalizar el nu´mero de
para´metros libres en el modelo. Ejemplos de estos criterios son el criterio de informa-
cio´n de Akaike (AIC) y el criterio de informacio´n Bayesiano (Bayesian Information
Criterion, BIC) [Burnham, 1998]. Las te´cnicas de aprendizaje ma´s recientes han he-
cho que estos criterios se reformulen para servir como mecanismos de regularizacio´n
de SVM [Kobayashi, 2006].
Los principios de la teor´ıa de la informacio´n fueron aplicados por primera vez
al aprendizaje de tipo neuronal desde una perspectiva no supervisada. En [Linsker,
1988] se proponen unas reglas de aprendizaje autoorganizado que hacen ma´xima la
informacio´n mutua entre la entrada y la salida de un red neuronal. Ma´s recientemen-
te se ha propuesto un esquema para el entrenamiento de SOMs mediante un criterio
de ma´xima informacio´n mutua en la fase de competicio´n [Kamimura, 2006] en lugar
del criterio cla´sico de proximidad eucl´ıdea. Por otro lado, las te´cnicas de bu´squeda de
la proyeccio´n o´ptima (projection pursuit) incorporaban el concepto de informacio´n
y entrop´ıa al problema de encontrar las proyecciones ma´s relevantes o informativas
de un conjunto de datos hacia una dimensio´n menor [Huber, 1985]. Esta familia de
te´cnicas constituyen el precedente directo de los me´todos de ana´lisis de componentes
independientes (Independent Component Analysis, ICA). Para ICA se han descri-
to diferentes soluciones, y la mayor parte de ellas hace uso de contrastes basados
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en teor´ıa de la informacio´n, ya que el concepto de independencia estad´ıstica entre
dos variables se describe en te´rminos de su informacio´n mutua. Otros me´todos ICA
actu´an sobre una funcio´n de verosimilitud sobre los datos, aunque puede demostrarse
la equivalencia entre verosimilitud e informacio´n mutua [Hyvarinen, 2001].
El problema ICA parte de un conjunto de sen˜ales o variables unidimensionales x
que se asume generado mediante la mezcla de una serie de sen˜ales estad´ısticamente
independientes s, de la forma x = AT s. El objetivo es, por tanto encontrar la matriz
desconocida A y, mediante su inversio´n, un conjunto de sen˜ales z que sea igual a
s salvo incertidumbre en el orden de las variables o su escalado. En te´rminos de
informacio´n mutua, el problema consiste en obtener la matriz W que invierta la
transformacio´n A. El criterio es, por tanto
WICA = argmı´n
W
I(z) = argmı´n
W
I(WTx) (1.26)
donde I(z) esta´ definida como
I(z) = I(z1, z2, . . . , zD) =
D∑
k=1
h(zk)− h(z) (1.27)
La forma de abordar la minimizacio´n de esta magnitud difiere para los distintos
me´todos propuestos. El criterio InfoMax [Bell, 1995] propone maximizar el segundo
te´rmino de (1.27). Para ello, se dispone una capa de unidades no lineales (sigmoi-
dales) a la salida de la mezcla de separacio´n, y la forma de maximizar la entrop´ıa
es encontrar los pesos y centros que hagan que la FDP conjunta a la salida sea uni-
forme, que es la distribucio´n acotada de mayor entrop´ıa. Los pesos constituyen los
elementos de la matriz de separacio´n.
Otros esquemas, como FastICA actu´an sobre el primer miembro en (1.27): mi-
nimizar las entrop´ıas individuales garantiza que se minimice I(z), ya que h(z) es
invariante cuando el determinante de W es unitario, dado que se cumple [Hyvari-
nen, 2001]
h(z) = h(x) + log | det(W)|
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El uso de criterios de entrop´ıa e informacio´n mutua a la salida un
perceptro´n multicapa (MultiLayer Perceptron, MLP) ha sido propuesto en
[Principe, 2000] para la reduccio´n no lineal de la dimensio´n. La entrada y salida
del MLP esta´n relacionadas por una funcio´n no lineal z = g(wTx). El primero de
los criterios propuestos es el de salida con ma´xima entrop´ıa. La entrop´ıa de salida se
mide mediante su grado de parecido con una densidad uniforme. Ma´s concretamente,
mediante el error cuadra´tico integrado entre ambas
J =
1
2
∫
D
(u(z)− pˆ(z))2dz (1.28)
La integral en (1.28) se puede sustituir por un muestreo en una malla de NP
puntos, de la forma
J ≈
NP∑
j=1
1
2
(u(zj)− pˆ(zj))2∆z
donde la densidad pˆ(z) esta´ estimada mediante un modelo de Parzen. La optimizacio´n
del coste J tiene lugar mediante un ascenso por gradiente. La derivada viene dada
por
∂J
∂w
=
N∑
i=1
∂J
∂zi
∂zi
∂w
Las proyecciones no lineales obtenidas por el MLP pueden ser interpretadas como
direcciones de ma´xima incertidumbre. Esto supone una generalizacio´n de PCA, ya
que el criterio de ma´xima varianza es extendido a uno de ma´xima entrop´ıa.
En el mismo trabajo se propone otra alternativa para obtener ma´xima entrop´ıa a
la salida, usando la misma arquitectura neuronal. Lo que se maximiza es la entrop´ıa
de Renyi, tal y como se describio´ en (1.18). Para ello se sigue haciendo uso de modelos
de Parzen para modelar las FDPs. Tambie´n se propone un esquema para separacio´n
ciega de fuentes no lineal, basado en la divergencia de Cauchy-Schwartz (1.22).
La ventaja de trabajar con las divergencia de Renyi, cuadra´tica o de Cauchy-
Schwartz es que las integrales de las FDPs cuadra´ticas tienen solucio´n anal´ıtica
aplicando la propiedad de convolucio´n de gausianas, segu´n la cual∫
G(x− xi|σ2)G(x− xj|σ2)dx = G(xi − xj|2σ2)
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Entonces podemos hacer el desarrollo∫
pˆ2(x)d(x) =
∫
1
N
N∑
i=1
G(x− xi|σ2) 1
N
N∑
j=1
G(x− xj|σ2)dx
=
1
N2
N∑
i=1
N∑
j=1
∫
G(x− xi|σ2)G(x− xj|σ2)dx
=
1
N2
N∑
i=1
N∑
j=1
G(xi − xj|2σ2)
(1.29)
La informacio´n mutua ha sido usada satisfactoriamente en [Yang, 2001] para paliar la
“maldicio´n de la dimensio´n” en la construccio´n de modelos de mezcla de gausianas.
Para ello, se realiza una purga de variables. El algoritmo decremental elimina progre-
sivamente las variables que tienen una alta dependencia de las dema´s componentes.
Aprendizaje supervisado
Algunos de los esquemas de seleccio´n y extraccio´n de caracter´ısticas propuestos
en la literatura realizan una revisio´n del planteamiento ba´sico ICA para adaptar-
lo a un entorno supervisado. El me´todo ICA condicional (Conditional ICA, CICA)
[Akaho, 2002] formula ICA a partir de las probabilidades condicionadas. La informa-
cio´n mutua a maximizar esta´ condicionada a y, es decir
I(z|y) = DKL
(
p(z|y),
D∏
k=1
p(zk|y)
)
Para la estimacio´n de las probabilidades condicionadas se hace uso de modelos
de Parzen.
Otra versio´n supervisada de ICA la encontramos en [Kwak, 2002b], donde se
propone un modelo de mezclas alternativo. Se asume un modelo segu´n el cual los
datos han sido generados mediante una mezcla de dos conjuntos de sen˜ales: uno de
ellos esta´ relacionado con las clases (es estad´ısticamente relevante) y el otro no (es
irrelevante). El proceso de separacio´n toma como entrada el vector compuesto por
x y por la clase, y genera a la salida un vector zr de caracter´ısticas relevantes y
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otro zir de caracter´ısticas irrelevantes. Se establece la restriccio´n sobre la matriz de
separacio´n W segu´n la cual los elementos que relacionan y con el vector de salida
zir son nulos.
El principio de ma´xima relevancia y mı´nima redundancia, cuando opera sobre
datos discretos para seleccio´n o extraccio´n de caracter´ısticas, puede ser planteado en
te´rminos de codificacio´n. El me´todo del “cuello de botella” de informacio´n (Informa-
tion Bottleneck, IB) busca una asignacio´n entre cada elemento x y su palabra-co´digo
x˜ de forma que se lleve a cabo una reduccio´n eficiente de los datos [Tishby, 1999]. Al
plantearse en un contexto de aprendizaje supervisado, se persigue que x˜ transpor-
te el ma´ximo de informacio´n posible acerca de la variable auxiliar y. Por tanto, IB
puede ser interpretado como un me´todo de agrupamiento supervisado. El funcional
a minimizar es
fˆ(x˜|x) = arg mı´n
f(x˜|x)
[I(x˜,x)− βI(x˜, y)]
donde se explicita la bu´squeda de ma´xima relevancia y mı´nima redundancia. El
principio de IB surge como una revisio´n supervisada de la teor´ıa de la tasa de distor-
sio´n (Rate Distortion Theory) de Shannon y Kolmogorov, que busca la codificacio´n
f(x˜|x) que maximiza la relevancia mientras minimiza la distorsio´n introducida por
la asignacio´n [Cover, 2006].
El mismo principio de ma´xima relevancia y mı´nima redundancia se aplica en
[Fleuret, 2004] al problema de la seleccio´n de caracter´ısticas, planteando el concepto
de cubierta de Markov en un contexto de teor´ıa de la informacio´n. El algoritmo,
incremental, va construyendo un conjunto S de variables mediante el procedimiento
S(1) = argma´xj I(y, xj)
Para k = 2 hasta d
S(k) = argma´xj
[
mı´nl≤k I(y, xj|xS(l))
]
Fin
Como puede verse, el algoritmo tiene en cuenta tanto la relevancia como la re-
dundancia, ya que el valor de I(y, xi|xS(l)) es bajo si xj no proporciona informacio´n
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sobre y o bien esa informacio´n ha sido ya captada por alguna de las variables ya
seleccionadas xS(l). Dado que el algoritmo esta´ propuesto para problemas de clasifi-
cacio´n con datos binarios, la estimacio´n de la informacio´n mutua es sencilla ya que
opera sobre entidades discretas.
Los esquemas de seleccio´n de caracter´ısticas han incorporado la informacio´n mu-
tua como criterio en numerosos trabajos dentro de la literatura. En [Battiti, 1994] se
planteaba un esquema incremental segu´n el cual al conjunto de variables selecciona-
das S se incorpora en cada iteracio´n la variable que maximiza la informacio´n mutua
dada por I(xk, y), pero que hace mı´nima I(xk, S). Es decir, se trata de alcanzar un
equilibrio entre relevancia y redundancia tal y como se describio´ en el Apartado 1.2.
La variable xk a incorporar al conjunto S es la que hace ma´ximo el criterio
I(xk, y)− βI(xk, S)
Para estimar las I(xk, y) y I(xk, S), se recurre a la discretizacio´n de cada variable,
para poder recurrir al sumatorio en (1.3.1) en lugar de la integral en (1.16).
El uso de un estimador de Parzen junto con un estimador muestral de la en-
trop´ıa ha sido propuesto en [Kwak, 2002a]. La informacio´n mutua a maximizar viene
expresada de la forma
I(S, y) = H(y)−H(y|S) (1.30)
Dado que H(y) es un te´rmino constante, el objetivo de maximizar la informacio´n
mutua en (1.30) es equivalente a tratar de minimizar la entrop´ıa H(y|S). Esta u´ltima
es estimada de la forma
Hˆ(y|X) = −
N∑
i=1
1
N
Nc∑
l=1
pˆ(cl|xi) log pˆ(cl|xi)
Para obtener la informacio´n mutua, se ha sustituido la integral a lo largo de todo
el dominio de pˆ(y|x) por un sumatorio en los puntos determinados por los xi. Cada
estimador no parame´trico pˆ(cl|x) tiene la forma
pˆ(cl|x) =
∑
i∈Il G(x− xi|σ2)∑Nc
l′=1
∑
j∈Il′ G(x− xj|σ2)
(1.31)
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siendo Il el conjunto de ı´ndices de las muestras pertenecientes a la clase cl. Al igual
que en el algoritmo propuesto en [Battiti, 1994], la bu´squeda de caracter´ısticas es
incremental.
El mismo esquema secuencial e incremental ha sido tambie´n propuesto en
[Chow, 2005]. Los autores hacen uso de nuevo del estimador de Parzen, pero en
lugar de un estimador muestreado de la entrop´ıa, se recurre a la divergencia de
Cauchy-Schwartz que se vio en (1.22). La ventaja del uso de esta divergencia es
que la integral es fa´cilmente resoluble para modelos no parame´tricos, como se vio
en (1.29). Siguiendo este procedimiento se calcula cada te´rmino involucrado en la
estimacio´n de ICS(S, y) que queda de la forma
ICS(xS, y) = log
Nc∑
l=1
∫
xS
p2(xS, cl)dxS + log
Nc∑
l=1
P 2(cl) log
∫
xS
p2(xS)dxS
− 2 log
Nc∑
l=1
Nc∑
j=1
∫
p(xS, cl)P (cj)p(xS)dxS
(1.32)
El principio general de maximizar la relevancia de las variables obtenidas a la par
que se minimiza su redundancia ha sido tambie´n propuesto en te´rminos de informa-
cio´n mutua expl´ıcitamente en [Peng, 2005]. Los autores proponen la maximizacio´n
del contraste
ma´x
S
[D(S, y)−R(S)] (1.33)
donde D(S, y) es la funcio´n de dependencia de las variables seleccionadas respecto de
las clases, y R(S) es la medida de redundancia entre las variables. Estas magnitudes
vienen dadas por
D =
1
|S|
∑
fk∈S
I(xfk , y)
R =
1
|S|2
∑
fk,fj∈S
I(xfk , xfj)
(1.34)
Los autores demuestran que la aplicacio´n de una bu´squeda secuencial con este
contraste conduce a la misma solucio´n que si se maximizara la informacio´n mutua
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dada por I(S, y). El inconveniente de trabajar con I(S, y) es que implica el uso de
un modelo de densidad de probabilidad multidimensional, mientras que el criterio
expresado en (1.33) y (1.34) requiere u´nicamente el uso de estimaciones unidimen-
sionales.
En el Apartado 1.3.4 se recogen los esquemas propuestos en
[Principe, 2000] para reduccio´n de la dimensio´n no supervisada con un MLP
y criterios basados en teor´ıa de la informacio´n. En el mismo trabajo se describe un
sistema de aprendizaje supervisado con MLP, en el que, a diferencia del esquema
ICA, que trata de minimizar la informacio´n mutua entre las componentes de salida,
ahora se maximiza respecto a una variable de referencia. Para la estimacio´n de la
informacio´n mutua se recurre de nuevo a la divergencia de Cauchy-Schwartz.
En [Torkkola, 2003] se propone un me´todo para extraccio´n lineal supervisada
que hace uso de la divergencia cuadra´tica en (1.20). La pseudo-informacio´n mutua
a calcular equivale a la divergencia DQ(p(x, y), p(x)P (y)), lo que, segu´n (1.22), da
lugar a
IQ(x, y) =
Nc∑
l=1
∫
x
p2(x, cl)dx+
∑
l
∫
x
P 2(cl)p
2(x)dx− 2
∑
l
∫
x
p(x, y)P (cl)p(x)dx
(1.35)
Las integrales en (1.35) son resolubles anal´ıticamente dado que implica la convo-
lucio´n de gausianas (la estimacio´n de las densidades p(x, y) y p(x) son modelos de
Parzen, mientras que la P (y) es una distribucio´n emp´ırica), como se vio en (1.29). La
interaccio´n de cada par de muestras recibe el nombre de “potencial”, por su analog´ıa
f´ısica. La derivada de cada potencial viene dada por
∂
∂xi
G(xi − xj|2σ2) = xj − xi
2σ2
G(xi − xj|2σ2)
mientras que la derivada de la IQ(x, y) respecto a la matriz de transformacio´n es
combinacio´n lineal de las aportaciones de cada muestra
∂IQ
∂W
=
∑
i
∂IQ
∂zi
∂zi
∂W
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Para restringir la bu´squeda de soluciones y reducir los grados de libertad del pro-
blema, los autores proponen aplicar condiciones de ortogonalidad y normalizacio´n a
los vectores de la matriz W. Para imponer ortonormalidad en la matriz W, se pro-
pone reparametrizar mediante rotaciones de Givens, es decir, expresar W mediante
un conjunto de rotaciones angulares de la forma
W =Ws
( d∏
k=1
D∏
j=d+1
R(k, j, θkj)
)
donde cada R(k, j, θkj) es una matriz que produce un giro de θkj radianes entre las
componentes k y j. Los pares de variables para cada abatimiento consta de una
componente que esta´ entre las d seleccionadas a la salida y otra de las D − d que
no lo esta´n. Al ser cada matriz de rotacio´n ortonormal, el producto de todas ellas
tambie´n lo es. La matriz Ws lleva a cabo la seleccio´n de las d proyecciones de salida
(consta de las M primeras filas de una matriz identidad D × d).
La reparametrizacio´n entre los elementos de W y los a´ngulos θkj se realiza de la
forma
∂IQ
∂θkj
=
∑
n,m
∂IQ
∂wnm
∂wnm
∂θkj
Esta reparametrizacio´n se ha usado tambie´n en [Hild, 2006], junto a un estimador de
la informacio´n mutua como el de (1.16), y un estimador adaptativo de la entrop´ıa,
para la extraccio´n de caracter´ısticas.
Los modelos no parame´tricos tambie´n han servido para construir un esquema de
ma´xima verosimilitud cuya equivalencia con la informacio´n mutua esta´ asinto´tica-
mente probada [Peltonen, 2005]. Se utiliza la siguiente verosimilitud
L =
N∑
i=1
log pˆ(cyi|f(xi))
donde la transformacio´n es lineal, f(x) = WTx, y el modelo pˆ(c|f(x)) es ide´ntico
al definido en (1.31). La maximizacio´n de esta verosimilitud lleva a la construccio´n
de la transformacio´n W que permite una mayor discriminacio´n entre clases, con la
ventaja de que los modelos construidos pˆ(cl|WTx) permiten realizar aprendizaje de
tipo generativo.
CAPI´TULO 1. INTRODUCCIO´N 47
1.4. Objetivos y Contenido de la tesis
La presente tesis aborda el problema de la extraccio´n lineal de caracter´ısticas
mediante criterios basados en teor´ıa de la informacio´n. Para ello, se plantean te´cnicas
que tratan de superar algunos de los problemas que se presentan en la estimacio´n de
magnitudes propias de esta teor´ıa. Una de las principales limitaciones de los me´todos
presentes en la literatura es su alta dependencia respecto a una precisa estimacio´n
de la funcio´n densidad de probabilidad. Cuando esta densidad se utiliza para evaluar
el valor de una entrop´ıa, una verosimilitud o una informacio´n mutua, se incurre en
una doble imprecisio´n: la correspondiente al modelado de la funcio´n de densidad y
la cometida al estimar el valor de la magnitud deseada a partir de e´sta. Para aliviar
esta problema´tica, se proponen dos l´ıneas de trabajo claramente diferenciadas.
En la primera l´ınea de trabajo, se elude el problema de la estimacio´n de la den-
sidad de probabilidad, recurrie´ndose a las te´cnicas basadas en expansiones mediante
momentos. La estad´ıstica cla´sica cuenta con estimaciones polinomiales que modelan
el valor de la densidad a partir de la aproximacio´n de su grado de disparidad con la
densidad gausiana. Al ser estas expansiones polinomiales, el valor de la estimacio´n
es fuertemente dependiente de los valores ma´s destacados de la variable, aquellos
procedentes de las colas de la distribucio´n. En el Cap´ıtulo 2 se plantea una estima-
cio´n de la entrop´ıa basada en expansiones no polinomiales y se propone un me´todo
para la maximizacio´n de la informacio´n mutua entre las proyecciones obtenidas y
las etiquetas. Se incorpora una discusio´n teo´rica sobre el valor de la imprecisio´n co-
metida en la estimacio´n de la informacio´n mutua, y se lleva a cabo un conjunto de
experimentos que ponen de relieve la capacidad del me´todo para extraer con e´xito
caracter´ısticas relevantes en problemas donde la funcio´n de discriminacio´n presenta
fuertes no linealidades.
En la segunda l´ınea de investigacio´n propuesta en la tesis, se aborda el problema
del modelado de la FDP de los datos mediante modelos de Parzen. En el Cap´ıtulo 3
se proponen algoritmos para el modelado de Parzen con ventana gausiana, con dis-
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tintos grados de complejidad de la matriz de covarianza. Los algoritmos propuestos
esta´n basados en la maximizacio´n de la verosimilitud de los mismos, lo que requiere
hacer uso de un esquema de validacio´n cruzada. Al ser la verosimilitud una magnitud
estrechamente vinculada con la teor´ıa de la informacio´n, nos permitira´ relacionar el
disen˜o de los modelos con posteriores resultados de su aplicacio´n. En concreto, se in-
corpora un resultado teo´rico que demuestra la optimalidad de los modelos obtenidos
por dichos algoritmos para la estimacio´n de la entrop´ıa. En el Cap´ıtulo 4 se propo-
nen algunas aplicaciones de los modelos de Parzen, optimizados de acuerdo con el
me´todo propuesto en el Cap´ıtulo 3, a distintos problemas de aprendizaje. Se propone
un me´todo de extraccio´n de caracter´ısticas que hace uso de estos modelos junto a
conceptos de teor´ıa de la decisio´n, as´ı como otro me´todo que hace uso de modelos
GMM para la maximizacio´n de la informacio´n mutua, tambie´n con el objetivo de
la extraccio´n de caracter´ısticas relevantes. Junto a estas te´cnicas, tambie´n se plan-
tean algoritmos para ana´lisis de componentes independientes as´ı como clasificacio´n
de Parzen.
En el Cap´ıtulo 5 se recogen las principales conclusiones que pueden extraerse del
trabajo expuesto, y se proponen algunas l´ıneas de trabajo que pueden considerarse
la continuacio´n natural de los me´todos presentados a lo largo de la tesis.
Cap´ıtulo 2
Extraccio´n de caracter´ısticas basada
en funciones de contraste
En el Apartado 1.3 se ha expuesto una revisio´n de los me´todos ma´s relevantes que
han tratado de aplicar los conceptos de teor´ıa de la informacio´n a la extraccio´n de
caracter´ısticas. Como ha podido apreciarse, un rasgo mayoritario en estos me´todos
es el modelado de la funcio´n densidad de probabilidad de los datos para, a partir de
ella, estimar magnitudes tales como entrop´ıa o informacio´n mutua.
Los me´todos ICA ma´s populares en la literatura, como FastICA, InfoMax o JADE
eluden el problema de la estimacio´n de la FDP de los datos tratando de estimar la
informacio´n mutua entre las variables de salida, I(z), directamente a partir de los
datos. En el caso de FastICA, la entrop´ıa asociada a cada sen˜al es estimada a partir
de momentos no polinomiales sobre los datos [Hyvarinen, 1998]. En el caso de JADE,
estos momentos son polinomiales de orden superior [Cardoso, 1998]. InfoMax opera
mediante reglas de aprendizaje anti-hebbianas deducidas a partir de una red neuronal
cuya entrop´ıa a la salida se pretende maximizar [Bell, 1995].
Basa´ndonos en estos procedimientos que evitan estimar la densidad de probabili-
dad, en el presente cap´ıtulo se desarrolla un me´todo de extraccio´n de caracter´ısticas
que usa la informacio´n mutua respecto a las clases como criterio a maximizar. Re-
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ducido el problema a uno de estimacio´n de entrop´ıa, se podra´ extrapolar el trabajo
llevado a cabo en ICA, y ma´s concretamente en la metodolog´ıa usada en FastICA, a
este a´mbito de aprendizaje supervisado, obvia´ndose la estimacio´n de la densidad de
probabilidad de los datos.
En el siguiente Apartado se mostrara´ un modelo teo´rico de mezcla de sen˜ales
sobre el que se apoya el me´todo propuesto para extraccio´n de caracter´ısticas. En
el Apartado 2.2 se describe la funcio´n de contraste propuesta, as´ı como la metodo-
log´ıa para su optimizacio´n. En el Apartado 2.3 se presenta el algoritmo propuesto
para la extraccio´n de caracter´ısticas, que llamaremos MMI (Maximization of Mutual
Information) tal y como aparece en [Leiva-Murillo, 2007a]. La evaluacio´n del me´to-
do, en comparacio´n con otros me´todos lineales, se presenta en el Apartado 2.4. En
el Apartado 2.5 se propone una discusio´n de los resultados as´ı como una serie de
conclusiones sobre el me´todo propuesto.
2.1. Modelo de mezcla
El esquema de extraccio´n de caracter´ısticas lineal que se propone parte de la
suposicio´n de que los datos han sido generados mediante el modelo de mezcla que
se muestra en la Figura 2.1. Se considera que las componentes de los datos observa-
dos, dadas por cada xk, han sido generadas mediante la mezcla lineal x = A
T s. El
vector de sen˜ales s tiene la forma s =
sr
sn
, de manera que aparecen desacopladas
las sen˜ales relevantes que contienen informacio´n sobre y (sr), y que conforman el
estad´ıstico suficiente respecto de la clase, de las que no contienen informacio´n sobre
la clase (sn). Al igual que en el modelo asumido para ICA, explicado en el Apartado
1.3, en el que los datos se suponen generados mediante mezcla de variables estad´ısti-
camente independientes, esta suposicio´n supone ma´s un artificio matema´tico que una
realidad f´ısica. En numerosas aplicaciones de ICA, no se busca invertir una mezcla
sino la simple obtencio´n de un conjunto de variables estad´ısticamente independien-
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tes que permita una apropiada interpretacio´n de los datos o una reduccio´n de la
redundancia presente en los mismos.
N
x
x
x
s
s
s
s
s
s
s
2
P
P+1
N
1 1
2r
n
A x
Figura 2.1: Modelo de mezcla. Se asume que x ha sido generada mediante una mezcla
de variables relevantes e irrelevantes.
Para justificar la aplicacio´n de este modelo al problema de la extraccio´n de ca-
racter´ısticas basada en relevancia, necesitamos comprobar la siguiente igualdad
I(sr, y) = I(x, y)
con la condicio´n de que se cumpla I(sn, y) = 0. Si, como se ha dicho, A es invertible,
se cumple que
I(x, y) = I(s, y) = I({sr, sn}, y) = Es,y
{
log
p({sr, sn}, y)
p(sr, sn)P (y)
}
que mediante la regla de Bayes se puede reexpresar como
I(x, y) = Esr,sn,y
{
log
p(sn|sr, y)p(sr, y)
p(sr, sn)P (y)
}
(2.1)
De acuerdo con el teorema de suficiencia estad´ıstica [Cover, 2006], sn es conside-
rada irrelevante respecto de y si
p(sn|sr, y) = p(sn|sr)
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En tal caso, se puede reescribir (2.1) como
I(x, y) = Es,y
{
log
p(sn|sr)p(sr, y)
p(sr, sn)P (y)
}
= Esr,sn,y
{
log
p(sr, y)
p(sr)P (y)
}
La demostracio´n finaliza mediante una marginalizacio´n con respecto a sn
I(x, y) = Esr,y
{
log
p(sr, y)
p(sr)P (y)
}
= I(sr, y)
El objetivo consiste, por tanto, en la obtencio´n de la matriz de extraccio´nW que
permita recuperar la informacio´n relevante mediante la transformacio´n z = WTx,
donde se espera que z sea equivalente a sr con la u´nica incertidumbre del orden de
las sen˜ales, su signo o su escalado.
Por razones nume´ricas, conviene establecer condiciones sobreW que restrinjan el
espacio de bu´squeda. De forma similar al procedimiento seguido en ICA, forzaremos
que W sea ortonormal, de forma que WTW = ID. De esta manera, el a´mbito de
la bu´squeda se limita al grupo algebraico de las matrices ortonormales en lugar del
anillo de las matrices reales.
Antes de aplicar la restriccio´n de la ortonormalidad, se necesita demostrar que
una matriz ortonormal es suficiente para deshacer la mezcla y recuperar la separacio´n
entre caracter´ısticas relevantes e irrelevantes. A continuacio´n se demuestra que la
condicio´n no limita la posibilidad de alcanzar la separacio´n entre sr y sn.
Si la matriz de mezcla A es invertible, A−1 consigue la separacio´n entre sr y sn.
SeaA−1 = QR la descomposicio´n QR de dicha matriz, de forma queQ es ortonormal
y R es matriz diagonal inferior. In tal caso, s = A−Tx = RTQTx. Sea x′ definida
como: x′ = QTx, de forma que s = RTx′. Dado que RT es diagonal superior, el hecho
de que en s este´n perfectamente separadas las componentes relevantes e irrelevantes
implica que tambie´n lo estara´n en x′. Eso significa que Q tendr´ıa la estructura
Q = [W N], siendo W la matriz que proyecta las caracter´ısticas relevantes y N la
que proyecta las irrelevantes.
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En resumen, siempre existira´ una matriz W de taman˜o N ×M y compuesta por
vectores ortonormales que cumpla
I(x, y) = I(WTx, y) (2.2)
a condicio´n de que x haya sido generada conforme al modelo de mezcla de la Figura
2.1.
2.2. Funcio´n de coste propuesta
El problema de la estimacio´n de I(z, y) es muy dif´ıcil debido a las razones enu-
meradas en el Apartado 1.3.1. En un problema de clasificacio´n, en el que la variable
auxiliar y es discreta, la expresio´n para la informacio´n mutua en (1.16) puede ser
reescrita como
I(z, y) = h(z)−
Nc∑
l=1
Py(cl)h(z|cl)
donde cl es cada una de las clases y Py(cl) su probabilidad a-priori. A falta de in-
formacio´n adicional, se podra´n estimar estas probabilidades mediante la distribucio´n
emp´ırica de las etiquetas de las muestras de entrenamiento. Debido a la dificultad
de la estimacio´n de cada una de las entrop´ıas involucradas, se propone la siguiente
funcio´n de contraste alternativa
ma´x
{wk}
d∑
k=1
I(wTk x, y) = ma´x{wk}
∑
k
I(zk, y) (2.3)
Esto supone tomar como criterio la suma de las I(zk, y) individuales, dado que la
estimacio´n de la informacio´n mutua unidimensional es un problema ma´s fa´cilmente
abordable.
Ya que vamos a hacer uso del criterio en (2.3) en lugar del criterio ideal que
ser´ıa el descrito en (2.2), es necesario obtener la relacio´n entre ambas magnitudes.
El sumatorio a optimizar en (2.3) puede ser expresado como∑
k
I(zk, y) =
∑
k
[
h(zk)− h(zk|y)
]
(2.4)
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Por otro lado, la informacio´n mutua correspondiente a la dependencia estad´ıstica
entre las propias componentes de z es
I(z) =
∑
k
h(zk)− h(z) (2.5)
y de forma similar, cuando esta´ condicionada a y,
I(z|y) =
∑
k
h(zk|y)− h(z|y) (2.6)
Combinando (2.4), (2.5) y (2.6) llegamos a∑
k
I(zk, y) =
[
I(z) + h(z)
]
−
[
I(z|y) + h(z|y)
]
Tras reagrupar te´rminos, se puede reexpresar como∑
k
I(zk, y) = I(z, y) +
[
I(z)− I(z|y)
]
Hemos obtenido el error que cometemos al estimar la magni-
tud I(z, y) mediante la magnitud alternativa
∑
k I(zk, y). Su valor es
I(z)− I(z|y), y su ca´lculo o estimacio´n no es trivial dado que supone tratar
con la informacio´n mutua entre varias variables continuas. La estimacio´n directa
o indirecta de I(z) ha sido ampliamente tratada en la bibliograf´ıa sobre me´todos
ICA, dado que en estos me´todos representa la magnitud a minimizar. Una de
las caracterizaciones que encontramos es la que hace uso de los coeficientes de
correlacio´n de orden superior llamados cumulantes [Cardoso, 1998].
En la pra´ctica, los cumulantes de orden inferior o igual a cuatro son suficientes
para caracterizar satisfactoriamente la informacio´n mutua en un esquema ICA. Dado
que un cumulante de orden k implica tratar con un tensor de k dimensiones, el
coste computacional que requiere su ca´lculo crece exponencialmente con el orden, y
adema´s la estimacio´n se degrada por ser su valor muy sensible a muestras at´ıpicas
o, en general, sobresalientes [Hyvarinen, 2001].
Para reducir tanto I(z) como I(z|y) se propone llevar a cabo un “blanqueado” o
decorrelacio´n mediante PCA sobre x de forma previa: de esta forma, los cumulantes
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de primer y segundo orden sera´n cancelados para x. Si, como aqu´ı se propondra´, las
proyecciones wk esta´n forzadas a tener norma unitaria y ser ortogonales entre s´ı, la
decorrelacio´n entre las variables de entrada sera´ preservada a la salida, por lo que
los cumulantes de orden uno y dos sera´n anulados tambie´n en z.
2.3. El algoritmo de extraccio´n de caracter´ısticas
MMI
A continuacio´n mostramos el procedimiento para la estimacio´n y la maximizacio´n
de cada I(zk, y) en la funcio´n de coste en (2.3). La estimacio´n tendra´ lugar a partir
de las entrop´ıas, como fue mostrado en (2.4). Por otro lado, cada entrop´ıa diferencial
puede ser expresada de la forma
h(z) = hG(z)− J(z) (2.7)
donde hG(z) es la entrop´ıa si se asume gausianidad, es decir, la entrop´ıa que tendr´ıa
z si fuese una gausiana con la misma varianza; J(z) es la “negentrop´ıa” de z, y es
un te´rmino acun˜ado en la literatura sobre ICA [Hyvarinen, 2001]. La negentrop´ıa
mide el grado de disparidad entre la entrop´ıa de una variable aleatoria cualquiera y
una gausiana. Es una magnitud no negativa, puesto que una variable gausiana es, de
todas la que tienen igual varianza, la de mayor entrop´ıa. Algunos me´todos ICA tratan
de maximizar esta J(z), bajo la suposicio´n de que cuanto menos gausiana sea la sen˜al
proyectada, con mayor verosimilitud correspondera´ a una fuente de informacio´n.
Las estimaciones de J(z) ma´s conocidas son las expansiones de Gram-Charlier y
de Edgeworth [Haykin, 1998]. Estas expansiones se definen a partir de combinaciones
lineales de momentos de orden superior sobre los datos.
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2.3.1. La expansio´n polinomial de Gram Charlier
La expansio´n de Gram Charlier esta´ basada en la funcio´n caracter´ıstica [Haykin,
1998], que se define como la transformada de Fourier de la FDP
ϕX(ω) =
∫
x
p(x)eiωxdx
Mediante la expansio´n de la exponencial mediante series de Fourier, se obtiene
ϕX(ω) = 1 +
∞∑
k=1
(iω)k
k!
mk
donde cada mk es el momento de orden k, que puede estimarse a partir de los datos,
es decir
mk = E{xk} ≈ 1
N
xki
La propiedad ma´s importante de ϕX(ω) es que proporciona una estimacio´n pˆ(x) de
la densidad p(x) mediante la transformada inversa de Fourier, de la forma
p(x) = F−1{ϕX(ω)} = 1
2pi
∫
ϕX(ω)e
iωxdω
= α(x)
[
1 +
∑
k
ckHk(x)
] (2.8)
siendo α(x) una FDP gausiana normalizada, ck los coeficientes dados por el agru-
pamiento de los momentos y Hk(x) los polinomios de Hermite, que esta´n definidos
por la regla recursiva H1(x) = 1 y Hk+1(x) = xHk(x) − kHk−1(x). Para tratar con
esta expansio´n de infinitos te´rminos, se requiere su truncamiento en un determinado
orden.
La entrop´ıa estimada de x viene dada por
h(x) = −
∫
x
p(x) log p(x)dx
Dado que pˆ(x) esta´ definida a partir de una suma, la integral se hace irresoluble.
Sin embargo, podemos hacer uso de la aproximacio´n log(1+ ²) ≈ ²− ²2
2
si suponemos
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que el te´rmino dado por la suma en (2.8) es pequen˜o. De esta forma, se obtiene la
siguiente estimacio´n de la entrop´ıa
hˆ(x) ≈ hG(x)− κ
2
3
12
− κ
2
4
48
− (κ6 + 10κ
2
3)
2
1440
+
3
8
κ23κ4 +
κ23(κ6 + 10κ
2
3)
24
+
κ24(κ6 + 10κ
2
3)
24
+
κ4(κ6 + 10κ
2
3)
2
64
+
κ34
16
+
(κ6 + 10κ
2
3)
3
432
(2.9)
siendo cada κk, por definicio´n, el cumulante de orden k de x. Por ejemplo, κ3 = m3
y κ4 = m4 − 3m22, denomina´ndose κ4 la kurtosis de x. La kurtosis es una magnitud
importante en el a´mbito de la estad´ıstica y la teor´ıa de la probabilidad, ya que da
una medida del grado de lo concentrada que esta´ la FDP en torno a su media (es
decir, de lo “picuda” que es la FDP).
La expresio´n en (2.9) da lugar, mediante el truncamiento en el cuarto orden, a la
siguiente estimacio´n de J(·)
J(z) ≈ 1
12
E{z3}2 + 1
48
kurt(z)2 (2.10)
donde kurt(z) es la mencionada kurtosis.
La expansio´n de Edgeworth se obtiene de forma similar, y da lugar a una ex-
pansio´n de la funcio´n de densidad cuyos coeficientes decrecen con el orden de los
momentos [Haykin, 1998]. Ambas expansiones tienen un nu´mero infinito de te´rmi-
nos, por lo que el problema de su truncamiento (es decir, la eleccio´n del grado de la
expansio´n, desprecia´ndose los te´rminos de orden mayor) es importante. Aun cuando
el grado de truncamiento es bajo, como en el caso de (2.10), la estimacio´n tiene una
gran dependencia respecto a las muestras procedentes de las colas de la distribu-
cio´n, y es fuertemente sensible a muestras at´ıpicas. Se han propuesto alternativas a
Gram-Charlier para construir una estimacio´n robusta de la densidad de probabilidad
a partir de muestras que no presente estos problemas [Welling, 2005]. Sin embargo,
no se ha resuelto el problema de la aplicacio´n de este esquema a la estimacio´n de la
entrop´ıa.
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2.3.2. Expansio´n alternativa y obtencio´n de proyecciones indivi-
duales
Una alternativa eficiente y robusta a las expansiones polinomiales es la que se
propone en [Hyvarinen, 2001], que consiste en el uso de combinaciones de funciones
pares e impares del tipo
J(z) ≈ k1(E{G1(z)})2 + k2(E{G2(z)} − E{G2(ν)})2 (2.11)
donde G1(z) es una funcio´n impar y G2(z) una funcio´n par; ν es una variable aleatoria
gausiana con la misma media y varianza que z. Por ejemplo, el uso de las funciones
G1(z) = z
3 y G2(z) = z
4 dan lugar a la expresio´n polino´mica en (2.10). Para paliar
los mencionados inconvenientes de las expansiones polino´micas, se ha propuesto el
uso de las funciones no polinomiales G1(z) = z exp
(−z2
2
)
y G2(z) = exp
(−z2
2
)
en
aplicacio´n a ICA, que se han mostrado robustas y precisas [Hyvarinen, 2001]. Esta
eleccio´n da lugar a la siguiente estimacio´n de J(z)
J(z) ≈ k1
(
E
{
z exp
(−z2
2
)})2
+ k2
(
E
{
exp
(−z2
2
)}−√1/2)2 (2.12)
con las constantes k1 = 36/(8
√
3−9) y k2 = 24/(16
√
3−27). Adema´s de solventar los
problemas de robustez mencionados, esta estimacio´n exhibe un buen comportamiento
nume´rico al ser optimizado, sin estancarse en mı´nimos locales.
Haciendo uso de (1.16) y (2.7), y teniendo en cuenta que
h(zk|y) =
∑
l
Py(cl)h(zk|cl), la informacio´n mutua entre cada proyeccio´n y las
clases se define en te´rminos de negentrop´ıa de la forma
I(zk, y) = hG(zk)− J(z)−
∑
l
Py(cl)
[
hG(zk|cl)− J(zk|cl)
]
(2.13)
La entrop´ıa de una gausiana viene determinada u´nicamente por la varianza, y su
valor es
hG(z) = log((2pie)
1/2σz)
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por lo que la expresio´n en (2.13) se puede desarrollar como
I(zk, y) = log((2pie)
1/2σzk)− J(z)−
∑
l
Py(cl)
[
log((2pie)1/2σzk|cl)− J(zk|cl)
]
(2.14)
Si se fuerza que cada proyeccio´n este´ normalizada, es decir ‖wk‖ = 1, se pueden
llevar a cabo varias simplificaciones. Dado que la entrada ha sido blanqueada para
eliminar los cumulantes de primer y segundo orden, quedando Cx = I (donde Cx es
la matriz de covarianzas de x), tenemos que σ2z = w
TCxw = w
Tw = 1. Por tanto,
la expresio´n (2.14) queda de la forma
I(zk, y) =
∑
l
Py(cl)J(zk|cl)− J(zk)−
∑
l
Py(cl) log σzk|cl
La varianza de las componentes de salida vienen relacionadas con la varianza en
la entrada mediante σ2z = w
TCxw, donde Cx es la matriz de covarianzas de x. La
misma relacio´n existe entre cada Cx|cl y cada σ
2
z|cl .
Ahora estamos en disposicio´n de calcular el gradiente, para llevar a cabo la opti-
mizacio´n. Este vendr´ıa dado por
∇wI(z, y) =
∑
l
Py(cl)∇wJ(z|cl)−∇wJ(z)−
∑
l
Py(cl)
Cx|clw
wTCx|clw
(2.15)
donde
∇wJ(z) =2k1E{z exp(−z
2
2
)}E{x(1− z2) exp(−z
2
2
)}
−2k2
(
E{exp(−z
2
2
)} −
√
1
2
)
E{xz exp −z
2
2
}
De forma equivalente,∇wJ(z|cl) es obtenido a partir del subconjunto de muestras
de x que pertenecen a la clase cl. Llevaremos a cabo una optimizacio´n mediante un
me´todo de ascenso por gradiente esta´ndar.
Ha de tenerse en cuenta que la diferencia fundamental entre el objetivo que se
plantea aqu´ı e ICA reside en el hecho de que ICA necesita un contraste cuyo valor
sea cercano a cero en caso de estad´ıstica cercana a la gausiana, mientras que lo que
se necesita para la extraccio´n relevante de caracter´ısticas es un contraste cuyo valor
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sea creciente con el orden de dependencia estad´ıstica entre la proyeccio´n extra´ıda y
la clase, lo que supone un problema de mayor dificultad.
Como puede verse, la aplicacio´n previa de PCA tal y como se propuso en el
Apartado 2.2 lleva a cabo un control en la varianza de las componentes de salida,
adema´s de forzar que los vectores de proyeccio´n este´n normalizados. El escalado de
J(zk|cl) con la varianza de su argumento puede sesgar la estimacio´n de I(zk, y) de
no estar dicha varianza normalizada.
Para visualizar la necesidad de esta normalizacio´n, en la Figura 2.2 se muestra el
valor de la entrop´ıa estimada, as´ı como de la real, para datos con estad´ıstica gausiana
para un rango de valores de desviacio´n t´ıpica entre 0.1 y 10 con 1000 muestras. Como
puede apreciarse, la estimacio´n es muy precisa cuando los datos esta´n normalizados,
pero se aleja bruscamente del valor real cuando la varianza deja de ser unitaria.
La razo´n de esto es que los momentos exponenciales con los que se estima J(z) no
escalan de forma apropiada. Al no tener sentido la estimacio´n propuesta para datos
no normalizados, se tendra´ en cuenta la propiedad del escalado de la entrop´ıa
h(az) = h(z) + log a
De esta forma, se podra´ aplicar la estimacio´n de la siguiente forma
h(z) = h(z¯) + log σz = hG(z¯) + log σz − J(z¯)
donde z¯ =
z
σz
.
La media de los datos es aun ma´s influyente en la estimacio´n (por culpa, de nuevo,
del te´rmino J(z)) que la varianza. Esto es lo´gico, debido a la alta sensibilidad de los
momentos exponenciales en (2.12) respecto a la media. En la Figura 2.3 se ilustra
el problema para datos normalizados con varianza unitaria y estad´ıstica gausiana
(para otros tipos de distribucio´n se comporta de ide´ntica manera). La entrop´ıa real
es constante ya que, como es sabido, es invariante a la media. Se exige por tanto
tomar los momentos centrados sobre los datos, es decir, una vez se ha eliminado la
media a los mismos.
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Figura 2.2: Entrop´ıa estimada (l´ınea continua) y real (punteada) para datos unidi-
mensionales con estad´ıstica gausiana en funcio´n de la desviacio´n t´ıpica de los datos.
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Figura 2.3: Entrop´ıa estimada (l´ınea continua) y real (punteada) para datos unidi-
mensionales con estad´ıstica gausiana en funcio´n de la media de los datos.
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En cuanto al valor de la informacio´n mutua, se muestra la estimacio´n en la Figura
2.4 para datos generados a partir de dos gausianas, siendo y la variable que indica
la pertenencia de z a una u otra gausiana. Se ha realizado un barrido en el grado de
separacio´n entre las muestras correspondientes a una y otra clase. El valor real de
la informacio´n mutua tiende a log 2 en todos los casos: este valor se corresponde con
la entrop´ıa de y ya que al estar las clases no solapadas no tenemos incertidumbre
sobre y conocido z. El hecho de que el valor estimado siga creciendo se debe a la
imprecisio´n que introduce J(·) cuando se aplica a datos multimodales. El estimador
de h(z) esta´ sesgado a valores altos, lo cual puede ser positivo porque se tendera´ a
acentuar la multimodalidad de z y la unimodalidad de cada z|cl.
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Figura 2.4: Estimacio´n de la informacio´n mutua en un problema biclase unidimen-
sional. El eje horizontal representa la distancia entre los centros de ambas clases. Los
datos de cada clase esta´n normalizados y tienen estad´ıstica gausiana (l´ınea puntea-
da), uniforme (continua) y laplaciana (discontinua).
CAPI´TULO 2. EXTRACCIO´N BASADA EN CONTRASTES 63
2.3.3. Extensio´n a mu´ltiples proyecciones
Hasta ahora se ha descrito el procedimiento para obtener una componente indi-
vidual zk que maximice I(zk, y). A continuacio´n describiremos un me´todo va´lido que
extienda el procedimiento a la obtencio´n de mu´ltiples componentes como se muestra
en la funcio´n de coste a maximizar en (2.3). En lugar de obtenerlas simulta´neamen-
te, se propone obtener las proyecciones secuencialemente. De esta forma conseguimos
una ordenacio´n de las proyecciones por relevancia, ya que la calidad de las mismas
desciende con cada nueva proyeccio´n, al ir reducie´ndose progresivamente la dimensio´n
del subespacio de bu´squeda.
En el apartado anterior se ha probado la necesidad de contar con una versio´n
de z normalizada y centrada, para que J(z) proporcione un valor preciso. Por ello
establecemos la restriccio´n ‖wk‖ = 1. De esta forma, al estar los datos blanqueados
a la entrada, estara´n normalizados a la salida. Ahora necesitamos imponer otra res-
triccio´n: la ortogonalidad entre las proyecciones obtenidas, de forma que wTkwj = 0
para 1 ≤ j < i. Hay dos razones para imponer esta restriccio´n. En primer lugar,
se evita que la misma proyeccio´n aparezca ma´s de una vez durante el proceso. En
segundo lugar, se preserva a la salida el blanqueado que se ha llevado a cabo en la
entrada.
En resumen, el conjunto de proyecciones dadas por la matriz W han de ser
ortonormales. La necesidad nume´rica de ortonormalidad planteada en el apartado
anterior se extiende ahora por las razones expuestas. Para conseguir la ortonormali-
dad de forma secuencial, se debe forzar a que cada componente obtenida pertenezca
al subespacio vectorial complementario al subespacio generado por las proyecciones
ya obtenidas. Hay numerosas opciones para tratar con restricciones de ortogonali-
dad. En nuestro caso, se ha empleado un sencillo me´todo basado en ortogonalizacio´n
de Gram-Schmidt que proporciona buenos resultados. Cada iteracio´n del algoritmo
de ascenso por gradiente constara´ de dos pasos. El primero es el movimiento en la
direccio´n marcada por el gradiente en (2.15) de la forma wn+1k = w
n
k + α
∂I(znk ,y)
∂wnk
. El
segundo consiste obtener un w¯n+1k de forma que sea ortogonal a las {wj}j=1,··· ,k−1, y
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tenga norma unitaria
ϕ = wn+1k −
∑
j<k
〈wn+1k ,wj〉wj
w¯n+1k =
ϕ
‖ϕ‖
El procedimiento descrito hasta ahora responde a una tipolog´ıa incremental, en
el que las proyecciones son obtenidas en orden decreciente de relevancia. Como al-
ternativa a este esquema puede plantearse una metodolog´ıa decremental. Se parte de
una matriz de proyecciones sin pe´rdidas, por ejemplo W = I, y se busca la proyec-
cio´n w1 que minimiza I(z1, y), es decir, que extrae informacio´n irrelevante que puede
ser eliminada. La matriz W pasa a ser la base del subespacio ortogonal a w1, que
cumple [W w1]
T [W w1] = I. De esta forma, la informacio´n relevante va siendo
“empujada” hacia el subespacio, cada vez de menor dimensio´n, que permanece orto-
gonal a las proyecciones desechadas. Esta metodolog´ıa decremental tiene la ventaja
de que el nu´mero de proyecciones a obtener puede ser determinado sobre la marcha:
el proceso de eliminacio´n de proyecciones se detiene cuando se tiene constancia de
que no existen ma´s componentes no informativas. Como inconveniente, hay que des-
tacar el hecho de que para bases de datos de alta dimensio´n el proceso puede ser
computacionalmente muy intensivo, si la informacio´n puede ser expresada mediante
un conjunto reducido de proyecciones relevantes.
2.4. Experimentos
En el presente apartado, se muestra una serie de experimentos para validar el
me´todo propuesto. Los datos usados en las simulaciones constan tanto de una base
de datos generada sinte´ticamente como de datos reales de disponibilidad pu´blica. Las
caracter´ısticas ma´s relevantes de los conjuntos de datos se muestran en la Tabla 2.1.
El problema sinte´tico fue propuesto en [Weston, 2001b] para la evaluacio´n de
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me´todos de seleccio´n de caracter´ısticas. Esta base de datos nos servira´ para evaluar
el comportamiento de los me´todos de extraccio´n de caracter´ısticas frente a datos
caracterizados por fronteras de clasificacio´n con fuertes no linealidades. Para ello, las
variables sinte´ticas son mezcladas por medio de una matriz ortonormal. La dimensio´n
de los datos es 50. Antes de la mezcla, so´lo 2 variables son relevantes. El objetivo es
por tanto obtener la matriz de extraccio´n W capaz de aislar esas 2 caracter´ısticas
relevantes.
El resto de bases de datos que se muestran en la Tabla 2.1 esta´n construidas con
datos reales, y han sido obtenidos del repositorio pu´blico UCI [Newman, 1998]. Se
han elegido de forma que los me´todos puedan ser evaluados para condiciones dispares
de dimensionalidad y nu´mero de clases. En el caso de la base de datos Isolet, se ha
llevado a cabo una reduccio´n previa mediante PCA ya que la alta dimensio´n de los
datos de entrada con respecto al nu´mero de muestras hace inviable la aplicacio´n de
algunos de los me´todos de extraccio´n de caracter´ısticas comparados.
Datos Entrenamiento Test Dimensio´n No clases
Sinte´ticos 1000 500 50 2
Landsat 4435 2000 36 6
Optdigits 3823 1797 64 10
Letter 16000 4000 16 26
Isolet 6238 1559 617(40) 26
Cuadro 2.1: Caracter´ısticas de las bases de datos evaluadas.
Los experimentos que se proponen a continuacio´n tienen como objetivo
1. Evaluar cuantitativamente la precisio´n del me´todo MMI en la estimacio´n de la
informacio´n mutua.
2. Comparar las prestaciones de las versiones incremental y decremental del al-
goritmo.
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3. Mostrar los resultados de clasificacio´n y compararlos con los proporcionados
por otros me´todos de extraccio´n lineal de caracter´ısticas.
4. Ilustrar la utilidad del me´todo MMI para visualizacio´n de informacio´n relevante
para clasificacio´n.
2.4.1. Evaluacio´n de la estimacio´n de la informacio´n mutua
En este primer experimento, se evalu´a la validez de la estimacio´n de
∑
k I(zk, y)
en lugar de I(z, y), en las componentes obtenidas de los datos pu´blicos. Se mide la
diferencia u offset entre ambas magnitudes para justificar el uso de la funcio´n de
contraste propuesta en (2.3) en lugar de la propuesta en (2.2).
Adema´s, se justifica experimentalmente el uso de PCA de acuerdo con las razones
esgrimidas en el Apartado 2.2. En la Tabla 2.2, se han estimado estas magnitudes
para los datos de entrada por medio del me´todo de estimacio´n de la informacio´n
mutua propuesto en [Kraskov, 2004], y que esta´ basado en KNN. Se ha aplicado a
los conjuntos de datos pu´blicos de la Tabla 2.1 a excepcio´n de Isolet, a la que se ha
aplicado un preprocesado artificial. Los nu´meros negativos en la tabla se deben a la
imprecisio´n de la estimacio´n, pero sugieren valores pro´ximos a cero. Los resultados
demuestran que el uso de PCA reduce el offset en los tres casos estudiados, lo que
justifica su uso en el preprocesado. En la Tabla 2.3 se ha hecho lo mismo, pero con las
componentes de salida cuando se aplica el me´todo MMI. En este caso, se ha usado
otro estimador de la informacio´n mutua, a partir de una aproximacio´n a la entrop´ıa
basada en modelos de Parzen optimizados de acuerdo con el me´todo propuesto en
[Leiva-Murillo, 2006], y que se detalla en el Apartado 3.2. De acuerdo con ambos
estimadores, la desviacio´n del valor de
∑
k I(zk, y) respecto al de I(z, y) tiene un
valor lo suficientemente pequen˜o como para justificar el uso de
∑
k I(zk, y) como un
criterio de extraccio´n de caracter´ısticas va´lido.
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Datos Sin PCA Con PCA
Iˆ(x) Iˆ(x|y) Iˆ(x)−Iˆ(x|y) Iˆ(x) Iˆ(x|y) Iˆ(x)−Iˆ(x|y)
Landsat 41.361 20.182 21.179 -0.886 -0.513 -0.373
Optdigits 15.333 8.386 6.947 3.735 3.537 0.196
Letter 23.879 19.677 4.201 10.803 7.318 3.485
Cuadro 2.2: Estimacio´n de I(x) e I(x|y) con y sin PCA previo a la entrada, mediante
el me´todo descrito en [Kraskov, 2004]. Los valores muestran que PCA reduce la
redundancia a la entrada.
Datos
∑
I(zk, y) Iˆ(z) Iˆ(z|y) Iˆ(z)− Iˆ(z|y)
MMI Parzen/KNN Parzen/KNN Parzen/KNN
Landsat 16.114 2.57/2.01 1.67/0.57 0.91 (5.6%)/1.44(8.9%)
Optdigits 28.526 4.28/4.68 1.85/1.24 2.43 (8.5%)/ 3.43 (12%)
Letter 16.925 4.79/8.29 2.59/5.91 2.19 (12%)/2.38 (14.1%)
Cuadro 2.3: Estimacio´n del offset entre los valores de (1.1) y de (2.3) a la salida.
Los estimadores son los basados en KNN y en modelos de Parzen. El error estimado
(dos u´ltimas columnas) contienen tambie´n el valor porcentual respecto a la primera
columna.
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2.4.2. MMI incremental vs. MMI decremental
En este experimento, se compara la versio´n incremental de MMI con la decre-
mental. Se ha usado el conjunto de datos Landsat ya que, al no ser su dimensio´n muy
alta, permite llevar a cabo la versio´n decremental con un coste computacional mode-
rado. El valor de I(zk, y) para cada componente, segu´n ambos me´todos, se muestra
en la Figura 2.5. Como se aprecia en la figura, la versio´n decremental obtiene proyec-
ciones con valores ma´s bajos de informacio´n mutua que la versio´n incremental. La
explicacio´n a este feno´meno reside en la imprecisio´n del estimador para valores ba-
jos de informacio´n mutua en el caso decremental. Aunque las primeras proyecciones
desechadas lo han sido con valores nulos, el valor real de la informacio´n mutua puede
ser distinto de cero y por tanto puede estar destruye´ndose informacio´n relevante.
Como consecuencia de ello, las proyecciones finales arrojan valores inferiores para las
I(zk, y) porque alguna informacio´n “se ha perdido por el camino”.
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Figura 2.5: Comparacio´n entre la informacio´n mutua obtenida por la versio´n incre-
mental y la versio´n decremental para cada componente extra´ıda para la base de datos
Landsat.
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2.4.3. Resultados de clasificacio´n
En este u´ltimo experimento, MMI (en su versio´n incremental) es comparado con
los dema´s me´todos sobre las bases de datos descritas en la Tabla 2.1.
Los me´todos que sera´n evaluados a la vez que MMI son SIR, LDA, CCA (descri-
tos en el Apartado 1.2.2) y MRMI (descrito en el Apartado 1.3.4). Dado que SIR,
LDA y CCA no son capaces de obtener ma´s de Nc − 1 proyecciones relevantes, se
ha propuesto el siguiente esquema para poder extraer ma´s caracter´ısticas de estos
me´todos, y as´ı poder llevar a cabo una comparacio´n justa. Mediante un esquema
basado en bu´squedas en subespacios, las sucesivas proyecciones son halladas en el
espacio ortogonal a las que ya han sido obtenidas. El algoritmo se muestra en la
Figura 2.6.
B1 = I
For k = 1 to M
xp = B
T
k x
Obtener proyeccio´n o´ptima w˜ for xp (LDA, SIR o CCA)
Expresar en el espacio original: w = Bkw˜
Wk = {Wk−1,w}
Obtener Bk+1 como la base del subespacio complementario a Wk
end
Figura 2.6: Algoritmo para la bu´squeda en subespacios complementarios. Cada pro-
yeccio´n es hallada en el subespacio complementario a las ya obtenidas.
El preprocesado aplicado a los datos ha constado de los siguientes pasos:
Los datos de entrenamiento son centrados mediante la rectificacio´n de su media.
Tras el centrado, los datos de entrenamiento son blanqueados, es decir, sus
variables son decorrelacionadas mediante PCA.
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La media y la matriz de PCA obtenidas para los datos de entrenamiento son
aplicadas a los datos de test.
El blanqueado de los datos permitira´ una comparacio´n ma´s justa con MRMI.
Dado que este me´todo hace uso de un modelo de Parzen esfe´rico para la estimacio´n
de la informacio´n mutua, una distribucio´n esfe´rica de los datos hace que el modelo
se ajuste mejor a ellos.
Los resultados de clasificacio´n son obtenidos mediante un clasificador KNN
(K = 1) y un clasificador SVM con kernel RBF. Los hiperpara´metros de la SVM
han sido obtenidos mediante validacio´n cruzada [Scholkopf, 2002] con 3 subconjun-
tos.
Los resultados, para KNN y SVM y diferentes grados de la reduccio´n de la di-
mensio´n, se muestran en las Tablas 2.4 hasta 2.7. Se destacan, para cada columna,
los valores ma´ximos segu´n cada uno de los dos clasificadores. La fila de “Datos en
crudo” muestra, en cada tabla, el resultado de clasificacio´n sobre la base de datos
completa, sin preprocesado ni reduccio´n en su dimensio´n.
El resultado ma´s notable es el que se obtiene para la base de datos Sinte´tica, que se
muestra en la Tabla 2.4. Como puede verse, so´lo MRMI y MMI son capaces de obtener
la informacio´n discriminativa, aunque necesiten obtener ma´s de dos proyecciones (la
dimensio´n efectiva es 2). El resto de los me´todos fallan dado que esta´n basados en
estad´ısticos de primer y segundo orden, lo que supone una incapacidad para manejar
datos que exijan reglas de separabilidad no lineales. Aunque MRMI es igualmente
capaz de captar informacio´n relevante, puede verse que MMI lo hace de forma ma´s
eficaz, y con so´lo una proyeccio´n es capaz de extraer informacio´n discriminativa para
clasificacio´n.
Del resto de pruebas puede extraerse como conclusio´n importante el hecho de
que, aunque MMI no es sistema´ticamente mejor que los dema´s me´todos, en los casos
en que obtiene peores resultados lo hace por una mı´nima diferencia.
De los resultados mostrados en la Tabla 2.6 se obtiene como conclusio´n la alta
capacidad de MMI para obtener buenos resultados con altos grados de reduccio´n
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No de Comps. 1 2 3 4 5
PCA/KNN 66.30 66.70 71.30 66.30 65.30
PCA/SVM 77.10 76.90 78.20 76.20 75.80
SIR/KNN 51.90 48.30 49.60 52.50 50.90
SIR/SVM 53.30 52.20 51.90 51.80 51.30
LDA/KNN 49.90 51.40 49.60 53.20 54.30
LDA/SVM 53.00 53.30 53.60 59.60 63.60
CCA/KNN 48.10 50.10 49.70 51.50 54.20
CCA/SVM 52.30 53.00 53.20 53.50 59.20
MRMI/KNN 51.50 71.50 89.00 88.10 85.50
MRMI/SVM 51.80 78.10 91.20 89.70 87.90
MMI/KNN 93.20 95.50 94.50 94.00 91.30
MMI/SVM 94.90 96.70 95.70 94.90 94.10
Datos en crudo/KNN 50.00
Datos en crudo/SVM 50.00
Cuadro 2.4: Precisio´n en clasificacio´n sobre la base de datos sinte´tica no lineal.
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No de Comps. 1 2 3 4 5
PCA/KNN 40.80 78.40 83.80 84.70 85.80
PCA/SVM 51.55 82.15 85.75 88.65 89.25
SIR/KNN 47.15 71.25 82.00 83.95 82.45
SIR/SVM 55.00 79.35 85.65 86.85 87.25
LDA/KNN 47.85 71.35 82.00 83.90 82.50
LDA/SVM 54.90 79.35 85.65 86.85 87.20
CCA/KNN 47.15 71.25 82.00 83.95 82.45
CCA/SVM 55.00 79.35 85.65 86.85 87.25
MRMI/KNN 52.05 69.50 83.65 83.20 84.50
MRMI/SVM 62.15 75.75 85.95 86.40 87.10
MMI/KNN 56.20 74.75 82.80 84.40 84.45
MMI/SVM 62.20 81.40 86.30 87.55 87.85
Datos en Crudo/KNN 89.45
Datos en Crudo/SVM 86.85
Cuadro 2.5: Precisio´n sobre la base de datos Landsat.
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No de Comps. 1 2 3 4 5 6
PCA/KNN 28.32 52.81 71.68 78.80 87.81 90.43
PCA/SVM 35.89 61.83 76.02 82.42 90.87 92.60
SIR/KNN 32.22 59.04 77.30 85.31 89.87 92.60
SIR/SVM 40.57 64.77 80.80 88.04 91.15 92.77
SIR/KNN 32.22 59.04 77.30 85.31 89.87 92.60
LDA/SVM 40.57 64.77 80.80 88.04 91.15 92.71
CCA/KNN 32.22 59.04 77.30 85.31 89.87 92.60
CCA/SVM 40.57 64.77 80.80 88.04 91.15 92.77
MRMI/KNN 35.45 58.82 77.74 23.15 24.04 25.43
MRMI/SVM 41.29 65.16 80.80 33.44 34.84 35.61
MMI/KNN 36.39 60.32 72.12 84.42 89.98 92.65
MMI/SVM 42.57 66.17 77.57 86.64 92.15 93.43
Datos en Crudo/KNN 98.00
Datos en Crudo/SVM 97.16
Cuadro 2.6: Precisio´n obtenida sobre los datos Optdigits.
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No de Comps. 1 2 3 4 5 10
PCA/KNN 4.50 6.73 10.50 13.35 20.62 79.93
PCA/SVM 7.72 9.07 13.57 17.12 24.22 85.42
SIR/KNN 15.05 16.70 23.57 37.15 47.95 86.05
SIR/SVM 9.10 13.42 23.35 37.35 52.20 90.17
LDA/KNN 15.05 16.70 23.57 37.15 47.95 86.05
LDA/SVM 9.12 13.42 23.35 37.35 52.20 90.17
CCA/KNN 15.05 16.70 23.57 37.15 47.95 86.05
CCA/SVM 9.12 13.42 23.35 37.35 52.20 90.17
MRMI/KNN 15.15 16.20 24.68 37.35 47.58 89.20
MRMI/SVM 10.17 13.70 24.42 37.17 51.65 92.27
MMI/KNN 15.18 16.73 26.20 35.45 48.20 84.25
MMI/SVM 11.50 14.43 27.83 37.53 52.82 89.47
Datos en Crudo/KNN 95.65
Datos en Crudo/SVM 97.55
Cuadro 2.7: Precisio´n obtenida sobre los datos Letter.
CAPI´TULO 2. EXTRACCIO´N BASADA EN CONTRASTES 75
No de Comps. 1 2 3 4 5 6
PCA/KNN 9.11 11.67 16.16 18.47 24.44 27.45
PCA/SVM 13.15 18.35 25.14 27.90 32.84 37.72
SIR/KNN 5.45 22.00 42.33 61.77 69.34 72.48
SIR/SVM 7.89 32.91 53.75 70.43 75.50 79.54
LDA/KNN 19.82 40.28 55.93 65.62 69.34 75.95
LDA/SVM 27.65 49.90 65.75 72.23 75.88 79.92
CCA/KNN 19.69 40.28 55.93 65.62 69.34 75.95
CCA/SVM 27.13 50.29 66.13 72.48 76.65 79.41
MRMI/KNN 21.55 38.87 58.56 48.49 59.33 64.08
MRMI/SVM 25.02 50.22 66.84 58.56 67.61 74.41
MMI/KNN 21.81 40.22 53.88 66.00 72.16 73.57
MMI/SVM 28.74 49.90 61.19 74.66 78.77 80.95
Datos en Crudo/KNN 85.31
Datos en Crudo/SVM 95.38
Cuadro 2.8: Precisio´n obtenida sobre los datos Isolet.
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de la dimensio´n (para una dimensio´n de 1 o´ 2 obtiene el mejor resultado). A la luz
de su comparacio´n con MRMI, queda clara la mejor disponibilidad de MMI para
solventar el problema de la maldicio´n de la dimensio´n. El hecho de que esta base de
datos presente una alta dimensio´n de partida hace que el uso de modelos basados en
ventanas de Parzen puedan padecer un sobreajuste a los datos. De ah´ı que MRMI se
comporte bien para una baja dimensio´n a la salida, pero sus prestaciones se deterioran
significativamente para d > 3, situacio´n para la que el modelo esfe´rico a la salida
deja de describir bien los datos.
En la Tabla 2.7 queda patente la superioridad de MMI en una base de datos
con un elevado nu´mero de clases. La explicacio´n a esta superioridad puede hallarse
en el hecho de que MMI puede encontrar los patrones de discriminacio´n no lineal
de forma ma´s eficiente que los me´todos cla´sicos, ya que la presencia de un elevado
nu´mero de clases aumenta la dificultad de encontrar proyecciones que permitan la
discriminacio´n entre ellas.
2.4.4. Visualizacio´n de informacio´n discriminante
El algoritmo propuesto puede ser utilizado para encontrar las variables ma´s in-
formativas en un problema de clasificacio´n. Para ello, no se lleva a cabo ninguna
extraccio´n de caracter´ısticas, sino que se evalu´a I(xk, y) directamente sobre los da-
tos sin procesar. En un problema de reconocimiento en imagen, esto puede ser de
intere´s dado que permite localizar las a´reas de la imagen que tienen un mayor valor
discriminante.
La base de datos Facedata consta de ima´genes de taman˜o 19 × 19, algunas de las
cuales contienen una cara humana [Heisele, 2000]. En la Figura 2.7 se muestran algu-
nos ejemplos de ima´genes etiquetadas como positivas. En la Figura 2.8 se muestra la
informacio´n mutua contenida en cada p´ıxel acerca de la variable que se quiere inferir.
Los valores cercanos al blanco indican alta informacio´n discriminante, mientras que
los p´ıxeles cercanos al negro indican valores bajos. En el mapa de la Figura 2.8 queda
claro que los p´ıxeles con mayor capacidad discriminante son los situados en las zonas
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de la imagen que contienen los rasgos caracter´ısticos de una cara humana: frente,
ojos, po´mulos y boca.
Figura 2.7: Muestras etiquetadas como positivas en la base de datos Facedata.
Figura 2.8: “Mapa de Informacio´n” proporcionado por el estimador de informacio´n
mutua propuesto, para la base de datos Facedata.
Se ha llevado a cabo el mismo procedimiento a la base de datos Optdigits, que
consta de ima´genes 8 × 8 de d´ıgitos manuscritos. Se muestran algunos ejemplos de
estos d´ıgitos en la Figura 2.9. El resultado de visualizar la informacio´n mutua entre
cada p´ıxel y el vector de clases se muestra en la Figura 2.10. Aunque en este caso el
resultado es menos intuitivo, puede apreciarse co´mo la informacio´n u´til para discri-
minar entre d´ıgitos se localiza principalmente en las zonas de la imagen que permiten
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distinguir entre grupos de d´ıgitos. El conocimiento de este “mapa de informacio´n”
puede ser muy u´til dado que nos puede servir para descartar desde el principio zonas
de la imagen que no son relevantes para la discriminacio´n, como los bordes izquierdo
y derecho.
Figura 2.9: Ejemplos de ima´genes tomadas de la base de datos Optdigits. Se muestra
un ejemplo de cada clase: d´ıgitos manuscritos desde el 0 hasta el 9.
Figura 2.10: “Mapa de Informacio´n” proporcionado por el estimador de informacio´n
mutua propuesto, para la base de datos Optdigits.
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2.5. Valoracio´n de los resultados y conclusiones
La principal limitacio´n del me´todo propuesto es su cara´cter incremental, lo que
hace que sea subo´ptimo cuando se aplica a conjuntos de datos en los que una u´nica
proyeccio´n no sirve para discriminar. Un ejemplo de lo expuesto lo encontramos en las
situaciones del tipo de la funcio´n XOR: cuando la etiqueta es generada a partir de la
funcio´n OR exclusiva de dos de las variables, una u´nica proyeccio´n no puede reunir la
informacio´n discriminativa. Au´n as´ı, y de acuerdo con los resultados expuestos en la
Tabla 2.4, el me´todo ha sido capaz de aislar la informacio´n relevante, que en esta base
de datos traza una funcio´n de discriminacio´n de ese tipo. A pesar de las limitaciones
de la implementacio´n incremental y unidimensional de MMI, consigue superar al
me´todo MRMI, que s´ı es capaz de proporcionar varias proyecciones simulta´neamente.
En cuanto al resto de experimentos presentados, hay que destacar el hecho de que
MMI mejora en general, aunque sin mucho margen, a los otros me´todos. Por tanto,
la principal conclusio´n a extraer es que MMI proporciona prestaciones similares o
mejores que los me´todos cla´sicos cuando los datos esta´n definidos por patrones de
discriminacio´n de tipo lineal, y que dichas prestaciones pueden ser dra´sticamente
mejoradas cuando las fronteras de clasificacio´n son fuertemente no lineales.
Las razones por las que se ha construido el algoritmo MMI de forma secuencial,
obtenie´ndose las proyecciones una a una, obedecen a la inexistencia de estimadores
fiables de la entrop´ıa para datos multidimensionales, como se detallo´ en el Apartado
2.3. El trabajo expuesto en [Hulle, 2005] plantea una generalizacio´n de la expansio´n de
Edgeworth a mu´ltiples dimensiones. Este esquema plantea un doble problema: por un
lado, la falta de robustez propia de dicha expansio´n; por otro, la necesidad de trabajar
con tensores, lo que dispara la complejidad computacional cuando sube el nu´mero de
componentes a la salida. El nu´mero de cumulantes a evaluar es de d+2
(
d
2
)
+
(
d
3
)
, por
lo que la complejidad del estimador es de O(Nd3). En comparacio´n, la complejidad
del me´todo MMI propuesto en el presente Cap´ıtulo es de O(Nd).
En [Welling, 2005] se propone una estimacio´n robusta de la FDP, y que supone
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una interesante alternativa a las expansiones de Edgeworth y Gram-Charlier. Sin
embargo, se ha de hallar la expansio´n que permita su aplicacio´n a la estimacio´n
de la entrop´ıa. Encontrar dicha expansio´n as´ı como su aplicacio´n al esquema de
maximizacio´n de la informacio´n mutua propuesto en este cap´ıtulo son tareas que
quedan propuestas como l´ıneas futuras de trabajo prioritarias.
Dado que el trabajo aqu´ı presentado se basa en la estimacio´n y maximizacio´n
de la informacio´n mutua entre cada una de las caracter´ısticas obtenidas y las cla-
ses, se necesita un mecanismo que permita medir y limitar, de forma ma´s fiable, la
diferencia entre la magnitud a maximizar
∑
k I(zk, y) y la magnitud que idealmente
habr´ıa que maximizar, I(z, y). En este cap´ıtulo se ha propuesto usar la decorrelacio´n
PCA, adema´s de la ortogonalizacio´n de Gram-Schmidt, para limitar la redundancia
entre proyecciones extra´ıdas. Sin embargo, dicho procedimiento no tiene en cuenta
la dependencia estad´ıstica entre los datos, que puede residir en los estad´ısticos de or-
den mayor que dos. La principal dificultad para introducir la dependencia estad´ıstica
entre las caracter´ısticas obtenidas, con el objeto de penalizar la redundancia entre
las mismas, es que implica trabajar con la informacio´n mutua multidimensional, que
como se ha visto es un problema au´n no resulto satisfactoriamente.
Cap´ıtulo 3
Optimizacio´n de modelos no
parame´tricos para aprendizaje
Aunque en el cap´ıtulo anterior se ha propuesto un me´todo inspirado en teor´ıa de
la informacio´n que elude la problema´tica de la estimacio´n de la FDP de los datos,
muchos de los me´todos propuestos en la literatura s´ı llevan a cabo esta estimacio´n.
La mayor parte de dichos me´todos hacen uso de modelos no-parame´tricos basados
en ventanas de Parzen. La razo´n de la popularidad de estos modelos en este a´mbito
es su versatilidad, dado que presentan ciertas propiedades que recomiendan su uso.
La primera ventaja es que no realizan ninguna suposicio´n sobre la distribucio´n de los
datos. Estos modelos son suficientemente flexibles como para reproducir con fidelidad
funciones de densidad de distinta naturaleza. En segundo lugar, permiten modelar
datos multidimensionales aunque, en general, esto se produce bajo la suposicio´n de
esfericidad. Por u´ltimo, estos modelos permiten una caracterizacio´n inmediata de la
FDP de los datos a la salida de una transformacio´n determinista, conocido el modelo
a la entrada. Los centroides en la distribucio´n de salida equivalen a la transformacio´n
de los de la entrada. Para el ancho o´ptimo de la ventana, sin embargo, no hay forma
de establecer una relacio´n entre el de entrada y el de salida, por lo que suele recurrirse
a te´cnicas heur´ısticas.
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En realidad, estas virtudes son compartidas con los modelos semiparame´tricos
basados en mezclas de gausianas o´ GMM. La diferencia fundamental entre los GMM y
los modelos de Parzen es que e´stos u´ltimos no necesitan un entrenamiento del modelo:
e´ste esta´ definido u´nicamente por los centroides de las ventanas, que a su vez esta´n
determinados por los datos. Sin embargo, un inconveniente de los modelos de Parzen
frente a los GMM es la alta complejidad computacional de la evaluacio´n del modelo,
dado que la densidad de probabilidad en un punto ha de ser estimada tomando todas
las muestras que conforman el conjunto de entrenamiento. Adema´s, la precisio´n del
modelo depende estrechamente del ancho de la ventana considerada. Esto implica
que, a pesar de la denominacio´n de me´todos no parame´tricos, la precisio´n de la
estimacio´n de la FDP depende estrechamente del correcto dimensionamiento del
ancho de la ventana.
Ambos problemas han sido ya ampliamente tratados en la literatura. Para el
problema de la reduccio´n de la complejidad se han propuesto distintos me´todos (ver,
por ejemplo, [Fukunaga, 1989] y [Jeon, 1994]) y, aunque es importante considerarlo
para su aplicacio´n pra´ctica a problemas de aprendizaje, no se tratara´ en la presente
tesis. Para el problema de la eleccio´n o´ptima del ancho de ventana se han propuesto
numerosos criterios de disen˜o. El presente cap´ıtulo esta´ dedicado a presentar un
me´todo para el dimensionado del ancho de ventana, de forma que proporcione el
modelo que permita estimar magnitudes como entrop´ıa o verosimilitud con suficiente
fiabilidad.
En el siguiente apartado se describe en detalle el problema del disen˜o del ancho de
ventana, y se lleva a cabo una revisio´n de los me´todos que han sido propuestos para
resolver este problema. Posteriormente se presentan tres versiones de un algoritmo
en punto fijo para la eleccio´n o´ptima del ancho de ventana de acuerdo con el criterio
de ma´xima verosimilitud. Para finalizar, se describe la estimacio´n de la entrop´ıa a
partir de los datos mediante estos modelos, y se demuestra la optimalidad de dicha
estimacio´n.
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3.1. El problema del disen˜o de los modelos
Un modelo de densidad de probabilidad de Parzen toma la forma
pˆ(x) =
1
N
N∑
i=1
k(x− xi|θ) (3.1)
donde k(·) es la ventana o nu´cleo del modelo. La diferencia entre esta expresio´n y la
que se mostro´ en (1.25) (pa´g. 37) es que ahora se ha hecho expl´ıcita la dependencia
de la ventana respecto a algu´n para´metro o conjunto de para´metros θ.
Algunos ejemplos de ventanas usadas en la construccio´n de estos modelos son
la uniforme y la gausiana. El caso de la ventana uniforme o rectangular presenta
el inconveniente de dar lugar a un modelo de densidad discontinuo. El caso de la
ventana gausiana no presenta este problema, y tiene la virtud de proporcionar mo-
delos continuos y derivables. La ventana gausiana es, de hecho, la ma´s ampliamente
utilizada en la literatura.
El conjunto de para´metros dado por θ da la medida del ancho de dicha ventana.
En el caso de la ventana uniforme, el u´nico para´metro necesario para caracterizarla
es su ancho. En cuanto a la ventana gausiana, el para´metro que describe su an-
cho es la varianza, en el caso unidimensional, o la matriz de covarianza en el caso
multidimensional.
En la Figura 3.1 se muestran algunos ejemplos de modelos unidimensionales ge-
nerados con ventanas gausianas y uniformes, para el mismo conjunto muestral y con
distintos valores para su ancho. La eleccio´n del ancho de la ventana va a determinar
el grado de precisio´n del modelo. De los modelos representados en la Figura 3.1 se
desprenden dos hechos: una ventana demasiado amplia puede no ser capaz de cap-
turar la estructura de la densidad, que en este ejemplo es bimodal. Por contra, una
ventana demasiado estrecha sobreajustara´ el modelo a los datos a partir de los que se
ha generado. Una situacio´n intermedia registrara´ adecuadamente la bimodalidad de
los datos, a la vez que presentara´ una “suavidad” que permita una buena capacidad
de generalizacio´n del modelo probabil´ıstico para nuevas realizaciones de la variable
aleatoria.
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Figura 3.1: Ejemplos de modelos con ventana gausiana (arriba) y rectangular (abajo)
para distintos anchos de ventana: estrecho (izquierda), moderado (centro) y amplio
(derecha).
Los trabajos presentes en la literatura sobre el disen˜o del ancho de la ventana
se han centrado principalmente en el caso unidimensional; el caso multidimensional
ha sido menos tratado, y la mayor parte de las soluciones propuestas esta´n basadas
en generalizaciones del caso univariable. Los criterios para definir la idoneidad de
uno u otro ancho son variados. En [Jones, 1996] se hace una revisio´n de los me´todos
propuestos en la literatura, y se sugiere una divisio´n entre me´todos de disen˜o de
primera y de segunda generacio´n. De acuerdo con esta clasificacio´n, algunos de los
me´todos de esa primera generacio´n estar´ıan basados en criterios de error cuadra´tico
medio (mean squared error, MSE), que trata de minimizar E{(p(x)− pˆ(x))2}; el error
cuadra´tico medio integrado (mean integrated squared error MISE), que se basa en
evaluar E{∫ (p(x)− pˆ(x))2dx}, y el MISE asinto´tico (asymtotical MISE o´ AMISE).
Este u´ltimo analiza el caso N → ∞, que puede estudiarse mediante una expansio´n
de Taylor de segundo orden, y por tanto exige un conocimiento de las derivadas
primera y segunda de p(x) [Jones, 1996] [Silverman, 1986]. Los algoritmos de segunda
generacio´n incluir´ıan a los me´todos plug-in, que proporcionan una estimacio´n del
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te´rmino cuadra´tico en la expansio´n de Taylor. De esta forma se llega a una ecuacio´n en
punto fijo que minimiza el AMISE del estimador. Tambie´n se incluyen en esta segunda
generacio´n los me´todos basados en te´cnicas de remuestreo o bootstrap, que construyen
modelos a partir de datos generados con remuestreo a partir de la distribucio´n de
datos emp´ırica [Jones, 1996]. Otros me´todos han hecho uso de la divergencia de
Kullback-Leibler para medir la disparidad del estimador respecto a la densidad real
[Bowman, 1984].
3.1.1. Disen˜o de modelos de Parzen basado en ma´xima verosi-
militud
El criterio de ma´xima verosimilitud (maximum likelihood, ML) es el ma´s amplia-
mente utilizado en el disen˜o de modelos parame´tricos y semi-parame´tricos, y se basa
en obtener el modelo que mejor explica los datos de partida. En el caso de los mo-
delos parame´tricos, se parte de una familia de modelos dependientes de un conjunto
de para´metros θ que hay que ajustar. El ajuste se realiza de forma que se maximice
la log-verosimilitud
θˆ = argma´x
θ
logL(X|θ) = argma´x
θ
N∑
i=1
log pˆ(xi|θ) (3.2)
donde cada pˆ(xi|θ) es la verosimilitud del modelo, evaluado en xi, sujeto al conjunto
de para´metros θ.
En el caso de los modelos semiparame´tricos de mezcla de gausianas o GMM, el
procedimiento es similar. Estos modelos vienen dados por una suma de Lmodelos pa-
rame´tricos (en este caso gausianos), de la forma que se vio en (1.24) (pag. 36). Ahora,
θl es el conjunto de para´metros asociado al submodelo gausiano f(x|θl) = G(x|θl),
y que en este caso abarca la matriz de covarianza. El criterio ML puede ser aplicado
aqu´ı tambie´n, con la dificultad an˜adida de la estimacio´n de los pesos αl. El algoritmo
EM permite la obtencio´n simulta´nea de los para´metros y los pesos αi mediante el
criterio de ma´xima verosimilitud [Bishop, 1995].
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Aunque los modelos de Parzen entran en la categor´ıa de me´todos no parame´tri-
cos, hemos podido ver que el ancho de ventana utilizado determina la precisio´n del
modelo, por lo que puede tomar la consideracio´n de para´metro a optimizar. Por tan-
to, la expresio´n para la verosimilitud (3.2) sigue siendo aplicable en este caso, donde
θ denota el ancho de la ventana. Como puede intuirse fa´cilmente, la aplicacio´n del
criterio ML a estos modelos no es posible directamente si evaluamos la verosimilitud
en las muestras con las que hemos generado el modelo. Conside´rese un modelo de
Parzen como en (3.1), con ventana gausiana y dependiente de un u´nico para´metro
θ = σ2, es decir, las gausianas son esfe´ricas, con varianza σ2 en cada una de las
dimensiones. En tal caso, el ancho de la ventana o´ptima en te´rminos de verosimilitud
es el nulo, que es el que arroja un valor de verosimilitud infinito, dado que estamos
evalua´ndola sobre las muestras en las que esta´n centradas las ventanas. Es decir
l´ım
σ→0
N∑
i=1
log pˆ(xi) = l´ım
σ→0
∑
i
log
1
N
∑
j
(2piσ2)−D/2 exp
(
−‖xi − xj‖
2
2σ2
)
=∞
La validacio´n cruzada permite la aplicacio´n del criterio ML ya que evaluaremos
el modelo sobre muestras distintas a las que conforman el modelo. Cuando la vali-
dacio´n cruzada se lleva a cabo de forma que se usen todas las muestras a excepcio´n
de una para construir un modelo o clasificador que se evalu´a sobre la restante, el
procedimiento recibe el nombre de “dejar uno fuera” (leave-one-out, LOO). En el
caso del modelado de una FDP, esto da lugar a una estimacio´n del tipo
pˆ(xi) =
1
N − 1
N∑
j=1
j 6=i
G(xi − xj|θ) (3.3)
donde ya hemos concretado el uso de una ventana de tipo gausiano. Este proce-
dimiento fue propuesto por primera vez en [Duin, 1976] y ha sido posteriormente
analizado por otros autores [Silverman, 1986], [Hall, 1982]. Sin embargo, los me´to-
dos presentados en la literatura para el disen˜o o´ptimo a partir de la verosimilitud
y validacio´n cruzada tienen dos importantes limitaciones. En primer lugar, se cen-
tran en el caso de variables unidimensionales. El segundo es que no cuentan con un
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procedimiento cerrado de optimizacio´n, por lo que se elige el σ2 o´ptimo mediante un
barrido en una malla de valores de ancho de ventana, escogie´ndose el valor ma´ximo.
A continuacio´n, presentamos un procedimiento de disen˜o para la obtencio´n
de θ que supera estos dos inconvenientes. Para ello, calcularemos el gradiente
∇θ logL(X|θ), y lo igualaremos a cero. Veremos que esto da lugar a un algorit-
mo de punto fijo, que denominaremos ML-LOO, que permite optimizar θ mediante
un procedimiento iterativo.
3.2. Algoritmos de punto fijo para la optimizacio´n del
modelo
A la hora de construir un modelo no parame´trico con ventanas o nu´cleos gau-
sianos, cabe distinguir entre tres casos, que difieren en el grado de complejidad que
asumimos para la matriz de covarianza de estas ventanas. En primer lugar, puede
suponerse una forma esfe´rica para C, de manera que C = σ2ID, donde ID es la matriz
identidad D×D. En el segundo caso, se permite que las gausianas tengan un ancho
distinto en cada una de las dimensiones, y la matriz de covarianza tiene una forma
diagonal, de forma que σij = 0 si i 6= j. En el tercer caso, no habra´ restricciones
sobre la forma de C, pudiendo e´sta recoger libremente el escalado de los datos en las
distintas dimensiones as´ı como la interaccio´n entre las componentes.
3.2.1. El caso esfe´rico
El uso de una matriz de covarianza esfe´rica es equivalente a modelar las distintas
componentes de forma separada, con el mismo ancho. En este caso, θ = σ2. El valor
de una gausiana entonces viene dado por
Gij(σ
2) = G(xi − xj|σ2)
= (2pi)−D/2σ−D exp
(
− 1
2σ2
‖xi − xj‖2
)
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Y el valor de su gradiente respecto a σ es
∇σGij(σ2) =
(‖xi − xj‖2
σ3
− D
σ
)
Gij(σ
2)
Entonces, la derivada de la log-verosimilitud, calculada como para los modelos pa-
rame´tricos en (3.2), es
∇σ logL(X|σ2) =
∑
i
1
pˆ(xi)
1
N − 1
∑
j 6=i
∂
∂σ
Gij(σ
2)
=
1
N − 1
∑
i
1
pˆ(xi)
∑
j 6=i
(‖xi − xj‖2
σ3
− D
σ
)
Gij(σ
2)
Buscamos ahora el ma´ximo de logL(X|σ2), y por tanto el punto en el que se anula
su derivada. Obtenemos entonces∑
i
1
pˆ(xi)
∑
j 6=i
‖xi − xj‖2
σ3
Gij(σ
2) =
∑
i
1
pˆ(xi)
D
σ
∑
j 6=i
Gij(σ
2)
=
N(N − 1)D
σ
Para la segunda igualdad se ha usado el hecho de que, por definicio´n,∑
j 6=iGij = (N − 1)pˆ(xi). Tras aislar la σ2, obtenemos el siguiente algoritmo de punto
fijo
σ2n+1 =
1
N(N − 1)D
∑
i
1
pˆn(xi)
∑
j 6=i
‖xi − xj‖2Gij(σ2n) (3.4)
donde pˆn denota el modelo de Parzen obtenido en la iteracio´n n (es decir, aquel que
hace uso del ancho dado por σ2n).
A continuacio´n se estudia la convergencia del algoritmo, definida a partir del
siguiente teorema:
Teorema 3.1 El algoritmo en (3.4) tiene un punto fijo en el intervalo dado por(
d2NN
D
, 2 tr{Cx}
D
)
, siendo d2NN la distancia cuadra´tica media de las muestras a su vecino
ma´s pro´ximo, y Cx la matriz de covarianza de x. Adema´s, el punto fijo es u´nico y
el algoritmo tiene garantizada su convergencia en dicho intervalo si se cumple
1
2σ4N(N − 1)2D
∑
i
1
pˆl(xi)2
∑
j 6=i
∑
k 6=i,j
(d2ij − d2ik)2 exp(−
d2ij + d
2
ik
2σ2
) < 1 (3.5)
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Demostracio´n Sea σ2 = g(σ2) el algoritmo en (3.4). La demostracio´n de la exis-
tencia del punto fijo se basa en constatar la existencia de un intervalo en el que se
cumple a < g(σ2) < b si σ2 ∈ (a, b).
Para demostrar que el intervalo
(
d2NN
D
,
2 tr{Cx}
D
)
cumple esa condicio´n, necesi-
tamos demostrar estos tres hechos:
1. g
(
d2NN
D
)
>
d2NN
D
2. g
(
2 tr{Cx}
D
)
<
2 tr{Cx}
D
3. g(σ2) es mono´tona creciente en el intervalo con σ2.
De esta forma se garantiza al menos un punto de corte entre la funcio´n g(σ2) y la
recta g(σ2) = σ2 Para la demostracio´n del primer punto reescribimos (3.4) de la
forma
g(σ2) =
1
ND
∑
i
∑
j 6=i
d2ij
1
1 +
∑
k 6=i,j exp(
d2ij−d2ik
2σ2
)
(3.6)
El l´ımite en cero viene dado por
l´ım
σ2→0
f(σ2) =
1
ND
∑
i
mı´n
j 6=i
d2ij =
d2NN
D
porque el denominador en (3.6) se hace nulo (alguna exponencial tiende al infinito)
salvo en los casos en que d2ij < d
2
ik, ∀k 6= j.
Asumida g(σ2) mono´tona creciente, el primer punto queda demostrado ya que
d2NN
D
es el valor mı´nimo que puede tomar g(σ2).
Para demostrar el segundo punto, tomamos el l´ımite en el infinito
l´ım
σ2→∞
g(σ2) = l´ım
σ2→∞
1
ND
∑
i
∑
j 6=i
d2ij
exp(− d2ij
2σ2
)∑
k 6=i exp(− d
2
ik
2σ2
)
=
1
ND
∑
i
∑
j 6=i
d2ij
1
N − 1
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El sumatorio de distancias puede ser expresado en te´rminos del operador esperanza,
de la forma
1
N(N − 1)
∑
i
∑
j 6=i
d2ij = Ei,j{(xi − xj)T (xi − xj)} = 2Ei{xTi xi} − 2µxTµx
Una propiedad del a´lgebra lineal es que si µx = Ex{x} y Cx = Ex{xxT} − µxµxT ,
entonces E{xTx} = tr{Cx}+ µxTµx. De acuerdo con esto, tenemos
2E{xTx} − 2µxTµx = 2 tr{Cx}
De esta forma, queda
l´ım
σ2→∞
g(σ2) =
2 tr{Cx}
D
El segundo punto queda demostrado ya que el valor ma´ximo de g(σ2) tiene lugar en
el infinito.
Para verificar el tercer punto calculamos la derivada y comprobamos que es po-
sitiva
dg(σ2)
dσ2
=
1
2σ4ND
∑
i
∑
j 6=i
d2ij
∑
k(d
2
ij − d2ik) exp(−
d2ij+d
2
ik
2σ2
)
(
∑
l 6=i exp(− d
2
il
2σ2
))2
=
1
2σ4ND
∑
i
1
(
∑
l 6=i exp(− d
2
il
2σ2
))2
∑
j 6=i
∑
k 6=i
d2ij(d
2
ij − d2ik) exp(−
d2ij + d
2
ik
2σ2
)
=
1
2σ4N(N − 1)2D
∑
i
1
pˆl(xi)2
∑
j 6=i
∑
k 6=i,j
(d2ij − d2ik)2 exp(−
d2ij + d
2
ik
2σ2
) ≥ 0
(3.7)
Para el u´ltimo paso, se han eliminado los te´rminos con j = k, que son nulos, y se
han reagrupado los restantes.
Para la demostracio´n de la convergencia del algoritmo, necesitamos comprobar
que se cumpla que |g′(σ2)| < 1 [Fletcher, 1995]. Cuando su valor es menor que uno,
tenemos garantizado el hecho de que so´lo existe un punto de corte entre la funcio´n
g(σ2) y la recta g(σ2) = σ2. La condicio´n de convergencia en (3.5) equivale a exigir
que el valor de (3.7) sea menor que 1.
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3.2.2. El caso diagonal
En el caso de una matriz de covarianza diagonal, los elementos que no pertenecen
a la diagonal son nulas
C =

σ21 0 · · · 0
0 σ22 · · · 0
...
...
. . .
...
0 0 · · · σ2D
 (3.8)
Ahora el modelo es flexible al rango de los datos en sus distintas dimensiones, por
lo que puede aplicarse a datos heteroge´neos cuyas variables tienen una naturaleza
estad´ıstica muy dispar. Pero, al igual que en el caso esfe´rico, se sigue asumiendo
independencia estad´ıstica entre sus distintas dimensiones.
El conjunto de para´metros es entonces de la forma θ = σ2, un vector D-
dimensional cada uno de cuyos elementos es σ2k, el ancho de la ventana en la di-
mensio´n k. Se cumple que
Gij(σ
2) = G(xi − xj|σ2) =
D∏
k=1
G(x
(k)
i − x(k)j |σ2k) =
∏
k
G
(k)
ij (σ
2
k)
El gradiente de cada ventana respecto a cada σ2k viene dado por
∇σ2kGij(σ2) = ∇σ2kG
(k)
ij (σ
2
k)×
∏
l 6=k
G
(l)
ij (σ
2
k) =
(x(k)i − x(k)j
σ3k
− 1
σk
)
Gij(σ
2)
Siguiendo los mismos pasos que en el apartado anterior para maximizar la vero-
similitud, se llega al siguiente algoritmo de punto fijo
σ2n+1 =
1
N(N − 1)
∑
i
1
pˆn(xi)
∑
j 6=i
(xi − xj)2Gij(σ2n) (3.9)
donde, abusando de notacio´n, la potencia cuadra´tica del vector denota un vector con
cada elemento elevado al cuadrado.
La demostracio´n de las condiciones de existencia de un punto fijo as´ı como de la
convergencia al mismo es, con mucho, ma´s complejo que en el caso del modelo esfe´rico.
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Esto se debe a la imposibilidad de desacoplar el algoritmo para cada elemento de la
matriz. De otro modo, el procedimiento seguido en la demostracio´n del Teorema 3.1
no es viable en este caso ya que el ana´lisis con l´ımites llevado a cabo anteriormente
no procede con vectores.
3.2.3. El caso completo
La expresio´n general para una ventana gausiana con matriz de covarianza C es
Gij(C) = |2piC|−1/2 exp
(
−1
2
(xi − xj)TC−1(xi − xj)
)
y su derivada respecto a C
∇CGij(C) = 1
2
(
C−1(xi − xj)(xi − xj)T − I
)
C−1Gij(C)
Al igual que en el caso esfe´rico, tomamos la derivada de la log-verosimilitud y la
igualamos a cero∑
i
1
pˆ(xi)
1
N − 1
∑
j 6=i
1
2
C−1(xi − xj)(xi − xj)TC−1Gij
=
∑
i
1
pˆ(xi)
1
N − 1
∑
j 6=i
1
2
C−1Gij
Multiplicando ambos miembros por C, tanto por la izquierda como por la derecha,
tenemos ∑
i
1
pˆ(xi)
∑
j 6=i
(xi − xj)(xi − xj)TGij = C
∑
i
1
pˆ(xi)
∑
j 6=i
Gij
Aplicando las simplificaciones similares a las vistas para el caso esfe´rico, queda∑
i
1
pˆ(xi)
∑
j 6=i
(xi − xj)(xi − xj)TGij = CN(N − 1)
lo que da lugar al algoritmo de punto fijo
Cn+1 =
1
N(N − 1)
∑
i
1
pˆn(xi)
∑
j 6=i
(xi − xj)(xi − xj)TGij(Cn) (3.10)
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Al igual que el correspondiente al caso diagonal, este algoritmo cabe ser interpre-
tado como una generalizacio´n del proporcionado en (3.4), ya que no se proporciona
demostracio´n de su convergencia.
Una matriz de covarianza completa proporciona modelos ma´s versa´tiles que el
caso esfe´rico, por lo que se alcanzan valores de verosimilitud ma´s altos. Como con-
trapartida, sufre el sobreajuste a los datos de forma ma´s intensa que en el caso del
modelo esfe´rico, como se constatara´ en los resultados experimentales. Esto se debe
a que en el caso completo el nu´mero de para´metros a ajustar son los elementos de
la matriz C, mientras que en el modelo esfe´rico so´lo hay que ajustar el para´metro
σ2. La matriz diagonal supone una alternativa intermedia entre el modelo esfe´rico
y el completo, y tambie´n sufre el riesgo de sobreajustar a los datos si el nu´mero de
variables es reducido cuando se compara con el nu´mero de muestras.
3.3. Estimacio´n de la entrop´ıa
El problema de la estimacio´n de h(x) a partir del modelo optimizado de acuerdo
con las distintas versiones de ML-LOO es importante de cara a su aplicacio´n a algu-
nas te´cnicas de aprendizaje que se presentara´n en el Cap´ıtulo 4. La expresio´n para
la entrop´ıa diferencial se mostro´ en (1.15). Desgraciadamente, aunque dispongamos
de la expresio´n anal´ıtica de pˆ(x), la estimacio´n de la entrop´ıa es imposible. La suma
en el interior del logaritmo hace que la resolucio´n de la integral sea impracticable
anal´ıticamente y au´n dif´ıcil nume´ricamente [Beirlant, 1997]. Para sortear esta difi-
cultad, se hace uso de la siguiente estimacio´n de la entrop´ıa, que fue propuesta por
primera vez en [Ahmad, 1976]
hˆ(x) ≈ − 1
N
N∑
i=1
log p(xi) (3.11)
No´tese que, si esta estimacio´n es llevada a cabo a partir de la densidad real p(x), se
cumple que hˆ(x) → h(x) si N → ∞, por la propiedad de equiparticio´n asinto´tica
[Cover, 2006]. Si en lugar de ello se computa sobre la densidad modelada pˆ(x), se ha
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demostrado la consistencia asinto´tica del estimador [Ahmad, 1976] y se han estudiado
su sesgo y varianza [Joe, 1989]. Para distinguirla de e´sta, denotaremos con hˆ−1(x) a la
estimacio´n LOO de la entrop´ıa, es decir, la que tiene lugar sustituyendo la densidad
p(x) en (3.11) por su estimador LOO de (3.3).
A continuacio´n justificamos el empleo de los estimadores dados por los algoritmos
en (3.4), (3.9) y (3.10) a trave´s del enunciado del siguiente teorema:
Teorema 3.2 De entre todas las posibles elecciones de σ2 (modelo esfe´rico), σ2
(modelo diagonal) o C (modelo completo), las proporcionadas por (3.4), (3.9) y (3.10)
son las que dan lugar, en media, a la estimacio´n del tipo hˆ−1 ma´s cercana a la entrop´ıa
real.
Demostracio´n El error medio cometido por el uso del modelo de Parzen, respecto
al que se hubiera medido mediante la densidad real p(x) es
Ep(x){hˆ−1(x)− h(x)} = Ep(x)
{−1
N
N∑
i=1
log pˆ(xi)− −1
N
N∑
i=1
log p(xi)
}
=
1
N
N∑
i=1
Ep(x){log p(xi)− log pˆ(xi)} = DKL(p, pˆ)
La divergencia DKL es una medida no negativa, y por ello llegamos al resultado
Ep(x){hˆ−1(x)− h(x)} ≥ 0 (3.12)
lo que equivale a afirmar que cualquier estimador de la entrop´ıa arrojara´ un valor,
en media, superior al real.
Por otro lado, la equivalencia entre verosimilitud y entrop´ıa, de acuerdo con (3.2)
y (3.11), nos dice que
hˆ(x) = − 1
N
logL(x) (3.13)
Los algoritmos de las expresiones en (3.4),(3.9) y (3.10) han dado lugar a valores
de verosimilitud ma´ximos dentro de las familias de modelos esfe´ricos, diagonales
y completos, respectivamente, cuando la estimacio´n de la verosimilitud se lleva a
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cabo mediante LOO. De (3.13) se deduce que estos valores ma´ximos se traducen
en valores mı´nimos de entrop´ıa. El teorema queda inmediatamente demostrado dado
que el valor de menor entrop´ıa es, conforme a la desigualdad en (3.12), el ma´s cercano
a la entrop´ıa real.
En la Figura 3.2 se representan algunos ejemplos de estimaciones de la entrop´ıa
en funcio´n del ancho de ventana, para datos generados por gausianas en 2 y 10
dimensiones. Queda claro a partir de la imagen el hecho de que el me´todo propuesto
proporciona el punto ma´s cercano a la entrop´ıa real de esa familia de estimadores.
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Figura 3.2: Ancho de ventana frente a entrop´ıa estimada para modelos construidos
sobre 10 realizaciones de 400 muestras de una distribucio´n normal en 2 (izquierda) y
10 (derecha) dimensiones. Se marcan los puntos escogidos por el estimador propuesto.
En la Figura 3.3 se muestran 3 ejemplos de variables bidimensionales muestreadas.
La primera es una gausiana con matriz de covarianza Cx =
(
2 1
1 1
)
. La segunda es
una uniforme girada 45o. La tercera es una laplaciana bidimensional. Para cada una
se muestra la estimacio´n de la entrop´ıa en funcio´n del nu´mero de muestras, cuando es
escogido el ancho de acuerdo con el algoritmo esfe´rico propuesto. Se ha promediado
el resultado de 20 experimentos. Puede verse co´mo la precisio´n en la estimacio´n crece
con el nu´mero de muestras usadas, y la varianza se reduce.
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Figura 3.3: Izquierda: ejemplos de realizaciones de distribuciones gausiana, uniforme
y laplaciana en dos dimensiones, respectivamente de arriba abajo. Derecha: esti-
maciones de la entrop´ıa muestreada en funcio´n del nu´mero de muestras utilizadas,
promediadas para 100 realizaciones. L´ınea so´lida: valor medio de las medidas; l´ınea
discontinua: margen dado por la desviacio´n t´ıpica.
Cap´ıtulo 4
Aprendizaje basado en modelos no
parame´tricos optimizados
En el Cap´ıtulo 3 se ha presentado un me´todo para optimizar modelos de Parzen
de cara a su aplicacio´n a me´todos de aprendizaje que requieran te´cnicas de teor´ıa
de la informacio´n. El Teorema 3.2 establece que la mejor estimacio´n de la entrop´ıa
que puede hacerse con estos modelos mediante validacio´n cruzada viene dada por el
ancho de ventana obtenido por el me´todo ML-LOO.
En el presente Cap´ıtulo se presentan una serie de aplicaciones de los modelos
de Parzen, optimizados con ML-LOO, a distintos problemas de aprendizaje, con es-
pecial e´nfasis en la extraccio´n lineal de caracter´ısticas, que constituye el eje central
de la tesis. En el Apartado 4.1 se muestran los resultados de aplicar los modelos
optimizados, en sus distintos grados de complejidad (matriz de covarianza esfe´rica,
diagonal o completa), al problema de la clasificacio´n de Parzen. Aunque este me´todo
de clasificacio´n no es ampliamente utilizado en la literatura, por ser dif´ıcil el disen˜o
adecuado del ancho de ventana, especialmente con datos multidimensionales, se mos-
trara´ co´mo la solucio´n aportada por el me´todo ML-LOO aumenta considerablemente
las prestaciones de estos clasificadores.
En el Apartado 4.2 se describe un procedimiento de extraccio´n de caracter´ısticas
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que hace uso de los modelos optimizados. El me´todo propuesto hace uso de teor´ıa
de la decisio´n para plantear como funcio´n a optimizar el test de hipo´tesis estimado
sobre los datos de entrenamiento, modeladas estas hipo´tesis con ventanas de Parzen.
Junto a este me´todo, se propone otro que hace uso de modelos GMM en lugar de
ventanas de Parzen, y de un criterio de ma´xima informacio´n mutua.
Por u´ltimo, en el Apartado 4.3 se presenta un me´todo de ana´lisis de componentes
independientes que hace uso de los modelos de Parzen optimizados.
4.1. Aplicacio´n a clasificadores de Parzen
Un clasificador de Parzen asigna a una muestra x la clase dada por un criterio
ML sobre los modelos construidos para cada clase, de la forma
yˆ = argma´x
l
pˆ(x|cl) (4.1)
donde pˆ(x|cl) es el modelo de Parzen construido con las muestras de entrenamiento
de la clase l [Fukunaga, 1990].
Hay dos importantes razones por las que este clasificador no goza de mucha popu-
laridad. La primera de ellas es que si el nu´mero de ventanas con que esta´ construido
cada modelo pˆ(x|cl) es elevado, la complejidad computacional de la clasificacio´n pue-
de ser muy alta, cuando se compara con otros clasificadores. La segunda es que la
precisio´n del clasificador depende muy directamente del dimensionado del ancho de
las ventanas, ya que determina la validez de los modelos con que se lleva a cabo la
clasificacio´n.
En este apartado se pretende evaluar la validez del procedimiento presentado en
el Cap´ıtulo 3 para la eleccio´n del ancho de las ventanas, mediante su incidencia en la
precisio´n alcanzada en los clasificadores de Parzen, cuando estos esta´n optimizados
mediante el algoritmo ML-LOO. A continuacio´n se muestra la conexio´n entre el
criterio de clasificacio´n de Parzen y el criterio de ma´xima informacio´n mutua cuando
e´sta es estimada mediante modelos de Parzen.
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4.1.1. Informacio´n mutua, verosimilitud y clasificacio´n de Parzen
Sea el clasificador basado en informacio´n mutua que opera de la siguiente forma:
se asigna a una nueva muestra la clase de acuerdo con la cual la informacio´n mutua
global es ma´xima. Es decir, dado un conjunto de entrenamiento X y un vector de
etiquetas Y, resulta razonable asignar a una nueva muestra x′ la clase de acuerdo
con la cual se maximiza el criterio dado por
yˆ = argma´x
l
Iˆ (X′,Y′l) (4.2)
donde Iˆ es un estimador muestral de la informacio´n mutua, X′ es la unio´n del con-
junto de entrenamiento y la muestra de test, es decir X′ = {X x′}, e Y′l la unio´n
del vector de etiquetas con la clase cl que se supone para x
′, es decir Y′l = {Y cl}.
La expresio´n en (4.2) puede ser desarrollada de la forma
yˆ = argma´x
l
[
hˆ(X′)−
∑
j
Py(cj)hˆ(X
′|Y′l = cj)
]
= argma´x
l
[
hˆ(X′)−
∑
j 6=l
Py(cj)hˆ(X|Y = cj)− Py(cl)hˆ(X′|Y′l = cl)
] (4.3)
donde el te´rmino hˆ(X′|Y′l = cl) es la entrop´ıa emp´ırica calculada a partir de los datos
de entrenamiento de la clase cl a los que se le an˜ade la nueva muestra. Dicho te´rmino
puede ser descompuesto como
hˆ(X′|Y′l = l) =
−1
Nl + 1
∑
i/yi=cl
log pˆl(xi) +
−1
Nl + 1
log pˆl(x
′)
≈ hˆ(X|Y)− 1
Nl + 1
log pˆl(x
′)
(4.4)
La u´ltima aproximacio´n ha tenido en cuenta el hecho de que, en una situacio´n
asinto´tica, con un nu´mero de muestras tendiendo a infinito, se cumple que Nl + 1 ≈
Nl. Entonces queda clara la equivalencia entre (4.3) y
yˆ = argma´x
l
[
hˆ(X′)−
∑
j
Py(cj)hˆ(X|Y = cj) + 1
N + 1
log pˆl(x
′)
]
= argma´x
l
[
I(X,Y) + C +
1
N + 1
log pˆl(x
′)
] (4.5)
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donde el u´ltimo paso esta´ justificado por el hecho de que las magnitudes hˆ(X′) y
hˆ(X) son constantes y su diferencia es C. Dado que I(X,Y) es tambie´n constante,
podemos eliminarla del valor a maximizar. La monotonicidad del logaritmo nos lleva
a
yˆ = argma´x
l
1
N + 1
log pˆl(x
′)
= argma´x
l
pˆl(x
′)
(4.6)
El criterio en (4.6) corresponde a un test de verosimilitudes. Cuando la estimacio´n
de la densidad pˆl(x) corresponde a un modelo de Parzen, el criterio de clasificacio´n
da lugar al conocido clasificador de Parzen. La equivalencia entre esta clasificacio´n
y la basada en ma´xima informacio´n mutua queda as´ı puesta de manifiesto. Adema´s,
la precisio´n del clasificador de Parzen depende estrechamente de la apropiada esti-
macio´n de las entrop´ıas hˆ(·|y = cl).
Se ha de hacer hincapie´ en el hecho del cara´cter asinto´tico de la demostracio´n,
ya que de otro modo la aproximacio´n en (4.4) dejar´ıa de tener sentido.
4.1.2. Clasificadores de Parzen mediante modelos esfe´ricos, dia-
gonales, completos e h´ıbridos
A la hora de elegir entre una matriz de covarianza esfe´rica, diagonal o comple-
ta para construir los modelos y llevar a cabo la clasificacio´n, hay que alcanzar un
compromiso entre las ventajas y debilidades de cada opcio´n. En el caso esfe´rico, el
modelo es impreciso si las muestras no esta´n distribuidas de una forma cercana a
la esfe´rica. Si las distintas componentes presentan una alta disparidad en cuanto a
su dominio y su varianza, tomar un ancho ide´ntico para cada dimensio´n representa
una suposicio´n demasiado fuerte. Por otro lado, en el caso de un modelo completo,
hay que tener en cuenta que el modelo se sobreajustara´ fuertemente a los datos si
el nu´mero de para´metros libres es del mismo orden de magnitud que el nu´mero de
muestras. El nu´mero de para´metros en el caso de un modelo de Parzen completo es
1
2
D(D+ 1), que es el nu´mero de elementos de la matriz C, asumido el hecho de que
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cij = cji. El modelo diagonal se queda, por tanto, a medio camino entre uno y otro
a este respecto, ya que tiene un nu´mero de para´metros igual a D.
En la Tabla 4.1 se muestran los resultados de clasificacio´n de Parzen de acuerdo
con los modelos esfe´rico, diagonal, completo (optimizados con los algoritmos en (3.4),
(3.9) y (3.10)), y el que viene dado por la regla de Scott, que establece una matriz
de covarianza para la ventana de la forma C = N
−2
D+4 Cˆx, donde Cˆx es la matriz
de covarianza emp´ırica de x [Scott, 1992]. Junto a estos resultados, se incluyen los
obtenidos por los me´todos de clasificacio´n discriminativa KNN y SVM. Los resulta-
dos para Pima y Wine han sido obtenidos mediante leave-one-out, dado que no se
proporcionan datos de entrenamiento y test por separado.
Como puede verse, el clasificador de Parzen optimizado ofrece, para las tres versio-
nes, resultados competitivos incluso cuando es comparado con me´todos discriminati-
vos puros como KNN o SVM. Al ser el clasificador propuesto un me´todo generativo,
tiene la ventaja sobre aquellos de proporcionar una salida que es interpretable en
te´rminos probabil´ısticos.
Los resultados muestran el efecto del sobreajuste al que se alud´ıa anteriormente.
El modelo esfe´rico proporciona, en general, mejores prestaciones que el modelo dia-
gonal y que el completo, especialmente en las bases de datos de alta dimensionalidad
o con un alto nu´mero de clases (en este u´ltimo caso, hay menos muestras disponibles
para cada clase, lo que favorece el sobreajuste).
Datos Nc D P. Esf. P. Diag. P. Comp. Scott KNN SVM
Pima 2 8 71.22 71.74 75.13 73.31 73.18 76.47
Wine 3 13 75.84 98.31 99.44 99.44 76.97 100
Landsat 6 36 89.45 90.10 86.10 84.95 90.60 90.90
Optdigits 10 64 97.89 93.82 93.54 93.54 94.38 97.16
Letter 26 16 95.23 91.93 92.77 94.90 95.20 97.55
Cuadro 4.1: Tasa de acierto de la clasificacio´n de Parzen sobre bases de datos pu´blicas.
Nc es el nu´mero de clases y D la dimensio´n de los datos.
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Para tratar de paliar las limitaciones de estos modelos (la falta de flexibilidad de
los modelos esfe´rico y diagonal, y el riesgo de sobreajuste del diagonal y del completo)
se propone, a modo de alternativa, un camino intermedio que evita las contraparti-
das de ambas opciones. Esta nueva versio´n se basa en el preprocesado PCA de las
muestras de cada clase, para hacerlas adecuadas para un modelo esfe´rico. Se hace
uso de la propiedad de las funciones densidad de probabilidad segu´n la cual se cum-
ple p(ATx) = |A|−1p(x). Sean las matrices de blanqueado de cada clase denotadas
por Bl, de modo que B
T
l x tiene sus componentes normalizadas y decorrelacionadas
para esa clase. El algoritmo de clasificacio´n de acuerdo con este procedimiento viene
descrito en la Figura 4.1.
Obtener las matrices de blanqueado {Bl}, l = 1, . . . , Nc
Para cada x del conjunto de test
Proyectar la muestra x, x˜ = BTl x
Evaluar los modelos optimizado mediante ML-LOO pˆ(x˜|cl)
Estimar las probabilidades pˆ(x|cl) = |Bl|pˆ(x˜|cl)
Decidir la clase de la forma: yˆ = ma´xl pˆ(x|cl)
Fin
Figura 4.1: Algoritmo h´ıbrido para clasificacio´n de Parzen con PCA.
Existe un problema en la aplicacio´n de este me´todo cuando la matriz de covarian-
za emp´ırica de los datos de una de las clases es singular (esto ocurre, por ejemplo,
siempre que haya ma´s dimensiones que muestras). En tal caso, cada matriz de blan-
queado Bl no es cuadrada, pero tiene tantas filas como autovalores no negativos tiene
la matriz de covarianza emp´ırica de la clase cl. Esto es un problema, ya que en el
tercer paso del algoritmo (Fig. 4.1) se calcula el determinante de dicha matriz. Por
ello proponemos tomar la siguiente estimacio´n del determinante cuando la matriz no
es cuadrada
|B| ≈
√
|BTB|
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Los nuevos resultados se muestran en la Tabla 4.2, junto con los que se obtu-
vieron para los modelos esfe´rico, diagonal y completo. Como puede apreciarse, las
prestaciones del modelo h´ıbrido se acercan, en general, al mejor de los resultados de
entre los otros tres.
Datos Esfe´rico Diagonal Completo Hı´brido
Pima 71.22 71.74 75.13 73.05
Wine 75.84 98.31 99.44 99.44
Landsat 89.45 90.10 86.10 84.10
Optdigits 97.89 93.82 93.54 96.99
Letter 95.23 91.93 92.77 94.93
Cuadro 4.2: Tasa de acierto de la clasificacio´n de Parzen h´ıbrida comparada con los
modelos esfe´rico, diagonal y completo.
Para visualizar el efecto de la eleccio´n del ancho de ventana en el resultado de
clasificacio´n se ha llevado a cabo el siguiente experimento: se han generado datos en
5 dimensiones, siguiendo una distribucio´n gausiana normalizada, y se han generado
las etiquetas de acuerdo con la funcio´n y = sign(x4x5). Usando 1000 muestras para
entrenamiento, se ha obtenido el ancho de ventana o´ptimo a partir de todos los datos,
que sera´ usado para modelar ambas clases mediante un modelo esfe´rico. En la Figura
4.2 se muestra el resultado de clasificacio´n sobre conjuntos de test de 500 muestras, en
el rango comprendido entre σˆ2/10 y 10σˆ2, siendo σˆ2 el ancho obtenido por el criterio
ML-LOO. Como puede apreciarse, el mejor resultado de clasificacio´n coincide con el
ancho obtenido por el algoritmo ML-LOO, lo que refuerza la idoneidad del criterio
de ma´xima verosimilitud en problemas de clasificacio´n.
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Figura 4.2: Precisio´n promediada (100 intentos) del clasificador de Parzen en funcio´n
del ancho de ventana para el problema sinte´tico.
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4.2. Aplicacio´n a extraccio´n lineal de caracter´ısticas
A continuacio´n se presenta una metodolog´ıa para extraccio´n de caracter´ısticas
que plantea el problema de clasificacio´n en te´rminos de teor´ıa de la decisio´n. En
el siguiente apartado se describe la aplicacio´n del criterio de test de hipo´tesis a la
bu´squeda de proyecciones lineales o´ptimas. Posteriormente se relaciona el resultado
alcanzado con el me´todo de ana´lisis de discriminantes informativos, ya propuesto en
la literatura. Se propondra´ igualmente un me´todo que generaliza el resultado para
extraccio´n de caracter´ısticas mediante modelos GMM, maximiza´ndose la informacio´n
mutua en lugar del cociente de verosimilitudes. Para finalizar, se presentan algunos
resultados de clasificacio´n cuando se usan los me´todos propuestos como extractores
de caracter´ısticas.
4.2.1. Maximizacio´n del cociente de verosimilitudes: el algoritmo
MaxLT
Un problema de clasificacio´n puede ser enunciado en te´rminos de teor´ıa cla´sica
de la decisio´n. Inferir la clase a la que pertenece una muestra u observacio´n equivale
a la eleccio´n de una de entre una serie de hipo´tesis bajo las cuales se asume que
ha sido generada la observacio´n. Esta metodolog´ıa ha sido ampliamente utilizada en
comunicaciones digitales, deteccio´n de blancos radar o diagnosis cl´ınica, entre otras
aplicaciones [Van Trees, 1968].
En un problema de decisio´n binaria se ha de elegir entre una de las hipo´tesis H0
y H1 de acuerdo con una determinada observacio´n x. La decisio´n viene dada por el
cociente entre las verosimilitudes de la observacio´n con respecto a las hipo´tesis, es
decir, se decide de acuerdo con el criterio
p(x|H1)
p(x|H0)
H0
≶
H1
λ (4.7)
donde λ es un umbral determinado por algu´n criterio como el de Neymann-Pearson
o el de Bayes [Kay, 1998]. El Lema de Neymann-Pearson establece que dicho test es
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o´ptimo en el sentido de que no existe otro criterio que reduzca simulta´neamente los
dos tipos de error (la probabilidad de decidir H0 cuando se da H1 y viceversa), si las
densidades p(x|H0) y p(x|H1) son conocidas [Cover, 2006].
El planteamiento del problema de la extraccio´n de caracter´ısticas en te´rminos del
test en (4.7) que se propone en este apartado consiste en obtener la transformacio´n
lineal z =WTx tal que haga ma´ximo el test entre p(z|H1) y p(z|H0) para los datos
de entrenamiento, es decir
LT (z, y) =
p(z|H1)
p(z|H0) (4.8)
donde H1 es la hipo´tesis de que la muestra z pertenezca a la clase dada por su eti-
queta, y H0 la hipo´tesis de que no pertenezca. El objetivo es, por tanto, encontrar
la transformacio´n que hace ma´ximo el test en (4.8). El test se lleva a cabo median-
te verosimilitudes emp´ıricas, ya que las densidades p(z|H0) y p(z|H1) han de ser
estimadas.
A la hora de abordar el caso multiclase, se propone generalizar el test en (4.8)
de forma que ahora H0 abarca todas las clases salvo la correcta (la dada por la
etiqueta). Este procedimiento equivale a optar por un esquema de aprendizaje del
tipo uno-contra-el-resto, que consiste en construir L clasificadores binarios que dis-
criminan entre cada una de las clases y el resto. Cada uno de estos L clasificadores
proporciona un valor positivo si decide la clase l y negativo si decide la complemen-
taria; la decisio´n final sera´ la procedente de la ma´quina que mayor valor proporcione
a su salida. Este procedimiento ha sido criticado por su cara´cter heur´ıstico, ya que
cada clasificador binario resuelve un problema distinto, y asumir que sus valores de
salida son comparables puede constituir una suposicio´n demasiado fuerte [Scholkopf,
2002]. Sin embargo, el procedimiento uno-contra-el-resto nos permite disponer de
ma´s muestras para construir los clasificadores que en el caso uno-contra-uno. En
nuestro caso, nos permite caracterizar la hipo´tesis complementaria con la totalidad
de las muestras que no pertenecen a esa clase, lo que lo convierte en una alternativa
robusta.
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Asumiendo las muestras de entrenamiento independientes e ide´nticamente distri-
buidas, el test para la totalidad del conjunto de entrenamiento se puede reescribir
como
LT (Z, Y ) =
∏
i pˆ(zi|yi)∏
i pˆ(zi|y¯i)
(4.9)
Si nos apoyamos en la monotonicidad del logaritmo, convertimos los productos en
sumas. En este caso, pretendemos encontrar z =WTx que hace ma´ximo
argma´x
W
logLT (Z, Y ) = argma´x
W
∑
i
[
log pˆ(zi|yi)− log pˆ(zi|y¯i)
]
(4.10)
A la hora de estimar las densidades de cada clase, conviene una vez ma´s optar por
un modelo de Parzen, optimizado mediante el algoritmo ML-LOO. La hipo´tesis de
pertenencia a la clase cl viene definida por
pˆ(z|cl) = 1
Nl
∑
i∈Il
G(z− zi|σ2l )
donde Il es el conjunto de ı´ndices de las muestras pertenecientes a la clase cl. La
hipo´tesis de no pertenencia viene modelada como
pˆ(z|c¯l) =
∑
j 6=l
pij,lpˆ(z|cj) (4.11)
donde cada pij,l es un prior que indica la probabilidad a-priori de pertenecer a cj
sujeto a que no se pertenece a cl. Este prior puede ser determinado emp´ıricamente
a partir del nu´mero de muestras de entrenamiento que pertenecen a cada clase, o a
partir de cualquier otro tipo de informacio´n a priori sobre los datos. En el primer
caso, tendr´ıamos: pij,l =
Nj
N−Nl . De esta forma, se puede reescribir (4.11) como
pˆ(z|c¯l) =
∑
j 6=l
Nj
N −Nl pˆ(z|cj)
=
∑
j 6=l
Nj
N −Nl
1
Nj
∑
i∈Ij
G(z− zi|σ2cj)
=
1
N −Nl
∑
j 6=l
∑
i∈Ij
G(z− zi|σ2cj)
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El cociente de verosimilitudes queda entonces de la forma
Wˆ = argma´x
W
N∑
i=1
[
log
1
Nl
∑
j∈Il
G(zi − zj|σ2l )− log
1
N −Nl
∑
k 6=l
∑
j∈Ik
G(zi − zj|σ2k)
]
Disponemos de todos los elementos necesarios para maximizar el cociente. Supuesto
un esquema de extraccio´n lineal, con z = WTx, el gradiente respecto a la transfor-
macio´n viene dado por
∇W logLT (Z, Y ) =
∑
i
∇W
[
log pˆ(zi|yi)− log pˆ(zi|y¯i)
]
Como puede verse, cada muestra influye en cada una de las otras a trave´s de so´lo
uno de los miembros, ya que los modelos de las densidades de ambas hipo´tesis esta´n
construidos con conjuntos de muestras disjuntos. Desarrollando, llegamos a
∇W logLT (Z, Y ) =
∑
i
[
1
pˆ(zi|yi)
1
Nyi
∑
j∈Iyi
∇WG(z− zi|σ2yi)
− 1
pˆ(zi|c¯yi)
1
N −Nyi
∑
cj 6=yi
∇WG(z− zi|σ2j )
] (4.12)
De esta forma, ya contamos con la expresio´n de la derivada que nos permitira´ cons-
truir un algoritmo de ascenso por gradiente para maximizar el cociente de verosimili-
tudes en (4.9). Este ascenso por gradiente esta´ acompan˜ada de una ortogonalizacio´n
de Gram-Schmidt como la que se aplico´ al me´todo MMI en el Cap´ıtulo 2.
4.2.2. Relacio´n con ana´lisis de discriminantes informativos
El ana´lisis de discriminantes informativos (Informative Discriminant Analysis,
IDA) ha sido propuesto para extraccio´n de caracter´ısticas haciendo uso de modelos
de Parzen [Kaski, 2003], [Peltonen, 2005]. Este me´todo busca la funcio´n de transfor-
macio´n z =WTx que maximiza la verosimilitud
logL(Z, Y ) =
∑
i
log pˆ(yi|zi) (4.13)
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La densidad condicional se estima como
pˆ(yi|zi) = pˆ(zi|cyi)∑
l pˆ(zi|cl)
(4.14)
donde las pˆ(zi|cl) son modelos de Parzen. El me´todo de extraccio´n de caracter´ısticas
consiste en encontrar la matriz de transformacio´n W que maximiza la verosimilitud
en (4.13). Este criterio puede ser manipulado de la forma
Wˆ = argma´x
W
∑
i
log
pˆ(zi|yi)∑
l pˆ(zi|cl)
= argma´x
W
∑
i
log
1
1 +
P
cl 6=yi pˆ(zi|cl)
pˆ(zi|yi)
= argmı´n
W
∑
i
log
[
1 +
∑
cl 6=yi pˆ(zi|cl)
pˆ(zi|yi)
]
= argmı´n
W
∑
i
log
∑
cl 6=yi pˆ(zi|cl)
pˆ(zi|yi)
= argma´x
W
∑
i
[
log pˆ(zi|yi)− log
∑
cl 6=yi
pˆ(zi|cl)
]
(4.15)
Si desarrollamos cada pˆ(zi|cl) llegamos a
Wˆ = argma´x
W
∑
i
[
log
1
Nl
∑
j∈Il
G(zi − zj|σ2l )− log
∑
k 6=l
1
Nk
∑
j∈Ik
G(zi − zj|σ2k)
]
(4.16)
Podemos ahora llevar a cabo una comparacio´n entre los criterios (4.15) y (4.2).
Como puede apreciarse, la u´nica diferencia radica en el peso que adopta la hipo´tesis
complementaria en el funcional. En el caso de (4.2), el argumento de cada logaritmo
en el segundo te´rmino es el correspondiente a la probabilidad de pertenencia a la
clase complementaria. En (4.15), sin embargo, el argumento consiste en la suma de
las probabilidades de pertenencia a cada una de las clases. Esto se traduce en que
el me´todo IDA asigna una mayor penalizacio´n a las situaciones de no pertenencia,
debido a la propiedad dada por la cota de la unio´n:
∑
n p(an) ≥ p(
∑
n an).
4.2.3. Extensio´n a modelos semiparame´tricos
En este apartado se plantea un esquema de extraccio´n de caracter´ısticas que hace
uso de modelos de FPD de tipo GMM, y que trata de maximizar la informacio´n
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mutua entre las proyecciones y las clases, en lugar del test de verosimilitud entre
hipo´tesis. La informacio´n mutua entre las componentes y las clases se puede expresar
en te´rminos de entrop´ıa como I(z, y) = h(z) − h(z|y); la estimacio´n de la entrop´ıa
hˆ(WTx) a partir de un modelo GMM es posible de forma muestreada, ana´logamente
a la aproximacio´n que se mostro´ en (3.11) para modelos de Parzen. A partir de
esta estimacio´n, es posible por tanto la aproximacio´n de la informacio´n mutua y la
maximizacio´n de la misma, ya que dicha aproximacio´n es derivable con respecto a la
transformacio´n.
Un modelo GMM viene dado por la expresio´n
pˆ(x) =
K∑
k=1
αkG(x|θk) (4.17)
Un esquema de maximizacio´n de la informacio´n mutua basado en este tipo de
modelos GMM tiene el inconveniente de que conforme los datos son proyectados de
acuerdo aWn, siendo n la ene´sima iteracio´n del ascenso por gradiente, el modelo de
mezcla de ma´xima verosimilitud deber´ıa ser recalculado en cada paso. Esto supondr´ıa
disparar la complejidad computacional del problema. En lugar de ello, se va a suponer
que los para´metros del modelo GMM para x sigue siendo va´lido para z, una vez
proyectados aquellos, es decirm′k =W
Tmk, C
′
k =W
TCkW, siendo θk = {mk,Ck}
los para´metros de la k-e´sima gausiana en el espacio de x y θ′k = {m′k,C′k} los del
espacio de z
La estimacio´n de la entrop´ıa, para un modelo de mezcla con K gausianas, tendr´ıa
la forma
hˆ(z) = − 1
N
N∑
i=1
log
K∑
k=1
αkG(zi|θ′k) (4.18)
El gradiente de esta entrop´ıa respecto de la matriz W viene dada por
∇Whˆ(WTx) = − 1
N
∑
i
1
pˆ(zi)
∑
k
αk∇WG(zi|θ′k) (4.19)
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donde el gradiente de cada gausiana tiene el valor
∇WG(zi|θk) = G(zi|θ′k)
[(
C′−1k (zi −m′k)(zi −m′k)T − I
)
C′−1k W
TCk
−C′−1k (zi −m′k)(xi −mk)T
] (4.20)
El algoritmo, que denominaremos MMI-GMM, funciona por tanto mediante op-
timizacio´n con ascenso por gradiente, donde la derivada de la informacio´n mutua
viene dada por
∇WI(z|y) = ∇Whˆ(z)−
Nc∑
l=1
P (cl)∇Whˆ(z|cl) (4.21)
En realidad, en 4.21 pueden emplearse estimadores de la entrop´ıa basados en
ventanas de Parzen en lugar de modelos GMM. Sin embargo, esto lleva acarreado un
gran coste computacional: la complejidad de la evaluacio´n de la entrop´ıa en el primer
te´rmino de (4.21) es O(N2), mientras que en el caso de ser estimada con GMM es
O(ND). Esta diferencia es sustancial, ya que supone complejidad cuadra´tica frente
a complejidad lineal con el nu´mero de muestras. El me´todo MaxLT hace uso de
estimadores de la verosimilitud de complejidad ide´ntica a los estimadores de entrop´ıa
propuestos. Sin embargo, la diferencia fundamental entre MaxLT y MMI-GMM es
el hecho de que en el primer caso no tenemos ningu´n te´rmino en (4.12) que tenga
complejidad O(N2). Dicho de otro modo, no tenemos ningu´n te´rmino que suponga
utilizar la totalidad de las muestras para estimar la probabilidad (o verosimilitud)
en cada una de las mismas.
4.2.4. Experimentos
En este apartado se analizan las prestaciones de los me´todos de extraccio´n de
caracter´ısticas presentados sobre bases de datos pu´blicas. A continuacio´n se lleva
a cabo una comparacio´n entre los me´todos MaxLT e IDA. Despue´s, se muestran
algunos resultados de aplicar el me´todo MMI-GMM.
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Prestaciones de MaxLT e IDA
El algoritmo que se ha implementado tanto para la maximizacio´n del test de
hipo´tesis (MaxLT) o la verosimilitud de los datos respecto a las etiquetas (IDA)
opera en dos fases, de la siguiente forma:
1. En primer lugar, y dado que no es posible conocer el ancho o´ptimo de las
ventanas de Parzen para el vector de salida z, e´ste es fijado a priori de forma
heur´ıstica. Un criterio razonable es utilizar el ancho σˆ2 =
d2max
4
, siendo dmax la
distancia ma´xima entre cualquier par de puntos del conjunto de entrenamiento.
De esta forma garantizamos que existira´ una interaccio´n entre todos los pares
de puntos, por lo que todas las evaluaciones del tipo G(zi − zj|σ2l ) tendra´n un
valor no nulo. En este primer paso se impone el mismo ancho para todas las
clases.
2. Una vez la primera fase ha convergido a su valor ma´ximo, utilizando un ancho
de ventana no o´ptimo, se asume que la proyeccio´n encontrada esta´ cerca de la
o´ptima, por lo que es razonable calcular el ancho o´ptimo, mediante el me´todo
ML-LOO, a partir de los datos proyectados. Una vez se ha obtenido el ancho
o´ptimo, se deja evolucionar de nuevo el algoritmo, a partir de la proyeccio´n
obtenida en la fase 1, hasta su nueva convergencia.
Esta metodolog´ıa supone una simplificacio´n de la te´cnica de temple determinista
(Deterministic Annealing) [Rose, 1999] que ha sido usada con e´xito en algoritmos
similares [Torkkola, 2003]. De esta forma, se evita el procedimiento de validacio´n
cruzada propuesta por los autores del me´todo IDA para la obtencio´n de σˆ2.
A las bases de datos se les ha aplicado una decorrelacio´n previa con PCA, de for-
ma que se obtenga una esfericidad en los datos que haga apropiado el uso de modelos
esfe´ricos. Adema´s, esto hace que las proyecciones de salida este´n tambie´n decorre-
lacionadas y normalizadas, lo que hace ma´s fa´cil la bu´squeda de hiperpara´metros
cuando se usa una SVM.
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Clasificador 1 2 3 4 5 6
MaxLT/KNN 17.50 36.70 50.00 63.72 70.80 77.25
MaxLT/SVM (1 vs 1) 18.07 41.37 52.57 67.50 73.90 78.45
MaxLT/SVM (1 vs rest) 5.77 28.57 46.45 66.87 74.20 80.35
MaxLT/Parzen 18.45 42.80 55.25 67.30 73.32 79.37
IDA/KNN 18.05 36.55 49.37 63.12 70.75 76.85
IDA/SVM (1 vs 1) 18.15 40.17 53.97 67.20 74.05 80.67
IDA/SVM (1 vs rest) 7.82 33.77 50.32 66.65 73.95 80.27
IDA/Parzen 18.70 42.67 55.22 67.37 73.32 79.37
Cuadro 4.3: Resultados de clasificacio´n para la base de datos Letter tras usar MaxLT
e IDA.
Clasificador 1 2 3 4 5 6
MaxLT/KNN 41.50 67.15 80.40 83.40 83.70 82.45
MaxLT/SVM (1 vs 1) 50.35 75.90 83.75 85.95 87.95 86.80
MaxLT/SVM (1 vs rest) 42.80 76.05 83.25 86.15 87.75 85.10
MaxLT/Parzen 47.30 73.85 82.10 85.10 87.65 84.65
IDA/KNN 39.80 65.00 79.35 82.05 84.05 84.15
IDA/SVM (1 vs 1) 51.15 73.50 83.15 84.85 86.50 86.55
IDA/SVM (1 vs rest) 39.60 73.55 83.25 84.30 84.60 85.25
IDA/Parzen 48.95 71.85 82.80 85.30 85.55 86.05
Cuadro 4.4: Resultados de clasificacio´n para la base de datos Landsat tras usar
MaxLT e IDA.
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Clasificador 1 2 3 4 5 6
MaxLT/KNN 20.91 41.57 57.34 63.44 64.66 74.98
MaxLT/SVM (1 vs 1) 27.45 49.97 66.77 72.03 73.32 80.18
MaxLT/SVM (1 vs rest) 11.42 42.40 64.34 71.65 70.75 80.37
MaxLT/Parzen 28.03 50.93 66.20 71.33 69.21 79.28
IDA/KNN 20.78 42.66 56.70 63.50 68.12 76.40
IDA/SVM (1 vs 1) 28.09 51.31 65.68 72.26 77.23 80.56
IDA/SVM (1 vs rest) 10.26 40.09 60.04 71.46 76.40 80.37
IDA/Parzen 28.16 51.38 65.30 71.20 75.11 79.15
Cuadro 4.5: Resultados de clasificacio´n para la base de datos Isolet tras usar MaxLT
e IDA.
Clasificador 1 2 3 4 5 6
MaxLT/KNN 32.00 49.97 74.90 85.09 89.15 92.38
MaxLT/SVM (1 vs 1) 39.57 57.27 80.08 88.09 89.32 88.70
MaxLT/SVM (1 vs rest) 32.50 57.15 79.19 87.59 89.54 92.93
MaxLT/Parzen 39.29 58.15 79.74 87.76 90.76 93.04
IDA/KNN 26.54 50.70 76.35 84.92 88.81 91.99
IDA/SVM (1 vs 1) 33.00 56.43 79.91 88.04 87.09 92.60
IDA/SVM (1 vs rest) 29.38 56.04 79.08 87.76 89.37 92.15
IDA/Parzen 33.89 56.76 79.47 87.59 90.37 93.10
Cuadro 4.6: Resultados de clasificacio´n para la base de datos Optdigits tras usar
MaxLT e IDA.
CAPI´TULO 4. APRENDIZAJE CON MODELOS OPTIMIZADOS 115
En las Tablas 4.3 hasta 4.6 se muestran los resultados de ambos me´todos pa-
ra varias bases de datos pu´blicas. Se han evaluado las prestaciones en clasificacio´n
mediante los me´todos uno-contra-uno (tanto con KNN como con SVM), uno-contra-
todos tambie´n con SVM, y clasificacio´n de Parzen con ventana esfe´rica, optimizada
de acuerdo con el me´todo ML-LOO. De nuevo, los hiperpara´metros de la SVM han
sido ajustados mediante un procedimiento de validacio´n cruzada con tres subconjun-
tos de los datos de entrenamiento. Los resultados sobre la base de datos Letter son
ma´s pobres que los mostrados en el Cap´ıtulo 2: esto se debe a que por razones de
complejidad computacional el taman˜o muestral de entrenamiento ha sido reducido a
la mitad, perdie´ndose informacio´n discriminante.
Los resultados muestran unas prestaciones ligeramente superiores por parte de
MaxLT respecto a los proporcionados por IDA, aunque esta diferencia es mı´nima
por lo que pueden considerarse me´todos de potencia equivalente.
Los resultados de clasificacio´n ponen de relieve la inferioridad del me´todo de
clasificacio´n uno-contra-el-resto llevado a cabo, en este caso, mediante SVM. Aun
as´ı, queda de manifiesto el hecho de que la extraccio´n de caracter´ısticas presenta-
da, guiada por el criterio de mejor clasificacio´n uno-contra-el-resto, proporciona un
conjunto de proyecciones que da buenos resultados de clasificacio´n aun cuando se
usa un criterio que minimiza el error uno-contra-uno. Al igual que en el Apartado
4.1.2, donde se mostraron los resultados de clasificacio´n de Parzen en comparacio´n
con los obtenidos por otros me´todos, aqu´ı hay que volver a destacar los resultados
competitivos obtenidos por dicho clasificador, especialmente en las bases de datos
Letter y Optdigits. Dichos resultados pueden ser interpretados en el sentido de que
el me´todo MaxLT se basa en la maximizacio´n del test de verosimilitudes, que es de
hecho el criterio evaluado en clasificacio´n de Parzen (aunque en MaxLT se maximice
el test uno-contra-el-resto). Es por tanto razonable que, habie´ndose disen˜ado apro-
piadamente el ancho de los modelos de Parzen, e´stos tengan una buena capacidad
de generalizacio´n. De esta forma, la transformacio´n que hace ma´ximo el test para los
datos de entrenamiento sigue siendo va´lida para los datos de test.
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Prestaciones de MMI-GMM
En las Tablas 4.7 hasta 4.10 se muestran los resultados de clasificacio´n cuando
se lleva a cabo la extraccio´n de caracter´ısticas mediante la maximizacio´n de la in-
formacio´n mutua con GMMs presentada en el Apartado 4.2.3. Se han evaluado las
prestaciones del me´todo para distintos grados de reduccio´n de la dimensio´n, as´ı co-
mo para distintos grados de complejidad de los modelos GMM usados. El nu´mero
de gausianas usadas para las mezclas va desde una hasta cuatro, como se muestra
en las tablas. De nuevo se proporcionan los resultados tanto de KNN (K = 1) como
de SVM. En realidad, el procedimiento seguido en el conjunto de experimentos es
subo´ptimo, debido al hecho de la l-e´sima fila de cada tabla muestra el resultado de
aplicar una mezcla de l gausianas a cada subconjunto de muestras correspondiente a
cada una de las clases. La misma complejidad del modelo es usada para modelar la
densidad de la totalidad de los datos, necesaria para estimar la hˆ(x) de la estimacio´n
de la informacio´n mutua en (4.21). Cada subconjunto de muestras sera´ susceptible
de ser modelado con mezclas de distinto orden de complejidad. Elegir, por tanto,
el orden del modelo o´ptimo para cada subconjunto aumenta considerablemente la
complejidad del problema, y exige la aplicacio´n de algu´n criterio de penalizacio´n de
la complejidad de forma independiente al subconjunto de cada clase. Aun as´ı se ob-
tienen resultados que son, en general, mejores que los mostrados para MaxLT e IDA,
que usan modelos no parame´tricos de FDP. Hay dos razones por las que puede haber-
se alcanzado este resultado. La primera es el hecho de que GMM puede proporcionar
un modelo ma´s preciso que un modelo de Parzen esfe´rico. La segunda es que en el
me´todo MaxLT la relacio´n entre la entrada y la salida del extractor de caracter´ısticas
esta´ caracterizado por la relacio´n z =WTx, mientras que en el me´todo MMI-GMM
se tiene en cuenta, adema´s, la relacio´n entre los para´metros del modelo a la entrada
y a la salida del extractor, de forma que m′k =W
Tmk, C
′
k =W
TCkW.
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No de mezclas 1 2 3 4 5 6
1 (KNN) 17.82 35.17 44.30 60.67 71.20 78.97
1 (SVM) 18.02 37.00 48.72 64.35 74.10 80.10
2 (KNN) 17.50 37.60 55.27 70.70 76.62 82.80
2 (SVM) 19.37 41.10 58.65 73.17 77.85 84.60
3 (KNN) 18.00 39.07 55.85 68.07 76.25 83.75
3 (SVM) 19.27 41.95 58.27 66.40 78.45 86.17
4 (KNN) 17.45 39.45 54.10 69.77 78.32 83.72
4 (SVM) 19.12 40.95 57.90 71.95 79.70 85.20
Cuadro 4.7: Precisio´n obtenida para la base de datos Letter tras usar MMI-GMM.
No de mezclas 1 2 3 4 5 6
1 (KNN) 56.60 66.25 83.20 83.30 85.40 83.15
1 (SVM) 67.00 72.75 86.35 87.75 87.80 87.40
2 (KNN) 58.10 79.75 83.50 83.35 82.15 81.60
2 (SVM) 64.40 83.80 85.35 86.15 86.60 87.25
3 (KNN) 57.65 78.70 84.05 84.95 82.25 81.80
3 (SVM) 64.45 83.50 85.95 87.05 86.75 87.25
4 (KNN) 56.50 79.65 82.85 84.85 83.20 82.15
4 (SVM) 64.45 83.25 86.30 87.25 86.35 87.60
Cuadro 4.8: Precisio´n obtenida para la base de datos Landsat tras usar MMI-GMM.
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No de mezclas 1 2 3 4 5 6
1 (KNN) 21.55 39.77 49.01 60.36 67.99 70.30
1 (SVM) 29.76 49.58 60.36 68.63 74.34 74.92
2 (KNN) 23.41 44.13 59.14 65.94 71.97 75.37
2 (SVM) 31.82 56.83 67.80 74.34 79.22 80.56
3 (KNN) 19.76 47.98 63.69 72.67 75.95 80.24
3 (SVM) 30.92 59.46 71.78 80.50 83.90 79.86
4 (KNN) 22.19 48.36 65.43 69.98 80.44 82.42
4 (SVM) 30.08 58.24 72.23 77.23 84.48 87.11
Cuadro 4.9: Precisio´n obtenida para la base de datos Isolet tras usar MMI-GMM.
No de mezclas 1 2 3 4 5 6
1 (KNN) 33.33 56.54 72.79 85.20 90.32 90.48
1 (SVM) 41.51 62.94 78.63 88.37 89.48 85.03
2 (KNN) 34.00 65.00 76.35 84.59 88.65 91.49
2 (SVM) 43.13 71.23 81.41 87.59 90.09 85.87
3 (KNN) 31.50 65.33 82.69 84.42 89.48 92.49
3 (SVM) 42.07 74.40 85.64 87.37 91.65 93.77
4 (KNN) 35.62 63.16 82.14 85.25 88.43 90.93
4 (SVM) 43.24 71.23 85.64 76.68 88.15 87.87
Cuadro 4.10: Precisio´n obtenida para la base de datos Optdigits con MMI-GMM.
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4.3. Aplicacio´n a ana´lisis de componentes indepen-
dientes
Como se ha descrito en el Apartado 1.3.4, ICA busca una matriz cuadradaWICA
que, aplicada a una variable multidimensional x de la forma z =WTICAx, proporciona
en z un conjunto de sen˜ales estad´ısticamente independientes. En este apartado se
presenta un me´todo ICA que hace uso de la estimacio´n de FDP mediante ventanas
de Parzen optimizadas como se estudio´ en el Cap´ıtulo 3. A continuacio´n se describe la
funcio´n de contraste con la que trabaja el me´todo propuesto. Tras esto se describira´ el
me´todo de bu´squeda con restricciones de ortonormalidad. Finalmente se presentan
algunos resultados experimentales.
4.3.1. Funcio´n de coste a minimizar
Una matriz ICA puede ser obtenida mediante la aplicacio´n del criterio de mı´nima
informacio´n mutua entre las sen˜ales resultantes
WICA = argmı´n
W
I(z) = argmı´n
W
[
D∑
k=1
h(zk)− h(z)
]
(4.22)
Es una pra´ctica comu´n forzar que la matriz W sea ortonormal. De esta forma se
reduce el a´mbito de bu´squeda de la matriz, y da lugar a un mejor condicionamiento
del problema. En ese caso, tenemos
h(z) = h(x) + log | detW| = h(x)
dado que detW = 1. Como h(x) es constante respecto de W, podemos reexpresar
el criterio en (1.26) de la forma
WICA = argmı´n
W
∑
k
h(zk) = arg mı´n{wk}
∑
k
h(zk)
Cada entrop´ıa h(zk) puede ser estimada de acuerdo con el procedimiento LOO que
se describio´ en el Apartado 3.3. Concretamente, se hara´ uso del modelo de Parzen
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con matriz de covarianza completa, en el que no hay restricciones sobre la forma
de e´sta. Para su aplicacio´n a ICA, necesitamos establecer el conjunto de gradientes
∇wk hˆ−1(zk) =
dhˆ−1(zk)
dwk
. La derivada de la entrop´ıa viene dada por
∇wk hˆ−1(zk) =
1
N(N − 1)
∑
i
1
pˆ(zk,i)
∑
j 6=i
G(zk,i − zk,j|σ2k)×
× [ 1
σ2k
( 1
σ2k
(zk,i − zk,j)(zk,i − zk,j)T − 1
)
wkCx − 1
σ2k
(zk,i − zk,j)(xi − xj)T
]
(4.23)
donde zk,i es la componente k-e´sima de la muestra zi. Para llegar a (4.23) se ha
asumido una relacio´n entre la matriz de covarianza de la ventana a la entrada y a la
salida de la forma σ2k = w
T
kCxwk.
Dado que W = {wk}, k = 1, . . . , D, el gradiente respecto a W es una matriz
compuesta por los D gradientes calculados en (4.23).
La principal ventaja del me´todo propuesto es que no exige la decorrelacio´n previa
de los datos. Muchos de los me´todos ICA propuestos en la literatura plantean el
procedimiento ICA como dos transformaciones lineales sucesivas. La primera de ellas
aplica PCA, dando lugar a un conjunto de variables decorrelacionadas. La segunda
de ellas consiste en una matriz de rotacio´n ortonormal que, adema´s de decorrelacio´n,
consigue independencia estad´ıstica para las variables. El me´todo propuesto en este
apartado no necesita esta restriccio´n previa de correlacio´n, por lo que puede aplicarse
directamente sobre los datos.
4.3.2. Reparametrizacio´n mediante a´lgebra de Lie
Cuando se aborda un problema de optimizacio´n en el que el argumento del fun-
cional es una matriz cuadrada, y se imponen restricciones del tipoWTW = I, resulta
muy u´til usar la parametrizacio´n mediante a´lgebra de Lie. Los me´todos ICA constan,
generalmente, de dos pasos que tienen lugar secuencialmente. El primer paso decorre-
laciona las sen˜ales: es el proceso que conocemos como “blanqueado”. En el segundo,
se aplica una matriz de rotacio´n que consigue independencia estad´ıstica adema´s de
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decorrelacio´n. Una matriz as´ı ha de cumplir la restriccio´n WTW = I para que se
mantenga la decorrelacio´n.
Habitualmente, la rotacio´n en ICA se hace de forma que minimice un determinado
funcional J = J(W). El descenso por gradiente es la te´cnica ma´s habitual para su
optimizacio´n, lo que implica aplicar una actualizacio´n del tipo:Wn+1 =Wn+η∇WJ .
Sin embargo, la matriz Wn+1 puede dejar de cumplir la restriccio´n, por lo que se
debe aplicar una ortogonalizacio´n de Gram-Schmidt posterior, o bien introducir un
te´rmino en el funcional J que penalice la no-ortogonalidad.
El a´lgebra de Lie proporciona una alternativa elegante a este problema, ya que
nos muestra un mecanismo para que el gradiente pueda moverse por la superficie
geode´sica correspondiente al grupo algebraico de las matrices ortonormales [Plum-
bley, 2004].
Una matriz ortonormal de rotacio´n tiene la forma
Ω =
 cos θ sin θ
− sin θ cos θ
 (4.24)
Y se cumple que el producto de matrices de rotacio´n es tambie´n una matriz de
rotacio´n cos θ sin θ
− sin θ cos θ
 cosφ sinφ
− sinφ cosφ
 =
 cos(θ + φ) sin(θ + φ)
− sin(θ + φ) cos(θ + φ)
 (4.25)
El operador exponencial matricial nos permite expresar la matriz en (4.24) como
Ω = expΘ = exp
 0 θ
−θ 0
 (4.26)
Para clarificar la notacio´n, llamaremos dominio Ω al de las matrices ortonormales,
y Θ al dominio transformado por el operador logaritmo matricial, de forma que
Ω = exp(Θ).
Como puede verse, no queda ma´s que reparametrizar el funcional a minimizar
para que este´ en funcio´n del dominio Θ. En este dominio, la suma que implica el
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ascenso por gradiente se traduce, en el dominio Ω, en multiplicacio´n de matrices de
rotacio´n, por lo que no se pierde en ningu´n momento la restriccio´n de ortonormalidad.
El algoritmo de descenso por gradiente tiene ahora la forma que se muestra en la
Tabla 4.3.
n = 0
Θ0 = 0
Ω0 = I
Repetir
Aplicar el paso del gradiente: Θn+1 = Θn + η∇ΘJ ;
Pasar al dominio Ω mediante Ωn+1 = exp(Θn+1);
Desplazar en el dominio Ω mediante Wn+1 = ΩWn;
n = n+1;
Fin
Figura 4.3: Algoritmo para descenso de gradiente en grupos de Lie.
El gradiente del funcional respecto a los elemento del dominio Θ viene dado por
[Plumbley, 2004]
∇ΘJ = (∇ΩJ)ΩT −Ω(∇ΩJ)T (4.27)
4.3.3. Pruebas y resultados
Para evaluar el correcto funcionamiento del me´todo propuesto, que llamaremos
ParzenICA, se ha generado un conjunto de sen˜ales sinte´ticas que el algoritmo se
encargara´ de separar. Las sen˜ales sinte´ticas se muestran en la Figura 4.4, y constan
de una sinusoide, una sen˜al cuadrada, una sen˜al diente de sierra y un ruido gausiano.
El resultado de mezclar las sen˜ales mediante una matriz aleatoria se muestra en
la Figura 4.5. Por u´ltimo, en la Figura 4.6 se muestra el resultado de aplicar el
algoritmo. Como puede apreciarse, las sen˜ales han sido apropiadamente separadas,
lo que demuestra la fiabilidad del algoritmo.
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Para analizar la evaluacio´n de las entrop´ıas involucradas, en la Figura 4.7 se mues-
tra la evolucio´n de la entrop´ıa de cada proyeccio´n conforme transcurre la resolucio´n
de la separacio´n ciega.
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Figura 4.4: Sen˜ales sinte´ticas empleadas para el experimento.
Para probar la eficacia del algoritmo con datos reales, se ha aplicado ParzenICA
a la separacio´n de sen˜ales de electrocardiograma del abdomen y to´rax de una mu-
jer embarazada [Moor, 1997]. Estos datos son frecuentemente usados para probar
la eficacia de un me´todo ICA, ya que debe ser capaz de separar las sen˜ales corres-
pondientes a la actividad card´ıaca de la madre, a la del bebe´, y las sen˜ales ruidosas
que aparecen en el proceso de adquisicio´n [Kraskov, 2004]. Los datos consisten en
ocho lecturas de otros tantos electrodos, muestreados a 500 Hz durante 5 segundos.
Adema´s, se compara el resultado del algoritmo propuesto con el proporcionado por el
me´todo FastICA, que es un me´todo de referencia. Las sen˜ales originales pueden verse
en la Figura 4.8. El resultado de la separacio´n del algoritmo FastICA es mostrado
en la Figura 4.9 a modo de comparacio´n. Los resultados de ParzenICA se muestran
en la Figura 4.10.
En la Figura 4.10 se aprecia que las sen˜ales correspondientes a los pulsos card´ıacos
de madre (dos primeras sen˜ales) y feto (quinta sen˜al) han sido obtenidas con un nivel
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Figura 4.5: Sen˜ales sinte´ticas mezcladas mediante una matriz generada aleatoriamen-
te.
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Figura 4.6: Sen˜ales separadas por el algoritmo ParzenICA.
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Figura 4.7: Evolucio´n de la entrop´ıa de cada proyeccio´n.
Señales Originales
Figura 4.8: Sen˜ales ECG originales.
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Señales Obtenidas con FastICA
Figura 4.9: Sen˜ales ECG separadas por FastICA.
Señales Obtenidas con Parzen−ICA
Figura 4.10: Sen˜ales ECG separadas por ParzenICA.
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de ruido (rizado) ligeramente menor que en el caso de FastICA. En este u´ltimo caso,
las sen˜ales correspondientes a los latidos de la madre son las dos primeras y la
correspondiente al feto es la cuarta, en la Figura 4.9. Se comprueba, por tanto, la
mayor capacidad de ParzenICA respecto a FastICA para separar sen˜ales mezcladas
linealmente. Adema´s, lo consigue sin el requerimiento de aplicar una decorrelacio´n
previa a los datos.
Mediante estas simulaciones, el algoritmo ParzenICA se ha demostrado preciso
en su capacidad para llevar a cabo separacio´n ciega de sen˜ales, sin el requerimiento
de decorrelacio´n previa. Sin embargo, el algoritmo propuesto es de tipo bloque. Esto
quiere decir que la complejidad del me´todo depende de la del modelo de Parzen
utilizado. Esto hace que ParzenICA no sea viable para separacio´n ciega en l´ınea,
lo que requerir´ıa una versio´n estoca´stica del me´todo. El problema de la estimacio´n
estoca´stica de la entrop´ıa ha sido tratado en [Erdogmus, 2003], y puede constituir
una solucio´n al problema de ICA en tiempo real, lo que constituye una propuesta de
l´ınea de trabajo futuro como extensio´n del me´todo aqu´ı presentado.
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Cap´ıtulo 5
Conclusiones y l´ıneas de trabajo
futuras
A lo largo de esta tesis se ha presentado una serie de aportaciones al aprendizaje
basado en teor´ıa de informacio´n, con especial intere´s en el problema de la extraccio´n
de caracter´ısticas. Las dos v´ıas exploradas, una basada en funciones de contraste y
otra basada en la estimacio´n de la FDP, se enfrentan a una serie de dificultades a las
que se han planteado soluciones parciales.
La primera de estas v´ıas ha sido desarrollada en el Cap´ıtulo 2, en la que se ha
planteado el me´todo MMI, basado en una funcio´n de contraste que trata de aproximar
lo mejor posible el valor de la informacio´n mutua entre las proyecciones obtenidas
y las clases. Esta funcio´n de coste ha demostrado ser eficaz para la extraccio´n de
la informacio´n relevante para clasificacio´n. Aunque en las simulaciones con bases de
datos pu´blicas no consigue destacarse significativamente del resto de los me´todos de
referencia con que se compara, en la prueba con datos sinte´ticos se demuestra capaz
de extraer las caracter´ısticas relevantes incluso cuando la funcio´n de discriminacio´n
entre las clases cuenta con fuertes no linealidades. Por otro lado la estimacio´n de la
informacio´n mutua propuesta puede servir, adema´s de para la extraccio´n de nuevas
caracter´ısticas, para evaluar individualmente un conjunto de caracter´ısticas en el es-
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pacio original. Los resultados presentados en dicho cap´ıtulo han sido publicados en
[Leiva-Murillo, 2007a]. Por otro lado, la estimacio´n de la informacio´n mutua propues-
ta ha sido aplicada con e´xito al problema de la identificacio´n de distintos locutores
a partir de una secuencia de audio digital. La segmentacio´n se lleva a cabo mediante
una bu´squeda global, por medio de un algoritmo de temple simulado, de la secuencia
de etiquetas que hace ma´xima la informacio´n mutua entre la secuencia de coeficientes
Cepstrum con que se ha codificado el audio y dichas etiquetas [Leiva-Murillo, 2007b].
La aplicacio´n de un algoritmo gene´tico con un propo´sito similar ha sido publicado
en [Salcedo-Sanz, 2006].
El me´todo MMI hace frente a dos fuentes de imprecisio´n a la hora de estimar
la informacio´n mutua entre las caracter´ısticas extra´ıdas y las clases. Por un lado,
el error de la aproximacio´n de las entrop´ıas involucradas en la estimacio´n de la
informacio´n mutua. Por otro lado, el hecho de que estemos considerando la suma
de la “informaciones”
∑
k I(zk, y) en lugar de la informacio´n I(z, y). Las futuras
l´ıneas de investigacio´n que traten de incrementar las prestaciones de MMI se han
de enfrentar a ambas fuentes de imprecisio´n. Para ello, se propone profundizar en
algunos trabajos presentados en la literatura y que pueden ayudarnos a solventar
estas limitaciones. De entre ellas, las que se proponen por su mayor intere´s son las
siguientes:
Encontrar una estimacio´n robusta de la entrop´ıa unidimensional, ma´s precisa
que la basada en momentos no polinomiales. En [Welling, 2005] se propone una
estimacio´n robusta de la FDP de una variable unidimensional a partir de sus
muestras. La estimacio´n de la entrop´ıa a partir de ese modelo de FDP no es
trivial, por lo que se hace necesario profundizar en el estudio anal´ıtico de la
obtencio´n de la entrop´ıa.
Encontrar una estimacio´n de la entrop´ıa de una variable multidimensional. Se
ha propuesto una generalizacio´n de la expansio´n de Edgeworth para la estima-
cio´n de FDP de variables multidimensionales en [Hulle, 2005]. Se necesita, por
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tanto, obtener una estimacio´n de la entrop´ıa a partir de e´sta.
Buscar la maximizacio´n de la suma
∑
k I(zk, y) en lugar de I(z, y) puede ser
va´lido si la diferencia entre las magnitudes permanece bajo control. Lo que
se ha propuesto en el planteamiento del me´todo MMI es aplicar PCA para
decorrelacionar las variables, y forzar que las proyecciones sean ortogonales
y por tanto preservar la decorrelacio´n a la salida. Dado que decorrelacio´n no
implica independencia estad´ıstica, se debera´ buscar la manera de introducir,
de forma ma´s fiable, un te´rmino de penalizacio´n de la informacio´n mutua entre
las propias variables. La funcio´n de coste, en ese caso, deber´ıa tener la forma
argma´x
W
∑
k
I(zk, y)− I(z) + I(z|y) (5.1)
ya que el te´rmino de penalizacio´n I(z)− I(z|y) consiste en la diferencia entre∑
k I(zk, y) e I(z, y). Se debera´, por tanto, encontrar la forma de estimar el valor
de I(z) y de I(z|y). Para ello, surge una dificultad que impide que puedan usarse
te´cnicas ICA al uso. Por ejemplo, con FastICA se asume que h(z) = h(x) ya
que la transformacio´n es invertible y por tanto se puede despreciar el te´rmino.
Ahora no es as´ı, porque la transformacio´n no es invertible: la matriz W ya no
es cuadrada como en el caso de ICA.
La segunda l´ınea de trabajo que se ha explorado en esta tesis se ha basado en
estimaciones de la FDP conforme a la que esta´n generados los datos. A partir de ella,
se estiman magnitudes como la entrop´ıa o el test de hipo´tesis en el espacio trans-
formado. Los resultados obtenidos con clasificadores de Parzen ponen de relieve la
fiabilidad de los modelos obtenidos mediante el me´todo ML-LOO, ya que se alcan-
zan prestaciones competitivas respecto a otros me´todos ma´s populares como SVM
o´ KNN. El clasificador de Parzen no ha tenido un lugar destacado en la literatura
sobre reconocimiento de patrones por la dificultad de establecer un ancho adecuado
para la ventana que hiciese que los modelos en los que se basa fuesen precisos. El
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me´todo ML-LOO aporta un criterio para el disen˜o del modelo que alivia este pro-
blema, adema´s de dar libertad para la eleccio´n de una matriz de covarianza para
la ventana con distintos grados de complejidad (esfe´rica, diagonal o completa). El
Teorema 3.1 aporta la demostracio´n de la convergencia del algoritmo para el caso
esfe´rico. El Teorema 3.2 establece, adema´s, la optimalidad del estimador propuesto
para el ancho de la ventana en te´rminos de estimacio´n de la entrop´ıa cuando se hace
mediante un muestreo del tipo leave-one-out. Esto es importante para la aplicacio´n
de modelos de Parzen a te´cnicas de aprendizaje basadas en teor´ıa de la informacio´n
que necesiten una estimacio´n de la entrop´ıa.
En cuanto a la extraccio´n de caracter´ısticas, el me´todo MaxLT basado en la
optimizacio´n del test de hipo´tesis uno-contra-el-resto se ha demostrado igualmente
eficaz. Se ha probado su conexio´n con otro me´todo propuesto en la literatura, el
ana´lisis de discriminantes informativos, y se ha mostrado la equivalencia de ambos
en cuanto a prestaciones, y la idoneidad de ML-LOO para construir los modelos que
conducen a unas aceptables prestaciones sin necesidad de llevar a cabo validacio´n
cruzada para determinar el ancho de la ventana de Parzen, lo que reduce considera-
blemente la complejidad computacional de este tipo de te´cnicas. A pesar de que el
test de hipo´tesis es planteado como uno-contra-el-resto, los resultados de clasificacio´n
cuando la regla de discriminacio´n es del tipo uno-contra-uno son del mismo orden
que para uno-contra-el-resto. Junto a este esquema, se ha presentado otro basado en
maximizacio´n de la informacio´n mutua mediante modelos GMM cuyas prestaciones
llegan a superar al algoritmo MaxLT. La principal razo´n por las que el me´todo MMI-
GMM supera a MaxLT para reducciones dra´sticas de la dimensio´n puede hallarse en
el hecho de que la distribucio´n de los datos a la entrada y a la salida del extractor
de caracter´ısticas esta´ mejor caracterizada en el caso de los GMM, ya que se estable-
ce la relacio´n entre los para´metros del modelo para z, dados por {mk,Ck}k=1,··· ,K ,
cosa que no ocurre con el modelo de Parzen usado en MaxLT. Por estas razones, se
proponen las siguientes extensiones al trabajo presentado:
Mejorar la optimizacio´n en el algoritmo MaxLT. El hecho de que no alcance
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unas prestaciones competitivas respecto a otros me´todos del estado del arte
puede explicarse por la ineficacia en la correcta eleccio´n del ancho de ventana.
A medida que evoluciona el algoritmo, este ancho habra´ de adaptarse a la
estad´ıstica de los datos en baja dimensio´n, que ira´ variando en el transcurso
de la bu´squeda de la proyeccio´n o´ptima.
Proponer una versio´n de MaxLT que haga uso de modelos de Parzen completos.
En este caso, se habra´ de buscar la forma de caracterizar la relacio´n entre la
matriz de covarianza de la ventana para el espacio de caracter´ısticas original y
el correspondiente al espacio de dimensio´n reducida.
Mejorar el algoritmo MMI-GMM mediante la determinacio´n automa´tica del
para´metro K o´ptimo (nu´mero de gausianas o clusters) para el modelo GMM
de cada clase. Esto puede ser llevado a cabo mediante algu´n criterio de penali-
zacio´n de la complejidad, como el criterio de Akaike o el criterio de informacio´n
bayesiano [Burnham, 1998].
Extender el esquema uno-contra-el-resto, de forma que cada uno de los Nc
clasificadores binarios pueda contar con su propia matriz de extraccio´n de ca-
racter´ısticas. Es decir, en lugar de una matriz W, buscamos un conjunto de
matrices de transformacio´n {Wl}l=1,··· ,Nc , de forma que cada una de ellas sea
o´ptima para el l-e´simo clasificador binario. El disen˜o conjunto de estas matri-
ces debe dar lugar a un clasificador uno-contra-el-resto que tenga en cuenta las
particularidades de cada problema binario en concreto.
En la u´ltima de las aplicaciones presentadas en el Cap´ıtulo 4, se ha descrito la
aplicacio´n del modelo de Parzen optimizado con ML-LOO a separacio´n ciega o ICA,
demostra´ndose la viabilidad del procedimiento descrito para la separacio´n de sen˜ales
tanto cuando estas son generadas sinte´ticamente como cuando corresponde a datos
reales.
Frente a estas mejoras propuestas para los me´todos presentados, se proponen dos
l´ıneas de trabajo de mayor profundidad para generalizar los me´todos presentados
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en esta tesis. Aunque los resultados presentados para los distintos problemas de
aprendizaje ma´quina avalan la validez del estimador de Parzen propuesto, existe una
limitacio´n debida al alto coste computacional que supone trabajar con los modelos de
Parzen. En ICA, este coste hace impracticable la aplicacio´n del me´todo ParzenICA a
problemas en los que la separacio´n deba llevarse a cabo en l´ınea. Para solventar este
problema, se propone como primera extensio´n al trabajo presentado en esta tesis,
y que se ha centrado en me´todos de tipo bloque, el uso de me´todos estoca´sticos de
estimacio´n y manipulacio´n de magnitudes como entrop´ıa e informacio´n mutua. En
segundo lugar, el potencial del me´todo ML-LOO para la precisa estimacio´n de la
FDP de los datos puede ser de aplicacio´n para otro de los problemas de aprendizaje
ma´s estudiados en la literatura, como es el de agrupamiento o clustering mediante
modelos de Parzen. A continuacio´n se describen, con mayor detalle, las dos l´ıneas de
trabajo mencionadas.
5.1. Me´todos estoca´sticos de aprendizaje
La metodolog´ıa seguida para los algoritmos presentados en el Cap´ıtulo 4 ha sido
de tipo bloque: todas las muestras se usan a la vez para la estimacio´n de los co-
cientes de verosimilitud, y e´sta es, a su vez estimada a partir de todas las muestras
disponibles. Ser´ıa por tanto una ventaja encontrar versiones estoca´sticas u on-line
que permitan el entrenamiento de las matrices de extraccio´n de forma recursiva, de
modo que una nueva muestra pueda ser incorporada al aprendizaje, otorgando al
algoritmo capacidad de adaptatividad a los datos. Se ha propuesto en [Erdogmus,
2003] un me´todo para estimacio´n adaptativa de la entrop´ıa que, adema´s de ser apli-
cable on-line y por tanto capaz de captar comportamientos dina´micos en el tiempo
por parte de los datos, reduce la complejidad de la estimacio´n. En este caso, la
complejidad computacional pasa de O(N2) a O(N). La aproximacio´n de la entrop´ıa
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propuesta proporciona un valor de la entrop´ıa, para la muestra n-e´sima, dado por
hˆn(x) = − log 1
N
N∑
i=1
G(xn − xn−1, 2σ2) (5.2)
Una interesante l´ınea de trabajo por desarrollar sera´ la de estudiar la aplicacio´n
de este estimador a alguno de los problemas que han sido presentados a la largo de
la tesis y que han sido resueltos mediante estimadores de tipo bloque.
5.2. Agrupamiento mediante modelos de Parzen
El problema del agrupamiento o clustering es, junto con ICA, el ma´s popular de
entre los me´todos de aprendizaje no supervisado. El problema consiste en encontrar
una particio´n del espacio vectorial en el que residen los datos. Tambie´n puede inter-
pretarse como una asignacio´n de etiquetas, de entre un conjunto finito de ellas, a un
conjunto de muestras. Desde este punto de vista, la u´nica diferencia entre agrupa-
miento y clasificacio´n es el cara´cter no supervisado, ya que ahora no contamos con un
subconjunto de muestras etiquetadas que nos permita construir una generalizacio´n
hacia muestras no etiquetadas.
Al igual que el disen˜o de modelos de Parzen mediante el me´todo ML-LOO puede
incrementar notablemente las prestaciones de un clasificador basado en estos mode-
los, tambie´n podr´ıa hacerlo con el resultado de un agrupamiento de los datos. Sin
embargo, el problema presenta dificultades que no exist´ıan en el problema de clasi-
ficacio´n. El agrupamiento consiste en encontrar la relacio´n de pertenencia de cada
muestra a cada cluster. Pero esa relacio´n de pertenencia es tambie´n necesaria para
el propio disen˜o de los modelos, ya que el correspondiente a cada grupo, para ser
preciso, debe estar construido con las muestras pertenecientes al mismo, para de esta
forma determinar el ancho de ventana o´ptimo.
Desde un punto de vista de teor´ıa de la informacio´n, el agrupamiento o´ptimo
sera´ el que asigna al conjunto de datos X un vector de etiquetas Y de forma que
la informacio´n mutua entre ambas sea ma´xima. Esto lleva a establecer el criterio de
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asignacio´n
Yˆ = argma´x
Y
I(X,Y)
Este criterio de ma´xima informacio´n mutua puede ser transformado en un criterio
de mı´nima entrop´ıa de la forma
Yˆ = argma´x
Y
[h(X)− h(X|Y)] = argmı´n
Y
h(X|Y)
dado que la entrop´ıa h(X) es constante.
El valor de esta entrop´ıa viene dado, una vez conocido Y, por
h(X|Y) =
L∑
l=1
P (cl)h(X|cl)
= −
∑
l
Nl
N
∑
i∈Il
1
Nl
log
(∑
j∈Il
1
Nl
Gij
)
= − 1
N
∑
l
∑
i∈Il
log
(∑
j∈Il
1
Nl
Gij
)
(5.3)
siendo Gij = G(xi − xj|σ2). La bu´squeda del Y o´ptimo es, en principio, un proble-
ma NP-completo, ya que exige la evaluacio´n del criterio para todos los vectores Y
posibles. Por tanto, para convertir el problema del agrupamiento en un problema de
optimizacio´n, necesitamos establecer un esquema de tipo “blando”, que asigne a cada
muestra un valor de probabilidad de pertenencia a cada uno de los grupos. Si defi-
nimos la variable indicadora rli como rli = p(cl|xi), de acuerdo con lo anterior debe
cumplirse que
∑
l rli = 1. La entrop´ıa (5.3) quedar´ıa, en funcio´n de estas variables,
de la forma
h(x|y) = − 1
N
L∑
l=1
N∑
i=1
rli log
(∑N
j=1 rljGij∑N
j=1 rlj
)
(5.4)
donde puede comprobarse la equivalencia con la expresio´n (5.3) cuando las rli se
saturan, es decir, cuando toman u´nicamente valores iguales a 1 o´ a 0.
El problema de la optimizacio´n del funcional (5.4), con las restricciones rli ≥ 0 y∑
l rli = 1, padece un problema de mı´nimos locales.
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La ventaja de encontrar la forma de minimizar la informacio´n mutua entre datos
y grupos reside en el hecho de que proporcionar´ıa una flexibilidad de la que carecen
los modelos de mezcla de gausianas para hacer frente a datos cuyas muestras se
hallan agrupadas mediante estructuras con fuertes no-linealidades. Desde ese punto
de vista, el me´todo puede proporcionar buenos resultados tanto para datos agrupables
mediante modelos GMM u otras te´cnicas basadas en distancias eucl´ıdeas, como para
datos donde predomine la conectividad local en la estructura de los clusters, y por
tanto se presten ma´s a me´todos basados en grafos de conectividad, vecinos ma´s
pro´ximos o clustering espectral.
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