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Elasticity of disordered binary crystals
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(Dated: 30 October 2019)
The properties of crystals consisting of several components can be widely tuned. Often solid
solutions are produced, where substitutional or interstitional disorder determines the crystal
thermodynamic and mechanical properties. The chemical and structural disorder impedes
the study of the elasticity of such solid solutions, since standard procedures like potential
expansions cannot be applied. We present a generalization of a density-functional based
approach recently developed for one-component crystals to multi-component crystals. It
yields expressions for the elastic constants valid in solid solutions with arbitrary amounts of
point defects and up to the melting temperature. Further, both acoustic and optical phonon
eigenfrequencies can be computed in linear response from the equilibrium particle densities
and established classical density functionals. As a proof of principle, dispersion relations
are computed for two different binary crystals: A random fcc crystal as an example for a
substitutional, and a disordered sodium chloride structure as an example of an interstitial
solid solution. In cases where one of the components couples only weakly to the others, the
dispersion relations develop characteristic signatures. The acoustic branches become flat in
much of the first Brillouin zone, and a crossover between acoustic and optic branches takes
place at a wavelength which can far exceed the lattice spacing.
I. INTRODUCTION
Solid solutions are disordered multi-component crys-
tals, with steel one of the most prominent examples.
Solid solutions can be formed by incorporation of an
atomic species into a host lattice, which can take place ei-
ther by substitution, viz. the replacement of a host parti-
cle, or by fitting into interstitial sites. Such substitutional
or interstitial solid solutions of two components can also
be considered as disordered binary crystals, where atoms
of a species do not occur on sites of a single sublattice
only, or where interstitials and vacancies arise, respec-
tively.
The local packing of different particles and entropy
play an important role in the formation of multi-
component crystals. The recent possibility to synthesize
well characterized colloidal particles opens the possibility
to study complex crystals on the microscopic time and
length scales of relevance to crystal structure selection
and transport mechanisms. The example of binary mix-
tures of colloidal hard spheres has shown that already
small changes in the size ratio can lead to very different
crystal structures1. Recently, colloidal realizations of bi-
nary interstitial solid solutions have made possible direct
microscopy studies of the particle motions2–5. The inter-
stitial sodium chloride structure (NaχCl1) was studied.
Here, one species fills a sublattice (almost) completely,
while the other species is diluted and fills only a fraction
χ < 1 of the second sublattice. While intersite defects
are considered negligible in that system, a wide range of
interstitial concentrations has been found both by exper-
iment and simulation6–8.
Binary crystals give intuitive access to the whole rich-
ness of crystal lattice vibrations including acoustic and
optical phonons. Their dispersion relations, viz. their
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polarization-dependent frequency-wavenumber relations,
provide information on the elastic stability under small
deformations.
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FIG. 1. Schematic samples of a binary 2-dimensional crystal
in various states of order. Panel (a) shows the classical zero-
temperature ground state with the basis and the lattice con-
stant a marked. It serves as a reference for defining particle
displacements uis , marked by green arrows in (b). Panel (c)
illustrates point defects for the large species, where the defini-
tion of displacements from panel (b) breaks down. Panel (d)
shows intersite defects between large and small species.
In colloidal dispersions, the vibrations are overdamped
2and the dispersion relations determine the wavevector
dependence of density fluctuations9. In either case, in
the atomic or in the colloidal one, the acoustic branches
of the dispersion relations provide the coefficients of elas-
ticity in the long wavelength limit. This gives access to
the crystal free energies, which determine phase diagrams
and thermodynamic properties.
Theoretical developments for the determination of the
thermodynamic and mechanical properties of solid solu-
tions need to overcome the difficulty of local chemical and
structural disorder. Classical approaches to the descrip-
tion of solid elasticity are based upon the T = 0 equilib-
rium positions of particles within a unique microscopic
reference configuration.10,11 This description is limited
in accuracy or even breaks down entirely at considerable
disorder. It cannot be used for solid solutions without ap-
proximations. To see why this is, consider the illustration
in Fig. 1. In solid solutions, particles cannot be assigned
to unique lattice sites. Displacement vectors cannot be
drawn for particles without specific lattice site, and thus
the displacement field cannot be defined on the atomic
level. Interstitial and substitutional solid solutions are il-
lustrated in Fig. 1 in panels (c) and (d), respectively. The
single vacancy-interstitial pairs in Fig. 1d are called inter-
site defects12,13. Modern approaches to the elasticity of
solid solutions require mean field type of approximations
in the coherent-potential approach, or choices of special
quasi-random structures in supercell approaches14,15. A
fundamental approach at finite temperatures going be-
yond the harmonic approximation and including substi-
tutional and interstitial defects is still lacking.
In order to obtain the elastic dispersion relations of
solid solutions, we generalize an approach from statistical
hydrodynamics, first proposed by Ernst and Szamel16,
and recently worked out to a complete description of
phonons in single-component crystals with arbitrary con-
centrations of point defects and temperatures up to the
melting point17. The approach is potential free and thus
can handle the excluded volume interaction. The present
work generalizes the formalism to binary crystals and
includes optical phonons to the description. Two spe-
cific applications of the general formalism will be pre-
sented, one studying a random fcc crystal as example for
a substitutional solid solution, and a second one studying
the disordered interstitial sodium chloride structure real-
ized in colloid experiments2. We will obtain results that
can be evaluated by (classical) density functional theory
(DFT)18 that provides a first principles approach to the
thermodynamics and structures in inhomogeneous dense
systems19.
A DFT approach from the modified weighted den-
sity functional approximation has been used by Das
and Singh on three-dimensional binary hard sphere
crystals20. The authors computed equilibrium parti-
cle densities and also vacancy concentrations of, among
others, a substitutionally disordered fcc crystal. With
such an equilibrium state at hand, an obvious goal is
the calculation of elastic constants. An approach to
that end for single-component crystals has been pro-
posed by Jaric´ and Mohanty21. Dispersion relations
within the DFT approach have been first computed for
single-component crystals by Mahato et al.22. For bi-
nary solids, dispersion relations have been obtained for a
model of alkali halides by Tosi and Tozzini.23,24 How-
ever, these approaches expand the thermodynamic po-
tential around the constant liquid equilibrium densities.
This leads to results for the elastic couplings in the dy-
namical matrix different from ours. Moreover, the cou-
pling of the strain to the defect field is not addressed,
which prevents the older methods to determine the differ-
ence between the elastic coefficients at fixed density and
the ones at fixed defect density25. There is another fun-
damental difference of previous DFT-based approaches
to dispersion relations from the present one: The for-
mer require an ansatz for the relation between the mi-
croscopic particle densities ρs(r) entering DFT and the
fields of continuum mechanics, e.g. for strain or displace-
ment. Here we use the Zwanzig–Mori formalism (as
familiar from liquids) and exact DFT relations to ob-
tain the dynamical matrix. Approximations to the den-
sity functional – like the Percus–Yevick approximation
well treated for liquids – enter into that general result
only on evaluation.
The paper is organized as follows: In Sect. II the gen-
eral formalism is developed. First, the variables whose
equations of motion will be set up are determined by
considering conservation laws and aspects of the spon-
taneous breaking of translational symmetry in crystals.
Next the dynamical matrix is derived, and its symme-
tries and long-wavelength properties discussed. In the
last subsection IID, technical approximations are formu-
lated in order to evaluate the derived expressions. In
Sect. III we obtain the structural properties and disper-
sion relations of two model systems, a random fcc crystal
and an interstitial sodium chloride structure, in order to
show the versatility of the approach. In Sect. IV, we dis-
cuss the characteristics of dispersion relations in the case
where one component is only weakly localized.
II. METHODS
We consider a volume V containing N s, s = 1, 2 identi-
cal spherical particles of two different species at number
density ns0 = N
s/V . The motion of the particles with
masses ms is described by a (classical) Liouville oper-
ator L, which includes kinetic and (internal) potential
energies. Temperature T and the densities ns0 are cho-
sen such that the crystalline state gives the lowest free
energy and translational invariance is spontaneously bro-
ken. Long-ranged order exists and the average densities
vary periodically on a common real-space lattice L with
corresponding reciprocal lattice G.
ns(r) =
∑
g∈G
nsge
ig·r , (1)
where the order parameters nsg are the Bragg-peak ampli-
tudes at the positions of the reciprocal-lattice vectors g
obtained from the instantaneous particle positions rsi(t)
nsg =
1
V
N s∑
i=1
〈e−ig·rsi(t)〉 . (2)
3Stationary canonical averages indicated by brackets 〈·〉
are to be evaluated in an unstrained and equilibrated
crystal.
A. Microscopic and hydrodynamic variables
The lifetime of collective excitations in many-particle
systems can become large at long wavelengths by a hand-
ful of fundamental physical principles. They tell us by
which variables the coarse-grained dynamics is charac-
terized. In addition to conservation laws which play that
role in the hydrodynamics of fluids, in crystals sponta-
neously broken (translational and/or rotational) contin-
uous symmetries yield hydrodynamic modes. They can
be identified by Bogoliubov’s inequality26 and lead to the
approach of generalized elasticity27.
1. Particle, momentum and energy conservation
We define microscopic species-wise particle densities ρs
and momentum densities js as
ρs(r, t) =
N s∑
i=1
δ
(
r − rsi(t)
)
and
js(r, t) =
N s∑
i=1
psi(t)δ
(
r − rsi(t)
)
.
Particles are conserved species-wise which can be ex-
pressed by continuity equations
∂tρ
s(k, t) = ik · js(k, t) , (3)
where ρs(k, t) =
∫
ddr
(2π)d
eik·rρs(r, t)
is the Fourier transform to reciprocal/momentum space.
Concerning momentum, only its sum total over all species∫
V d
dr j(r, t) = const is conserved whose density j =∑
s j
s. The conservation law can be expressed locally by
a momentum continuity equation
∂tj(k, t) = ik · σ(k, t) , (4)
where σ(k, t) denotes the isothermal stress tensor. Here
and henceforth, all equations of motion are given in re-
ciprocal space. Equation (4) identifies j as a hydrody-
namic variable and justifies its consideration within hy-
drodynamics. Unlike momentum conservation, the con-
servation of angular momentum does not contribute to
the number of hydrodynamic modes.28 Energy conserva-
tion a priori adds an additional mode. However, in the
isothermal regime, energy fluctuations are determined by
the momentum fluctuations alone. Hence, energy fluctu-
ations need not be considered as an independent variable
either. In colloidal systems the solvent acts as a heat
bath which justifies the isothermal approximation for the
colloids.
Before moving on to the spontaneously broken sym-
metry variables, recall that the description of optical
phonons involves relative rather than collective move-
ment of particles even in the long-wavelength limit. This
motivates the inclusion of the species resolved momentum
density fluctuations js into the set of dynamical variables.
Note that this is an ad-hoc generalization of conventional
hydrodynamics — just as optical phonons have no hydro-
dynamic counterpart.
2. Spontaneously broken symmetry
The reasoning in the single species case for symmetry-
restoring variables17 can be easily generalized to binary
crystals. Let g 6= 0 be a reciprocal lattice vector. We
make use of the following Bogoliubov inequality29
〈|δρs(g + q)|2〉 ≥ ∣∣〈j∗α(k)Lδρs(g + q)〉∣∣2〈|Ljα(k)|2〉 , (5)
where q is a wavevector confined to the first Brillouin
zone. Then, we employ L = −i∂t for the Liouville opera-
tor to the denominator of Eq. (5) and insert Eq. (4). The
isotropy approximation for the stress tensor correlations,
〈σ∗αβσαγ〉 ∼ Rδβγ then yields
〈|Ljα(k|2〉 ∼ Rk2.
To continue, it will be helpful to introduce notations for
the mass densities ̺s0 = m
sns0. Concerning the numerator
of Eq. (5), the particle continuity equation can be used
with
Lδρs(g+q) = L
N s∑
i=1
e−i(g+q)·r
s
i = −g + q
ms
·js(g+q) . (6)
Together with the equipartition theorem
〈jaα∗(k)jbβ(k)〉 = ̺a0V kBTδabδαβ (7)
we obtain
〈j∗α(k)Lδρs(g + q)〉 = −(g + q)αV kBTnsg+q−k . (8)
Given that k is an arbitrary wave vector, we can assume
k = q to obain the crucial inequality
〈|δρs(g + q)|2〉 ≥ (g + q)2(kBT )2|nsg|2V 2
Rq2
∝ q−2 . (9)
This identifies the density fluctuations δρs(g + q) near
the reciprocal lattice vectors as the symmetry-restoring
variables. Their correlations in reciprocal space diverge
for small wavevector q which implies that the correlations
are long range in real space, like 1/r in three dimensions.
Hence, they have to be included in the set of slow vari-
ables in generalized elasticity26.The special case g = 0 is
included by the continuity equations (3).
B. Zwanzig–Mori equations of motion
In order to obtain the isothermal, dissipationless and
linear equations of motion we apply the Zwanzig–Mori
formalism26 to the set of variables identified in Sec. II A.
This projection approach is known to decompose the time
4evolution into reversible and dissipative components, rep-
resented by the frequency matrix Ω respectively the
memory matrix Γ. Besides these deterministic contri-
butions there exists also a noise term ϕi. The equations
of motion take the following schematic form
∂tδA
∗
i (k, t) = −
∑
j
∫
ddk′
[
iΩij(k,k
′)δA∗j (k
′, t) +
+
∫ t
0
dtΓij(k,k
′, t− t′)δA∗j (k′, t′)
]
+ ϕi(t) . (10)
The frequency matrix is defined as
Ωij(k,k
′) =
∑
k
∫
ddk′′
〈
δA∗i (k)LδAk(k′′)
〉〈
δA∗k(k
′′)δAj(k′)
〉 . (11)
The set of variables {Ai} employed in this work consists
of the species-wise resolved momentum densities j(q)s
and particle density flucutations δρs(g + q) =: δρsg(q)
for s = 1, . . . , B = 2 and all reciprocal lattice vectors
g ∈ G. As we aim for the reversible dispersion relations,
we only require the frequency matrix in the following.
For a definition of the memory matrix Γ and the noise
terms ϕi, we refer to the literature
26 as their dissipative
contributions are not relevant to the scope of this paper.
The variables δAi are to be understood as local fluctua-
tion ensemble averages within the linear-response regime.
Lars Onsager’s regression hypothesis allows to describe
their time evolution by the Zwanzig–Mori coupling matri-
ces, viz equilibrium correlation functions.30 We will write
δnsg ≡ 〈δρsg〉lr for the ensemble-averaged density fluctua-
tions in order to distinguish them from the microscopic
ones δρsg. Similarly, we will also write δj
s.31
The Liouvillean L changes sign under time reversal like
the momentum density fluctuations δjs and unlike the
particle density fluctuations δnsg. Consequently, Ω yields
couplings only between momentum and density fluctua-
tions. As we are interested in the long-wavelength limit
alone, the wave vector argument can be restricted to the
first Brillouin zone. One can argue32 that this implies
k = k′ = k′′ = q ∈ 1st BZ in Eq. (11). The resulting
equations of motion read
∂tδn
s
g(q, t) =
∑
s′,s′′
i
(〈
δρs∗(g + q)Ljs′α (q)
〉〈
js′α
∗
(q)js
′′
β (q)
〉 )∗ δjs′′(q, t)
= −in
s
g
̺s0
(g + q) · δjsβ(q, t) , (12a)
∂tδj
s(q, t) =
=
∑
s′,s′′, g′,g
i
( 〈
jsα
∗(q)Lδρs′(g′ + q)〉〈
δρs′
∗
(g′ + q)δρs′′(g + q)
〉)∗ δns′′g (q, t)
= −i
∑
s′, g′,g
(g′ + q)n∗g′J
ss′
g′g
∗
(q)δns
′
g (q, t) , (12b)
where Equations (7) and (8) were used. The inverse den-
sity fluctuation correlation matrix J is implicitly defined
through
V kBTδss′′δgg′′ =
∑
s′,g′
〈δρs∗(g + q)δρs′(g′ + q)〉J s′s′′g′g′′(q) .
(13)
Inserting the time derivative of Eq. (12b) into Eq. (12a)
yields an oscillator equation for the momentum density
fluctuations:
∂2t δj
s(q, t) = (14)
= −
∑
s′, g′,g
̺0
̺s
′
0
(g′ + q)nsg′
∗J ss
′
g′g
∗
(q)ns
′
g (g + q)︸ ︷︷ ︸
=:Λss
′
(q)
·δj
s′
̺0
(q, t) .
The d × d matrix Λss′ couples the momentum densities
of species s and s′. The whole of those matrices can be
written in a B × d block matrix Λ with
Λ(q) =


Λ11 Λ12 · · · Λ1B
Λ21 Λ22 · · · Λ2B
...
...
. . .
...
ΛB1 ΛB2 · · · ΛBB

 (q) . (15)
In Section II C we discuss Λ as given from Eq. (14) and its
eigenvalues. These will lead us to the dispersion relations
and, in particular, the required d acoustic modes.
C. Properties of the dynamical matrix Λ
1. Symmetries of the inverse correlation matrix J ss
′
gg′
(q)
The projection operator formalism and the previous
identification of all relevant variables, conserved and
long-range correlated ones, has given the dynamical ma-
trix Λ in terms of density correlation functions. For state-
ments about the properties of Λ, properties of the J ss
′
gg′(q)
need to be known. To begin with, the relation
〈δρs∗(g+q)δρs′(g′+q)〉 = 〈δρs′∗(g′+q)δρs(g+q)〉 (16)
implies the self-adjointness of the inverse, i.e. J ss
′
gg′(q) =
J s
′s
g′g
∗
(q) With this it is easy to see that Λss
′
αβ(q) =
̺s0/̺
s′
0Λ
s′s
βα
∗
(q). Though not fully self-adjoint, Λ can be
easily transformed to a self-adjoint form. In rescaled mo-
mentum densities, δjs → δj¯s =
√
̺0/̺s0δj
s, the wave
equation Eq. (14) takes the form
∂2t δj¯
s(q, t) = −Λ¯ss
′
(q) · δj¯
s′
̺0
(q, t) (17)
where Λ¯
ss′
(q) is obtained from Λss
′
(q) through the re-
placement ̺s
′
0 → ̺ss
′
0 :=
√
̺s0̺
s′
0 . The self-adjoint
Λ¯(q) = Λ¯
†
(q) is defined as the corresponding block ma-
trix (cf. Eq. (15)) whose real eigenvalues can be related
to the phonon eigenfrequencies.
A means of calculating J ss
′
gg′(q) and with that Λ¯ is ob-
tained from the Ornstein–Zernike equation for several
species33
δss′′δ(r − r′′) =
∑
s′
∫
ddr′ 〈δρs(r)δρs′(r′)〉Cs′s′′(r′, r′′) .
(18)
5Css
′
is defined as the second functional derivative of the
Helmholtz free energy F = F id+F exc and can be split up
into the ideal gas contribution and the direct correlation
function css
′
(excess part):
Css
′
(r, r′) = β
δ2F [n1, n2, . . . , nB]
δns(r)δns′(r′)
(19a)
= δss′
δ(r − r′)
ns(r)
− css′(r, r′) . (19b)
An important aspect of density fluctuations in crystals
was discussed by McCarley and Ashcroft34. The density
correlation functions show the same lattice periodicity as
the equilibrium densities leading to the following repre-
sentation
〈δρs(r)δρs′(r′)〉 =
∑
g
eig·Rδnss
′
g (∆r
′) . (20)
Here we introduced center of mass and relative coordi-
nates, (r + r′)/2 =: R and r − r′ =: ∆r′. This can
now be used to determine the inverse density overlaps
J ss
′
gg′(q). Note the resemblance between the left hand
sides of Eqs. (18) and (13). They can be matched (but
for the prefactor kBT ) by applying the following Fourier
transform to the left hand side of Eq. (18)∫∫
ddr ddr′′ ei(g+q)·re−i(g
′′+q)·r′′δss′′δ(∆r
′′) = V δss′δgg′′ .
(21)
Comparison of the same Fourier transform on the right
hand side with the r.h.s. of Eq. (13) yields, in conjunction
with Eqs. (19) and (20), for the inverse of the density
fluctuation correlation matrix
J ss
′
gg′(q) = J
ss′∗
−g−g′(−q) =
kBT
V
Css
′
(−g − q, g′ + q) (22)
=
kBT
V
∫∫
ddr ddr′ eig·re−ig
′·r′eiq·∆r
′
Css
′
(r, r′) .
2. Existence of acoustic modes
Continuous translational and rotational invariance of
the underlying Hamiltonian of a crystallized system allow
to express the gradient respectively the curl of the local
density by a density integral,
∇ lnns(r) =
∑
s′
∫
ddr′ css
′
(r, r′)∇′ns
′
(r′) , (23a)
r ×∇ lnns(r) =
∑
s′
∫
ddr′ css
′
(r, r′)r′ ×∇′ns′(r′) .
(23b)
Going back to Lovett, Mou, Buff35 and Wertheim36,
equations (23a) and (23b) are called the translational re-
spectively rotational LMBW equations. More precisely,
Eq. (23) gives their generalization to several species sys-
tems, where we neglected a possible external poten-
tial. While that generalization has been given for the
translational case37, the straightforward derivation of the
rotational LMBW-Equation (23b) is presented in Ap-
pendix A.
First, we consider again a transform in the physical
coordinates:(
j1
j2
)
→
(
δj
∆j
)
:=
1
̺0
(
̺0 ̺0
̺20 −̺10
)(
j1
j2
)
. (24)
The transformed dynamical matrix Λ˜ takes the following
form:
Λ˜ =
1
̺0

∑s,s′ Λss′̺s′0 ̺120 (Λ11 −Λ22 +Λ21 −Λ12)
Λ˜
12†
̺20
(
Λ11 +
̺10
̺20
Λ22 −Λ12 −Λ12†)

 .
(25)
Here, one easily recognizes the top left block Λ˜
11
as the
coupling intrinsic to the total momentum subspace, i.e.
the coupling of the total momentum fluctuations δj to
themselves. The self-adjointness of Λ˜ follows again from
Λss
′ ≡ ̺s0/̺s
′
0Λ
s′s†. As usual, the eigenmodes are de-
termined from the roots of the characteristic polyno-
mial det[k1d − Λ˜(q)]. Our approach describes acoustic
modes if Λ˜(q) has d eigenvalue branches with leading
order O(q2) for q → 0. Discussion of the characteris-
tic polynomial shows that this condition is met if both
Λ˜
11
= O(q2) and Λ˜12 = O(q). We only show the former
property from which the latter can be easily inferred.
In order to keep expressions reasonably short, we first
consider only the excess terms of Λ˜
11
which stem from
css
′
in Eq. (19b).
Λ˜
11, exc
(q) = −̺0
∑
s,s′
∫∫
ddr ddr′ e−iq·∆rcss
′
(r, r′)×
× (i∇+ q)ns(r)(−i∇′ + q)ns′(r′) . (26)
As only terms proportional to q0 and q1 need to be ruled
out, the exponential in Eq. (26) can be expanded up to
linear order in q. Appendix B shows how the transla-
tional LMBW equation (23a) can then be used to elimi-
nate from Λ˜ all terms up to that order.
Speeds of sound and the underlying elastic constants
can be more directly computed from another transform of
the physical variables that block-diagonalizes the dynam-
ical matrix. In the given long-wavelength limit q → 0, al-
ready an approximate block diagonalization up to terms
of order O(q3) allows to drop the off-diagonal terms. It
can be shown32 (Appendix C) that from the block matrix
Λ˜ this leads to the following long-wavelength acoustic-
modes coupling matrix Λsound(q). With the subscript in
Λ˜
ss′
n denoting the n
th-order Taylor expansion coefficients,
Λsound(q) = q2Λsound2 = q
2Λ˜
11
2 +
+ q2
[
(Λ˜
12
1 · Λ˜
22−1
0 · Λ˜
21
1 ) + (. . .)
†
]
. (27)
Note that Λ˜
12
1 and Λ˜
21
1 are of linear order in q and thus
vanish in crystals with inversion symmetry — an argu-
ment that will be explained in more detail in Appendix C.
63. Crystal-Symmetry properties
As translational invariance guarantees the existence
of acoustic modes, rotational invariance can be used38
to fully identify the Voigt symmetries11 of the under-
lying elastic coefficients. The first term on the r.h.s.
of Eq. (27) q2Λ˜
11
2 can be analyzed along the lines of
the single-component case38 (Section 3.2.2). To see this,
identify
q2Λ˜112,αβ =
∑
ss′
(
λss
′
αβγδqγqδ + ν
ss′qαqβ +
+ qαµ
ss′
βγqγ + qβµ
ss′
αγqγ
)
(28)
where
νss
′
=
kBT
V
∫∫
ddr ddr′
[
n(r)δss′δ(∆r
′) +
− ns(r)css′(r, r′)ns′(r′)] , (29a)
µss
′
αβ =
kBT
V
∫∫
ddr ddr′ ns(r)css
′
(r, r′)∆r′β∇′αns
′
(r′) ,
(29b)
λss
′
αβγδ =
kBT
2V
∫∫
ddr ddr′∆r′γ∆r
′
δc
ss′(r, r′)× (29c)
×∇αns(r)∇′βns
′
(r′) with ∆r′ = r − r′ .
Note that both species indices are summed over in
Eq. (27). Making use of the rotational LMBW equation
Eq. (23b), it is then straightforward to generalize the
one-component calculation to the case of several species.
By replacing ∫
ddr1/2 −→
∑
s/s′
∫
ddr/r′ (30)
and adding the species indices to n(r), V (r) and c(r, r′)
accordingly, the index symmetries of Voigt notation are
reobtained (see Appendix D for details):
µαβ :=
∑
s,s′
µs,s
′
αβ = µβα , (31a)
λαβγδ :=
∑
s,s′
λs,s
′
αβγδ = λγδαβ . (31b)
Concerning the second term on the r.h.s. of Eq. (27), one
can introduce a fourth-rank tensor κ such that32
Λsoundαβγδ qγqδ − Λ˜11αβγδqγqδ = καβγδqγqδ . (32)
and
καβγδ = κγβαδ = καδγβ = κγδαβ .
The symmetric summation over the indices γ and δ allows
to introduce κ˜ which is also symmetric w.r.t. interchang-
ing the two leftmost and two rightmost indices. Thus the
required Voigt symmetries also hold for καβγδ.
To summarize, we have shown the correct acoustic
long-wavelength behaviour of our theory which is de-
scribed by a d-dimensional matrix Λsound(q) obeying the
Voigt symmetries required by the theory of elasticity.
Consequently, expressions for the elastic coefficients can
be derived38 from direct correlation functions, which can
be obtained within e.g. density functional theory19. The
present approach differs most importantly from the pre-
vious ones by Mahato et al.22, Tosi and Tozzini23,24
in accounting for the coupling of defect densities into the
dispersion relations via the coefficients µ and ν; e.g. the
change of the stress σ with defect density c at fixed strain
u is given by39 ∂σ∂c
∣∣
u
= n0(ν1 + µ). The equilibrium
density profile remains completely general. It can con-
tain any disorder to be described and is not restricted to
an expansion around the liquid state, where the direct
correlation function would be translationally invariant,
c(r, r′) = c(|r− r′|). Additionally, non-centro symmetric
crystal structures can be addressed. Unlike in previous
works, no ansatz for lattice displacements is required and
additional couplings in non-centro symmetric structures
can be considered without further ado.
D. Freezing of binary hard sphere mixtures
While the formal theory is based on exact direct corre-
lation functions and DFT relations, approximations are
now required to evaluate the expressions for the disper-
sion relations. In determining the equilibrium densities
ns, we follow the works of Haymet and coworkers40–43 on
the binary hard sphere freezing transition. It is based on
the generalization of the Percus–Yevick direct correlation
function44,45 to binary systems by Lebowitz46. Based on
the Helmholtz free energy equilibrium density functional
F [n1, n2], the liquid-solid coexistence densities of given
crystal structures are obtained as follows. The grand
canonical functional ∆Ω(µs, V, T ) is given by
∆Ω[ns] = F [ns]−F [ns0]−
∑
s
µs
∫
ddr [ns(r)−ns0] . (33)
The reference liquid mixture state is characterized by the
homogeneous particle densities ns0, the crystal by n
s. The
functional ∆Ω is expanded in density deviations ∆ns ≡
ns−ns0 about ∆ns ≡ 0, considering all terms up to second
order in ∆ns and the central terms of third order which
can be determined from
cabc(k = 0,k′ = 0) =
δcab(0)
δnc0
. (34)
Independent of the subsequent parametrization of ns, the
resulting approximation for ∆Ω is given by
β
V
∆Ω =
=
β
V
∑
s
∆Ωid,s − 1
2
∑
s,s′
∑
g
css
′
(g)∆nsg
∗∆ns
′
g + (35)
− 1
6
∑
a,b,c
cabc(k = 0,k′ = 0)∆na0∆n
b
0∆n
c
0 .
Note that ns
0
with the bold subscript g = 0 stands for
the particle density in the crystal which will differ from
7the liquid value ns0 at coexistence. The ideal gas contri-
butions ∆Ωid,s are given by the integrals
∆Ωid,s = kBT
∫
ddr
[
ns(r) ln
ns(r)
ns0
−∆ns(r)] (36)
whose evaluation depends on the employed parameters
and, more specifically, on the (de)localization of the par-
ticles at their lattice sites. We assume the widely-used
Gaussian parametrization47.
ns(r) =
ηs
(
√
πεs)3
∑
R∈L
e−[(r−R−b
s)/εs]2 . (37)
with the following parameters: sth occupancy ηs — gives
the average number of “s”-particles per lattice site, Gaus-
sian delocalization εs — width of the respective density
peaks, Bravais lattice vectors R ∈ L and the sth sub-
lattice basis vectors bs. Note that generically, the den-
sity peaks are anisotropic and isotropy here is a conse-
quence of the cubic crystal system to which all studied
structures belong48. The scalars εs rather than matri-
ces are then sufficient to characterize the localization of
particles about their lattice sites. Evaluation of the inte-
gral (36) can now be easily split up into different local-
ization regimes49.
β
V
∆Ωid.s = (38)
=
{
ns0 − ns0
[
lnns0 + 3 ln(
√
πεs) + 1 + Is]− ln ηs εs ≥ 0.2 ,
ns0 − ns0
[
lnns0 + 3 ln(
√
πεs) + 5/2
]− ln ηs εs < 0.2 .
Here,
Is = η
s
V (
√
πεs)3
∫
ddr
∑
R∈L
e−
(
r−R
εs
)2
ln
∑
R′∈A
e−
(
r−(R+R′)
εs
)2
.
(39)
A ⊂ L denotes a set of nearest-neighbor lattice vectors
whose cardinality needs to increase with increasing εs for
Is to be a good approximation to the exact expression.
For εs sufficiently small, density overlap between disjoint
peaks can be fully neglected, i.e. A = {0}. The integral
can then be solved analytically to give the lower line in
Eq. (38). Details on the evaluation of Is are given in42
(Appendix A). The authors also present additional ap-
proximations for Is in the large εs regime εs > 0.5. As
will be seen in Sec. III A, the expressions from Eq. (38)
allow to compute most of the phase transition line.
III. RESULTS
With the groundwork of Section II, we can now pro-
ceed to the analysis of specific disordered binary hard
sphere crystal structures. The ability of treating crys-
tals with arbitrary concentrations of point defects marks
a progress for structures with considerable amounts of
those defects. A structure for which this condition is
met is the random fcc structure. It is characterized in
real space by a face centered cubic Bravais lattice with
two identical basis vectors b1 = b2 that can be chosen
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FIG. 2. Coexistence parameters of the random fcc structure
plotted against the HS diameter ratio ς. (a) shows the particle
densities of both phases scaled to the large-sphere volume on the
left ordinate. The stoichiometry of the solid phase is plotted to
the right ordinate. (b) shows the Gaussian localization widths.
equal to 0 w.l.o.g. The statistical nature of the structure
is obvious as two hard spheres cannot occupy the same
lattice site simultaneously. The occupancies ηs give the
probability of finding either species 1 or species 2 on a
given lattice site and are bounded by η1+η2 ≤ 1. If they
do not add up to 1 there is a certain probability of not
finding a particle on a given lattice site, i.e. of finding a
vacancy. For simplicity, we will assume complete occu-
pancy, η1+η2 = 1, neglecting the vacancy concentration.
This approximation is backed by the generally low con-
centration of vacancies in hard-sphere crystals.50,51 The
Fig. 1d gives a schematic illustration of a crystal struc-
ture with random occupancies.
As a second system, we consider an interstitial solid
solution. The NaχCl1 structure has exactly the same
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FIG. 3. Coexistence parameters of the NaχCl1 structure as a
function of the liquid stoichiometry. Diameter ratio ς = 0.3.
lattice sites as a conventional sodium chloride structure.
In addition to that, it shows a wide range of intersti-
tial concentrations on its small sphere (“Na”) sublattice.
The probability of finding a small hard sphere on a given
Na-sublattice site rather than a vacancy52 is given by
the so-called occupancy χ with 0 ≤ χ ≤ 1. In this bi-
nary case with a fully occupied large-sphere sublattice,
the occupancy χ is identical to the solid stoichiometry χs.
(Note that lower indices ℓ/s denote liquid/ solid, respec-
tively.) Fig. 1c shows a spatial visualization (for better
clarity, the larger spheres are randomized). Note that
unlike in the random fcc structure, we have two disjoint
sublattices. The simplification here consists in a fully oc-
cupied large sphere sublattice, neglecting both vacancies
and interstitials for that species.
A. Freezing transitions
We will now present liquid-solid coexistence parame-
ters found for these two structures with the approach
from Sec. IID. While these thermodynamic parameters
were obtained already by Rick and Haymet42 for the
random fcc crystal, the NaχCl1 structure to our knowl-
edge has not been studied by DFT approaches. In both
cases, we make use of the DFT results as input param-
eters for our approach to crystal dispersion relations.
Any improvement in the accuracy of the DFT results
will translate to more accurate dispersion relations and
elastic constants.
1. Random fcc structure
Figure 2a shows the liquid-solid coexistence large-
sphere densities of the random fcc structure in compari-
son with the previous results42. For equally-sized spheres
(ς = 1) at the least, there is physical sense to the results
as we find 1 : 1 stoichiometry and the localization widths
come to a match. As a general trend, the fluid becomes
harder to crystallize as the size ratio decreases. The sys-
tem compensates for this by both increasing the freezing
density and decreasing the small sphere concentration in
the solid. An intuitive understanding to this behavior
can be obtained by thinking of the small species sites as
“partial vacancies” which are energetically unfavorable
for the crystal to maintain. Apparently, as ς drops below
0.3, the small sphere Gaussians rapidly delocalize. Re-
sults for ς < 0.3 have not been computed as the accuracy
of the Percus-Yevick input deteriorates at decreasing ς19.
2. NaχCl1 structure
Unlike in our first model system, the freezing transi-
tion of the NaχCl1 structure is studied at a fixed diameter
ratio ς = 0.3 while the liquid stoichiometry χℓ is varied.
The results for coexisting densities, Gaussian localiza-
tions and solid stoichiometry are shown in Figures 3a,
b and c, respectively. Within the large range of occu-
pancies available from the results in Fig. 3c we chose an
approximate value of χs ≈ 2/3 in order to mimic the
structure from experimental investigations2,3. This cor-
responds to a stoichiometry χℓ for the coexisting liquid of
approximately 3.6. Another interesting point is situated
near χℓ = 0.4 where both the Gaussian localizations and
the large-sphere solid density become extremal. This ap-
pears to be a liquid stoichiometry favorizing solidification
for reasons that warrants further study.
B. Dispersion relations
The dispersion relations for the equilibrium crystal
structures obtained in Sec. III A are the main result of
this paper. This section focuses on presenting dispersion
relations for a few model cases and explaining how to
read them. We give a separate physical interpretation of
their significance in Sec. IV. A path in the first Brillouin
zone (BZ) of the fcc Bravais lattice11 is chosen which
contains three high symmetry directions, along which the
dispersion relations and eigenvectors need to respect spe-
cific symmetry relations. For ease of reference, Table I
summarizes the equilibrium parameters of the structures
9TABLE I. Equilibrium crystal structure parameters employed for the dispersion relations from Fig. 4
Structure
Parameter ς m1 χℓ n
2
ℓ χs n
2
s ε
small εbig
[m] [σ−3] [σ−3] [10−2σ] [10−2σ]
random fcc, Fig. 4a 0.9 ς3 1 0.56783 0.56852 0.78768 7.8255 3.0350
random fcc, Fig. 4b 0.3 ς3 1 0.97073 0.14276 1.11065 39.371 2.1111
NaχCl1, Fig. 5 0.3 1 3.6 0.91533 0.66880 1.24844 7.4643 2.4853
for which the dispersion relations will be plotted. The
particle masses of both species are proportional to the
respective sphere volumes, viz particles of constant mass
density are used.
1. Random fcc
Figure 4 shows the dispersion relations obtained from
the equilibrium parameters at size ratios ς = 0.9
(Fig. 4a) and ς = 0.3 (Fig. 4b). The plots are labeled
as Longitudinal respectively Transversal Acoustic and
Optical modes according to the eigenvector polarization
along the Σ segment. A couple of important features
of binary dispersion relations are immediately apparent
from Fig. 4a:
(i) There are three acoustic and three optical modes
showing linear respectively constant dispersion in the
long-wavelength limit. Unlike for ionic crystals with their
long-range interaction, the optical modes are fully degen-
erate at q = 0 (no LO-TO splitting).
(ii) The transversal modes are fully degenerate along
the fourfold and sixfold rotational axes of the X- and
L-segment. Also, along the K-segment that lies in the in-
tersection of two perpendicular mirror planes, the eigen-
modes occur as longitudinal and transversal ones as re-
quired by group theory.48
(iii) Pairwise level repulsion is visible close to the Γ point
where acoustic and optical modes approach each other.
It occurs between modes of identical polarization and is
even more prominent in Fig. 4b.
While for Fig. 4a, both species are comparable in
size, delocalization and concentration, Fig. 4b repre-
sents the case of spheres strongly disparate in these
quantities. The small species here only has a diame-
ter of 0.3 — approaching the size of the tetrahedral gap
in an almost close-packed large-sphere sublattice. The
delocalizationεsmall ≈ 0.4 clearly violates the Lindemann
criterion which shows that the crystal is only stabilized
by the presence of the large spheres. Still, the disper-
sion relations show the generic acoustic and optical long-
wavelength characteristics. It is only at a critical wave
vector q× where all of the six eigenfrequencies become ap-
proximately degenerate and two of the modes flatten to a
relatively low frequency value. If one thinks of the small
species as an almost fluid background this may give a clue
to these two strikingly low transversal lower modes. The
onset of this effect will be referred to as the “crossover
point” and q× as the “crossover wave vector”. It also oc-
curs on the ∆ and Λ segment and appears to be isotropic
w.r.t. the direction of wave propagation. A detailed dis-
cussion of this effect is given in Sec. IVA.
2. NaχCl1
Figure 5 gives the dispersion relation results for NaχCl1
at χ ≈ 2/3. They are plotted along two of the main sym-
metry axes inside and slightly beyond the first Brillouin
zone and show degeneracies as required by the lattice
symmetries. Consider in particular the degeneracy of
the transversal modes at X ′: The point X ′ marks the
X point w.r.t. the first Brillouin zone constructed from
a different, neighboring reciprocal lattice vector. Conse-
quently, X ′ lies in turn on a four-fold rotational symme-
try axis of the reciprocal lattice. Apparently, sufficient
rotational symmetry enforces degeneracy of the transver-
sal modes also beyond the first Brillouin zone. Further
note that the mirror symmetry w.r.t. X ′ respectively X
proposed by the plots in Fig. 5 can only be approximate.
This is because of the presence of the ideal gas contri-
bution in Eq. (19b) which depends monotonously on the
magnitude of the wave vector q. The approximate va-
lidity of the mirror symmetry in the plots of Fig. 5 in-
dicates that in the given example the ideal gas term is
negligible compared to the excess term. Finally, like in
the random-fcc case, the lower modes do not vary within
most of the range plotted. We attribute this similarity
to the fact that also in this NaχCl1 example the small-
sphere species, i.e. the interstitials, are weakly localized
compared to the large-sphere species.
IV. DISCUSSION
A. Acoustic-optical crossover in random fcc
The dispersion relations of the random fcc structure
exhibit an intriguing crossover within pairs of one acous-
tic and one optic mode; see Fig. 4, especially the in-
set of Fig. 4b. Additional insight into this crossover
can be obtained from the corresponding eigenvectors.
For symmetry reasons, the directions of polarizations
remain fixed across the Σ segment. This allows the
convenient plotting of projected eigenvector components
ˆ¯jxy,trans./long. as shown in Fig. 6. Bear in mind the
variable transform j¯s/
√
̺0̺s0 = j
s/̺s0 that lead to the
self-adjoint e.o.m. (17). Hence, j¯s equals the momen-
tum density amplitude js rescaled by a constant species-
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dependent factor. For the parameters belonging to Fig. 6
we have |j¯small|/|jsmall| =
√
1 + (1/ς)3/χs ≈ 16.138 and
|j¯big|/|jbig| =
√
1 + ς3χs ≈ 1.002 & 1. At q = 0, the
modes behave as expected11: The momentum contribu-
tions of the optical modes obey ̺big0 j
small + ̺small0 j
big = 0,
viz. on average, the center of mass stays at rest. In the
acoustic modes, both species contribute to the total mo-
mentum density j according to their share in the total
mass density, viz. on average, all particles move in phase.
Near the crossover wavelength, a swap in the magnitude
between the small-species and large-species components
of both the optical and the acoustic mode occurs. Af-
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FIG. 6. Components of the normalized eigenvectors ˆ¯j of Λ¯
corresponding to 4 of the 6 modes shown in the Σ segment
of Fig. 4b. small/large refers to the species considered. The
color code and labelling of modes are adopted from Fig. 4a.
The inset in (b) highlights the sign change of large acoustic
and small optical component for the longitudinal mode.
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FIG. 7. Relative position of the crossover wave vector q× on
the Σ path as a function of the diameter ratio. The underlying
dispersion relations were computed with particles of (a) equal
mass densities and (b) equal masses.
ter the crossover, the dominant momentum53 contribu-
tions of small and large species to optical and acoustic
mode have exchanged their roles. The originally optical
mode with largely moving small spheres is now mainly
defined by the momentum of the large species and vice
versa. This coincides with the observation that the origi-
nal optical modes in Fig. 4 resemble in shape the acoustic
modes in a one-component fcc crystal11. In that sense,
the optical modes take the role of the acoustic modes in
most of the Brillouin zone, especially for weakly localized
small spheres.
In order to better understand the physical origin of
the crossover, we geometrically determined its position,
i.e. wave length q× in units of the Σ segment of the first
Brillouin zone54. For each of the three acousto-optical
pairs of modes in the Σ segment, the value of q× was ob-
tained from the intersection of the linear extrapolations
at q = 0, viz a degenerate constant line for the optical
modes, and three different linear slopes for the acoustic
modes. The result is plotted in Fig. 7a as a function of
the diameter ratio ς .
The dispersion relations from which Fig. 7a was ob-
tained are of the type of those in Fig. 4, viz calculated
for particles of identical mass density. Figure 7b was ob-
tained from dispersion relations with identical particle
masses for the large and small species. This second plot
shows a monotonous decay, viz. increase of the crossover
length with particle size asymmetry. As ς decreases, the
density profile of the small species rapidly approaches
that of a homogeneous liquid background. Probing of
this profile on a rather large length scale, compared to
the unit cell size, still shows the characteristics of trans-
lational order — expressed by the clear distinction into
acoustic and optical modes in the inset of Fig. 4b. As
one crosses q×, moving to shorter wave lengths, the ef-
fects of translational order are lost. In particular, the
lower transversal modes become very flat and we expect
them to vanish completely in the limit of a homogeneous
small species density. Only the lower longitudinal mode
persists as expected from a homogeneous liquid. This in-
terpretation is also backed by the apparent isotropy of the
effect. Moreover, it seems plausible that the small species
decouples at lower frequencies from the large species if its
mass does not scale with particle volume. In that sense,
the difference between panels (a) and (b) in Fig. 7 can
be understood: In the case of particles with constant
mass density, qx saturates for small ς because of a bal-
ancing between the effects of decreasing localization and
decreasing mass of the small species.
V. CONCLUSIONS
A theoretical approach to obtain elastic dispersion re-
lations in disordered binary crystals with point disorder
is presented and applied to interstitial solid solutions.
It is based on the concept that acoustic phonon modes
and elastic constants can be accessed from microscop-
ically defined correlation functions starting from recip-
rocal space. As no microscopic reference positions are
required, arbitrary amounts of point disorder can be con-
sidered. Topological defects, however, still pose a limi-
tation to our approach. Expressions for binary crystal
structures are now available which extends the scope to
a broad range of common crystal structures. In the fu-
ture, it will be interesting to quantify the link to the
thermodynamic description by Larche´ and Cahn and to
calculate open system elastic constants55 based on the
long wavelength acoustic limit39. The additional finding
of optical phonon modes goes beyond the theory of hy-
drodynamics. While these represent only some amongst
a whole range of short-lived modes in the considered sys-
tems, their long-wavelength limit has sensible physical
features. The extension to crystal structures with more
than two components will be straightforward. Compari-
son of the theoretical results to those from colloidal model
systems will provide insight into the quality of the DFT
approaches employed. To that end, more up-to-date den-
sity functionals for crystals56 could be employed.
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Appendix A: Derivation the rotational LMBW-Equation
The generalization of the derivation for one-component
systems17 to the case of several species is straightforward.
To begin with, the coupling to external fields can be
12
species-dependent. As a consequence, species-dependent
external potentials V sext need to be introduced for which
the functional Taylor expansion reads
δV sext(r) =
∑
s′
∫
ddr′
δV sext(r)
δns′(r′)
δns
′
(r′). (A1)
The invariance of the internal state of a crystal under
global translations and rotations naturally extends to the
case of several species. The spatial variation of a rotation
δθ can be expressed by
r
δθ−→ r˜ = r + δθ × r +O(δθ2). (A2)
We insert the leading order of Eq. (A2) into the varia-
tion (A1),
δθ×r ·∇δV sext(r) =
∑
s′
∫
ddr′
δV sext(r)
δns′(r′)
δθ×r ·∇ns′(r′).
(A3)
In combination with the DFT relation
β
δV sext(r)
δns′(r′)
= css
′
(r, r′)− δss′ δ(∆r)
ns(r)
(A4)
and the cyclicity of the cross product we obtain the ro-
tational LMBW-Equation (23b)
r ×∇[lnns(r) + βV sext(r)] (A5)
=
∑
s′
∫
ddr′ css
′
(r, r′)r′ ×∇′ns′(r′).
This yields Equation (23b) in the special case of vanishing
external potential.
Appendix B: Derivation of long-wavelength limit
The proof that the dynamical matrix Λ˜ has d branches
of eigenvalues which vanish like q2 for long wavelength
starts from Eq. (26). It reads, expanded up to linear
order in wavevector
Λ˜
11, exc
(q)
̺0
=
=
∑
s,s′
∫∫
ddr ddr′ [1− iq · (r − r′)]css′(r, r′)×
× [(i∇+ q)ns(r)i∇′ − i∇ns(r)q]ns′(r′) +O(q2)
=
∑
s
∫
ddr (i∇+ q)ns(r)× (B1)
× i
∑
s′
∫
ddr′ css
′
(r, r′)∇′ns
′
(r′) +
− i
∑
s′
∫
ddr′ ns
′
(r′)
∑
s
∫
ddr cs
′s(r′, r)∇ns(r)q +
+ iq ·
∑
s,s′
∫∫
ddr ddr′ (r − r′)css′(r, r′)×
×∇ns(r)∇′ns′(r′) +O(q2) .
In the second term of Eq. (B1) we used css
′
(r, r′) =
cs
′s(r′, r) which follows from the definition Eq. (19).
The first two terms now display the right hand side of
Eq. (23a). Before we rewrite these parts, application of
the same Eq. (23a) brings the third term to vanish by
∑
s,s′
∫∫
ddr ddr′ r
[
∇ns(r)
]
css
′
(r, r′)∇′ns
′
(r′) =
=
∑
s
∫
ddr r
[
∇ns(r)
]∇ns(r)
ns(r)
=
∑
s,s′
∫∫
ddr ddr′ r′
[
∇
′ns
′
(r′)
]
cs
′s(r′, r)∇ns(r) . (B2)
For the remaining terms, we end up with
Λ˜
11, exc
(q)
̺0
= i
∑
s
∫
ddr
[
(i∇+ q)ns(r)
]∇ns(r)
ns(r)
+
− i
∑
s
∫
ddr ns(r)
∇ns(r)
ns(r)
q +O(q2) . (B3)
Looking at Eq. (19b), this can be easily identified as mi-
nus the ideal gas contribution in Λ˜
11
(q) up to terms of
order O(q2). In the off-diagonal block Λ˜12(q) = Λ˜21
†
(q),
only terms of O(q0) can be ruled out by the same cal-
culations as shown above. This ensures the existence of
linear dispersion relations in the long-wavelength limit
q → 0. All structures considered in this paper are
inversion-symmetric such that Λ(q) is even in q. In that
special case, the off-diagonal blocks start out like q2. Ap-
pendix C gives the specification of inversion symmetry
that identifies the acoustic modes in the equations of our
approach for the total momentum current.
Appendix C: Discussion of inversion symmetry
Within the context of crystals, inversion symmetry is
commonly defined with reference to lattice sites as the
equilibrium positions of particles. In the present ap-
proach, however, the Bravais lattice is not defined from a
set of spatially periodic particle positions but only from
the spatial periodicity of the equilibrium density n. In
that sense, it is hard to identify a privileged point within
a given crystal unit cell with respect to which n can be
checked for inversion symmetry. The following definition
of inversion symmetry also refers only to properties of a
given species-independent crystal equilibrium density n
where
n(r) =
∑
g∈G
nge
ig·r. (C1)
We consider n as inversion symmetric in the sense of the
present binary crystal approach if and only if two particle
species can be distinguished with equilibrium densities n1
and n2 such that n = n1 + n2 with
ns(r) =
∑
g∈G
nsge
ig·r (C2)
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and
nsg = n
s
−g = n
s
g
∗, ∀ g ∈ G s = 1, 2 (C3)
where the realness of the nsg follows from the defini-
tion (2). This means that two species equilibrium par-
ticle densities with a common reciprocal lattice and a
common center of inversion can be unambiguously in-
troduced. Note that in non-primitive crystals such as
diamond this requirement can at best be approximately
fulfilled.
With the property (C3) at hand, step by step the in-
version symmetry of the dynamical matrix in the wave
vector, Λ˜(q) = Λ˜(−q), can be inferred: Starting from the
definition (20), immediately follows the inversion symme-
try of Css
′
(r, r′) in both its arguments. This can be used
in Equation (22) to obtain the realness of the density fluc-
tuation correlation matrix, J ss
′
gg′ = J
ss′∗
gg′ . The inversion
symmetry in q of the dynamical matrix Λ then follows
from its definition in Equation (14) by sign changes in
the summation
∑
gg′ →
∑
−g−g′ and subsequent substi-
tution. As a consequence Λ˜ is even in q and, as required
for a long-wavelength decoupling, the off-diagonal blocks
are of leading order q2,
Λ˜
21
= Λ˜
12†
= O(q2). (C4)
Appendix D: Derivation of Voigt symmetries
As mentioned in the main text, in order to show the
Voigt symmetries of the dynamical matrix11, we work
closely along the calculations in the single-component
case38: Concerning µαβ we combine both Equations (23)
as “r × (23a)− (23b)” to obtain
0 =
∑
s′
∫
ddr′ css
′
(r, r′)r′ ×∇′ns′(r′) . (D1)
Summation of this equation over s yields the symmetry
Equation (31a). In order to show Eq. (31b) some tedious
recombinations38 of Eq. (29c) lead to
4V
kBT
∑
s,s′
λs,s
′
αβγδ = (D2a)
=
∑
s,s′
∫∫
ddr ddr′ css
′
(r, r′)
(
rδ∇′γns
′
(r′) + rγ∇′δns
′
(r′)
)
×
×
(
rα∇β + rβ∇α︸ ︷︷ ︸− r′β∇α − r′α∇β
)
ns(r)
and
4V
kBT
∑
s,s′
λs,s
′
γδαβ = (D2b)
=
∑
s,s′
∫∫
ddr ddr′ css
′
(r, r′)
(
rβ∇′αns
′
(r′) + rα∇′βns
′
(r′)
)
×
×
(
rγ∇δ + rδ∇γ︸ ︷︷ ︸− r′δ∇γ − r′γ∇δ
)
ns(r) .
The underlined parts in both Eqs. (D2) can be identified
by an interchange of both the integration and the sum-
mation variables, viz r ↔ r′ and s ↔ s′. For the terms
with the underbraces in Eqs. (D2) we employ the trans-
lational LMBW equation Eq. (23a) in reverse direction
to the primed integral and summation:
∑
s′
∫
dd r′css
′
(r, r′)
(
rβ∇′α + rα∇′β
)
ns
′
(r′) = (D3)
= rβ
(∇αns(r)
ns(r)
+∇αV sext(r)
)
+ rα
(∇βns(r)
ns(r)
+∇βV sext(r)
)
.
The terms with underbraces in Eqs. (D2) can also be
identified which shows λαβγδ = λγδαβ and thus the sym-
metry of Eq. (31b).
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