The performance of local active noise control systems is generally limited by the small sizes of the zones of quiet created at the error sensors. This is often exacerbated by the fact that the error sensors can not always be located close to an observer's ears. Virtual sensing is a method which can move the zone of quiet away from the physical location of the transducers to a desired location, such as an observer's ear. In this article, analytical expressions are derived for optimal virtual sensing in a rigidwalled acoustic duct with arbitrary termination conditions. The expressions are derived for tonal excitations, and are obtained by employing a travelling wave model of a rigid-walled acoustic duct. It is shown that the optimal solution for the virtual sensing microphone weights is independent of the source location and microphone locations. It is also shown that, theoretically, it is possible to obtain infinite reductions at the virtual location. The analytical expressions are compared with forward difference prediction techniques. The results demonstrate that the maximum attenuation, which theoretically can be obtained at the virtual location using forward difference prediction techniques, is expected to decrease for higher excitation frequencies and larger virtual distances.
I. INTRODUCTION
Local active noise control systems aim to create zones of quiet at specific locations, for instance at the passenger's ears inside a vehicle cabin. Unfortunately, the greatest noise reductions are generally achieved at the error sensor locations, which might not always be where the maximum attenuation is required. This is further complicated by the fact that the created zones of quiet tend to be very small. It has been shown both analytically and experimentally that the zone of quiet, in which the noise is reduced by 10 dB or more, typically has the shape of a sphere with a diameter of one-tenth of an acoustic wavelength [1] . Consequently, the error sensors usually need to be placed close to an observer's ear, which might not always be a possible or convenient solution. For local control to be practical, a non-intrusive sensor is required which is placed remotely from the desired measurement location. This non-intrusive sensor can be used to estimate the pressure remote from the location of the physical transducers. The estimated pressure at the remote location can then be minimised by a local active noise control system. As a result, the zone of quiet can be moved away from the physical location of the transducers to the desired location of maximum attenuation, such as a person's ear. This concept, which is called virtual sensing, has been investigated previously by a number of authors. * Elliott and David [2] suggested a virtual sensing method called the virtual microphone arrangement. This method requires a preliminary system identification step in which the transfer functions between the secondary sources and the physical and virtual microphones are estimated. Furthermore, it is assumed that the primary pressures at the physical and virtual microphones are equal. This assumption, together with the knowledge of the estimated transfer functions, allows the estimation of the pressures at the virtual microphones. The virtual microphone arrangement has been thoroughly investigated by a number of authors [3, 4] .
Roure and Albarrazin [5] and Popovich [6] independently suggested a virtual sensing method called the remote microphone technique. This method requires a preliminary system identification step in which three transfer functions are estimated. The first two are the transfer functions between the secondary sources and the physical and virtual microphones, which are also needed in the virtual microphone arrangement of Elliott and David [2] . However, the remote microphone technique requires the estimation of a third transfer function which models the transfer path between the primary field pressures at the physical and virtual microphones. The virtual microphone arrangement assumes this transfer function to be unity and thus is a simplified version of the remote microphone technique.
Cazzolato [7] suggested an alternative approach to the virtual microphone arrangement based on forward difference prediction techniques. In this approach, the pressure at the virtual location is estimated by summing the weighted pressures from a number of microphones in an array. The weights for each of the elements in the microphone array are determined using forward difference prediction techniques. The forward difference prediction approach has been extensively investigated for a rigidwalled acoustic duct and a free field [8, 9] . A linear prediction method using a two-microphone array and a quadratic prediction method using a three-microphone array were evaluated both theoretically and experimentally. While the quadratic prediction method theoretically gave the highest attenuation at the desired location, experiments showed that the linear prediction method proved to be better in practice [10] [11] [12] . This was attributed to the high sensitivity of the quadratic prediction method to short wavelength extraneous noise. In an effort to overcome this problem, higher-order virtual microphone arrays were investigated [9] . This method uses a higher number of microphones in the array than the order of the prediction algorithm, resulting in an over-constrained problem which can be solved by a least squares approximation. The higher-order prediction algorithm then acts to spatially filter out the extraneous noise. The experimental results showed that the accuracy of these higher-order prediction algorithms was very much affected by the phase and sensitivity mismatches and relative position errors between the microphones in the array [13] . These mismatches and position errors are generally unavoidable, especially if the number of microphones used is increased.
In an effort to overcome the problem of phase mismatches, sensitivity mismatches, and relative position errors encountered in the forward difference prediction techniques, Cazzolato [14] explored the use of the adaptive LMS algorithm to determine the optimal weights for each of the microphone elements. This technique places a microphone at the virtual location after which the microphone weights are adapted by the LMS algorithm so as to optimally predict the sound pressure at this location. After the weights have converged, the microphone is removed from the virtual location and the weights are fixed to their optimal value. Munn [9] theoretically investigated the use of the adaptive LMS virtual microphone for a rigid-walled acoustic duct. It was found that the LMS algorithm could completely compensate for relative position errors and sensitivity mismatches and partly compensate for phase mismatches. Real-time control results for a rigid-walled acoustic duct showed that the adaptive LMS virtual microphone outperformed the forward difference prediction techniques [9, 15] . Gawron and Schaaf [16] suggested a virtual sensing method very similar to the adaptive LMS virtual microphone, which was applied to local active noise control inside a car cabin. Experimental results showed the potential of this virtual sensing method.
The aim of this paper is to derive analytical expressions for the optimal microphone weights for the case of virtual sensing in a rigid-walled acoustic duct with arbitrary termination conditions. These analytical expressions can be compared with the forward difference prediction microphone weights, and with the adaptive LMS virtual microphone weights which should converge to the optimal microphone weights. The analytical expressions are derived for tonal excitations, and are obtained by employing a travelling wave model of a rigid-walled acoustic duct with arbitrary termination conditions. It is shown that the optimal microphone weights are independent of the source location, the microphone locations, and the termination conditions.
II. THEORY
A. Travelling wave model Fig. 1 shows a schematic diagram of a rigid-walled acoustic duct of length L, and with arbitrary termination conditions defined by
where a rigid, totally reflective termination is achieved for α 1,2 = β 1,2 = 0, while an anechoic termination is characterised by α 1,2 = ∞. The complex acoustic pressure p(x) at a point x in the rigid-walled duct due to a source of complex volume velocity q located at y, is given by [17] 
where the amplitude A is defined as
and the reverberation factor T r of the duct is given by
In the above equations, ρ is the density of air, c is the speed of sound, S is the cross sectional area of the duct, and k is the acoustic wave number. Here, it is assumed that no higher-order modes are present in the duct. It can be shown that for 0 ≤ x ≤ y, Eq. (2) can be written more succinctly as
Similarly, for y ≤ x ≤ L, Eq. (2) can be written as
For totally reflective termination conditions (Φ 1,2 = 0), Eqs. (5-6) reduce to the expressions discussed in [18] .
B. Virtual sensing algorithm
This section introduces the algorithm utilised for virtual sensing in a rigid-walled acoustic duct. This algorithm requires an array of M physical microphones located at x, as illustrated in Fig. 1 , with the vector x of length M given by
where ∆ is the microphone separation distance, and (·)
T is the transpose of the term inside the brackets. The aim of the virtual sensing algorithm is to obtain an estimatê p v of the pressure p v at the virtual location
where d is the virtual distance (see Fig. 1 ). This estimate is calculated asp
where p is a vector of length M containing the complex pressures at the physical microphone locations defined as
and w is a vector of length M containing the real-valued microphone weights defined as
The algorithm is illustrated in Fig. 2 , where e pe is the prediction error given by
The aim of the virtual sensing algorithm is to minimise this prediction error by choosing a set of suitable microphone weights w. 
III. OPTIMAL MICROPHONE WEIGHTS FOR TONAL EXCITATION
Suppose there is a primary source located at y p , a secondary source at y s , two physical microphones at x, and a virtual microphone at x v . The locations of all these components are such that 0 Fig. 1 . First, the optimal microphone weights w o are calculated for the primary field, such that
with p p the complex primary pressures at the physical microphone locations, and p p,v the complex primary pressure at the virtual microphone location. Using Eq. (6), this can be written as
where it is assumed for convenience that Φ 1 = Φ 2 = Φ as this will not make a difference in the final result. Using the fact that cos θ = 1 2 (e jθ + e −jθ ), and taking together the terms in e jkL and e −jkL , Eq. (13) can be transformed into the following matrix equation
where the matrix A is given by
and the vector b is defined as
The optimal microphone weights w o can now be calculated from Eq. (14) as
which can be succinctly written as
It can be shown that exactly the same expression results for w o for the secondary field. Eq. (18) shows that the optimal microphone weights depend on the wave number k, the microphone separation distance ∆, and the virtual distance d. Moreover, the optimal microphone weights are independent of the location of the source, the physical and virtual microphone locations, and the termination conditions. With these equations, the dependence of the optimal microphone weights on the microphone separation distances ∆, the virtual distances d, and the frequency ω = kc can be analysed. If the optimal microphone weights w o are used in the virtual sensing method illustrated in Fig. 2 , a perfect estimate of the pressure at the virtual location is obtained.
IV. COMPARISON WITH FORWARD DIFFERENCE PREDICTION TECHNIQUES
Another method of determining the microphone weights is to use forward difference prediction techniques [7] . These techniques have been investigated extensively by a number of authors for a rigid-walled acoustic duct [8, 9] . Forward difference prediction techniques calculate the microphone weights by fitting a polynomial through the pressures p at the physical microphone locations x, and by extrapolating this polynomial to the virtual location x v in order to obtain an estimatep v of the pressure at the virtual location.
A. Two-microphone linear forward difference prediction
The linear forward difference prediction method, which uses two physical microphones, is illustrated in Fig. 3 . In
this case, a first order polynomial is fitted through the pressures at the two physical microphones, which is then extrapolated to obtain an estimatep v of the pressure at the virtual location. This pressure estimate is calculated asp
The two-microphone linear forward difference prediction microphone weights w fl are given by [19] 
These weights can be compared with the optimal microphone weights defined in Eq. (18) . If the wave number k, the virtual distance d, and the microphone separation distance ∆ are such that kd ≪ 1 and k∆ ≪ 1, the optimal microphone weights can be approximated by the weights defined in Eq. (20), where use has been made of small angle approximations such that
This is illustrated in Figs. 4-5, which show both the optimal weights w o and the linear forward difference prediction weights w fl plotted against frequency f = k/2πc
and virtual distance d, for a microphone separation distance ∆ = 50mm. These results are based on a travelling wave model of a rigid-walled acoustic duct of length L = 4.83m, and with termination conditions Φ 1 = Φ 2 = 0.025k. The primary source is located at y p = 0m, and the secondary source is located at y s = 4.33m. The physical microphones are assumed to be located at x = [2.53m 2.58m]. These parameters are chosen in order to compare the results with previous work [8, 9] . Fig. 4 shows that for a virtual distance d = 2∆ = 0.1m, the linear prediction weights approximate the optimal weights at low frequencies. Fig. 5 shows that for an excitation frequency f = 249 Hz (which is the natural frequency of the 7 th axial mode of the rigid-walled acoustic duct under consideration), the linear prediction weights approximate the optimal weights for small virtual distances. These figures also indicate that the prediction accuracy of the linear forward difference prediction method is expected to deteriorate for larger virtual distances and increasing excitation frequencies. The excitation frequency, microphone separation distance, and virtual distance used to generate Figs. 4-5 were chosen to coincide with previous work in which these analytical results have been confirmed through simulations and experiments [8, 9] . The three-microphone linear forward difference prediction method, which uses three physical microphones, is illustrated in Fig. 6 . In this instance, a first order polynomial is fitted through the pressures at the three physical microphones resulting in an over-constrained problem which can be solved by a least squares approximation. 
The pressure estimatep v is then calculated aŝ
where w fl3 are the three-microphone linear forward difference prediction microphone weights given by [13] 
These weights can be compared with the optimal microphone weights w o for the three-microphone case, which can be found in a similar way as described in Section III, where the optimal microphone weights were calculated for the case of two physical microphones. Similar to Eqs. (14) (15) (16) (17) , the following matrix equation can be solved in order to find the optimal microphone weights
with the matrix A given by
Equation (24) is an under-determined system of equations, which requires the introduction of an additional constraint in order to obtain a unique solution for the optimal microphone weights w o . A common additional constraint is to minimise w H o w o while setting the prediction error e pe in Eq. (11) to zero [18] . The optimal microphone weights w o are then given by
where A † is the pseudo-inverse of the matrix A from Eq. (25). This pseudo-inverse is defined as
where (·) H is the Hermitian transpose of the term inside the brackets. It can be shown that Eq. (26) can be succinctly written as
For small angle approximations, the sinusoidal terms in Eq. (28) reduce to Eq. (23). This is illustrated in Figs. 7-8, which show both the optimal weights w o and the three-microphone linear forward difference prediction weights w fl3 plotted against frequency f = k/2πc and virtual distance d for a microphone separation distance ∆ = 25mm. Again, these results are based on a travelling wave model of a rigid-walled acoustic duct of length L = 4.83m, and with termination conditions Φ 1 = Φ 2 = 0.025k. The primary source is located at y p = 0m, and the secondary source is located at y s = 4.33m. The physical microphones are assumed to be located at x = [2.530m 2.555m 2.580m]. These parameters are chosen in order to compare the results with previous work [8, 9] . Fig. 7 shows that for a virtual distance d = 4∆ = 0.1m, the three-microphone linear prediction weights approximate the optimal weights at low frequencies. Fig. 8 shows that for an excitation frequency f = 249 Hz, the three-microphone linear prediction weights approximate the optimal weights for small virtual distances. These figures also indicate that the prediction accuracy of the three-microphone linear forward difference prediction method is expected to deteriorate for larger virtual distances and increasing excitation frequencies. These analytical results have been confirmed through simulations and experimental work on a rigidwalled acoustic duct [8, 9] . Optimal weights Forward wave prediction weights C. Three-microphone quadratic forward difference prediction
The three-microphone quadratic forward difference prediction method, which uses three physical microphones, is illustrated in Fig. 9 . For this case, a second order polynomial is fitted through the pressures at the three physical microphones. The pressure estimatep v is then calculated asp
where w fq are the three-microphone quadratic forward difference prediction microphone weights given by [19] 
These weights can be compared with the optimal microphone weights w o , which can be found in a similar way as described in Section IV B. Again, the optimal microphone weights can be found from Eq. (24) by introducing an additional constraint. In order to make a comparison with the quadratic forward different prediction microphone weights w fq , one of the weights of w o is constrained to be equal to that weight of w fq . Here, the weights w fq1 and w o1 for the physical microphone located at x 1 are constrained to be equal. Eq. (24) can then be modified to
Equation (31) is a fully-determined system of equations which can be solved for the microphone weights w o as
(34) Figs. 10-11 , which show both the optimal weights w o and the three-microphone quadratic forward difference prediction weights w fq plotted against frequency f = k/2πc and virtual distance d for a microphone separation distance ∆ = 25mm. Again, these results are based on a travelling wave model of a rigid-walled acoustic duct of length L = 4.83m, and with termination conditions Φ 1 = Φ 2 = 0.025k. The primary source is located at y p = 0m, and the secondary source is located at y s = 4.33m. The physical microphones are assumed to be located at x m = [2.530m 2.555m 2.580m]. These parameters are chosen in order to compare the results with previous work [8, 9] . Fig. 10 shows that for a virtual distance d = 4∆ = 0.1m, the quadratic prediction weights approximate the optimal weights at low frequencies. Fig. 11 shows that for an excitation frequency f = 249 Hz, the quadratic prediction weights approximate the optimal weights for small virtual distances. These figures also indicate that the prediction accuracy of the three-microphone quadratic forward difference prediction method is expected to deteriorate for larger virtual distances and increasing excitation frequencies. These analytical results have been confirmed through simulations and experimental work on a rigidwalled acoustic duct [8, 9] . Optimal weights Forward wave prediction weights
V. THEORETICAL LIMIT ON CONTROL PERFORMANCE
The performance of a local active noise control system incorporating a virtual sensor will heavily depend on the prediction accuracy of the virtual sensing algorithm. In this section, an expression for the maximum Optimal weights Forward wave prediction weights attenuation that theoretically can be achieved with a local active noise control system incorporating the virtual sensing method under consideration is derived.
From Eq. (8), the estimated complex pressurep v at the virtual microphone location is given bŷ
withp p,v the estimated complex primary pressure at the virtual microphone location, andp s,v the estimated complex secondary pressure at the virtual microphone location. Equation (35) can also be written aŝ
where q s is the complex secondary source strength, and Z s is a vector of length M containing the complex acoustic transfer impedances between the secondary source and the physical microphones. These acoustic transfer impedances can be calculated from Eqs. (5-6) as
where Z s,m is the complex acoustic transfer impedance between the secondary source located at y s , and a microphone located at x m . From Eq. (36), it can be seen that the secondary source strength q s which minimises the estimated pressurep v at the virtual location is given by
From Eq. (11), the residual pressure p v at the virtual location is now given by
since the estimated pressure at the virtual locationp v = 0 with the secondary source strength as defined in Eq. (38). The residual pressure at the virtual location is thus equal to the prediction error e pe of the virtual sensing algorithm, which was defined in Eq. (11) . The maximum attenuation η that can be achieved at the virtual microphone location is therefore given by η = 20 log 10 e pe p p,v .
It can be shown that this can also be written as
withẐ s,v the estimated acoustic transfer impedance between the secondary source and the virtual microphone, given byẐ
andẐ p,v the estimated acoustic transfer impedance between the primary source and the virtual microphone defined in a similar way. If the virtual sensing algorithm provides perfect estimates of these transfer impedances, Eq. (41) shows that, theoretically, infinite reductions can be achieved at the virtual location for tonal excitations. Since the derived optimal microphone weights w o are able to provide perfect estimates of the transfer impedances in Eq. (41), it is theoretically possible to obtain infinite reductions at the virtual location for tonal excitations. The maximum attenuation that theoretically can be achieved using forward difference prediction techniques can now be calculated from Eq. (41). Fig. 12 shows the maximum achievable attenuation η plotted against frequency f for a virtual distance d = 0.1m for the case Linear prediction Quadratic prediction of using linear and quadratic forward difference prediction techniques. Fig. 13 shows the maximum achievable attenuation η plotted against virtual distance d for an excitation frequency f = 249 Hz. The three-microphone linear forward difference prediction results are not shown in these figures as the results are similar to the twomicrophone linear prediction results. A travelling wave model of the rigid-walled acoustic duct with parameters as discussed in Section IV was used to generate these figures. Both figures illustrate that, theoretically, the quadratic prediction technique outperforms the linear prediction technique. However, previous experimental results indicated otherwise [10] [11] [12] , for reasons that were discussed in Section I.
VI. CONCLUSION
Analytical expressions have been derived for the optimal microphone weights for virtual sensing in a rigidwalled acoustic duct with arbitrary termination conditions. The analytical expressions show that the optimal microphone weights depend on the acoustic wave number, the microphone separation distance, and the virtual distance. Moreover, the optimal microphone weights are independent of the source location, the physical and virtual microphone locations, and the termination conditions.
The analytical expressions for the optimal microphone weights have been compared with the weights obtained using various forward difference prediction techniques. The results indicate that the forward difference prediction weights match the optimal weights at low frequencies and small virtual distances, but that they become increasingly different for higher frequencies and larger virtual distances. This reduces the maximum attenuation that can be obtained at the virtual location using forward difference prediction techniques in combination with a local active noise control system. An expression for the maximum theoretical attenuation that can be achieved with the virtual sensing algorithm discussed here has been derived. Using this expression, it was shown that the quadratic forward difference prediction technique theoretically outperforms the linear forward difference prediction technique. It was also shown that, theoretically, it is possible to obtain infinite reductions at the virtual location for tonal excitations.
