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Abstract—Path planning for mobile robots in large dynamic
environments is a challenging problem, as the robots are required
to efficiently reach their given goals while simultaneously avoiding
potential conflicts with other robots or dynamic objects. In
the presence of dynamic obstacles, traditional solutions usually
employ re-planning strategies, which re-call a planning algo-
rithm to search for an alternative path whenever the robot
encounters a conflict. However, such re-planning strategies often
cause unnecessary detours. To address this issue, we propose
a learning-based technique that exploits environmental spatio-
temporal information. Different from existing learning-based
methods, we introduce a globally guided reinforcement learning
approach (G2RL), which incorporates a novel reward structure
that generalizes to arbitrary environments. We apply G2RL to
solve the multi-robot path planning problem in a fully distributed
reactive manner. We evaluate our method across different map
types, obstacle densities, and the number of robots. Experimental
results show that G2RL generalizes well, outperforming existing
distributed methods, and performing very similarly to fully
centralized state-of-the-art benchmarks.
Index Terms—Hierarchical Path Planning, Mobile Robots,
Reinforcement Learning, Scalability
I. INTRODUCTION
Path planning is one of the fundamental problems in
robotics. It can be formulated as: given a robot and a de-
scription of the environment, plan a conflict-free path between
the specified start and goal locations. Traditionally, there are
two different versions: off-line planning, which assumes static
obstacles and perfectly known environments, and on-line plan-
ning, which focuses on dealing with dynamic obstacles and
partially known environments [1]. Traditional off-line planning
algorithms [2], [3] cannot be directly utilized for solving on-
line path planning tasks as they assume that the obstacles are
static. One strategy is to plan an initial path and invoke re-
planning whenever its execution becomes infeasible [4]. How-
ever, re-planning will suffer from time inefficiency (frequent
re-planning) and path inefficiency (oscillating movements and
detours) due to the absence of motion information of dynamic
obstacles. Furthermore, re-planning strategies may fail in the
presence of robot deadlocks. Instead of re-planning, some
methods include an extra time dimension to avoid potential
conflicts [5]. However, this approach increases the number of
states to be searched, and additionally requires the knowledge
of the future trajectories of dynamic obstacles. If the future
movements of obstacles are unknown, one may attempt to
model the behavior of dynamic obstacles and predict their
paths [6]. Yet, separating the navigation problem into disjoint
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prediction and planning steps can lead to the ‘freezing robot’
problem. In that case, the robot will fail to find any feasible
action as the predicted paths could mark a large portion of the
space as untraversable.
Recently, learning-based approaches have been studied to
address on-line planning issues in dynamic environments [7],
[8]. This is popularized by the seminal work [9] which
utilized deep neural networks for the function estimation of
value-based reinforcement learning (RL). Although RL has
demonstrated outstanding performance in many applications,
there still are several challenges that impede its contribution to
the path planning problem. First of all, when the environment
is extremely large, the reward becomes sparse, inducing an
increased training effort and making the overall learning
process inefficient [10]. Another challenge is the over-fitting
problem. Once the training is completed, the robot is often
limited to environments seen during training, and shows poor
generalizability to unseen environments [11]. Most recent
approaches still show difficulties in scaling to arbitrarily large
multi-robot systems [8], as the sizes of the robot state, joint
action and joint observation space grow exponentially with the
number of robots [12]. Thus, the efficiency, generalizability
and scalability of existing RL-based path planning approaches
are still not able to fulfill the requirements of many applica-
tions.
In order to overcome the above challenges, we develop a
hierarchical path-planning algorithm that combines a global
guidance and a local RL-based planner. Concretely, we first
utilize a global path planning algorithm (for example, A*)
to obtain a globally optimal path, which we refer to as the
global guidance. During robot motion, the local RL-based
planner generates robot actions by exploiting surrounding
environmental information to avoid conflicts with static and
dynamic obstacles, while simultaneously attempting to follow
the fixed global guidance. Our contributions are summarized
as follows:
• We present a hierarchical framework that combines global
guidance and local RL-based planning to enable end-to-end
learning in dynamic environments. The local RL planner
exploits both spatial and temporal information within a local
area (e.g., a field of view) to avoid potential collisions and
unnecessary detours. Introducing global guidance allows the
robot to learn to navigate towards its destination through a
fixed-sized learning model, even in large-scale environments,
thus ensuring scalability of the approach.
• We present a novel reward structure that provides dense
rewards, while not requiring the robot to strictly follow the
global guidance at every step, thus encouraging the robot
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to explore all potential solutions. In addition, our reward
function is independent of the environment, thus enabling
scalability as well as generalizability across environments.
• We provide an application of our approach to multi-robot
path planning, whereby robot control is fully distributed and
can be scaled to an arbitrary number of robots.
• Experimental results show that our single-robot path plan-
ning approach outperforms local and global re-planning
methods, and that it maintains consistent performance across
numerous scenarios, which vary in map types and number
of obstacles. In particular, we show that our application to
multi-robot path planning outperforms current state-of-the-
art distributed planners. Notably, the performance of our
approach is shown to be comparable to that of centralized
approaches, which, in contrast to our approach, assume
global knowledge (i.e., trajectories of all dynamic objects).
II. BACKGROUND AND RELATED WORK
Traditional path planning approaches. Path planning can
be divided into two categories: global path planning and local
path planning [13]. The former approach includes graph-based
approaches (for example, Dijkstra and A* [14]) and sampling-
based approaches (for example, RRT and its variant [15]), in
which all the environmental information is known to the robot
before it moves. For local path planning, at least a part or
almost all the information on the environment is unknown.
Compared to global path planners, local navigation methods
can be very effective in dynamic environments. However, since
they are essentially based on the fastest decent optimization,
they can easily get trapped in a local minimum [16]. A
promising solution is to combine the local planning with
global planning, where the local path planner is responsible
for amending or optimizing the trajectory proposed by the
global planner. For instance, [17] proposed a global dynamic
window approach that combines path planning and real-time
obstacle avoidance, allowing robots to perform high-velocity,
goal-directed, and reactive motion in unknown and dynamic
environments. Yet their approach can result in highly sub-
optimal paths. The authors in [18] adopt multi-policy decision
making to realize autonomous navigation in dynamic social
environments. However, in their work, the robots trajectory
was selected from a set of closed-loop behaviors whose utility
can be predicted rather than being explicitly planned.
Learning based approaches. Benefiting from recent ad-
vances in deep learning techniques, learning-based approaches
have been considered as a promising direction to address
path planning tasks. Reinforcement Learning (RL) has been
implemented to solve the path planning problem successfully,
where the robot learns to complete the task by trial-and-error.
Traditionally, the robot receives the reward after it reaches
the target location [10]. As the environment grows, however,
the robot needs to explore more states to receive rewards.
Consequently, interactions become more complex and the
learning process becomes more difficult. Other approaches ap-
ply Imitation Learning (IL) to provide the robot dense rewards
to relieve this issue [19]–[21]. However, basing the learning
procedure on potentially biased expert data may lead to sub-
optimal solutions [8], [22], [23]. Compounding this issue,
the robot only receives rewards by following the behavior
of expert demonstrations strictly, which limits exploration to
other potential solutions. Also, over-fitting remains a problem.
This is clearly exemplified in [11], where the robot follows the
previously learned path, even when all obstacles have been
removed from the environment.
III. PROBLEM DESCRIPTION
Environment representation. Consider a 2-dimensional dis-
crete environment W ⊆ R2 with size H ×W and a set of Ns
static obstacles Cs = {s1, ..., sNs}, where si ⊂ W denotes the
ith static obstacle. The free space W \ Cs is represented by
a roadmap G = 〈Cf , E〉, where Cf = {c1, ..., cNf } = W \ Cs
represents the set of free cells and eij = (ci, cj) ⊂ E
represents the traversable space between free cells ci and cj
that does not cross any other cell (the minimum road segment).
The set of dynamic obstacles Cd(t) = {d1(t), ..., dNd(t)}
denotes the position of Nd dynamic obstacles at time t, where
∀i, j, t, di(t) ⊂ Cf , (di(t), di(t+1)) ⊂ E or di(t) = di(t+1),
and di(t) 6= dj(t). In addition, if di(t + 1) = dj(t), then
dj(t+1) 6= di(t), i.e., any motion conflict should be avoided.
Global guidance. A traversable path G = {g(t)} is defined
by the following rules: 1) the initial location g(0) = cstart and
there is a time step tf that ∀t ≥ tf , g(t) = cgoal. Note that,
cstart, cgoal ∈ Cf ; 2) ∀t, g(t) ∈ Cf , (g(t), g(t+ 1)) ∈ E . The
global guidance G∗ is the shortest traversable path, defined as
G∗ = argmintf G, between the initial location cstart and the
goal cgoal. Note that the global guidance may not be unique—
in this paper, we randomly choose one instance.
Assumptions. We assume that the robot knows the infor-
mation of all the static obstacles and calculates the global
guidance at the start of each run. Note that the global guidance
is only calculated once and remains the same. During robot
motion, we assume that the robot can obtain its global location
in the environment and acquire global guidance information.
However, we do not assume that the trajectories of dynamic
obstacles are known to the robot. The robot can only obtain
the current location of dynamic obstacles when they are within
its local field of view.
Local observation. The robot has a local field of view (FOV)
within which it observes the environment. More specifically,
at each time step t, the robot collects the local observation
Ot = {oft , ost , odt } which is a collection of the location of free
cells oft , static obstacles o
s
t and dynamic obstacles o
d
t , within
the local FOV with the size of Hl ×Wl. In addition, we also
define a local segment of the global guidance as to the local
path segment G∗t of the global guidance G∗ which is located
within the robot local FOV, both Ot and G∗t are considered as
the system input information at each time t.
Robot action. The robot action set is defined as A =
{Up,Down,Left,Right, Idle}, i.e., at each time step, the
robot can only move to its neighboring locations or remain
in its current location.
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Fig. 1. The overall structure of our method. The input of each step is a concatenate of the transformed local observation and the global guidance information.
A sequence of historical inputs is combined to build the input tensor of the deep neural network, which outputs a proper action for the robot.
Objective. Given as input the local excerpt G∗t of the global
guidance, the current local observation Ot, and a history
of local observations Ot−1,..., Ot−(Nt−1), output an action
at ⊂ A at each time step t that enables the robot to move
from the start cell cstart to the goal cell cgoal with the
minimum number of steps while avoiding conflicts with static
and dynamic obstacles.
IV. RL ENHANCED HIERARCHICAL PATH PLANNING
In this section, we first describe the overall system structure
and then present details of our approach.
A. System Structure
Figure 1 illustrates the overall system structure, which
shows that our local RL planner contains four main modules:
1) Composition of network input: Firstly, we transforms the
local observation Ot into a graphic and use its three chan-
nels (RGB data) in combination with a guidance channel to
composing the current input. Then a sequence of historical
inputs is used to build the final input tensor;
2) Spatial processing: Secondly, we utilize a series of 3D
CNN layers to extract features from the input tensor, then
reshape the feature into Nt one-dimensional vectors;
3) Temporal processing: Thirdly, we use a LSTM layer to
further extract the temporal information by aggregating the
Nt vectors;
4) Action policy: Finally, we use two fully connected (FC)
layers to estimate the quality qi of each state-action pair
and choose the action ai ⊂ A with maxi qi.
B. Global Guidance and Reward Function
The main role of global guidance is to provide long-term
global information. By introducing this information, the robot
receives frequent feedback signals in arbitrary scenarios, no
matter how large the environment and how complex the local
environments are. We achieve this by proposing a novel reward
function that provides dense rewards while simultaneously not
requiring the robot to follow the global guidance strictly. In
this manner, we encourage the robot to explore all the potential
solutions while also promoting convergence of the learning-
based navigation.
More specifically, at each step, the reward function offers: 1)
A small negative reward r1 < 0 when the robot reaches a free
cell which is not located on the global guidance; 2) A large
negative reward r1 + r2 when the robot conflicts with a static
obstacle or a dynamic obstacle, where r2 < r1 < 0; 3) A large
positive reward r1 + Ne × r3 when the robot reaches one of
the cells on the global guidance path, where r3 > |r1| > 0 and
Ne is the number of cells removed from the global guidance
path, between the point where the robot first left that path,
to the point where it rejoins it. The reward function can be
defined formally as:
R(t) =

r1 if cr(t+ 1) ∈ Cf \ G∗
r1 + r2 if cr(t+ 1) ∈ Cs ∪ Cd(t+ 1)
r1 +Ne × r3 if cr(t+ 1) ∈ G∗ \ Cd(t+ 1)
(1)
where cr(t+ 1) is the robot location after the robot takes the
action at at time t, R(t) is the reward value of action at.
Figure 2 shows an example of our reward function. At t = 0,
since there is a dynamic obstacle in front, our RL planner
moves the robot to the lower cell to avoid conflict. From t = 1
to t = 6, the robot does not need to return to the global
guidance path immediately, but can continue to move left until
it reaches one cell ci located on the global guidance path at t =
7. Here R(0) = R(1) = R(2) = R(3) = R(4) = R(5) = r1
and R(6) = r1+7×r3, since at t = 7, Ne = 7 cells have been
removed in the global guidance. We remove the path segment
up to ci as soon as the robot obtains the reward R(6) to ensure
that the reward of each cell on the global guidance path can
only be collected once. In contrast to IL-based methods, we do
not require the robot to strictly follow the global guidance at

Fig. 2. An illustration of our reward function. The green, black, yellow and red cells represent the static obstacle, the global guidance, the dynamic obstacle
and the robot, respectively. At t = 7, the robot reaches a global guidance cell ci and receives the reward based on the number of eliminated guidance cells.
each step, since the robot receives the same cumulative reward
as long as it reaches the same guidance cell given from the
same start cell. As a result, our model can also be trained
from scratch without IL, which circumvents potentially biased
solutions [22]. In the training process, we stop the current
episode once the robot deviates from the global guidance too
much, namely, if no global guidance cell can be found in the
FOV of the robot.
C. Local RL Planner
As shown in Figure 1, we transform a robot’s local obser-
vation into an observation image defined as: 1) The center
pixel of the image corresponds to the current robot position,
the image size is the same as the robot’s FOV Hl ×Wl, i.e.,
one pixel in the image corresponds to one cell in the local
environment; 2) All the static and dynamic obstacles observed
are marked in the image, where we use one color to represent
static obstacles and another color to denote dynamic ones.
In addition, a guidance channel that contains the local path
segment G∗t of the global guidance is introduced to combine
with the three channels (RGB data) of the observation image,
to compose the current input It. Our RL planner takes the
sequence St = {It, It−1...It−(Nt−1)} as the inputs at step t.
We use Double Deep Q-Learning (DDQN) [24] for our RL
planner. At time step t, the target value Yt = R(t), if ct+1 =
cgoal, otherwise,
Yt = R(t) + γQ(St+1, argmax
at
Q(St+1, at; θ); θ−) (2)
where Q(.) is the quality function, θ and θ− are the current
and target network parameters respectively, γ is the discount
value and R(t) is defined in (1). To update the parameters θ,
we sample Nb transitions from the replay buffer, and define
the loss L as:
L = 1
Nb
Nb∑
j=1
(Y jt −Q(Sjt , ajt ; θ))2 (3)
As shown in Figure 1, our model is comprised of 3D CNN
layers followed by LSTM and FC layers. The input is a five-
dimensional tensor with size Nt × Hl ×Wl × 4, where Nb
is the batch size sampled from the replay buffer. We first
use 3D CNN layers to extract the spatial information. The
size of the convolutional kernel is 1 × 3 × 3. We stack one
CNN layer with kernel stride 1 × 1 × 1 and another with
stride 1 × 2 × 2 as a convolutional block, which repeats
Nc times for downsampling in the spatial dimension. The
embeddings extracted by the CNN layers are reshaped into
Nt one-dimensional vectors and fed into the LSTM layer to
extract temporal information. Two FC layers are attached to
the LSTM layer, where the first layer (followed by a ReLU
activation function) reasons about the extracted information
and the second layer directly outputs the value qi of each
state-action pair (St, ai) with a Linear activation function.
D. Application to Reactive Multi-Robot Path Planning
The main idea of our local RL planner is to encourage
the robot to learn how to avoid surrounding obstacles while
following global guidance. Since robots only consider local
observations and global guidance, and do not need to explicitly
know any trajectory information nor motion intentions of other
dynamic obstacles or robots, the resulting policy can be copied
onto any number of robots and, hence, scales to arbitrary
numbers of robots. Based on the aforementioned rationale,
our approach is easily extended to resolving the multi-robot
path planning problem in a fully distributed manner, whereby
dynamic obstacles are modeled as independent mobile robots.
Each robot considers its own global guidance and local
observations to generate actions. Since we do not require
communication among robots, this is equivalent to an unco-
ordinated reactive approach. Note that the above extension is
fully distributed, can be trained for a single agent (i.e., robot)
and directly used by any number of other agents.
V. IMPLEMENTATION
In this section, we will introduce the detailed network
parameters and describe our training and testing strategies.
A. Model Parameters
In the experiments, we use the A* algorithm to generate the
global guidance. The default parameters are set as follows:
robot local FOV size Hl = Wl = 15, the length of input
sequence Nt = 4, the reward parameters r1 = −0.01,
r2 = −0.1, and r3 = 0.1. The convolutional block is repeated
Nc = 3 times with input batch size Nb = 32. The activation
functions are ReLU. We use 32 convolution kernels in the first
convolutional block and double the number of kernels after
each block. After the CNN layers, the shape of feature maps
is 4× 2× 2× 128. In the LSTM layer and the two FC layers,
we use 512, 512, and 5 units, respectively.
B. Environments
As shown in Figure 3, we consider three different envi-
ronment maps to validate our approach, i.e., a regular map, a
random map, and a free map. The first one imitates warehouse
(a) Regular map (b) Random map (c) Free map
Fig. 3. Map examples. The black and colored nodes represent the static and
dynamic obstacles respectively. Map parameters can be found in Section V-B.
environments and contains both static and dynamic obstacles,
where the static obstacles are regularly arranged and the
dynamic ones move within the aisles. In the random map,
we randomly set up a certain density of static obstacles and
dynamic obstacles. In the free map, we only consider a certain
density of dynamic obstacles. The default size of all the maps
is 100 × 100. The static obstacle density in each map is set
to 0.392, 0.15, and 0, respectively, and the dynamic obstacle
density is set to 0.03, 0.05, and 0.1, respectively. Dynamic
obstacles are modeled as un-controllable robots that are able
to move one cell at each step in any direction. Their start/goal
cells are randomly generated, and their desired trajectories are
calculated through A* by considering the current position of
any other obstacles. During training and testing, each dynamic
obstacle continuously moves along its trajectory, and when
motion conflict occurs, it will: 1) with a probability of 0.9, stay
in its current cell until the next cell is available; 2) otherwise,
reverse its direction and move back to its start cell.
C. Training and Testing
We train our model with one NVIDIA GTX 1080ti GPU in
Python 3.6 with TensorFlow 1.4 [25]. The learning rate is fixed
to 3× 10−5, and the training optimizer is RMSprop. We use
ε-greedy to balance exploration and exploitation. The initial
value is set to be ε = 1 and decreases to 0.1 linearly when the
total training steps reach 200, 000. In training, we randomly
choose one of the three maps as the training map and configure
the dynamic obstacles by following the settings in Section V-B.
Then we randomly select two free cells as the start and goal
cells. During the training, we end the current episode and start
a new one if one of the following conditions is satisfied: 1)
the number of training steps in the current episode reaches a
maximum defined as Nm = 50 + 10 × Ne; 2) the robot can
not obtain any global guidance information in its local FOV;
3) the robot reaches its goal cell cgoal. In addition, after the
robot completes 50 episodes, the start and goal cells of all the
dynamic obstacles are re-randomized.
Before learning starts, one robot explores the environment
to fill up the replay buffer, which is comprised of a Sumtree
structure to perform prioritized experience replay [26]. Note
that Sumtree is a binary tree, which computes the sum of
the values of its children as the value of a parent node. In
each episode, the robot samples a batch of transitions from the
replay buffer with prioritized experience replay (PER) based
on the calculated temporal difference error by the DDQN
algorithm. During testing, all methods are executed on an Intel
i7-8750H CPU.
D. Performance Metrics
The following metrics are used for performance evaluation:
• Moving Cost:
Moving Cost =
Ns
||cgoal − cstart||L1 (4)
where Ns is the number of steps taken and ||cgoal−cstart||L1
is the Manhattan distance between the start cell and the
goal cell. This metric is used to indicate the ratio of actual
moving steps w.r.t the ideal number of moving steps without
considering any obstacles.
• Detour Percentage:
Detour Percentage =
Ns − LA∗(cstart, cgoal)
LA∗(cstart, cgoal)
×100% (5)
where LA∗(cstart, cgoal) is the length of the shortest path
between the start cell and the goal cell, which is calculated
with A* algorithm by only considering the static obstacles.
This metric indicates the percentage of detour w.r.t the
shortest path length.
• Computing Time: This measure corresponds to the average
computing time at each step during the testing. The com-
puting time is normalized by Ns.
VI. RESULTS
In this section, we present comparative results for both the
single-robot and multi-robot path planning tasks.
A. Single-Robot Path Planning Results
We compare our approach with dynamic A* based meth-
ods with global re-planning and local re-planning strategies,
and we call these two methods Global Re-planning
and Local Re-planning respectively. For Global
Re-planning, each time the robot encounters a conflict, an
alternative path is searched for from the current cell to the goal
cell by using the A* method, considering the current position
of all the dynamic obstacles. For Local Re-planning,
an alternative path is searched for from the current cell to the
farthest cell within the robot’s FOV. We train our model by
using both the three environments shown in Figure 3, and then
compare our testing results with Global Re-planning
and Local Re-planning in the three environments sepa-
rately. For each map, we separate the comparison into three
groups with different Manhattan distances between the start
cell and the goal cell, which are set to 50, 100, and 150,
respectively. For each group, 100 pairs of start and goal
locations are randomly selected and the mean value and its
standard deviation are calculated. The desired trajectories of
dynamic obstacles are consistent among the testing of each
method for a fair comparison.
The comparison results are shown in Table I, which validate
that: 1) Compared with Local Re-planning and Global
Re-planning, our approach uses the smallest number of
TABLE I
SINGLE ROBOT PATH PLANNING RESULTS: MOVING COSTS AND DETOUR PERCENTAGES OF DIFFERENT APPROACHES
Moving Cost Detour Percentage Computing Time (s)
Local Global Ours Local Global Ours Local Global Ours
Regular-50 1.58(0.50) 1.31(0.29) 1.18(0.16) 36.7% 23.7% 15.2% 0.004 0.003 0.011
Regular-100 1.57(0.35) 1.23(0.21) 1.12(0.12) 36.3% 18.7% 10.7% 0.005 0.004 0.012
Regular-150 1.50(0.32) 1.19(0.14) 1.09(0.08) 33.3% 16.0% 8.2% 0.007 0.004 0.015
Random-50 1.35(0.28) 1.28(0.18) 1.21(0.13) 25.1% 21.1% 16.7% 0.005 0.004 0.013
Random-100 1.43(0.27) 1.26(0.14) 1.15(0.10) 30.0% 20.5% 13.0% 0.006 0.006 0.015
Random-150 1.37(0.17) 1.17(0.09) 1.11(0.08) 27.0% 14.5% 9.1% 0.010 0.006 0.018
Free-50 1.27(0.20) 1.24(0.15) 1.14(0.09) 21.2% 19.4% 12.3% 0.008 0.007 0.018
Free-100 1.31(0.13) 1.21(0.11) 1.11(0.07) 23.6% 17.3% 9.1% 0.015 0.011 0.022
Free-150 1.27(0.12) 1.14(0.06) 1.07(0.05) 21.2% 12.3% 6.5% 0.017 0.013 0.028
Values are listed as “mean (standard deviation)”. The lowest (best) values are highlighted.
TABLE II
ABLATION STUDY ON DIFFERENT ROBOT FOV SIZES
Hl ×Wl 7×7 9×9 11×11 13×13 15×15
Random-50 1.49 1.35 1.32 1.24 1.21
Random-100 1.33 1.25 1.23 1.17 1.15
Random-150 1.27 1.21 1.18 1.14 1.13
Values are the mean values of the Moving Cost index.
moving steps in all the cases. 2) Our approach has the smallest
standard deviations in all the cases, which demonstrates our
consistency across different settings. 3) Our computing time
is slightly higher than Local Re-planning and Global
Re-planning, but still remains within an acceptable inter-
val. The maximum computing time of our approach is about
28ms, which means that our RL planner achieves an update
frequency of more than 35Hz on the given CPU platform,
fulfilling the real-time requirements of most application sce-
narios.
We further test the effect of different robot FOV size and
input sequence length Nt on the performance. The random
map in Figure 3 is used, and the start and goal cells are
generated with fixed Manhattan distances of 50, 100, and 150.
For each value, 100 pairs of start and goal cells are tested. We
first choose different values of the FOV size of Hl ×Wl for
comparison. The results in Table II show that: 1) As the FOV
size increases, the robot reaches the goal cell in less average
steps. 2) The performance improvement is not significant when
the FOV size is large than 13× 13. Since a smaller FOV size
implies a smaller learning model, a FOV size of 15 × 15 is
large enough for our cases to balance the performance and
computation cost.
Next, we compare different values of the input sequence
length Nt for comparison. For ease of implementation, we
keep the same network input size in all the cases and use
empty observation images for the cases with Nt < 4. Note that
if Nt = 1, the robot loses all the temporal information of the
dynamic obstacles and only considers the current observation.
The results in Table III show that: 1) Introducing the historical
TABLE III
ABLATION STUDY ON DIFFERENT INPUT SEQUENCE LENGTHS
Nt 1 2 3 4
Random-50 1.42 1.28 1.22 1.21
Random-100 1.48 1.34 1.21 1.15
Random-150 1.56 1.31 1.19 1.13
Values are the mean values of the Moving Cost index.
TABLE IV
EXPERIMENT RESULTS IN UNSEEN ENVIRONMENTS
Local Global Ours
Moving Cost 1.46(0.19) 1.21(0.08) 1.12(0.06)
Detour Percentage 31.5% 17.3% 8.3%
local observation information significantly improves the sys-
tem performance in all the cases. 2) When Nt > 3, increasing
Nt only marginally improves the performance. Since a smaller
Nt implies a smaller learning model, Nt = 4 is large enough
for our cases to balance the performance and computation cost.
In addition, we also test our approach in an unseen en-
vironment to validate its generalizability. The environment
is an enlarged version of the random map in Figure 3 with
size 200× 200. The densities of static and dynamic obstacles
are set to 0.15 and 0.05, respectively. We randomly generate
100 pairs of start and goal cells with a constant Manhattan
distance of 200. Note that we directly use the model trained
in the small maps for testing. The results in Table I and
Table IV show that our approach performs consistently well,
under different environments, which validates the scalability
and generalizability of our approach.
B. Comparison with Multi-Robot Path Planning Methods
We apply our method to the problem of multi-robot
path planning, and compare it to five state-of-the-art bench-
marks: (i) a decoupled dynamic A* based method, Global
Re-planning, (ii) a decoupled path planning method, Hi-
erarchical Cooperative A∗ (HCA∗) [27], (iii) a centralized
optimal path planning method, Conflict-Based Search (CBS)
TABLE V
MULTI-ROBOT PATH PLANNING RESULTS: SUCCESS RATE AND COMPUTATIONAL TIME OF DIFFERENT APPROACHES
Success Rate Computing Time (ms)
ECBS HCA* Global Re-planning Discrete-ORCA PRIMAL Ours Discrete-ORCA PRIMAL Ours
Regular 100% 100% 95.7% 88.7% 92.3% 99.7% 2.064(0.107) 5.892(0.104) 6.367(0.337)
Random 100% 100% 98.2% 55.0% 80.6% 99.7% 1.233(0.044) 6.620(0.280) 6.206(0.260)
Free 100% 100% 98.8% 99.5% 75.7% 99.8% 1.480(0.050) 7.319(0.300) 6.246(0.277)
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(b) Random map with 64 robots
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(c) Free map with 128 robots
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Fig. 4. Multi-robot path planning results. The upper row shows the number of reached robots at different steps of different approaches in three testing maps.
The solid lines show the average number across 100 tests, and the shadow areas represent the standard deviations. The lower row plots the corresponding
histograms of flowtime values. The flowtime of all the failure cases is set to the maximum time step 100.
[28], (iv) a velocity-based method ORCA [29] and, (v), the
RL based approach PRIMAL [19]. For HCA∗, the priorities of
the robots are randomly chosen. For CBS, since computing
an optimal solution when the robot number is larger than
50 is often intractable, we use its sub-optimal version ECBS
[28] with a sub-optimality bound set to 1.03. For ORCA, we
calculate the next position of the robot by only considering the
angle of the velocity output and thus transform the continuous-
space ORCA into a discrete version Discrete-ORCA. It
should be noted that neither our approach nor PRIMAL has
been trained in the testing maps. For PRIMAL, we directly
use the trained model provided online by the authors 1. In our
approach, we directly use the model trained in a single robot
case.
Comparisons are performed in three different maps with
size 40×40 and varying numbers of robots, which are smaller
versions of the maps in Figure 3. The static obstacle densities
are set to 0.45, 0.15, and 0 in the regular, random, and free
maps, respectively, and the robot numbers are set to 32, 64,
and 128. In each map, we generate 100 random configurations
1https://github.com/gsartoretti/distributedRL MAPF
of robots with different start and goal cells. To ensure the
solvability of the problem, once each robot arrives at its goal
cell, we remove the robot from the environment to avoid
conflicts. We set a time-out of 100 time-steps for all the
tests, within which time if any robot can not reach its goal,
this test is defined as a failure case. In Figures 4 (a)-(c), we
compare the number of robots that have reached their goals
as a function of time. In Figures 4 (d)-(f), we compare the
flowtime of the different approaches. In Table V, we compare
their success rates and computing times. Since in Global
Re-planning, ECBS and HCA∗, the robot action is not
generated online at each step, we only compare the computing
time of Discrete-ORCA, PRIMAL and our approach. The
computing time is normalized by the average flowtime.
These results demonstrate that: 1) Our approach maintains
consistent performance across different environments, outper-
forming Global Re-planning and PRIMAL, also outper-
forming Discrete-ORCA in most cases (Discrete-ORCA
can not handle the crowded static obstacles, so it is only
effective in the free map). ECBS and HCA∗ achieve the
best performance overall, since they are both centralized
approaches that have access to all robots’ trajectory informa-
tion. In HCA∗, the trajectory information of all robots with
higher priorities is shared and utilized in the planning of
the robots with lower priorities. Our approach is in stark
contrast to these approaches, since it is fully distributed and
non-communicative (i.e., requiring no trajectory information
of other robots). 2) Our success rate is similar to that of
ECBS and HCA∗, and higher than Global Re-planning,
Discrete-ORCA and PRIMAL. The results show that our
approach outperforms all the distributed methods, which vali-
dates its robustness, scalability, and generalizability. We note
that in contrast to PRIMAL, which uses a general ‘direction
vector’ [19], we utilize the global guidance instead. The global
guidance provides dense global information which considers
all the static obstacles. Thus, our method is able to overcome
many of the scenarios (e.g., deadlocks) where PRIMAL gets
stuck.
VII. CONCLUSION
In this paper, we introduced G2RL, which is a hierarchical
path planning approach that enables end-to-end learning with a
fix-sized model in arbitrarily large environments. We provided
an application of our approach to distributed uncoupled multi-
robot path planning that is naturally scaled to an arbitrary
number of robots. Experimental results validated the robust-
ness, scalability, and generalizability of this path planning ap-
proach. Notably, we demonstrated that its application to multi-
robot path planning outperforms existing distributed methods
and that it performs similarly to state-of-the-art centralized
approaches that assume global dynamic knowledge.
In future work, we plan to extend our approach to the
continuous domain, as well as integrate explicit coordination
methods for cooperative multi-robot path planning.
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