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Abstract
A multicomponent multiphase reactive transport sim-
ulator has been developed to facilitate the investiga-
tion of a large variety of phenomena in porous media
including component transport, diffusion, microbiologi-
cal growth and decay, cell attachment and detachment
and phase exchange. The coupled problem is solved
using operator splitting. This approach allows a flexi-
ble adaptation of the solution strategy to the concrete
problem.
Moreover, the individual submodels were optimised
to be able to describe behaviour of Escherichia coli
(HB101 K12 pGLO) in the capillary fringe in the pres-
ence or absence of dissolved organic carbon and oxygen
under steady-state and flow conditions. Steady-state
and flow through experiments in a Hele-Shaw cell, filled
with quartz sand, were conducted to study eutrophic
bacterial growth and transport in both saturated and
unsaturated porous media. As E. coli cells can form
the green fluorescent protein (GFP), the cell densities,
calculated by evaluation of measured fluorescence in-
tensities (in situ detection) were compared with the
cell densities computed by numerical simulation. The
comparison showed the laboratory experiments can be
well described by our mathematical model.
1 Introduction
There is a considerable ongoing effort aimed at under-
standing the microbial growth and transport in porous
media [1, 2, 3, 4]. Microbial activity is of significant
interest in various environmental applications such as
in situ bioremediation [5], biodegradation of pollutants
[6], dispersal of pathogenic microorganisms [7], protec-
tion of drinking water supplies, and for subsurface geo-
chemistry in general.
The design of bioremediation schemes requires un-
derstanding the processes governing the growth, fate,
cell attachment to solid surfaces and transport of the
microbes under the particular physical, biological, and
hydrogeological conditions involved [8]. The appropri-
ate processes can be influenced e.g. by properties of
the porous medium, the cells and pore water and gas
composition [9, 10].
The soil microbial population can be affected by the
availability of electron acceptors [11], nutrients [12] and
bio-available water [13, 14]. The capillary fringe (CF),
defined - in a wider sense than usual - as the region of
the subsurface above the groundwater table, but still
dominated by capillary rise, is a region where all these
factors are abundantly available and it offers attractive
growth conditions for aerobic and facultative anaero-
bic soil microorganisms [15, 16, 17]. It is thus a region
where high microbial activity is to be expected. In the
presence of dissolved molecular oxygen, most anaero-
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bic metabolism is suppressed and aerobic bacteria are
the dominant groups in aerated soils. In regions heav-
ily contaminated with organic compounds the oxygen
can be expected to be quickly depleted, so that aerobic
metabolism will no longer dominate [18].
Reactive transport modelling is an essential tool for
understanding microbial growth and transport in the
subsurface [19] and has a significant impact e.g. on the
treatment of contaminant retardation, bioremediation
or intrinsic biodegradation in the subsurface, the de-
scription of nutrient fluxes and pollution distribution
and on the experimental design in general. Many stud-
ies are often performed in laboratory scale experiments
to identify the principal processes that affect micro-
bial transport and appropriately designed mathemat-
ical models are developed and applied to predict the
retention and transport of microorganisms in natural
conditions [1, 20, 21].
Many researchers have studied the behaviour of mi-
croorganisms in porous media under saturated flowing
conditions [22, 23, 24], but the transport in unsatu-
rated porous media is more complicated [25, 26, 27, 28].
The purpose of this study is to develop a mathemat-
ical model describing multicomponent reactive trans-
port processes in saturated and unsaturated porous me-
dia (especially in the CF) at the Darcy scale, to iden-
tify, quantify and investigate the relative importance
of processes on microbiological growth and transport
of Escherichia coli, to characterise the processes by ap-
preciable microbial dynamics and to compare numeri-
cal simulations with laboratory experiments.
E. coli , an indicator bacterium for faecal pollution of
the environment [4], can be used as a good example to
investigate bacterial growth and transport in partially
saturated porous media because E. coli cells may grow
under aerobic and anaerobic conditions [29, 30]. In ad-
dition, E. coli is easy to detect and quantify, and the
net negative surface charge and low inactivation rates
ensure that they may travel long distances in the sub-
surface [31]. These characteristics make them a useful
indicator of contamination of drinking water supplies
or as indicator bacterium of faecal pollution of the en-
vironment [4] and is therefore a frequent research ob-
jective of many scientists [32, 33, 26, 34].
2 Model development
We assume that an unsaturated, incompressible porous
medium under investigation consists of three phases
P = {s, l, g}: solid phase s and two fluids l, g, liquid
and gas, respectively as in [35]. Each of these phases
α ∈ P is composed of a set of components Kα.
Each phase α has its own mass phase density ρα and
volume fraction θα. From their definitions, the volume
fractions clearly must fulfil the constraint
∑
α θα = 1.
The relation between porosity φ, aqueous and gaseous
saturation sα and its content is θα = φsα, where sl +
sg = 1.
For each component κ ∈ Kα, the general macroscopic
mass conservative equations describing the transport
and reaction of aqueous and solid phase species are
written as
∂(θαcα,κ)
∂t
+∇ · {cα,κvα + jα,κ} = Rα,κ, (1)
where cα,κ is the mass concentration of component κ,
vα is the velocity of phase α, jα,κ is the diffusion term
and Rα,κ describes the reaction.
We assume as in [36] and [37] that sum of the diffu-
sive fluxes for all components in each phase is zero∑
κ∈Kα
jα,κ = 0, (2)
which ensures that the phase α moves with the phase
velocity vα. In a typical immobile species transport
equation (1), the advection and diffusion are zero and
only the reaction term exists.
The phase velocity is related to the phase pressure
pα via the extended Darcy law
vα = −krα(sα)
µα
K (∇pα − ραg) ,
where krα is the nonlinear relative permeability func-
tion, K is the scalar absolute permeability (in general
it can be tensor, [38]), µα is the dynamic viscosity of
the fluid and g is the gravitational acceleration.
The model (1) is completed by the macroscopic cap-
illary pressure-saturation relationship
pg − pl = pc(sl). (3)
Various static capillary pressure-saturation models by
[39] or van [40] were developed based on laboratory
experiments.
The Ficks’ law is used together with the second
model of Millington and Quirk for the dependence of
the effective diffusion coefficient on phase saturation
[41] and one obtains
jα,κ = −s2αφ
4
3Dα,κ∇cα,κ,
where Dα,κ is the molecular diffusion coefficient of com-
ponent κ in phase α.
2.1 Operator splitting approach
Many simulators for reactive multiphase flow see e.g.
[37, 42, 43, 44] use a global implicit approach with full
upwinding of convective terms. This results in a large
2
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amount of numerical diffusion for the component trans-
port with a subsequent overestimation of reaction. We
follow [45, 46] and [47] and choose an operator splitting
approach.
In a first step the system (1) is split into a transport
and into a reaction part
∂(θαcα,κ)
∂t
+∇ · {cα,κvα + jα,κ} = 0, (4a)
∂(θαcα,κ)
∂t
= Rα,κ, (4b)
then the transport part is split again in a phase trans-
port and a phase composition part.
Phase transport
Summation of the transport part (4a) over all compo-
nents of each phase and using assumption (2) yields a
mass balance equation for each liquid phase
∂ (θαρα)
∂t
+∇ · {ραvα} = 0. (5)
The liquid mass phase density remains constant, while
ρg may depend on phase composition. Both phases
are assumed to be mobile, which is needed to model
active gas transport, entrapment of gaseous species or
gas production by microorganisms.
Component transport
Selecting a reference component κα,0 ∈ Kα in each liq-
uid phase, e.g. water in the liquid phase and air in
the gas phase, it remains to solve the |Kl| + |Kg| − 2
component balance transport equations in the form
∂(θαcα,κ)
∂t
+∇ · {cα,κvα + jα,κ} = 0. (6)
Reaction
Aqueous species are subject to local chemical interac-
tions with the solid and gaseous phase by (4b) or are
assumed to be at local equilibrium. The term Rα,κ
includes all possible kind of reactions and it can be di-
vided into a chemical or biological reaction part rα,κ,
phase exchange between fluids eα,κ and interaction be-
tween the liquid and solid phases aα,κ. Direct interac-
tion between solid and gas phase is not considered.
2.2 Primary variables
The model (1) split into (4-6) is a mixture of partial dif-
ferential equations (PDEs), ordinary differential equa-
tions (ODEs) and algebraic equations. The PDEs and
ODEs can be solved using different choices of primary
variables and the remaining unknowns can be com-
puted by solving algebraic equations.
In our applications we use the liquid phase and cap-
illary pressures pl, pc and the concentrations cα,κ of all
but one component κ ∈ Kα\{κα,0} for each fluid phase
as primary variables. Concentrations in solid phase are
always taken as primary variables.
Given these primary variables the remaining quan-
tities can be computed as follows: water saturation is
determined via the inverse function p−1c of (3). Because
ρl is constant, the remaining concentration is given by
the |Kl| − 1 known concentrations.
The gas molar density νg is related to gas mass den-
sity by ρg = νgMg, where Mg is the average molar
mass of gas mixture. Total pressure in the gas phase
is related to the sum of the partial pressures (Dalton’s
law) ∑
κ∈Kg
pg,κ = pg.
By means of the ideal gas law, partial pressures relate
to the molar concentrations cmg,κ of gas species
pg,κ = RTc
m
g,κ
with R being the ideal gas law constant and T the tem-
perature of the system as in [48]. In our applications,
we assume constant temperature T across the consid-
ered domain.
2.3 Solution procedure
The numerical solution of two-phase flows (5) em-
ploys space discretization on a structured grid using
a cell-centred finite volume method (CCFV) with two-
point flux approximation and full upwinding in capil-
lary pressure [49]. Time is discretized fully implicitly
to achieve unconditional stability. The arising nonlin-
ear equations are linearised with Newton-Method, the
Jacobi matrix is derived through numerical differen-
tiation and the resulting linear system is solved with
BiCGStab iterative solver with an algebraic multigrid
preconditioner [50].
To solve the solute transport (6) in advection domi-
nated cases, the CCFV method using second order Go-
dunov reconstruction of upwind fluxes (minmod slope
limiter) [51, 52] together with the explicit Euler scheme
in time is used. This scheme for advective transport
gives accurate solution and reduces numerical diffusion.
For the solution of (6) in diffusion dominated cases
(mainly transport of gaseous species), we combine the
CCFV method with central differencing scheme and
implicit Euler time step discretization.
The system of ODEs (4b) was solved element wise us-
ing embedded Runge-Kutta-Fehlberg 4(5) method [53]
3
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which allows automatically determined adaptive step
size to reduce numerical error.
All the numerical methods were implemented and
the numerical simulations were performed in the DUNE
simulation framework [54, 55, 56]. The numerical code
is parallelized using domain decomposition and can be
applied to simulate two- and three-dimensional systems
containing relatively high number of degree of free-
doms.
A sequential non-iterative approach (SNIA) similar
to [46] was used. After solution of the flow equations
(5), the fluid velocities and phase saturations are used
for component transport simulation. The transport
model (6) including advection and diffusion is solved
on a component basis. The resulting cell concentra-
tions obtained from the transport are substituted into
the chemical reaction model (4b). In many studies
on reactive flow, a sequential iteration approach (SIA)
was used, e.g. [57, 58]. For sufficiently small Courant-
Friedrichs-Lewy number (CFL) the difference between
SNIA and SIA is generally small (especially involving
reactions with slow kinetic rates) and an operator split-
ting error is reduced significantly [59]. Because the
explicit time discretization for component transport is
used, the CFL condition is a necessary condition for
stability and the transport time step in applications is
restricted to fulfil CFL = 0.4.
If the advection of all fluid components is negligible
(diffusive processes dominate advection) or if the flow
is stationary and there are no large concentration gra-
dients in the domain, the system of transport and reac-
tion equations (4) can be coupled again and solved fully
implicitly without operator splitting. This method is
called direct substitution approach (DSA) and was dis-
cussed in e.g. [60, 61, 62].
In the overall scheme the time step for two-phase
system is restricted only with convergence of Newton-
Method (arising system is highly nonlinear) and may
be larger than the time step for the transport equation.
Then several steps for the component transport/reac-
tion system are applied with one two-phase time step.
If DSA approach is used, the time step size is depen-
dent on the convergence of non-linear solver [63].
To reduce operator splitting error between phase
transport and component transport, the maximal
change in a cell saturation in one time step is limited
to 0.1.
3 Microbial processes and model development
Aside from hydrogeological and physical conditions,
bacterial transport and growth in the subsurface is in-
fluenced by many processes [8] . The nature of these
processes represents a challenge for reactive transport
modelling in that one biological mechanism is often de-
pendent on and/or influenced by another mechanism.
Thus, it may be necessary to consider the interdepen-
dency of the various processes, which are relevant for
microbiological growth in unsaturated and saturated
porous media under steady-state and transient condi-
tions.
We will introduce basic models based on a macro-
scopic approach for modelling the transport of microor-
ganisms in saturated and unsaturated porous media,
which were motivated, guided and optimised based on
laboratory batch and flow-through experiments and
measured data for E. coli , strain HB101 K12 pGLO.
3.1 Modelling attachment processes in porous media
In many laboratory and field studies, models based on
a colloid filtration theory (CFT) have been used exten-
sively to evaluate microbial transport and adhesion in
saturated and unsaturated porous media, e.g. [8, 3].
Assuming that the attachment of E. coli cells to sand
grains is reversible, the general formulation of the ad-
hesion term al,X describing cell adhesion from liquid
phase is written as [24]
al,X = −θlkattψcl,X + θskdetcs,X , (7)
where cl,X is the E. coli concentration in the liquid
phase, cs,X is the E. coli concentration in the solid
phase, katt is the first-order deposition coefficient, kdet
is the first-order detachment coefficient and ψ is a di-
mensionless deposition function. The solid phase mass
balance equation for E. coli is given as
∂ (θscs,X)
∂t
= −al,X . (8)
To account for time dependent deposition behaviour
and decreases in the solid surface area available for bac-
terial adhesion, a general form for ψ is utilised as [25]
ψ =
(
1− cs,X
slc
max
s,X
)
, (9)
where cmaxs,X is the maximum attainable bacterial con-
centration on the solid surface. The solid-liquid in-
terstitial available for cell attachment decreases with
water content. As cs,X rises, the bacteria render the
solid surface less attractive for further attachment and
the deposition function (9) will decrease to zero. The
maximum concentration of cs,X will be equal to slc
max
s,X .
3.2 Modelling microbial growth kinetics
Different batch-culture experiments under varying con-
ditions showed [64], that the kinetics of anaerobic and
aerobic growth of E. coli is limited by the availability of
4
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dissolved oxygen cl,O2 and bioconvertible dissolved or-
ganic carbon (DOC), denoted by cl,S . It was observed,
that anaerobic growth takes place only if the amount of
available oxygen is very low. If enough oxygen is avail-
able only aerobic respiration is active and the growth
of E. coli is faster.
Furthermore, experiments with different oxygen con-
centrations showed the dependency of biomass produc-
tion on oxygen availability. With decreasing oxygen
concentration the total biomass production also de-
clined. For constant air oxygen concentration 1-4%,
the DOC was depleted even slower than in the anaer-
obic case. It can be explained by switching between
aerobic respiration and anaerobic fermentation, which
may take an additional time.
Because the cells attached to the sand grains are in
direct contact with the liquid phase, we can define a to-
tal liquid E. coli concentration as cX = cl,X + cs,Xθs/
θl. We assume, that cells in both phases are able to
consume nutrients and to starve, but new cells become
immediately mobile in the liquid phase and are able
to attach only through attachment processes. This as-
sumption is motivated by results of flow-through exper-
iments with continuous DOC supply, where the mea-
sured cell concentration in the outflow was high (more
then 1.0 · 108 cells ml−1 water) and the typical assump-
tion for subsurface porous media that the majority of
cells are attached to the solid is not valid.
The anaerobic and aerobic specific growth rates
based on the Contois model [65] can be expressed as
µa = µmax,a
cl,S
cXBS,a + cl,S
cl,O2
cXBO2 + cl,O2
, (10a)
µan = max(µmax,an
cl,S
cXBS,an + cl,S
− µa, 0), (10b)
where µmax,a and µmax,an are aerobic and anaero-
bic specific growth rates, respectively The constants
BS,a, BS,an and BO2 multiplied by cX correspond to
the half-saturation constants in a well known Monod
kinetics [66]. The Contois modification is able to over-
come better the difficulty described in [67], where the
authors mentioned that the half-saturation constant in
Monod model could vary even during a single growth
cycle. To simulate bacterial growth in subsurface under
different growth conditions, a single set of parameters,
which is able to describe all possible states, is needed.
If the dissolved oxygen concentration is low, the cells
are only growing anaerobically. With increasing oxygen
concentration, they are growing in both modes but not
faster than in situation when sufficient dissolved oxygen
is available.
The reaction terms denoting growth and decay (with
a rate constant dc) of cells in the liquid and solid phase
are given by
rl,X = θl ((µa + µan) cX − dccl,X) , (11a)
rl,S = −θsdccs,X . (11b)
The balance equation for the consumable substrate
and dissolved oxygen have the form
rl,S = −θl
(
µa
YS,a
+
µan
YS,an
)
cX , (12a)
rl,O2 = −θl
(
µa
YO2
+mocl,O2
)
cX , (12b)
where the yield coefficients YS,a, YS,an and YO2 are
the links between growth and substrate utilisation and
mo is the non-growth-associated maintenance factor for
oxygen. The maintenance rate is also dependent on
oxygen availability.
3.3 Phase exchange in porous media
Even for the growth experiments in batch-culture with
continuous shaking and instantaneous oxygen supply
the measurements showed a lower oxygen content in
the liquid phase that in equilibrium with the gas phase.
The consumption of oxygen in water thus was faster
than oxygen dissolution in air and the local equilibrium
can not be assumed.
To specify macro-scale closure relationships for the
mass exchange of oxygen in porous media between the
gas and the water phase, we follow the model discussed
in [68] and [69] based on the stagnant film model for
spherical gas bubbles. The interphase mass flux is pro-
portional to the concentration deficit in the water phase
[70] and can be described by
− eg,O2 = el,O2 = βagw
(
c∗l,O2 − cl,O2
)
, (13)
where β is the mass exchange coefficient, agw is the
effective gas-water interface and c∗l,O2 is the equilibrium
oxygen concentration in the liquid phase. For gases
with a low solubility, like oxygen in water, the local
equilibrium concentration of oxygen in water c∗l,O2 can
be described by a Henry’s law
c∗l,O2 = k
cc
H cg,O2
with constant kccH and oxygen concentration in air cg,O2 ,
see [71].
3.3.1 Mass exchange coefficient
The mass exchange coefficient β for a spherical struc-
ture with the harmonic mean particle diameter pd is
given by [72]
β = Dl,O2
(
2
pd
+
1
δ
)
, (14)
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where Dl,O2 is the oxygen diffusion coefficient in water
and δ is the thickness of the stagnant film layer.
For advection flow regimes, the boundary layer thick-
ness depends on the interface velocity. The difference
between flow and interface velocity directly at the inter-
face is in most cases very small and therefore neglected
[73]. In this case, the thickness of the film layer can be
expressed by
δ =
√
pipdDl,O2
‖vl‖ .
Comparison of different mass exchange coefficient-
velocity correlations for oxygen can be found in [68].
The gas-liquid interface plays a crucial role in the
phase exchange in unsaturated porous media. Many
relationships used to predict gas-liquid specific interfa-
cial area, derived either from pore-scale network mod-
els, from Lattice-Boltzman simulations or from exper-
iments can be found in literature, see e.g. [74, 75, 76,
77, 78, 79, 80].
A basic model - based on geometrical relationships
- to estimate the total surface area for any packing
of spheres was presented by [81]. The total effective
interstitial surface area is given by
agw = κsg
6φ
pd
, (15)
where κ is the fraction of air bubble surface area ex-
posed to mobile water [68].
The gas-liquid interface in (15) is proportional to the
gas content. However, the pore network models [82, 83]
and experiments with glass beads [84, 80] proved this
relationship only for sl > 0.3 and the model (15) may
overestimate the gas-liquid interface and thus phase ex-
change in regions with low water saturation.
The model (13) together with mass exchange coef-
ficient (14) and interstitial surface area (15) describes
a first-order kinetic, where the exchange rate depends
on water content and only one free parameter pd. The
sensitivity of the model regarding to pd is discussed in
numerical results.
4 Laboratory experiments and numerical
simulations in porous media
4.1 Porous medium
In experiments to quantify growth and attachment of
E. coli , quartz sand (diameter: 0.2− 0.6 mm, porosity
0.39) was used as a model porous medium. A multistep
outflow experiment (MSO) was performed to investi-
gate the flow-rate dependence of unsaturated hydraulic
properties of the sand and hydraulic conductivity to-
gether with parameters for the van Genuchten model
were estimated, see Table 1.
Table 1: Hydraulic parameters
van Genuchten model
n 5.48
α 1.21 · 10−3 Pa−1
porosity φ 0.39
permeability K 2.6 · 10−11 m2
4.2 Adhesion parameters
In the work by [85] many flow through experiments
were conducted to investigate adhesion kinetics of dif-
ferent E. coli strains. The adhesive rates for differ-
ent strains may differ by many orders of magnitude
(10−2-10−7 s−1) and the adhesive kinetic needs to be
established for every strain separately. For this rea-
son we conducted similar flow through experiments
to estimate the parameters in model (7) for strain
HB101 K12 pGLO. The flow through experiments were
conducted in stainless steel capillaries (diameter 0.4 cm,
length 10 cm, filled with quartz sand) at initial bacte-
rial concentrations ranging from 0.7 · 108 to 1.0 · 109
highly active cells ml−1 and pore velocities between 1.3
and 4.0 m d−1. The number of cells remaining in 0.9 %
NaCl suspension was counted in the outflow, and flow
through curves were determined.
The resulting data were then used for parameter
estimation. The inverse modelling was done with a
computer model which uses the Levenberg-Marquardt-
Algorithm for the parameter estimation with sensitiv-
ities derived by numerical differentiation. The forward
model solves the transport equation for E. coli con-
centration in water (6) together with adhesion kinetic
models (7) and (8) with given initial concentrations. To
eliminate numerical discretization errors in solving for-
ward problem, a one-dimensional domain was divided
into 512 elements for CCFV simulation. In each time
step the concentration in the last element was taken as
outflow concentration. The attachment coefficients in
[24] have values between 7.7 · 10−3 and 1.3 · 10−4 s−1,
which is in a good agreement with our estimated at-
tachment coefficient katt = 3.0 · 10−4 s−1. The de-
tachment coefficient kdet = 6.2 · 10−6 s−1 is also com-
parable with values 1.7 · 10−8-3.3 · 10−6 s−1 reported
in [24] with pore velocity about 4 m d−1. The esti-
mated maximum attainable concentration cmaxs,X was
1.6 · 108 cells ml−1 porous medium. [25] measured the
value of approx. 0.5 · 108 cells ml−1 porous medium for
Pseudomonas putida.
A comparison between measured flow through curves
and the solution of the transport/adhesion problem
with given initial concentrations and different pore ve-
6
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2.0 · 108 cells ml−1, pore vel. 4.0md−1
0.8 · 108 cells ml−1, pore vel. 1.3md−1
0
0.2
0.4
0.6
0.8
1
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0
N
or
m
al
iz
ed
co
n
ce
nt
ra
ti
on
[-
]
Pore volume
Figure 1: Flow through curves for E. coli HB101 K12
pGLO measured in experiments under water-
saturated conditions (points) and solution of
transport/adhesion problem with estimated
parameters (lines).
locities is given in Fig. 1.
In the CFT the attachment rates are dependent on
flow velocities, but we have not observed any depen-
dency on flow conditions. The influence of bacterial
growth stage on cell adhesion of E. coli has been stud-
ied by [23]. Cells in the stationary growth phase were
notably more adhesive than those in the exponential
phase. In our batch experiments, the age of E. coli
cells did not have any influence on cell adhesion kinet-
ics.
4.3 Growth parameters
Growth parameters were estimated through inverse
modelling based on data from batch experiments. The
estimated parameters are summarised in Table 2.
The yield coefficients of 0.95 g dryweight g−1
consumed DOC and 0.49 g dryweight g−1 O2 estimated
for the E. coli cells are in accordance with the yield
coefficients reported by [86], where also µmax,a values
0.39-1.39 h−1 at high cultivation temperature of 37 ◦C
were determined. In [67] values for µmax,an between
0.19 and 0.65 in Chemostat and batch cultures with
glucose at 17 − 20 ◦C were listed. Under anaerobic
conditions bacteria use a mixed acid fermentation
(instead of respiration) to gain energy for growth
[87, 88], thus the growth is slower and the yield coef-
Table 2: Growth parameters
parameter value
µmax,a [h
−1] 0.324
µmax,an [h
−1] 0.255
dc [h
−1] 3.54 · 10−3
BS,a [-] 1.81
BS,an [-] 3.07
BO2 [-] 0.019
YS,a [g dryweight g
−1 consumed DOC] 0.95
YS,an [g dryweight g
−1 consumed DOC] 0.163
YO2 [g dryweight g
−1 O2] 0.49
mo [l h
−1 g−1 dryweight] 0.003
ficient decreases. According to our results, a yield of
0.163 g dryweight g−1 consumed DOC was determined,
which is close to the anaerobic yield coefficient of
0.18 g dryweight g−1 glucose which [89] found for some
other strains of E. coli.
4.4 Experimental setup
To investigate growth and transport of E. coli under
steady-state and transient conditions, a flow through
chamber (FTC) with inner dimensions of 50 × 40 ×
0.6 cm filled with sand up to 30 cm was used. The
whole system was kept under constant temperature
21± 1◦C. More detailed descriptions of the laboratory
experiment can be found in [90].
At the beginning of the experiment, the porous
medium was completely dry (previously heat ster-
ilised). The suspension of E. coli cells and
LB medium was initially injected to the chamber
through six ports in the bottom of the chamber
(at 5, 11.5, 21.5, 28, 39 and 44.5 cm) with a flow-rate
190 ml h−1. After one hour, the water injection was
stopped and the CF at the height up to 25 cm was
formed, see saturation curve Fig. 2. The balance be-
tween water pressure and atmospheric pressure was at
the height of 6 cm. The FTC was kept in standstill for
next five days, E. coli cells consumed all the biocon-
vertible DOC and synthesised green fluorescent protein
(GFP).
After five days, sterile, oxygen saturated LB medium
was injected from the left side (inflow and outflow
ports at height of 0.5, 2.0, 3.5 and 5.0 cm) and the same
amount of liquid was extracted on the other side of the
chamber by peristaltic pumps. The total flow-rate in
horizontal direction was 15 ml h−1 and took place for
next six days.
The FTC was irradiated with UV light (365 nm) and
the mean fluorescence intensity, which was detected by
7
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a camera system, was converted to cell densities, see
[90]. The average dry weight m of one cell of E. coli
was approx. 5.0 · 10−13 g.
4.5 Simulation setup
Because the FTC is thin compared with the other di-
mensions, for numerical simulations it can be simplified
as a two-dimensional domain 50× 30 cm. The domain
was spatially discretized using 392 × 256 rectangular
grid cells for CCFV method, where the size of each
element 1.3 × 1.2 mm corresponds to the twofold di-
ameter of maximal grain size. This grid resolution is
fine enough to eliminate numerical error in spatial dis-
cretization, but the runtime of numerical simulation is
still acceptable.
In pc-pl-formulation of two-phase problem (5), an ini-
tial positive water saturation is necessary (for sl = 0
is pc infinite). To obey this restriction, initial values
of pc and pl corresponds to 0.1% of water content and
atmospheric gas pressure.
All domain boundaries excluding inlet/outlet ports
are impermeable for the liquid phase (zero Neumann
boundary condition). The flux in ports is identical to
the experimental setup. For the gas phase all but the
top side is impermeable. The air pressure at the top of
the domain is fixed to the atmospheric pressure which
is consistent to free boundary.
The initial amount of water is free of DOC and
E. coli cells. The relative initial and boundary oxy-
gen concentration in air is 20.95%. The ideal gas law
yields absolute oxygen concentration of 8.68 mmol l−1
gas. At 21 ◦C the Henry’s constant kccH is 3.28 · 10−2
[91] and the equilibrium oxygen concentration c∗l,O2 is
9.1 mg l−1 water.
The injected suspensions contain LB medium with
0.8 g l−1 of consumable DOC. At the beginning of the
experiment (inflow phase), it additionally contains a
negligible amount of dissolved oxygen (0.1 mg l−1) and
2 · 107 cells ml−1 water that is equivalent to a biomass
concentration of 1.0 · 10−2 mg ml−1. In the second part
of the experiment the injected water does not contain
E. coli cells and dissolved oxygen concentration corre-
sponds to the equilibrium oxygen concentration c∗l,O2 .
For numerical simulations we assume, that E. coli
cells are not able to move without water flow (no
molecular diffusion, Dl,X = 0 m
2 s−1). Other
diffusion coefficients were taken from literature:
Dl,S = 1.9 · 10−10 m2 s−1 given by [92], Dl,O2 =
2.2 · 10−9 m2 s−1 and Dg,O2 = 1.8 · 10−5 m2 s−1 as
listed in [93].
4.6 Numerical simulation
The numerical simulation was performed as
described above. Our interest is to have
spatial and temporal distribution of investi-
gated species, primarily total cell concentration
Xt = cXθl/m [cells ml
−1 CFvolume], mobile cell
concentration Xl = cl,Xθl/m [cells ml
−1 CFvolume],
oxygen and DOC concentrations in order to under-
stand the behaviour of flow and transport of E. coli
during the experiment. The CF volume denotes the
total volume occupied by the porous medium including
the pore space.
Inflow and stagnancy
The infiltration phase was stopped after 1 h, but the
complete CF was established slower. After approx. 6 h
no changes in saturation distribution in both, in model
as well as in experiment were observed.
The concentration distributions in horizontal direc-
tion are roughly symmetrical. The simulated cell den-
sities on a vertical cut of the two-dimensional domain
at x = 25 cm after 5 d for pd = 0.9 mm are in Fig. 2.
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Figure 2: Vertical cut of the domain at x = 25 cm after
5 d of growth without new nutrient supply
and without flow. Comparison between cell
densities computed by numerical simulation
with pd = 0.9 mm and experimental data.
The lower part of the domain is up to 11 cm al-
most fully water saturated. In this region the E. coli
8
Application of reactive transport modelling to growth and transport of microorganisms in the capillary fringe
cells were growing without oxygen supply anaero-
bically and the measured E. coli concentration is
0.7 · 108 cells ml−1 CFvolume. Because the attachment
does not depend on flow velocity and the time in stag-
nancy state is long, the concentration of attached cells
corresponds in the whole domain is equal to slc
max
s,X .
Starting at the height of 11 cm, cells are growing un-
der anaerobic as well as aerobic conditions, because
oxygen diffuses from the air phase to liquid phase. The
best growth activity and biomass production was ob-
served in the zone between 12 and 16 cm, where the
water saturation is 0.6 − 0.8. In this region, the cells
could optimally use the bioconvertible DOC, which was
initially transported into the CF by infiltration and by
capillary forces, and the available dissolved oxygen.
The maximal cell density in laboratory experiment
was higher than in numerical simulation (5.3 · 108 com-
pared to 3.6 · 108 cells ml−1 CFvolume), but the uncer-
tainty in computing cell densities from their fluores-
cence intensities (FI) can be significant especially for
high FI intensities and the measured value is rather un-
realistic. If we take water saturation into account, the
maximal cell concentration in water at 14 cm is almost
11 times higher compared to the values in saturated
region. Unfortunately, the yield coefficients for aerobic
growth measured in batch experiments are only 6 time
so height to that for anaerobic growth.
In the upper part of the domain, the simulated cell
densities are proportional to the water saturation. The
higher concentration than experimental data can be
caused by overestimation of oxygen phase exchange or
by a slightly different shape of the saturation curve in
simulation and in laboratory experiment for lower wa-
ter saturation.
The simulated cell densities for different values of pd,
and thus for different phase exchange rates, are com-
pared in Fig. 3. The significant difference was observed
in regions with water saturation between 0.4 and 0.95.
For lower value of pd, which corresponds to the size
of the bigger grains in the sand used, the phase ex-
change is faster in regions with lower water saturation
and model overpredicts the measured cell densities. For
large values of pd the maximal cell densities decrease
and the maximum is moved upwards in the domain. In
following numerical experiments, the value of 0.9 mm
for parameter pd was taken.
Horizontal flow
After 5 d in standstill, 15 ml h−1 of new oxygen sat-
urated LB medium was injected to the domain. In
numerical simulations, tiny change of water saturation
was observed. On the inflow side of the domain, wa-
ter saturation profile rose by 4 mm and it decreased
by the same value on the outflow side of the chamber.
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Figure 3: Vertical cut of the domain at x = 25 cm after
5 d of growth without new nutrient supply
and without flow. Comparison between cell
densities computed by numerical simulation
with different values of pd and experimental
data.
This change in water saturation is too small to be de-
tected in laboratory experiment. After several hours,
the changes in water pore velocity were negligible and
the flow field and saturation distribution become sta-
tionary.
The computed water velocity flow field after reaching
steady-state flow conditions is shown in Fig. 4. In the
middle part of the domain up to 11− 12 cm, the water
flow is quasi horizontal with pore velocity 1.3 m d−1. In
the unsaturated zone, the pore velocity is decreasing
extensively with water saturation reduction.
Close to inlets/outlets ports, the pore velocity
reaches the magnitude of 6.5 m d−1. Flow is not only
horizontal, but it follows the streamlines and new nutri-
ents are transported to the upper part of the domain
and also cells in the unsaturated region will get new
DOC supply.
Attachment kinetic causes cells attachment and all
surface of sand grains suitable for adhesion is filled up.
New grown microorganisms and detached cells become
part of liquid phase and are transported with water
either to the unsaturated zone or are washed out of the
domain.
The result of numerical simulation without new DOC
supply, which is a pure artificial case, is demonstrated
9
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Figure 4: Magnitude of pore velocity flow field [m d−1]
(scaled to the maximal pore velocity 4 m d−1)
and streamlines of water flow.
in Fig. 5. The E. coli cells are highly washed away of
the FTC or they are moved to the the upper part of the
domain, where the fluid flow is insignificant. Even the
cells originally attached to the sand grains are slowly
washed out, but to completely remove the attached
cells in water saturated regions, it would take much
longer time.
The situation with new nutrients supply is com-
pletely different. After 3 d, the transport and growth
of E. coli become quasi-stationary and do not change
considerably. The spatial distribution after 10 d (last
5 d with horizontal flow) is shown in Fig. 6.
On the inflow side of the chamber, the microorgan-
isms are washed away and even the number of attached
cells is reduced. The area with high cell concentration
on the inflow side of the domain was shifted up by
2− 3 cm.
New carbon and oxygen sources are depleted during
the transport through the chamber. Oxygen in satu-
rated and in unsaturated zone is exhausted almost im-
mediately if the microorganism concentration is high.
DOC is transported with water flow and is consumed
continuously. Numerical simulation confirmed, that
almost all bioconvertible DOC was consumed within
transport through the chamber.
The comparison between experimental and simulated
cell concentrations on a vertical cut at x = 25 cm is
in Fig. 7. With numerical simulation it is possible to
predict the total cell concentration well. In the upper
part of the domain with very low saturation (sl < 0.2)
E. coli cells did not get any new nutrients from flowing
water and were starving. The highest microbial activity
is again in the transition zone between 12 and 16 cm,
but the maximal cell concentration is lower than with-
out flow (Fig. 2). The vertical flow in the saturated
region causes cell attachment and the total cell concen-
tration Xt is higher than the mobile cell concentration
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Figure 7: Vertical cut of the domain at x = 25 cm af-
ter 10 d of growth, last 5 d with new nutrient
supply and horizontal flow. Comparison be-
tween cell densities computed by numerical
simulation and experimental data.
Xl; in laboratory experiment even higher cell numbers
were measured.
Numerical model predicts an accumulation of E. coli
cells in the right part of the domain above the out-
flow ports. From this region the cells are washed away
slowly. This effect was also observed in tracer experi-
ments with fluorescein, but not observed in the exper-
iment with E. coli cells, see [94].
In addition, the production of GFP is dependent on
oxygen concentration [90], but many cells were grown
without oxygen supply which can limit the GFP pro-
duction and in situ cell detection can be difficult in the
right part of the domain. These contradiction between
numerical simulation and experimental data should be
taken into account and be investigate in the design of
future laboratory experiments.
5 Discussion and summary
The primary objective of this study was to provide a
macroscopic approach for modelling microbial growth
and transport in saturated and unsaturated porous me-
dia. In pursuing this objective we have emphasised
two areas of advancement. The first is development of
numerical simulator for two-phase multicomponent re-
active flow, and the second is model optimisation and
10
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Figure 5: Situation after 10 days of simulation without new DOC supply, spatial distribution of a) total E. coli
concentration Xt [cells ml
−1 CFvolume], b) attached cells [cells ml−1 CFvolume].
Figure 6: Situation after 10 days of simulation with new DOC supply, spatial distribution of a) total E. coli
concentration Xt [cells ml
−1 CFvolume], b) attached cells [cells ml−1 CFvolume].
11
Application of reactive transport modelling to growth and transport of microorganisms in the capillary fringe
comparison between numerical simulation and labora-
tory experiment data. The simulations were performed
without any additional calibration of the estimated and
of the used parameters.
Model formulation and numerical discretization
The model includes transient two phase movement in
saturated-unsaturated porous media, multicomponent
solute transport and diffusion, phase exchange, as well
as a chemical model that considers chemical reactions,
microbial growth and cell attachment.
The operator splitting concept allows us to use dis-
cretization schemes that are adapted in an optimal way
to the individual situation dependent on flow condi-
tions. Since reaction only takes place when compo-
nents mix, the numerical diffusion in flow direction can
overpredict pore-scale mixing, and thereby overpredict
homogeneous chemical reaction [95].
To prevent numerical dispersion and overestimation
of the reactions, higher order discretization schemes
are used. Using explicit temporal discretization, the
numerical diffusion in advective-dominated cases is re-
duced significantly, but the time step is restricted by
the CFL condition.
If the flow is slow (diffusion dominates) or if the flow
is quasi-stationary and takes place for a longer time
(several pore volumes), the DSA together with implicit
time discretization can be an alternative. Although the
resulting system of nonlinear algebraic equations can be
large, the time step is not restricted. In practise, the
time step for the DSA is restricted by the convergence
of Newton’s method.
As the geometry of the experimental setup is rect-
angular, simple structured grids are sufficient. A ro-
bust, flexible, accurate, local mass conservative and ef-
ficient space discretization scheme on such grids is the
CCFV. However, on complicated geometries and un-
structured grids other discretization schemes like dis-
continuous Galerkin method can be used [96].
Microbiological growth
In order to predict microbial processes in the field or
laboratory situation, we need to understand the domi-
nate processes in the particular setting and obtain es-
timates of kinetic parameters.
Microbial growth and decay, cell attachment and
detachment, phase exchange and transport of nutri-
ents - these are the most important processes affect-
ing behaviour of E. coli in the capillary fringe. Model
describing E. coli growth under aerobic and anaero-
bic conditions and its combination based on observa-
tions in batch experiments was furthermore extended
by transport and adhesion processes. Because the ad-
vection is in our application high and a significant part
of microorganisms remains in the liquid phase, we do
not need to introduce a maximal microbial capacity in
growth model as in [21].
By simulating E. coli growth and transport and sub-
sequent consumption of DOC and oxygen, it was possi-
ble to reproduce the observed changes of biomass like in
the laboratory experiment. The microbial activity was
observed and modelled in the whole domain, particu-
larly in the transition zone. In this region, the bacteria
will get new DOC supply with water flow and sufficient
amount of oxygen from the atmosphere.
Model limitations
In our macroscopic modelling approach, we neglected
or simplified some processes which may affect growth
and transport of E. coli and other soil microorganisms.
For adhesion kinetic we use a model based on colloid
filtration theory, which is not always valid under re-
pulsive conditions [3]. Although we assumed the same
consumption kinetic in both phases, attached bacteria
may consume less nutrients than cells in liquid phase.
In addition, the attachment mechanism can be different
in water fully saturated and unsaturated regions.
More understanding is also required on how solu-
ble organics interact with the surfaces of bacteria and
affect their retention to soil surfaces [7]. In [25, 34]
the accumulation of bacteria at the air-water inter-
face was also considered and it was modelled as an
irreversible adsorption. We did not deem it necessary
in this study, because no attachment and detachment
from the air-water interface was observed in laboratory
experiments.
We also neglected the capability of microorganisms
to move in response to a chemical gradient. Both ran-
dom motility and chemotaxis can have an influence to
transport for subsurface organisms [8]. Motility and
chemotaxis can play a role e.g. in movement of mi-
crobes into contaminated areas of low permeability,
where advective transport is minimal compared with
adjacent preferred flow paths [9].
The growth and transport of microorganisms can
also have an influence on hydraulic properties of porous
media [2]. High accumulation of microbial cells can
change the hydraulic properties of porous media [97],
create preferential flow paths and change flow and
transport direction, which is not yet included in the
model. The microbially generated gases and entrap-
ment or microbially induced changes in the chemical
properties of the liquid or solid phases of the media
may also play a role in permeability reduction [98].
The models describing the formation of micro-
colonies and/or biofilms require microscale data that
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are difficult to measure accurately [45]. Microbial
colonisation may cause apparent drying within the
colonised zone, with localised decreases in saturation,
giving rise to partial diversion of flow around the
colonised zone [2].
6 Conclusion
The developed model provides a temporally and spa-
tially resolved quantification of microbial activity and
nutrients in unsaturated and saturated porous medium.
The individual submodels were optimised and cali-
brated based on experimental data and used for the
simulation of growth and transport of E. coli in a flow
through cell with conditions representing the capillary
fringe. The results of numerical simulation can re-
produce laboratory experiments very effectively. The
model can be further extended and applied to optimise
the design of new laboratory and field experiments.
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